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VI Preface
Terminology. Our conventions concerning superalgebra are in part non-
standard and are summarized in appendix A. In the main body of this text
we work with super objects without making this explicit in our terminology,
e.g. we will work with super vector spaces and just call them vector spaces.
Supersigns are included. In order to distinguish them from other signs they
are written as powers of ζ := −1.
If P is a property defined for elements of a set S then we say that a subset
T of S satisfies P if any element of T satisfies P . Let P be a property defined
for pairs of elements of a set S. We say that a subset T of S satisfies P if any
pair of elements of T satisfies P . We say that a family (si) in S satisfies P if
si and sj satisfy P for any i 6= j.
We use the term operator synonymously with vector space endomor-
phism.
Notation. We denote by N,Z,R,C, and Z< the monoid of non-negative
integers, the ring of integers, the fields of real and complex numbers, and the
semigroup of negative integers, resp. If n is an integer then we denote by n+
the maximum of 0 and n.
We work over a fixed ground field K of characteristic zero. For a finite set
S, we introduce a partial order on KS by a ≤ b if b− a lies in NS . We denote
by K× the multiplicative group K \ {0}.
For a non-negative integer n, we denote by Sn the symmetric group on n
letters.
Let a be an element of a commutative algebra and n ∈ K. The binomial
coefficients are defined by
(
a
n
)
:=
(∏n−1
i=0 (a − i)
)
/n! if n ∈ N and
(
a
n
)
:= 0
otherwise. The divided powers are defined by a(n) := an/n! if n ∈ N and
a(n) := 0 otherwise.
The Kronecker symbol δa,b is defined to be 1 if a = b and to be 0 otherwise.
We write a ≡ b if a and b are by definition different notations for the same
object.
If C is a category then we denote by C(X,Y ) the set of morphisms of C
from an object X to an object Y .
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1 Introduction
Summary. In section 1.1 we give an overview of this thesis. In sections 1.2
and 1.3 we present the definition of an OPE-algebra and point out its relation
to conformal field theory. In section 1.4 we discuss the background of our first
main result. In section 1.5 we describe the first main result. In section 1.6
we recall what is known about the axiomatic theory of vertex algebras. In
section 1.7 we motivate the definition of locality for OPE-algebras. In section
1.8 we explain the second and third main result. In section 1.9 we discuss the
problem of constructing further examples of OPE-algebras. In section 1.10
we indicate the motivation for our work.
1.1 Overview
In their paper on mirror symmetry for complex tori from 2000, Kapustin and
Orlov introduce the notion of an OPE-algebra. They propose that it provides
an algebraic formulation of the physical concept of a conformal field theory
on a closed oriented surface of genus zero. They show that toroidal conformal
field theories, i.e. those associated to flat tori with a B-field, can be realized
as OPE-algebras.
The holomorphic fields of a conformal field theory form a subalgebra that
is called the chiral algebra. Its structure is formalized by the notion of a
vertex algebra. Kapustin and Orlov prove that the notion of an OPE-algebra
generalizes that of a vertex algebra and that the holomorphic fields of an
OPE-algebra form a vertex subalgebra.
In this thesis we study the question which concepts and results of the
general theory of vertex algebras can be extended to OPE-algebras.
There are three main results. First, we define products of non-holomorphic
fields, introduce the notion of multiple locality, and prove that the space F
of fields of a multiply local OPE-algebra V endowed with these products is
an OPE-algebra that is isomorphic to V via the state-field correspondence
Y : V → F .
Kapustin and Orlov prove the non-trivial result that locality, which is
the main axiom in the definition of an OPE-algebra, is a generalization of
locality for vertex algebras. Haisheng Li proved in 1994 that vertex algebras
can be equivalently defined either in terms of locality, or in terms of duality
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and skew-symmetry, or in terms of the Jacobi identity. We define the notions
of duality and skew-symmetry for OPE-algebras and prove that these two
properties together imply locality.
Toroidal conformal field theories are very special. Their OPE-algebras
satisfy additive locality which is a special case of locality. We define the
notions of additive duality and additive locality, introduce the Jacobi identity
for additive OPE-algebras, and prove that the result of Li generalizes to
additive OPE-algebras.
1.2 Quantum Fields
The crucial notion in the definition of an OPE-algebra is that of a quantum
field. We motivate its mathematical formulation.
A conformal field theory is a quantum field theory whose group of symme-
tries contains the group of conformal spacetime transformations. Therefore
the basic data of a conformal field theory are that of a general quantum field
theory. They consist of a complex vector space V , called the Hilbert space
or state space, a vector 1 of V called the vacuum, and a vector space F of
quantum fields on V . Vectors of V are called states.
A quantum field should be thought of as a distribution on spacetime with
values in operators on V . At least in the case of conformal field theories
defined on a two-dimensional spacetime it is possible to formalize this notion
in the following way.
We define a distribution with values in a complex vector space W as a
formal sum
a(z1, . . . , zr) =
∑
n1,...,nr∈R
an1,...,nr z
n1
1 . . . z
nr
r
where z1, . . . , zr are formal variables and an1,...,nr are vectors of W . The
vector space of distributions is denoted by W{z1, . . . , zr}. It is a distinctive
feature of our approach that we only consider such formal expressions.
Let C[zR] denote the group ring of R with basis (zn)n∈R and multiplication
znzm := zn+m. The vector space W{z} is a module over C[zR]. There exists
a natural isomorphism a(z) 7→ α betweenW{z} and the space of linear maps
from C[zR] to W . The map α : C[zR] → W is given by p(z) 7→
∫
p(z)a(z)dz
where
∫
b(z)dz denotes the residue b−1 of a distribution b(z).
There exists a natural topology on C[zR] that induces the (z)-adic to-
pology on the polynomial ring C[z]. An End(V )-valued distribution a(z) is
called a field if α : C[zR]→ End(V ) is continuous where End(V ) is endowed
with the weak topology. An End(V )-valued distribution a(z) is a field if and
only if for any state b the distribution a(z)b :=
∑
n∈R an(b)z
n is contained in
the C[zR]-submodule of V {z} generated by the subspace V [[z]] of power series∑
n∈N anz
n.
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The definition and the characterization of a field generalize directly to
several variables. If a(z, w) is a distribution then a(w,w) is in general not
well-defined, but if a(z, w) is a field then a(w,w) exists and is a field, too.
Because spacetime is two-dimensional the relevant distributions are of the
form a(z1, z¯1, . . . , zr, z¯r) where (zi, z¯i) are pairs of formal variables. In order
to simplify our notation, we write nˇ := (n, n¯) and zˇnˇ := znz¯n¯ for (n, n¯) ∈ R2,
a(zˇ) := a(z, z¯),W{zˇ} :=W{z, z¯}, etc.
1.3 OPE-Algebras
We give the precise definition of an OPE-algebra because in the main body
of the text the definition only appears very late despite the fact that it is
elementary to state. We motivate it by recalling the Wightman axioms.
The basic datum (V, 1,F) of a quantum field theory is also the datum
of an OPE-algebra. The axioms of an OPE-algebra are analogous to the
Wightman axioms for a quantum field theory. The Wightman axioms are:
(i) symmetry: the group of spacetime symmetries acts on V and fields in F
transform covariantly with respect to this action;
(ii) vacuum: there exists a unique state 1 that is invariant with respect to
spacetime transformations;
(iii) completeness: the states m(φ1(s1), . . . , φr(sr))1 span the state space
where φi ∈ F , si are test functions, and m is a monomial;
(iv) locality: the commutator of any two fields in F vanishes if the positions
of the fields are spacelike separated.
Definition. A vector space V together with a vector 1 of V and a vector
subspace F of End(V ){zˇ} is called an OPE-algebra if
(i) there exist two operators T and T¯ of V such that any distribution a(zˇ)
in F is translation covariant for T and T¯ , i.e. [T, a(zˇ)] = ∂za(zˇ) and
[T¯ , a(zˇ)] = ∂z¯a(zˇ) where ∂z and ∂z¯ denote partial derivatives;
(ii) the state 1 is invariant for T and T¯ , i.e. T (1) = T¯ (1) = 0;
(iii) any distribution a(zˇ) in F is creative, i.e. a(zˇ)1 ∈ V [[zˇ]], and the field-state
correspondence s1 : F → V , defined by a(zˇ) 7→ a(zˇ)1|zˇ=0, is surjective;
(iv) any two distributions a(zˇ) and b(zˇ) in F are mutually local, i.e. there
exist fields ci(zˇ, wˇ) and hˇi ∈ R2 such that hi − h¯i ∈ Z and
a(zˇ)b(wˇ) =
r∑
i=1
ci(zˇ, wˇ)
(zˇ − wˇ)hˇi
, b(wˇ)a(zˇ) =
r∑
i=1
ci(zˇ, wˇ)
(zˇ − wˇ)hˇiw>z
(1.1)
where a(zˇ)b(wˇ) :=
∑
nˇ,mˇ∈R2 anˇbmˇzˇ
nˇwˇmˇ, for hˇ ∈ R2 we define (zˇ− wˇ)hˇ :=∑
iˇ∈N2(−1)
i+i¯
(
h
i
)(
h¯
i¯
)
zˇhˇ−iˇwˇiˇ, and if h − h¯ ∈ Z we define (zˇ − wˇ)hˇw>z :=
(−1)h−h¯(wˇ − zˇ)hˇ.
4 1 Introduction
If V is an OPE-algebra then distributions in F are actually fields, the
operators T and T¯ are unique, and the field-state correspondence s1 : F →
V is a vector space isomorphism. The inverse of s1 is called the state-field
correspondence and is written a 7→ Y (a, zˇ) ≡ a(zˇ) ≡
∑
nˇ∈R2 a(nˇ)zˇ
−nˇ−1.
One can define the notion of an OPE-algebra also in terms of Y instead
of 1 and F . Note that to give a linear map Y : V → End(V ){zˇ} is equivalent
to giving an algebra structure V ⊗ V → V, a ⊗ b 7→ a(nˇ)b, for any nˇ ∈ R
2.
A morphism ϕ : V → W of OPE-algebras is by definition a linear map such
that ϕ(a(nˇ)b) = ϕ(a)(nˇ)ϕ(b) and ϕ(1) = 1.
1.4 The Operator Algebra of Quantum Fields
The original idea behind our first main result is the operator algebra of quan-
tum fields. This notion, which is due to Kadanoff and Polyakov, applies to
conformal field theories in any dimension.
A salient feature of quantum fields is the fact that the product φ(x)ψ(y)
of two quantum fields is singular for x = y. This is possible because quantum
fields are not functions but distributions.
The singularity of φ(x)ψ(y) at x = y first appeared as one of the diver-
gences in quantum field theory that one had to get rid of. Wick introduced
the normal ordered product :φ(x)ψ(y): which is regular for x = y and thus
yields a new quantum field :φ(x)ψ(x):. In our situation, the normal ordered
product of a holomorphic field a(z), i.e. a(z) =
∑
n∈Z anz
n, and a field b(zˇ)
is defined as :a(z)b(wˇ): := (
∑
n∈N anz
n)b(wˇ) + b(wˇ)(
∑
n∈Z<
anz
n).
Wilson and Kadanoff had the idea to extract information from the sin-
gularity of φ(x)ψ(y) at x = y. They postulated the existence of the operator
product expansion or OPE
φ(x)ψ(y) =
∑
i
fi(x− y)χi(y) (1.2)
where fi(x) are singular complex-valued functions and χi(x) are quantum
fields. In our case, for any holomorphic field a(z) and any field b(zˇ) there
exist fields cn(zˇ) such that for any integer K there exists a field r(z, wˇ) such
that
a(z)b(wˇ) =
∑
n∈N−K
cn(wˇ)
(z − w)n+1
+ (z − w)K r(z, wˇ).
One can prove that cn(wˇ) =
∫
(z − w)n[a(z), b(wˇ)]dz for any n ∈ Z under
very natural assumptions. Then c−1−n(zˇ) = :∂nz a(z)b(zˇ):/n! for any n ∈ N.
A natural question is whether the quantum fields :φ(x)ψ(x): and χi(x)
belong to F provided that φ(x) and ψ(x) do. To answer this question, we
note that in the Wightman axioms F only consists of “fundamental” fields.
Polyakov enlargesF by including “composite” fields and replacesWightman’s
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completeness axiom by the much stronger requirement that V is spanned by
the states φ(time → −∞)1 where φ(x) ∈ F . This is exactly axiom (iii) in
the definition of an OPE-algebra. Polyakov’s approach is more conceptual
because different sets of fundamental fields may define the same quantum
field theory. Polyakov claims that his completeness axiom is equivalent to
the condition that there exists an OPE for any quantum fields φ(x) and ψ(x)
in F such that the OPE-coefficients χi(x) belong to F .
Polyakov proposes to view F as an algebra with infinitely many products
χi(x) for any fields φ(x), ψ(x) ∈ F . There exists a notion of associativity
for the algebra F that is equivalent to the well-known crossing symmetry of
four-point functions. The algebra F has an identity given by the identity field,
i.e. the constant identity operator 1(x) := idV , and the algebra F is endowed
with a set of derivations given by the spacetime derivatives ∂xµ . The space
F together with this structure is called the operator algebra.
In the case of OPE-algebras, Kapustin and Orlov show that the fields
cn(zˇ) are contained in F . In fact, we have cn(zˇ) = Y (a(n)b, zˇ) where a(z) =∑
n∈Z a(n)z
−n−1. Moreover, we have 1(z) = Y (1, zˇ) and for any state a we
have ∂za(zˇ) = Y (Ta, zˇ) and ∂z¯a(zˇ) = Y (T¯ a, zˇ). This generalizes results of Li
and Lian-Zuckerman for vertex algebras.
The space F of fields of an OPE-algebra also satisfies the following com-
pleteness property. If a(zˇ) is a creative, translation covariant field that is local
to any field in F then a(zˇ) is contained in F and thus a(zˇ) = Y (s1(a(zˇ)), zˇ).
This result is used to prove that the OPE-coefficients cn(zˇ), or more gene-
rally χi(x), are contained in F . Because creativity and translation covariance
of χi(x) are in general relatively easy to verify the main step in the proof
is to establish a statement of the following type. If φ(x), ψ(x), and ϑ(x) are
pairwise mutually local fields then χi(x) and ϑ(x) are mutually local for any
i. A statement of this type is generally called Dong’s lemma.
1.5 The Operator Algebra of an OPE-Algebra
We give an outline of our first main result which states that for any fields a(zˇ)
and b(zˇ) that satisfy the first equation of (1.1) there exist natural products
a(zˇ)(nˇ)b(zˇ) for any nˇ ∈ R
2 such that if V is a multiply local OPE-algebra
and F is endowed with these products then Y : V → F is an OPE-algebra
isomorphism.
As we have explained in the previous section, the idea of an operator
algebra was realized for OPE-algebras only as an “operator module”, i.e. the
space F of fields is a module over the algebra of holomorphic fields via the
products a(z) ⊗ b(zˇ) 7→ a(z)(n)b(zˇ) := c
n(zˇ) for any integer n. We present
these results in sections 2.1–2.4.
In order to find the operator algebra structure on F we have to ask what
is the OPE of two fields a(zˇ) and b(zˇ). It seems that the right formulation is
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provided by the first equation of (1.1). Henceforth we call the first equation
of (1.1) an OPE of a(zˇ) and b(zˇ). In contrast to the holomorphic case, an
OPE of two non-holomorphic fields does not need to exist and if it exists
then there is no explicit formula for the fields ci(zˇ, wˇ) in terms of a(zˇ) and
b(zˇ). In contrast to locality for vertex algebras, in order to formulate locality
for OPE-algebras one has to require that an OPE exists.
The OPE (1.1) is called reduced if the pairs hˇi ∈ R2 lie in pairwise different
cosets modulo Z2 and if (zˇ − wˇ)−nˇci(zˇ, wˇ) is not a field for any i and any
nˇ ∈ N2 \ {0}. If two fields have an OPE then they have a unique reduced
OPE.
The OPE (1.1) does not agree with Wilson’s OPE (1.2), the difference
being that the singular functions in (1.1) are only powers (zˇ − wˇ)hˇ and the
fields ci(zˇ, wˇ) depend on both zˇ and wˇ. Because non-integral powers of z and
z¯ may appear in ci(zˇ, wˇ) it is in general not possible to express ci(zˇ, wˇ) as a
finite Taylor series
∑Nˇ
nˇ=0 dnˇ(wˇ)(zˇ− wˇ)
nˇ plus a remainder. Still, if there exists
an OPE of a(zˇ) and b(zˇ) then by taking the formal Taylor coefficients of the
fields ci(zˇ, wˇ) we may assign infinitely many new fields to a(zˇ) and b(zˇ). A
natural question is whether these fields belong to F .
If (1.1) is an OPE of a(zˇ) and b(zˇ) then for any nˇ ∈ R2 we define
a(wˇ)(nˇ)b(wˇ) :=
r∑
i=1
∂
(hˇi−1−nˇ)
zˇ c
i(zˇ, wˇ)|zˇ=wˇ
where ∂
(n)
z := ∂nz /n! if n ∈ N and ∂
(n)
z := 0 otherwise and ∂
(nˇ)
zˇ := ∂
(n)
z ∂
(n¯)
z¯ .
One can show that this definition does not depend on the choice of the
OPE and that if a(z) is holomorphic and local to b(zˇ) then a(z)(nˇ)b(zˇ) =
δn¯,−1 a(z)(n)b(zˇ). If (1.1) is the reduced OPE of a(zˇ) and b(zˇ) and nˇ ∈ N
2
then the Taylor coefficient ∂
(nˇ)
zˇ c
i(zˇ, wˇ)|zˇ=wˇ is equal to a(wˇ)(hˇi−1−nˇ)b(wˇ). If
a(zˇ) and b(zˇ) are creative and translation covariant then so is a(zˇ)(nˇ)b(zˇ) and
s1(a(zˇ)(nˇ)b(zˇ)) = anˇs1(b(zˇ)) where a(zˇ) =
∑
nˇ∈R2 anˇzˇ
−nˇ−1.
As we have explained at the end of the previous section, what remains
to be done in order to prove that F is closed with respect to the products
a(zˇ)(nˇ)b(zˇ) and that Y : V → F is an isomorphism of OPE-algebras, is to
establish Dong’s lemma. At present, it is not known whether Dong’s lemma is
satisfied for locality of OPE-algebras. However, Dong’s lemma can be proven
for multiple locality.
Multiple locality is the immediate generalization of locality from a pair
of fields to a family (ai(zˇ))i of fields. One requires that for any permutation
σ the distribution aσ1(zˇσ1) . . . a
σr(zˇσr) is equal to a sum of fractions with
numerators some fields cι(zˇ1, . . . , zˇr) and with denominators certain products
of (zˇi − zˇj)
hˇkij and (zˇi − zˇj)
hˇkij
zj>zi for some hˇ
k
ij ∈ R
2. See Definition 2.6.5 for
the precise statement. It is an open question whether a family of pairwise
mutually local fields is multiply local.
1.6 Duality and Locality for Vertex Algebras 7
1.6 Duality and Locality for Vertex Algebras
Vertex algebras satisfy six basic identities and there are various implications
between them. We recall these results, always assuming the existence of an
identity 1 and a translation operator T .
Following Goddard, we call the vertex algebra identities
(x+ w)M a(x+ w)b(w)c = (w + x)M (a(x)b)(w)c (1.3)
and
(z − w)N [a(z), b(w)] = 0 (1.4)
duality and locality. Here M and N are sufficiently large integers. These
identities are often called “associativity” and “commutativity”.
Duality and locality are probably the most fundamental identities for
vertex algebras. One reason for this is provided by geometry.
Huang has shown that vertex operator algebras can be formulated geo-
metrically as algebras over the partial operad of punctured Riemann surfaces
of genus zero with local coordinates. The state-field correspondence Y cor-
responds to a pair of pants, i.e. a sphere with three punctures. The axioms
of a vertex algebra translate into consistency conditions on the gluing and
cutting of punctured spheres. Because a punctured sphere is either trivial
or can be cut into pairs of pants the consistency conditions reduce to the
requirement that the three ways that a four-punctured sphere can be cut
into two pairs of pants, are all equal. If the punctures are labelled by 1, 2, 3, 4
then the decompositions (12)(34), (14)(23), and (13)(24) are conventionally
called exchange in the s-, t-, and u-channel, respectively. Huang proved that
equality between exchange in the s- and t-channel is equivalent to duality and
equality between exchange in the s- and u-channel is equivalent to locality.
Vertex algebras are often defined in terms of the Jacobi identity
δ(z, w + x) (a(x)b)(w)c = δ(x, z − w) a(z)b(w)c− δ(x, z − w)w>z b(w)a(z)c
where δ(z, w) :=
∑
n∈Z w
nz−n−1. Duality and locality together are equivalent
to the Jacobi identity. One may view the Jacobi identity as an elaborate
combination of duality and locality.
For a triple of integers (r, s, t), if we take the coefficients in front of
z−t−1w−s−1x−r−1 of both sides of the Jacobi identity we get an identity
between elements of the vertex algebra. For sufficiently large t, this iden-
tity coincides with duality (1.3) with M = t. For sufficiently large r, it
coincides with locality (1.4) with N = r. For t = 0, it is the associativity
formula (a(r)b)(z) = a(z)(r)b(z). For r = 0, it is the commutator formula
[a(t), b(s)] =
∑
i∈N
(
t
i
)
(a(i)b)(t+s−i). Finally, yet another specialization of the
Jacobi identity yields skew-symmetry b(r)a =
∑
i∈N(−1)
r+1+i T i(a(r+i)b)/i!.
Thus all the six basic identities of a vertex algebra are special cases of the
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Jacobi identity. One can show that the associativity formula implies duality,
the commutator formula implies locality, and locality implies skew-symmetry.
Li proved that there are three equivalent definitions of a vertex algebra.
Vertex algebras can be defined in terms of either the Jacobi identity or locality
or duality and skew-symmetry. Bakalov and Kac showed that vertex algebras
with a Virasoro vector can be defined in terms of the associativity formula.
The notion of a vertex algebra has been generalized by allowing more
general fields than holomorphic ones in one variable. The notions of a gene-
ralized vertex algebra and an intertwining algebra use distributions in one
variable with non-integral exponents. The notion of a Gn-vertex algebra uses
fields in n variables with integer exponents. The general theory of additive
OPE-algebras is a straightforward combination of the general theories of ge-
neralized vertex algebras and G2-vertex algebras. But for arbitrary OPE-
algebras this is no longer true. Moreover, it was not known how to define
products of fields in one variable with non-integral exponents.
1.7 Locality for OPE-Algebras
We explain why locality for OPE-algebras seems to be the proper non-
holomorphic generalization of locality for vertex algebras.
The first example of a non-holomorphic field is provided by the Fubini-
Veneziano vertex operators that generate a toroidal conformal field theory.
These fields satisfy
(zˇ − wˇ)hˇ a(zˇ)b(wˇ) − (zˇ − wˇ)hˇw>z b(wˇ)a(zˇ) = 0 (1.5)
for some hˇ ∈ R2 such that h− h¯ ∈ Z. This is the most obvious generalization
of locality for vertex algebras. Note that the product (zˇ − wˇ)hˇa(zˇ)b(wˇ) is
well-defined whereas (zˇ − wˇ)hˇw>za(zˇ)b(wˇ) is in general not. Because the first
term of (1.5) is a field in wˇ, the second term is a field in zˇ, and they are equal
we obtain that c(zˇ, wˇ) := (zˇ − wˇ)hˇa(zˇ)b(wˇ) is a field and
a(zˇ)b(wˇ) =
c(zˇ, wˇ)
(zˇ − wˇ)hˇ
, b(wˇ)a(zˇ) =
c(zˇ, wˇ)
(zˇ − wˇ)hˇw>z
. (1.6)
Thus a(zˇ) and b(zˇ) are mutually local in the sense of OPE-algebras, equation
(1.1) is satisfied with r = 1. Conversely, (1.6) implies (1.5).
We call fields a(zˇ) and b(zˇ) additively local if they satisfy (1.5) for some hˇ
and we call an OPE-algebra V additive if there exists a vector space gradation
of V such that a(zˇ) and b(zˇ) are additively local for any homogeneous states
a and b.
Arbitrary fields of an additive OPE-algebra are mutually local but in
general not additively local. The point is that locality is a bilinear relation
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whereas additive locality is not. In general, it is not possible to reduce (1.1)
to a common denominator since (zˇ − wˇ)hˇc(zˇ, wˇ) is not a field if hˇ /∈ N2 and
c(zˇ, wˇ) is non-zero. In other words, we only can reduce the i-th and the j-th
summand of (1.1) to a common denominator if hˇi ∈ hˇj + Z
2.
Roughly speaking, the number r of summands in the OPE (1.1) is the
number of “primary” fields into which a(zˇ) and b(zˇ) “fuse”. To require that
r = 1 for any homogeneous fields a(zˇ) and b(zˇ) is a very strong condition
because the fusion rules are usually not additive. The only additively local
conformal field theories seem to be the toroidal ones. We prove that a family
of pairwise additively local fields is multiply local.
1.8 Duality for OPE-Algebras
We state our second and third main result which are generalizations to OPE-
algebras of results about the axiomatics of vertex algebras.
We define a notion of duality for OPE-algebras that generalizes duality for
vertex algebras in the same way as Kapustin and Orlov’s locality generalizes
locality for vertex algebras, see Definition 3.1.3. Moreover, we show that
skew-symmetry for vertex algebras has the identity
b(rˇ)a =
∑
iˇ∈N2
(−1)r−r¯+i+i¯ T iT¯ i¯(a(rˇ+iˇ)b)/i!¯i!
as its generalization. Our second main result states that duality and skew-
symmetry together imply locality. We also prove that locality implies skew-
symmetry. It is not clear to me whether one may hope that locality implies du-
ality as in the case of vertex algebras. I think that the proper non-holomorphic
generalization of vertex algebras should include duality, either as part or as
a consequence of the axioms.
In analogy to the notion of additive locality, we define the notion of addi-
tive duality and prove that additive duality and skew-symmetry together are
equivalent to additive locality provided that there exists a translation ope-
rator. We define a generalization of the Jacobi identity and prove that it is
equivalent to additive duality plus additive locality. The last two statements
constitute our third main result.
The generalized Jacobi identity has three new features. First, the genera-
lized Jacobi identity has four terms on its right-hand side. If one thinks of the
two terms on the right-hand side of the ordinary Jacobi identity as corres-
ponding to z > w and w > z then these four terms of the generalized Jacobi
identity correspond to zˇ > wˇ, wˇ > zˇ, (z > w, w¯ > z¯), and (w > z, z¯ > w¯).
Second, the terms corresponding to (z > w, w¯ > z¯) and (w > z, z¯ > w¯) are
only defined if a(zˇ) and b(zˇ) are additively local.
Third, the generalized Jacobi identity is indexed by triples of pairs lying
in rˇ+Z2, sˇ+Z2, and tˇ+Z2 for some rˇ, sˇ, tˇ ∈ R2 depending on a, b, c. Additive
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duality and additive locality are again special cases of the Jacobi identity cor-
responding to large tˇ′ ∈ tˇ+Z2 and large rˇ′ ∈ rˇ+Z2. But if tˇ, rˇ /∈ Z2 then the
specializations tˇ′ = 0 and rˇ′ = 0 do not exist and hence there is no associativ-
ity formula and no commutator formula for additive OPE-algebras. Our result
(a(nˇ)b)(zˇ) = a(zˇ)(nˇ)b(zˇ) for multiply local OPE-algebras is a substitute for
this non-existing associativity formula. In the case of additive OPE-algebras
it takes the more explicit form
Y (a(nˇ)b, wˇ) = ∂
(hˇ−1−nˇ)
zˇ ((zˇ − wˇ)
hˇa(zˇ)b(wˇ))|zˇ=wˇ
where a and b are states such that (1.5) is satisfied.
Because of these three new features the generalized Jacobi identity be-
comes complicated and appears to be quite artificial. We consider the ques-
tion, whether there is a Jacobi identity for OPE-algebras, to be an academic
one.
1.9 Examples of OPE-Algebras
It is a difficult and important problem to construct conformal field theo-
ries rigorously. In particular, it is a non-trivial problem to construct further
examples of OPE-algebras. We sketch one approach to this problem.
The most direct construction of conformal field theories is based on the
observation that the chiral algebra of a conformal field theory commutes with
the anti-chiral algebra of anti-holomorphic fields and that the conformal field
theory is a module over these two algebras.
Thus one starts with two vertex algebras V and V¯ , takes the families of
irreducible modules (Mi) and (M¯i¯) over V and V¯ , resp., chooses a matrix (ni¯i)
of non-negative integers, and tries to construct an OPE-algebra structure on
H :=
⊕
i,¯i(Mi ⊗ M¯i¯)
⊕nii¯ using intertwiners between the modules Mi ⊗ M¯i¯.
This problem is broken down to two.
The first one is to show that intertwiners between the modules Mi sa-
tisfy some version of duality and locality. This problem has been solved by
Huang in many cases. The formulation of duality and locality involves a
braided tensor category associated to V that provides a correspondence be-
tween intertwiners such that the duality and locality identities hold for those
combinations of intertwiners that are prescribed by the correspondence.
The second problem is to find families of intertwiners for the modules
(Mi) and (M¯i¯) that define a state-field correspondence Y on H such that
(H, Y ) is an OPE-algebra. The solution of the first problem reduces the
second problem to a problem about the braided tensor categories associated
to V and V¯ . One also has to verify that if the chiral and anti-chiral halves are
combined then Huang’s notions of duality and locality for fixed intertwiners
becomes equivalent to duality and locality for OPE-algebras.
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The intertwiners of the chiral halves (Mi) and (M¯i¯) are multi-valued and
their monodromy is encoded in the braided tensor categories. One reason to
combine the chiral and anti-chiral halves is to get single-valued operators.
Another reason is that the possible combinations of the chiral and anti-chiral
halves often play a very important role for applications.
If one takes for V and V¯ the vertex algebras associated to the Heisen-
berg, Virasoro, and affine Lie algebras then the resulting OPE-algebras H
correspond to toroidal conformal field theories, minimal models, and WZW-
models, respectively.
Besides the construction of H from V and V¯ , there are also a number of
ways of constructing new conformal field theories from given ones: tensor pro-
ducts, cosets, orbifolds, simple current extensions, Gepner’s U(1)-projection,
and BRST cohomology. These constructions should yield new examples of
OPE-algebras. We show that the tensor product of OPE-algebras is an OPE-
algebra.
1.10 Motivation
Mathematicians may have various reasons to study quantum field theories,
and in particular conformal field theories. Because this is a huge program
that is still in the process of formation and whose scope and impact cannot
yet be fully over- and foreseen we formulate these reasons only in very general
terms, although it is possible to make them more concrete.
Basically, there are five reasons to study quantum field theories. First, the
proposed construction of the OPE-algebraH sketched in the previous section
shows that some interesting mathematics is involved in the construction of
quantum field theories. Second, the concept of a quantum field theory is ma-
thematically significant since it combines in a non-trivial way the geometry of
spacetime with the algebra of operators on Hilbert space. Third, it is possible
to associate to many algebraic and geometric objects quantum field theories
that capture non-trivial features of the mathematical objects. Fourth, be-
cause there are various general principles underlying quantum field theories
the fact that different algebraic and geometric structures map to quantum
field theories leads to a tremendous conceptual unification in terms of these
principles. Fifth, quantum field theory makes some amazing predictions in
mathematics that sometimes can be made precise and verified. The resulting
picture probably can be best understood in terms of quantum field theory.

2 The Algebra of Fields
2.1 The N-Fold Module of Holomorphic Distributions
Summary. In sections 2.1.1 and 2.1.2 we discuss distributions and S-fold
modules. In section 2.1.3 we introduce the N-fold module g{zˇ}. In sections
2.1.4 and 2.1.5 we remark that the n-th products of g{zˇ} are the coefficients
of the commutator formula and of the operator product expansion.
In section 2.1.6 we define the notion of a state-field correspondence. In
section 2.1.7 we prove that if g is a Leibniz algebra then g{zˇ} satisfies the
holomorphic Jacobi identity. In sections 2.1.8 and 2.1.9 we consider four spe-
cial cases of the holomorphic Jacobi identity. In section 2.1.10 we prove three
implications between the holomorphic Jacobi identity and its special cases.
Conventions. Except when we discuss S-fold modules, we denote by
V,W , and U vector spaces, g is an algebra with multiplication a ⊗ b 7→
[a, b], and A is an associative algebra with multiplication a ⊗ b 7→ ab and
commutator [a, b] := ab− ζ a˜b˜ ba.
2.1.1 Distributions
In order to keep these preliminaries about distributions as short as possible
we only give ad hoc definitions and leave out a few details. More conceptual
definitions and further details can be found in appendix B.
A V -valued distribution in the even formal variables z1, . . . , zr is an
expression of the form
a(z1, . . . , zr) =
∑
n1,...,nr∈K
an1,...,nr z
−n1−1
1 . . . z
−nr−1
r
where an1,...,nr are vectors of V . By convention, the coefficient of a distribu-
tion a(z1, . . . , zr) in front of z
−n1−1
1 . . . z
−nr−1
r is denoted by an1,...,nr and is
called the (n1, . . . , nr)-th mode of a(z1, . . . , zr). This definition uses a total
order z1 > . . . > zr on the set of variables. Usually, the variables w, x, z
are ordered by z > w > x. In the following we only discuss the case of one
variable if the extension to several variables is straightforward.
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The support of a distribution a(z) is the set of elements n of K such that
an is non-zero. We denote by V {z} the vector space of V -valued distributions
in one variable and by V [zK] the subspace of distributions with finite support.
We identify V with the space of distributions whose support is contained in
{−1}. The vector space K[zK] endowed with the product znzm := zn+m is a
commutative algebra. We define on V {z} the structure of a K[zK]-module by
zma(z) :=
∑
n∈K an+mz
−n−1. A morphism V ⊗W → U, a⊗ b 7→ ab, induces
a morphism
V {z} ⊗W{w} → U{z, w},
a(z)⊗ b(w) 7→ a(z)b(w) :=
∑
n,m∈K
anbm z
−n−1w−m−1,
that is called juxtaposition. The operator ∂z of V {z} given by a(z) 7→
−
∑
n∈K n an−1z
−n−1 is called derivative.
We denote by K[z±1] the ring of Laurent polynomials which is obtained
from the polynomial ring K[z] by inverting z. A distribution a(z) is called
integral if its support is contained in Z. The vector space V [[z±1]] of integral
V -valued distributions is a module over K[z±1].
A distribution a(z1, . . . , zr) is called a power series if its support is
contained in Zr<. The vector space V [[z1, . . . , zr]] of V -valued power series is a
module over K[z1, . . . , zr]. Its localization at the ideal generated by z1, . . . , zr
is a submodule of V [[z±11 , . . . , z
±1
r ]] that is denoted by V ((z1, . . . , zr)) and
whose elements are called Laurent series. There exists a morphism
V ((z, w))→ V ((z)),
a(z, w) 7→ a(z, w)|w=z :=
∑
n∈Z
(∑
m∈Z
am,n−m−1
)
z−n−1.
A morphism V ⊗ W → U induces a morphism V ((z)) ⊗K[z±1] W ((z)) →
U((z)), a(z) ⊗ b(z) 7→ a(z)b(z) := a(z)b(w)|w=z. The algebra K((z)) is the
quotient field of K[[z]] but the algebra K((z, w)) is not a field.
Because the field K(z1, . . . , zr) of rational functions is the free field over
K generated by z1, . . . , zr there exists a unique morphism of fields over K
Tz1,...,zr : K(z1, . . . , zr) −→ K((z1)) . . . ((zr))
such that zi 7→ zi. For an integer n and µ, ν ∈ K, we define (µz + νw)n :=
Tz,w((µz+νw)
n). In this definition the order of the summands of µz+νw de-
termines whether we apply Tz,w or Tw,z. Remark B.2.3 implies that (z−w)−1
is equal to the Taylor series
∑
m∈N ∂
(m)
w (z−w)−1|w=0 wm =
∑
m∈N z
−m−1wm.
Applying ∂
(n)
w to this equation, where n is a non-negative integer, we obtain
(z − w)−n−1 =
∑
m∈N
(
m
n
)
wm−nz−m−1. (2.1)
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Definitions formulated for one of the modules V {z}, V [zK], . . . , often ap-
ply directly to others as well and will thus not be repeated. For example, we
denote by V [[z−1]] the image of V [[z]] with respect to the involution of V {z}
given by a(z) 7→ a(z−1) :=
∑
n∈K anz
n+1. The same notation also applies to
V ((z)).
Let z and z¯ be formal variables. Despite the resulting ambiguity, we write
V {zˇ} := V {z, z¯} and a(zˇ) := a(z, z¯). Distributions in V [[z±1]] are called
holomorphic, distributions in V [[z¯±1]] are called anti-holomorphic. If a
definition or a statement consists of a holomorphic part and an analogous
anti-holomorphic part then the anti-holomorphic part is omitted.
In general, if S and T are sets and sˇ ∈ S×T then we denote by s ∈ S and
s¯ ∈ T the first and the second component of sˇ. In general, if S1, . . . , Sr are sets
and as1,...,sr (z) and a¯s1,...,sr (z) are A-valued distributions for any (si) ∈
∏
i Si
then we define aˇsˇ1,...,sˇr(zˇ) := as1,...,sr (z)a¯s¯1,...,s¯r (z¯) for any (sˇi) ∈
∏
i S
2
i . For
example, we have a(zˇ) =
∑
nˇ∈K2 anˇzˇ
−nˇ−1 and if aˇ ∈ A2 and nˇ ∈ K2 then
aˇ(nˇ) = a(n)a¯(n¯).
2.1.2 S-Fold Modules
We define the notions of an S-fold module and S-fold algebra.
For an even set S and a vector space V , a vector space M together with
an even morphism V ⊗M → M,a ⊗ b 7→ a(s)b, for any s ∈ S is called an
S-fold module over V . The vector a(s)b is called the s-th product of a
and b. A vector space V together with an S-fold module structure over V is
called an S-fold algebra.
Notions defined for S-fold modules often apply in an obvious way to S-
fold algebras as well. For this reason many definitions will only be formulated
for S-fold modules.
A morphism from an S-fold module M over V to an S-fold module N
over W is by definition a pair of linear maps M → N and V →W such that
for any s ∈ S we have a commutative diagram
V ⊗M
(s)
//

M

W ⊗N
(s)
// N.
2.1.3 The N-Fold Module of Holomorphic Distributions
We prove that a distribution in z−1V [[z−1]]{wˇ} has a unique expansion in
negative powers of z − w with coefficients in V {wˇ} and define on g{zˇ} the
structure of an N-fold module over g[[z±1]] by taking the coefficients of such
an expansion as the n-th products.
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The restriction of a distribution a(z1, . . . , zr) to a subset S of K
r is the
distribution
a(z1, . . . , zr)|S :=
∑
(n1,...,nr)∈S
an1,...,nr z
−n1−1
1 . . . z
−nr−1
r .
In this definition we implicitly use a total order on the set of variables. The
0-th mode of a distribution a(z) is called the residue of a(z) and is denoted
by resza(z).
Lemma. For a distribution a(z, wˇ) in V [[z±1]]{wˇ}, there exist unique V -
valued distributions cn(zˇ) for any non-negative integer n such that
a(z, wˇ)|N×K2 =
∑
n∈N
cn(wˇ)
(z − w)n+1
. (2.2)
Moreover, (2.2) is equivalent to
am,kˇ =
∑
n∈N
(
m
n
)
cnm+k−n,k¯ (2.3)
for any m ∈ N and kˇ ∈ K2. We have cn(wˇ) = resz((z − w)na(z, wˇ)).
Proof. Equation (2.1) yields
∑
n∈N
cn(wˇ)
(z − w)n+1
=
∑
m∈N
∑
n∈N
(
m
n
)
wm−n cn(wˇ) z−m−1. (2.4)
This shows that (2.2) and (2.3) are equivalent. The inverse of the triangular
matrix
((
m
i
)
wm−i
)
m,i∈N
is
((
i
n
)
(−w)i−n
)
i,n∈N
because we have
(
m
i
)(
i
n
)
=(
m
n
)(
m−n
i−n
)
and
∑m
i=n(−1)
i−n
(
m−n
i−n
)
= (1 − 1)m−n = δm,n for any non-
negative integers m,n, and i. Thus equating (2.4) with a(z, wˇ)|N×K2 =∑
m∈N
∑
kˇ∈K2 am,kˇwˇ
−kˇ−1 z−m−1 we see that (2.2) is equivalent to
cn(wˇ) =
∑
m∈N
(
n
m
)
(−w)n−m
∑
kˇ∈K2
am,kˇwˇ
−kˇ−1 = resz((z − w)
na(z, wˇ)).
✷
We define on g{zˇ} the structure of an N-fold module over g[[z±1]] by
a(w)(n)b(wˇ) := resz((z − w)
n[a(z), b(wˇ)]).
Thus we obtain functors g 7→ g[[z±1]], g{zˇ} from the category of algebras
to the categories of N-fold algebras and N-fold modules. The n-th product
a(z)(n)b(zˇ) only depends on a0, . . . , an and b(zˇ).
2.1 The N-Fold Module of Holomorphic Distributions 17
2.1.4 Commutator Formula
We define the commutator formula and remark that the n-th products of
g{zˇ} are the unique coefficients of the commutator formula.
Let (cn(zˇ))n∈N be a family of g-valued distributions, m be an integer,
and kˇ ∈ K2. Assume either that m is non-negative or that cn(zˇ) is zero for
large n. A holomorphic g-valued distribution a(z) and a g-valued distribution
b(zˇ) are said to satisfy the commutator formula for indices m and kˇ with
coefficients (cn(zˇ))n if
[am, bkˇ] =
∑
n∈N
(
m
n
)
cnm+k−n,k¯.
Lemma 2.1.3 shows that the n-th products a(z)(n)b(zˇ) are the unique g-
valued distributions cn(zˇ) such that a(z) and b(zˇ) satisfy the commutator
formula for any indices m ∈ N and kˇ ∈ K2 with coefficients (cn(zˇ))n.
2.1.5 Operator Product Expansion
We define the normal ordered product and prove that the n-th products of
A{zˇ} are the unique coefficients of the operator product expansion.
The annihilation and the creation part of an integral distribution a(z)
are defined by a(z)+ := a(z)|N and a(z)− := a(z)|Z< , resp.
Definition. The normal ordered product of a holomorphic A-valued
distribution a(z) and an A-valued distribution b(zˇ) is defined as
:a(z)b(wˇ): := a(z)−b(wˇ) + ζ
a˜b˜ b(wˇ)a(z)+.
Proposition. The n-th products of a holomorphic A-valued distribution
a(z) and an A-valued distribution b(zˇ) are the unique A-valued distributions
cn(zˇ) such that
a(z)b(wˇ) =
∑
n∈N
cn(wˇ)
(z − w)n+1
+ :a(z)b(wˇ):. (2.5)
Proof. This follows from Lemma 2.1.3 applied to a(z, wˇ) = [a(z), b(wˇ)] be-
cause
a(z)b(wˇ) = [a(z)+, b(wˇ)] + a(z)−b(wˇ) + ζ
a˜b˜ b(wˇ)a(z)+. (2.6)
✷
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Equation (2.5) and its rewriting
a(z)b(wˇ) ∼
∑
n∈N
cn(wˇ)
(z − w)n+1
(2.7)
are called the operator product expansion or OPE for z > w of a(z)
and b(zˇ). The distribution cn(zˇ) = a(z)(n)b(zˇ) is called the (n+ 1)-st OPE-
coefficient. Because of (2.5) the normal ordered product :a(z)b(wˇ): is also
called the regular part of the OPE. The tilde in (2.7) indicates that the
regular part is omitted.
Taking for A the enveloping algebra of a Lie algebra g, the Proposition
shows that the commutator formula for a(z) ∈ g[[z±1]] and b(zˇ) ∈ g{zˇ} and
any indices m ∈ N and kˇ ∈ K2 with coefficients (cn(zˇ))n is equivalent to the
OPE for z > w of a(z) and b(zˇ) with OPE-coefficients cn(zˇ).
2.1.6 State-Field Correspondence
Distributions and S-fold modules are interrelated in the same way as opera-
tors and ordinary modules are. First, distributions form an N-fold module.
Second, to give a K2-fold module M over a vector space V is equivalent to
giving a state-field correspondence V → End(M){zˇ}, a 7→
∑
nˇ∈K2 a(nˇ)zˇ
−nˇ−1.
Let T be a subset of an even set S. There exists a forgetful functor from
the category of S-fold modules to the category of T -fold modules, which is
called restriction and is written M 7→M |T , and there exists a fully faithful
functor from the category of T -fold modules to the category of S-fold modules
which is called extension by zero and is written M 7→M |S .
We sometimes identify a T -fold module M with the S-fold module M |S .
In particular, if T is a subset of K we identify a T -fold module M with
the K2-fold module M |K
2
where we consider T as a subset of K2 by means
of the injection T → K2, n 7→ (n,−1). Conversely, we sometimes consider
S-fold modules as T -fold modules by making implicitly use of the functor
of restriction. This practice may cause confusion but has the advantage of
unifying our discussion of conformal algebras, vertex algebras, and OPE-
algebras.
Let M be an S-fold module over a vector space V , a, b ∈ V , c ∈ M ,
and s, t ∈ S. We denote by a(s) the operator of M given by d 7→ a(s)d and
we denote by a(s)b(t) the composition of the operators a(s) and b(t). Thus
a(s)b(t)c = a(s)(b(t)c).
A pair T = (T, T ) of operators of V and M is called a derivation for a
and c and the s-th product if T (a(s)c) = T (a)(s)c+ ζ
T˜ a˜ a(s)T (c).
Of course, to give an S-fold module structure ((s) : V ⊗M →M)s∈S on a
vector spaceM is equivalent to giving an even morphism V → End(M)S , a 7→
(a(s))s∈S .
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Definition. For vector spaces V and M , an even linear map from V to
End(M){zˇ} is called a state-field correspondence.
If Y : V → End(M){zˇ} is a state-field correspondence then the image of
a vector a of V with respect to Y is denoted by Y (a, zˇ) or just by a(zˇ). The
image of Y is called the space of fields of M and is denoted by FY .
If Y : V → End(V ){zˇ} is a state-field correspondence then vectors of V
are called states and V is called the state space.
For vector spaces V and M , we use the vector space isomorphism
End(M){zˇ} → End(M)K
2
, a(zˇ) 7→ (anˇ)nˇ∈K2 , to identify state-field correspon-
dences Y : V → End(M){zˇ} withK2-fold module structures V → End(M)K
2
.
Thus for a vector a of V we write a(zˇ) =
∑
nˇ∈K2 a(nˇ)zˇ
−nˇ−1.
A V -valued distribution a(zˇ) is called bounded by hˇ1, . . . , hˇr ∈ K2 if
a(zˇ) is contained in
∑
i zˇ
−hˇiV [[zˇ]]. An End(V )-valued distribution a(zˇ) is
called bounded on a vector b of V if a(zˇ)b is bounded.
We denote by V 〈z1, . . . , zr〉 the K[zK1 , . . . , z
K
r ]-submodule of V {z1, . . . , zr}
generated by V [[z1, . . . , zr]]. Distributions in V 〈z1, . . . , zr〉 are called vertex
series. A distribution a(zˇ) is bounded if and only if it is a vertex series. A
linear map V ⊗W → U induces a morphism V 〈z〉 ⊗K[zK] W 〈z〉 → U〈z〉 of
K[zK]-modules extending the morphism V ((z))⊗K[z±1] W ((z))→ U((z)).
LetM be a K2-fold module over a vector space V . A vector a of V is called
bounded on a vector b of M if a(zˇ) is bounded on b. We call M bounded if
any pair of vectors of V and M is bounded.
A vector a of V is called holomorphic on M if a(zˇ) is a holomorphic
distribution. Let a be a vector of V that is holomorphic onM . For an integer
n, we denote by a(n) the operator a(n,−1). If b is a vector of M then the least
integer N such that a(n)b = 0 for any n ≥ N is called the mode infimum
of a and b and is denoted by o′(a, b) ∈ Z ∪ {±∞}.
A state of a K2-fold algebra V is called holomorphic if it is holomorphic
on V .
2.1.7 Holomorphic Jacobi Identity for Distributions
Since the n-th products of g{zˇ} are defined in terms of the algebra structure
of g, it is natural to deduce properties of the N-fold module g{zˇ} from pro-
perties of the algebra g. We prove that if g is a Leibniz algebra then g{zˇ}
satisfies the holomorphic Jacobi identity.
Definition. LetM be a K2-fold module over a Z-fold algebra V , a, b ∈ V ,
c ∈M , r, t ∈ Z, and sˇ ∈ K2 such that a is holomorphic on M . Assume either
that r and t are non-negative or that the pairs (a, b), (a, c), and (b, c) are
bounded. The holomorphic Jacobi identity for a, b, c and indices r, sˇ, t is
given by
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∑
i∈N
(
t
i
)
(a(r+i)b)(s+t−i,s¯)c
=
∑
i∈N
(−1)i
(
r
i
)
(a(t+r−i)b(s+i,s¯) − ζ
a˜b˜(−1)r b(s+r−i,s¯)a(t+i))c.
We say that a, b, c satisfy the holomorphic Jacobi identity if the pairs
(a, b), (a, c), and (b, c) are bounded and a, b, c satisfy the holomorphic Jacobi
identity for any indices r ∈ Z, sˇ ∈ K2, and t ∈ Z. We identify the index
sˇ = (s,−1) ∈ K2 with s ∈ K.
Let M be an N-fold module over an N-fold algebra V . We say that the
holomorphic Jacobi identity is satisfied for a, b ∈ V and c ∈M if it is satisfied
for a, b, c and any indices r, s, t ∈ N.
Proposition. If g is a Leibniz algebra then the N-fold module g{zˇ} over
the N-fold algebra g[[z±1]] satisfies the holomorphic Jacobi identity.
Proof. Let a(z), b(z) ∈ g[[z±1]], c(zˇ) ∈ g{zˇ}, and r, s, t ∈ N. Expanding the
t-th power of z − x = (z − w) + (w − x) we obtain
resz,w
(
(z − w)r(w − x)s(z − x)t[[a(z), b(w)], c(xˇ)]
)
=
∑
i∈N
(
t
i
)
resz,w
(
(z − w)r+i(w − x)s+t−i[[a(z), b(w)], c(xˇ)]
)
=
∑
i∈N
(
t
i
)
resw
(
(w − x)s+t−i [resz((z − w)
r+i[a(z), b(w)]), c(xˇ)]
)
=
∑
i∈N
(
t
i
)
(a(x)(r+i)b(x))(s+t−i)c(xˇ).
On the other hand, the Leibniz identity and the expansion of the r-th
power of z − w = (z − x)− (w − x) yield
resz,w
(
(z − w)r(w − x)s(z − x)t[[a(z), b(w)], c(xˇ)]
)
= resz,w
(
(z − w)r(w − x)s(z − x)t
(
[a(z), [b(w), c(xˇ)]]
− ζ a˜b˜ [b(w), [a(z), c(xˇ)]]
))
=
∑
i∈N
(−1)i
(
r
i
)
resz,w
(
(w − x)s+i(z − x)t+r−i[a(z), [b(w), c(xˇ)]]
− ζ a˜b˜(−1)r(w − x)s+r−i(z − x)t+i[b(w), [a(z), c(xˇ)]]
)
=
∑
i∈N
(−1)i
(
r
i
) (
a(x)(t+r−i)b(x)(s+i)
− ζ a˜b˜(−1)r b(x)(s+r−i)a(x)(t+i)
)
c(xˇ).
✷
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2.1.8 Special Cases of the Holomorphic Jacobi Identity I
We define for K2-fold modules the identities of holomorphic duality and holo-
morphic locality, the associativity formula, and the commutator formula.
Definition. LetM be a K2-fold module over a Z-fold algebra V , a, b ∈ V ,
c ∈M , r, t ∈ Z, and sˇ ∈ K2 such that a is holomorphic on M .
(a) Assume that the pairs a, b and b, c are bounded. Holomorphic duality
of order at most t for a, b, c and indices r and sˇ is the identity
∑
i∈N
(
t
i
)
(a(r+i)b)(s+t−i,s¯)c =
∑
i∈N
(−1)i
(
r
i
)
a(t+r−i)b(s+i,s¯)c.
(b) Assume either that r is non-negative or that a and b are bounded on c.
Holomorphic locality of order at most r for a, b, c and indices t and sˇ
is the identity
∑
i∈N
(−1)i
(
r
i
)
(a(t+r−i)b(s+i,s¯) − ζ
a˜b˜ (−1)r b(s+r−i,s¯)a(t+i))c = 0.
(c) Assume either that r is non-negative or that a and b are bounded on c.
The associativity formula for a, b, c and indices r and sˇ is given by
(a(r)b)(sˇ)c =
∑
i∈N
(−1)i
(
r
i
)
(a(r−i)b(s+i,s¯) − ζ
a˜b˜(−1)rb(s+r−i,s¯)a(i))c.
(d) Assume either that t is non-negative or that a is bounded on b. The
commutator formula for a, b, c and indices t and sˇ is given by
[a(t), b(sˇ)]c =
∑
i∈N
(
t
i
)
(a(i)b)(t+s−i,s¯)c.
We say that a, b, c satisfy holomorphic duality of order t if the pairs a, b
and b, c are bounded and a, b, c satisfy holomorphic duality of order t for any
indices r ∈ Z and sˇ ∈ K2. Similar terminology applies to the other three
identities.
2.1.9 Special Cases of the Holomorphic Jacobi Identity II
We remark that the four identities defined in the previous subsection are all
special cases of the holomorphic Jacobi identity.
If a(z) is a holomorphic A-valued distribution, b(zˇ) is an A-valued distri-
bution, and n is a non-negative integer then
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a(z)(n)b(zˇ) (2.8)
=
∑
mˇ∈K2
∑
i∈N
(−1)i
(
n
i
)
(an−ibm+i,m¯ − ζ
a˜b˜(−1)n bm+n−i,m¯ai) zˇ
−mˇ−1.
Remark. (i) The holomorphic Jacobi identity for a, b, c and indices
(a) r, sˇ, t with t ≥ o′(a, c) is identical with holomorphic duality of order at
most t for indices r and sˇ.
(b) r, sˇ, t with r ≥ o′(a, b) is identical with holomorphic locality of order at
most r for indices t and sˇ.
(c) r, sˇ, 0 is identical with the associativity formula for indices r and sˇ.
(d) 0, sˇ, t is identical with the commutator formula for indices t and sˇ.
(ii) Let r be a non-negative integer. Equation (2.8) shows that the asso-
ciativity formula is satisfied for a, b, c and indices r and any sˇ ∈ K2 if and
only if (a(r)b)(zˇ)c = a(z)(r)b(zˇ)c.
(iii) The commutator formula is satisfied for a, b, and any c ∈ M and
indices m and kˇ if and only if a(z) and b(zˇ) satisfy the commutator formula
for indices m and kˇ and coefficients ((a(n)b)(zˇ))n.
(iv) The commutator formula for a, b, c and indices 0 and sˇ is equivalent
to a(0) being a derivation for b and c and the sˇ-th product. In particular, the
commutator formula for indices 0 and 0 is equivalent to the Leibniz identity
for the 0-th product.
(v) Let r, s, t ∈ Z and a, b, c be states of a bounded Z-fold algebra that
satisfy holomorphic duality of order t. Holomorphic duality for indices r and
s− t is
(a(r)b)(s)c =
∑
i∈N
(−1)i
(
r
i
)
a(t+r−i)b(s−t+i)c −
∑
i>0
(
t
i
)
(a(r+i)b)(s−i)c.
Applying holomorphic duality for indices r+ j and s− t− j to the right-hand
side of this equation where j = 1, . . . , o′(a, b) − r − 1 we see that for any
N ≥ o′(a, b) there exist integers Ni, that only depend on r, s, t, and N but
do not depend on a, b, c and V , such that
(a(r)b)(s)c =
∑
i∈N
Ni a(t+N−1−i)b(s+r−t−N+1+i)c.
2.1.10 Holomorphic Duality and Holomorphic Locality
We prove that the associativity formula implies holomorphic duality, the
commutator formula implies holomorphic locality, and holomorphic duality
and holomorphic locality together imply the holomorphic Jacobi identity.
Lemma. Let M be a K2-fold module over a Z-fold algebra V , a, b ∈ V ,
c ∈ M , r, t ∈ Z, and sˇ ∈ K2 such that a is holomorphic on M and a, b, c
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satisfy the holomorphic Jacobi identity for indices r, (s+ 1, s¯), t. The vectors
a, b, c satisfy the holomorphic Jacobi identity for indices r+1, sˇ, t if and only
if they satisfy it for indices r, sˇ, t+ 1.
Proof. Let J1r,sˇ,t denote the left-hand side of the holomorphic Jacobi identity
for a, b, c and indices r, sˇ, t and define
J2r,sˇ,t :=
∑
i∈N
(−1)i
(
r
i
)
a(t+r−i)b(s+i,s¯)c
and
J3r,sˇ,t :=
∑
i∈N
(−1)r+i
(
r
i
)
b(s+r−i,s¯)a(t+i)c.
Thus J2r,sˇ,t−ζ
a˜b˜J3r,sˇ,t is the right-hand side of the holomorphic Jacobi identity.
We have J ir,sˇ,t+1 = J
i
r+1,sˇ,t + J
i
r,(s+1,s¯),t for i = 1, 2, and 3 because
J1r,sˇ,t+1 =
∑
i∈N
((
t
i− 1
)
+
(
t
i
))
(a(r+i)b)(s+t+1−i,s¯)c,
J2r,sˇ,t+1 =
∑
i∈N
(
(−1)i
(
r + 1
i
)
+ (−1)i−1
(
r
i− 1
))
a(t+1+r−i)b(s+i,s¯)c,
and
J3r,sˇ,t+1 =
∑
i∈N
(
(−1)r+1+i
(
r + 1
i
)
+ (−1)r+i
(
r
i
))
b(s+r−(i−1),s¯)a(t+i)c.
This implies the claim. ✷
Proposition. Let M be a K2-fold module over a Z-fold algebra V , a, b ∈
V , and c ∈M such that a is holomorphic on M .
(i) If a, b, c satisfy the associativity formula then they satisfy holomorphic
duality of order at most t for any integer t such that t ≥ o′(a, c)+.
(ii) If a, b, c satisfy the commutator formula then they satisfy holomorphic
locality of order at most r for any integer r such that r ≥ o′(a, b)+.
(iii) The vectors a, b, c satisfy holomorphic duality and holomorphic locality if
and only if they satisfy the holomorphic Jacobi identity.
Proof. This follows from Remark 2.1.9 (i) and the Lemma. For (iii) we use
that if the holomorphic Jacobi identity is satisfied for indices r, sˇ, t − 1 and
r− 1, sˇ, t then it is satisfied for r− 1, sˇ+ 1, t− 1 according to the Lemma. ✷
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2.2 Conformal Symmetry
Summary. In section 2.2.1 we define the notion of a translation operator. In
section 2.2.2 we discuss the notion of translation covariance. In section 2.2.3
we prove that the derivative is a translation operator of g{zˇ} and that the
translation covariant distributions form an N-fold submodule.
In section 2.2.4 we define the notion of a dilatation operator and show
that there exists a one-to-one correspondence between dilatation operators
and gradations. In section 2.2.5 we discuss the notion of dilatation covariance.
In section 2.2.6 we prove that the dilatation covariant distributions form a
graded N-fold module. In section 2.2.7 we define the Witt algebra. In section
2.2.8 we define the Virasoro algebra as an explicit central extension of the
Witt algebra and prove that it is the universal central extension. In section
2.2.9 we define the notion of a conformal distribution.
Conventions. Except when we discuss S-fold modules, we denote by
V a vector space, g is an algebra with multiplication a ⊗ b 7→ [a, b], and A
is an associative algebra with multiplication a ⊗ b 7→ ab and commutator
[a, b] := ab− ζ a˜b˜ ba.
2.2.1 Translation Operator
We define the notions of a translation generator, endomorphism, and operator
of an S-fold module where S is either N,Z,K, or K2. In section 2.2.3 we prove
that the pair of derivatives (∂z, ∂z¯) is a translation operator of g{zˇ}. Existence
of a translation generator is one of the three axioms in the definition of an
OPE-algebra. An OPE-algebra has a unique translation operator.
Definition. (i) Let S be either N,Z, or K and letM be an S-fold module
over a vector space V , a ∈ V , and b ∈M .
(a) An even operator T of M is called a translation generator for a and b
if T (a(n)b) = −n a(n−1)b+ a(n)T (b) for any n ∈ S.
(b) An even operator T of V is called a translation endomorphism for a
and b if T (a)(n)b = −n a(n−1)b for any n ∈ S.
(c) A pair T = (T, T ) of even operators of V and M is called a translation
operator for a and b if T is a derivation and a translation generator for
a and b.
(ii) Let M be a K2-fold module over a vector space V . An even operator
T of M is called a holomorphic translation generator if T is a translation
generator of the K-fold module M |K×{n} for any n ∈ K. A pair Tˇ = (T, T¯ )
consisting of a holomorphic and an anti-holomorphic translation generator is
called a translation generator of M . The notions of a translation endo-
morphism and of a translation operator of M are defined in the same way.
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Note that any two of the following three statements imply the third one: T
is a derivation; T is a translation generator; T is a translation endomorphism.
Let S be either N or Z. An even operator T of an S-fold module M is
a translation generator of M if and only if T is a translation generator of
M |K. The same is true for the notions of a translation endomorphism and
translation operator.
If we identify a K-fold module M with the K2-fold module M |K
2
then
parts (i) and (ii) of the definition lead to two different notions of a translation
generator, endomorphism, and operator ofM . Since the data T and Tˇ of these
two notions are also different this ambiguity should not cause any confusion.
Let M be a K2-fold module over a vector space V , a ∈ V , and b ∈ M . If
Tˇ is a translation endomorphism for a and b then for any mˇ, nˇ ∈ K2 we have
Tˇ (nˇ)(a)(mˇ)b = (−1)
nˇ
(
mˇ
nˇ
)
a(mˇ−nˇ)b. (2.9)
We sometimes write 1 instead of (1, 1) ∈ K2. If nˇ ∈ N2 then putting mˇ = −1
in (2.9) we obtain
Tˇ (nˇ)(a)(−1)b = a(−1−nˇ)b. (2.10)
A pair T = (T, T ) of even operators of V andM is a derivation for a and b
if and only if [T, a(zˇ)]b = (Ta)(zˇ)b. An even operator T ofM is a holomorphic
translation generator for a and b if and only if [T, a(zˇ)]b = ∂za(zˇ)b. An even
operator T of V is a holomorphic translation endomorphism for a and b if
and only if (Ta)(zˇ)b = ∂za(zˇ)b.
2.2.2 Translation Covariance
We give an infinitesimal definition of the notion of translation covariance and
prove that it is equivalent to its integrated version.
Definition. A V -valued distribution a(zˇ) is called translation covari-
ant
(i) for an even operator T of V if Ta(zˇ) = ∂za(zˇ);
(ii) for a pair Tˇ of even operators of V if a(zˇ) is translation covariant for T
and T¯ a(zˇ) = ∂z¯a(zˇ).
We denote by V {zˇ}T and V {zˇ}Tˇ the vector spaces of V -valued distribu-
tions that are translation covariant for T and Tˇ , resp. Of course, the vector
space V {zˇ}T is invariant with respect to ∂z and ∂z¯ . An A-valued distribution
a(zˇ) is called translation covariant for a pair Tˇ of even elements of A if a(zˇ)
is translation covariant for [Tˇ , ].
Let M be a K2-fold module over a vector space V and a ∈ V . A pair Tˇ
of even operators of M is a translation generator for a and any vector of M
if and only if a(zˇ) is translation covariant for Tˇ .
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If a is an element of a topological algebra such that the sequence
(
∑n
i=0 a
(i))n∈N has a unique limit then this limit is called the exponen-
tial of a and is denoted by ea. There exists a natural morphism V [[z]] →
V, a(z) 7→ a(z)|z=0 ≡ a(0) := a−1.
Remark. Let a be a vector and Tˇ be a pair of even operators of V . There
exists a translation covariant V -valued power series b(zˇ) such that b(0) = a
if and only if T nT¯ n¯a = T¯ n¯T na for any nˇ ∈ N2. If b(zˇ) exists then it is equal
to ezˇTˇa.
Proof. If b(zˇ) exists then T nT¯ n¯a = ∂nz ∂
n¯
z¯ b(zˇ)|zˇ=0 = ∂
n¯
z¯ ∂
n
z b(zˇ)|zˇ=0 = T¯
n¯T na
for any nˇ ∈ N2 and b(zˇ) = ezˇ∂wˇb(wˇ)|wˇ=0 = ezˇTˇ b(wˇ)|wˇ=0 = ezˇTˇa. Conversely,
if T nT¯ n¯a = T¯ n¯T na for any nˇ ∈ N2 then ezˇTˇa is obviously a translation
covariant power series such that ezˇTˇa|zˇ=0 = a. ✷
If a(z) is a V -valued distribution then we define a(z + w) := ew∂za(z) ∈
V {z}[[w]] and a(z+w)w>z := a(w+z). Remark B.2.3 shows that for any inte-
ger n we have (z+w)n =
∑
m∈N ∂
(m)
w (z+w)n|w=0wm =
∑
m∈N
(
n
m
)
zn−mwm =
ew∂zzn. This implies that for any integral V -valued distribution a(z) we have
a(z + w) =
∑
n∈Z an(z + w)
−n−1.
Proposition. An A-valued distribution a(zˇ) is translation covariant for
a pair Tˇ of even elements of A if
ewˇTˇ a(zˇ) e−wˇTˇ = a(zˇ + wˇ). (2.11)
The converse is true if T and T¯ commute.
Proof. Considering the coefficients of w and w¯ in (2.11) we obtain [T, a(zˇ)] =
∂za(zˇ) and [T¯ , a(zˇ)] = ∂z¯a(zˇ). This proves the first claim.
Suppose that a(zˇ) is translation covariant and that T and T¯ commute.
Let L and R denote the left-hand and the right-hand side of (2.11). Thus L
and R are power series in wˇ. The constant terms of L and R are both equal to
a(zˇ). We have ∂wL = [T, L] and ∂wR = ∂we
wˇ∂zˇa(zˇ) = ∂ze
wˇ∂zˇa(zˇ) = [T,R].
Similarly, we have ∂w¯L = [T¯ , L] and ∂w¯R = [T¯ , R]. Thus (2.11) follows from
the Remark. ✷
2.2.3 Derivatives
We prove that the pair of derivatives (∂z , ∂z¯) is a translation operator of g{zˇ}
and that the translation covariant distributions form an N-fold submodule.
Because for any V -valued distribution a(z) the residue of ∂za(z) is zero
the product formula implies the integration-by-parts formula
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resz(∂za(z)b(z)) = −resz(a(z)∂zb(z))
for any a(z) ∈ V {z} and b(z) ∈ K[zK].
Let S be an even set, M be an S-fold module over a vector space V , and
W and N be subsets of V and M , resp. For a subset T of S, we denote by
W(T )N the span of the s-th products a(s)b where a ∈ W, b ∈ N , and s ∈ T .
A vector subspace N ofM is called an S-fold submodule overW if W(S)N
is contained in N .
We denote by ∂zˇ the pair (∂z , ∂z¯) of derivatives of V {zˇ}.
Proposition. (i) The pair of derivatives ∂zˇ is a translation operator of
the N-fold module g{zˇ} over g[[z±1]].
(ii) If T is a derivation of the algebra g then T defines a derivation of
the N-fold module g{zˇ}.
(iii) If Tˇ is a pair of even derivations of the algebra g then the subspace
g{zˇ}Tˇ of g{zˇ} is an N-fold submodule over g[[z
±1]]Tˇ .
Proof. (i) The integration-by-parts formula yields
resz((z − w)
n[∂za(z), b(wˇ)]) = −n resz((z − w)
n−1[a(z), b(wˇ)]).
Thus ∂z is a holomorphic translation endomorphism. The product formula
implies
∂wresz((z − w)
n[a(z), b(wˇ)])
= −n resz((z − w)
n−1[a(z), b(wˇ)]) + resz((z − w)
n[a(z), ∂wb(wˇ)]).
This shows that ∂z is a holomorphic translation generator. From
∂z¯a(z)(n)b(zˇ) = 0 = a(z)(n,−2)b(zˇ)
and
∂w¯resz((z − w)
n[a(z), b(wˇ)]) = resz((z − w)
n[a(z), ∂w¯b(wˇ)])
we see that ∂z¯ is an anti-holomorphic translation operator.
(ii) This follows from
T resz((z − w)
n[a(z), b(wˇ)]) = resz((z − w)
nT [a(z), b(wˇ)]).
(iii) Parts (i) and (ii) show that ∂zˇ and Tˇ are even derivations of the
N-fold module g{zˇ}. This implies the claim. ✷
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2.2.4 Dilatation Operator
We define the notion of a dilatation operator and show that there exists a
one-to-one correspondence between dilatation operators and gradations.
Let V be a vector space and S be an even set. Recall that an S-gradation
of V is a family (Vs)s∈S of subspaces of V such that V =
⊕
s∈S Vs. The
subspaces Vs are called the homogeneous subspaces of the S-graded vector
space V .
If Hˇ is a pair of even commuting diagonalizable operators of V then the
simultaneous eigenspace decomposition V =
⊕
hˇ∈K2 Vhˇ, where Vhˇ consists
of simultaneous eigenvectors of H and H¯ with eigenvalues h and h¯, resp.,
defines a K2-gradation of V . Thus we may identify pairs of even commuting
diagonalizable operators of V with K2-gradations of V .
Let V be a K2-graded vector space. A vector a of Vhˇ is called homoge-
neous of weight hˇ and we write hˇ(a) := hˇ. If a is homogeneous of weight hˇ
then h− h¯ is called the spin and h+ h¯ is called the scaling dimension of
a.
Definition. (i) Let M be a K-fold module over a vector space V . A
pair H = (H,H) of even diagonalizable operators of V and M is called a
dilatation operator if H(a(n)b) = H(a)(n)b + a(n)H(b) − (n + 1) a(n)b for
any a ∈ V, b ∈M , and n ∈ K.
(ii) Let M be a K2-fold module over a vector space V . A pair H =
(H,H) of even diagonalizable operators of V andM is called a holomorphic
dilatation operator ifH is a dilatation operator of theK-fold moduleM |K×{n}
for any n ∈ K. A pair Hˇ = (H, H¯) consisting of a holomorphic and an anti-
holomorphic dilatation operator is called a dilatation operator if H and
H¯ commute.
Let M be a K-fold module over a vector space V . A pair H = (H,H) of
even diagonalizable operators of V andM is a dilatation operator if and only
if [H, a(zˇ)]b = (Ha)(zˇ)b+ z∂za(zˇ)b for any a ∈ V and b ∈M .
Let M be a K2-fold module over a vector space V . A pair Hˇ of pairs of
even commuting diagonalizable operators of V andM is a dilatation operator
if and only if Vhˇ(nˇ)Mhˇ′ is contained inMhˇ+hˇ′−nˇ−1 for any hˇ, hˇ
′, nˇ ∈ K2. If the
vector space V is K2-graded then a K2-gradation ofM is called a gradation
of the K2-fold module M if the corresponding pair Hˇ is a dilatation operator
ofM . AK2-fold module together with a dilatation operator is called a graded
K2-fold module. If Hˇ is a dilatation operator of a K2-fold module M then
the operator H + H¯ is called the Hamiltonian of M .
Let V be a graded K2-fold algebra and a be a homogeneous state. The
weight hˇ := hˇ(a) of a is also called the conformal weight of a. For nˇ ∈ K2,
we define anˇ := a(nˇ−1+hˇ) so that Y (a, zˇ) =
∑
nˇ∈K2 anˇzˇ
−nˇ−hˇ. The operator
anˇ is homogeneous of weight −nˇ.
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Let b be a state. From Hanˇ(b) = anˇ(Hb)−n anˇ(b) we get [H, anˇ] = −n anˇ.
If T is a translation generator then (Ta)nˇ = −(n+h(a))anˇ. If a is holomorphic
then the commutator formula for the new indexing of modes reads
[an, bmˇ] =
∑
i∈N
(
n+ h(a)− 1
i
)
(a(i)b)n+m,m¯.
Remark. Let L be an even holomorphic state of a bounded K2-fold
algebra such that L and any two states satisfy the commutator formula. If L(0)
is a translation generator and L(1) is diagonalizable then L(1) is a dilatation
operator.
Proof. For any state a and nˇ ∈ K2, the commutator formula yields
[L(1), a(nˇ)] = (L(0)a)(n+1,n¯) + (L(1)a)(nˇ) = −(n+ 1) a(nˇ) + (L(1)a)(nˇ).
✷
2.2.5 Dilatation Covariance
We give an infinitesimal definition of the notion of dilatation covariance and
prove that it is equivalent to its integrated version.
Definition. Let Hˇ be a pair of even operators of V and hˇ ∈ K2. A
V -valued distribution a(zˇ) is called dilatation covariant
(i) of weight h for H if Ha(zˇ) = h a(zˇ) + z∂za(zˇ);
(ii) of weight hˇ for Hˇ if a(zˇ) is dilatation covariant for H of weight h and
H¯a(zˇ) = h¯ a(zˇ) + z¯∂z¯a(zˇ).
A distribution a(zˇ) is dilatation covariant of weight h if and only if for
any nˇ ∈ K2 the mode anˇ is an eigenvector of H with eigenvalue h− n− 1.
Let V be a vector space endowed with a pair Hˇ of even operators. We de-
note by V {zˇ}hˇ the vector space of V -valued distributions that are dilatation
covariant of weight hˇ and we denote by V {zˇ}∗ˇ the direct sum of these spaces.
We denote by V [[z±1]]h the vector space of holomorphic V -valued distribu-
tions that are dilatation covariant of weight (h, 0) and we denote by V [[z±1]]∗
their direct sum. An V -valued distribution is called dilatation covariant for
Hˇ if it is contained in V {zˇ}∗ˇ. The derivative ∂z maps V {zˇ}hˇ to V {zˇ}h+1,h¯.
An A-valued distribution a(zˇ) is called dilatation covariant for a pair Hˇ
of even elements of A if a(zˇ) is dilatation covariant for [Hˇ, ].
Let Hˇ be a pair of commuting diagonalizable even operators of V . We
denote by End(V )hˇ the space of operators of V that map Vhˇ′ to Vhˇ′+hˇ for
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any hˇ′ ∈ K2. An End(V )-valued distribution a(zˇ) is dilatation covariant of
weight hˇ if and only if anˇ is contained in End(V )hˇ−nˇ−1 for any nˇ ∈ K
2.
Let M be a K2-fold module over a vector space V . A pair H = (H,H)
of diagonalizable even operators of V and M is a dilatation operator if and
only if for any a ∈ V the distribution a(zˇ) is dilatation covariant for H . A
pair Hˇ of pairs of commuting diagonalizable even operators of V and M is a
dilatation operator if and only if the state-field correspondence is a morphism
of K2-graded vector spaces from V to End(M){zˇ}∗ˇ.
If a(z) is a V -valued distribution then we define a(wz) :=
∑
n∈K anz
−n−1
w−n−1. Let H be a diagonalizable even operator of a vector space V . We de-
fine an operatorwH ≡ eH lnw of V [wK]{z} by a(z, w) 7→
∑
n,m,h∈K a
h
n,mz
−n−1
w−m−1+h where an,m =
∑
h a
h
n,m is the decomposition into eigenvectors so
that Hahn,m = ha
h
n,m.
Proposition. (i) Let Hˇ be a pair of commuting diagonalizable even ope-
rators of V and hˇ ∈ K2. An End(V )-valued distribution a(zˇ) is dilatation
covariant of weight hˇ if and only if
wˇHˇ a(zˇ) wˇ−Hˇ = wˇhˇ a(wˇzˇ). (2.12)
(ii) LetM be a K2-fold module over a vector space V . A pair Hˇ of pairs of
commuting diagonalizable even operators of V and M is a dilatation operator
if and only if for any a ∈ V we have
wˇHˇ a(zˇ) wˇ−Hˇ = (wˇHˇa)(wˇzˇ).
Proof. (i) If b is a homogeneous vector of V of weight hˇ′ and
∑
kˇ∈K2(anˇb)kˇ
is the decomposition of anˇb into eigenvectors then (2.12) applied to b is the
identity ∑
nˇ,kˇ∈K2
(anˇb)kˇ zˇ
−nˇ−1wˇkˇ−hˇ
′
=
∑
nˇ∈K2
anˇb zˇ
−nˇ−1wˇhˇ−nˇ−1.
This is equivalent to (anˇb)kˇ = δkˇ,hˇ+hˇ′−nˇ−1anˇb.
(ii) This follows from (i). ✷
2.2.6 Gradation for Dilatation Covariant Distributions
We prove that the space of dilatation covariant distributions is a graded
N-fold module.
For a subset S of K, we identify S-graded vector spaces with K2-graded
vector spaces via the inclusion S → K2, h 7→ (h, 0).
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Proposition. If Hˇ is a pair of even derivations of g then the space g{zˇ}∗ˇ
is a graded N-fold module over g[[z±1]]∗.
Proof. For a(z) ∈ g[[z±1]]h, b(zˇ) ∈ g{zˇ}hˇ′ , and n ∈ N, we have
H(a(w)(n)b(wˇ))
= resz((z − w)
nH [a(z), b(wˇ)])
= (h+ h′) a(w)(n)b(wˇ) + resz((z − w)
n (z∂z + w∂w) [a(z), b(wˇ)]).
Thus the claim follows from
resz((z − w)
n z [∂za(z), b(wˇ)])
= resz(((z − w)
n+1 + (z − w)nw) [∂za(z), b(wˇ)])
= ∂wa(w)(n+1)b(wˇ) + w∂wa(w)(n)b(wˇ)
and from the fact that ∂z is a translation operator. ✷
2.2.7 The Witt Algebra
We define the Witt algebra.
The general linear group GL(2,C) acts on the complex projective line
CP1 by Mo¨bius transformations(
a b
c d
)
7→
(
z 7→
az + b
cz + d
)
.
Thus one obtains an isomorphism between PSL(2,C) := SL(2,C)/{±1} and
the automorphism group of CP1. The corresponding isomorphism of Lie al-
gebras from sl2 to the Lie algebra of global holomorphic vector fields on CP
1
is given by(
0 1
0 0
)
7→ −∂z,
1
2
(
1 0
0 −1
)
7→ −z∂z,
(
0 0
−1 0
)
7→ −z2∂z .
The vector field −∂z generates translations, −z∂z generates dilatations, and
−z2∂z generates special conformal transformations.
The Lie algebra of global meromorphic vector fields on CP1 with poles
only at zero and infinity is called the Witt algebra and is denoted by Witt.
The vector fields ln := −zn+1∂z for n ∈ Z form a basis of Witt. We have
[ln, lm] = (n−m)ln+m for any integers n and m.
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2.2.8 The Virasoro Algebra
We define the Virasoro algebra as an explicit central extension of the Witt
algebra and prove that it is the universal central extension.
Remark. The map ε :
∧2
Witt → K, ln ∧ lm 7→ (n3 − n)δn+m,0/12, is a
Chevalley-Eilenberg 2-cocycle on Witt, i.e. for any elements a, b, c of Witt we
have
ε([a, b], c) − ε([a, c], b) + ε([b, c], a) = 0.
Proof. We have to show that for any integers n,m, k the number
δn+m+k,0
(
(n−m)
(
(n+m)3 − (n+m)
)
− (n− k)
(
(n+ k)3 − (n+ k)
)
+ (m− k)
(
(m+ k)3 − (m+ k)
))
vanishes. This is clear if n+m+ k is non-zero. If n+m+ k is zero then this
number is equal to 1/6 times
(n−m)((n+m)3 − (n+m)) + (2n+m)(m3 −m) − (2m+ n)(n3 − n)
=n4a + 3n
3m b + 3n
2m2c + nm
3
d − n
3m b − 3n
2m2c − 3nm
3
d −m
4
e
− n2f +m
2
g
+ 2nm3d − 2nm h +m
4
e −m
2
g − 2mn
3
b + 2mn h − n
4
a + n
2
f
=0
where we have indicated which terms cancel against each other. ✷
The central extension of the Witt algebra corresponding to the 2-cocycle
ε is called the Virasoro algebra and is denoted by Vir = Witt⊕Kcˆ.
Proposition. The Virasoro algebra is the universal central extension of
the Witt algebra.
Proof. Let g be a central extension of the Witt algebra by a subalgebra h.
Choose inverse images Ln of ln in g and define the elements cn,m of h by
[Ln, Lm] = (n−m)Ln+m + cn,m.
Skew-symmetry implies that cn,m = −cm,n. The vector space g is the direct
sum of h and the span of the vectors Ln for n ∈ Z. The component in h of
[Lk, [Ln, Lm]] is equal to (n−m)ck,n+m. Taking the components in h of both
sides of the Jacobi identity
[L0, [Ln, Lm]] = [[L0, Ln], Lm] + [Ln, [L0, Lm]]
2.2 Conformal Symmetry 33
we obtain (n −m)c0,n+m = −(n+m)cn,m. Defining L′n := Ln − c0,n/n if n
is non-zero and L′0 := L0 + c1,−1/2 we get
[L′n, L
′
m] = (n−m)L
′
n+m + δn+m,0 cn
where cn := cn,−n − n c1,−1. We have c±1 = c0 = 0. Taking the components
in h of both sides of the Jacobi identity
[L′1, [L
′
n, L
′
−n−1]] = [[L
′
1, L
′
n], L
′
−n−1] + [L
′
n, [L
′
1, L
′
−n−1]]
yields 0 = −(n − 1)cn+1 + (n + 2)cn. Dividing this last equation by (n −
1)n(n + 1)(n + 2) we see that c := 2cn/
(
n+1
3
)
for |n| ≥ 2 does not depend
on n. Thus the map Vir→ g, Ln 7→ L′n, cˆ 7→ c, is a morphism of Lie algebras
that is compatible with the morphisms to Witt. ✷
2.2.9 Conformal Distribution
We define the notion of a conformal distribution and express translation and
dilatation covariance in terms of an OPE.
If we denote a holomorphic distribution by L(z) then we write Ln+1 for
the n-th mode of L(z) so that L(z) =
∑
n∈Z Lnz
−n−2. This deviation from
our standard notation should not cause confusion and will be justified later.
Definition. (i) For c ∈ K, a holomorphic End(V )-valued distribution
L(z) is called a Virasoro distribution of central charge c if the map
Vir→ End(V ), Ln 7→ Ln, cˆ 7→ c, is a representation of the Virasoro algebra.
(ii) Let F be a subset of End(V ){zˇ} and c ∈ K. A holomorphic distri-
bution L(z) of F is called a conformal distribution of F of central charge
c if L(z) is a Virasoro distribution of central charge c and F is translation
covariant for L−1 and dilatation covariant for L0.
For cˇ ∈ K2, a pair Lˇ(zˇ) = (L(z), L¯(z¯)) of a holomorphic and an anti-
holomorphic distribution of F is called a pair of conformal distributions of
central charges cˇ if L(z) and L¯(z¯) are Virasoro distributions of central charges
c and c¯, resp., and F is translation covariant for (L−1, L¯−1) and dilatation
covariant for (L0, L¯0).
Let V be a K2-fold algebra. A state L is called a Virasoro vector if L(z)
is a Virasoro distribution. A state L is called a conformal vector if L(z) is
a conformal distribution of FY .
Remark. Let L(z) be a holomorphic End(V )-valued distribution and h ∈
K. An End(V )-valued distribution a(zˇ) is translation covariant for L−1 and
dilatation covariant of weight h for L0 if and only if we have
L(z)a(wˇ) ∼ . . . +
h a(wˇ)
(z − w)2
+
∂wa(wˇ)
z − w
.
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Proof. This follows from L(z)(0)a(zˇ) = [L−1, a(zˇ)] and
L(z)(1)a(zˇ) = −z[L−1, a(zˇ)] + [L0, a(zˇ)].
✷
2.3 Holomorphic Locality
Summary. In section 2.3.1 we study the delta distribution. In section 2.3.2
we prove Taylor’s formula.
In section 2.3.3 we give three equivalent formulations of locality for a
holomorphic distribution. In section 2.3.4 we define the notion of holomorphic
locality and relate it to the commutator formula. In section 2.3.5 we show
that locality is equivalent to the existence of finite OPEs for z > w and
w > z.
In section 2.3.6 we prove that holomorphically local integral distributions
satisfy holomorphic skew-symmetry. In section 2.3.7 we prove Dong’s lemma
for holomorphic locality which states that the n-th products of g{zˇ} preserve
holomorphic locality. In section 2.3.8 we express the property of being a
Virasoro distribution in terms of an OPE.
Conventions. Except when we discuss S-fold modules, we denote by
V a vector space, g is an algebra with multiplication a ⊗ b 7→ [a, b], and A
is an associative algebra with multiplication a ⊗ b 7→ ab and commutator
[a, b] := ab− ζ a˜b˜ba.
2.3.1 The Delta Distribution
We define the delta distribution and prove an equation that relates the delta
distribution to (z − w)n and Tw,z((z − w)n).
There exists a natural isomorphism V [[z±1]] →˜Vect(K[z±1], V ), a(z) 7→ α,
where α : p(z) 7→ resz(p(z)a(z)). The distribution a(z) is called the kernel
of α. We have a(z) =
∑
n∈Z α(z
n)z−n−1.
The kernel of the identity ofK[z±1] is called the delta distribution and is
denoted by δ(z, w) =
∑
n∈Z w
nz−n−1. In appendix B.1.2 a delta distribution
δC is defined for any commutative algebra C and five properties of δC are
proven. We recall these properties in the case that C = K[z±1] where δC =
δ(z, w).
For any a(z, w) ∈ K[z±1, w±1] we have
δ(z, w)a(z, w) = δ(z, w)a(w,w). (2.13)
An integral distribution a(z) with finite support is called a Laurent poly-
nomial. The vector space of V -valued Laurent polynomials is denoted by
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V [z±1]. By projecting onto a basis of V we see that (2.13) also holds for any
a(z, w) ∈ V [z±1, w±1].
If c(z) ∈ V {z} and n ∈ K then c(w)∂
(n)
w δ(z, w) is the kernel of the mor-
phism c(z)∂
(n)
z : K[z±1]→ V {z}. We have
∂wδ(z, w) = −∂zδ(z, w), (2.14)
(z − w)∂(n)w δ(z, w) = ∂
(n−1)
w δ(z, w), (2.15)
and δ(z, w) = δ(w, z). Equation (2.14) implies
δ(z − x,w) = e−x∂zδ(z, w) = ex∂wδ(z, w) = δ(z, w + x). (2.16)
For an integer n and µ, ν ∈ K, we define (µz + νw)nw>z := (νw + µz)
n ≡
Tw,z((µz + νw)
n).
Remark. For any integer n we have
∂(n)w δ(z, w) = (z − w)
−n−1 − (z − w)−n−1w>z . (2.17)
Proof. Equation (2.17) holds true if n is negative because (z − w)m = (z −
w)mw>z for any non-negative integer m. It holds true for n = 0 because of
(2.1) and (z −w)−1w>z = −(w− z)
−1. If we apply ∂w to (2.17) for n = m ∈ N
then we obtain (2.17) for n = m+ 1 times m+ 1. Thus the claim follows by
induction. ✷
From δ(z, w + x) =
∑
n∈Z ∂
(n)
w δ(z, w)xn and
δ(x, z − w) − δ(x, z − w)w>z =
∑
n∈Z
((z − w)−n−1 − (z − w)−n−1w>z )x
n
we see that (2.17) is equivalent to
δ(z, w + x) = δ(x, z − w) − δ(x, z − w)w>z . (2.18)
In Remark 3.1.2 (i) we will see that (2.18) is the holomorphic Jacobi identity
for 1, 1, 1 where 1 is the identity of a unital K2-fold algebra.
Because (z − w)−1 ∈ z−1Z[z−1][[w]] and (z −w)−1w>z ∈ w
−1Z[w−1][[z]] and
because Tz,w and Tw,z are algebra morphisms (2.17) implies that for any
non-negative integer n we have
∂(n)w δ(z, w)|N×Z = (z−w)
−n−1, ∂(n)w δ(z, w)|Z<×Z = −(z−w)
−n−1
w>z . (2.19)
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2.3.2 Taylor’s Formula
We prove that a vertex series can be expanded with respect to an integral
variable as a finite Taylor series plus a remainder.
We denote by V [(z/w)K]{z} the vector space of distributions a(z, w) such
that for any n ∈ K the distribution
∑
m∈K am,n−mx
m has finite support. The
morphism
V [(z/w)K]{z} → V {z}, a(z, w) 7→
∑
n∈K
( ∑
m∈K
am,n−m−1
)
z−n−1,
is written a(z, w) 7→ a(z, z) ≡ a(z, w)|w=z . We define V ((z, w〉 := V {z}〈w〉 ∩
V {w}((z)).
Lemma. If a(z, w) is a vertex series in V ((z, w〉 then there exists a unique
vertex series r(z, w) in V ((z, w〉 such that
a(z, w) = a(w,w) + (z − w)r(z, w).
Moreover, if a(z, w) is a Laurent polynomial then so is r(z, w).
Proof. By projecting onto a basis of V we may assume that V = K. Fur-
thermore, by considering the restriction of wha(z, w) to Z2 for any h ∈ K
we may assume that a(z, w) ∈ K((z, w)). Thus we have to show that if
b(z, w) ∈ K((z, w)) vanishes for z = w then b(z, w) is divisible by z − w. For
this we may assume that b(z, w) ∈ K[[z, w]]. Write b(z, w) =
∑
n∈N bn(z, w)
where bn(z, w) ∈ K[z, w] is the homogeneous component of b(z, w) of degree
n. Then bn(w,w) = 0 for any n. Thus bn(z, w) is divisible by z−w and hence
so is b(z, w).
The second claim follows from the arguments we already gave. ✷
Proposition. (Taylor’s Formula) If a(z, wˇ) is a vertex series in V ((z, wˇ〉
and N is a non-negative integer then there exists a unique vertex series r(z, wˇ)
in V ((z, wˇ〉 such that
a(z, wˇ) =
N−1∑
n=0
∂(n)z a(z, wˇ)|z=w(z − w)
n + (z − w)N r(z, wˇ).
Moreover, if a(z, wˇ) is a Laurent polynomial then so is r(z, wˇ).
Proof. We may assume that a(z, wˇ) ∈ V ((z, w〉. By applying the Lemma N
times we obtain ci(z) ∈ V 〈z〉 and r(z, w) ∈ V ((z, w〉 such that
a(z, w) =
N−1∑
n=0
cn(w) (z − w)
n + (z − w)N r(z, w).
Acting with ∂
(n)
z on this equation and setting z = w we get ∂
(n)
z a(z, w)|z=w =
cn(w). Because V ((z))〈w〉 is a vector space over K(z, w) the distribution
r(z, w) is unique. ✷
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2.3.3 Locality for a Holomorphic Distribution
We define the notion of locality for a holomorphic distribution and prove
that a(z, wˇ) is local if and only if a(z, wˇ) is the kernel of a linear differential
operator. This is an algebraic analogue of the theorem of Peetre [Pee60] which
states that a linear operator acting on functions is local if and only if it is a
differential operator.
Definition. For a non-negative integer N , a distribution a(z, wˇ) in
V [[z±1]]{wˇ} is called local of order at most N if
(z − w)Na(z, wˇ) = 0.
If a(z, wˇ) is local of order N then ∂za(z, wˇ) and ∂wa(z, wˇ) are local of
order at most N + 1.
Proposition. For a non-negative integer N , a distribution a(z, wˇ) in
V [[z±1]]{wˇ} is local of order N if and only if there exist V -valued distributions
c0(zˇ), . . . , cN−1(zˇ) such that cN−1(zˇ) is non-zero and
a(z, wˇ) =
N−1∑
n=0
cn(wˇ) ∂(n)w δ(z, w). (2.20)
Moreover, (2.20) is equivalent to
am,kˇ =
N−1∑
n=0
(
m
n
)
cnm+k−n,k¯ (2.21)
for any m ∈ Z and kˇ ∈ K2. Equation (2.20) implies that cn(wˇ) is equal to
resz((z − w)na(z, wˇ)).
Proof. Suppose that a(z, wˇ) is local of order N . Let α : K[z±1, w±1]→ V {wˇ}
be the morphism of K[w±1]-modules whose kernel is a(z, wˇ). Because of Tay-
lor’s formula there exists for any Laurent polynomial p(z, w) a Laurent poly-
nomial r(z, w) such that
α(p(z, w))
= resz
((
N−1∑
n=0
∂(n)z p(z, w)|z=w(z − w)
n + (z − w)N r(z, w)
)
a(z, wˇ)
)
=
N−1∑
n=0
resz((z − w)
na(z, wˇ)) ∂(n)z p(z, w)|z=w.
38 2 The Algebra of Fields
This shows that the kernel a(z, wˇ) of α is given by (2.20) with cn(wˇ) =
resz((z−w)na(z, wˇ)). We have cN−1(zˇ) 6= 0 because otherwise a(z, wˇ) would
be local of order at most N − 1 by (2.15).
The converse statement follows from (2.15). Equations (2.20) and (2.21)
are equivalent because ∂
(n)
w δ(z, w) =
∑
m∈Z
(
m
n
)
wm−nz−m−1 for any integer
n. The last statement follows from Lemma 2.1.3 by restricting (2.20) to N×K2
and making use of (2.19). ✷
Corollary. The only local distribution in V {wˇ}((z)) is the zero dis-
tribution. The same is true for the spaces V {wˇ}((z−1)), V [[z±1]]〈wˇ〉, and
V [[z±1]]〈wˇ−1〉.
Proof. Let a(z, wˇ) be a local distribution in V {wˇ}((z)) or one of the other
three spaces. We may assume that a(z, wˇ) is local of order one. The Propo-
sition implies that a(z, wˇ) = c(wˇ)δ(z, w) for some c(zˇ) ∈ V {zˇ}. Because
c(wˇ)δ(z, w) =
∑
n∈Z c(wˇ)w
nz−n−1 we obtain c(zˇ) = 0 and hence a(z, wˇ) = 0.
✷
2.3.4 Holomorphic Locality
We define the notion of holomorphic locality, relate this notion to the identity
of holomorphic locality, remark that for g-valued distributions the commuta-
tor formula is equivalent to holomorphic locality, and observe again that for
K2-fold modules the commutator formula implies holomorphic locality.
Definition. For a non-negative integer N , a holomorphic g-valued dis-
tribution a(z) and a g-valued distribution b(zˇ) are called holomorphically
local of order N if the commutator [a(z), b(wˇ)] is local of order N .
If a(z) and b(zˇ) are holomorphically local of order N then a(z) is bounded
on b(zˇ) by N .
For a K2-fold module M over a vector space V , vectors a and b of V are
called holomorphically local on M if a is holomorphic on M and a(z) and
b(zˇ) are holomorphically local. Two states of a K2-fold algebra V are called
holomorphically local if they are holomorphically local on V .
Remark. (i) Proposition 2.3.3 shows that a holomorphic g-valued dis-
tribution a(z) and a g-valued distribution b(zˇ) are holomorphically local of
order N if and only if a(z) and b(zˇ) satisfy the commutator formula for
some coefficients (cn(zˇ))n such that c
n(zˇ) is zero for n ≥ N and cN−1(zˇ) is
non-zero. In this case we have cn(zˇ) = a(z)(n)b(zˇ) for any n.
(ii) Let M be a K2-fold module over a Z-fold algebra V , a and b be
states of V such that a is holomorphic on M , c be a vector of M , and r
be a non-negative integer. The vectors a, b, c satisfy holomorphic locality of
order at most r if and only if the distribution [a(z), b(wˇ)]c is local of order at
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most r. Thus holomorphic locality of order at most r is satisfied for a, b, and
any d ∈ M if and only if a and b are holomorphically local on M of order
at most r. In particular, if V and M are bounded then the holomorphic
Jacobi identity for M implies that V is holomorphically local on M because
of Remark 2.1.9 (i)(b) and because o′(a, b) does not depend on c.
Moreover, Proposition 2.3.3 implies the following result. Assume that a is
bounded on b. The vectors a, b, c satisfy the commutator formula if and only
if [a(z), b(wˇ)]c is a local distribution and (a(n)b)(zˇ)c = a(z)(n)b(zˇ)c for any
non-negative integer n. Thus if a, b, c satisfy the commutator formula then
they satisfy holomorphic locality of order at most o′(a, b)+. This result was
already obtained in Proposition 2.1.10 (ii).
2.3.5 Holomorphic Locality and OPE
We prove that holomorphic locality is equivalent to the existence of two finite
OPEs for z > w and w > z that have the same OPE-coefficients and the same
remainder. Moreover, we show that the normal ordered product is uniquely
determined as the remainder of these two OPEs.
Proposition. For a non-negative integer N , a holomorphic A-valued dis-
tribution a(z) and an A-valued distribution b(zˇ) are holomorphically local of
order N if and only if there exist A-valued distributions cn(zˇ) and r(z, wˇ)
such that cN−1(zˇ) is non-zero and we have
a(z)b(wˇ) =
N−1∑
n=0
cn(wˇ)
(z − w)n+1
+ r(z, wˇ) (2.22)
and
ζ a˜b˜ b(wˇ)a(z) =
N−1∑
n=0
cn(wˇ)
(z − w)n+1w>z
+ r(z, wˇ). (2.23)
If this is the case then cn(zˇ) = a(z)(n)b(zˇ) and r(z, wˇ) = :a(z)b(wˇ):.
Proof. “⇒” Proposition 2.3.3 implies
[a(z), b(wˇ)] =
N−1∑
n=0
cn(wˇ) ∂(n)w δ(z, w) (2.24)
where cn(zˇ) = a(z)(n)b(zˇ). If we restrict (2.24) to N×K
2 and Z< ×K2 then
using (2.19) we get
[a(z)+, b(wˇ)] =
N−1∑
n=0
cn(wˇ)
(z − w)n+1
, [a(z)−, b(wˇ)] = −
N−1∑
n=0
cn(wˇ)
(z − w)n+1w>z
.
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The OPEs (2.22) and (2.23) with r(z, wˇ) = :a(z)b(wˇ): thus follow from (2.6)
and
ζ a˜b˜ b(wˇ)a(z) = −[a(z)−, b(wˇ)] + a(z)−b(wˇ) + ζ
a˜b˜ b(wˇ)a(z)+.
“⇐” Taking the difference of (2.22) and (2.23) we obtain (2.24) be-
cause of (2.17). Thus by Proposition 2.3.3 the distributions a(z) and b(zˇ)
are holomorphically local of order N and cn(zˇ) = a(z)(n)b(zˇ). This implies
that a(z)(n)b(zˇ) vanishes for n ≥ N so that r(z, wˇ) = :a(z)b(wˇ): follows from
Proposition 2.1.5. ✷
2.3.6 Holomorphic Skew-Symmetry
In section 2.1.7 we gave a first answer to the question, how properties of
the algebra g imply properties of the N-fold module g{zˇ}, when we showed
that the Leibniz identity for g implies the holomorphic Jacobi identity for
g{zˇ}. Here we prove that if g is skew-symmetric then holomorphically local
distributions in g[[z±1]] satisfy holomorphic skew-symmetry.
Definition. Let V be a K2-fold algebra, T be an even operator, and
n be an integer. A holomorphic state a and a state b are said to satisfy
holomorphic skew-symmetry for T and the n-th product if a is bounded
on b and
ζ a˜b˜ b(n,−1)a =
∑
i∈N
(−1)n+1+i T (i)(a(n+i)b).
States a and b of an N-fold algebra are said to satisfy holomorphic skew-
symmetry if they satisfy holomorphic skew-symmetry for the n-th product
for any non-negative integer n.
Lemma. If a(z, w) is a distribution in V [[z±1]]{w} such that a(w,w) is
well-defined then the product δ(z, w)a(z, w) is well-defined and
δ(z, w)a(z, w) = δ(z, w)a(w,w).
Proof. Because a(w,w) is well-defined we have a(z, w) ∈ V [(z/w)K]{w}.
Thus a(z, w) ∈ V [[z±1]]{w} implies a(z, w) ∈ V [(z/w)±1]{w}. Hence we may
consider a(z, w) as the kernel of a morphism K[wK] → V [(z/w)±1]. Since
δ(z, w) ∈ z−1Z[[(z/w)±1]] this shows that δ(z, w)a(z, w) is well-defined and
together with (2.13) it implies the equation. ✷
The Lemma implies that for any integral V -valued distribution a(z) we
have
resz(δ(z, w)a(z)) = resz(δ(z, w)a(w)) = a(w). (2.25)
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Proposition. If g is skew-symmetric then holomorphically local distri-
butions of the N-fold algebra g[[z±1]] satisfy holomorphic skew-symmetry for
∂z.
Proof. Let a(z) and b(z) be holomorphically local distributions in g[[z±1]] and
n be a non-negative integer. From the definition of the n-th products, Propo-
sition 2.3.3, (2.15), the integration-by-parts formula, and (2.25) we obtain
ζ a˜b˜ b(w)(n)a(w) = −resz((z − w)
n[a(w), b(z)])
= −
∑
i∈N
resz((z − w)
n a(z)(i)b(z) ∂
(i)
z δ(z, w))
=
∑
i∈N
(−1)n+1 resz(a(z)(n+i)b(z) ∂
(i)
z δ(z, w))
=
∑
i∈N
(−1)n+1+i resz(∂
(i)
z (a(z)(n+i)b(z)) δ(z, w))
=
∑
i∈N
(−1)n+1+i ∂(i)w (a(w)(n+i)b(w)).
✷
2.3.7 Dong’s Lemma for Holomorphic Locality
We prove Dong’s lemma for holomorphic locality which states that the n-
th products of the N-fold module of holomorphic distributions preserve the
relation of holomorphic locality.
Lemma. Let g be a Lie algebra and a(z), b(z), and c(z) be integral g-
valued distributions that are pairwise holomorphically local of orders Nab, Nbc,
and Nac. If nab, nbc, and nac are non-negative integers such that nab + nbc +
nac ≥ Nab +Nbc +Nac − 1 then
(z − w)nab (w − x)nbc (z − x)nac [[a(z), b(w)], c(x)] = 0.
Proof. The claim is obvious if nab ≥ Nab. Assume that nab < Nab and thus
nbc+ nac ≥ Nbc+Nac. If nbc ≥ Nbc and nac ≥ Nac then the claim follows by
applying the Jacobi identity. Assume that nbc < Nbc so that nac > Nac. The
alternative case nac < Nac is proven in the same way.
Expanding the (nac − Nac)-th power of z − x = (z − w) + (w − x) we
obtain
(z − x)nac =
nac−Nac∑
i=0
(
nac −Nac
i
)
(z − w)i (w − x)nac−Nac−i (z − x)Nac .
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If nab+ i ≥ Nab then [[a(z), b(w)], c(x)] is annihilated by (z−w)nab(w−x)nbc
times the i-th summand. If nab + i < Nab then nbc + nac ≥ Nbc + Nac + i
and thus nbc + (nac − Nac − i) ≥ Nbc. From the Jacobi identity follows
that [[a(z), b(w)], c(x)] is annihilated by (z − w)nab (w − x)nbc times the i-th
summand. ✷
Dong’s Lemma. Let g be a Lie algebra, a(z) and b(z) be holomorphic
g-valued distributions, c(zˇ) be a g-valued distibution, and n be a non-negative
integer. If a(z), b(z), and c(zˇ) are pairwise holomorphically local of orders
Nab, Nbc, and Nac then the pairs a(z)(n)b(z), c(zˇ) and a(z), b(z)(n)c(zˇ) are
both holomorphically local of order at most (Nab +Nbc +Nac − n− 1)+.
Proof. This is a direct consequence of the Lemma because we may assume
that c(zˇ) = c(z) ∈ g[[z±1]] and because we have
(z − w)m[a(z)(n)b(z), c(w)] = resx((z − w)
m(x− z)n [[a(x), b(z)], c(w)]).
✷
2.3.8 The Virasoro OPE
We express the property of being a Virasoro distribution in terms of an OPE.
Remark. Let c ∈ K. The following statements about a holomorphic
End(V )-valued distribution L(z) are equivalent:
(i) L(z) is a Virasoro distribution of central charge c;
(ii) L(z) is holomorphically local with OPE
L(z)L(w) ∼
c/2
(z − w)4
+
2L(w)
(z − w)2
+
∂wL(w)
z − w
; (2.26)
(iii) L(z) is holomorphically local of order at most four and the second and
fourth OPE-coefficient of L(z)L(w) is 2L(z) and c/2, respectively.
Proof. (i) ⇔ (ii) Proposition 2.3.3 shows that L(z) is holomorphically local
with OPE-coefficients ci(z) given by (2.26) if and only if for any integers n
and m the operator [Ln, Lm] of V is equal to
∑
i∈N
(
n+ 1
i
)
cin+m+2−i
= (∂zL(z))n+m+2 + (n+ 1)(2L(z))n+m+1 +
(
n
3
)
c δn+m−1,−1/2
= (−(n+m+ 2) + 2(n+ 1))Ln+m + (n
3 − n) c δn+m,0/12.
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(ii)⇒ (iii) The n-th product L(z)(n)L(z) is zero for n > 3 because L(z)
is holomorphically local of order at most four. Holomorphic skew-symmetry
implies that
L(z)(2)L(z) = −L(z)(2)L(z) + ∂z(L(z)(3)L(z)),
thus L(z)(2)L(z) = 0, and
L(z)(0)L(z) = −L(z)(0)L(z) + ∂z(2L(z)) + ∂
(3)
z (L(z)(3)L(z)),
hence L(z)(0)L(z) = ∂zL(z).
(iii)⇒ (ii) This is obvious. ✷
2.4 The Z-Fold Module of Holomorphic Fields
Summary. In section 2.4.1 we introduce the Z-fold module F(V ). In section
2.4.2 we prove that the n-th products for negative n are the Taylor coefficients
of the normal ordered product. In section 2.4.3 we prove that holomorphically
local holomorphic fields satisfy holomorphic locality.
In section 2.4.4 we define various notions of an identity. In section 2.4.5
we prove that the field-state correspondence is a morphism from the Z-fold
submodule of creative fields to the Z-fold module V . In section 2.4.6 we prove
that the identity field is a full identity of F(V ).
Conventions. Except when we discuss S-fold modules, we denote by V
a vector space, 1 is an even vector, and Tˇ is a pair of even operators of V .
Unless stated otherwise, all distributions take values in End(V ).
2.4.1 The Z-Fold Module of Holomorphic Fields
We define the notion of a field and using the concept of radial ordering we
define on the vector space of fields the structure of a Z-fold module over the
Z-fold algebra of holomorphic fields.
Definition. An End(V )-valued distribution a(zˇ1, . . . , zˇr) is called a field
on V if a(zˇ1, . . . , zˇr) is bounded on any vector of V .
We denote by Fr(V ) the vector space of fields a(zˇ1, . . . , zˇr) on V and we
write F(V ) := F1(V ). We define
F〈zˇ〉(V ) := Vect(V, V 〈zˇ〉).
The vector spaces F〈zˇ〉〈wˇ〉(V ),F((z))(V ),F((z, wˇ〉(V ), . . . , are defined in the
same way. Using the identification End(V ){zˇ} = Vect(V, V {zˇ}) we have
F(V ) = F〈zˇ〉(V ).
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Let a(zˇ) and b(zˇ) be fields. The distribution a(zˇ)b(wˇ) is contained in
F〈zˇ〉〈wˇ〉(V ) which is a module over K〈zˇ〉〈wˇ〉. Thus for any integer n the
product (z − w)na(zˇ)b(wˇ) is well-defined. For the same reason the product
(z − w)nb(wˇ)a(zˇ) := (z − w)nw>zb(wˇ)a(zˇ)
is well-defined. This short-hand notation should not lead to confusion because
the product of (z−w)nz>w and b(wˇ)a(zˇ) does in general not exist. Using these
conventions, we define
(z − w)n[a(zˇ), b(wˇ)] := (z − w)na(zˇ)b(wˇ) − ζ a˜b˜ (z − w)nb(wˇ)a(zˇ).
Similarly, the product of a rational function f(z1, . . . , zr) with an ex-
pression involving juxtapositions and Lie brackets of fields a1(zˇ), . . . , ar(zˇ)
is defined by first replacing the Lie brackets by commutators, so that one
obtains a sum of juxtapositions Aσ := ±aσ1(zˇσ1) . . . aσr(zˇσr) where σ ∈ Sr,
and then multiplying the summand Aσ by Tzσ1,...,zσr(f) for any σ ∈ Sr.
This relation between the power series expansion and the order of fields
corresponds to the notion of radial ordering in physics. Therefore we will refer
to the above notational conventions as radial ordering.
A field a(zˇ) is called holomorphic if it is a holomorphic distribution. We
denote by Fz(V ) the vector space of holomorphic fields on V . Thus Fz(V ) =
F((z))(V ).
We define on F(V ) the structure of a Z-fold module over Fz(V ) by
a(w)(n)b(wˇ) := resz((z − w)
n[a(z), b(wˇ)]).
Note that a(z)(n)b(zˇ) is indeed a field because resz maps F〈z〉〈wˇ〉(V ) and
F〈wˇ〉〈z〉(V ) to F〈wˇ〉(V ).
Of course, the restriction of the Z-fold module F(V ) to N is an N-fold
submodule of the N-fold module End(V ){zˇ} over Fz(V ). The subspace Fz(V )
is a Z-fold submodule of F(V ) and is thus a Z-fold algebra.
The identity
a(w)(n)b(wˇ) =
∑
i∈N
(−1)i
(
n
i
)
(an−ib(wˇ)w
i − ζ a˜b˜ (−1)nwn−ib(wˇ)ai) (2.27)
yields the first part of the following claim.
Remark. Let M be a K2-fold module over a Z-fold algebra V , a and b
be states of V such that a is holomorphic on M , c be a vector of M , and r
and t be integers. Assume that a and b are bounded onM . The vectors a, b, c
satisfy the associativity formula for indices r and any sˇ ∈ K2 if and only if
(a(r)b)(zˇ)c = a(z)(r)b(zˇ)c. The vectors a, b, c satisfy holomorphic locality of
order at most t if and only if (z − w)t[a(z), b(wˇ)]c vanishes.
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2.4.2 Normal Ordered Product
We prove that the n-th products a(z)(n)b(zˇ) of the Z-fold module of holo-
morphic fields for negative n are the Taylor coefficients of the normal ordered
product :a(z)b(wˇ):.
If a(z) is a holomorphic field and b(zˇ) is a field then (2.27) for n = −1
yields
a(z)(−1)b(zˇ) = a(z)−b(zˇ) + ζ
a˜b˜ b(zˇ)a(z)+ = :a(z)b(zˇ):. (2.28)
The field :a(z)b(zˇ): is called like :a(z)b(wˇ): the normal ordered product of
a(z) and b(zˇ).
Remark. (i) The derivative ∂zˇ is a translation operator of the Z-fold
module F(V ) over Fz(V ). If a(z) is a holomorphic field, b(zˇ) is a field, and
n is a non-negative integer then
a(z)(−1−n)b(zˇ) = :∂
(n)
z a(z)b(zˇ):. (2.29)
(ii) If a(z) is a holomorphic field and b(zˇ) is a field then the normal
ordered product :a(z)b(wˇ): is a field in F((z, wˇ〉(V ).
Proof. (i) The first claim is proven in the same way as the corrresponding
statement for the N-fold module g{zˇ}, see Remark 2.2.3. The second claim
is a consequence of the first claim because of (2.10) and (2.28).
(ii) From a(z)− ∈ End(V )[[z]] follows that a(z)−b(wˇ) ∈ F [[z]]〈wˇ〉(V ). If
c ∈ V then a(z)+c ∈ V [z±1] and thus b(wˇ)a(z)+c ∈ V [z±1, wˇ〉. ✷
Proposition. If a(z) is a holomorphic field, b(zˇ) is a field, and N is an
integer then there exists a unique field r(z, wˇ) in F((z, wˇ〉(V ) such that
a(z)b(wˇ) =
∑
n∈N−N
a(w)(n)b(wˇ)
(z − w)n+1
+ (z − w)N r(z, wˇ).
Proof. From ∂z(a(z)±) = (∂za(z))± and (2.29) we obtain
∂(n)z :a(z)b(wˇ):|z=w = :∂
(n)
w a(w)b(wˇ): = a(w)(−1−n)b(wˇ) (2.30)
for any n ∈ N. Thus existence of r(z, wˇ) follows from Proposition 2.1.5, part
(ii) of the Remark, and Taylor’s formula applied to : a(z)b(wˇ):. The field
r(z, wˇ) is unique because F〈zˇ〉〈wˇ〉(V ) is a vector space over K((z))((w)). ✷
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2.4.3 Holomorphic Locality of Holomorphically Local Fields
We prove that holomorphically local holomorphic fields satisfy holomorphic
locality for the Z-fold module of holomorphic fields.
Proposition. For N ∈ N, if a(z) and b(z) are holomorphic fields that
are holomorphically local of order N then the End(F(V ))-valued distributions
a(z)(Z) and b(z)(Z) are holomorphically local of order at most N .
Proof. For any field c(zˇ), we have
a(w)(Z) c(wˇ) =
∑
n∈Z
resz((z − w)
n[a(z), c(wˇ)]) Z−n−1
= resz(δ(Z, z − w) [a(z), c(wˇ)]).
Thus
a(x)(Z) b(x)(W ) c(xˇ) = resz,w(δ(Z, z − x) δ(W,w − x) [a(z), [b(w), c(xˇ)]]).
By (2.13) we have
(Z −W )N δ(Z, z − x) δ(W,w − x)
= ((z − x)− (w − x))N δ(Z, z − x) δ(W,w − x)
= (z − w)N δ(Z, z − x) δ(W,w − x).
Together with the Leibniz identity we obtain
(Z −W )N [a(x)(Z), b(x)(W )]c(xˇ)
= resz,w((z − w)
N δ(Z, z − x) δ(W,w − x) [[a(z), b(w)], c(xˇ)])
= 0.
✷
2.4.4 Identity
We define various notions of an identity for Z-fold and K2-fold modules. In
section 2.4.6 we prove that the identity field is a full identity of F(V ). Exis-
tence of an invariant right identity is one of the three axioms in the definition
of an OPE-algebra. An OPE-algebra has a full identity.
For a state 1 of a K2-fold algebra V , we denote by Tˇ1 the pair of operators
of V that are given by a 7→ a(−2,−1)1 and a 7→ a(−1,−2)1.
A vector 1 of a vector space V is called invariant for a family (Ti) of
operators of V if Ti annihilates 1 for any i.
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Let V be a K2-fold algebra and 1 be an even vector of V . A state a of V
is called creative for 1 if a(nˇ)1 = δnˇ,−1a for any nˇ ∈ K
2 \ (Z2< \ {−1}). For
a pair Tˇ of even operators of V , a state a of V is called strongly creative
for 1 and Tˇ if a(nˇ)1 = Tˇ
(−1−nˇ)(a) for any nˇ ∈ K2.
Definition. Let V be a vector space, 1 be an even vector of V , and Tˇ
be a pair of even operators of V .
(i) If M is a K2-fold module over V then the vector 1 is called a left
identity of M if 1(nˇ)a = δnˇ,−1a for any a ∈M and nˇ ∈ K
2.
(ii) If V is endowed with a K2-fold algebra structure then the state 1 is
called
(a) a right identity if any state of V is creative for 1;
(b) a strong right identity for Tˇ if any state of V is strongly creative for
1 and Tˇ .
(iii) If M is a K2-fold module over V such that V is a vector subspace
and a K2-fold subalgebra of M then the state 1 is called
(a) an identity if 1 is a left and a right identity;
(b) a strong identity for Tˇ if 1 is a left identity and a strong right identity
for Tˇ ;
(c) a full identity if 1 is a strong identity for Tˇ1 and Tˇ1 is a translation
operator of V .
For a Z-fold module M over a vector space V , an even vector 1 of V is
called a left identity of M if 1 is a left identity of M |K
2
. For a Z-fold algebra
V and an even operator T of V , an even vector 1 of V is called a strong right
identity for T of V if 1 is a strong right identity for Tˇ = (T, 0) of V |K
2
. The
notions of a right identity, an identity, a strong identity, and a full identity
are defined in the same way.
Let V be a K2-fold algebra and Tˇ be a pair of even operators of V . A right
identity which is invariant for Tˇ will just be called an invariant right identity.
Of course, if 1 is a strong right identity for Tˇ then Tˇ = Tˇ1. An identity is
unique.
Remark. Let V be a K2-fold algebra with a right identity 1. If Tˇ is a
translation endomorphism for a and 1 for any a ∈ V then the endomorphisms
T and T¯ commute and 1 is a strong right identity for Tˇ . The same conclusion
holds if Tˇ is a translation generator for a and 1 for any a ∈ V and 1 is
invariant.
In Proposition 2.4.5 (ii) we prove a stronger version of the claim that if
Tˇ is a translation generator and 1 is an invariant right identity then 1 is a
strong right identity.
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Proof. If Tˇ is a translation endomorphism for a and 1 then T T¯ (a) =
T T¯ (a)(−1,−1)1 = a(−2,−2)1 by (2.10). On the other hand, we have T¯ T (a) =
T¯ T (a)(−1,−1)1 = T (a)(−1,−2)1 = a(−2,−2)1. Thus T and T¯ commute. More-
over, taking b = 1 in (2.10) shows that 1 is a strong right identity for Tˇ .
If Tˇ is a translation generator for a and 1 and Tˇ (1) = 0 then for any
nˇ ∈ K2 we have T (a(nˇ)1) = −n a(n−1,n¯)1 + a(nˇ)T (1) = −n a(n−1,n¯)1 and
similarly T¯ (a(nˇ)1) = −n¯ a(n,n¯−1)1. Thus the claim follows from the same
arguments as those that were used in the case of a translation endomorphism.
✷
A K2-fold algebra V is called unital if there exists an identity of V . The
notions of a strong unital and a fully unital K2-fold algebra are defined in the
same way. A morphism V → W of unital K2-fold algebras is by definition a
morphism of K2-fold algebras V → W such that the identity of V is mapped
to the identity of W . For a unital K2-fold algebra V , a K2-fold module M
over the vector space V is called unitary if the identity of V is a left identity
of M .
If 1 is an identity of a graded K2-fold algebra V then 1 is homogeneous of
weight 0. Indeed, let 1hˇ ∈ Vhˇ such that 1 =
∑
hˇ 1hˇ. For any hˇ ∈ K
2, we have
1hˇ = 1hˇ(−1)1 =
∑
hˇ′ 1hˇ(−1)1hˇ′ . Because 1hˇ(−1)1hˇ′ ∈ Vhˇ+hˇ′ the state 1hˇ(−1)1hˇ′
is zero if hˇ′ 6= 0. Hence 1hˇ′ = 1(−1)1hˇ′ =
∑
hˇ 1hˇ(−1)1hˇ′ = 0 if hˇ
′ 6= 0. From
hˇ(1) = 0 follows that 1nˇ = δnˇ,0 for any nˇ ∈ K2.
2.4.5 Field-State Correspondence and Creativity
We define the notions of a field-state correspondence and of creativity and
prove that the field-state correspondence is a morphism from the Z-fold sub-
module of creative fields to the Z-fold module V . Moreover, we prove that if
1 is invariant then translation covariance implies strong creativity for distri-
butions that are bounded on 1.
The morphism s1 : End(V ){zˇ} → V defined by a(zˇ) 7→ a−1(1) is called
the field-state correspondence of V with respect to 1.
Definition. A distribution a(zˇ1, . . . , zˇr) is called creative for 1 if a(zˇ1,
. . . , zˇr)1 is a power series. A distribution a(zˇ) is called strongly creative
for 1 and Tˇ if
a(zˇ)1 = ezˇTˇ s1(a(zˇ)).
We denote by End(V ){zˇ}1 the space of creative distributions. The spaces
F(V )1 and Fz(V )1 are defined similarly.
Remark. Let V be a K2-fold algebra and 1 be an even state. A state a
is creative if and only if a(zˇ) is creative and s1(a(zˇ)) = a. Thus if 1 is a right
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identity then FY is creative and Y : V → FY is a vector space isomorphism
with inverse s1 : FY → V .
Conversely, if V is a vector space, 1 is an even vector, and F is a vector
subspace of End(V ){zˇ}1 such that s1 : F → V is a vector space isomorphism
then the inverse of s1 : F → V is the unique K2-fold algebra structure on V
such that 1 is a right identity and F is the space of fields.
Let V be a K2-fold algebra, 1 be an even state, and Tˇ be a pair of even
operators of V . A state a is strongly creative if and only if a(zˇ) is strongly
creative and s1(a(zˇ)) = a.
Proposition. (i) A creative distribution a(zˇ) is strongly creative if and
only if s1(∂
(nˇ)
zˇ a(zˇ)) = Tˇ
(nˇ)s1(a(zˇ)) for any nˇ ∈ K2.
(ii) If 1 is invariant for Tˇ then a translation covariant distribution a(zˇ)
is strongly creative if and only if a(zˇ) is bounded on 1.
(iii) The subspace F(V )1 of F(V ) is a Z-fold submodule over Fz(V )1
and the field-state correspondence s1 : F(V )1 → V is a morphism of Z-fold
modules.
Proof. (i) This is clear.
(ii) Suppose that a(zˇ) is bounded on 1. We may assume that a(zˇ)1 is
non-zero. For any hˇ ∈ K2 such that ahˇ1 is non-zero there exists nˇ ∈ hˇ + Z
2
such that anˇ1 is non-zero and anˇ+iˇ1 vanishes for any non-zero iˇ ∈ N
2. From
T (an+1,n¯1) = −(n + 1)anˇ1 + an+1,n¯T 1 we get (n + 1)anˇ1 = 0 and thus
n = −1. Similarly, we have n¯ = −1. This shows that a(zˇ) is creative. Because
Ta(zˇ)1 = [T, a(zˇ)]1 = ∂za(zˇ)1 and similarly T¯ a(zˇ)1 = ∂z¯a(zˇ)1 the claim
follows from Remark 2.2.2. The converse statement is trivial.
(iii) This follows from the explicit expression (2.27) for the n-th products
which yields for any creative holomorphic field a(z) and any creative field b(zˇ)
the identity
a(z)(n)b(zˇ)1 =
∑
i∈N
(−1)i
(
n
i
)
zi an−ib(zˇ)1.
✷
2.4.6 Identity Field
We prove that the identity field is a full identity of F(V ).
The field idV is called the identity field on V and is denoted by 1(z).
The identity field is translation covariant for any Tˇ and creative for any 1. It
is strongly creative for 1 and Tˇ if and only if 1 is invariant for Tˇ .
For a K2-fold module M over a vector space V , a vector 1 of V is a left
identity if and only if Y (1, zˇ) is the identity field on M .
Proposition. The identity field is a full identity of the Z-fold module
F(V ) over Fz(V ).
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Proof. The commutator [1(z), a(wˇ)] vanishes for any distribution a(zˇ). Thus
1(z)(n)a(zˇ) and b(z)(n)1(z) are zero for any non-negative integer n. Equation
(2.29) yields that 1(z)(−1−n)a(zˇ) = :∂
(n)
z 1(z)a(zˇ): = δn,0a(zˇ) for any non-
negative integer n. This shows that 1(z) is a identity. From Remark 2.4.1 (i)
we know that ∂z is a translation operator of Fz(V ). Thus Remark 2.4.4
implies that T1 = ∂z and 1 is a full identity. ✷
2.5 The Partial K2-Fold Algebra of Fields
Summary. In sections 2.5.1 and 2.5.2 we characterize the non-canonical and
the canonical expansions of (µz + νw)h and (µzˇ + νwˇ)hˇ where hˇ ∈ K2 and
µ, ν ∈ {±1}.
In section 2.5.3 we define the notion of OPE-finiteness and prove a unique-
ness result about the summands of an OPE. In section 2.5.4 we define the
notion of a reduced OPE and prove that OPE-finite distributions have a
unique reduced OPE. In section 2.5.5 we prove that the OPE of a holomor-
phic distribution is holomorphic.
In section 2.5.6 we introduce a partial K2-fold algebra structure on
End(V ){zˇ}. In section 2.5.7 we compare it with the Z-fold module struc-
ture on the subspace F(V ). In section 2.5.8 we prove that the identity field
is a full identity of the partial K2-fold algebra F(V ), that ∂zˇ is a translation
operator, and that the nˇ-th products preserve translation covariance. In sec-
tion 2.5.9 we prove that the space of dilatation covariant distributions is a
graded partial K2-fold algebra.
Conventions. We denote by V a vector space, 1 is an even vector, and
Tˇ is a pair of even operators of V . Unless stated otherwise, all distributions
take values in End(V ).
2.5.1 Non-Canonical Expansions of Non-Integral Powers
We define in terms of two characterizing properties the non-integral powers
(µz + νw)hb where µ, ν ∈ {±1}, h ∈ K, and b is a power map.
Let C be a commutative algebra, S be a subset of C \ {0}, M be an
abelian monoid, and 1 be an element ofM . A power map is a mapM×S →
C, (m, s) 7→ sm, such that smsn = sm+n, s0 = 1, s1 = s, and if 1 ∈ S then
1m = 1. A power map p : K×S → C is called compatible with a derivation
∂ of C if ∂(sh) = hsh−1∂(s) for any s ∈ S and h ∈ K.
Let K′ be a commutative algebra and κ be an involution of K′ that leaves
K invariant. A power map b : K × {±1} → K′, (h, µ) 7→ (µ)hb , is called
compatible with κ if κ((−1)hb ) = (−1)
−κh
b for any h ∈ K.
For example, if K = C then there exists a natural series of power maps
bn : C×{±1} → C indexed by n ∈ Z which are given by (−1)hbn := e
(2n+1)piih.
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The power maps bn are compatible with complex conjugation of C. This
example is also the reason for putting the minus sign in the definition of
compatibility.
For an arbitrary field K, the algebra K′ := K[zK]/(z+1) has a power map
b : K×{±1} → K′ where (−1)hb is given by the residue class of z
h in K′. This
power map is compatible with the involution of K′ induced by zh 7→ z−h.
Fix a power map b : K × {±1} → K′ that is compatible with κ and
let z > w be two formal variables together with a total order. Define L :=
{µz + νw | µ, ν ∈ {±1}}. There exists a unique power map p : K × L →
K′〈z〉[[w]], (h, l) 7→ (l)hb , such that
(i) p compatible with the derivation ∂w and
(ii) we have (µz + νw)hb |w=0 = (µ)
h
b z
h.
Indeed, uniqueness follows from
(µz + νw)hb =
∑
i∈N
∂(i)w (µz + νw)
h
b |w=0 w
i
=
∑
i∈N
(
h
i
)
(µz + νw)h−ib |w=0 ν
iwi
=
∑
i∈N
(
h
i
)
(µ)h+ib ν
i zh−iwi. (2.31)
A direct calculation using the identity
(
h+h′
i
)
=
∑i
j=0
(
h
j
)(
h′
i−j
)
shows that
(2.31) defines a power map that satisfies (i) and (ii).
In the same way one constructs a power map p : K×L′ → K〈z〉[[w]], (h, l)
7→ lhz>w, where L
′ := {z + λw, 1 + λz−1w | λ ∈ K}. This power map does
not depend on b. We define (z + λw)h := (z + λw)hz>w and (1 + λz
−1w)h :=
(1 + λz−1w)hz>w , i.e. the order of the variables z and w is determined by the
order of the summands of z + λw. If a(z) is a V -valued distribution then
a(z + w) =
∑
n∈K an(z + w)
−n−1.
2.5.2 Canonical Expansions of Non-Integral Powers
We define the non-integral powers (µz¯ + νw¯)hb and show that the product
(µzˇ + νwˇ)hˇb is independent of b if h− h¯ is an integer.
Let K′ be a commutative algebra with an involution κ that leaves K
invariant and b : K× {±1} → K′ be a power map that is compatible with κ.
We define an extension of κ to an involution κ of K′{zˇ} by
κ(a(zˇ)) :=
∑
nˇ∈K2
κ(anˇ) z¯
−κ(n)−1 z−κ(n¯)−1.
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This definition is motivated by the identity ab = a¯b¯ where a ∈ C×, b ∈
C, ab := eb ln a, a¯b¯ := eb¯ ln a, and ln a is a logarithm of a.
Define Lˇ := L ∪ κL. There exists a unique extension of the power map
p : K × L → K′〈z〉[[w]] to a power map p : K × Lˇ → K′〈zˇ〉[[wˇ]], (h, l) 7→ (l)hb ,
that commutes with κ, i.e. such that κ((l)hb ) = (κl)
κh
b for any h ∈ K and
l ∈ Lˇ. For µ, ν ∈ {±1} and hˇ ∈ K2, we have
(µzˇ + νwˇ)hˇb = (µz + νw)
h
b κ((µz + νw)
κh¯
b )
=
∑
iˇ∈N2
(
hˇ
iˇ
)
(µ)h+ib κ((µ)
κh¯+i¯
b ) ν
iˇ zˇhˇ−iˇ wˇiˇ
=
∑
iˇ∈N2
(
hˇ
iˇ
)
(µ)h−h¯+i+i¯b ν
iˇ zˇhˇ−iˇ wˇiˇ. (2.32)
We denote by Kˇ the abelian subgroup of K2 consisting of hˇ such that h−h¯
is an integer. Equation (2.32) shows that if hˇ ∈ Kˇ then (µzˇ + νwˇ)hˇb does not
depend on b and is contained in K〈zˇ〉[[wˇ]]. Moreover, we have (−µzˇ− νwˇ)hˇb =
(−1)h−h¯(µzˇ + νwˇ)hˇb .
If the variables are ordered by z > w then we define (µzˇ + νwˇ)hˇz>w :=
(µzˇ + νwˇ)hˇb for any hˇ ∈ Kˇ. For unordered variables z and w we define (µzˇ +
νwˇ)hˇ := (µzˇ + νwˇ)hˇz>w, i.e. the order of the variables z and w is determined
by the order of the summands of µz + νw.
2.5.3 OPE-Finite Distributions
We define the notion of OPE-finiteness and prove that the space of OPE-
finite distributions is the direct sum over cosets H ∈ K2/Z2 of spaces of
distributions of the form c(zˇ, wˇ)(zˇ − wˇ)hˇ where c(zˇ, wˇ) is a field and hˇ ∈ H .
This result is used in the proof of many other statements.
A family of fields ci(zˇ, wˇ) together with hˇi ∈ K2 where i = 1, . . . , r are
called an OPE of a distribution a(zˇ, wˇ) if
a(zˇ, wˇ) =
r∑
i=1
ci(zˇ, wˇ)
(zˇ − wˇ)hˇi
. (2.33)
We call r the length, ci(zˇ, wˇ) the numerators, and hˇi the pole orders of
the OPE. For the sake of brevity, we call (2.33) an OPE of a(zˇ, wˇ).
Definition. For hˇi ∈ K
2, a distribution a(zˇ, wˇ) is called OPE-finite of
orders at most hˇ1, . . . , hˇr if there exists an OPE of a(zˇ, wˇ) with pole orders
hˇ1, . . . , hˇr.
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The notions of an OPE and of OPE-finiteness for a distribution a(zˇ, wˇ)
depend implicitly on a total order on the set of variables z and w. OPE-
finite distributions a(zˇ, wˇ) are contained in F〈zˇ〉〈wˇ〉(V ). Distributions a(zˇ)
and b(zˇ) are called OPE-finite if their juxtaposition a(zˇ)b(wˇ) is OPE-finite.
Lemma. If K is a set of representatives of K/Z then the power series
(1−x)n for n ∈ K are linearly independent vectors of the vector space K((x))
over K(x).
Proof. Suppose that
∑r
i=1 pi(x)(1−x)
ni = 0 where pi(x) ∈ K(x) and ni ∈ K.
We may assume that pi(x) ∈ K[x]. Writing pi(x) =
∑s
j=0 aij(1 − x)
j we see
that it suffices to prove that the power series (1− x)n in K[[x]] for n ∈ K are
linearly independent over K. This follows from the fact that (1 − x)n is an
eigenvector of the operator (1− x)∂x with eigenvalue −n. ✷
Proposition. (i) If ci(z, w) are V -valued vertex series and hi ∈ K such
that hi /∈ hj + Z for any i 6= j and
r∑
i=1
ci(z, w) (z − w)hi = 0
then ci(z, w) is zero for any i.
(ii) If ci(zˇ, wˇ) are fields and hˇi ∈ K2 such that hˇi /∈ hˇj +Z2 for any i 6= j
and
r∑
i=1
ci(zˇ, wˇ) (zˇ − wˇ)hˇi = 0 (2.34)
then ci(zˇ, wˇ) is zero for any i.
Proof. (i) By projecting onto a basis of V we may assume V = K. Let K be
a set of representatives of K/Z. There exists an isomorphism ι : K{z, w} →
K[[x±1]]K×K given by a(z, w) 7→
(∑
i∈Z an+i,m−ix
i
)
n∈K,m∈K
. We have ι :
K〈z, w〉 → K[x±1]K×K . From
a(z, w) =
∑
n∈K,m∈K
(∑
i∈Z
an+i,m−i
(
w
z
)i)
z−n−1w−m−1
we see that
ι
r∑
i=1
ci(z, w) (z − w)hi = ι
r∑
i=1
ci(z, w) zhi
(
1−
w
z
)hi
=
r∑
i=1
ι(ci(z, w)zhi) (1− x)hi .
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Therefore the claim follows from the Lemma.
(ii) By applying (2.34) to vectors of V we see that it suffices to prove the
claim for V -valued vertex series ci(zˇ, wˇ). Part (i) applied to (z¯−w¯)h¯ici(zˇ, wˇ) ∈
V {z¯, w¯}〈z, w〉 shows that for any coset H ∈ K/Z we have
∑
i:hi∈H
(z¯ −
w¯)h¯ici(zˇ, wˇ) = 0. Applying (i) again the claim follows. ✷
2.5.4 Reduced OPE
We define the notion of a reduced OPE and prove that for any OPE-finite
distribution there exists a unique reduced OPE.
Definition. An OPE (2.33) is called reduced if hˇi /∈ hˇj + Z2 for any
i 6= j and (zˇ − wˇ)−nˇci(zˇ, wˇ) is not a field for any i and nˇ ∈ N2 \ {0}.
Lemma. (i) If d(zˇ, wˇ) is a non-zero V -valued Laurent series then the set
S, consisting of nˇ ∈ N2 such that (zˇ− wˇ)−nˇd(zˇ, wˇ) lies in V ((zˇ, wˇ)), contains
a supremum Nˇ(d(zˇ, wˇ)). Moreover, the set S coincides with the set consisting
of nˇ ∈ N2 such that (zˇ − wˇ)−nˇw>zd(zˇ, wˇ) lies in V ((zˇ, wˇ)).
(ii) If c(zˇ, wˇ) is a non-zero field then the set, consisting of nˇ ∈ N2 such
that (zˇ − wˇ)−nˇc(zˇ, wˇ) is a field, contains a supremum Nˇ .
Proof. (i) Denote by di(zˇ, wˇ) ∈ K((zˇ, wˇ)) the projections of d(zˇ, wˇ) with re-
spect to a basis of V . If (zˇ−wˇ)−nˇd(zˇ, wˇ) ∈ V ((zˇ, wˇ)) then (zˇ−wˇ)−nˇdi(zˇ, wˇ) ∈
K((zˇ, wˇ)) for any i. We will prove the converse statement, i.e. if (zˇ −
wˇ)−nˇdi(zˇ, wˇ) ∈ K((zˇ, wˇ)) for any i then there exists a family ((nˇi, mˇi))i in Z4
that is bounded from below and such that (zˇ−wˇ)−nˇdi(zˇ, wˇ) ∈ zˇnˇiwˇmˇiK[[zˇ, wˇ]].
This shows that S is the set consisting of nˇ ∈ N2 such that di(zˇ, wˇ) is divisible
by (zˇ − wˇ)nˇ for any i.
We may assume nˇ = (1, 0) and d(zˇ, wˇ) ∈ V ((z, w)). If D := (z −
w)−1d(z, w) /∈ V ((z, w)) then D /∈ V [[w±1]]((z)) and for any n ∈ Z there
exists n′ ≥ n and m ∈ Z such that Dn′,m 6= 0. Then there exists i such that
Din′,m 6= 0 and by assumption we may choose n
′ ≥ n such that Din′+j,m−j = 0
for j > 0. We get din′,m−1 = D
i
n′+1,m−1 −D
i
n′,m 6= 0 and hence dn′,m−1 6= 0.
This contradicts d(z, w) ∈ V ((z, w)).
The ring K[[zˇ, wˇ]] is a unique factorization domain, see e.g. [Bou89a],
Chap. VII, §3.9, Prop. 8, hence so isK((zˇ, wˇ)). Because z−w and z¯−w¯ are non-
associated prime elements of K((zˇ, wˇ)) there exists for any e(zˇ, wˇ) ∈ K((zˇ, wˇ))
the supremum Nˇ(e(zˇ, wˇ)) of the set consisting of nˇ ∈ N2 such that e(zˇ, wˇ)
is divisible by (zˇ − wˇ)nˇ. The supremum Nˇ(d(zˇ, wˇ)) is the minimum of the
family (Nˇ(di(zˇ, wˇ)))i.
The second claim also follows from the description of S in terms of divi-
sibility of di(zˇ, wˇ).
(ii) This follows from (i) because Nˇ is the minimum of the elements
Nˇ(zˇhˇwˇhˇ
′
c(zˇ, wˇ)e|Z4) of N
2 where e ∈ V and hˇ, hˇ′ ∈ K2. ✷
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Proposition 2.5.3 and the Lemma yield the following claim.
Proposition. Any OPE-finite distribution a(zˇ, wˇ) has a unique reduced
OPE. 
Let a(zˇ, wˇ) be an OPE-finite distribution. The length of the reduced OPE
of a(zˇ, wˇ) is called theOPE-length of a(zˇ, wˇ). The pole orders of the reduced
OPE of a(zˇ, wˇ) are called the pole orders of a(zˇ, wˇ). If (2.33) is the reduced
OPE of a(zˇ, wˇ) and hˇ ∈ K2 then the hˇ-th numerator of a(zˇ, wˇ) is defined by
Nhˇ(a(zˇ, wˇ)) := c
i(zˇ, wˇ) if hˇ = hˇi for some i and Nhˇ(a(zˇ, wˇ)) := 0 otherwise.
By definition, we have
a(zˇ, wˇ) =
∑
hˇ∈K2
Nhˇ(a(zˇ, wˇ))
(zˇ − wˇ)hˇ
.
Remark. Let a(zˇ, wˇ) be an OPE-finite distribution, d be a vector of V ,
and S be the support in wˇ of a(zˇ, wˇ)d. The support in wˇ of Nhˇ(a(zˇ, wˇ))c is
contained in S + Z2 for any hˇ ∈ K2.
Proof. Define T := K2 × (K2 \ (S + Z2)) and let (2.33) be the reduced OPE
of a(zˇ, wˇ). Because (zˇ − wˇ)hˇ ∈ K{zˇ}[[wˇ]] for any hˇ ∈ K2 we have
r∑
i=1
ci(zˇ, wˇ)d|T
(zˇ − wˇ)hˇi
=
(
r∑
i=1
ci(zˇ, wˇ)d
(zˇ − wˇ)hˇi
)∣∣∣∣∣
T
= a(zˇ, wˇ)d|T = 0.
By Proposition 2.5.3 this implies that ci(zˇ, wˇ)d|T is zero for any i. That is
the claim. ✷
2.5.5 OPE of a Holomorphic Distribution
We prove that an OPE-finite distribution a(z, wˇ) whose pole orders are con-
tained in Kˇ has an OPE of the form c(z, wˇ)(z − w)N where N is an integer.
Proposition. Let a(z, wˇ) be an OPE-finite distribution in End(V ){z, wˇ}.
If the pole orders hˇ1, . . . , hˇr of a(z, wˇ) are contained in Kˇ then r ≤ 1 and if
r = 1 then hˇ1 is contained in Z× {0}.
Proof. Let (2.33) be the reduced OPE of a(z, wˇ). Applying (z¯−w¯)∂z¯ to (2.33)
we obtain
0 =
r∑
i=1
(−h¯i + (z¯ − w¯)∂z¯) ci(zˇ, wˇ)
(zˇ − wˇ)hˇi
.
Proposition 2.5.3 implies that (z¯∂z¯ − h¯i)ci(zˇ, wˇ) = w¯∂z¯ci(zˇ, wˇ) for any i. In
terms of modes this reads
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(−n¯− 1− h¯i)c
i
nˇ,mˇ = −n¯ c
i
n,n¯−1,m,m¯+1. (2.35)
Fix i. Assume that there exist d ∈ V and (nˇ0, mˇ0) ∈ K4 such that cinˇ0,mˇ0(d)
is non-zero. We may assume that cin0,n¯0−j,m0,m¯0+j(d) = 0 for any positive
integer j. Then (2.35) implies that n¯0 = −1− h¯i and
cin0,n¯0+j,m0,m¯0−j(d) =
(
n¯0 + j
j
)
cinˇ0,mˇ0(d).
Because
(
n¯0+j
j
)
= (−1)j
(
h¯i
j
)
this shows that if h¯i /∈ N then cin0,n¯0+j,m0,m¯0−j(d)
is non-zero for any j ∈ N. But this contradicts that ci(zˇ, wˇ)(d) is a vertex
series. Thus r ≤ 1 and if r = 1 then hˇ1 ∈ Z×N. Because (z¯− w¯)∂z¯c
1(zˇ, wˇ) =
h¯1c
1(zˇ, wˇ) and because (2.33) is the reduced OPE of a(z, wˇ) we obtain h¯1 = 0.
✷
2.5.6 The Partial K2-Fold Algebra of Fields
We define the structure of a partial K2-fold algebra on End(V ){zˇ} and show
that the nˇ-th products can be expressed in terms of an arbitrary OPE.
Definition. For nˇ ∈ K2, the nˇ-th OPE-coefficient of an OPE-finite
distribution a(zˇ, wˇ) is defined as
cnˇ(a(zˇ, wˇ))(wˇ) :=
∑
hˇ∈K2
∂
(hˇ−nˇ)
zˇ Nhˇ(a(zˇ, wˇ))|zˇ=wˇ.
By definition, the OPE-coefficients are fields. If (2.33) is the reduced OPE
of a(zˇ, wˇ) then the hˇi-th OPE-coefficient chˇi(a(zˇ, wˇ))(zˇ) = c
i(zˇ, zˇ) is called
the leading term of order hˇi of a(zˇ, wˇ).
If a(zˇ, wˇ) is a field then for any nˇ ∈ K2 and iˇ ∈ N2 we have
∂
(nˇ+iˇ)
zˇ ((zˇ − wˇ)
iˇa(zˇ, wˇ))|zˇ=wˇ = ∂
(nˇ)
zˇ a(zˇ, wˇ)|zˇ=wˇ. (2.36)
In fact, if nˇ+ iˇ /∈ N2 then nˇ /∈ N2 and (2.36) is trivial. If nˇ+ iˇ ∈ N2 then the
Leibniz identity implies that both sides of (2.36) are equal to
nˇ+iˇ∑
jˇ=0
∂
(jˇ)
zˇ (zˇ − wˇ)
iˇ|zˇ=wˇ ∂
(nˇ+iˇ−jˇ)
zˇ a(zˇ, wˇ)|zˇ=wˇ.
From Proposition 2.5.3 and (2.36) follows that if (2.33) is an OPE of a
distribution a(zˇ, wˇ) then
cnˇ(a(zˇ, wˇ))(wˇ) =
r∑
i=1
∂
(hˇi−nˇ)
zˇ c
i(zˇ, wˇ)|zˇ=wˇ.
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For an even set S, a vector space V together with a subset D of V × V
and an even map (s) : D → V for any s ∈ S is called a partial S-fold
algebra if (a, c), (b, c) ∈ D and λ ∈ K implies that (a + λb, c) ∈ D and
(a+λb)(s)c = a(s)c+λ(b(s)c) for any s ∈ S and the same is true for the second
component. A morphism ϕ : V → W of partial S-fold algebras is a linear
map such that (a, b) ∈ D implies (ϕa, ϕb) ∈ D and ϕ(a(s)b) = ϕ(a)(s)ϕ(b) for
any s ∈ S.
An operator T of a partial S-fold algebra V is called a derivation if (a, b) ∈
D implies that (Ta, b), (a, T b) ∈ D and T (a(s)b) = T (a)(s)b+ζ
T˜ a˜ a(s)T (b). An
even state 1 of a partial K2-fold algebra V is called a left identity if (1, a) ∈ D
and 1(nˇ)a = δnˇ,−1a for any a ∈ V and nˇ ∈ K
2. In the same way other notions
defined for S-fold algebras can be generalized to partial S-fold algebras.
We endow the module End(V ){zˇ} with the structure of a partial K2-fold
algebra by letting D be the set of pairs (a(zˇ), b(zˇ)) of OPE-finite distributions
and defining a(zˇ)(nˇ)b(zˇ) := cnˇ+1(a(zˇ)b(wˇ))(zˇ).
The subspace F(V ) is a partial K2-fold subalgebra of End(V ){zˇ}. The
definition of the nˇ-th products shows that if a(zˇ) and b(zˇ) are OPE-finite
distributions then a(zˇ) is bounded on b(zˇ) by the pole orders of a(zˇ)b(wˇ). In
particular, End(V ){zˇ} is a bounded partial K2-fold algebra.
2.5.7 The Partial K2-Fold Algebra of Holomorphic Fields
We prove that the partial K2-fold algebra structure on F(V ) agrees for a
holomorphic field a(z) and a field b(zˇ) with the Z-fold module structure if and
only if a(z) is bounded on b(zˇ) with respect to the Z-fold module structure.
The (n,−1)-st products of the partial K2-fold algebra F(V ) in general do
not coincide with the n-th products of the Z-fold module F(V ) over Fz(V )
because the partial K2-fold algebra F(V ) is bounded whereas there are OPE-
finite holomorphic fields that are not bounded with respect to the Z-fold mo-
dule structure. For example, if a(z), b(z) ∈ z−1End(V )[[z]] such that [a0, b(z)]
is non-zero then a(z)b(w) is a field and hence OPE-finite but the n-th pro-
ducts a(z)(n)b(z) = [a0, b(z)](−z)
n of the Z-fold module are non-zero for any
non-negative integer n.
Proposition. Let a(z) be a holomorphic field, b(zˇ) be a field, and N be
the mode infimum of a(z) and b(zˇ) defined with respect to the Z-fold module
structure on F(V ). We have N < ∞ if and only if a(z) and b(zˇ) are OPE-
finite and for any nˇ ∈ K2 the nˇ-th product of the partial K2-fold algebra
coincides for a(z) and b(zˇ) with the nˇ-th product cnˇ(zˇ) of the Z-fold module.
Moreover, in this case the following is true:
(i) we have N = −∞ if and only if a(z)b(wˇ) is zero;
(ii) we have N > −∞ if and only if the OPE-length of a(z)b(wˇ) is one; in
this case the pole order is (N, 0).
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Proof. The “if” part of the first statement follows from the boundedness of
the partial K2-fold algebra F(V ).
Assume that N = −∞ so that by definition cnˇ(zˇ) = 0 for any nˇ. Proposi-
tion 2.4.1 shows that a(z)b(zˇ) is a field that is divisible as a field by (z−w)n
for any non-negative integer n. Thus a(z)b(zˇ) vanishes by Lemma 2.5.4 and
the claim follows in this case. Conversely, assume that N <∞ and a(z)b(wˇ)
is zero. If N were positive then Proposition 2.1.5 yields
c(N−1,−1)(wˇ)
(z − w)N
= −
N−2∑
n=0
c(n,−1)(wˇ)
(z − w)n+1
− :a(z)b(wˇ):.
Thus multiplying both sides by (z −w)N and setting z = w we arrive at the
contradiction c(N−1,−1)(zˇ) = 0. ThereforeN ≤ 0 and :a(z)b(wˇ): = a(z)b(wˇ) =
0 so that cnˇ(zˇ) is zero for any nˇ by (2.30).
Now assume that N ∈ Z. Define c(z, wˇ) := (z−w)Na(z)b(wˇ). Proposition
2.4.1 shows that for any integer M there exists a field r(z, wˇ) such that
c(z, wˇ) =
N−1∑
n=M
c(n,−1)(wˇ) (z − w)N−n−1 + (z − w)N−Mr(z, wˇ).
By taking M = N we see that c(z, wˇ) is a field and thus a(z)b(wˇ) =
c(z, wˇ)(z −w)−N is an OPE. Hence cnˇ(wˇ) = ∂
((N,0)−1−nˇ)
zˇ c(z, wˇ)|zˇ=wˇ for any
nˇ. Because c(z, zˇ) = c(N−1,0)(zˇ) is non-zero the field c(z, wˇ) is not divisible
as a field by z − w or z¯ − w¯. Thus (N, 0) is the pole order of a(z)b(wˇ). ✷
2.5.8 Derivatives and Identity Field
We prove that ∂zˇ is a translation operator of End(V ){zˇ}, the identity field is
a full identity of F(V ), and translation covariant distributions form a partial
K2-fold subalgebra.
If a(zˇ, wˇ) is a field then
∂wa(wˇ, wˇ) = (∂z + ∂w)a(zˇ, wˇ)|zˇ=wˇ (2.37)
because both sides are equal to
∑
nˇ,mˇ∈K2(−n−m− 2) anˇ,mˇwˇ
−nˇ−mˇ−(3,2).
Proposition. (i) The derivative ∂zˇ is a translation operator of the partial
K2-fold algebra End(V ){zˇ}.
(ii) The identity field is a full identity of the partial K2-fold algebra F(V ).
(iii) The space End(V ){zˇ}Tˇ is a partial K
2-fold subalgebra of End(V ){zˇ}.
Proof. (i) If (2.33) is an OPE of the distributions a(zˇ) and b(zˇ) then
∂za(zˇ)b(wˇ) =
r∑
i=1
−hi ci(zˇ, wˇ) + (z − w) ∂zci(zˇ, wˇ)
(zˇ − wˇ)hˇi+(1,0)
(2.38)
2.5 The Partial K2-Fold Algebra of Fields 59
and
a(zˇ)∂wb(wˇ) =
r∑
i=1
hi c
i(zˇ, wˇ) + (z − w) ∂wc
i(zˇ, wˇ)
(zˇ − wˇ)hˇi+(1,0)
are OPEs. On the other hand, from (2.37) we get
∂w(a(wˇ)(nˇ)b(wˇ)) =
r∑
i=1
(∂z + ∂w)∂
(hˇi−1−nˇ)
zˇ c
i(zˇ, wˇ)|zˇ=wˇ.
This shows that ∂z is a derivation. From (2.38) we obtain
∂wa(wˇ)(nˇ)b(wˇ) =
r∑
i=1
(∂
(hˇi−1−nˇ)
zˇ ∂z − hi∂
(hˇi+(1,0)−1−nˇ)
zˇ ) c
i(zˇ, wˇ)|zˇ=wˇ
= − n a(wˇ)(n−1,n¯)b(wˇ).
(ii) If a(zˇ) is a field then the identities 1(z)a(wˇ) = a(wˇ) and a(zˇ)1(w) =
a(zˇ) are OPEs. Thus we have 1(w)(nˇ)a(wˇ) = ∂
(−1−nˇ)
zˇ a(wˇ)|zˇ=wˇ = δnˇ,−1a(wˇ)
and a(wˇ)(nˇ)1(wˇ) = ∂
(−1−nˇ)
wˇ a(wˇ) for any nˇ ∈ K
2.
(iii) If (2.33) is an OPE of the translation covariant distributions a(zˇ)
and b(zˇ) then
[T, a(wˇ)(nˇ)b(wˇ)] =
r∑
i=1
[T, ∂
(hˇi−1−nˇ)
zˇ c
i(zˇ, wˇ)|zˇ=wˇ]
=
r∑
i=1
∂
(hˇi−1−nˇ)
zˇ [T, c
i(zˇ, wˇ)]|zˇ=wˇ.
Thus [T, a(zˇ)(nˇ)b(zˇ)] is the (nˇ+1)-st OPE-coefficient of [T, a(zˇ)b(wˇ)]. Because
[T, a(zˇ)b(wˇ)] = [T, a(zˇ)]b(wˇ) + a(zˇ)[T, b(wˇ)] = ∂za(zˇ)b(wˇ) + a(zˇ)∂wb(wˇ) the
claim follows from (ii). ✷
2.5.9 Gradation for Dilatation Covariant Fields
We prove that the space of dilatation covariant distributions is a graded
partial K2-fold algebra.
Proposition. Let V be a vector space endowed with a pair Hˇ of even
operators. The subspace End(V ){zˇ}∗ˇ is a graded partial K2-fold subalgebra of
End(V ){zˇ}.
Proof. Let a(zˇ) and b(zˇ) be dilatation covariant distributions of weights hˇ
and hˇ′, resp., nˇ ∈ K2, and (2.33) be an OPE of a(zˇ)b(wˇ). From the proof of
Proposition 2.5.8 (iii) we know that [H, a(zˇ)(nˇ)b(zˇ)] is the (nˇ + 1)-st OPE-
coefficient of [H, a(zˇ)b(wˇ)]. Because
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[H, a(zˇ)b(wˇ)] = (h+ h′) a(zˇ)b(wˇ) + z∂za(zˇ)b(wˇ) + w a(zˇ)∂wb(wˇ)
and
∂
(hˇi−1−nˇ)
zˇ (z∂zc
i(zˇ, wˇ))|zˇ=wˇ
= w∂
(hˇi−1−nˇ)
zˇ ∂zc
i(zˇ, wˇ)|zˇ=wˇ + ∂
(hˇi−1−(n+1,n¯))
zˇ ∂zc
i(zˇ, wˇ)|zˇ=wˇ
the claim follows from the fact that ∂z is a translation operator. ✷
2.6 Locality
Summary. In section 2.6.1 we define the notion of locality and prove that in
the case of fields it reduces to the notion of holomorphic locality if one field
is holomorphic. In section 2.6.2 we prove that the field-state correspondence
is a morphism of partial K2-fold modules from creative and mutually local
distributions to V . In section 2.6.3 we define the notion of skew-symmetry
and prove that mutually local distributions satisfy skew-symmetry. In sec-
tion 2.6.4 we prove that if the field-state correspondence from a local set of
strongly creative distributions is surjective then it is bijective.
In section 2.6.5 we define the notion of multiple locality and prove that
the nˇ-th products of End(V ){zˇ} preserve the relation of multiple locality. In
section 2.6.7 we define the notion of additive locality and prove that it is
equivalent to locality of OPE-length at most one. In section 2.6.8 we prove
that if two mutually local fields are additively local to a third field then the
nˇ-th product of any two of them is mutually local to the third.
Conventions. Except when we discuss S-fold modules, we denote by V
a vector space, 1 is an even vector, and Tˇ is a pair of even operators of V .
Unless stated otherwise, all distributions take values in End(V ).
2.6.1 Locality
We define the notion of locality for a pair of distributions a(zˇ) and b(zˇ) and
prove that if a(z) is a holomorphic field and b(zˇ) is a field then locality is
equivalent to holomorphic locality.
Definition. Distributions a(zˇ) and b(zˇ) are called mutually local if
a(zˇ) and b(zˇ) are OPE-finite, the pole orders of a(zˇ)b(wˇ) are contained in Kˇ,
and we have
ζ a˜b˜ b(wˇ)a(zˇ) =
∑
hˇ∈Kˇ
Nhˇ(a(zˇ)b(wˇ))
(zˇ − wˇ)hˇw>z
.
From Proposition 2.5.3 follows that distributions a(zˇ) and b(zˇ) are mutu-
ally local if and only if there exist fields ci(zˇ, wˇ) and hˇi ∈ Kˇ such that (2.33)
and
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ζ a˜b˜ b(wˇ)a(zˇ) =
r∑
i=1
ci(zˇ, wˇ)
(zˇ − wˇ)hˇiw>z
are satisfied. Because (zˇ − wˇ)hˇ = (−1)h−h¯(wˇ − zˇ)hˇz>w for any hˇ ∈ Kˇ we see
that locality is a symmetric relation, the pole orders are independent of the
order of a(zˇ) and b(zˇ), and for any hˇ ∈ Kˇ we have
ζ a˜b˜Nhˇ(b(wˇ)a(zˇ)) = (−1)
h−h¯Nhˇ(a(zˇ)b(wˇ)). (2.39)
Proposition. (i) If a holomorphic distribution a(z) and a distribution
b(zˇ) are mutually local then they are holomorphically local.
(ii) If a holomorphic field a(z) and a field b(zˇ) are holomorphically local
then they are mutually local. Moreover, if a(z)b(wˇ) is non-zero then a(z)b(wˇ)
has OPE-length one, the mode infimum N of a(z) and b(zˇ) is the least integer
such that (z−w)N [a(z), b(wˇ)] = 0, and the pole order of a(z)b(wˇ) is equal to
(N, 0).
Proof. (i) Proposition 2.5.5 implies that there exist OPEs a(z)b(wˇ) =
c(z, wˇ)(z−w)−h and ζ a˜b˜b(wˇ)a(z) = c(z, wˇ)(z−w)−hw>z where c(z, wˇ) is a field
and h is a non-negative integer. Thus (z−w)h[a(z), b(wˇ)] = c(z, wˇ)−c(z, wˇ) =
0.
(ii) Suppose that (z − w)N [a(z), b(wˇ)] = 0 for some integer N . The dis-
tribution c(z, wˇ) := (z − w)Na(z)b(wˇ) is contained in F{z}〈wˇ〉(V ). From
c(z, wˇ) = ζ a˜b˜(z − w)N b(wˇ)a(z) follows that c(z, wˇ) is also contained in
F{wˇ}((z))(V ). Thus c(z, wˇ) is a field and we obtain a(z)b(wˇ) = c(z, wˇ)(z −
w)−N and ζ a˜b˜b(wˇ)a(z) = c(z, wˇ)(z−w)−Nw>z. Together with Proposition 2.5.6
this shows everything. ✷
If a holomorphic field a(z) and a field b(zˇ) are mutually local with OPE-
length one and pole order hˇ ∈ Z × {0} then we say that a(z) and b(zˇ) are
mutually local of order h and we call h the pole order of a(z)b(wˇ). If a(z) and
b(zˇ) are mutually local with OPE-length zero then we define the pole order
of a(z)b(wˇ) to be −∞.
For example, 1(z) is local to any field and if a(zˇ) is a non-zero field then
the pole order of 1(z)a(wˇ) = a(wˇ) is zero because (z −w)na(wˇ) is not a field
for any negative integer n.
Lemma. Let a(zˇ) and b(zˇ) be mutually local distributions with pole orders
hˇ1ab, . . . , hˇ
r
ab, c be a vector such that a(zˇ) and b(zˇ) are bounded on c by (hˇ
i
ac)
and (hˇjbc), resp., and hˇ ∈ Kˇ.
(i) The support in zˇ of Nhˇ(a(zˇ)b(wˇ))c is contained in
∑
i hˇ
i
ac + Z
2.
(ii) The support in zˇ of a(zˇ)b(wˇ)c is contained in
∑
k,j hˇ
k
ab + hˇ
j
ac + Z
2.
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(iii) If the sets hˇkab + {hˇ
i
ac | i}+ Z
2 are pairwise disjoint for k = 1, . . . , r then
Nhˇ(a(zˇ)b(wˇ))c is bounded in wˇ by (hˇ
j
bc).
Proof. (i) This follows from Remark 2.5.4 because Nhˇ(a(zˇ)b(wˇ)) is equal to
ζ a˜b˜ (−1)hˇNhˇ(b(wˇ)a(zˇ)).
(ii) This follows from (i) and the OPE of a(zˇ)b(wˇ).
(iii) Define Sl := (hˇ
l
ab+ {hˇ
i
ac | i}+Z
2)×K2 for l = 1, . . . , r. Part (i) and
the assumption imply that for any l we have
a(zˇ)b(wˇ)c|Sl =
(
r∑
k=1
Nhˇk
ab
(a(zˇ)b(wˇ))c
(zˇ − wˇ)hˇ
k
ab
)∣∣∣∣∣
Sl
=
Nhˇl
ab
(a(zˇ)b(wˇ))c
(zˇ − wˇ)hˇ
l
ab
.
Because the left-hand side is bounded in wˇ by (hˇjbc) the claim follows. ✷
2.6.2 Creativity
We prove that the field-state correspondence is a morphism of partial K2-
fold modules for creative and mutually local distributions and that the nˇ-th
products of mutually local distributions a(zˇ) and b(zˇ) are strongly creative
if a(zˇ) is translation covariant and b(zˇ) is strongly creative.
Proposition. If a(zˇ) and b(zˇ) are creative and mutually local distribu-
tions and nˇ ∈ K2 then
(i) the fields Nnˇ(a(zˇ)b(wˇ)) and a(zˇ)(nˇ)b(zˇ) are creative,
(ii) the distribution a(zˇ) is bounded on s1(b(zˇ)) by the pole orders of a(zˇ)b(wˇ),
(iii) we have s1(a(zˇ)(nˇ)b(zˇ)) = anˇs1(b(zˇ)), and
(iv) if a(zˇ) is translation covariant and b(zˇ) is strongly creative then the field
a(zˇ)(nˇ)b(zˇ) is strongly creative.
Proof. (i) Lemma 2.6.1 (iii) shows that Nnˇ(a(zˇ)b(wˇ)) is creative. From the
definition of the nˇ-th products follows that a(zˇ)(nˇ)b(zˇ) is creative, too.
(ii) Let hˇ1, . . . , hˇr be the pole orders of a(zˇ)b(wˇ). The fields Nnˇ(a(zˇ)b(wˇ))
are creative. Thus if we apply both sides of the reduced OPE of a(zˇ)b(wˇ) to
1 and put wˇ = 0 we get
a(zˇ)s1(b(zˇ)) =
∑
hˇ∈Kˇ
Nhˇ(a(zˇ)b(wˇ))1|wˇ=0
zˇhˇ
∈
r∑
i=1
zˇ−hˇiV [[zˇ]]. (2.40)
(iii) If hˇ is a pole order of a(zˇ)b(wˇ) and nˇ ∈ N2 then (2.40) implies
a(wˇ)(hˇ−1−nˇ)b(wˇ)1|wˇ=0 = ∂
(nˇ)
zˇ Nhˇ(a(zˇ)b(wˇ))1|zˇ=wˇ=0 = ahˇ−1−nˇs1(b(zˇ)).
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(iv) Let mˇ ∈ N2. From (iii) and the fact that ∂zˇ is a translation generator
we obtain
s1(∂
(mˇ)
zˇ (a(zˇ)(nˇ)b(zˇ))) =
mˇ∑
iˇ=0
s1
(
(−1)iˇ
(
nˇ
iˇ
)
a(zˇ)(nˇ−iˇ)b(zˇ) + a(zˇ)(nˇ)∂
(mˇ−iˇ)
zˇ b(zˇ)
)
=
mˇ∑
iˇ=0
(−1)iˇ
(
nˇ
iˇ
)
anˇ−iˇs1(b(zˇ)) + anˇs1(∂
(mˇ−iˇ)
zˇ b(zˇ)).
On the other hand, using (iii) and the assumption that a(zˇ) is translation
covariant we get
Tˇ (mˇ)s1(a(zˇ)(nˇ)b(zˇ)) = Tˇ
(mˇ)anˇs1(b(zˇ))
=
mˇ∑
iˇ=0
(−1)iˇ
(
nˇ
iˇ
)
anˇ−iˇs1(b(zˇ)) + anˇTˇ
(mˇ−iˇ)s1(b(zˇ)).
Thus Proposition 2.4.5 (i) shows that the claim follows from (i) and strong
creativity of b(zˇ). ✷
2.6.3 Skew-Symmetry for Local Fields
We define the notion of skew-symmetry and prove that mutually local distri-
butions satisfy skew-symmetry.
A V -valued distribution a(zˇ) is called statistical if its support is con-
tained in Kˇ.
Definition. Let V be a partial K2-fold algebra, Tˇ be a pair of even
operators of V , and nˇ ∈ Kˇ. States a and b are said to satisfy skew-symmetry
for Tˇ and the nˇ-th product if (a, b) ∈ D, a(zˇ)b is a statistical vertex series,
and
ζ a˜b˜ b(nˇ)a =
∑
iˇ∈N2
(−1)n−n¯+i+i¯ Tˇ (ˇi)(a(nˇ+iˇ)b).
Let b : K×{±1} → K′, (h, µ) 7→ (µ)hb , be a power map that is compatible
with an involution κ of K′. We define automorphisms ιz , ιz¯, and ι of the
vector space of (V ⊗ K′)-valued distributions a(zˇ) by ιza(zˇ) ≡ a(−z, z¯) :=∑
nˇ∈K2(−1)
−n+1
b anˇzˇ
−nˇ−1, ιz¯ := κ ◦ ιz ◦ κ, and ι := ιz ◦ ιz¯ . Because ιz¯(zˇ
nˇ) =
κιz(z¯
κnzκn¯) = κ((−1)κn¯b z¯
κnzκn¯) = (−1)−n¯b zˇ
nˇ we obtain
ι : a(zˇ) 7→ a(−zˇ) :=
∑
nˇ∈K2
(−1)−n+n¯b anˇzˇ
−nˇ−1.
This shows that ι induces an involution a(zˇ) 7→ a(−zˇ) of the vector space of
statistical V -valued distributions that does not depend on b.
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Remark. Let V be a K2-fold algebra and Tˇ be a pair of even operators.
States a and b satisfy skew-symmetry for all nˇ-th products if and only if a(zˇ)b
is a statistical vertex series and
ζ a˜b˜ b(zˇ)a = ezˇTˇa(−zˇ)b.
Assuming that T and T¯ commute, this shows that a and b satisfy skew-
symmetry if and only if b and a do. If 1 is an even state then any two of
the following three statements imply the third one: 1 is a left identity; 1 is a
strong right identity for Tˇ ; 1 and any state of V satisfy skew-symmetry for
Tˇ .
Proposition. Mutually local distributions a(zˇ) and b(zˇ) of the partial
K
2-fold algebra End(V ){zˇ} satisfy skew-symmetry for ∂zˇ.
Proof. Let hˇ be a pole order of a(zˇ)b(wˇ) and nˇ ∈ N2. From the definition of
the nˇ-th products and (2.37) we obtain∑
iˇ∈N2
(−1)h−h¯+n+n¯+i+i¯ ∂
(ˇi)
wˇ (a(wˇ)(hˇ−1−nˇ+iˇ)b(wˇ))
=
nˇ∑
iˇ=0
(−1)h−h¯+n+n¯+i+i¯ ∂
(ˇi)
wˇ (∂
(nˇ−iˇ)
zˇ Nhˇ(a(zˇ)b(wˇ))|zˇ=wˇ)
=
nˇ∑
iˇ=0
(−1)h−h¯+n+n¯+i+i¯ (∂zˇ + ∂wˇ)
(ˇi)∂
(nˇ−iˇ)
zˇ Nhˇ(a(zˇ)b(wˇ))|zˇ=wˇ. (2.41)
In general, if α and β are even elements of a commutative algebra and n is
a non-negative integer then
∑n
i=0(−1)
i(α+ β)(i)α(n−i) = (α− (α+ β))(n) =
(−1)nβ(n). Together with (2.39) this shows that the right-hand side of (2.41)
is equal to
(−1)h−h¯ ∂
(nˇ)
wˇ Nhˇ(a(zˇ)b(wˇ))|zˇ=wˇ = ζ
a˜b˜ b(wˇ)(hˇ−1−nˇ)a(wˇ).
✷
2.6.4 Goddard’s Uniqueness Theorem
We prove Goddard’s uniqueness theorem which states that if F is a local set
of creative distributions such that s1(F) = V then distributions in F are
determined by their action on 1.
A set F of creative distributions in End(V ){zˇ} is called complete if
s1(F) = V .
Goddard’s Uniqueness Theorem. Let F be a complete local set of
creative distributions and a(zˇ) be a creative distribution that is local to F .
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(i) If there exists a distribution b(zˇ) in F such that a(zˇ)1 = b(zˇ)1 then
a(zˇ) = b(zˇ).
(ii) If F and a(zˇ) are strongly creative then s1 : F → V is a vector space
isomorphism and a(zˇ) = (s1|F )−1(s1(a(zˇ))).
Proof. (i) We define c(zˇ) := a(zˇ) − b(zˇ) and prove that c(zˇ)d = 0 for any
vector d of V . Because s1(F) = V there exists a distribution d(zˇ) in F such
that s1(d(zˇ)) = d. Locality yields
∑
hˇ∈Kˇ
Nhˇ(c(zˇ)d(wˇ))1
(zˇ − wˇ)hˇw>z
= ζ c˜d˜ d(wˇ)c(zˇ)1 = 0.
Proposition 2.5.3 implies that Nhˇ(c(zˇ)d(wˇ))1 = 0 for any hˇ. Thus
c(zˇ)d = c(zˇ)d(wˇ)1|wˇ=0 =
(∑
hˇ∈Kˇ
Nhˇ(c(zˇ)d(wˇ))1
(zˇ − wˇ)hˇ
)∣∣∣∣∣
wˇ=0
= 0.
(ii) This follows immediately from (i). ✷
2.6.5 Dong’s Lemma for Multiple Locality
We define the notion of multiple locality and proveDong’s lemma for multiple
locality which states that the nˇ-th products of the partial K2-fold algebra of
fields preserve the relation of multiple locality. It is an open question whether
any family of pairwise mutually local fields is multiply local. Proposition 2.6.8
gives a positive answer to this question in a special case.
If σ is a permutation on r letters, i, j ∈ {1, . . . , r}, and nˇ ∈ Kˇ then we
define
(zˇi − zˇj)
nˇ
σ :=
{
(zˇi − zˇj)nˇ if σ−1(i) < σ−1(j) and
(zˇi − zˇj)nˇzj>zi otherwise.
Definition. Let rij be non-negative integers and hˇ
k
ij ∈ Kˇ for any i, j =
1, . . . , r and k = 1, . . . , rij . Distributions a
1(zˇ), . . . , ar(zˇ) are calledmultiply
local of orders at most (hˇkij)i,j,k if there exist fields c
α(zˇ1, . . . , zˇr) for any
α ∈
∏
1≤i<j≤r{1, . . . , rij} such that for any permutation σ we have
ζ′ aσ1(zˇσ1) . . . a
σr(zˇσr) =
∑
α
cα(zˇ1, . . . , zˇr)∏
i<j(zˇi − zˇj)
hˇ
α(i,j)
ij
σ
(2.42)
where ζ′ is the sign of the permutation σ restricted to the set of i such that
ai(zˇ) is odd.
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Of course, a pair of distributions is multiply local if and only if it is
mutually local.
Dong’s Lemma. If a1(zˇ), . . . , ar(zˇ) are multiply local distributions of
orders at most (hˇkij) and a
1(zˇ) and a2(zˇ) are OPE-finite of orders at most
hˇ112, . . . , hˇ
r12
12 then for any k ∈ {1, . . . , r12} and nˇ ∈ hˇ
k
12 + Z
2 the distri-
butions a1(zˇ)(nˇ)a
2(zˇ), a3(zˇ), . . . , ar(zˇ) are multiply local of orders at most
(hˇk
′
ij + δi,2(hˇ
k
12 + hˇ
k′′
1j − nˇ− 1))i,j,k′,k′′ where 1 < i < j ≤ r, k
′ ∈ {1, . . . , rij},
and k′′ ∈ {1, . . . , r1j}.
Proof. Let σ be a permutation on r letters such that σ−1(2) = σ−1(1) + 1.
Because a1(zˇ) and a2(zˇ) are OPE-finite of orders at most hˇ112, . . . , hˇ
r12
12 there
exist fields ck(zˇ, wˇ) such that a1(zˇ)a2(wˇ) =
∑r12
k=1(zˇ − wˇ)
−hˇk12 ck(zˇ, wˇ). Thus
we have
aσ1(zˇσ1) . . . a
σr(zˇσr) =
r12∑
k=1
aσ1(zˇσ1) . . . c
k(zˇ1, zˇ2) . . . a
σr(zˇσr)
(zˇ1 − zˇ2)hˇ
k
12
.
We may assume hi12 +Z 6= h
j
12 +Z for any i 6= j. Fix k. Equation (2.42) and
Proposition 2.5.3 imply that
ζ′ aσ1(zˇσ1) . . . c
k(zˇ1, zˇ2) . . . a
σr(zˇσr) (2.43)
=
∑
α: α(1,2)=k
cα(zˇ1, . . . , zˇr)∏
(i,j) 6=(1,2)(zˇi − zˇj)
hˇ
α(i,j)
ij
σ
.
We have a1(wˇ)(hˇk12−1−nˇ)a
2(wˇ) = ∂
(nˇ)
zˇ c
k(zˇ, wˇ)|zˇ=wˇ for any nˇ ∈ N2. Thus
by acting with ∂
(nˇ)
zˇ1 on (2.43) and putting zˇ1 = zˇ2 we obtain
ζ′ aσ1(zˇσ1) . . . a
1(zˇ2)(hˇk12−1−nˇ)a
2(zˇ2) . . . a
σr(zˇσr)
=
∑
α: α(1,2)=k
c˜α(zˇ2, . . . , zˇr)∏
1<i<j≤r(zˇi − zˇj)
hˇ
α(i,j)
ij +δi,2(hˇ
α(1,j)
1j +nˇ)
σ
for some fields c˜α. This establishes the claim. ✷
2.6.6 Tensor Product of Fields
We define the tensor product of fields and prove that the tensor products of
pairwise mutually local fields are mutually local.
Let V and V ′ be vector spaces and a(zˇ) and a′(zˇ) be fields on V and
V ′, resp. Recall that there exists a canonical morphism V 〈zˇ〉 ⊗ V ′〈zˇ〉 →
(V ⊗V ′)〈zˇ〉. The field on V ⊗V ′ that is defined by c⊗ c′ 7→ a(zˇ)c⊗ a′(zˇ)c′ is
called the tensor product of a(zˇ) and a′(zˇ) and is denoted by a(zˇ)⊗ a′(zˇ).
2.6 Locality 67
Proposition. Let a(zˇ) and b(zˇ) be fields on a vector space V and a′(zˇ)
and b′(zˇ) be fields on a vector space V ′.
(i) If the pairs a(zˇ), b(zˇ) and a′(zˇ), b′(zˇ) are OPE-finite with pole orders
hˇ1, . . . , hˇr and hˇ
′
1, . . . , hˇ
′
r′ , resp., then the fields a(zˇ)⊗a
′(zˇ) and b(zˇ)⊗b′(zˇ)
are OPE-finite of orders at most (hˇi + hˇ
′
j)i,j . Moreover, for nˇ ∈ K
2 we
have
(a(zˇ)⊗ a′(zˇ))(nˇ)(b(zˇ)⊗ b
′(zˇ)) =
∑
mˇ∈K2
a(zˇ)(mˇ)b(zˇ)⊗ a
′(zˇ)(nˇ−1−mˇ)b
′(zˇ).
(ii) If the pairs a(zˇ), b(zˇ) and a′(zˇ), b′(zˇ) are both mutually local then the fields
a(zˇ)⊗ a′(zˇ) and b(zˇ)⊗ b′(zˇ) are mutually local as well.
(iii) If a(zˇ) and a′(zˇ) are translation covariant for the pairs of operators Tˇ
and Tˇ ′ on V and V ′, resp., then a(zˇ)⊗ a′(zˇ) is translation covariant for
Tˇ ⊗ idV ′ + idV ⊗ Tˇ ′.
(iv) If a(zˇ) and a′(zˇ) are dilatation covariant of weights hˇ and hˇ′ for the
pairs of even operators Hˇ and Hˇ ′ on V and V ′, resp., then a(zˇ)⊗ a′(zˇ)
is dilatation covariant of weight hˇ+ hˇ′ for Hˇ ⊗ idV ′ + idV ⊗ Hˇ ′.
Proof. (i) We have
(a(zˇ)⊗ a′(zˇ))(b(wˇ)⊗ b′(wˇ))
= a(zˇ)b(wˇ)⊗ a′(zˇ)b′(wˇ)
=
∑
hˇ,hˇ′∈K2
Nhˇ(a(zˇ)b(wˇ))⊗Nhˇ′(a
′(zˇ)b(wˇ))
(zˇ − wˇ)hˇ+hˇ′
. (2.44)
This proves the first claim.
For fields c(zˇ, wˇ) and c′(zˇ, wˇ) on V and V ′, resp., and kˇ ∈ N2 we have
∂
(kˇ)
zˇ (c(zˇ, wˇ)⊗ c
′(zˇ, wˇ))|zˇ=wˇ =
kˇ∑
iˇ=0
∂
(ˇi)
zˇ c(zˇ, wˇ)|zˇ=wˇ ⊗ ∂
(kˇ−iˇ)
zˇ c
′(zˇ, wˇ)|zˇ=wˇ.
Thus the second claim follows from (2.44) and the identity (hˇ+hˇ′−1−kˇ)−1 =
(hˇ− 1− iˇ) + (hˇ′ − 1− (kˇ − iˇ)).
(ii) This follows from (2.44).
(iii) This follows from
∂z(a(zˇ)⊗ a
′(zˇ)) = ∂za(zˇ)⊗ a
′(zˇ) + a(zˇ)⊗ ∂za
′(zˇ). (2.45)
(iv) This also follows from (2.45). ✷
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2.6.7 Additive Locality
We define the notion of additive locality and prove that additive locality is
equivalent to locality with OPE-length at most one.
Definition. For hˇ ∈ Kˇ, fields a(zˇ) and b(zˇ) are called additively local
of order at most hˇ if
(zˇ − wˇ)hˇ[a(zˇ), b(wˇ)] = 0.
Note that the definition of additive locality involves radial ordering.
Fields a(zˇ) and b(zˇ) are called additively local of order hˇ if hˇ is the infimum
of the set of hˇ′ ∈ hˇ+Z2 such that a(zˇ) and b(zˇ) are additively local of order
at most hˇ′.
Remark. For fields a(zˇ) and b(zˇ) and hˇ ∈ Kˇ, the following statements
are equivalent:
(i) a(zˇ) and b(zˇ) are additively local of order at most hˇ;
(ii) a(zˇ) and b(zˇ) are mutually local with OPE-length at most one and if the
OPE-length is one and hˇ0 is the pole order of a(zˇ)b(wˇ) then hˇ ≥ hˇ0;
the following statements are equivalent:
(i ′) a(zˇ) and b(zˇ) are additively local of order hˇ+ nˇ for any nˇ ∈ Z2;
(ii ′) a(zˇ) and b(zˇ) are mutually local with OPE-length zero;
(iii ′) a(zˇ)b(zˇ) = b(zˇ)a(zˇ) = 0;
and the following statements are equivalent:
(i ′′) a(zˇ) and b(zˇ) are additively local of order hˇ;
(ii ′′) a(zˇ) and b(zˇ) are mutually local with OPE-length one and pole order hˇ.
Proof. (i) ⇒ (ii) The distribution c(zˇ, wˇ) := (zˇ − wˇ)hˇa(zˇ)b(wˇ) is contained
in F{zˇ}〈wˇ〉(V ). From c(zˇ, wˇ) = ζ a˜b˜(zˇ − wˇ)hˇb(wˇ)a(zˇ) follows that c(zˇ, wˇ) is
also contained in F{wˇ}〈zˇ〉(V ). Thus c(zˇ, wˇ) is a field. Because a(zˇ)b(wˇ) and
c(zˇ, wˇ) are contained in the K〈zˇ〉〈wˇ〉-module F〈zˇ〉〈wˇ〉(V ) and b(wˇ)a(zˇ) and
c(zˇ, wˇ) are contained in the K〈wˇ〉〈zˇ〉-module F〈wˇ〉〈zˇ〉(V ) we obtain
a(zˇ)b(wˇ) =
c(zˇ, wˇ)
(zˇ − wˇ)hˇ
and ζ a˜b˜ b(wˇ)a(zˇ) =
c(zˇ, wˇ)
(zˇ − wˇ)hˇw>z
.
The second claim of (ii) follows from the uniqueness of the reduced OPE.
(ii) ⇒ (i) Of course, if the OPE-length is zero then a(zˇ) and b(zˇ) are
additively local of order at most hˇ′ for any hˇ′ ∈ Kˇ. If the OPE-length is one
and hˇ = hˇ0 + nˇ where nˇ ∈ N2 then
(zˇ − wˇ)hˇa(zˇ)b(wˇ) = (zˇ − wˇ)nˇNhˇ(a(zˇ)b(wˇ)) = ζ
a˜b˜(zˇ − wˇ)hˇb(wˇ)a(zˇ).
2.6 Locality 69
Thus a(zˇ) and b(zˇ) are additively local of order at most hˇ.
(i ′)⇒ (iii ′) This follows from Lemma 2.5.4 (ii).
(ii ′)⇔ (iii ′)⇒ (i ′) This is trivial.
(i ′′)⇔ (ii ′′) This follows from the equivalence of (i) and (ii). ✷
If a(zˇ) and b(zˇ) are fields that are additively local of order at most hˇ then
a(wˇ)(nˇ)b(wˇ) = ∂
(hˇ−1−nˇ)
zˇ ((zˇ − wˇ)
hˇa(zˇ)b(wˇ))|zˇ=wˇ.
Proposition 2.6.1 shows that a holomorphic field a(z) and a field b(zˇ) are
additively local of order hˇ if and only if they are mutually local of order h
and h¯ = 0.
2.6.8 Dong’s Lemma for Additive Locality
We prove Dong’s lemma for additive locality which states that if two mutually
local fields are additively local to a third field then the nˇ-th product of any
two of them is mutually local to the third.
Proposition. Let a1(zˇ), . . . , ar(zˇ) be pairwise mutually local fields and
hˇ1ij , . . . , hˇ
rij
ij be the pole orders of a
i(zˇ)aj(wˇ). If ai(zˇ) and aj(zˇ) are additively
local for any i < j such that (i, j) 6= (1, 2) then a1(zˇ), . . . , ar(zˇ) are multiply
local of orders at most (hˇkij).
Proof. For a permutation σ on r letters, define Fσ as the product of (zˇi−zˇj)
hˇ1ij
σ
over any i, j = 1, . . . , r such that i < j, (i, j) 6= (1, 2), and rij = 1. Let (2.33)
be the reduced OPE of a1(zˇ)a2(wˇ). Denote by S± the set of σ such that
σ−1(2) = σ−1(1) ± 1. For σ ∈ S+ ∪ S−, we define diσ(zˇ1, . . . , zˇr) to be the
distribution obtain from ζ′Fσa
σ1(zˇσ1) . . . a
σr(zˇσr) by replacing a
1(zˇ1)a
2(zˇ2)
or a2(zˇ2)a
1(zˇ1) by c
i(zˇ1, zˇ2); in other words, we define
diσ(zˇ1, . . . , zˇr)
:= ζ′ Fσ a
σ1(zˇσ1) . . . a
σk(zˇσk) c
i(zˇ1, zˇ2) a
σ(k+3)(zˇσ(k+3)) . . . a
σr(zˇσr)
where k := min(σ−1(1), σ−1(2))− 1 and ζ′ is defined in Definition 2.6.5. Let
ι : S+ → S− be the bijection such that σ−1(2) = (ισ)−1(1) and σ−1(i) =
(ισ)−1(i) for any i > 2. By definition, we have diσ = d
i
ισ.
From the OPE (2.33) follows that for any σ ∈ S+ ∪ S− we have
ζ′ Fσ a
σ1(zˇσ1) . . . a
σr(zˇσr) =
r12∑
i=1
diσ(zˇ1, . . . , zˇr)
(zˇ1 − zˇ2)
hˇi12
σ
. (2.46)
The left-hand side of (2.46) only depends on whether σ lies in S+ or S−.
Thus Proposition 2.5.3 implies that likewise diσ only depends on whether σ
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lies in S+ or S−. From d
i
σ = d
i
ισ we get that d
i := diσ is independent of
σ ∈ S+ ∪ S−. Because for any j = 2, . . . , r there exists σ ∈ S+ such that
σr = j and because a1(zˇ), . . . , ar(zˇ) and ci(zˇ, wˇ) are fields the distributions
di are fields, too.
For an arbitrary permutation σ in Sr, the left-hand side of (2.46) only
depends on whether σ−1(1) is smaller or bigger than σ−1(2). Therefore (2.46)
holds for any σ if we define diσ := d
i. Dividing (2.46) by Fσ we obtain multiple
locality. ✷
The Proposition combined with Dong’s lemma for multiple locality yields
the following result.
Dong’s Lemma. Let a(zˇ) and b(zˇ) be mutually local fields with pole
orders hˇ1, . . . , hˇr and c(zˇ) be a field that is additively local to both a(zˇ) and
b(zˇ) of orders at most hˇ and hˇ′. Then for any k ∈ {1, . . . , r} and nˇ ∈ hˇk+Z2
the fields a(zˇ)(nˇ)b(zˇ) and c(zˇ) are additively local of order at most hˇk + hˇ+
hˇ′ − nˇ− 1. Moreover, for any nˇ ∈ K2 the pairs of fields a(zˇ), b(zˇ)(nˇ)c(zˇ) and
a(zˇ), c(zˇ)(nˇ)b(zˇ) are both mutually local of orders at most hˇ1 + hˇ+ hˇ
′ − nˇ−
1, . . . , hˇr + hˇ+ hˇ
′ − nˇ− 1. 
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3.1 Duality
Summary. In section 3.1.1 we prove that creative, mutually local states a
and b satisfy skew-symmetry if a(zˇ) is translation covariant and b is strongly
creative. In section 3.1.2 we rewrite the holomorphic Jacobi identity and
holomorphic duality in terms of distributions. In section 3.1.3 we define the
notions of duality and additive duality and prove that duality of dual length
at most one is equivalent to additive duality. In section 3.1.4 we prove that if
there exists a translation endomorphism then duality for a, b and b, a together
with skew-symmetry for a and b implies locality for a and b.
3.1.1 Skew-Symmetry for Local States
We prove that creative, mutually local states a and b of a K2-fold algebra
satisfy skew-symmetry if a(zˇ) is translation covariant and b is strongly cre-
ative.
For a K2-fold module M over a vector space V , vectors a and b of V are
called mutually local on M if a(zˇ) and b(zˇ) are mutually local. Two states of
a K2-fold algebra are called mutually local if they are mutually local on V .
Similar terminology applies to the notion of multiple locality.
Proposition. Let V be a bounded Kˇ-fold algebra, 1 be a state, and Tˇ be
a pair of even operators of V . If a and b are creative, mutually local states,
a(zˇ) is translation covariant, and b is strongly creative then a and b satisfy
skew-symmetry.
Proof. Proposition 2.6.3 shows that a(zˇ) and b(zˇ) satisfy skew-symmetry for
∂zˇ. From Proposition 2.6.2 (iii), (iv) and Proposition 2.4.5 (i) follows that for
any nˇ ∈ Kˇ we have
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ζ a˜b˜ b(nˇ)a = ζ
a˜b˜ s1(b(zˇ)(nˇ)a(zˇ))
=
∑
iˇ∈N2
(−1)n−n¯+i+i¯ s1(∂
(ˇi)
zˇ (a(zˇ)(nˇ+iˇ)b(zˇ)))
=
∑
iˇ∈N2
(−1)n−n¯+i+i¯ Tˇ (ˇi)(a(nˇ+iˇ)b).
✷
3.1.2 Holomorphic Jacobi Identity in terms of Distributions
We rewrite the holomorphic Jacobi identity and holomorphic duality in terms
of distributions.
Remark. Let M be a bounded K2-fold module over a bounded Z-fold
algebra V , a, b ∈ V , c ∈ M , r, t ∈ Z, and sˇ ∈ K2 such that a is holomorphic
on M .
(i) The vectors a, b, c satisfy the holomorphic Jacobi identity for indices
r, sˇ, t if and only if the (t, sˇ, r)-th modes of
δ(z, w + x)(a(x)b)(wˇ)c and δ(x, z − w)[a(z), b(wˇ)]c
are equal.
(ii) The vectors a, b, c satisfy holomorphic duality of order at most t for
indices r and sˇ if and only if the (sˇ, r)-th modes of
(w + x)t(a(x)b)(wˇ)c and (x+ w)ta(x+ w)b(wˇ)c
are equal.
Proof. (i) We have
δ(z, w + x) (a(x)b)(wˇ)c
=
∑
t∈Z
(w + x)t (a(x)b)(wˇ)c z−t−1
=
∑
t,r∈Z
∑
sˇ∈Kˇ
(∑
i∈N
(
t
i
)
(a(r+i)b)(s+t−i,s¯)c
)
z−t−1wˇ−sˇ−1x−r−1
and
δ(x, z − w)[a(z), b(wˇ)]c
=
∑
r∈Z
(z − w)r [a(z), b(wˇ)]c x−r−1
=
∑
r,t∈Z
∑
sˇ∈K2
(∑
i∈N
(−1)i
(
r
i
)
(a(t+r−i)b(s+i,s¯) − ζ
a˜b˜(−1)rb(s+r−i,s¯)a(t+i))c
)
z−t−1wˇ−sˇ−1x−r−1.
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(ii) It is clear that the left-hand side of holomorphic duality is equal to
the (sˇ, r)-th mode of (w+x)t(a(x)b)(wˇ)c. The right-hand side of holomorphic
duality is equal to the (sˇ, r)-th mode of (x+ w)ta(x+ w)b(wˇ)c because
(x+ w)ta(x+ w)b(wˇ)c
=
∑
r∈Z,sˇ∈K2
a(t+r)b(sˇ)c (x+ w)
−r−1wˇ−sˇ−1
=
∑
rˇ∈Z,sˇ∈K2
(∑
i∈N
(
−(r − i)− 1
i
)
a(t+r−i)b(s+i,s¯)c
)
x−r−1wˇ−sˇ−1
and because
(
−r−1+i
i
)
= (−1)i
(
r
i
)
. ✷
States a and b of V are called holomorphically dual of order at most t
on a vector c of M if a is holomorphic on M and a, b, c satisfy holomorphic
duality of order t.
3.1.3 Duality and Additive Duality
We define the notions of duality and additive duality and prove that duality
of dual length at most one is equivalent to additive duality.
Let M be a bounded Kˇ-fold module over a bounded Kˇ-fold algebra V ,
a, b ∈ V , and c ∈ M . A family of M -valued vertex series dj(zˇ, wˇ) together
with kˇj ∈ K
2 where j = 1, . . . , s are called a dual OPE of a, b, c if
a(xˇ+ wˇ)b(wˇ)c =
s∑
j=1
dj(xˇ, wˇ)
(xˇ+ wˇ)kˇj
, (a(xˇ)b)(wˇ)c =
s∑
j=1
dj(xˇ, wˇ)
(xˇ+ zˇ)kˇj
. (3.1)
We call s the length, dj(zˇ, wˇ) the numerators, and kˇj the dual pole orders
of the dual OPE. For the sake of brevity, we call (3.1) a dual OPE of a, b, c
and we call the first and second equation of (3.1) a dual OPE for z −w > w
and for w > z − w, resp.
Definition. Let M be a bounded Kˇ-fold module over a bounded Kˇ-fold
algebra V , a, b ∈ V , c ∈M , and hˇiab, hˇ
j
ac, tˇ ∈ Kˇ.
(i) The states a and b are called mutually dual on c of orders at most
hˇ1ab, . . . , hˇ
r
ab and of dual orders at most hˇ
1
ac, . . . , hˇ
s
ac if there exists a dual OPE
of a, b, c with dual pole orders hˇ1ac, . . . , hˇ
s
ac such that the numerators d
j(zˇ, wˇ)
are bounded in zˇ by hˇ1ab, . . . , hˇ
r
ab.
(ii) The states a and b are called additively dual on c of order at most
tˇ if
(wˇ + xˇ)tˇ (a(xˇ)b)(wˇ)c = (xˇ+ wˇ)tˇ a(xˇ+ wˇ)b(wˇ)c.
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States a and b are called mutually dual onM of orders at most hˇ1ab, . . . , hˇ
r
ab
if they are mutually dual of orders at most hˇ1ab, . . . , hˇ
r
ab on any vector of
M . States a and b are called dual on M with pole orders hˇ1ab, . . . , hˇ
r
ab in
the case that for any nˇiN
2 the states a and b are dual of orders at most
hˇ1ab + nˇ1, . . . , hˇ
r
ab + nˇr if and only if nˇi = 0 for any i.
Assume that the underlying vector space of M is endowed with a grada-
tion. States a and b are called additively dual on M if they are additively
dual on any homogeneous vector of M .
From Proposition 2.5.3 and Lemma 2.5.4 follows that there exists a unique
reduced dual OPE, i.e. such that hˇjac /∈ hˇ
k
ac + Z
2 for any j 6= k and (zˇ +
wˇ)−nˇdj(zˇ, wˇ) is not a vertex series for any j and nˇ ∈ N2 \ {0}.
If (3.1) is the reduced dual OPE of a, b, c then we call s the dual length,
we call hˇ1ac, . . . , hˇ
s
ac the dual pole order, and we define the hˇ-th dual nu-
merator by Mhˇ(a(zˇ)b(wˇ)c) := d
j(zˇ, wˇ) if hˇ = hˇjac and Mhˇ(a(zˇ)b(wˇ)c) := 0
otherwise.
Remark. Let M be a bounded Kˇ-fold module over a bounded Kˇ-fold al-
gebra V and let the vector space M be endowed with a gradation. For states
a and b of V , the following statements are equivalent:
(i) a and b are additively dual on M ;
(ii) a and b are mutually dual on M and if c is a homogeneous vector of M
then the dual length of a, b, c is at most one.
Proof. Except for one additional argument this is proven in the same way as
the equivalence of (i) and (ii) of Remark 2.6.7. Namely, in the proof that (i)
implies (ii) we also need to show that there exist hˇ1, . . . , hˇr ∈ Kˇ that do not
depend on c and such that the numerator (wˇ+ xˇ)tˇ(a(xˇ)b)(wˇ)c is bounded in
xˇ by hˇ1, . . . , hˇr. This follows from the assumption that a is bounded on b. ✷
Lemma. Let M be a bounded Kˇ-fold module over a bounded Kˇ-fold al-
gebra V , a, b ∈ V , c ∈M , and hˇiab and hˇ
j
bc be the bounds of a(zˇ)b and b(zˇ)c,
resp. If a and b are dual then for any hˇ ∈ Kˇ the vertex series Mhˇ(a(zˇ)b(wˇ)c)
lies in
∑
i,j zˇ
−hˇiabwˇ−hˇ
j
bcV ((zˇ, wˇ)).
Proof. This is proven in the same way as Remark 2.5.4 and Lemma 2.6.1. ✷
3.1.4 Duality and Skew-Symmetry
We prove that if there exists a translation endomorphism then duality for
a, b and b, a together with skew-symmetry for a and b implies locality for a
and b.
Proposition. Let M be a bounded Kˇ-fold module over a bounded Kˇ-fold
algebra V , Tˇ be a pair of even operators of V , and a and b be states of V
3.1 Duality 75
such that a and b are dual with pole orders hˇ1ab, . . . , hˇ
r
ab and b and a are dual
with pole order hˇ1ba, . . . , hˇ
s
ba. If a and b satisfy skew-symmetry and Tˇ is a
translation endomorphism of M then a and b are mutually local with pole
orders hˇ1ab, . . . , hˇ
r
ab. Moreover, we have r = s and there exists a permutation
σ such that hˇiba = hˇ
σi
ab.
Proof. Let c ∈ M . We may choose dual OPEs of a, b, c and b, a, c with nu-
merators dj(zˇ, wˇ) and ek(zˇ, wˇ) and dual pole orders hˇjac and hˇ
k
bc in K
2, resp.,
such that
dj(zˇ, wˇ) =
∑
i,k
zˇ−hˇ
i
ab wˇ−hˇ
k
bc pabijk(zˇ, wˇ) (3.2)
for any j and
ek(zˇ, wˇ) =
∑
i,j
zˇ−hˇ
i
ba wˇ−hˇ
j
ac pbaijk(zˇ, wˇ) (3.3)
for any k where pabijk(zˇ, wˇ) and p
ba
ijk(zˇ, wˇ) are M -valued power series.
Inserting (3.2) into the dual OPE of a, b, c for w > z − w we get
(a(zˇ)b)(wˇ)c =
∑
i,j,k
(wˇ + zˇ)−hˇ
j
ac zˇ−hˇ
i
abwˇ−hˇ
k
bcpabijk(zˇ, wˇ).
On the other hand, inserting (3.3) into the dual OPE of b, a, c for w > z −
w and using skew-symmetry and the assumption that Tˇ is a translation
endomorphism we obtain
(a(zˇ)b)(wˇ)c = ζ a˜b˜ (ezˇTˇ b(−zˇ)a)(wˇ)c
= ζ a˜b˜ ezˇ∂wˇ (b(−zˇ)a)(wˇ)c
= ζ a˜b˜ ezˇ∂wˇ
∑
i,j,k
(wˇ − zˇ)−hˇ
k
bc(−zˇ)−hˇ
i
bawˇ−hˇ
j
acpbaijk(−zˇ, wˇ)
= ζ a˜b˜
∑
i,j,k
wˇ−hˇ
k
bc(−zˇ)−hˇ
i
ba(wˇ + zˇ)−hˇ
j
acpbaijk(−zˇ, wˇ + zˇ).
We may assume that hˇjac /∈ hˇ
k
ac +Z
2 for any j 6= k. Proposition 2.5.3 implies
that if pabijk is non-zero then there exist unique σi and nˇijk ∈ Z
2 such that
hˇiab = hˇ
σi
ba + nˇijk and
zˇ−nˇijkpabijk(zˇ, wˇ) = ζ
a˜b˜ (−1)hˇ
σi
bapbaσijk(−zˇ, wˇ + zˇ). (3.4)
Moreover, σi does not depend on j or k.
Inserting (3.2) into the dual OPE of a, b, c for z − w > w we get
a(zˇ)b(wˇ)c = e−wˇ∂zˇa(zˇ + wˇ)b(wˇ)c
= e−wˇ∂zˇ
∑
i,j,k
(zˇ + wˇ)−hˇ
j
ac zˇ−hˇ
i
abwˇ−hˇ
k
bc pabijk(zˇ, wˇ)
=
∑
i,j,k
zˇ−hˇ
j
ac(zˇ − wˇ)−hˇ
i
abwˇ−hˇ
k
bc pabijk(zˇ − wˇ, wˇ).
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On the other hand, inserting (3.3) into the dual OPE of b, a, c for z −w > w
we obtain
b(wˇ)a(zˇ)c =
∑
i,j,k
wˇ−hˇ
k
bc(wˇ − zˇ)−hˇ
i
ba zˇ−hˇ
j
ac pbaijk(wˇ − zˇ, zˇ).
Because pabijk and p
ba
ijk are power series (3.4) implies
(zˇ − wˇ)−nˇijkpabijk(zˇ − wˇ, wˇ) = ζ
a˜b˜ (−1)hˇ
σi
bapbaσijk(−zˇ + wˇ, wˇ + zˇ − wˇ)
= ζ a˜b˜ (−1)hˇ
σi
bapbaσijk(wˇ − zˇ, zˇ).
Thus locality holds. Reversing the argument, we see that if the above OPE
of a(zˇ)b(wˇ) were not reduced then hˇ1ab, . . . , hˇ
r
ab would not be the pole orders
of the dual OPE of a and b. Because the statement of the Proposition is
symmetric in a and b the numbers hˇ1ba, . . . , hˇ
s
ba are also the pole orders of
a(zˇ)b(wˇ) and hence must be equal to hˇ1ab, . . . , hˇ
r
ab. ✷
3.2 OPE-Algebras
Summary. In section 3.2.1 we define the notion of an OPE-algebra and
prove that for multiply local OPE-algebras the state-field correspondence is
an OPE-algebra isomorphism. In section 3.2.2 we prove that the subspaces
of holomorphic and anti-holomorphic states of an OPE-algebra are vertex
subalgebras. In section 3.2.3 we show that the notion of an OPE-algebra can
be equivalently defined in terms of a space of fields instead of a state-field
correspondence. In section 3.2.4 we prove the existence theorem for OPE-
algebras. In section 3.2.5 we define the notion of a crossing algebra and give
an equivalent reformulation of it. In section 3.2.6 we discuss the notion of an
OPE-algebra of CFT-type.
3.2.1 OPE-Algebras
We define the notion of an OPE-algebra and prove that for multiply local
OPE-algebras the state-field correspondence is an OPE-algebra isomorphism.
Remark. Let V be a K2-fold algebra and 1 be a state. If a and b are
creative, mutually local states then a is bounded on b by the pole orders of
a(zˇ)b(wˇ).
Proof. This is a special case of Proposition 2.6.2 (ii). ✷
Definition. A local K2-fold algebra is called an OPE-algebra if there
exist a translation generator and an invariant right identity.
Proposition. Let V be an OPE-algebra with translation generator Tˇ and
invariant right identity 1.
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(i) The K2-fold algebra V is a bounded Kˇ-fold algebra.
(ii) If a(zˇ) is a distribution that is strongly creative and local to FY then
a(zˇ) = Y (s1(a(zˇ)), zˇ).
(iii) The state 1 is a full identity.
(iv) The K2-fold algebra V satisfies skew-symmetry for Tˇ .
(v) If a and b are states and nˇ ∈ K2 such that a(zˇ)(nˇ)b(zˇ) is local to FY then
a(zˇ)(nˇ)b(zˇ) = (a(nˇ)b)(zˇ). In particular, if V is multiply local then FY is
a unital K2-fold subalgebra of F(V ) and the state-field correspondence
Y : V → FY is an isomorphism of OPE-algebras.
By (iii) OPE-algebras are unital K2-fold algebras. A morphism V →W of
OPE-algebras is by definition a morphism V →W of unital K2-fold algebras.
Proof. (i) This follows from the Remark because, by definition, the pole
orders of mutually local distributions are contained in Kˇ.
(ii) Proposition 2.4.5 (ii) implies that FY is strongly creative. Moreover,
we have s1(FY ) = V . Thus the claim follows from Goddard’s uniqueness
theorem.
(iii) Proposition 2.4.5 (ii) implies that 1 is a strong right identity.
The identity field 1(z) is strongly creative and mutually local to FY . By
(ii) we get 1(z) = Y (s1(1(z)), z) = Y (1, z). Thus 1 is a left identity.
For a state a of V , the distribution ∂za(zˇ) is strongly creative and mu-
tually local to FY . By (ii) we get ∂za(zˇ) = Y (s1(∂za(zˇ)), zˇ) = Y (Ta, zˇ).
Similarly, we have ∂z¯a(zˇ) = Y (T¯ a, zˇ). Thus Tˇ is a translation operator and
1 is a full identity.
(iv) This follows from Proposition 3.1.1.
(v) Proposition 2.6.2 (iv) implies that a(zˇ)(nˇ)b(zˇ) is strongly creative. By
(ii) and Proposition 2.6.2 (iii) we get a(zˇ)(nˇ)b(zˇ) = Y (s1(a(zˇ)(nˇ)b(zˇ)), zˇ) =
Y (a(nˇ)b, zˇ). The second claim follows from Dong’s lemma for multiple locality.
✷
The category of unital K2-fold algebras is complete. We denote by OPEA
the subcategory of the category of unital K2-fold algebras consisting of OPE-
algebras. The category OPEA contains finite limits. Indeed, if F is a functor
from a category with finitely many objects to OPEA then the limit unital
K
2-fold algebra of F is an OPE-algebra.
Let V be an OPE-algebra. A vector subspace I of V is called an ideal if
V(K2)I is contained in I. Let I be an ideal of V . Skew-symmetry implies that
I(K2)V is also contained in I. Thus there exists an induced K
2-fold algebra
structure on V/I. The full identity 1 of V induces a full identity of V/I. If
a, b ∈ V and c ∈ I then a(zˇ)b(wˇ)c = 0 ∈ V/I and hence Nhˇ(a(zˇ)b(wˇ))c = 0 ∈
V/I for any hˇ ∈ K2 by Proposition 2.5.3. Thus we see that a+ I and b + I
are mutually local states of V/I and V/I is an OPE-algebra.
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If V and V ′ are OPE-algebras then the vector space V ⊗ V ′ with state-
field correspondence a ⊗ a′ 7→ a(zˇ) ⊗ a′(zˇ) is an OPE-algebra. Indeed, if 1
and 1′ are the identities of V and V ′, resp., then Tˇ1 ⊗ idV ′ + idV ⊗ Tˇ1′ is
a translation generator of V ⊗ V ′ by Proposition 2.6.6 (iii), the state 1 ⊗ 1′
is obviously an invariant right identity, and V ⊗ V ′ is local by Proposition
2.6.6 (ii).
3.2.2 Vertex Algebras and Chiral Algebras
We define the notion of a vertex algebra and prove that the subspaces of
holomorphic and anti-holomorphic states of an OPE-algebra are vertex sub-
algebras. These subalgebras are called the chiral and the anti-chiral algebra.
Definition. A holomorphic OPE-algebra is called a vertex algebra.
The category VertA of vertex algebras is a subcategory of OPEA that is
closed with respect to finite limits and the tensor product.
For a K2-fold algebra V , we denote by Vz and Vz¯ the vector spaces of
holomorphic and anti-holomorphic states of V . By definition, an OPE-algebra
V is a vertex algebra if and only if V = Vz .
Let S be an even set and M be an S-fold module over a vector space. For
subset T of S, a T -fold submodule N of M |T is called a T -fold submodule
of M if N |S is an S-fold submodule of M .
A holomorphic state a and a state b of a K2-fold algebra are said to
commute if a(z) and b(zˇ) are holomorphically local of order zero. Of course,
this is equivalent to the condition that the modes a(n) and b(mˇ) commute for
any n ∈ Z and mˇ ∈ K2.
Proposition. Let V be a Kˇ-fold algebra.
(i) If Y is injective and Tˇ is a translation endomorphism of V then Vz =
ker(T¯ ) and Vz¯ = ker(T ).
(ii) If V has a full identity 1 then Vz and Vz¯ are unital Z-fold subalgebras; the
Z-fold subalgebra structure on Vz¯ is induced by the injection Z→ K2, n 7→
(−1, n).
(iii) A holomorphic state a and an anti-holomorphic state b are holomorphi-
cally local if and only if a and b commute.
(iv) If V is an OPE-algebra then Vz and Vz¯ are commuting vertex subalgebras.
Proof. (i) Because ∂z¯Y (a, zˇ) = Y (T¯ a, zˇ) we have Y (a, zˇ) ∈ End(V ){z} if and
only if T¯ a = 0. Since Y (a, zˇ) is statistical Y (a, zˇ) ∈ End(V ){z} is equivalent
to Y (a, zˇ) ∈ End(V )[[z±1]].
(ii) Because T¯1 is a derivation of the Kˇ-fold algebra V the subspace
Vz = ker(T¯1) is a Kˇ-fold subalgebra. From Y (Vz) ⊂ End(V )[[z±1]] follows
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that Vz is a Z-fold subalgebra. Since the identity field is holomorphic the
identity 1 is contained in Vz .
(iii) Corollary 2.3.3 shows that the distribution [a(z), b(w¯)] is local if and
only if it is zero because [a(z), b(w¯)] is bounded in w.
(iv) This follows from (ii) and (iii). ✷
Definition. For a Kˇ-fold algebra V with full identity, the Z-fold subal-
gebras Vz and Vz¯ are called the chiral and the anti-chiral algebra of V .
Part (i) of the Proposition shows that if a Kˇ-fold algebra has a full identity
then holomorphic states satisfy skew-symmetry if and only if they satisfy
holomorphic skew-symmetry.
Remark. Let V be a K2-fold algebra, a be a holomorphic state, and 1
and b be states such that a and b are creative and mutually local of order
h. Then h ≥ o′(a, b). Moreover, if Y : V → End(V ){zˇ} is a morphism of
K2-fold algebras then h = o′(a, b).
Proof. The first claim follows from Remark 3.2.1. Let us prove the second
claim. We may assume that h := o(a, b) > −∞. Remark 2.5.3 shows that the
field c(z, wˇ) := (z − w)ha(z)b(wˇ) is not divisible as a field by z − w. Thus
Y (a(h−1)b, zˇ) = c(z, zˇ) 6= 0 and hence o
′(a, b) ≥ h. ✷
3.2.3 Space of Fields
We show that the notion of an OPE-algebra can be equivalently defined in
terms of a space of fields instead of a state-field correspondence.
Proposition. If V is an OPE-algebra with identity 1 then the vector
space V together with the even vector 1 and the vector subspace F := FY of
End(V ){zˇ} satisfy the following properties:
(i) there exists a pair Tˇ of even endomorphisms of V such that 1 is invariant
and F is creative, translation covariant, complete, and local;
Moreover, if the OPE-algebra V is multiply local then the vector space V
together with 1 and F satisfy the following properties:
(ii) F is a K2-fold subalgebra of End(V ){zˇ} that is creative and local and the
map s1 : F → V is a vector space isomorphism.
Conversely, if V is a vector space together with an even vector 1 and a
vector subspace F of End(V ){zˇ} such that either (i) or (ii) are satisfied then
s1 : F → V is a vector space isomorphism and its inverse is the unique
OPE-algebra structure on V such that 1 is a right identity and F is the space
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of fields. Moreover, if (ii) is satisfied then Y is an isomorphism of OPE-
algebras.
Proof. “⇒” This follows from Proposition 3.2.1.
“⇐” (i) Goddard’s uniqueness theorem shows that s1|F is invertible. It
is clear that (V, (s1|F)−1) is an OPE-algebra with right identity 1 and space
of fields F . Uniqueness follows from Remark 2.4.5.
(ii) Let Y : V → F denote the inverse of s1 : F → V . Proposition
2.6.2 (iii) and the fact that F is a K2-fold subalgebra imply that s1 : F →
(V, Y ) is an isomorphism of K2-fold algebras. Together with creativity of F
this shows that Y (1, zˇ) is a right identity of F .
Proposition 2.5.8 (ii) says that ∂zˇ is a translation operator for OPE-
finite distributions. Because F is local we get ∂za(zˇ) = ∂za(zˇ)(−1)Y (1, zˇ) =
a(zˇ)(−2,−1)Y (1, zˇ) for any a(zˇ) ∈ F . In the same way we get ∂z¯a(zˇ) =
a(zˇ)(−1,−2)Y (1, zˇ). This shows that F is invariant with respect to ∂zˇ . From
Remark 2.4.4 follows that Y (1, zˇ) is a strong right identity for ∂zˇ.
Proposition 2.6.2 and locality of F imply that any pair of distributions
in F satisfies skew-symmetry for ∂zˇ . Thus Remark 2.6.3 shows that Y (1, zˇ)
is a left identity of F . Because s1 is an isomorphism of K
2-fold algebras the
state s1(Y (1, zˇ)) = 1 is a left identity of V , i.e. Y (1, zˇ) is the identity field.
From s1(F) = V and Proposition 2.6.2 (ii) follows that the distributions
in F are fields. Proposition 2.5.8 (i) and (ii) imply that the identity field is a
full identity of F . Hence s1(1(z)) = 1 is a full identity of V . This shows that
(V, Y ) is an OPE-algebra. Uniqueness follows from Remark 2.4.5. ✷
3.2.4 Existence Theorem
We prove the existence theorem for OPE-algebras which states that a vector
space together with a complete set of creative, translation covariant, and
multiply local fields carries a unique OPE-algebra structure.
For a vector space V and a vector 1 of V , a subset S of End(V ){zˇ} is
called generating if
V = span{a1nˇ1 . . . a
r
nˇr1 | a
i(zˇ) ∈ S, nˇi ∈ K
2, r ∈ N}.
For a K2-fold algebra V and a subset S of V , we denote by 〈S〉 the K2-fold
subalgebra of V that is generated by S.
Existence Theorem. Let V be a vector space and S be a subset of
End(V ){zˇ} such that there exist an even vector 1 and a pair Tˇ of even endo-
morphisms of V such that 1 is invariant and S is creative, translation covari-
ant, generating, and multiply local. Then there exists a unique OPE-algebra
structure Y on V such that 1 is a right identity and Y (a−1(1), zˇ) = a(zˇ) for
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any a(zˇ) ∈ S. Moreover, we have FY = 〈S∪{1(z)}〉 and Y is an isomorphism
of OPE-algebras. In particular, if S consists of holomorphic distributions then
(V, Y ) is a vertex algebra.
Proof. Define F := 〈S ∪ {1(z)}〉. Proposition 2.6.2 (i), Proposition 2.5.8 (iii),
and Dong’s lemma for multiple locality show that F is creative, translation
covariant, and multiply local.
Proposition 2.6.2 (iii) implies that for any a(zˇ), b(zˇ) ∈ F and nˇ ∈ K2 we
have s1(a(zˇ)(nˇ)b(zˇ)) = anˇs1(b(zˇ)). In particular, we have s1(a(zˇ)(nˇ)1(z)) =
anˇ(1) for any a(zˇ) ∈ F and nˇ ∈ K2. Because S is complete we obtain that
s1 : F → V is surjective. Thus the claim follows from Proposition 3.2.3 and
Proposition 3.2.1 (v). ✷
3.2.5 Crossing Algebras
We define the notion of a crossing algebra and give an equivalent reformula-
tion of it.
Definition. An OPE-algebra V is called a crossing algebra if V is
dual.
Remark. A bounded Kˇ-fold algebra V is a crossing algebra if and only
if there exist a right identity and a translation operator Tˇ and V is dual and
satisfies skew-symmetry for Tˇ .
Proof. “⇒” This follows from the definition of a crossing algebra and Propo-
sition 3.1.1.
“⇐” From Proposition 3.1.3 follows that V is local. By Remark 2.4.4 a
right identity of V is a strong right identity for Tˇ . By Remark 3.1.1 a strong
right identity 1 is a left identity and hence Tˇ1(1) = 0. ✷
3.2.6 OPE-Algebras of CFT-Type
We define the notions of a conformal OPE-algebra and of an OPE-algebra of
CFT-type.
Definition. For cˇ ∈ K2, an OPE-algebra together with a pair of confor-
mal vectors of central charges cˇ is called a conformal OPE-algebra of central
charges cˇ.
Remark. Let V be an OPE-algebra and L and L¯ be a holomorphic and
an anti-holomorphic even state.
(i) If L(1) is a holomorphic dilatation operator of V then any anti-holomorphic
state is homogeneous of weight zero for L(1).
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(ii) Assume that FY is translation covariant for (L(0), L¯(0)) and dilatation
covariant for (L(1), L¯(1)). If L(3)L, L¯(3)L¯ ∈ K1 and L(z) and L¯(z¯) are
both local to themselves of order at most four and dilatation covariant
of weights hˇ1 and hˇ2 then Lˇ is a pair of conformal vectors, the pair
(L(0), L¯(0)) is the translation operator of V , the pair (L(1), L¯(1)) is a di-
latation operator, and hˇ1 = (2, 0) and hˇ2 = (0, 2).
Proof. (i) Let a be an anti-holomorphic state that is homogeneous of weight h
for L(1). Dilatation covariance yields [L(1), a(z¯)] = h a(z¯) + z∂za(z¯) = h a(z¯).
By Remark 3.2.2 (iii) the states L and a commute. Thus h = 0.
(ii) The identity 1 of V is invariant for L(0) and L(1) because L(z) is
creative for 1. Remark 2.4.4 shows that L(0) is equal to the holomorphic
translation operator T1 of V . If a is a state such that a(zˇ) is dilatation
covariant for L(1) of weight h then setting zˇ = 0 in the equation
[L(1), a(zˇ)]1 = h a(zˇ)1 + z∂za(zˇ)1
yields L(1)a = h a. By assumption, FY is a graded subspace of End(V ){zˇ}∗ˇ.
Since Y is a vector space isomorphism the operator L(1) of V is diagonalizable.
Remark 2.2.4 implies that L(1) is a holomorphic dilatation operator. Since
L(1) and L¯(1) commute the pair (L(1), L¯(1)) is a dilatation operator. Because
L(0) = T1 we have hˇ1 − (0,−1)− 1 = (1, 0) and hence hˇ1 = (2, 0). Remarks
2.3.8 and 2.2.9 show that L(z) is a Virasoro distribution. ✷
For an even set S, an S-graded vector space is called locally finite if its
homogeneous subspaces are finite-dimensional.
Let V be a K2-graded vector space and Hˇ be the corresponding pair of
even commuting diagonalizable operators. The spectrum of V is by defini-
tion the spectrum of Hˇ , i.e. the set of elements hˇ of K2 such that Vhˇ is non-
zero. The K2-graded vector space V is called statistical if V0¯ =
⊕
h−h¯∈Z Vhˇ
and V1¯ =
⊕
h−h¯∈1/2+Z Vhˇ.
Definition. Let K = C. A conformal OPE-algebra V is called an OPE-
algebra of CFT-type if its gradation is locally finite and statistical, the
spectrum is contained in R2≥, and V0 = K1.
3.3 Additive OPE-Algebras
Summary. In sections 3.3.1 and 3.3.2 we define the notion of an additive
OPE-algebra and prove that this notion can be equivalently defined in terms
of additive duality and skew-symmetry. In section 3.3.3 we define the Jacobi
identity in terms of modes and consider nine special cases of it. In section
3.3.4 we rewrite the Jacobi identity and two of its special cases in terms of
distributions. In section 3.3.5 we prove that the Jacobi identity is equivalent
to additive duality and additive locality.
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3.3.1 Additive OPE-Algebras
We define the notion of an additive OPE-algebra and prove that additive
duality implies that any strong identity is a full identity.
Definition. A vector space gradation of a bounded K2-fold algebra is
called local if any two homogeneous states are additively local. An OPE-
algebra is called additive if there exists a local gradation of it.
If a bounded K2-fold algebra V possesses a local gradation then V is
local because additive locality implies locality and the relation of locality is
bilinear. Thus an additive OPE-algebra is a bounded K2-fold algebra such
that there exists a translation generator, an invariant right identity, and a
local gradation.
Because the identity field is additively local to any field there exists for
any additive OPE-algebra V a local gradation such that the identity of V is
homogeneous.
Lemma. Let V be a bounded Kˇ-fold algebra with a vector space gradation,
1 be a strong right identity, Tˇ := Tˇ1, and a and c be states.
(i) If for any homogeneous state b the states a, b, 1 satisfy additive duality
then a(zˇ) is translation covariant.
(ii) If 1 is a strong identity and the states a, 1, c satisfy additive duality of
order at most tˇ then a is bounded on c by tˇ and Tˇ is a translation endo-
morphism for a and c.
Proof. (i) Acting with e−w¯T¯ e−wT on both sides of the additive duality iden-
tity
(xˇ+ wˇ)tˇ a(xˇ+ wˇ)b(wˇ)1 = (wˇ + xˇ)tˇ (a(xˇ)b)(wˇ)1
and using strong creativity we obtain
(xˇ+ wˇ)tˇ e−w¯T¯ e−wT a(xˇ+ wˇ)ewˇTˇ b = (wˇ + xˇ)tˇ a(xˇ)b. (3.5)
Assume that a(zˇ)b is non-zero. The left-hand side of (3.5) is contained in
V 〈xˇ〉[[wˇ]] and the right-hand side is non-zero and contained in wˇtˇV 〈xˇ〉[[wˇ−1]].
This implies tˇ ∈ N2. Since e−w¯T¯ e−wT a(xˇ + wˇ)ewˇTˇ b and a(xˇ)b are both con-
tained in V 〈xˇ〉[[wˇ]] we may cancel (xˇ+ wˇ)tˇ = (wˇ+ xˇ)tˇ on both sides of (3.5).
If a(zˇ)b is zero then additive duality shows that a(xˇ + wˇ)b(wˇ)1 = 0 and
hence additive duality of order tˇ = 0 is satisfied. Thus for any homogeneous
b we have e−w¯T¯ e−wTa(xˇ + wˇ)ewˇTˇ b = a(xˇ)b. The proof of Proposition 2.2.2
shows that this implies that a(zˇ) is translation covariant.
(ii) Additive duality (xˇ+wˇ)tˇa(xˇ+wˇ)1(wˇ)c = (wˇ+xˇ)tˇ(a(xˇ)1)(wˇ)c reduces
to
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(xˇ+ wˇ)tˇ a(xˇ+ wˇ)c = (wˇ + xˇ)tˇ (exˇTˇ a)(wˇ)c. (3.6)
The right-hand side is contained in V 〈wˇ〉[[xˇ]]. The left-hand side is contained
in V 〈xˇ〉[[wˇ]] and its constant term is xˇtˇa(xˇ)c. Thus xˇtˇa(xˇ)c ∈ V [[xˇ]] and (xˇ+
wˇ)tˇ a(xˇ+wˇ)c = (wˇ+xˇ)tˇ a(wˇ+xˇ)c. From (3.6) we get a(wˇ+xˇ)c = (exˇTˇa)(wˇ)c.
Taking the coefficients in front of x and x¯ of this last equation the claim
follows. ✷
3.3.2 Additive Duality and Skew-Symmetry
We prove that additive OPE-algebras can be equivalently defined in terms of
additive duality and skew-symmetry.
Proposition. Let V be a bounded Kˇ-fold algebra, Tˇ be a pair of even
commuting operators, and a, b, c be states such that a(zˇ) is translation co-
variant and the pairs b, c and a(nˇ)b, c satisfy skew-symmetry for any nˇ ∈ Kˇ.
The states a, b, c satisfy additive duality of order tˇ if and only if a, c, b satisfy
additive locality of order tˇ.
Proof. Skew-symmetry and translation covariance imply that
(xˇ+ wˇ)tˇ a(xˇ + wˇ)b(wˇ)c = ζ b˜c˜ (xˇ + wˇ)tˇ a(xˇ+ wˇ)ewˇTˇ c(−wˇ)b
= ζ b˜c˜ (xˇ + wˇ)tˇ ewˇTˇa(xˇ)c(−wˇ)b
and
(wˇ + xˇ)tˇ (a(xˇ)b)(wˇ)c = ζ(a˜+b˜)c˜ (wˇ + xˇ)tˇ ewˇTˇ c(−wˇ)a(xˇ)b.
The left-hand sides of these equations are equal if and only if a, b, c satisfy
additive duality of order tˇ. The right-hand sides of these equations are equal
if and only if a, c, b satisfy additive locality of order tˇ. ✷
Corollary. For a bounded K2-fold algebra V together with a gradation of
the vector space V , the following statements are equivalent:
(i) V is an additive OPE-algebra, the gradation is local, and the identity is
homogeneous;
(ii) there exist a translation generator and a homogeneous invariant right
identity and the gradation is local;
(iii) V is a Kˇ-fold algebra, there exists a homogeneous strong right identity 1,
homogeneous states are additively dual, and skew-symmetry is satisfied
for Tˇ1.

Proof. It is clear that (i) and (ii) are equivalent. The Proposition shows that
(i) implies (iii).
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Suppose that (iii) is satisfied. By Remark 2.6.3 the state 1 is a left identity.
By Lemma 3.3.1 (ii) for any homogeneous states a and b there exists hˇ ∈ Kˇ
such that a is bounded on b by hˇ and Tˇ1 is a translation endomorphism. The
proof of Remark 3.1.3 shows that a and b are mutually dual of order at most
hˇ. By Proposition 3.1.4 this implies that a and b are additively local of order
at most hˇ. ✷
3.3.3 Jacobi Identity in terms of Modes
We define the Jacobi identity in terms of modes, consider two special cases
of it, and observe that the holomorphic Jacobi identity and skew-symmetry
can also be obtained as specializations of it.
Let K′ be a commutative algebra with an involution κ that leaves K
invariant and p : K× {±1} → K′ be a power map that is compatible with κ.
For a vector space V , define Vp := V ⊗K′.
Let a(zˇ) and b(zˇ) be fields on V which are additively local of order hˇ.
Because
(z − w)ha(zˇ)b(wˇ) = (z¯ − w¯)−h¯((zˇ − wˇ)hˇa(zˇ)b(wˇ))
is contained in F〈z¯〉〈z, wˇ〉(V ) the product
a(zˇ)b(wˇ)w>z := (z − w)
−h
w>z((z − w)
ha(zˇ)b(wˇ)) ∈ F〈w, z¯〉〈z, w¯〉(Vp)
exists. Similarly, we define
a(zˇ)b(wˇ)w¯>z¯ := (z¯ − w¯)
−h¯
w¯>z¯((z¯ − w¯)
h¯a(zˇ)b(wˇ)) ∈ F〈z, w¯〉〈w, z¯〉(Vp).
We have
a(zˇ)b(wˇ)w>z = (z − w)
−h
w>z(z¯ − w¯)
−h¯
z¯>w¯((zˇ − wˇ)
hˇa(zˇ)b(wˇ))
= ζ a˜b˜ (w − z)−hw>z(w¯ − z¯)
−h¯
z¯>w¯((wˇ − zˇ)
hˇb(wˇ)a(zˇ))
= ζ a˜b˜ b(wˇ)a(zˇ)z¯>w¯ (3.7)
Interchanging a(zˇ) and b(zˇ) in (3.7) yields a(zˇ)b(wˇ)w¯>z¯ = ζ
a˜b˜ b(wˇ)a(zˇ)z>w. If
a(z) is holomorphic then h¯ = 0 by Proposition 2.6.1 and thus a(z)b(wˇ)w¯>z¯ =
a(z)b(wˇ). Similarly, we have a(z)b(wˇ)w>z = ζ
a˜b˜ b(wˇ)a(z).
Let a[n,n¯bm],m¯ ∈ End(Vp) denote the modes of a(zˇ)b(wˇ)w>z so that
a(zˇ)b(wˇ)w>z =
∑
nˇ,mˇ∈K2
a[n,n¯bm],m¯ zˇ
−nˇ−1wˇ−mˇ−1
and let an,[n¯bm,m¯] denote the modes of a(zˇ)b(wˇ)w¯>z¯ . We have
a[n,n¯bm],m¯ = (−1)
−h
p
∑
j∈N
(∑
i∈N
(−1)i+j
(
h
i
)(
−h
j
)
an+h−i+j,n¯bm+i−h−j,m¯
)
(3.8)
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and
an,[n¯bm,m¯] = (−1)
h¯
p
∑
j∈N
(∑
i∈N
(−1)i+j
(
h¯
i
)(
−h¯
j
)
an,n¯+h¯−i+jbm,m¯+i−h¯−j
)
.
(3.9)
Equation (3.7) in terms of modes reads
a[n,n¯bm],m¯ = ζ
a˜b˜ bm,[m¯an,n¯]. (3.10)
If a(z) is holomorphic then a[n,n¯bm],m¯ = ζ
a˜b˜ bmˇanˇ and an,[n¯bm,m¯] = anˇbmˇ.
Definition. Let M be a bounded Kˇ-fold module over a bounded Kˇ-fold
algebra V , a, b ∈ V , c ∈M , and rˇ, sˇ, tˇ ∈ Kˇ.
(J) The vectors a, b, c are said to satisfy the Jacobi identity for indices
rˇ, sˇ, tˇ if a and b are additively local and we have
∑
iˇ∈N2
(
tˇ
iˇ
)
(a(rˇ+iˇ)b)(sˇ+tˇ−iˇ)c (3.11)
=
∑
iˇ∈N2
(−1)iˇ
(
rˇ
iˇ
)(
a(tˇ+rˇ−iˇ)b(sˇ+iˇ) − (−1)
r
p a([t+i,t¯+r¯−i¯)b(s+r−i],s¯+i¯)
− (−1)−r¯p a(t+r−i,[t¯+i¯)b(s+i,s¯+r¯−i¯]) + ζ
a˜b˜(−1)r−r¯ b(sˇ+rˇ−iˇ)a(tˇ+iˇ)
)
c.
(a) Additive duality of order tˇ for a, b, c and indices rˇ, sˇ is the identity
∑
iˇ∈N2
(
tˇ
iˇ
)
(a(rˇ+iˇ)b)(sˇ+tˇ−iˇ)c =
∑
iˇ∈N2
(−1)iˇ
(
rˇ
iˇ
)
a(tˇ+rˇ−iˇ)b(sˇ+iˇ)c. (3.12)
(b) Additive locality of order rˇ for a, b, c and indices tˇ, sˇ is the identity
∑
iˇ∈N2
(−1)iˇ
(
rˇ
iˇ
)(
a(tˇ+rˇ−iˇ)b(sˇ+iˇ) − ζ
a˜b˜ (−1)r−r¯ b(sˇ+rˇ−iˇ)a(tˇ+iˇ)
)
c = 0.
We say that the Jacobi identity of orders rˇ and tˇ holds for a, b, c if the
Jacobi identity holds for a, b, c and any indices nˇ ∈ rˇ + Z2, sˇ ∈ Kˇ, and
mˇ ∈ tˇ + Z2. We say that a, b, c satisfy the Jacobi identity if there exist
rˇ, tˇ ∈ Kˇ such that the Jacobi identity of orders rˇ and tˇ is satisfied for a, b, c.
The same terminology applies to the special cases of the Jacobi identity.
If a and b are additively local of order hˇ and rˇ ∈ hˇ+Z2 then the right-hand
side of the Jacobi identity is contained in V because of (3.8) and (3.9).
From (3.8), (3.9), and (3.10) we obtain the following statements.
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Remark. (Jz) If a is holomorphic then the Jacobi identity for a, b, c and
indices (r,−1), sˇ, (t,−1) is identical with the holomorphic Jacobi identity for
a, b, c and indices r, sˇ− (0, 1), t.
(a) If a is bounded on c by tˇ then the Jacobi identity for indices rˇ, sˇ, tˇ is
identical with additive duality of order tˇ for indices rˇ and sˇ.
(az) If a is holomorphic then additive duality of order (t, 0) for a, b, c and
indices (r,−1) and sˇ is identical with holomorphic duality of order t for a, b, c
and indices r and sˇ.
(b) If a is bounded on b by rˇ then the Jacobi identity for indices rˇ, sˇ, tˇ is
identical with additive locality of order rˇ for indices tˇ and sˇ.
(bz) If a is holomorphic then additive locality of order (r, 0) for a, b, c and
indices (t,−1) and sˇ is identical with holomorphic locality of order r for a, b, c
and indices t and sˇ.
(e) If 1 is a full identity then the Jacobi identity for a, b, 1 and indices
rˇ, 0,−1 is identical with skew-symmetry for a, b, Tˇ1, and the rˇ-th product.
(ez) If 1 is a full identity and a is holomorphic then the holomorphic
Jacobi identity for a, b, 1 and indices r, 0,−1 is identical with holomorphic
skew-symmetry for a, b, T1, and the r-th product.
(i) If 1 is a right identity then the holomorphic Jacobi identity for 1, 1, 1
and indices −1,−1,−1 is identical with T1(1) = T1(1) + T1(1).
(ii) If 1 is a right identity then the Jacobi identity for a, b, 1 and indices
rˇ, (−2,−1), 0 is identical with T1(a(rˇ)b) = a(rˇ)T1(b) − r a(r−1,r¯)b.
3.3.4 Jacobi Identity in terms of Distributions
We rewrite the Jacobi identity and its special cases in terms of distributions.
For h ∈ K, we define the h-shifted delta distribution by
δh(z, w) := z
−hwhδ(z, w) =
∑
n∈h+Z
wnz−n−1.
Thus δ0(z, w) = δ(z, w). We have δh+n(z, w) = δh(z, w) for any inte-
ger n and δh(z, w) = δ−h(w, z). From (2.14), the identity w∂w(z
−hwh) =
−z∂z(z
−hwh), and (2.13) we obtain
∂wδh(z, w) = −∂zδh(z, w). (3.13)
As in (2.16) this implies
δh(z − x,w) = δh(z, w + x). (3.14)
Lemma. For h, h′ ∈ K, if a(z, w) is a distribution in z−h
′
V [[z±1]]{w}
such that a(w,w) is well-defined then the product δh(z, w)a(z, w) is well-
defined and
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δh(z, w)a(z, w) = δh+h′(z, w)a(w,w). (3.15)
Proof. We may assume h = 0. From δ(z, w)a(z, w) = δ(z, w)z−h
′
(zh
′
a(z, w))
and δh′(z, w)a(w,w) = z
−h′wh
′
δ(z, w)a(w,w) we see that we may also as-
sume h′ = 0. But the claim for h = h′ = 0 is just Proposition 2.3.6. ✷
If a(zˇ) and b(zˇ) are additively local fields on a vector space and rˇ ∈ Kˇ
then we define
(zˇ − wˇ)rˇa(zˇ)b(wˇ)w>z := (z − w)
r
w>z(z¯ − w¯)
r¯
z¯>w¯ a(zˇ)b(wˇ)w>z
and
(zˇ − wˇ)rˇa(zˇ)b(wˇ)w¯>z¯ := (z − w)
r
z>w(z¯ − w¯)
r¯
w¯>z¯ a(zˇ)b(wˇ)w¯>z¯.
Remark. Let M be a bounded Kˇ-fold module over a bounded Kˇ-fold
algebra V , a, b ∈ V , c ∈M , and rˇ, sˇ, tˇ ∈ Kˇ.
(J) If a and b are additively local of order rˇ, a(zˇ)b is bounded by rˇ,
and a(zˇ)c is bounded by tˇ then the Jacobi identity for a, b, c and any indices
nˇ ∈ rˇ + Z2, sˇ ∈ Kˇ, and mˇ ∈ tˇ+ Z2 is equivalent to
δtˇ(zˇ, wˇ + xˇ)(a(xˇ)b)(wˇ)c (3.16)
= δrˇ(xˇ, zˇ − wˇ)a(zˇ)b(wˇ)c − δrˇ(xˇ, zˇ − wˇ)a(zˇ)b(wˇ)w>zc
− δrˇ(xˇ, zˇ − wˇ)a(zˇ)b(wˇ)w¯>z¯c + ζ
a˜b˜ δrˇ(xˇ, zˇ − wˇ)b(wˇ)a(zˇ)c.
Here we use radial ordering and write δrˇ(xˇ, zˇ−wˇ)b(wˇ)a(zˇ) instead of δrˇ(xˇ, zˇ−
wˇ)wˇ>zˇb(wˇ)a(zˇ).
(Jz) If a is holomorphic then a, b, c satisfy the holomorphic Jacobi identity
if and only if they satisfy the Jacobi identity.
(a) The vectors a, b, c satisfy additive duality of order tˇ for indices rˇ and
sˇ if and only if the (sˇ, rˇ)-th modes of (wˇ+ xˇ)tˇ(a(xˇ)b)(wˇ)c and of (xˇ+wˇ)tˇa(xˇ+
wˇ)b(wˇ)c are equal.
(b) The vectors a, b, c satisfy additive locality of order rˇ for indices tˇ and
sˇ if and only if the (tˇ, sˇ)-th mode of (zˇ − wˇ)rˇ[a(zˇ), b(wˇ)]c vanishes.
Proof. (J) We have
δtˇ(zˇ, wˇ + xˇ) (a(xˇ)b)(wˇ)c (3.17)
=
∑
mˇ∈tˇ+Z2
(wˇ + xˇ)mˇ (a(xˇ)b)(wˇ)c zˇ−mˇ−1
=
∑
mˇ∈tˇ+Z2
∑
nˇ,sˇ∈Kˇ
(∑
iˇ∈N2
(
mˇ
iˇ
)
(a(nˇ+iˇ)b)(sˇ+mˇ−iˇ)c
)
zˇ−mˇ−1wˇ−sˇ−1xˇ−nˇ−1.
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Since a(zˇ)b is bounded by rˇ the (mˇ, sˇ, nˇ)-th mode of the left-hand side of
(3.17) is equal to the left-hand side of the Jacobi identity for a, b, c and
indices nˇ, sˇ, mˇ if nˇ ∈ rˇ + Z2 and mˇ ∈ tˇ+ Z2 and it is zero otherwise.
On the other hand, we have
δrˇ(xˇ, zˇ − wˇ)a(zˇ)b(wˇ)c − δrˇ(xˇ, zˇ − wˇ)a(zˇ)b(wˇ)w>zc (3.18)
− δrˇ(xˇ, zˇ − wˇ)a(zˇ)b(wˇ)w¯>z¯c + ζ
a˜b˜ δrˇ(xˇ, zˇ − wˇ)b(wˇ)a(zˇ)c
=
∑
nˇ∈rˇ+Z2
(
(zˇ − wˇ)nˇa(zˇ)b(wˇ) − (zˇ − wˇ)nˇa(zˇ)b(wˇ)w>z
− (zˇ − wˇ)nˇa(zˇ)b(wˇ)w¯>z¯ + ζ
a˜b˜ (zˇ − wˇ)nˇb(wˇ)a(zˇ)
)
c xˇ−nˇ−1
=
∑
nˇ∈rˇ+Z2
∑
sˇ,mˇ∈K2
∑
iˇ∈N2
(−1)iˇ
(
nˇ
iˇ
)(
a(mˇ+nˇ−iˇ)b(sˇ+iˇ)
− (−1)na([m+i,m¯+n¯−i¯)b(s+n−i],s¯+i¯) − (−1)
−n¯a(m+n−i,[m¯+i¯)b(s+i,s¯+n¯−i¯])
+ ζ a˜b˜ (−1)n−n¯ b(sˇ+nˇ−iˇ)a(mˇ+iˇ)
)
c zˇ−mˇ−1wˇ−sˇ−1xˇ−nˇ−1.
Because of the locality and boundedness assumptions Lemma 2.6.1 (ii), (3.8),
and (3.9) show that the (mˇ, sˇ, nˇ)-th mode of the left-hand side of (3.18) is
zero if mˇ /∈ tˇ+Z2. If mˇ ∈ tˇ+Z2 then it is equal to the right-hand side of the
Jacobi identity for a, b, c and indices nˇ, sˇ, mˇ.
(Jz) From (3.7) we see that the Jacobi identity (3.16) is obtained from
the holomorphic Jacobi identity
δ(z, w + x)(a(x)b)(wˇ)c = δ(x, z − w)[a(z), b(wˇ)]c
by multiplying the left-hand side with δ(z¯, w¯+ x¯) and multiplying the right-
hand side with δ(x¯, z¯ − w¯)− δ(x¯, z¯ − w¯)w¯>z¯. These two factors are equal by
(2.18). Conversely, we know from Remark 3.3.3 (Jz) that the Jacobi identity
implies the holomorphic Jacobi identity.
(a) This is proven in the same way as Remark 3.1.2 (a).
(b) This is clear. ✷
3.3.5 Additive Duality and Additive Locality
We prove that the Jacobi identity is equivalent to additive duality and addi-
tive locality.
Proposition. Let M be a bounded Kˇ-fold module over a bounded Kˇ-fold
algebra V , a, b ∈ V , c ∈M , and rˇ, tˇ ∈ Kˇ such that a is bounded on b and c by
rˇ and tˇ, resp. If a, b, c satisfy additive duality of order tˇ and additive locality
of order rˇ then they satisfy the Jacobi identity of orders rˇ and tˇ.
90 3 OPE-Algebras
Proof. Define d(zˇ, wˇ, xˇ) := xˇ−rˇ(zˇ − wˇ)rˇa(zˇ)b(wˇ)c. Additive locality and
a(zˇ)c ∈ zˇ−tˇV [[zˇ]] implies that d(zˇ, wˇ, xˇ) is contained in zˇ−tˇxˇ−rˇV [[zˇ, wˇ〉. To-
gether with additive duality this yields
(wˇ + xˇ)tˇd(wˇ + xˇ, wˇ, xˇ) = (xˇ+ wˇ)tˇd(xˇ+ wˇ, wˇ, xˇ)
= (xˇ+ wˇ)tˇxˇ−rˇ((xˇ + wˇ)− wˇ)rˇa(xˇ+ wˇ)b(wˇ)c
= (xˇ+ wˇ)tˇa(xˇ+ wˇ)b(wˇ)c
= (wˇ + xˇ)tˇ(a(xˇ)b)(wˇ)c.
Since d(wˇ + xˇ, wˇ, xˇ) and (a(xˇ)b)(wˇ)c are both contained in V 〈wˇ〉〈xˇ〉 we can
multiply the above equation by (wˇ+xˇ)−tˇ and get that these two distributions
are equal. Lemma 3.3.4 implies
δ(zˇ, wˇ + xˇ)d(zˇ, wˇ, xˇ) = δtˇ(zˇ, wˇ + xˇ)d(wˇ + xˇ, wˇ, xˇ) = δtˇ(zˇ, wˇ + xˇ)(a(xˇ)b)(wˇ)c.
This is the left-hand side of the Jacobi identity (3.16). In order to obtain the
right-hand side we use the identity
δ(zˇ, wˇ + xˇ) = (δ(x, z − w)− δ(x, z − w)w>z)(δ(x¯, z¯ − w¯)− δ(x¯, z¯ − w¯)w¯>z¯)
which follows from (2.18). Since d(zˇ, wˇ, xˇ) ∈ xˇ−rˇV 〈zˇ, wˇ〉 we can apply Lemma
3.3.4 again and obtain that δ(zˇ, wˇ+xˇ)d(zˇ, wˇ, xˇ) is also equal to the right-hand
side of the Jacobi identity (3.16) because
δ(xˇ, zˇ − wˇ)d(zˇ, wˇ, xˇ) = δrˇ(xˇ, zˇ − wˇ)d(zˇ, wˇ, zˇ − wˇ) = δrˇ(xˇ, zˇ − wˇ)a(zˇ)b(wˇ)c,
δ(x, z − w)w>zδ(x¯, z¯ − w¯)d(zˇ, wˇ, xˇ) = (δrˇ(xˇ, zˇ − wˇ)a(zˇ)b(wˇ)c)w>z,
and similarly for the other two terms of (3.16). ✷
Corollary. For a bounded Kˇ-fold algebra V together with a gradation of
the vector space V , the following statements are equivalent:
(i) V is an additive OPE-algebra, the gradation is local, and the identity is
homogeneous;
(ii) there exists a homogeneous holomorphic right identity 1 and homogeneous
states satisfy additive duality and are additively local;
(iii) there exists a homogeneous holomorphic right identity 1 and homogeneous
states satisfy the Jacobi identity.
Proof. (i)⇒ (ii) This follows from Proposition 3.3.1.
(ii)⇒ (iii) For any homogeneous states a and b there exists hˇab ∈ Kˇ such
that a and b are additively local of order hˇab. Proposition 2.6.2 (ii) implies
that a is bounded on b by hˇab. The left-hand side of the additive duality
identity
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(wˇ + xˇ)tˇ(a(xˇ)b)(wˇ)c) = (xˇ+ wˇ)tˇa(xˇ + wˇ)b(wˇ)c)
is contained in xˇ−hˇabV 〈wˇ〉[[xˇ]]. Applying e−wˇ∂xˇ to the right-hand side we
obtain that xˇtˇa(xˇ)b(wˇ)c is contained in xˇ−hˇabV ((xˇ))〈wˇ〉. On the other hand,
Lemma 2.6.1 (ii) implies that a(xˇ)b(wˇ)c is contained in xˇ−hˇab−hˇacV ((xˇ))〈wˇ〉.
Thus tˇ ∈ hˇac +Z2 if a(xˇ)b(wˇ)c is non-zero. Hence the claim follows from the
Proposition.
(iii)⇒ (i) Remark 3.3.3 (Jz), (i), (ii) shows that 1 is invariant for Tˇ1 and
that Tˇ1 is a translation generator of V . ✷
3.4 Vertex Algebras
Summary. In section 3.4.1 we give eight equivalent formulations of the
notion of a vertex algebra. In section 3.4.2 we define the notion of a module
over a vertex algebra and prove that the space of fields of a module is local. In
section 3.4.3 we define four classes of modules over a conformal vertex algebra.
In section 3.4.4 we prove that the category of commutative vertex algebras
is equivalent to the category of commutative algebras with a derivation.
3.4.1 Vertex Algebras
We give eight equivalent formulations of the notion of a vertex algebra. The
three most important ones are in terms of translation covariance and locality,
in terms of duality and skew-symmetry, and in terms of the Jacobi identity.
Proposition. For a Z-fold algebra V , the following statements are equi-
valent:
(i) V is a vertex algebra;
(ii) there exist a translation generator and an invariant right identity and V
is holomorphically local;
(iii) V is bounded, there exists a left identity, and V satisfies the associativity
formula and holomorphic skew-symmetry;
(iv) V is bounded, there exists a strong right identity, and V satisfies holo-
morphic duality and holomorphic skew-symmetry;
(v) V is bounded, there exists a right identity, and V satisfies holomorphic
duality and holomorphic locality;
(vi) V is bounded, there exists a right identity, and V satisfies the holomorphic
Jacobi identity;
(vii) V is bounded, Y is injective, there exists a left identity, and V satisfies
the holomorphic Jacobi identity;
(viii) V is bounded, Y : V → Fz(V ) is a monomorphism of Z-fold algebras,
and FY contains the identity field and is holomorphically local.
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Proof. (i)⇔(ii) Let 1 be an invariant right identity. If a and b are holo-
morphically local states of V of order N then (z − w)Na(z)b(w)1 = ζ a˜b˜(z −
w)N b(w)a(z)1 is contained in V [[z, w]] and setting w = 0 we obtain zNa(z)b ∈
V [[z]], i.e. a is bounded on b. Proposition 2.6.1 shows that locality for V im-
plies holomorphic locality and the converse is true if V is bounded. Thus the
claim follows.
(i)⇒(iii) Proposition 3.2.1 (v) and Dong’s lemma for additive locality
show that Y : V → Fz(V ) is a morphism of Z-fold algebras. By Remark
2.4.1 this implies the associativity formula. Holomorphic skew-symmetry fol-
lows from Proposition 3.2.1 (iii).
(iii)⇒(iv) Remark 2.6.3 shows that a left identity of V is a strong identity.
Proposition 2.1.10 (i) shows that V satisfies holomorphic duality.
(iv)⇒(i) This follows from Corollary 3.3.1 and the proof of the equivalence
of (i) and (ii).
(i)⇔(v)⇔(vi) This follows from Corollary 3.3.5 by taking the trivial gra-
dation V = V because the Jacobi identity for holomorphic a is identical with
the holomorphic Jacobi identity and additive duality and additive locality
reduce to holomorphic duality and holomorphic locality, resp., according to
Remark 3.3.3 (Jz), (az), (bz).
(i)⇒(vii) This follows from the equivalence of (i) and (v).
(vii)⇒(viii) This follows from the fact that the associativity formula and
holomorphic locality are special cases of the holomorphic Jacobi identity.
(viii)⇒(i) Because the identity field is a stable identity of Fz(V ) its inverse
Y −1(1(z)) is a stable identity of V . Thus V is a vertex algebra. ✷
3.4.2 Modules and Vertex Algebras of Fields
We define the notion of a module over a vertex algebra and prove that the
space of fields of a module is local.
Definition. For a unital Z-fold algebra V , a vector spaceM together with
a morphism Y : V → Fz(M) of unital Z-fold algebras is called a module
over V .
Thus a module over a unital Z-fold algebra V is in particular a unitary
bounded Z-fold module over the vector space V .
Proposition. If M is a module over a unital Z-fold algebra V and a and
b are states of V that satisfy skew-symmetry for T1 then a and b are mutually
local on M . In particular, if V is a vertex algebra then V is local on M .
Proof. From the assumption that Y : V → Fz(M) is a morphism of Z-
fold algebras follows that for any vector c of M the vectors a, b, c and b, a, c
satisfy the associativity formula. By Proposition 2.1.10 (i) this implies that
the vectors a, b and b, a satisfy holomorphic duality. The endomorphism T1
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of V is a translation endomorphism of M because (T1d)(z) = (d(−2)1)(z) =
d(z)(−2)1(z) = ∂zd(z) for any d ∈ V . Thus the claim follows from Proposition
3.1.4. ✷
Remark. If V is a vector space and F is a unital Z-fold subalgebra
of Fz(V ) consisting of mutually local fields then F is a vertex algebra. In
particular, if S is a local subset of Fz(V ) then the Z-fold subalgebra 〈S ∪
{1(z)}〉 is a vertex algebra.
Conversely, if F is a unital vertex subalgebra of Fz(V ) then the set F of
fields is local.
Proof. Proposition 2.4.6 states that the identity field is a full identity of
Fz(V ). By Proposition 2.4.3 locality of the set F implies that the Z-fold
algebra F is local. This yields the first claim. The second claim follows from
first claim and Dong’s lemma.
If F is a unital vertex subalgebra of Fz(V ) then V together with the
inclusion F → Fz(V ) is a module over F . The Proposition implies that F is
local on V . ✷
3.4.3 Modules over Conformal Vertex Algebras
We define four classes of modules over a conformal vertex algebra.
For c ∈ K, a vertex algebra together with a conformal vector of cen-
tral charge c is called a conformal vertex algebra of central charge c. We
identify a conformal vertex algebra (V, L) with the holomorphic conformal
OPE-algebra (V, (L, 0)).
A subset S of K2 is called integrally bounded if for any hˇ ∈ K2 there
exists Nˇ ∈ Z2 such that S ∩ (hˇ + Z2) ⊂ hˇ + Nˇ + N2. A K2-graded vector
space V is called integrally bounded if its spectrum is integrally bounded.
A conformal vertex algebra is called a vertex operator algebra if its
gradation is integrally bounded, locally finite, and statistical. A vertex ope-
rator algebra is called a vertex algebra of CFT-type if the spectrum is
contained in (1/2)N and V0 = K1.
Definition. Let V be a conformal vertex algebra.
(i) A Z-fold module M over V is called
(a) a weak module if M is a module over the vertex algebra V ;
(b) a generalized module if M is a weak module and the operator L0
of M is diagonalizable;
(c) a module if M is a generalized module and the spectrum of the
operator L0 of M is locally finite and integrally bounded.
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(ii) A level gradation of a weak V -module M is an (1/2)N-gradation (Mn)
of M such that a(n)Mm is contained in Mm+h(a)−n−1 for any a ∈ V and
m ∈ (1/2)N. A weak module is called gradable if there exists a level
gradation onM . A weak module together with a level gradation is called
an admissible module.
3.4.4 Commutative Vertex Algebras
We prove that the category of commutative vertex algebras is equivalent to
the category of commutative algebras with a derivation.
Definition. A Z-fold algebra V is called commutative if V(N)V = {0}.
A Z-fold algebra V is commutative if and only if FY is contained in
End(V )[[z]]. Let V be a Z-fold algebra. If V has a translation generator T
and a(z)V ⊂ V ((z)) for any a ∈ V then V is commutative as follows by
induction from −(n + 1)a(n)b = T (a(n+1)b) − a(n+1)Tb. Similarly, if V has
a translation endomorphism T and FY b ⊂ V ((z)) for any b ∈ V then V
is commutative as follows by induction from −(n + 1)a(n)b = Ta(n+1)b. In
particular, any finite-dimensional vertex algebra is commutative.
Let A be a unital algebra with an even derivation T . Define on A the
structure of a Z-fold algebra by a(n)b := T
(−1−n)(a)b. In other words, we
have a(z)b = (ezTa)b. By definition, we have A(N)A = 0 and a(−1)b = ab.
It is clear that the identity 1 of the algebra A is a strong identity of the
Z-fold algebra A. Because T (−1−n)T = −nT (−1−(n−1)) the operator T is a
translation endomorphism of A. Since T is clearly a derivation of the Z-fold
algebra A the operator T is a translation operator and 1 is a full identity.
Conversely, let V be a commutative fully unital Z-fold algebra. Define on
V the structure of an algebra by ab := a(−1)b. The identity 1 of the vertex
algebra V is an identity of the algebra V . The translation operator T of V
is a derivation of the algebra V . Commutativity of the vertex algebra V and
(2.10) imply that a(n)b = T
(−1−n)(a)b for any integer n. Thus the category
of unital algebras with an even derivation can be identified with the category
of commutative fully unital Z-fold algebras.
Lemma. If V and W are Z-fold algebras with a translation endomor-
phisms T and φ : V → W is a vector space morphism that is compatible
with T and such that φ : V |{−1} → W |{−1} is an algebra morphism then
φ : V |Z< →W |Z< is a Z<-fold algebra morphism.
Proof. For states a and b of V and a negative integer n, we have by induction
φ(a(n−1)b) = −n
−1φ(Ta(n)b) = −n
−1T (φa)(n)φb = φa(n−1)φb. ✷
Proposition. (i) A unital algebra A with an even derivation is associa-
tive if and only if the Z-fold algebra A satisfies the associativity formula.
(ii) The following statements about a vertex algebra V are equivalent:
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(a) V is commutative;
(b) any two states of V commute;
(c) V is a commutative algebra with an even derivation.
Proof. (i) Suppose that A is associative. Let a and b be states. We have
(a(−1)b)(z) = (ab)(z) = e
zT (ab) = ezT (a)ezT (b) = a(z)−b(z) = a(z)(−1)b(z).
From FY ⊂ End(A)[[z]] follows that the n-th product of a(z) and b(z) vanishes
for any non-negative integer n. Thus the associativity formula follows from
the Lemma. Conversely, the constant terms of (a(−1)b)(z)c = (e
zT (ab))c and
a(z)(−1)b(z)c = e
zT (a)(ezT (b)c) are (ab)c and a(bc).
(ii) The equivalence of (a) and (b) follows directly from Remark 3.2.2.
Suppose that V is commutative. By Corollary 2.3.3 from FY ⊂ End(V )[[z]]
follows that [a(z), b(w)]c = 0 for any states a, b, and c, in particular a(bc) =
ζ a˜b˜ b(ac). Taking c = 1 shows that the algebra V is commutative. Moreover,
we have (ab)c = ζ(a˜+b˜)c˜c(ab) = ζ b˜c˜a(cb) = a(bc). Thus V is associative.
Conversely, it is clear that if V is a commutative algebra with an even
derivation then the Z-fold algebra V is local and hence is a commutative
vertex algebra. ✷
The Proposition shows that there exist bounded fully unital Z-fold alge-
bras that satisfy the associativity formula but which are not vertex algebras.
Part (ii) of the Proposition implies that a vertex algebra has all n-th products
equal to zero except for one if and only if it is a commutative algebra.

4 Structure of Vertex Algebras
Conventions. Because we only consider N-fold and Z-fold algebras in this
chapter the holomorphic Jacobi identity will just be called the Jacobi identity.
Similarly, holomorphic duality, holomorphic locality, and holomorphic skew-
symmetry will just be called duality, locality, and skew-symmetry. Integral
distributions will just be called distributions.
4.1 Conformal Algebras and Local Lie Algebras
Summary. In sections 4.1.1, 4.1.2, and 4.1.3 we define the notions of a
conformal algebra, local mode algebra, and local Lie algebra and construct
a functor g 7→ R(g) := F¯g from local Lie algebras to conformal algebras.
In section 4.1.4 we construct local Lie algebras by superaffinization of Lie
algebras.
In section 4.1.5 we prove that the affinization of a conformal algebra is
a conformal algebra. In section 4.1.6 we define the mode algebra g(R) of a
bounded N-fold algebra R with a translation operator. In section 4.1.7 we
prove that g(R) is a local mode algebra such that R = Fg(R). In section 4.1.8
we remark that the functor ConfA→ locLie, R 7→ g(R), is the left adjoint of
g 7→ R(g) and prove that ConfA is a localization of locLie.
In section 4.1.9 we prove the existence of the free conformal algebra gene-
rated by a set with a pole order bound. In section 4.1.10 we study the relation
between vertex modules over conformal algebras and modules over local Lie
algebras.
4.1.1 Conformal Algebras
We define the notion of a conformal algebra and prove that if g is a Lie algebra
then any local subset of g[[z±1]] generates a conformal algebra.
Remark. The Jacobi identity, the commutator formula, and the associa-
tivity formula are all equivalent for elements a, b, c of an N-fold algebra.
Proof. This follows from Remark 2.1.9 (i) and Lemma 2.1.10. ✷
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Definition. A bounded N-fold algebra R together with a translation
operator is called a conformal algebra if R satisfies the Jacobi identity and
skew-symmetry.
Let R be an N-fold algebra. For elements a and b of R, we call oR(a, b) :=
o′(a, b)+ the mode infimum of a and b. If R is endowed with an operator T
and S is a subset of R then we denote by S¯ the smallest N-fold subalgebra
of R that contains S and that is invariant with respect to T .
Proposition. If g is a Lie algebra and R is a local N-fold subalgebra
of g[[z±1]] that is invariant with respect to ∂z then R together with ∂z is a
conformal algebra. In particular, if F is a local subset of g[[z±1]] then F¯ is a
conformal algebra.
Proof. Propositions 2.2.3 (i) and 2.1.7 state that ∂z is a translation operator
of g[[z±1]] and that g[[z±1]] satisfies the Jacobi identity. By Proposition 2.3.6
locality of R implies that R satisfies skew-symmetry. This yields the first
claim. The second claim follows from first claim and Dong’s lemma. ✷
Conversely, a conformal subalgebra of g[[z±1]] need not be local, e.g. the
conformal subalgebra g of g[[z±1]] is non-local if g is non-abelian.
Let R be an N-fold algebra with an operator T and k ∈ K. An even
element kˆ of R is called central if R(N)kˆ = kˆ(N)R = {0} and kˆ is invariant
for T . A conformal algebra together with a central element kˆ is called a
centered conformal algebra of level k if k 6= 0 implies kˆ 6= 0.
We denote by ConfA the category of conformal algebras and by ConfAk
the category of centered conformal algebras of level k. The forgetful functor
f : ConfAk → ConfA has the functor R 7→ (R ⊕ Kkˆ, kˆ) as left adjoint. There
is a forgetful functor fk from non-zero vertex algebras to ConfAk that maps
a non-zero vertex algebra V with identity 1 to (V |N, T1, k1).
A vector subspace I of an N-fold algebra R with an operator T is called
an ideal if R(N)I, I(N)R, and T (I) are contained in I.
4.1.2 Local Mode Algebras
We define the notion of a local mode algebra and make some remarks about
it.
Definition. An algebra g together with a local subset F ≡ Fg of g[[z±1]]
is called a local mode algebra if g is spanned by the vectors an where
a(z) ∈ F and n ∈ Z and if there exists an even derivation T of g such that F
is translation covariant for T .
A morphism g → g′ of local mode algebras is a morphism g → g′ of
algebras such that F → F¯ ′. The even derivation of a local mode algebra g, for
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which F is translation covariant, is unique and is called the derivation of g. A
morphism φ : g→ g′ of local mode algebras is compatible with the derivations
of g and g′ because by Proposition 2.2.3 (iii) the set F¯ ′ is translation covariant
for the derivation of g′ and hence φ(Tan) = −nφ(an−1) = Tφ(an) for any
a(z) ∈ F and n ∈ Z.
Let g be a local mode algebra. We denote by g≥ and g¯≥ the spans of
the vectors an of g where a(z) ∈ F , resp., a(z) ∈ F¯ and n ∈ N. The vector
subspaces g< and g¯< are defined in the same way with N replaced by Z<.
We have g = g< + g≥. Because Tan = −n an−1 we have Tg≥ = g≥ and
T g¯≥ = g¯≥ and the subspaces g< and g¯< are invariant with respect to T .
The subspace g¯≥ is the subalgebra of g that is generated by g≥. Indeed, the
commutator formula
[an, bm] =
∑
i∈N
(
n
i
)
(a(z)(i)b(z))n+m−i, (4.1)
that holds for any n ∈ N and m ∈ Z, shows that g¯≥ is a subalgebra. Con-
versely, g¯≥ is contained in the subalgebra generated by g≥ because the m-th
mode of a(z)(n)b(z) is equal to
∑
i∈N(−1)
n+i
(
n
i
)
[ai, bm+n−i].
An even element kˆ of a local mode algebra g is called an central if the
constant distribution kˆ is contained in F and if kˆ 6= 0 implies that kˆ /∈ g¯≥.
Let kˆ be a central element of g. By Corollary 2.3.3 locality of F implies that
[kˆ, g] = 0. Translation covariance of kˆ implies that kˆ is invariant for T .
Lemma. Let g be a local mode algebra, g′ be an algebra, and φ : g → g′
be a morphism of vector spaces. If φF is local and φ : F¯ → g′[[z±1]] is a
morphism of N-fold algebras then φ : g→ g′ is an algebra morphism.
Proof. Let a(z), b(z) ∈ F and n,m ∈ Z. Proposition 2.3.3 shows that locality
of F and φF implies that a(z), b(z) and φa(z), φb(z) satisfy the commutator
formula. Because φ : F¯ → g′[[z±1]] is a morphism of N-fold algebras we have
φ[an, bm] = φ
∑
i∈N
(
n
i
)
(a(z)(i)b(z))n+m−i
=
∑
i∈N
(
n
i
)
(φa(z)(i)φb(z))n+m−i
= [φan, φbm].
✷
4.1.3 Local Lie Algebras
We define the notion of a local Lie algebra and construct a functor g 7→ R(g)
from local Lie algebras to conformal algebras.
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Definition. A local mode algebra g is called a local Lie algebra if g is
a Lie algebra.
Proposition 4.1.1 shows that there exists a functor g 7→ R(g) := (F¯ , ∂z)
from the category of local Lie algebras to the category of conformal algebras.
The conformal algebra R(g) is called the conformal algebra of g.
If g is a local Lie algebra then the subspaces g¯≥ and g¯< are subalgebras
of g because by Remark 2.3.4 (i) locality of F¯ implies that the commutator
formula (4.1) is satisfied for any a(z), b(z) ∈ F¯ and n,m ∈ Z.
Let k ∈ K. A local Lie algebra together with a central element kˆ is called a
centered local Lie algebra of level k if k 6= 0 implies that kˆ 6= 0. We denote by
locLie the category of local Lie algebras and by locLiek the category of centered
local Lie algebras of level k. The forgetful functor f : locLiek → locLie has
g 7→ g⊕Kkˆ = (g⊕K kˆ, F ∪ {kˆ}, kˆ) as left adjoint.
In general, if M is a module over a Lie algebra g then we denote by ρ
the corresponding representation g → End(M). A module over a local Lie
algebra g is a module M over the Lie algebra g such that ρF is contained in
Fz(M). For k ∈ K, a module M over a centered local Lie algebra g is said to
be of level k if kˆ acts by multiplication with k on M .
Remark. Let g be a local Lie algebra and M be a module over the Lie
algebra g. If there exists a subspace W of M such that F is bounded on W
and U(g)W =M then M is a module over the local Lie algebra g.
Proof. The canonical filtration of U(g) induces an exhaustive increasing fil-
tration (Mr)r∈N of M such that M0 = W . We prove by induction on r that
F is bounded on Mr.
Let a(z), b(z) ∈ F and c ∈ Mr. Because a(z) and b(z) are mutually local
on M there exists a non-negative integer n such that (z − w)na(z)b(w) =
ζ a˜b˜(z −w)nb(w)a(z). Since a(z) and b(z) are bounded on c this implies that
d(z, w) := (z−w)na(z)b(w)c ∈M((z, w)). The distribution (z−w)−nd(z, w)−
a(z)b(w)c is bounded in w and is annihilated by (z−w)n. By Corollary 2.3.3
we get (z−w)−nd(z, w) = a(z)b(w)c and hence a(z)b(w)c ∈M((z))((w)). This
shows that a(z) is bounded on bnc for any integer n. ✷
4.1.4 Superaffinization of Lie Algebras
We construct centered local Lie algebras by superaffinization of Lie algebras.
Let g be a Lie algebra. If C is a commutative algebra together with an
even derivation ∂ then g⊗ C with Lie bracket
[a⊗ x, b⊗ y] := ζ x˜b˜ [a, b]⊗ xy
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is a Lie algebra with an even derivation T : a⊗ x 7→ a⊗ ∂x. The Lie algebra
g is a Lie subalgebra of g⊗ C via a 7→ a⊗ 1.
Let K[t, θ] be the polynomial algebra in an even and an odd variable t
and θ and let K[t±1, θ] be the algebra obtained from K[t, θ] by inverting t.
The Lie algebra g˜s := g⊗ K[t±1, θ] is called the superloop Lie algebra of
g. The derivation −∂t of K[t±1, θ] induces a derivation T of g˜s.
The superloop Lie algebra is the semidirect product g˜ ⋉ g˜c of the loop
Lie algebra g˜ := g⊗K[t±1] and the abelian Lie algebra g˜c := g⊗K[t±1]θ.
Define an := a ⊗ tn and a¯m := a ⊗ tm−1/2θ for a ∈ g, n ∈ Z, and m ∈
1/2 + Z. An even symmetric pairing ( , ) on g defines a Chevalley-Eilenberg
2-cochain ε :
∧2
g˜s → K on g˜s by
an ∧ bm 7→ n (a, b) δn+m,0, a¯n ∧ b¯m 7→ (b, a) δn+m,0,
and an ∧ b¯m 7→ 0. Recall that an even symmetric pairing ( , ) on g is called
invariant if ([a, b], c) = (a, [b, c]) for any a, b, c ∈ g.
Remark. If ( , ) is an even invariant symmetric pairing on g then ε is
a Chevalley-Eilenberg 2-cocycle on g˜s, i.e. for any a, b, c ∈ g˜s we have
ε([a, b], c) − ζ b˜c˜ ε([a, c], b) + ζ a˜(b˜+c˜) ε([b, c], a) = 0.
Proof. In the case that a, b, c are equal to an, bm, ck ∈ g˜ the claim follows
from vanishing of
(
(n+m)([a, b], c)− ζ b˜c˜(n+ k)([a, c], b) + ζ a˜(b˜+c˜)(m+ k)([b, c], a)
)
δn+m+k,0
= 2(n+m+ k) ([a, b], c) δn+m+k,0.
If a, b, c are equal to an, bm, c¯k then the claim follows from ε(an, b¯m) = 0. If
a, b, c are equal to an, b¯m, c¯k then the claim follows from vanishing of
ε([a, b]n+m, c¯k) − ζ
(b˜+1)(c˜+1) ε([a, c]n+k, b¯m)
=
(
ζ(a˜+b˜)c˜ + ζ(a˜+c˜)b˜+b˜+tc+1
)
([a, b], c) δn+m+k,0.
Here we use that ([a, b], c) vanishes unless a˜ + b˜ + c˜ = 0 because ( , ) and
K are even. Finally, if a, b, c are equal to a¯n, b¯m, c¯k then the claim is trivial
because g˜c is abelian. ✷
Recall that a Chevalley-Eilenberg 2-cocycle ε :
∧2
g˜s → K defines a one-
dimensional central extension gˆs := g˜s ⊕Kkˆ of g˜s with Lie bracket [a, b]gˆs =
[a, b]g˜s+ε(a, b)kˆ for any a, b ∈ g˜
s. If we take for ε the 2-cocycle induced by an
even invariant symmetric pairing on g then gˆs is called the superaffinization
of g. The derivation T of g˜s is extended to a derivation T of gˆs by T kˆ = 0.
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By definition, the Lie brackets of gˆs are given by
[an, bm] = [a, b]n+m + n (a, b) δn+m,0kˆ,
[an, b¯m] = [a, b]n+m, and [a¯n, b¯m] = (b, a) δn+m,0kˆ.
For a ∈ g, we define the gˆs-valued distributions a(z) :=
∑
n∈Z anz
−n−1 and
a¯(z) :=
∑
n∈Z a¯n+1/2z
−n−1. Proposition 2.3.3 and the above commutators of
gˆs show that the set F := {a(z), a¯(z), kˆ | a ∈ g} is local and we have
a(z)b(w) ∼
(a, b)kˆ
(z − w)2
+
[a, b](w)
z − w
, (4.2)
a¯(z)b¯(w) ∼
(b, a)kˆ
z − w
, and a(z)b¯(w) ∼
[a, b](w)
z − w
.
Moreover, F is translation covariant because Tan = T (a ⊗ tn) = −n an−1.
Thus gˆs together with F and kˆ is a centered local Lie algebra.
The local Lie subalgebra gˆ := g˜ ⊕ Kkˆ of gˆs is called the affinization of
g. If V is a vector space with an even symmetric pairing ( , ) then the local
Lie subalgebra Vˆ c := V˜ c ⊕ Kkˆ of Vˆ s is called the Clifford affinization of
V where we consider V as an abelian Lie algebra endowed with the even
symmetric pairing a⊗ b 7→ (b, a).
4.1.5 Affinization of Conformal Algebras
We construct an endofunctor of the category of conformal algebras that is
called affinization.
Proposition. Let R be a bounded N-fold algebra together with an even
operator T and C be a commutative algebra with an even derivation ∂. Define
on R⊗ C the structure of a bounded N-fold algebra by
(a⊗ f)(n)(b⊗ g) :=
∑
i∈N
(a(n+i)b)⊗ (∂
(i)(f)g)
and define an operator T˜ of R⊗ C by a⊗ f 7→ Ta⊗ f + a⊗ ∂f .
(i) If T is a translation generator so is T˜ .
(ii) If T is a derivation so is T˜ .
(iii) If R satisfies the Jacobi identity so does R⊗ C.
(iv) If R satisfies skew-symmetry for T then R ⊗ C satisfies skew-symmetry
for T˜ .
(v) If kˆ is a central element of R then the element kˆ⊗ 1 of R⊗C is central.
(vi) There exists a bifunctor (R,C) 7→ R ⊗ C from conformal algebras and
commutative algebras with an even derivation to conformal algebras.
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We will show in Remark 4.2.3 that any conformal algebraR can be embed-
ded into a vertex algebra V (R). If we already had this result at our disposal
we would get a more conceptual proof of part (vi) of the Proposition because
R⊗C → V (R)⊗ C is a monomorphism of N-fold algebras with an operator
and V (R)⊗ C is a vertex algebra by Proposition 3.4.4 (ii).
Proof. For a ∈ R and f ∈ C, we write af := a ⊗ f . We omit the supersigns
in the proof.
(i) This follows from
T˜ (af)(n)bg = (T (a)f + a∂f)(n)bg
=
∑
i∈N
(Ta(n+i)b) ∂
(i)(f)g + (a(n+i−1)b) ∂
(i−1)(∂f)g
=
∑
i∈N
(−(n+ i) + i)(a(n−1+i)b) ∂
(i)(f)g
= −n af(n−1)bg.
(ii) This is clear.
(iii) Due to Remark 4.1.1 it suffices to establish the commutator formula
for R⊗ C. We have
∑
i∈N
(
n
i
)
(af(i)bg)(m+n−i)ch
=
∑
i,j,k∈N
(
n
i
)
((a(i+j)b)(m+n−i+k)c) ∂
(k)(∂(j)(f)g)h
=
∑
i,j,k,l∈N
(
n
i
)
((a(i+j)b)(m+n−i+k)c)∂
(l)∂(j)(f) ∂(k−l)(g)h
=
∑
i,j,k,l∈N
(
n
i− j
)
((a(i)b)(m+n−i+k+l)c) ∂
(l−j)∂(j)(f) ∂(k)(g)h.
Because
∑
j
(
n
i−j
)(
l
j
)
=
(
n+l
i
)
the last expression is equal to
af(n)(bg(m)ch) − bg(m)(af(n)ch)
=
∑
l,k∈N
(
a(n+l)b(m+k)c − b(m+k)a(n+l)c
)
∂(l)(f)∂(k)(g)h
=
∑
i,l,k∈N
(
n+ l
i
)
((a(i)b)(n+l+m+k−i)c) ∂
(l)(f) ∂(k)(g)h.
(iv) We have
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j∈N
(−1)n+1+jT˜ (j)(af(n+j)bg)
=
∑
i,j,k∈N
(−1)n+1+jT (k)(a(n+j+i)b)∂
(j−k)(∂(i)(f)g)
=
∑
i,j,k,l∈N
(−1)n+1+jT (k)(a(n+j+i)b)∂
(l)∂(i)(f)∂(j−k−l)(g)
=
∑
i,j,k,l∈N
(−1)n+1+j+k+iT (k)(a(n+j+k)b)∂
(l)∂(i)(f)∂(j−(l+i))(g).
Because
∑
l+i=m(−1)
i ∂(l)∂(i) = (∂−∂)(m) = 0 for m > 0 the last expression
is equal to
bg(n)af =
∑
j∈N
(b(n+j)a) ∂
(j)(g)f
=
∑
j,k∈N
(−1)n+j+1+k T (k)(a(n+j+k)b) f∂
(j)(g).
(v) This is clear.
(vi) This follows from (i)–(iv). ✷
Definition. The endofunctor R 7→ R ⊗ (K[t±1], ∂t) of the category of
bounded N-fold algebras with a translation operator is called affinization
and is written R 7→ R˜.
4.1.6 The Mode Algebra of an N-Fold Algebra
We prove that if R is a conformal algebra then R/T (R) is a Lie algebra
and we define the mode algebra g(R) of a bounded N-fold algebra R with a
translation operator.
Remark. Let R be an N-fold algebra with a translation operator T .
(i) The 0-th product induces an algebra structure on R/T (R).
(ii) If R satisfies the Jacobi identity then R/T (R) is a Leibniz algebra.
(iii) If R is a conformal algebra then R/T (R) is a Lie algebra.
The multiplication on R/T (R), that is induced by the 0-th product, is
written a⊗ b 7→ [a, b].
Proof. (i) This follows from Ta(0)b = 0 and a(0)Tb = T (a(0)b).
(ii) The Jacobi identity for indices 0, 0, 0 is just the Leibniz identity
(a(0)b)(0)c = a(0)(b(0)c)− ζ
a˜b˜ b(0)(a(0)c).
(iii) This follows from (ii) and ζ a˜b˜ b(0)a =
∑
i∈N(−1)
1+iT (i)(a(i)b). ✷
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If R is a bounded N-fold algebra with a translation operator T then the
algebra R˜/T˜ (R˜) is called the mode algebra of R and is denoted by g(R).
Thus there exists a functor R 7→ g(R) from the category of bounded N-fold
algebras with a translation operator to the category of algebras. Proposition
4.1.5 and the Remark show that R 7→ g(R) defines a functor from conformal
algebras to Lie algebras.
4.1.7 The Local Mode Algebra of an N-Fold Algebra
We show that the mode algebra g(R) of a bounded N-fold algebra with a
translation operator has the structure of a local mode algebra and prove that
there exists a natural isomorphism Y : R→ R(g(R)).
Let R be bounded N-fold algebra with a translation operator T and g
be the mode algebra of R. For an integer n, we define a map R → g by
a 7→ an := ι(a⊗ t
n) where ι : R˜→ g is the quotient map. These maps define
a map Y : R→ g[[z±1]], a 7→ a(z) :=
∑
n∈Z anz
−n−1.
The operator T⊗idK[t±1] of R˜ is a derivation of R˜ and induces a derivation
T of g because T ⊗ id and T˜ commute.
For an even set S, we denote by S-Alg the category of S-fold algebras and
even morphisms. We denote by N-AlgT the category of N-fold algebras with
a translation operator and even morphisms.
Proposition. Let R be a bounded N-fold algebra with a translation ope-
rator T and g be the mode algebra of R.
(i) The map Y : R → g[[z±1]] is a monomorphism of N-fold algebras with
translation operator and the image Y (R) is local and translation covariant
for T . In particular, (g, Y (R)) is a local mode algebra.
(ii) The subspaces g≥ and g< are subalgebras of g, we have g = g< ⊕ g≥,
g≥ = g¯≥, g< = g¯<, and the map κ : R → g<, a 7→ a−1, is a vector space
isomorphism.
(iii) For an algebra g′, there exists a natural bijection
Alg(g(R), g′) −→ {φ ∈ N-AlgT (R, g
′[[z±1]]) | φR is local},
φ 7−→ φ ◦ Y ;
the inverse is given by φ 7→ (an 7→ (φa)n).
Roughly speaking, (iii) says that the functor R 7→ g(R) is left adjoint to
the functor g 7→ g[[z±1]] and that the unit of adjunction is Y : R→ g(R)[[z±1]].
Part (iii) shows that the algebra g(R) represents a certain functor Alg→ Set
and is thus uniquely determined up to a unique isomorphism.
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Proof. (i), (ii) For any a, b ∈ R, the distributions a(z) and b(z) satisfy the
commutator formula with coefficients ((a(n)b)(z))n because we have
[an, bm] = ι((a ⊗ t
n)(0)(b ⊗ t
m))
= ι
∑
i∈N
(a(i)b)⊗ (∂
(i)(tn)tm)
=
∑
i∈N
(
n
i
)
(a(i)b)n+m−i. (4.3)
Proposition 2.3.3 implies that a(z) and b(z) are mutually local of order at
most oR(a, b) and that a(z)(n)b(z) = (a(n)b)(z). Because T˜ (a⊗ t
n) = (Ta)⊗
tn+n a⊗tn−1 we have (Ta)n = −n an−1. By definition, we have Tan = (Ta)n.
Thus Ta(z) = (Ta)(z) = ∂za(z).
Equation (4.3) implies that g≥ and g< are subalgebras of g. Because T˜ (R˜)
is spanned by the vectors Ta ⊗ tn + n a ⊗ tn−1 we have g = g< ⊕ g≥. The
identities g≥ = g¯≥ and g< = g¯< are trivial since Y (R) = Y (R).
For a non-negative integer n, we have a−1−n = (T
(n)a)−1. This shows
that κ : R → g< is surjective. The map p : R˜ → R, a ⊗ tn 7→ T (−1−n)(a),
induces a map p : g→ R because p(T˜ (a⊗ tn)) = p(T (a)⊗ tn+n a⊗ tn−1) =
T (−1−n)(Ta) + nT (−n)(a) = 0. Since p(a−1) = a we see that κ is injective
and hence so is Y : R→ g[[z±1]].
(iii) It is clear that if φ : g(R)→ g′ is an algebra morphism then φ◦Y is an
N-fold algebra morphism that is compatible with T and such that (φ◦Y )(R)
is local. Conversely, if φ : R→ g′[[z±1]] is an N-fold algebra morphism that is
compatible with T and such that φ(R) is local then φ : an 7→ (φa)n is a well-
defined linear map because φ : (Ta)n + nan−1 7→ (∂zφa)n + n(φa)n−1 = 0.
Lemma 4.1.3 shows that φ : g(R)→ g′ is an algebra morphism. ✷
Let R be bounded N-fold algebra with translation operator T . The local
mode algebra g(R) = (g(R), Y (R)) is called the local mode algebra of R.
If kˆ is a central element of R then kˆ := kˆ−1 is a central element of g(R)
because −n kˆn−1 = (T kˆ)n = 0 implies that kˆn = 0 ∈ g(R) for any n 6= −1
and if kˆ is non-zero then kˆ /∈ g¯≥(R) since g(R) = g<(R) ⊕ g≥(R). We have
g(R⊕Kkˆ) = g(R)⊕Kkˆ because kˆ(z) = kˆ.
4.1.8 The Local Lie Algebra of a Conformal Algebra
We prove that the functor R 7→ g(R) induces an equivalence between the
category of conformal algebras and a localization of the category of local Lie
algebras.
Proposition. The functor locLie → ConfA, g 7→ R(g), has the functor
R 7→ g(R) as left adjoint. The map Y : R → R(g(R)) is an isomorphism
between endofunctors of ConfA.
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Proof. This follows from Proposition 4.1.5, Remark 4.1.6, and Proposition
4.1.7. ✷
Let g be a local Lie algebra and R := R(g). The map g(R) → g given
by a(z)n 7→ an for a(z) ∈ F¯ ⊂ g[[z±1]] and n ∈ Z is well-defined because
F¯ is translation covariant according to Proposition 2.2.3 (iii). Equation (4.3)
shows that this natural map g(R)→ g is a morphism of Lie algebras. It is clear
that this map is an epimorphism of local Lie algebras. Applying the functor
R to the morphism g(R) → g we obtain an isomorphism R(g(R)) → R(g)
that is the inverse of Y .
Definition. A local Lie algebra g is called regular if the natural epi-
morphism g(R(g))→ g is an isomorphism.
Let g be a local Lie algebra and R := R(g). An ideal I of g is called
irregular if for any non-zero a(z) ∈ F¯ there exists an integer n such that
an /∈ I. If φ : g → g′ is a morphism of local Lie algebras such that Rφ is a
monomorphism then the kernel I of φ is irregular because if for a(z) ∈ F¯ we
have an ∈ I for any integer n then φa(z) = 0 and hence a(z) = 0. Conversely,
if I is an irregular ideal of g and φ : g → g/I is the quotient map then
Rφ : R(g)→ R(g/I) is an isomorphism.
Thus the functors R : locLie → ConfA and g : ConfA → locLie induce
mutually inverse equivalences between ConfA and S−1locLie where S−1locLie
denotes the localization of locLie with respect to morphisms φ : g→ g′ whose
kernel is irregular and for which φ : F¯ → F¯ ′ is surjective.
4.1.9 Free Conformal Algebras
We prove that for any set S and any function o : S × S → N there exists the
free conformal algebra R(S, o) generated by S such that oR(S,o) ≤ o.
A pole order bound on a set S is a function o : S×S → Z. A morphism
φ : (S, o) → (T, o) of sets with pole order bounds is an even map φ : S → T
of sets such that o(s, t) ≥ o(φs, φt) for any s, t ∈ S. A pole order bound o on
a set S is called non-negative if o(S × S) ⊂ N.
Let S be a set with a non-negative pole order bound o. Let g(S, o) be the
Lie algebra that is generated by S × Z with relations
∑
i∈N
(
o(s, t)
i
)
[(s, n+ i), (t,m+ o(s, t)− i)] = 0
for any s, t ∈ S and n,m ∈ Z. By construction, the g(S, o)-valued distribu-
tions s(z) :=
∑
n∈Z(s, n)z
−n−1 for s ∈ S are mutually local. Let R(S, o) be
the conformal subalgebra of g(S, o)[[z±1]] that is generated by the distribu-
tions s(z) where s ∈ S.
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Proposition. The forgetful functor R 7→ (R, oR) from ConfA to the ca-
tegory of sets with non-negative pole order bounds has the functor (S, o) 7→
R(S, o) as its left adjoint. Moreover, we have g(S, o) = g(R(S, o)).
Proof. Let S be a set with a non-negative pole order bound o and g := g(S, o).
The map s 7→ s(z) defines a morphism (S, o)→ (R(S, o), oR(S,o)) of sets with
pole order bounds because s(z) and t(z) are mutually local of order at most
o(s, t) for any s, t ∈ S.
Let R be a conformal algebra and φ : (S, o) → (R, oR) be a morphism of
sets with pole order bounds. For any a, b ∈ R, the g(R)-valued distributions
a(z) and b(z) are mutually local of order oR(a, b) according to Proposition
4.1.7 (i). Thus the elements φ(s)n ∈ g(R) for (s, n) ∈ S × Z satisfy the
relations defining g. Hence there exists a unique Lie algebra morphism g →
g(R) such that (s, n) 7→ φ(s)n. This morphism g→ g(R) induces a morphism
g[[z±1]]→ g(R)[[z±1]] of N-fold algebras with a translation operator such that
s(z) 7→ (φs)(z) for any s ∈ S. Thus we obtain a conformal algebra morphism
R(S, o) → Y (R) whose composition with the inverse of Y : R → Y (R)
satisfies s(z) 7→ φs.
Note that if a conformal algebra R is generated by a subset T then
the Lie algebra g(R) is generated by the elements tn where t ∈ T and
n ∈ Z because (a(n)b)m = (a(z)(n)b(z))m =
∑
i∈N(−1)
n+i
(
n
i
)
[ai, bm+n−i]
and (Ta)m = −mam−1 for a, b ∈ R and n ∈ N,m ∈ Z.
We have shown that there exists a Lie algebra morphism g → g(R(S, o))
such that (s, n) 7→ (s(z))n. Conversely, Proposition 4.1.7 (iii) implies that the
inclusion R(S, o) ⊂ g[[z±1]] induces a Lie algebra morphism g(R(S, o)) → g
such that (s(z))n 7→ (s, n). Because the Lie algebra g is generated by the
elements (s, n) and the Lie algebra g(R(S, o)) is generated by the elements
(s(z))n these two morphisms are inverse to each other. ✷
The conformal algebra R(S, o) is called the free conformal algebra
generated by S with pole order bound o.
4.1.10 Vertex Modules and Lie Algebra Modules
We define the notion of a vertex module and prove that the categories of
vertex modules over a conformal algebra R and of modules over the local Lie
algebra of R are equivalent.
Definition. Let R be an N-fold algebra with a translation operator. A
vector space M together with a map Y : R → Fz(M) is called a vertex
module over R if Y is a morphism of N-fold algebras with a translation
operator and Y (R) is local.
A vertex module over a centered conformal algebra R of level k is
by definition a vertex module M over the conformal algebra R such that
Y (kˆ, z) = k1(z).
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Proposition. (i) If M is a module over a local Lie algebra g then there
exists a unique vertex module structure on M over the conformal algebra of
g such that a(n)b = anb for any a(z) ∈ F, b ∈M , and n ∈ Z.
(ii) Let g be a local Lie algebra such that the elements an for a(z) ∈ F
and n ∈ Z form a basis of g. There exists a unique one-to-one correspondence
between modules M over g and vertex modules M over the conformal algebra
of g such that anb = a(n)b for any a(z) ∈ F, b ∈M , and n ∈ Z.
(iii) For a conformal algebra R, there exists a unique one-to-one corres-
pondence between vertex modules M over R and modules M over the local
Lie algebra of R such that a(n)b = anb for any a ∈ R, b ∈M , and n ∈ Z.
Proof. (i) Let R be the conformal algebra of g. The representation ρ : g →
End(M) induces a morphism of N-fold algebras with translation operator
g[[z±1]]→ End(M)[[z±1]] that restricts to a morphism Y : R→ End(M)[[z±1]].
Since R is a local subset of g[[z±1]] the image Y (R) is local, too. Because ρF
is contained in Fz(M), so is Y (R).
(ii) Let Y : R→ Fz(M) be a vertex module over R := R(g) and ρ : g→
End(M) be the vector space morphism defined by an 7→ a(n) for any a(z) ∈ F
and n ∈ Z. Because F¯ = R and Y : R → Fz(M) is a morphism of N-fold
algebras with a translation operator we get ρ = Y : R → Fz(M). Together
with locality of Y (R) this implies by Lemma 4.1.3 that ρ : g→ End(M) is a
representation. Thus the claim follows from (i).
(iii) This follows from Proposition 4.1.8 (iii) and the fact that for a mor-
phism Y : R→ End(M)[[z±1]] such that Y (R) is local we have Y (R) ⊂ Fz(M)
if and only if the corresponding representation g→ End(M) defines a module
over the local Lie algebra g. ✷
Corollary. There exists a one-to-one correspondence between modules
M over a vertex algebra V and those modules M over the centered local Lie
algebra of V of level 1 that satisfy (a(−1)b)(z)c =:a(z)b(z):c for any a, b ∈ V
and c ∈M .
Proof. A module M over the vertex algebra V gives rise to a vertex mo-
dule over the centered conformal algebra V and hence to a module over
g(V ). Because Y : V → Fz(M) is a Z-fold algebra morphism we have
(a(−1)b)(z)c =:a(z)b(z):c.
Conversely, ifM is a module over g(V ) satisfying this additional property
then M is a vertex module over the centered conformal algebra V . Lemma
3.4.4 implies that Y : V → Fz(M) is a morphism of Z-fold algebras. ✷
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Summary. In section 4.2.1 we construct a canonical vertex algebra structure
on certain Verma modules V (g). In section 4.2.2 we prove that the vertex
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algebra V (g) is characterized by a universal property. In section 4.2.3 we
prove that the forgetful functor VertA→ ConfA has a left adjoint R 7→ V (R).
In section 4.2.4 we prove the existence of free vertex algebras. In section
4.2.5 we explain that the vertex algebra that is defined by linear OPEs O is
isomorphic to some V (R(O)). In section 4.2.6 we prove that under certain
conditions R(O) is isomorphic to K[T ]⊗K(S). In section 4.2.7 we prove the
existence of free vertex algebra modules.
4.2.1 Verma Modules and Vertex Algebras
We prove that on certain Verma modules over a local Lie algebra there exists
a unique vertex algebra structure.
Let g be a Lie algebra, g+ be a subalgebra of g, and λ : g+ → K be a
one-dimensional representation of g+; in other words, λ is a linear form whose
kernel is an ideal. The induced g-module
V λ(g) := U(g)⊗U(g+) K = U(g)/U(g){a− λ(a) | a ∈ g+}
is called the Verma module over g of level λ. The image in V λ(g) of the
identity 1 of U(g) is called the highest weight vector of V λ(g) and is
denoted by 1.
The Poincare´-Birkhoff-Witt Theorem implies that if (ai)i∈I is a basis of g
and I+ is a subset of I such that (ai)i∈I+ is a basis of g+ then the monomials
an1i(1) . . . a
nr
i(r) form a basis of V
λ(g) where r and ni are non-negative integers
and i : {1, . . . , r} → I \ I+ is an increasing function with respect to some
chosen total order on I. In particular, if kˆ is an element of g+ such that λ(kˆ)
is non-zero and g′ is a vector space complement of g+ in g then the map
g′ ⊕Kkˆ→ V λ(g), a 7→ a1, is a monomorphism.
Proposition. Let g be a local Lie algebra and g+ be a subalgebra of g
that contains g≥ and that is invariant with respect to T . If λ : g+ → K is a
one-dimensional representation of g+ such that λ(Tg+) = 0 then there exists
a unique vertex algebra structure on V λ(g) such that the highest weight vector
is a right identity and Y (a−11, z) = ρa(z) for any a(z) ∈ F .
Proof. Define S := ρF . The derivation T of g induces a derivation T of U(g)
such that T 1 = 0. For a ∈ g+, we have T (a−λ(a)) = Ta ∈ {b−λ(b) | b ∈ g+}
because λ(Tg+) = 0. Thus T induces an operator T of V
λ(g) such that 1
is invariant for T . The set S is creative because g≥ = Tg≥ ⊂ Tg+ and
λ(Tg+) = 0 implies that an1 = 0 for any a(z) ∈ F and n ∈ N. The set S is
translation covariant because F is translation covariant and because T being
a derivation implies that [T, ρa]b = ρ(Ta)b for any a ∈ g and b ∈ V λ(g).
It is clear that S is generating and local. Thus the claim follows from the
existence theorem for OPE-algebras. ✷
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4.2.2 Universal Vertex Algebra over a Local Lie Algebra
We define the notion of a vertex algebra over a local Lie algebra g and prove
that the Verma module V (g) is the universal vertex algebra over g.
Definition. For a local Lie algebra g, a vertex algebra V together with
a g-module structure is called a vertex algebra over g if ρF is contained in
the space of fields of V .
Let g be a local Lie algebra. A morphism V → W of vertex algebras
over g is a morphism V → W of vertex algebras that is also a morphism of
g-modules. A vertex algebra V over g is called universal if for any vertex
algebra W over g there exists a unique morphism V →W of vertex algebras
over g.
A vertex algebra together with a g-module structure is a vertex algebra
over g if and only if Y (a−11, z) = ρa(z) for any a(z) ∈ F .
Let g be a centered local Lie algebra and λ : g¯≥ ⊕ Kkˆ → K be a one-
dimensional representation such that λ(g¯≥) = 0; thus λ is determined by k :=
λ(kˆ). We denote by V k(g) the Verma module over g of level λ. Proposition
4.2.2 shows that there exists a unique vertex algebra structure on V k(g) such
that the highest weight vector is a right identity and V k(g) is a vertex algebra
over g of level k.
If g is a local Lie algebra then V (g) := V 0(g ⊕ Kkˆ) is a vertex algebra
over g.
Proposition. (i) If g is a centered local Lie algebra of level k then V k(g)
is the universal vertex algebra over g of level k.
(ii) If g is a local Lie algebra then V (g) is the universal vertex algebra
over g.
Proof. (i) Let W be a vertex algebra over g of level k. We have kˆ1 = k1 and
g¯≥1 = 0 because ρF¯ ⊂ FY . The universal property of the Verma module
V k(g) implies that there exists a unique morphism of g-modules ψ : V k(g)→
W such that 1 7→ 1. The canonical filtration of U(g), that is induced from
the gradation of the tensor algebra of g, induces an exhaustive increasing
filtration (Vl)l∈N of V
k(g). By induction on l, we will prove that ψ(a(n)b) =
ψ(a)(n)ψ(b) for any a ∈ Vl, b ∈ V
k(g), and n ∈ Z; this shows that ψ is a
morphism of vertex algebras and hence V k(g) is universal.
Remark 2.1.9 (v) implies that for any integers r, t, n, and m there exist in-
tegersNi such that for any states a, b, c of a vertex algebra such that o
′(a, b) ≥
r and o′(a, c) ≥ t we have (a(n)b)(m)c =
∑
i∈NNi a(r+t−i)b(n+m−r−t+i)c. Thus
if a(z) ∈ F, b ∈ Vl, c ∈ V k(g), and n,m ∈ Z then there exist integers N and
Ni such that by induction and using that ψ is a g-module morphism we get
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ψ((anb)(m)c) = ψ(((a−11)(n)b)(m)c)
=
∑
i∈N
Ni ψ((a−11)(N−i)b(n+m−N+i)c)
=
∑
i∈N
Ni ψ(a−11)(N−i)ψ(b)(n+m−N+i)ψ(c)
= (ψ(a−11)(n)ψ(b))(m)ψ(c)
= ψ(anb)(m)ψ(c)
because ψ(a−11)(n)ψ(b) = (a−11)(n)ψ(b) = anψ(b) = ψ(anb).
(ii) This follows from (i). ✷
4.2.3 Enveloping Vertex Algebras
We prove that the forgetful functor from vertex algebras to conformal algebras
has a left adjoint R 7→ V (R). The vertex algebra V (R) is called the enveloping
vertex algebra of R.
For a centered conformal algebra R of level k, the vertex algebra V k(g(R))
is called the enveloping vertex algebra of R and is denoted by V k(R).
For a conformal algebra R, the vertex algebra V (R) := V 0(R ⊕ Kkˆ) is
called the enveloping vertex algebra of R.
Remark. (i) For a centered conformal algebra R of level k, the map
ι : R → fkV k(R), a 7→ a−11, is a monomorphism of centered conformal
algebras.
(ii) For a conformal algebra R, the map ι : R → V (R), a 7→ a−11, is a
monomorphism of conformal algebras.
Proof. (i) Let g := g(R). The map ι is a morphism of conformal alge-
bras because it is the composition of Y : R → g[[z±1]], the morphism
g[[z±1]] → FY induced by the representation g → End(V k(R)), and the
field-state correspondence FY → V k(R). From g = g< ⊕ g≥ follows that
the map g< → V k(g), a 7→ a1, is injective. By Proposition 4.1.7 (ii) the map
R → g<, a 7→ a−1, is a vector space isomorphism. Thus ι : R → V k(R) is
injective. Finally, we have kˆ−11 = kˆ1 = k1.
(ii) This follows from (i). ✷
Proposition. (i) For a centered conformal algebra R of level k, there
exists a unique one-to-one correspondence between vertex modules M over
R of level k and modules M over V k(R) such that ιa(n)b = a(n)b for any
a ∈ R, b ∈M , and n ∈ Z.
(ii) For a conformal algebra R, there exists a unique one-to-one corre-
spondence between vertex modules M over R and modules M over V (R) such
that ιa(n)b = a(n)b for any a ∈ R, b ∈M , and n ∈ Z.
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Proof. (i) Let Y : R → Fz(M) be a vertex module over R. By Remark
3.4.2 the image Y (R) generates a vertex subalgebra V := 〈Y (R) ∪ {1(z)}〉
of Fz(M). The vector space V together with the morphism Y : R → V →
Fz(V ) is a vertex module over R and hence a g(R)-module. By definition,
V is a vertex algebra over g(R). Proposition 4.2.2 implies that there exists
a unique morphism of vertex algebras ψ : V (R) → V . The composition of
ψ : V (R) → V and the inclusion of V into Fz(M) defines on M a module
structure over V (R) such that ιa(n)b = a(n)b for any a ∈ R, b ∈ M , and
n ∈ Z.
Conversely, if M is a module over V (R) then the composition of ι : R→
V (R) and Y : V (R)→ Fz(M) defines onM the structure of a vertex module
such that ιa(n)b = a(n)b.
(ii) This follows from (i). ✷
Corollary. (i) For any k ∈ K, the functor ConfAk → VertA, R 7→ V
k(R),
is the left adjoint of the forgetful functor fk from the category of non-zero
vertex algebras to ConfAk.
(ii) The functor ConfA → VertA, R 7→ V (R), is the left adjoint of the
forgetful functor VertA→ ConfA.
Proof. (i) Let V be a vertex algebra. The fact that Y : V → FY is an
isomorphism shows that to give a morphism R → fkV of central conformal
algebras is equivalent to giving a vertex module structure Y : R → Fz(V )
on V of level k such that Y (R) ⊂ FY . From the Proposition and the fact
that FY is a vertex algebra follows that to give a vertex module structure
Y : R→ Fz(V ) on V of level k such that Y (R) ⊂ FY is equivalent to giving
a module structure Y : V k(R) → Fz(V ) on V such that Y (V
k(R)) ⊂ FY ,
in other words, it is equivalent to giving a morphism V k(R) → V of vertex
algebras.
(ii) This follows from (i). ✷
4.2.4 Free Vertex Algebras
We prove that for any set S and any function o : S × S → Z there exists
the free vertex algebra V (S, o) generated by S such that (o′ : V × V →
Z ∪ {−∞}) ≤ o.
Proposition. The forgetful functor V 7→ (V, o′) from VertA to the cate-
gory of sets with pole order bounds has a left adjoint (S, o) 7→ V (S, o).
Proof. Let S be a set with a pole order bound o. Let V (S, o) be the quotient
of V (R(S, o+)) by the ideal generated by s(n)t where s, t ∈ S and n ≥ o(s, t).
Let V be a vertex algebra. To give a map φ : (S, o)→ (V, o′) of sets with
pole order bounds is equivalent by Proposition 4.1.9 to giving a morphism
φ : R(S, o+)→ V of conformal algebras such that φs(n)φt = 0 for any s, t ∈ S
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and n ≥ o(s, t) which by Corollary 4.2.3 is equivalent to giving a morphism
φ : V (S, o)→ V of vertex algebras. ✷
The vertex algebra V (S, o) is called the free vertex algebra generated
by S with pole order bound o.
Let S be a set with a pole order bound o. We denote by V (S) the free
Z-fold algebra with operator generated by S ⊔ {1}. We denote by R(S)
the free N-fold algebra with operator generated by S. There exist canoni-
cal morphisms ι : V (S) → V (S, o) and ι : R(S) → R(S, o) and an inclusion
R(S) ⊂ V (S).
IfR is a subset of V (S) then the quotient of V (S, o) by the ideal generated
by ιR is called the vertex algebra generated by S with pole order bound o
and relations R and is denoted by V (S,R).
Assume that o is non-negative. IfR is a subset ofR(S) then the quotient of
R(S, o) by the ideal generated by ιR is called the conformal algebra generated
by S with pole order bound o and relations R and is denoted by R(S,R).
The central conformal algebra generated by S with pole order bound o and
relations R ⊂ R(S)⊕Kkˆ is defined in the same way.
Remark. The vertex algebra V (S,R) generated by a set S with non-
negative pole order bound o and relations R ⊂ R(S) is canonically isomorphic
to V (R(S,R)).
Proof. This is proven in the same way as the Proposition. ✷
4.2.5 Vertex Algebras defined by Linear OPEs
We define the notion of a family of OPEs indexed by a set S and prove that a
vertex algebra that is defined by linear OPEs is the enveloping vertex algebra
of a conformal algebra that is a quotient of the N-fold algebra K[T ]⊗K(S)⊕
Kkˆ.
For a set S, a map O : S × S × N → V (S) is called a family of OPEs
indexed by S if there exists a pole order bound o on S such that O(s, t, n) is
zero for any s, t ∈ S and n ≥ o(s, t); in this case we say that o bounds O.
Let O be a family of OPEs indexed by a set S and o be a non-negative
pole order bound that bounds O. The vertex algebra that is generated by S
with pole order bound o and relations s(n)t = O(s, t, n), where s, t ∈ S and
n ∈ N, is called the vertex algebra defined by the OPEs O and is denoted
by V (S,O). Its universal property shows that V (S,O) does not depend on
the choice of o.
The family O of OPEs is called a family of linear OPEs if the image
of O is contained in K[T ]S ⊕ K1. We identify K[T ]S ⊕ K1 with a subset of
R(S)⊕Kkˆ by mapping 1 to kˆ.
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Assume that O is a family of linear OPEs. The centered conformal algebra
that is generated by S with pole order bound o and relations s(n)t = O(s, t, n),
where s, t ∈ S and n ∈ N, is called the conformal algebra defined by
the linear OPEs O and is denoted by R(S,O). By Remark 4.2.4 we have
V (S,O) = V 1(R(S,O)).
Let R′(S,O) be the N-fold algebra with a translation operator and a
central element that is generated by S with relations s(n)t = O(s, t, n) for
any s, t ∈ S and n ∈ N. There exists a unique morphism R′(S,O)→ R(S,O)
of N-fold algebras with a translation operator and a central element, that is
compatible with S. This morphism is surjective because R(S,O) is generated
by S as an N-fold algebra with a translation operator and a central element.
Remark. Let O be a family of linear OPEs indexed by a set S. Define
an operator T on K[T ]⊗ K(S) ⊕ Kkˆ by T (Tm ⊗ s) := Tm+1 ⊗ s and T kˆ :=
0. The unique vector space morphism κ : K[T ] ⊗ K(S) ⊕ Kkˆ → R′(S,O)
that is compatible with T, kˆ, and S is an isomorphism. Moreover, R′(S,O) is
bounded.
Proof. Let s, t ∈ S and n,m,m′ ∈ N. We define by induction on m′ an N-fold
algebra structure with central element kˆ on K[T ]⊗K(S) ⊕Kkˆ by
Tms(n)T
m′t =
{
(−1)mm!
(
n
m
)
O(s, t, n−m) if m′ = 0 and
T (Tms(n)T
m′−1t)− Tm+1s(n)T
m′−1t if m′ > 0
(4.4)
where T ns := T n⊗ s. Using induction on m′ we show that T is a translation
operator for Tms and Tm
′
t. For m′ = 0, T is a translation generator by
definition and T is a derivation because of the definition of Tms(n)T
m′t in
the case that m′ = 1. For m′ > 0, it follows directly from the definition of
Tms(n)T
m′t and from the induction hypothesis. Thus the universal property
of R′(S,O) implies that there exists a unique morphism κ′ : R′(S,O) →
K[T ]⊗K(S)⊕Kkˆ of N-fold algebras with a translation operator and a central
element that is compatible with S.
Conversely, from (4.4) follows by induction on m′ that κ is a morphism of
N-fold algebras. Because K[T ]⊗K(S) ⊕Kkˆ and R′(S,O) are N-fold algebras
with a translation operator and a central element, that are generated by S,
the morphisms κ and κ′ are mutually inverse.
Equation (4.4) shows that R′(S,O) is bounded. ✷
Corollary. The superaffinization of a Lie algebra g with an invariant
symmetric pairing is a regular local Lie algebra. The same is true for the
affinization and the Clifford affinization.
Proof. By (4.2) the OPEs of the distributions in F ⊂ gˆs[[z±1]] are linear. Thus
there exists a natural epimorphism p : R := K[T ]⊗ (g⊕gθ)⊕Kkˆ → F¯ by the
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Remark. This morphism is injective because the (−1)-st modes of p(T (n)⊗a)
and p(T (n) ⊗ aθ) are a−1−n and a¯−1/2−n, resp. It follows directly that the
morphisms g(R) → gˆs, (p(T n ⊗ a))m 7→ T
n(am), and gˆ
s → g(R), am 7→
(p(1⊗ a))m, are well-defined and inverse to each other, where a ∈ g⊕ gθ and
n,m ∈ Z. ✷
4.2.6 Conformal Algebras defined by Linear OPEs
We prove that if the elements of S satisfy inside R′(S,O) the Jacobi identity
and skew-symmetry then R′(S,O) = R(S,O).
Lemma. Let R be an N-fold algebra with a translation operator T and
a, b, c be elements of R.
(i) If a, b, c satisfy the Jacobi identity then Ta, b, c and a, T b, c and a, b, T c
satisfy the Jacobi identity as well.
(ii) If a and b satisfy skew-symmetry then Ta, b and a, T b satisfy skew-
symmetry as well.
Proof. (i) For a ∈ R, we define a(z) :=
∑
n∈N a(n)z
−n−1 ∈ End(R)[[z±1]]. The
elements a, b, c satisfy the associativity formula if and only if (a(r)b)(z)c =
(a(z)(r)b(z))+c for any non-negative integer r. Because T is a translation ope-
rator and ∂z(a(z)+) = (∂za(z))+ the associativity formula for a, b, c implies
that
(Ta(r)b)(z)c = −r (a(r−1)b)(z)c = −r (a(z)(r−1)b(z))+c
= (∂za(z)(r)b(z))+c
= ((Ta)(z)(r)b(z))+c
and
(Ta(r)b+ a(r)Tb)(z)c = (T (a(r)b))(z)c
= ∂z(a(r)b)(z)c
= ∂z(a(z)(r)b(z))+c
= (∂za(z)(r)b(z))+c + (a(z)(r)∂zb(z))+c
= ((Ta)(z)(r)b(z))+c + (a(z)(r)(Tb)(z))+c.
Thus the associativity formula and hence by Remark 4.1.1 the Jacobi identity
hold for Ta, b, c and a, T b, c. Because T is a derivation by applying T to the
Jacobi identity for a, b, c we see that the Jacobi identity is also satisfied for
a, b, and Tc.
(ii) Because T is a translation operator skew-symmetry for a and b implies
that
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b(n)Ta = T (b(n)a) + n b(n−1)a
= ζ a˜b˜
∑
i∈N
(
(−1)n+1+i (i + 1)T (i+1)(a(n+i)b)
+ (−1)n+i nT (i)(a(n−1+i)b)
)
= ζ a˜b˜
∑
i∈N
(−1)n+1+i T (i)(Ta(n+i)b)
since T (i)(Ta(n+i)b) = −(n + i)T
(i)(a(n+i−1)b). Because T is a derivation
skew-symmetry for a, b and Ta, b implies skew-symmetry for a, T b. ✷
Proposition. Let O be a family of linear OPEs indexed by a set S. The
canonical epimorphism R′(S,O)→ R(S,O) is an isomorphism if and only if
the elements of S ⊂ R′(S,O) satisfy the Jacobi identity and skew-symmetry.
Proof. The Lemma shows that if the elements of S satisfy the Jacobi identity
and skew-symmetry then R′(S,O) is a centered conformal algebra. Thus there
exists a unique morphism of centered conformal algebras κ : R(S,O) →
R′(S,O) that is compatible with S. Because R(S,O) and R′(S,O) are both
centered conformal algebras that are generated by S the canonical morphism
R′(S,O)→ R(S,O) is the inverse of κ. The converse is obvious. ✷
4.2.7 Free Modules over Vertex Algebras
We prove that for any vertex algebra V and any function o : V → Z there
exists the free module M(V, o) over V .
Proposition. Let V be a vertex algebra and o : V → Z be a map. There
exists a unique module M(V, o) over V together with an element 1o such that
a(n)1o = 0 for any a ∈ V and n ≥ o(a) and such that M(V, o) and 1o are
universal with this property.
Proof. Let g be the local Lie algebra of V and M be the quotient of U(g)
by the left ideal generated by the elements an where a ∈ V and n ≥ o(a).
Thus for any a ∈ V the distribution a(z) is bounded on the image 1o ∈M of
1 ∈ U(g). Remark 4.1.3 implies thatM is a module over the local Lie algebra
g. Let M(V, o) be the quotient of M by the submodule that is generated by
the elements 1nc− δn,−1c and (a(−1)b)nc−
∑
i∈N(a−1−ibn+i+ ζ
a˜b˜ bn−1−iai)c
where a, b ∈ V, c ∈ M , and n ∈ Z. Corollary 4.1.10 shows that M(V, o) is
a module over V . Let 1o ∈ M(V, o) be the image of 1o ∈ M . The module
M(V, o) together with the element 1o clearly satisfies the universal property
as stated. ✷
Lemma. Let a(z) and b(z) be holomorphic fields on a vector space V ,
c ∈ V , and N,Na, Nb, n ∈ Z. If a(z) and b(z) are mutually local of order
118 4 Structure of Vertex Algebras
N , a(z)c ∈ z−NaV [[z]], and b(z)c ∈ z−NbV [[z]] then a(z)(n)b(z)c ∈ z
−MV [[z]]
where M := N +Na +Nb − n− 1.
Proof. Because the distributions (z−w)Na(z)b(w)c and ζ a˜b˜(z−w)Nb(w)a(z)c
are equal they are contained in z−Naw−NbV [[z, w]]. Thus we get
a(w)(n)b(w) = ∂
(N−n−1)
z ((z − w)
Na(z)b(w)c)|z=w
∈ ∂(N−n−1)z (z
−Naw−NbV [[z, w]])|z=w
⊂ z−Na−N+n+1−NbV [[z]].
✷
Corollary. Let V be a vertex algebra that is generated by a subset S and
o : S → Z be a map. There exists a unique module M over V with an element
1o such that s(n)1o = 0 for any s ∈ S and n ≥ o(s) and such that M and 1o
are universal with this property.
Proof. Define a map oV : V × V → Z where oV (a, b) is the pole order of
a(z)b(w) if a(z)b(w) is non-zero and oV (a, b) is zero otherwise. Let S be
the set of sequences s˜ := (s1, n1, . . . , sr, nr, sr+1) where si ∈ S, ni ∈ Z, and
r ≥ −1. Define a map ι : S → V by s˜ 7→ s1(n1)(. . . (sr(nr)sr+1) . . . ). By
induction, define a map o : S → Z by o(∅) := 0, o((s)) := o(s), and
o(s, n, s1, n1, . . . , sr+1) := o(s) + o(s˜) + oV (ι(s), ι(s˜))− n− 1.
Remark 2.1.9 (v) shows that the vector space V is spanned by ι(S). Choose
a subset B of S such that ι(B) is a basis of V and ι|B is injective. Define a
map o : V → Z by o(
∑
i λiι(s˜i)) := maxi(o(s˜i)) where λi ∈ K and s˜i ∈ B.
From the Lemma follows that M := M(V, o) satisfies the universal property
as asserted. ✷
A Superalgebra
We give some basic definitions of superalgebra. We introduce the notion of a
superset because we will consider super objects generated by supersets. We
define a morphism of super vector spaces, in contrast e.g. to [DM99], as a
morphism of the underlying vector spaces. This has the advantage that left
multiplication with any element of a superalgebra is an endomorphism of
the underlying super vector space. Because we thus do not restrict to even
morphisms it follows that our categories are actually supercategories, i.e. the
morphism sets are actually supersets.
A superset is a set S together with a decomposition S = S0¯⊔S1¯ indexed
by Z/2 = {0¯, 1¯}. Thus a superset is given by a set S together with a map
S → Z/2, a 7→ a˜. We call a˜ the parity of a and we call a even, resp., odd,
if a˜ = 0¯, resp., a˜ = 1¯. A morphism of supersets S → T is a morphism of sets
S → T such that Si → Ti for i ∈ Z/2. We denote by Set the category of
supersets.
A super vector space is a vector space V together with a decomposition
V = V0¯ ⊕ V1¯. A morphism V → W of super vector spaces is a morphism
V →W of vector spaces. By definition, a morphism V →W of super vector
spaces has parity p ∈ Z/2 if Vi → Wi+p. Thus the vector space Vect(V,W )
of super vector space morphisms V → W has a natural structure of a super
vector space.
The category Vect0¯ of super vector spaces and even morphisms together
with the tensor product V ⊗W defined by
(V ⊗W )i :=
⊕
j∈Z/2
Vj ⊗Wi−j (A.1)
is a closed symmetric monoidal category whose inner Homs are given by
Vect(V,W ); see e.g. [Mac98], chapter VII.7, for the definition of the notion of a
closed symmetric monoidal category. A linear supercategory is a category
enriched in Vect0¯; see e.g. [Mac98], chapter VII.7, for the definition of the
notion of an enriched category. We denote by Vect the linear supercategory
of super vector spaces. The tensor product (A.1) makes Vect into a monoidal
supercategory.
A super vector space A together with an even morphism A ⊗ A → A is
called a superalgebra. We denote by Alg the category of superalgebras. For
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a super vector space V , EndVect(V ) is an associative unital superalgebra. We
call a superalgebra A commutative if A is associative and unital and the
diagram
A⊗A //
τ

A
id

A⊗A // A
commutes where τ maps a ⊗ b to (−1)a˜b˜ b ⊗ a. We call a superalgebra A
skew-symmetric if the above diagram commutes with id replaced by −id.
For an element a of a unital superalgebra A and n ∈ K, we have
(
a
n
)
=
(−1)n
(
−a−1+n
n
)
and
(
a+1
n
)
=
(
a
n−1
)
+
(
a
n
)
. For non-negative integers n and
m, we have
∑m
i=n
(
i
n
)
=
(
m+1
n+1
)
. If a and b are commuting even elements of
A then for any n ∈ K we have
(
a+b
n
)
=
∑
i∈N
(
a
i
)(
b
n−i
)
and (a + b)(n) =∑
i∈N a
(i)b(n−i).
A superalgebra (g, [ , ]) is called a left super Leibniz algebra if the left
Leibniz identity
[[a, b], c] = [a, [b, c]] − (−1)a˜b˜ [b, [a, c]]
is satisfied for any elements a, b, c of g. Note that (g, a ⊗ b 7→ −(−1)a˜b˜[b, a])
is then a right super Leibniz algebra. We call a left super Leibniz algebra
just a super Leibniz algebra. A superalgebra g is a super Leibniz algebra if
and only if [a, ] is a derivation of g for any element a of g. See [LP93] for a
discussion of Leibniz algebras.
A skew-symmetric super Leibniz algebra is called a super Lie algebra.
There is a forgetful functor from associative superalgebras to super Lie alge-
bras given by A 7→ (A, [ , ]) where [a, b] := ab− (−1)a˜b˜ba. This functor has a
left adjoint U . The superalgebra U(g) is called the enveloping algebra of
g.
B Distributions and Fields
B.1 Distributions and Fields
We define distributions as continuous vector-valued functions on a commuta-
tive algebra which is endowed with a topology. In the next section and in the
main body of the text the commutative algebra will always be an algebra of
vertex or Laurent polynomials. Still we formulate the basic notions and re-
sults about distributions for arbitrary commutative algebras because in this
way it becomes more apparent where the special properties of algebras of
vertex polynomials enter the theory. Moreover, in this more general setting
our presentation parallels the discussion of distributions in analysis.
Another motivation for the more general approach is that one may define
fields as distributions which take values in an endomorphism algebra. This
corresponds to the definition of a quantum field in axiomatic quantum field
theory as an operator-valued distribution, see [SW00, Kaz99]. It was noted
by Chambert-Loir [CL00] that in the case of algebras of Laurent polynomials
this general definition of a field agrees with the usual one. Finally, Chambert-
Loir’s beautiful proof of the fact that local distributions can be expressed in
terms of derivatives of the delta distribution, see Proposition 2.3.3, is based
on the notion of a kernel distribution. It is useful to discuss this notion in
general terms.
Summary. In section B.1.1 we define the notions of a distribution and
of a field. In section B.1.2 we introduce kernel distributions and prove some
properties of the delta distribution. In section B.1.3 we define the notions of
mode, support, and restriction of a distribution.
Conventions. We denote by V and W vector spaces. We endow V with
the discrete topology.
B.1.1 Distributions, Test Functions, and Fields
Let C be a commutative algebra endowed with a topology, such that mul-
tiplication with any element is continuous, and let U be a topological vec-
tor space. A U -valued distribution on C is a morphism C → U of topo-
logical vector spaces. The elements of C are called test functions. The
vector space D(C,U) of U -valued distributions on C is a module over C.
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A morphism U → U ′ of topological vector spaces induces a morphism
D(C,U)→ D(C,U ′).
The weak topology on Vect(V,W ) is defined by the family of neigh-
borhoods of zero {a : V → W | a(V ′) = 0} where V ′ runs over the finite-
dimensional subspaces of V . A field on V over C is an End(V )-valued dis-
tribution on C where End(V ) is endowed with the weak topology. We note
that D(C,End(V )) = Vect(V,D(C, V )).
Because Vect(C,U) has much better functorial properties than D(C,U)
we consider in this section only the case where the topology of C is discrete
so that D(C,U) = Vect(C,U). When the topology of C is arbitrary we view
D(C,U) as a subspace of Vect(C,U).
Let C and C′ be commutative algebras. The morphism C′ → C⊗C′, a 7→
1 ⊗ a, induces a morphism of C′-modules
∫
C
: D(C ⊗ C′, V ) → D(C′, V )
which is called the residue morphism over C. If a is a distribution on C and
b is a test function then
a(b) = (ab)(1) =
∫
C
ab. (B.1)
To give a linear form
∫
: C → K is equivalent to giving a morphism of
C-modules ι : C → D(C,K). We have ι(a)(b) =
∫
ab and
∫
= ι(1) =
∫
C
◦ι.
If ∂ is a derivation of C then there exists a unique derivation ∂ of
the C-module D(C, V ) such that
∫
C
∂D(C, V ) = 0. This follows from the
integration-by-parts formula∫
C
∂(a)b = −ζ a˜∂˜
∫
C
a∂(b)
which is satisfied for any distribution a and any test function b. The morphism
C → D(C,K) induced by
∫
is compatible with ∂ if and only if
∫
∂C = 0
because both statements are equivalent to
∫
∂(a)b = −ζ a˜∂˜
∫
a∂(b).
In general, distributions do not form an algebra. However, distributions
can be multiplied if one allows for a change of the algebra of test functions.
Indeed, there exists a canonical morphism
D(C, V )⊗D(C′,W ) −→ D(C ⊗ C′, V ⊗W )
which is called juxtaposition and is written a ⊗ b 7→ ab. If W is a module
over an algebraA then juxtaposition induces a canonical morphismD(C,A)⊗
W → D(C,W ). In particular, there exists a canonical morphism D(C,C′)⊗
D(C′, V )→ D(C,D(C′, V )) = D(C ⊗ C′, V ).
B.1.2 Kernels and the Delta Distribution
Let C and C′ be commutative algebras. Consider the canonical isomorphism
K : Vect(C,D(C′, V )) →˜D(C ⊗ C′, V ) defined by K(α)(a ⊗ b) := α(a)(b).
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The distribution K(α) is called the kernel of α. From (B.1) follows that if
a ∈ C then
α(a) =
∫
C
K(α)a. (B.2)
If C′ = K then K(α) = α : C → V . The canonical isomorphism between
Vect(C,D(C′, V )) and ModC′(C ⊗ C′,D(C′, V )) will be used implicitly at
times.
If ε : C → C′, a 7→ ε(a) ≡ a(ε), is a morphism of algebras then the
kernel of ε is called the delta distribution on C at ε and is denoted by
δε = ε ∈ D(C,C′). From (B.2) follows that if a ∈ C then
a(ε) =
∫
C
δεa.
If a and b are test functions in C then (aε)(b) = ζ a˜ε˜ε(ab) = ζ a˜ε˜ε(a)ε(b)
and thus aδε = ζ
a˜ε˜ε(a)δε.
Let ∂ and ∂′ be even derivations of C and C′ such that ∂′ε(a) = ε(∂a)
for any a ∈ C. If c ∈ D(C′, V ) and n ∈ K then the product c(∂′)(n)δε ∈
D(C ⊗ C′, V ) is the kernel of the morphism c(∂′)(n)ε : C → D(C′, V ). For
any a ∈ C we have ∂′ε(a) = ε(∂a) = −∂ε(a) and thus ∂′δε = −∂δε. Let
z ∈ C such that ∂z = 1 and w := ε(z). For any n ∈ K and a ∈ C we
have (z − w)((∂′)(n)ε)(a) = ε(∂(n)((z − w)a)) = ε(∂(n−1)a) and thus (z −
w)((∂′)(n)δε) = (∂
′)(n−1)δε.
We call δC := δidC the delta distribution on C. Let
∫
be a linear form on
C such that the induced morphism C → D(C,K) is injective. Then we may
identify δC with the K-valued distribution on C⊗C defined by a⊗ b 7→
∫
ab.
From
∫
ab = ζ a˜b˜
∫
ba follows that γδC = δC where γ is the automorphism of
D(C⊗C, V ) induced by the automorphism ofC⊗C defined by a⊗b 7→ ζ a˜b˜b⊗a.
B.1.3 Modes of a Distribution
Let C be a commutative algebra and (us)s∈S be a basis of C. If a is a
distribution on C then the vector as := a(us) is called the s-th mode of a.
The support of a is the set of elements s of S such that as is non-zero.
Let U be a topological vector space. A family (as)s∈S in U is called
summable with sum a if a is the unique limit of the net (
∑
s∈T as)T where
T runs over the finite subsets of S. The sum of a summable family (as)s∈S
is denoted by
∑
s∈S as. See [Bou89b], Chapter III, §5, for a discussion of
summable families.
Let
∫
be a linear form on C. The canonical morphism V ⊗ C → V ⊗
D(C,K) → D(C, V ) induced by
∫
is written a ⊗ b 7→ ab. We endow the
module D(C, V ) with the weak topology. Assume that a basis (vs)s∈S of C
exists such that
∫
vsut = δs,t. Let a ∈ D(C, V ). The family (asvs)s∈S in
D(C, V ) is summable with sum a. In particular, V ⊗C is a dense submodule
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of D(C, V ). The restriction of a to a subset T of S is the distribution
a|T :=
∑
s∈T asvs. The kernel of a vector space morphism α : C → V is
given by
K(α) =
∑
s∈S
α(us) vs ∈ D(C, V ). (B.3)
B.2 Distributions and Fields on Vertex Polynomials
Summary. In section B.2.1 we consider distributions on algebras of vertex
and Laurent polynomials. In section B.2.2 we discuss vertex series and fields
over vertex polynomials. In section B.2.3 we discuss power series expansions
of rational functions.
Conventions. We denote by V and W vector spaces. We endow V with
the discrete topology.
B.2.1 Distributions on Vertex and Laurent Polynomials
For the theory of OPE-algebras the most important algebras of test functions
are the group rings K[KS] where S is a finite even set. The elements of K[KS ]
are called vertex polynomials. We explain below the topology on K[KS]. If
z1, . . . , zr are the elements of S then we denote K[K
S ] also by K[zK1 , . . . , z
K
r ].
The elements of S are called variables.
If we choose a total order z1 > . . . > zr on S then distributions on
K[KS] are denoted by a(z1, . . . , zr). Conversely, if we denote a distribution
by a(z1, . . . , zr) then it is understood that a(z1, . . . , zr) is a distribution on
K[KS] and that we have chosen the total order z1 > . . . > zr on S. A total
order on S is used when we write a vector of KS as an r-tuple (n1, . . . , nr).
It is also used implicitly in the definition of OPE-finiteness in section 2.5.3.
In the following we only discuss the case of one variable if the extension
to several variables is straightforward.
In this subsection we consider distributions defined with respect to the
discrete topology on K[zK]. In the next subsection we endow K[zK] with a
non-trivial topology.
We denote by V {z} the module of V -valued distributions on K[zK] where
K[zK] is endowed with the discrete topology. This notation was introduced in
[FLM88], Chapter 2.1. The residue morphism
∫
K[zK]
: V {z} → V is written
a(z) 7→
∫
a(z)dz ≡ resz(a(z)). Because K[zK, wK] = K[zK] ⊗ K[wK] we have
V {z, w} = V {z}{w}.
We denote by n 7→ zn the canonical morphism from the group K to the
group ring K[zK]. Thus (zn)n∈K is a basis of K[z
K] and znzm = zn+m.
There exists a unique derivation ∂z on K[z
K] such that ∂zz
n = nzn−1
for any n ∈ K. There exists a unique linear form
∫
on K[zK] such that
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∂zK[z
K] = 0 and
∫
z−1 = 1. Because
∫
znz−m−1 = δn,m we can identify
V [zK] := V ⊗K[zK] with a dense submodule of V {z}.
An automorphism α of the algebra K[zK] induces an automorphism of
V [zK]. If this automorphism extends to a bicontinuous automorphism α of
V {z} then α is written a(z) 7→ a(αz). For example, the automorphism zn 7→
z−n of K[zK] induces an automorphism a(z) 7→ a(z−1) of V {z}.
Juxtaposition defines a morphism
V {z} ⊗W{w} −→ (V ⊗W ){z, w}, a(z)⊗ b(w) 7→ a(z)b(w).
In particular, if M is a module over an algebra A then we obtain a morphism
A{z} ⊗M{w} →M{z, w}.
For historical reasons the modes an of a distribution a(z) are defined with
respect to the basis (zn)n∈K of K[z
K] rather than with respect to the basis
(z−n−1)n∈K. Therefore we have resz(a(z)) = a0 and a(z) =
∑
n∈K anz
−n−1.
We denote by V [[z±1]] the module of V -valued distributions on K[z±1]
where K[z±1] is endowed with the discrete topology. The inclusion K[z±1] ⊂
K[zK] induces an epimorphism V {z} → V [[z±1]]. Its restriction to the sub-
space of distributions a(z) such that a(z)|Z = a(z) is an isomorphism onto
V [[z±1]]. We thus identify V [[z±1]] with a subspace of V {z}. Distributions in
V [[z±1]] are called integral.
B.2.2 Vertex Series and Fields
The linear topology on K[zK] is defined by the neighborhoods of zero∑
n∈S
znK[z] +
∑
n∈K\(S+Z)
znK[z±1]
where S runs over the finite subsets of K. If U and U ′ are topological vector
spaces and (Us) and (U
′
s′) are neighborhood bases of zero of U and U
′ then
we define a topology on U ⊗ U ′ by taking (Us ⊗ U ′) + (U ⊗ U ′s′) as a neigh-
borhood basis of zero. The linear topology on K[zK, wK] is defined to be the
topology of the tensor product K[zK, wK] = K[zK]⊗ K[wK]. Note that K[zK]
and K[z±1, w±1] are not topological algebras.
We denote by V 〈z〉 the module of V -valued distributions on K[zK] where
K[zK] is endowed with the linear topology. Elements of V 〈z〉 are called vertex
series. A distribution a(z) is a vertex series if and only if the support of a(z) is
contained in finitely many cosets of Z< ⊂ K. The module V 〈z, w〉 is contained
in V [(z/w)K]{z} and there exists a morphism V 〈z, w〉 → V 〈z〉, a(z, w) 7→
a(z, z).
We give another description of V 〈z〉. We endow K[z] with the linear topo-
logy. Elements of the completion V [[z]] of V [z] := V ⊗K[z] are called power
series. The canonical monomorphism V [z]→ V [zK] extends to a continuous
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monomorphism V [[z]] → V {z} which induces an isomorphism K[zK] ⊗K[z]
V [[z]] →˜V 〈z〉.
The morphism of multiplication V [z]⊗K[z]W [z]→ (V ⊗W )[z] induces a
morphism V [[z]]⊗K[z]W [[z]]→ (V ⊗W )[[z]] which in turn induces a morphism
V 〈z〉 ⊗K[zK] W 〈z〉 → (V ⊗W )〈z〉, a(z)⊗ b(z) 7→ a(z)b(z).
This morphism coincides with the morphism a(z)⊗ b(z) 7→ a(z)b(w)|w=z.
Let S and S¯ be finite even sets and S → S¯, z 7→ z¯, be a bijection. We
define zˇ := (z, z¯) for any z ∈ S. Despite the resulting ambiguity, we write
V {zˇ} := V {z, z¯} and a(zˇ) := a(z, z¯).
We denote by Fr(V ) the module of fields on V over K[zˇ
K
1 , . . . , zˇ
K
r ]
where K[zˇK1 , . . . , zˇ
K
r ] is endowed with the linear topology. We have Fr(V ) =
Vect(V, V 〈zˇ1, . . . , zˇr〉). We denote by QEnd(V ) the module of fields on V over
K[z±1] where K[z±1] is endowed with the linear topology.
B.2.3 Power Series Expansions of Rational Functions
The morphism of fields Tz1,...,zr , which we defined in section 2.1.1, can be
made more explicit as follows. We first show that the morphism Tz : K(z)→
K((z)) is given in terms of Taylor series.
Remark. If f(z) is a rational function and n is an integer such that
znf(z) is regular at z = 0 then
Tz(f(z)) = z
−n
∑
m∈N
∂(m)z (z
nf(z))|z=0 z
m. (B.4)
Proof. Denote the right-hand side of (B.4) by T (f, n). The product for-
mula shows that T (f, n + m) = T (f, n) for any non-negative integer m.
Thus f(z) 7→ T (f, n) defines a well-defined map T : K(z) → K((z))
that is independent of the choice of n. The product formula implies that
T (f, n)T (g,m) = T (fg, n+m). Moreover, we have T (z) = z. Thus T = Tz
because of the universal property of Tz. ✷
The morphism Tzi : K(zi)→ K((zi)) induces a morphism
Tzi : KB(z1) . . . (zi) . . .B(zr) → KB(z1) . . . ((zi)) . . .B(zr)
where for any j 6= i the symbol B(zj) stands for either (zj) or ((zj)). Due to
its universal property, the morphism Tz1,...,zr is equal to the composition of
the morphisms Tz1 , . . . , Tzr in any order. For example, for r = 2 there exists
a commutative diagram
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K(z, w) = K(z)(w)
Tz
//
Tw

Tz,w
**UU
U
U
U
U
U
U
U
U
U
U
U
U
U
U
U
K((z))(w)
Tw

K(z)((w))
Tz
// K((z))((w)).
The morphism Tz1,...,zr commutes with ∂zi because the morphisms ∂zi ◦
Tz1,...,zr and Tz1,...,zr ◦ ∂zi are both derivations that agree for z1, . . . , zr.

C Bibliographical Notes
C.1 Chapter 1
Section 1.1. The notion of an OPE-algebra was introduced by Kapustin
and Orlov [KO], Definition 3.3. They use the term “vertex algebra” for it and
they call vertex algebras “chiral algebras”. The notion of a vertex algebra
was introduced by Borcherds [Bor86], section 4. Li [Li96], Proposition 2.2.4
and Proposition 2.2.6, proved that there are three equivalent definitions of a
vertex algebra.
Section 1.4. The idea of an operator algebra of quantum fields was
put forward by Polyakov [Pol74] and Kadanoff [Kad69, KC71]. The normal
ordered product of quantum fields was introduced by Wick [Wic50]. The use
of the operator product expansion was pointed out by Wilson [Wil69] and
Kadanoff [Kad69].
Section 1.6. Goddard [God89] calls equations (1.3) and (1.4) “duality”
and “locality”, resp. Huang showed in [Hua97b] that vertex operator algebras
can be formulated geometrically. The equivalence of the Jacobi identity with
locality and with duality and skew-symmetry is due to Li [Li96], Proposition
2.2.4 and Proposition 2.2.6. Bakalov and Kac [BK], Theorem 7.4, showed
that vertex algebras with a Virasoro vector can be defined in terms of duality
alone. Both Li and Bakalov and Kac assume the existence of an identity and
a translation operator.
The notion of a generalized vertex algebra was introduced by Dong and
Lepowsky [DL93]. Essentially the same concept was also defined by Feingold,
Frenkel, and Ries [FFR91] and by Mossberg [Mos94]. Huang formulated the
notion of an intertwining algebra in [Hua97a]. The notion of a Gn-vertex
algebra was introduced by Li [Li].
Section 1.8. The vertex operators of string theory were introduced by
Fubini and Veneziano [FV70].
Section 1.9. For the work of Huang on duality and locality for inter-
twiners, see [Hua] and references given there.
The original works about cosets, orbifolds, simple current extensions,
Gepner’s U(1)-projection, and BRST cohomology are [GKO86], [DHVW85],
[SY89], [Gep88], and [KO83, Fel89], respectively.
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C.2 Chapter 2
Section 2.1. The module V {z} is discussed in [FLM88], sections 2.1–2.2
and 8.1–8.3. The term “distribution” designating the elements of V {z} goes
back to Kac [Kac97b], equation (2.1.1), who calls the elements of V [[z±1]]
“formal distributions”.
The use of the operator product expansion in quantum field theory was
pointed out byWilson [Wil69] and Kadanoff [Kad69]. The concept of a normal
ordered product of quantum fields is due to Wick [Wic50].
Lemma 2.1.3 and Proposition 2.1.5 are due to Lian and Zuckerman [LZ95],
Proposition 2.3. The n-th products of the N-fold module of holomorphic dis-
tributions were originally defined for holomorphic fields by Li [Li96], Lemma
3.1.4, and by Lian and Zuckerman [LZ95], Definition 2.1. The equivalence
of the “OPE” for z > w (2.2) with the commutator formula (2.3) was
pointed out by Roitman [Roi99], equation (1.3). The normal ordered product
:a(z)b(w): was introduced by Lian and Zuckerman [LZ95], equation (2.2).
The holomorphic Jacobi identity was introduced by Frenkel, Lepowsky,
and Meurman [FLM88], section 8.10. The proof we give of Proposition 2.1.7
is due to Matsuo and Nagatomo [MN99], Corollary 3.2.2. Instead of g{zˇ}
they consider the Z-fold algebra of holomorphic fields in which case the holo-
morphic Jacobi identity is valid for any indices r ∈ N, s ∈ Z, and t ∈ N.
The associativity formula already appears in Borcherds’ definition of a
vertex algebra, [Bor86], section 4. Moreover, Borcherds [Bor86], section 8,
explains that a vertex algebra satisfies the commutator formula. Proposition
2.1.10 (i) is due to Li [Li96], equation (2.2.9). Proposition 2.1.10 (iii) and the
proof of Lemma 2.1.10 are due to Matsuo and Nagatomo [MN99], Proposition
4.3.3 and equation (4.3.1).
In [Kac97b], Theorem 4.8, equation (4.6.7), and Theorem 4.6, the Jacobi
identity is called Borcherds identity and the commutator formula is called
Borcherds commutator formula and when it is written in terms of OPEs it is
called Borcherds OPE formula. Kac [Kac98], Proposition 2.3 (d), proves that
the N-fold algebra g[[z±1]] satisfies the commutator formula. Remark 4.1.1
shows that his result implies Proposition 2.1.7.
Section 2.2. Proposition 2.2.3 (i), (iii) and Proposition 2.2.6 are due to
Li [Li96], Lemma 3.1.7 and Lemma 3.1.8. He considers the Z-fold algebra of
holomorphic fields.
The discovery of the Virasoro algebra is usually attributed to Gelfand and
Fuchs [GF68] who computed the cohomology of the Lie algebra of smooth
vector fields on the circle. The importance of this algebra was pointed out
by Virasoro [Vir70] who showed that an infinite number of operators Ln
act on the Fock space of the bosonic string that implement residual gauge
conditions and single out the physical state space in the Gupta-Bleuler quan-
tization of the string. The operators Ln generate the Virasoro algebra but
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the central term was overlooked by Virasoro. That was later found by Fubini
and Veneziano [FV71].
Section 2.3. The one-variable version δ(x) =
∑
n∈Z x
n of the delta
distribution δ(z, w) was introduced in [FLM88], equation (2.1.22). We have
δ(z, w) = z−1δ(w/z). The analogue of Proposition 2.3.1 with δ(z, w) replaced
by δ(x) is obtained in [FLM88], Proposition 8.1.2. Taylor’s formula for holo-
morphic fields a(z, w) and Propositions 2.3.3, 2.3.5, and 2.3.6 are due to
Kac [Kac98], Proposition 3.1, Corollary 2.2, Theorem 2.3, and Proposition
2.3 (c). The proof we give of Proposition 2.3.3 is due to Chambert-Loir [CL00],
Proposition 2.2.
The identity of holomorphic skew-symmetry was discovered by Borcherds
[Bor86], section 4. It is one of the axioms in his definition of a vertex algebra.
The original version of Dong’s lemma for holomorphic locality deals with the
n-th products of the Z-fold algebra of holomorphic fields and is due to Li
[Li96], Proposition 3.2.7, who acknowledges Dong for providing a proof of it.
The effective bound on the order is due to Matsuo and Nagatomo [MN99],
Proposition 2.1.5.
Section 2.4. The notion of a holomorphic field is due to Li [Li96], Defini-
tion 3.1.1. Kac [Kac97b], equation (1.3.1), gave this notion the name “field”.
This term already appears in [FKRW95], section 3, where it is used for ho-
mogeneous End(V )-valued distributions in the case that V is endowed with a
gradation that is bounded from below. The n-th products of the Z-fold alge-
bra Fz(V ) of holomorphic fields were defined by Li [Li96], Lemma 3.1.4, and
by Lian and Zuckerman [LZ95], Definition 2.1. The normal ordered product
:a(z)b(z): was also introduced in [FKRW95], equation (3.2). Proposition 2.4.3
is due to Li [Li96], Proposition 3.2.9.
Proposition 2.4.5 (ii) is an extension of a result of Li [Li94], Proposi-
tion 3.3 (a). Proposition 2.4.5 (iii) is due to Matsuo and Nagatomo [MN99],
Lemma 5.1.2. Proposition 2.4.6 is due to Li [Li96], Lemma 3.1.6.
Independently from Lian-Zuckerman and Li, Meurman and Primc [MP99],
Propositions 2.3 and 2.5, defined the n-th products of holomorphic fields,
proved that these products preserve translation covariance, dilatation covari-
ance, and creativity, and proved Dong’s lemma for holomorphic locality.
Section 2.5. The definition of the canonical non-integral powers (µzˇ +
νwˇ)hˇ is due to Kapustin and Orlov [KO], section 3.2. Proposition 2.5.3 is due
to Kapustin and Orlov [KO], Lemma B.1. The idea of the proof of Remark
2.5.4 is due to D. Orlov. Proposition 2.5.5 is due to Kapustin and Orlov [KO],
Proposition B.5.
Section 2.6. The definition of locality and Proposition 2.6.1 are due
to Kapustin and Orlov [KO], Definition 3.3, Proposition B.4, and end of
appendix B. The idea of the proof of Lemma 2.6.1 (iii) is due to D. Orlov.
Goddard’s uniqueness theorem was first derived by Goddard in the framework
of meromorphic conformal field theory [God89], Theorem 1. Because local
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holomorphic fields are additively local Dong’s lemma for additive locality is
an extension to the K2-fold algebra of fields of a result of Kapustin and Orlov
[KO], Lemma B.7, that only concerns the Z-fold module F(V ) over Fz(V ).
Their result in turn generalizes the original Dong’s lemma which only deals
with the Z-fold algebra Fz(V ).
C.3 Chapter 3
Section 3.2. Kapustin and Orlov [KO], Definition 3.3, define a vertex
algebra as a local bounded Kˇ-fold algebra together with a translation gene-
rator Tˇ and an invariant strong identity such that T and T¯ commute. They
prove [KO], Corollary B.3, that Tˇ is a translation operator. Proposition 3.2.1
shows that their notion of a vertex algebra is equivalent to the notion of an
OPE-algebra. Proposition 3.2.2 is due to Kapustin and Orlov [KO], Proposi-
tion B.4 and Corollary B.6. The analogue for vertex algebras of Proposition
3.2.3 (i) is due to Matsuo and Nagatomo [MN99], Theorem 6.3.3. The ana-
logue for vertex algebras of Proposition 3.2.3 (ii) was stated without proof by
Lian and Zuckerman [LZ94], Theorem 5.6, under the additional assumption
that F contains the identity field. The analogue was proven by Matsuo and
Nagatomo [MN99], Theorem 5.3.2. The existence theorem for OPE-algebras
is a generalization of the existence theorem for vertex algebras which is due
to Frenkel, Kac, Radul, and Wang [FKRW95], Proposition 3.1, and Meurman
and Primc [MP99], Theorem 2.6. The proof we give is an extension of the
proof of the existence theorem for vertex algebras that was given by Matsuo
and Nagatomo [MN99], Corollary 6.4.1.
Section 3.3. Lemma 3.3.1 and Proposition 3.3.1 are extensions of two
results of Li about Gn-vertex algebras [Li], Proposition 3.10 and Theorem
3.7. The notion of a Gn-vertex algebra is a generalization of the notion of
a vertex algebra from Z-fold algebras to Zn-fold algebras; in other words,
integral distributions in one variable are replaced by integral distributions in
n variables. Li [Li], Definition 3.1, defines a Gn-vertex algebra as a bounded
Zn-fold algebra with an identity and translation generator satisfying a multi-
variable holomorphic Jacobi identity. This Jacobi identity has 2n+1 terms. In
Theorem 3.7 Li proves that a Gn-vertex algebra can equivalently be defined
in terms of boundedness, existence of an identity, translation covariance, and
multi-variable holomorphic locality. In Proposition 3.10 Li proves that a Gn-
vertex algebra can equivalently be defined in terms of boundedness, existence
of an identity, translation covariance, multi-variable holomorphic duality, and
multi-variable holomorphic skew-symmetry.
The Jacobi identity as defined in section 3.3.3 combines the Jacobi identity
for generalized vertex algebras [DL93, FFR91, Mos94] and the Jacobi identity
for G2-vertex algebras. Proposition 3.3.5 is an extension of a result of Li [Li],
Proposition 3.5, that states that the Jacobi identity in the definition of a Gn-
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vertex algebra can be replaced by multi-variable holomorphic duality plus
multi-variable holomorphic locality.
Section 3.4. Proposition 3.4.1 (iii) with “left identity” replaced by
“strong identity” is exactly Borcherds’ original definition of a vertex alge-
bra [Bor86], section 4. Li [Li96], Proposition 2.2.4 and Proposition 2.2.6,
proves that for a bounded Z-fold algebra V with an identity and a trans-
lation operator the following statements are equivalent: (i) V satisfies the
holomorphic Jacobi identity; (ii) V is holomorphically local; (iii) V satisfies
holomorphic duality and holomorphic skew-symmetry. He also states [Li96],
Corollary 2.2.7, that Borcherds’ definition of a vertex algebra is equivalent to
the definition in terms of properties (i)–(iii). In [FHL93], Remark 2.2.4, it is
shown that a vertex operator algebra can be defined in terms of injectivity
of Y and existence of a left identity. Proposition 3.4.1 (vii) is the analogue of
this result for vertex algebras.
Li [Li96] defines a module over a vertex algebra V as a vector space M
together with a linear map Y : V → Fz(M) and a translation operator such
that Y (1, z) = 1(z) and the Jacobi identity is satisfied. He notes, Proposition
2.3.3, that in this definition the Jacobi identity can be replaced by duality.
Proposition 3.4.2 is a variation of his result. The first two claims of Remark
3.4.2 are due to Li [Li96], Theorem 3.2.10 and Corollary 3.2.11.
In [MS99], equation (1.3.4), it is claimed that the associativity formula
implies the Jacobi identity. The remark made after Proposition 3.4.4 shows
that this is wrong.
C.4 Chapter 4
Section 4.1. The notion of a conformal algebra was introduced in-
dependently by Kac [Kac97b], Definition 2.7b, and Primc [Pri99], equation
(3.3). The claim made in [Kac97b], equation (2.7.2), and also in [Kac98],
after Definition 2.7, that in the definition of a conformal algebra it suf-
fices to require that there exists a translation endomorphism, is wrong. A
survey about conformal algebras is given in [Kac99]. Under natural addi-
tional assumptions conformal algebras are amenable to classifications, see
[Kac97a, Yam, Kac01, FK]. Remark 4.1.1 is due to Primc [Pri99], Lemma
6.1 and Lemma 6.2. Proposition 4.1.1 is due to Kac [Kac97b], beginning of
section 2.7.
The notion of a local Lie algebra was introduced by Kac [Kac97b], Defi-
nition 2.7a and equation (4.7.1). He calls them “regular formal distribution
Lie algebras”. The claim made in [Kac97b] after equation (4.7.1) and also
in [Kac98], equation (4.7.1), that in the definition of a local Lie algebra g it
suffices to require that there exists an operator of g for which F is translation
covariant, is wrong. A notion very similar to the notion of a local Lie algebra
was defined by Dong, Li, Mason [DLM], Definition 3.1.(1).
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Section 4.1.4 about superaffinization Kac [Kac97b], section 2.5. Proposi-
tion 4.1.5 is due to Kac [Kac98], equation (2.7.4) and Remark 2.7d.
Remark 4.1.6 is due to Borcherds [Bor86], section 4, in the case of vertex
algebras and to Primc [Pri99], Lemma 3.1, and Kac [Kac97b], Remark 2.7a, in
the general case. Primc [Pri99], Theorem 4.1, proves that if R is a conformal
algebra then g(R) is a Lie algebra with a derivation.
Proposition 4.1.7 (i) is due to Kac [Kac98], after Remark 2.7d. Proposition
4.1.7 (ii) is due to Primc [Pri99], Proposition 4.4 and Theorem 4.6, and Kac
[Kac98], before Lemma 2.7. Dong, Li, Mason [DLM], Lemma 5.3, obtained
this result in the special case of vertex algebras. Proposition 4.1.7 (iii) is due
to Roitman [Roi99], Proposition 1.3.(e). Moreover, Roitman [Roi99], Propo-
sition 1.3, observes that Proposition 4.1.7 holds in the generality of N-fold
algebras.
The definition of an irregular ideal and the equivalence between certain
categories of local Lie algebras and conformal algebras is due to Kac [Kac98],
Theorem 2.7. Proposition 4.1.9 is due to Roitman [Roi99], Proposition 3.1.
Section 4.2. Proposition 4.2.1 is due to Primc [Pri99], Theorem 5.3, in
the case g = g(R) and to Kac [Kac97b], Theorem 4.7, and Dong, Li, Mason
[DLM], Theorem 4.8, in the general case. Remark 4.2.3 and Corollary 4.2.3
are due to Primc [Pri99], Proposition 5.4 and Theorem 5.5. The proof we
give of Corollary 4.2.3, using the universal property of the Verma module,
is different from Primc’s and was found by Roitman [Roi00], Theorem 2.4.
Primc [Pri99], Theorem 5.8, and Dong, Li, Mason [DLM], Theorem 4.8, prove
that any g-module is a V (g)-module. This result follows from Proposition
4.1.10 (i) and Proposition 4.2.3 (ii).
Borcherds [Bor86], section 4, mentions that there exists a free vertex al-
gebra associated to any pole order bound and that it can be constructed as
a subalgebra of the lattice vertex algebra of a lattice that is associated to
the pole order bound. Roitman [Roi99], end of section 3.1, constructs the
free vertex algebra corresponding to a non-negative pole order bound as the
enveloping vertex algebra of a free conformal algebra.
Primc [Pri99], Lemma 7.1, proves that there exists a unique N-fold algebra
structure with translation operator onK[T ]⊗K(S) such that s(n)t = O(s, t, n).
This is the main part of Remark 4.2.5. Moreover, Primc [Pri99], Theorem 8.4,
proves that if O is a linear OPE that contains a conformal vector such that
the elements of S are quasi-primary, kˆ is the only element of weight zero,
the weights are all non-negative, and there are only finitely many elements
of a given weight then K[T ]⊗ K(S) ⊕ Kkˆ is a conformal algebra if and only
if the elements of S satisfy the Jacobi identity and skew-symmetry. Primc’s
proof makes essential use of the existence of a conformal vector. Proposition
4.2.5 is a generalization and an extension of the result of Primc. Kac [Kac97b],
Theorem 2.7, sketches a proof of the statement that K[T ]⊗K(S) has a unique
structure of a conformal algebra if the elements in S satisfy boundedness,
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skew-symmetry, and the commutator formula. This theorem is omitted in
the second edition [Kac98].
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additive duality, 86
additive locality, 86
additive OPE-algebra, 83
additively dual states, 73
additively local fields, 68
affinization
– of a Lie algebra, 102
– of an N-fold algebra, 104
Alg, 119
annihilation part, 17
anti-chiral algebra, 79
anti-holomorphic distribution, 15
associativity formula, 21
bounded distribution, 19
bounded K2-fold module, 19
bounded vector, 19
centered conformal algebra, 98
centered local Lie algebra, 100
central element of an N-fold algebra, 98
chiral algebra, 79
Clifford affinization, 102
commutative Z-fold algebra, 94
commutative superalgebra, 120
commutator formula, 17, 21
commuting states, 78
complete set of distributions, 64
ConfA, 98
ConfAk, 98
conformal algebra, 98
conformal distribution, 33
conformal OPE-algebra, 81
conformal vector, 33
conformal vertex algebra, 93
conformal weight, 28
creation part, 17
creative distribution, 48
creative state, 47
delta distribution, 34
– on a commutative algebra, 123
– shifted, 87
derivation, 18
derivative, 14
dilatation covariant, 29
dilatation operator, 28
– holomorphic, 28
distribution, 13
– integral, 125
– on a commutative algebra, 121
dual length, 74
dual numerator, 74
dual OPE, 73
– for w > z − w, 73
– for z −w > w, 73
dual pole order
– of dual OPE, 73
– of vectors, 74
dual states, 73
enveloping algebra, 120
even, 119
exponential, 26
extension by zero, 18
F¯ , 98
family of OPEs, 114
field, 43, 122, 126
– holomorphic, 44
field-state correspondence, 48
free conformal algebra, 108
free vertex algebra, 114
full identity, 47
fully unital K2-fold algebra, 48
generating set of distributions, 80
142 Index
gradation of a vector space, 28
graded K2-fold module, 28
graded vector space, 28
Hamiltonian, 28
highest weight vector, 110
holomorphic distribution, 15
holomorphic duality, 21
holomorphic field, 44
holomorphic Jacobi identity, 19
holomorphic locality, 21
holomorphic skew-symmetry
– for a pair of states, 40
holomorphic state, 19
holomorphic vector, 19
holomorphically dual states, 73
holomorphically local, 38
homogeneous subspaces, 28
homogeneous vector, 28
ideal, 78
ideal of an N-fold algebra, 98
identity, 47
identity field, 49
integral distribution, 14, 125
integration-by-parts formula, 122
invariant right identity, 47
invariant vector, 46
irregular ideal, 107
Jacobi identity
– for bounded Kˇ-fold algebras, 86
– holomorphic, 19
juxtaposition, 14, 122, 125
Kˇ, 52
kernel
– distribution, 123
kernel distribution, 34
Laurent polynomial, 14, 35
Laurent series, 14
leading term, 56
left identity, 47
Leibniz algebra, 120
Leibniz identity, 120
length
– of dual OPE, 73
length of an OPE, 52
level
– of a centered conformal algebra, 98
– of a module, 100
– of a vertex module, 108
linear supercategory, 119
linear topology, 125
local fields, 60
local holomorphic distribution, 37
local Lie algebra, 100
local mode algebra, 98
– of a conformal algebra, 106
local of order h, 61
local states, 71
locally finite gradation, 82
loop Lie algebra, 101
Mo¨bius transformation, 31
mode, 13, 123
mode algebra
– of an N-fold algebra, 105
mode infimum, 19
– for N-fold algebras, 98
module
– over a local Lie algebra, 100
module over a Z-fold algebra, 92
monoidal supercategory, 119
morphism of OPE-algebras, 77
multiply local states, 71
mutually dual states, 73
mutually local fields, 60
mutually local of order h, 61
normal ordered product, 17, 45
numerator
– of an OPE, 55
– of dual OPE, 73
numerator of an OPE, 52
o′(a, b), 19
oR(a, b), 98
odd, 119
OPE, 18, 52
OPE-algebra, 77
– additive, 83
– of CFT-type, 82
OPE-coefficient, 18
OPE-finite distribution, 52
OPE-length, 55
operator, VI
operator product expansion, 18
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pair of conformal distributions, 33
parity, 119
partial S-fold algebra, 57
pole order, 61
pole order bound, 107
– non-negative, 107
pole order of an OPE, 52
pole orders of a distribution, 55
power map, 50
– compatible with a differential, 50
– compatible with an involution, 50
power series, 14, 126
radial ordering, 44
reduced dual OPE, 74
reduced OPE, 54
regular local Lie algebra, 107
regular part of the OPE, 18
residue, 16, 122
restriction
– of a distribution, 16, 124
– of an S-fold module, 18
right identity, 47
S-Alg, 105
scaling dimension, 28
S-fold algebra, 15
S-fold module, 15
S-fold submodule, 27
shifted delta distribution, 87
skew-symmetric superalgebra, 120
skew-symmetry, 63
space of fields, 19
special conformal transformations, 31
spectrum of a graded vector space, 82
spin, 28
state, 19
state space, 19
state-field correspondence, 19
statistical distribution, 63
statistical graded vector space, 82
s-th product, 15
strong identity, 47
strong right identity, 47
strong unital K2-fold algebra, 48
strongly creative distribution, 48
strongly creative state, 47
sum
– of a summable family, 123
summable
– family of vectors, 123
super Leibniz algebra, 120
super Lie algebra, 120
super vector space, 119
superaffinization, 101
superalgebra, 120
– commutative, 120
– skew-symmetric, 120
superloop Lie algebra, 101
superset, 119
support, 14
– of a distribution, 123
tensor product of OPE-algebras, 78
test function, 121
T -fold submodule, 78
translation covariant distribution, 25
translation endomorphism, 24
translation generator, 24
– holomorphic, 24
translation operator, 24
unital K2-fold algebra, 48
unitary K2-fold module, 48
variables, 124
Verma module, 110
vertex algebra, 78
– over a local Lie algebra, 111
vertex algebra of CFT-type, 93
vertex module, 108
vertex operator algebra, 93
vertex polynomial, 124
vertex series, 19, 125
Virasoro algebra, 32
Virasoro distribution, 33
Virasoro vector, 33
weak topology, 122
weight, 28
Witt algebra, 31
