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Abstract
We consider a filtering problem when the state process is a reflected Brownian motion X t and the
observation process is its local time Λs , for s ≤ t . For this model we derive an approximation scheme based
on a suitable interpolation of the observation process Λt . The convergence of the approximating filter to
the original one combined with an explicit construction of the approximating filter allows us to derive the
explicit form of the original filter. The last result can be obtained also by means of the Aze´ma martingale.
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1. Introduction
Let (X t , Yt ) be a stochastic system. We assume that the state process X t of the system cannot
be directly observed, while the other component Yt is completely observable and is referred to as
the observation process. The aim of stochastic filtering is the computation of the conditional law
of the state process at time t , given the observation process up to time t . Equivalently the aim is
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the computation of
E[g(X t )/FYt ],
for all functions g belonging to a determining class, i.e. the best estimate of g(X t ) given the
σ -algebra of the observations up to time t , FYt = σ {Ys, s ≤ t}.
The classical situation arises when the observation process Yt is a noisy function of the state
X t , and when the noise can be represented via martingales. The typical example is
Yt =
∫ t
0
h(Xs)ds + Bt ,
with Bt a Brownian motion, and is a generalization of the Kalman filter. In this case the problem
can be solved either by the “innovation” method or by the “reference probability” method applied
to nonlinear filtering (see, for example, the classical books by Elliott [6] and by Kallianpur [12]).
These methods are based on martingale representation properties and allow one to characterize
the conditional distribution of X t given FYt as the solution of a system of equations, usually
called the filter equation.
Another situation of interest is the so-called singular filtering. It arises when the observation
is a deterministic functional of the state. A first example arises when
Yt =
∫ t
0
h(Xs) ds,
or more generally when Yt is a functional of the state X up to time t and is absolutely continuous
in time. A second example arises when the observation Yt is a function of the state X at a fixed
time t , i.e. when
Yt = h(X t ).
In these cases the classical methods cannot be applied because the necessary martingale
representation properties are not satisfied. There is not yet a general theory for solving such
problems. On the other hand, much work has been done in order to give good approximations
both for the first kind of example (see Ko¨rezliog˘lu and Runggaldier [14] and references therein)
and for the second one (see the papers by Joannides and Le Gland [10] and [11]).
In this paper we deal with the problem of filtering a reflected Brownian motion when the
observation process is its local time at level zero.
We start with the reflection in the sense of the Skorohod problem: letW be a Brownian motion;
we assume that (X, Y ) is the unique solution of the Skorohod problem (see, e.g., Karatzas and
Shreve [13]) for W , so that
X t = Wt + Λt , Yt = Λt , (1)
where
Λt = `t (W ) (2)
and ` is the deterministic functional
` : DR[0,+∞)→ DR[0,+∞); `t (x) = − inf
0≤s≤t (x(s) ∧ 0) = − inf0≤s≤t (x(s)) ∧ 0.
(3)
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Recall that Wt +Λt ≥ 0 for every t and Λt is increasing. Moreover, as Wt has continuous paths,
Λt is continuous and the corresponding measure dΛt is carried by the set {u s.t. Wu + Λu = 0}.
Finally for any stopping time σ such that Wσ + Λσ = 0 on {σ < ∞}, the law of the shifted
process (Wσ+t + Λσ+t ,Λσ+t − Λσ ) conditioned to {σ < ∞} is the same as the law of the
process (Wt + Λt ,Λt ). The above properties imply that Λt is (up to a constant) the local time of
the reflected Brownian motion (see Chapter IV of Bertoin [3] and Proposition 5 therein).
The above model (1) can be viewed as the diffusive approximation, in heavy traffic conditions,
of a sequence of rescaled queueing systems (see, e.g., the papers by Harrison and Williams [8]
and [9], and the more recent paper by Bramson and Dai [4]). In this set-up the state is the size
of the queue, and the observation is the total time the queue has spent at zero, the so-called idle
time (see Prabhu [16]). In a companion paper [15] we study the sequence of filters for rescaled
M/M/1 queues, given the idle time, and prove that the sequence converges to the filter of model
(1), under conditions which are slightly stronger than the usual heavy traffic conditions.
Our aim is the computation of E[g(Wt +Λt )/FΛt ]. As the process Λt is FΛt -measurable, it is
equivalent to consider the state-observation system (W,Λ) and compute
pit (g) = E
[
g(Wt )/FΛt
]
. (4)
This problem naturally comes into the frame of singular filtering since it is a deterministic
functional of the whole history of the state W up to time t as in the first example, but with
the non-trivial difference that in our model Λt is singular w.r.t. the Lebesgue measure. Therefore,
to our knowledge, the techniques in the frame of singular filtering do not apply.
In the case of standard Brownian motion, we compute explicitly the filter, by means of
a simple approximation procedure, using the classical techniques of filtering with respect to
counting processes (see Bre´maud [5]) and the basic properties of Brownian motion, such as the
continuity of the paths, the independence and homogeneity of the increments, and the reflection
principle. We obtain
E
[
g(Wt + Λt )/FΛt
]
=
∫ ∞
0
g
(
y
√
ζt
)
ye
−y2
2 dy, (5)
where ζt is the elapsed time from the last visit to 0 for the process X t = Wt + Λt , that is
ζt = t − sup{u < t s.t. Wu + Λu = 0}, (6)
which is FΛt -measurable, since
sup{u < t s.t. Wu + Λu = 0} = sup{u < t s.t. Λu < Λt } a.s. (7)
A result similar to (5) can be obtained when considering the reflection X t = |Bt | of a standard
Brownian motion Bt , and Yt = L t (|B|), the local time of |Bt |, defined, as usual, via the Tanaka
formula. In this case, we obtain
E
[
f (|Bt |)/F L(|B|)t
]
=
∫ ∞
0
f (y |µt |)ye− y
2
2 dy, (8)
where
µt = sgn(Bt )
√
t − gt (B), with gt (B) = sup{s < t : Bs = 0}, (9)
is the process introduced by Aze´ma and Yor in [2] and coincides, up to a constant with the so-
called the Aze´ma martingale (see Protter [17]). The above result (8) can be derived by taking into
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account some properties of the Aze´ma martingale and of local times (see Section 5). Though such
properties are well known and can be found in classical books such as Protter [17], or Revuz and
Yor [18], it seems to us that these properties are less elementary than those used to obtain (5),
though, on the other hand, they do not involve filtering theory at all.
Our approach consists in constructing an L1-approximation for pit (g) for a large class of
functions g, by conditioning to FΛnt , where Λnt is a suitable approximation for the observation
Λt . The approximating sequence Λnt (defined in Section 2) has the following properties.
(i) The processΛnt is proportional to a counting process and therefore we can use the techniques
of nonlinear filtering with counting observations, as in the classical book by Bre´maud [5].
(ii) The sequence of processes Λnt converges to Λt for all ω in the space DR[0,∞) w.r.t. the
topology of the uniform convergence.
(iii) The information FΛnt carried by Λn up to time t is increasing in n and
∨
n FΛ
n
t coincides
with FΛt , the information carried by Λ up to time t .
As a consequence (see Theorem 2.4), the sequence of approximating the filter
pint (g) = E
[
g(Wt )/FΛnt
]
(10)
converges to pit (g)P-a.s. and in L1(Ω , dP), and therefore in L1([0, T ] ×Ω , dt × dP). When W
is a standard Brownian motion we provide an explicit expression for pint (g) (see Theorem 3.3):
pint (g) =
1
2Φ
(
1
2n
√
s
)
− 1
∫ +∞
− 12n
g
(
− j
2n
+ x
) e− x22s√
2pis
− e
− (
2
2n +x)2
2s√
2pis
 dx
∣∣∣∣∣∣∣
s=t−σ nj
,
when σ nj < t < σ
n
j+1, where {σ nj , j ∈ N} are the jump times of Λn , and where Φ is the
distribution function of a standard Gaussian random variable.
Successively (see Section 4) the previous expressions for pint (g) allow us to identify the
original filter pit (g). In Theorem 4.4 we get its explicit expression:
E
[
g(Wt )/FΛt
]
=
∫ ∞
0
g
(−l + y√s) ye−y22 dy∣∣∣∣
l=Λt ,s=ζt
,
and then (5) immediately follows.
The previous steps (i)–(iii) can be repeated for a large class of processes, such as diffusions
or Le´vy processes without negative jumps, and in particular for a general Brownian motion with
drift coefficient c and diffusion coefficient a2 (see Section 6). In the latter case the approximating
filters and the exact filter are modifications of the corresponding filters for the standard Brownian
motion. We obtain them (see Theorems 6.1 and 6.2) starting from the standard Brownian motion
case, via a deterministic time change, the Girsanov theorem and the Kallianpur–Striebel formula.
2. Approximation results
Let (Ω ,F, P) be a probability space and let W be a standard Brownian motion defined on
it. Let (X, Y ) = (W + Λ,Λ) be the solution of the Skorohod problem (1); then, as already
mentioned in the Introduction, Λt is the local time at level 0 of the process X t .
Observe that W0 = 0, so that
Λt = − inf
0≤s≤t (Ws) . (11)
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For each n ∈ N consider the sequence of stopping times σ nj , j ≥ 0, defined as the first time the
process Λt crosses the threshold
j
2n , that is
σ n0 = 0, σ nj = inf
{
t s.t. Λt ≥ j2n
}
, (12)
or, equivalently, as the first time the process Wt crosses the threshold − j2n , that is
σ n0 = 0, σ nj = inf
{
t s.t. Wt ≤ − j2n
}
. (13)
The approximating observation process Λn is the DR[0,+∞)-valued process
Λnt =
∞∑
j=0
j
2n
I(σ nj ≤ t < σ nj+1) =
1
2n
∞∑
j=0
I(σ nj ≤ t), (14)
where I(A) denotes the indicator function of A.
Remark 2.1. It is easy to see that Λnt = `(W nt ), whereW nt =
∑∞
k=0 Wτ nk I(τ
n
k ≤ t < τ nk+1), with
τ n0 = 0 and τ nk+1 = inf{t > τ nk , s.t. |Wt − Wτ nk | > 12n } (see e.g. Section 4 of [15]). Then clearly
the Λn converge to Λ, uniformly on compact sets, since ` is a continuous function w.r.t. the
topology of the uniform convergence on compact sets. Nevertheless the convergence holds in a
stronger sense, as explained in the following lemma.
Lemma 2.2. Let Λ and Λn be defined as in (11) and (14) respectively. Then for every t ≥ 0 and
ω ∈ Ω ,
Λnt (ω) ≤ Λt (ω) ≤ Λnt (ω)+
1
2n
. (15)
Proof. The process Λ has nondecreasing paths, which are also continuous, since the Brownian
motion has continuous paths. The continuity property implies Λσ nj+1 =
j+1
2n = Λσ nj + 12n and
therefore
Λnt = Λnσ nj = Λσ nj , for any t ∈ [σ
n
j , σ
n
j+1).
The nondecreasing property implies
Λσ nj ≤ Λt ≤ Λσ nj+1 = Λσ nj +
1
2n
, for any t ∈ [σ nj , σ nj+1),
and (15) follows immediately. 
For notational convenience from now on we set
Gnt = FΛ
n
t = σ
(
Λns , s ≤ t
)
and G∞t =
∨
n
Gnt .
The following result is the most important tool for showing the convergence result.
Lemma 2.3. Let t ∈ R+. Then {Gnt , n ∈ N} is an increasing sequence of σ -algebras and
G∞t = FΛt .
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Proof. The choice of the thresholds j2n yields σ
n+1
2 j = σ nj (see (12) or (13)), so that, by (14), Λnt
is Gn+1t -measurable. Therefore Gnt ⊆ Gn+1t . Moreover, for each choice of t1 ≤ t2 ≤ · · · ≤ tm ≤ t ,
and for each ω ∈ Ω , it occurs that (Λnt1 , . . . ,Λntm ) → (Λt1 , . . . ,Λtm ) so that (Λt1 , . . . ,Λtm ) ∈
G∞t , and therefore G∞t ⊇ FΛt . Finally, by (12) and (14) Λnt is FΛt -measurable, i.e. Gnt ⊆ FΛt for
each n ∈ N. 
Theorem 2.4. Let g be a bounded measurable function. Then
pint (g) = E
[
g(Wt )/Gnt
]→ pit (g) = E [g(Wt )/FΛt ] a.s. and in L1(Ω , dP). (16)
Proof. Lemma 2.3 guarantees that pit (g) = E
[
g(Wt )/FΛt
] = E [g(Wt )/G∞t ]. Moreover,
for each t ∈ R+ and g fixed, pint (g) coincides with Mn = E
[
g(Wt )/Gnt
]
. The sequence
{Mn, n ≥ 1} is a bounded uniformly integrable Gnt -martingale in discrete time, so that the Mn
converge to M∞ = E
[
g(Wt )/G∞t
]
, that is (16).
3. The approximating filter
In order to derive the explicit expression of pint (g) = E
[
g(Wt )/Gnt
]
we need the following
preliminary result.
Proposition 3.1. The conditional law of Wt given Gnt admits the following representation P-a.s.:
E
[
g(Wt )/Gnt
]
=
∞∑
j=0
E
[
g
(
− j2n +Ws+σ nj −Wσ nj
)
I
(
Snj+1 > s
)]
s=t−σ nj
E
[
I(Snj+1 > s)
]
s=t−σ nj
I
{
σ nj ≤ t < σ nj+1
}
, (17)
where {σ nj , j ≥ 0} are defined by (13), and {Snj = σ nj − σ nj−1, j ≥ 1}.
Moreover, let W ∗s be a standard Brownian motion, let Λ∗s be the local time at level 0 of the
reflected process W ∗s + Λ∗s ; then
E
[
g(Wt )/Gnt
] = ∞∑
j=0
E
[
g
(
− j
2n
+W ∗s
)
/Λ∗s <
1
2n
]
s=t−σ nj
I
{
σ nj ≤ t < σ nj+1
}
. (18)
Proof. Observe that
E
[
g(Wt )/Gnt
] = ∞∑
j=0
E
[
g(Wt )/Gnt
]
I
{
σ nj ≤ t < σ nj+1
}
,
since
{
{σ nj ≤ t < σ nj+1}, j ∈ N
}
is a Gnt -measurable partition. Moreover (see [5] Chapter III T5)
Gnt ∩
{
σ nj ≤ t < σ nj+1
}
= σ
{
σ n0 , . . . , σ
n
j
}
∩
{
σ nj ≤ t < σ nj+1
}
= Gn
σ nj
∩
{
σ nj ≤ t < σ nj+1
}
574 G. Nappo, B. Torti / Stochastic Processes and their Applications 116 (2006) 568–584
so that, for any Gnt -measurable random variable Y , there exists a Gnσ nj -measurable random variable
Y ′ s.t.
Y I
{
σ nj ≤ t < σ nj+1
}
= Y ′I
{
σ nj ≤ t < σ nj+1
}
.
In particular, taking Y = E [g(Wt )/Gnt ] and conditioning both sides on Gnσ nj , we get
E
[
E
[
g(Wt )I
{
σ nj+1 > t
}
/Gnt
]
/Gn
σ nj
]
I
{
σ nj ≤ t
}
= Y ′I
{
σ nj ≤ t
}
P
(
σ nj+1 > t/Gnσ nj
)
.
Then, recalling that σ nj+1 = σ nj + Snj+1,
Y ′ =
E
[
g(Wt )I
(
Snj+1 > t − σ nj
)
/Gn
σ nj
]
P
(
Snj+1 > t − σ nj /Gnσ nj
) I {σ nj ≤ t} .
Moreover Wσ nj = −Λσ nj = −
j
2n and, on
{
σ nj ≤ t < σ nj+1
}
, Wt = − j2n +Wt −Wσ nj . So
E
[
g(Wt )I
(
Snj+1 > t − σ nj
)
/Gn
σ nj
]
P
(
Snj+1 > t − σ nj /Gnσ nj
) I {σ nj ≤ t < σ nj+1}
=
E
[
g
(
− j2n +Ws+σ nj −Wσ nj
)
I
(
Snj+1 > s
)
|s=t−σ nj /Gnσ nj
]
E
[
I (Snj+1 > s)
∣∣∣
s=t−σ nj
/Gn
σ nj
] I {σ nj ≤ t < σ nj+1} .
(19)
The process Ws+σ nj −Wσ nj is a standard Brownian motion independent of Gnσ nj , S
n
j+1 is a random
variable independent of Gn
σ nj
and t − σ nj is Gnσ nj -measurable. Then (17) follows since (19) is equal
to
E
[
g
(
− j2n +Ws+σ nj −Wσ nj
)
I
(
Snj+1 > s
)]
s=t−σ nj
E
[
I(Snj+1 > s)
]
s=t−σ nj
I
{
σ nj ≤ t < σ nj+1
}
.
Finally (18) follows on noting that
{
σ ∗n1 > s
} = {Λ∗s < 12n } and that (Ws+σ nj −Wσ nj , Snj+1) has
the same distribution as (W ∗s , σ ∗n1 ), where σ
∗n
1 is first exit time ofW
∗
t from the region (− 12n ,∞),
so that
E
[
g
(
− j
2n
+Ws+σ nj −Wσ nj
)
I
(
Snj+1 > s
)]
= E
[
g
(
− j
2n
+W ∗s
)
I
(
σ ∗n1 > s
)]
. (20)

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Our next step is to give a more explicit expression of (18). First of all note that (18) can be
rewritten as
E
[
g(Wt )/Gnt
] = E [g(−l +W ∗s )/Λ∗s < 12n
]∣∣∣∣
l=Λnt , s=ζ nt
= E [g(−l +W ∗s )/Λ∗ns = 0]∣∣l=Λnt , s=ζ nt ,
(21)
where Λnt is defined in (14),
ζ nt = t − sup{u ≤ t s.t. Λnu < Λnt }, (22)
and Λ∗n is obtained from W ∗ as Λn from W . Then, defining
Π n(s, l; g) = E
[
g(−l +W ∗s )/Λ∗s <
1
2n
]
= E [g(−l +W ∗s )/Λ∗ns = 0] , (23)
the conditional expectation (18) can be written in brief as
E
[
g(Wt )/Gnt
] = Π n(ζ nt ,Λnt ; g). (24)
To obtain the explicit expression of the above conditional expectation we need to compute
the conditional law of W ∗s given {Λ∗s < k}, for k > 0, where (W ∗s ,Λ∗s ) are the processes of
Proposition 3.1.
Lemma 3.2. When s > 0, the conditional law of W ∗s given {Λ∗s < k} has density
fW ∗s (x/Λ
∗
s < k) =
1
2Φ
(
k√
s
)
− 1
 e− x22s√
2pis
− e
− (2k+x)22s√
2pis
 I(x > −k), (25)
where Φ is the distribution function of a normal standard random variable. When s = 0 the
conditional law of W ∗0 given {Λ∗0 < k} is the Dirac measure δ{0}(dx) in 0.
Proof. The case s = 0 is trivial. When s > 0, set M∗s = maxu≤s W ∗u . By the reflection principle
one can compute the joint law of (W ∗s ,M∗s ) (see [7], for example):
P
(
W ∗s ≤ x,M∗s ≤ k
) =

Φ
(
x√
s
)
− Φ
(
x − 2k√
s
)
if x ≤ k
P
(
M∗s ≤ k
) = Φ ( k√
s
)
− Φ
(−k√
s
)
if x > k.
Then, by the symmetry of W , the joint law of (W ∗s ,Λ∗s ) is
P
(
W ∗s ≤ x,Λ∗s ≤ k
) =

0 if − x ≥ k or k < 0
2Φ
(
k√
s
)
−Φ
(−x√
s
)
−Φ
(
x + 2k√
s
)
if − x < k and k ≥ 0.
Then the thesis trivially follows on observing that
P
(
W ∗s ≤ x/Λ∗s < k
) = 2Φ
(
k√
s
)
− Φ
(−x√
s
)
− Φ
(
x+2k√
s
)
2Φ
(
k√
s
)
− 1
I(−x < k). 
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Now we have all the tools to give a more explicit expression for E
[
g(Wt )/Gnt
]
: the following
result is an immediate consequence of (21)–(25).
Theorem 3.3. Let g be a measurable bounded function; then
E
[
g(Wt )/Gnt
] = ∞∑
j=0
{∫ +∞
− 12n
g
(
− j
2n
+ x
)
fn(x, s)dx
}∣∣∣∣∣
s=t−σ nj
I
{
σ nj ≤ t < σ nj+1
}
, (26)
where fn(x, s) = fW ∗s (x/Λ∗s < 12n ) for s > 0 (see (25)), with the convention that fn(x, 0) =
δ0(x), the Dirac function at the point 0.
Equivalently, the conditional law of Wt given Gnt admits the representation Eq. (24) P-a.s.,
and
Π n(s, l; g) =

∫ +∞
−∞
g(−l + x) fn(x, s)dx if s > 0
g(−l) if s = 0.
(27)
4. The original filter as an L1 limit
In this section we compute explicitly the L1-limit of the approximating filter pint (g) =
E
[
g(Wt )/Gnt
]
. Thanks to the convergence result stated in Theorem 2.4, this limit is a version
of the original filter pit (g) = E
[
g(Wt )/FΛt
]
. By (24) and by Theorem 3.3 we know that
pint (g) = Π n(ζ nt ,Λnt ; g), where Π n(s, l; g) is defined in (23), its expression is given in (27), ζ nt
is defined in (22), and Λnt is defined in (14). We have already shown in Lemma 2.2 the uniform
convergence of Λnt to Λt . The idea is to show that the ζ
n
t converge to ζt , the elapsed time from
the last visit to 0 for the process Wt + Λt (see (6)), and that the Π n(sn, l; g) converge to a limit
Π (s, l; g), to be computed explicitly, whenever sn → s. Taking into account (23), the natural
candidate for Π (s, l; g) is
E
[
g(−l +W ∗s )/Λ∗s = 0
] := ∫ ∞
−∞
g(−l + x) fW ∗s |Λ∗s (x |0)dx .
This is the case, as explained in Remark 4.2 below by using the following lemma.
Lemma 4.1. Let Π (s, l) be the probability measure defined by
Π (s, l; g) =
∫ ∞
0
g(−l + y√s)ye− y
2
2 dy s ≥ 0. (28)
Let g be a continuous function with compact support; then
Π n(s, l; g) →
n→∞Π (s, l; g) for s ≥ 0. (29)
Moreover if sn →
n→∞ s and s > 0, then
Π n(sn, l; g) →
n→∞Π (s, l; g). (30)
Proof. The proof of (29) when s = 0 is trivial. Let s be strictly positive, and let sn converge to
s. Taking into account that we may use the rewritten form
Π (s, l; g) =
∫ ∞
0
g(−l + x) x
s
e−
x2
2s dx, (31)
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Π n(sn, l; g) is given by the expression (27) and g(−l + x) is integrable, the dominated
convergence theorem yields (30), if we prove that fn(x, sn) is uniformly bounded and
lim
n→∞ fn(x, sn) =
x
s
e−
x2
2s I (x ≥ 0) , (32)
where fn is defined in Theorem 3.3.
Taking into account that 2Φ(z)− 1 = 2 (Φ(z)− Φ(0)), and that for suitable θn ∈
(
0, 12n√sn
)
and yn(x) ∈
(
1
2sn
x2, 12sn (
1
2n−1 + x)2
)
,
Φ
(
1
2n
√
sn
)
− Φ (0) = 1√
2pi
e−
θ2n
2
1
2n
√
sn
,
e−
x2
2sn − e−
( 22n +x)2
2sn = e−yn(x) 2
2nsn
[
x + 1
2n
]
,
we may rewrite as follows:
fn(x, sn) = 1√
2pisn
1
2
(
Φ
(
1
2n
√
sn
)
− Φ(0)
) [e− x22sn − e− ( 22n +x)22sn ] I(x > − 1
2n
)
= e θ
2
n
2 e−yn(x) 1
sn
[
x + 1
2n
]
I
(
x > − 1
2n
)
.
The sequence θn is infinitesimal and the sequence yn(x) converges to x
2
2s , and therefore
boundedness for fn and (32) immediately follows. 
Remark 4.2. The joint density of (W ∗s ,Λ∗s ) is
fW ∗s ,Λ∗s (x, k) =
2
s
√
2pis
(x + 2k) exp
(
− (x + 2k)
2
2s
)
I(k ≥ (−x) ∨ 0), for s > 0,
and then
fW ∗s |Λ∗s (x |k) =
1
s
(x + 2k) exp
(
− (x + 2k)
2
2s
+ k
2
2s
)
I(k ≥ (−x) ∨ 0).
By definition fn(x, s) = fW ∗s (x/Λ∗s < 12n ), and therefore (32) is equivalent to
fW ∗sn
(
x/Λ∗sn <
1
2n
)
→
n→∞ fW ∗s |Λ∗s (x |0) =
x
s
e−
x2
2s I (x ≥ 0) .
Taking into account (31) we get, as promised, the natural interpretation
Π (s, l; g) =
∫ ∞
0
g(−l + x) fW ∗s |Λ∗s (x |0)dx .
It is also interesting to note that when g is differentiable, then∫ ∞
0
g(−l + x) fW ∗s |Λ∗s (x |0)dx = g(−l)+
∫ ∞
0
g′(−l + x)e− x
2
2s dx (33)
since − xs e−
x2
2s = ddx e−
x2
2s .
578 G. Nappo, B. Torti / Stochastic Processes and their Applications 116 (2006) 568–584
The last observation is a key point in the alternative probabilistic proof of the result stated in
Lemma 4.1. We postpone this alternative proof to the appendix to this section.
The next result concerns the limit of the processes ζ nt .
Lemma 4.3. Let ζ nt be defined by (22) and let ζt be the elapsed time from the last visit to 0 for
the process Wt + Λt (see (6)). Then
ζ nt (ω) ↘
n→∞
ζt (ω) a.s. (34)
Proof. A fundamental tool is the statement (7), which, for the moment, we take for granted. Then
ζt = t − ηt and ζ nt = t − ηnt , where ηt and ηnt are defined as
ηt = sup{u < t s.t. Λu < Λt }
and
ηnt = sup{u < t s.t. Λnu < Λnt } = sup
{
u < t s.t. Λnu = Λnt −
1
2n
}
,
with the convention that sup{∅} = 0. Observe that
ηnt = σ nj if and only if −
j + 1
2n
< inf
s≤t Ws ≤ −
j
2n
and
ηn+1t =

σ 2n2 j if and only if −
2 j + 1
2n+1
< inf
s≤t Ws ≤ −
2 j
2n+1
= − j
2n
σ 2n2 j+1 if and only if −
j + 1
2n
= −2 j + 2
2n+1
< inf
s≤t Ws ≤ −
2 j + 1
2n+1
.
This observation implies ηnt to be increasing in n. Moreover η
n
t ≤ t , so that ηnt ↑ η∞t for a
suitable process η∞t , and the proof is achieved if we show successively the inequalities η∞t ≤ ηt
and η∞t ≥ ηt . The first inequality is equivalent to ηnt ≤ ηt , for any n ∈ N. In the case t < σ n1
this inequality is trivial since ηnt = 0 ≤ ηt . When t ≥ σ n1 observe that ηnt ∈ {σ nj , j ∈ N} and
Λn
σ nj
= Λσ nj for all n, j ∈ N and so Ληnt = Λnηnt = Λ
n
t − 12n . Moreover, by (15), Λnt ≤ Λt , so
that Ληnt ≤ Λt − 12n . The last inequality implies ηnt ≤ ηt for all n ∈ N. On the other hand, if
η∞t < s ≤ t then ηnt ≤ η∞t < s ≤ t for all n ∈ N, and therefore Λns = Λnt for all n. Passing to
the limit in the previous equality we get Λs = Λt and so s ≥ ηt . Therefore η∞t ≥ ηt .
For the sake of completeness and for the benefit of the reader it only remains to prove
statement (7). Define
βt = sup{s < t : Xs = Ws + Λs = 0},
so that (7) is equivalent to P(ηt = βt ) = 1. First note that ηt ≤ βt : indeed, by the properties
of the solution of the Skorohod problem, if ηt = t, then βt = t , and if ηt < t, then
Xηt = Wηt + Ληt = 0, and it follows that ηt ≤ βt .
Note that Ws +Λs = 0 if and only if Ws = infr<s Wr ≤ 0. If ηt < βt , then Λs = Λt for every
s ∈ [ηt , βt ], so that
Wt −Ws = Wt + Λt −Ws − Λs ≤ Wt + Λt ,
and therefore, for any rational r satisfying ηt < r < βt , we must have −Λr = infs≤r Ws =
infr≤s≤t Ws = −Λt . But P{infs≤r Ws = infr≤s≤t Ws} = 0, and hence
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P{ηt < βt } ≤
∑
r∈Q
P
{
inf
s≤r Ws = infr≤s≤t Ws
}
= 0. 
Finally we can state our main result.
Theorem 4.4. Let ζt , Λt and Π (s, l) be as defined in (6), (11) and (28), respectively. Then, for
all continuous functions g, with compact support,∫ T
0
E
∣∣pint (g)−Π (ζt ,Λt ; g)∣∣ dt −→n→∞ 0,
and the process Π (ζt ,Λt ; g) is a cadlag version of pit (g) = E
[
g(Wt )/FΛt
]
, for all bounded
measurable functions g.
Proof. Taking into account (10) and (24), our first aim is to show that, for all continuous
functions g with compact support,∫ T
0
E |Π n(ζ nt ,Λnt ; g)−Π (ζt ,Λt ; g)|dt −→n→∞ 0.
By the triangle inequality, the integrand is bounded above by∣∣Π n(ζ nt ,Λnt ; g)−Π n(ζ nt ,Λt ; g)∣∣+ ∣∣Π n(ζ nt ,Λt ; g)−Π (ζt ,Λt ; g)∣∣ .
By (15), |Λnt − Λt | ≤ 12n , then, (27) and a direct computation yield∣∣Π n(ζ nt ,Λnt ; g)−Π n(ζ nt ,Λt ; g)∣∣ ≤ ωg ( 12n
)
,
where ωg(δ) = sup|s−u|<δ |g(s)− g(u)|.
Furthermore, (30) and (34) imply that for each (t, ω) satisfying the condition ζt (ω) > 0∣∣Π n(ζ nt ,Λt ; g)−Π (ζt ,Λt ; g)∣∣ −→n→∞ 0.
The observation that {(t, ω) ∈ [0, T ]×Ω such that ζt (ω) = 0} is a zero-measure set with respect
to dt × dP , and an easy application of the dominated convergence theorem, provide
E
[
g(Wt )/Gnt
] −→
L1([0,T ]×Ω)
Π (ζt ,Λt ; g).
This first result, combined with Theorem 2.4, yields that pit (g) = Π (ζt ,Λt ; g) dt × dP-a.e.,
for continuous functions with compact support. Then the probability measures pit and Π (ζt ,Λt )
coincide dt × dP-a.e., and the second statement is achieved. 
We end this section by observing that the cadlag version of the filter pit (g) can be also written
as follows (see Remark 4.2):
Π (ζt ,Λt ; g) = g(−Λt )I(ζt = 0)+
∫ ∞
0
g(−Λt + x) fW ∗s |Λ∗s (x |0)dx |s=ζt I(ζt > 0), (35)
and consequently we can write down the cadlag version for the filter of Wt + Λt w.r.t. FΛt :
E
[
g(Wt + Λt )/FΛt
]
=
∫ ∞
0
g(x) fW ∗s |Λ∗s (x |0)dx |s=ζt =
∫ ∞
0
g(y
√
s) ye−
y2
2 dy
∣∣∣∣
s=ζt
.
(36)
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Appendix to Section 4: An alternative proof of Lemma 4.1
We now give a different derivation of the limit Π (s, l; g), under the hypothesis that g has
continuous derivative and is uniformly continuous. For the sake of simplicity we consider only
the case sn = s > 0, but the general case when sn converges to s > 0 can be managed in the
same manner. By the definition of fn(x, s) (see Theorem 3.3), we have
Π n(s, l; g)
=
E
[
g(−l +W ∗s )I(W ∗s > − 12n )
]
− E
[
g(−l +W ∗s − 2 12n )I(W ∗s − 2 12n > − 12n )
]
2Φ
(
1
2n
√
s
)
− 1
.
Note that the above expression could also be derived directly from (20) by means of the reflection
principle. Observe that, g being differentiable,
g(−l + x)I
(
x > − 1
2n
)
− g
(
−l + x − 2 1
2n
)
I
(
x − 2 1
2n
> − 1
2n
)
= g(−l + x) I
(
− 1
2n
< x ≤ 1
2n
)
+ g′
(
−l + x − ϑn(x)2 1
2n
)
2
1
2n
I
(
x >
1
2n
)
,
where ϑn(x) ∈ (0, 1). Then
Π n(s, l; g) =
E
[
g(−l +W ∗s ) I(− 12n < W ∗s ≤ 12n )
]
2Φ
(
1
2n
√
s
)
− 1
+
E
[
g′(−l +W ∗s − ϑn(W ∗s )2 12n ) I(W ∗s > 12n )
]
2 12n
2Φ
(
1
2n
√
s
)
− 1
.
The first addend converges to g(−l) since 2Φ
(
1
2n
√
s
)
− 1 = P(− 12n < W ∗s ≤ 12n ) and
|g(−l + x) − g(−l)| ≤ ωg( 12n ) for x ∈ (− 12n , 12n ]. For the second addend observe that the
expectation in the numerator converges to E
[
g′(−l +W ∗s )I(W ∗s > 0)
]
, while
lim
n→∞
2Φ
(
1
2n
√
s
)
− 1
2 12n
= 1√
2pis
.
The expression (31) of Π (s, l; g) is achieved again since
E
[
g′(−l +W ∗s )I(W ∗s > 0)
] = 1√
2pis
∫ ∞
0
g′(−l + x)e− x
2
2s dx
and since the following integration by parts formula, which can be thought of as the counterpart
of (33), yields
E
[
g′(−l +W ∗s )I(W ∗s > 0)
] = 1√
2pis
{
g(−l + x)e− x
2
2s
∣∣∣∣∞
0
+
∫ ∞
0
g(−l + x) x
s
e−
x2
2s dx
}
= 1√
2pis
{
−g(−l)+
∫ ∞
0
g(−l + x) x
s
e−
x2
2s dx
}
.
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5. Connections with the Aze´ma’s martingale
Let Bt be a standard Brownian motion; then the local time of B is defined by the Tanaka
formula as
L t (B) = |Bt | −
∫ t
0
sgn(Bs) dBs, (37)
with sgn(x) = 1 for x > 0, and −1 otherwise. By repeated use of the Tanaka formula, it turns
out that the local time of |B| is
L t (|B|) = 2 L t (B),
(see e.g. the classical books [17] and [18]). ThereforeF L(|B|)t = F L(B)t and consequently proving
(8) is equivalent to proving
E
[
f (|Bt |)/F L(B)t
]
=
∫ ∞
0
f (y |µt |)ye− y
2
2 dy, (38)
where µt is defined as in (9).
It is well known that the processes (Wt + Λt ,Λt ) and (|Bt |, L t (B)) have the same law on
DR2 [0,∞) endowed with the Skorohod topology (see e.g. [18]). This result implies that the
filter of Wt + Λt given the history generated by the process Λt and the filter of |Bt | given the
history generated by the process L t (B) have the same law and that these filters are obtained just
by applying the same functional to the processes Λt and L t (B) respectively.
In the sequel we show how the filter of |Bt | given the history generated by the process L t (B)
can be directly obtained just starting from some results related to the Aze´ma martingale.
In [2] Aze´ma and Yor show that µt is a martingale w.r.t. a filtration containing F sgn(B)t =
σ {sgn(Bs), s ≤ t}. Observe that µt is adapted to the filtration F sgn(B)t and therefore is an
F sgn(B)t -martingale. The process µt coincides, up to a constant, with the martingale
E
[
Bt/F sgn(B)t
]
, (39)
which is known in the literature as the Aze´ma martingale (see, e.g. [17]).
From Lemma 1 and Proposition 4 in [2], one can infer that
E
[
f (|Bt |)/F sgn(B)t
]
=
∫ ∞
0
f (y
√
t − gt (B))ye− y
2
2 dy . (40)
Observe now that gt (B) is measurable w.r.t. the filtration F L(B)t generated by L(B) up to time t
since
gt (B) = sup{s < t s.t. |Bs | = 0} = sup{s < t s.t. Ls(B) < L t (B)} a.s. (41)
Finally, recalling that F L(B)t ⊆ F sgn(B)t (see e.g. [17]), from (40),
E
[
f (|Bt |)/F L(B)t
]
=
∫ ∞
0
f (y
√
t − gt (B))ye− y
2
2 dy. (42)
Then the connection with our filtering problem is evident on comparing the above equality
with (36). Indeed one can obtain one from the other just by exchanging (Wt + Λt ,Λt ) with
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(|Bt |, L t (B)). Indeed, if we define
γ : DR[0,∞)→ DR[0,∞); x → γ (x), s.t. γt (x) = t − sup{s < t, s.t. xs < xt }
then the process t − gt (B) in (41) and the elapsed time process ζt defined in Lemma 4.3 are
respectively defined by t − gt (B) = γt (L(B)) and ζt = γt (Λ).
6. The case of a general Brownian motion
We start by observing that all the results obtained in Section 2 can be generalized to a large
class of processes: they are still valid when applied to a processWt with continuous paths (e.g. to
a diffusion process) or to a process with cadlag paths and no negative jumps, without any further
assumption on its law. Indeed in either case Λt = `t (W ) has continuous paths and therefore
(15) of Lemma 2.2 holds. When in particular Wt is a Le´vy process, then W ∗s = Ws+σ nj − Wσ nj
is independent of Gn
σ nj
, and has the same law as the process Ws , and therefore the proof of
Proposition 3.1 can be repeated verbatim.
Summarizing, the result of Proposition 3.1 is valid for a Le´vy process Wt without negative
jumps, and clearly representation (21) is valid as well (this extension has been observed by Delia
Silvino in her Master Thesis in Mathematics, under the guidance of G. Nappo).
As an example we consider a general Brownian motion Wt with diffusion coefficient a2 and
drift c ∈ R, so that
E(a,c)
[
g(Wt )/Gnt
] = ∞∑
j=0
E(a,c)
[
g(− j
2n
+W ∗s )/Λ∗s <
1
2n
]
s=t−σ nj
I
{
σ nj ≤ t < σ nj+1
}
(43)
= E(a,c)
[
g(−l +W ∗s )/Λ∗ns = 0
]∣∣
(s,l)=(ζ nt ,Λnt ) , (44)
where we use the symbol E(a,c) to recall the diffusion and the drift coefficient, and we use the
same notation as Sections 2 and 3. Note that E(1,0) corresponds to the standard Brownian motion
case, denoted as E in the previous sections.
It is immediate that c = 0 corresponds to the case of a standard Brownian motion up to the
deterministic time change s → a2s. Indeed
E(a,0)
[
g(−l +W ∗s )/Λ∗ns = 0
] = E(1,0) [g(−l +W ∗a2s)/Λ∗na2s = 0] = Π n(a2s, l; g), (45)
where Π n(s, l; g) is defined in (23). Then by the results of Section 4,
E(a,0)
[
g(Wt )/Gnt
] = Π n(a2ζ nt ,Λnt ; g), (46)
and
Π n(a2ζ nt ,Λ
n
t ; g) −→
L1([0,T ]×Ω)
Π (a2ζt ,Λt ; g), (47)
where ζt is defined as in (6) and Π (s, l; g) is defined as in (28), and therefore
Π (a2s, l; g) = E [g(−l +W ∗a2s)/Λ∗a2s = 0]
=
∫ ∞
0
g
(−l + ya√s) y exp(− y2
2
)
dy s ≥ 0. (48)
G. Nappo, B. Torti / Stochastic Processes and their Applications 116 (2006) 568–584 583
Theorem 6.1. Let Wt be a Brownian motion with diffusion coefficient a2 and drift coefficient c.
Then the conditional law of Wt given Gnt = FΛnt admits the following representation P-a.s.:
E(a,c)
[
g(Wt )/Gnt
] = Π n
(
a2s, l; g(·) exp( c
a2
·)
)
Π n
(
a2s, l; exp( c
a2
·)
)
∣∣∣∣∣∣
(s,l)=(ζ nt ,Λnt )
(49)
Proof. The proof can be given in two ways. The first one is via the Kallianpur–Striebel formula
and the exponential martingale Z t = exp{ ca2Wt − 12 c
2
a2
t}:
E(a,c)
[
g(Wt )/Gnt
] = E(a,0) [g(Wt )Z t/Gnt ]
E(a,0)
[
Z t/Gnt
]
=
E(a,0)
[
g(Wt ) exp{ ca2Wt }/Gnt
]
E(a,0)
[
exp{ c
a2
Wt }/Gnt
] . (50)
Then we apply (46) to g(x) exp( c
a2
x) and to exp( c
a2
x).
On the other hand, an elementary proof is based on the following observations. When Ws is
a Brownian motion with diffusion coefficient a2 and drift c, the joint density f (a,c)Ws ,Λs (x, k) of
(Ws,Λs) is equal to f
(a,c)
Ws
(x) · f (a,c)Λs |Ws (k|x), and the conditional density f
(a,c)
Λs |Ws (k|x) of Λs given
Ws does not depend on c (see, for instance, [1]), i.e.
f (a,c)Λs |Ws (k|x) = f
(a,0)
Λs |Ws (k|x) = f
(1,0)
Λa2s |Wa2s (k|x). 
Following the same lines as in Section 4, and observing that the convergence result for the
filter as stated in Theorem 2.4 holds either for standard Brownian motion or for general Brownian
motion, we can finally state the main result of this section.
Theorem 6.2. For all g continuous, with compact support,
E(a,c)
[
g(Wt )/Gnt
] −→
L1([0,T ]×Ω)
Π
(
a2s, l; g(·) exp( c
a2
·)
)
Π
(
a2s, l; exp( c
a2
·)
)
∣∣∣∣∣∣
(s,l)=(ζt ,Λt )
.
Moreover, by (48), for all g measurable and bounded, a cadlag version of E(a,c)
[
g(Wt )/FΛt
]
is given by
E(a,c)
[
g(Wt )/FΛt
]
=
∫∞
0 g
(−l + ya√s) exp( c
a2
(−l + ya√s))y exp (− y22 ) dy∫∞
0 exp(
c
a2
(−l + ya√s))y exp (− y22 ) dy
∣∣∣∣∣∣
(s,l)=(ζt ,Λt )
. (51)
Before giving the proof, we note that the above expression (51) can be obtained directly from
Theorem 4.4, via the Kallianpur–Striebel formula and a deterministic time change as in the case
of the conditional law given Gnt .
584 G. Nappo, B. Torti / Stochastic Processes and their Applications 116 (2006) 568–584
Proof. Using the representation (49) instead of (24), the proof of Theorem 4.4 can be repeated
verbatim for a general Brownian motion, since, by the Girsanov theorem, Lemma 4.3 still holds
true, i.e.
1. ζ nt (ω)↘ ζt (ω) P(a,c)-a.s.;
2. the set {(t, ω) ∈ [0, T ] × Ω such that ζt (ω) = 0} is a zero-measure set with respect to the
measure dt × dP(a,c). 
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