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[1] Previously, Bárdossy and Pegram (2011) achieved downscaling of regional climate
model (RCM) rainfall, dependent on circulation patterns (CPs), over 172 areas of the Rhine
basin at the 25 km scale. Uneasy about the spatial statistics of the downscaled RCM
rainfall, we calculated the spatial cross-correlation coefficients (CCCs) of daily rainfalls of
the same set. We found that the CCCs of the RCM precipitations were significantly
lower than those of the observations. CP-based downscaling led to an increase of the
CCCs which still remained below the observed CCCs. This underestimation of spatial
correlation, hence observed clustering, has potentially deleterious consequences for
flood calculations over large areas based on RCM outputs, even after full CP-based bias
elimination at the 25 km scale. In this paper we therefore describe two novel
recorrelation methods designed to correct the CCCs of the RCM estimates back to those
of the observed set before undertaking the final quantile-quantile transform. We use
two methods of recorrelation: matrix methods and sequential regression. They both
produced similar results and were successful in that they captured the observed CCCs
almost exactly, coping with problems presented by the high proportion of dry days.
In spite of the complete success of the recorrelation techniques (when comparing
spatial correlations before and after treatment) the methodology does not solve the
reconstitution problem fully: (1) extreme daily rainfall totals on large areas are not
recaptured completely and (2) clustering behavior, as computed by entropy on
nonoverlapping triple sites, confirms that the two-dimensional covariance dependence
measure, although very effective, does not capture all of the clustering observed in
natural rainfall.
Citation: Bárdossy, A., and G. Pegram (2012), Multiscale spatial recorrelation of RCM precipitation to produce unbiased
climate change scenarios over large areas and small, Water Resour. Res., 48, W09502, doi:10.1029/2011WR011524.
1. Introduction
1.1. Outline of the Paper
[2] Global circulation models (GCMs) provide scenarios
for the possible future development of climate. Unfortu-
nately their spatial resolution is coarse and thus cannot be
used directly for the assessment of regional consequences of
climate change. For this purpose downscaling methods have
been developed. Regional climate models (RCMs) use the
output of the GCMs and provide climate variables, including
daily rainfall, at a finer spatial resolution. Unfortunately
these models inherit some of the biases of the GCMs.
[3] It is the purpose of this paper to identify the nature of
the deficiencies in RCM outputs when compared to the
observed spatial structure of precipitation and then devise
ameliorative strategies to correct some of these.
1.2. Background to the Paper
[4] Earlier, Bárdossy and Pegram [2011] noted the dif-
ferences between the marginal distributions of the RCM and
observed precipitation over 172 sites, each a 25 km square
block, over the Rhine basin. We showed that performing
quantile-quantile (Q-Q) transforms, to adjust RCM data to
the characteristics of contemporaneous observed rainfall,
was more successful when conditioning the transforms on
circulation patterns (CPs) than not. The treatment success-
fully corrected the RCM outputs to exhibit proper temporal
and marginal behavior (including maximum rainfalls and
drought response) over the individual blocks.
[5] Subsequent examination of the results of such CP-
dependent Q-Q transformations showed that, when the cor-
rected RCM outputs were aggregated over larger areas
(>2500 km2), the heavier spatially averaged rainfalls were
lower than the corresponding observed ones.
[6] This problem is caused by the wrong spatial depen-
dence of the modeled data, which was not seriously altered
by the previous downscaling methodology. The spatial
structure of rainfall related to forecasting was treated by
Clark et al. [2004]. They suggested the Schaake Shuffle (SS)
as an efficient methodology to obtain statistically corrected
ensemble members with appropriate interstation and inter-
variable correlation. SS is based on a kind of resampling in
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the rank space and with further modifications could be
extended to recorrelate RCM outputs for climate scenarios.
This however would reproduce the dependence structure of
the past. By contrast, our methodology is designed to reflect
changes in the dependence structure that might occur in the
future as indicated by the RCM. We note in passing, that the
methodology we suggest in this paper could also be modi-
fied to provide an alternative to the SS.
[7] We therefore decided to explore methods of properly
correcting this deficiency and devised two parallel techni-
ques to do so, which are described in the body of the paper.
We describe the data sets in section 2 and elaborate on the
problem in section 3. Section 4 explains how we tackled the
problem of usefully identifying spatial structure in the con-
text of mixtures of wet and dry sites on individual days.
In section 5 we give the mathematical detail of the two
parallel methods of correcting the RCMs spatial cross cor-
relation coefficients (CCCs): we call the methods matrix and
sequential recorrelation. Section 6 displays pertinent exam-
ples of the result of the work, and the paper is concluded in
section 7.
2. Data
[8] The main set of data (precipitation, both RCM-based
and observed, used for the downscaling work in this study)
was made available via the EU project ENSEMBLES sup-
ported by the European Commission’s 6th Framework pro-
gram as a 5 year Integrated program (2004–2009). The
original RCM data sets cover the European continent to
different extents and have spatial resolutions of 25 km and
50 km grid sizes. The RCM runs were forced by reanalysis
data. The observed daily rainfall data had been averaged
over 25 km grid blocks. The temporal resolution of observed
gridded precipitation data sets was limited to daily while for
RCMs, 6 hourly, 12 hourly, daily, and monthly mean data
were available.
[9] The analysis conducted in this study was applied to
the German part of the Rhine river catchment. Based on
25 km grid resolution, 172 of the grid blocks referred to
above were selected within the catchment for analysis and
evaluation (Figure 1). The output of three different Regional
Climate Models HadRM3 (developed by Hadley Centre
for Climate Prediction and Research, Met Office UK),
RACMO2 (developed by the Royal Netherlands Meteoro-
logical Institute, KNMI) and REMO (developed by Max-
Planck-Institut für Meteorologie, MPI) had been estimated
over the same 172 grid points, and these data were selected.
For observational and RCM control runs the analysis was
based on a common time period of 1961–1990 while for
transient futures runs, different time periods between 2001
and 2099 were considered for evaluation.
[10] Another independent set of daily precipitation data,
obtained from the German Weather Service, was used for the
classification of the circulation patterns in an earlier inves-
tigation [Bárdossy, 2010]. These precipitation data com-
prised two sets of 24 daily precipitation records for the time
period 1971–1980 in the Rhine basin West of Frankfurt.
To ensure there was no crossover of information with the
downscaling study, they were not contemporaneous with the
calibration and validation period used to monitor the success
of downscaling the RCM precipitation.
3. The Problem
[11] Current RCMs provide rainfall at a reasonably high
spatial and temporal resolution. Nevertheless, RCM esti-
mates of rainfall suffer from deficiencies which trouble
hydrologists: the precipitation distribution at a given loca-
tion differs from the observation; for example there is too
much drizzle (with too little dryness). Even long-term means
are not reproduced well. The systematic biases of these
models can be corrected using bias correction methods, such
as Q-Q transformations with or without dependence on cir-
culation patterns (CPs), as shown by Bárdossy and Pegram
[2011], with CP-based methods showing better results.
[12] Unfortunately, the spatial structure of the RCM-
generated precipitation shows a weaker spatial coherence
than observations. To show this, the correlation between the
daily time series of observed simulated and bias corrected
RCM precipitation corresponding to each pair of 172 blocks
of the Rhine grid was calculated. The correlations corre-
sponding to the observations are compared to those obtained
from (1) the RCM modeled and (2) selected bias corrected
series. The correlations summarized in Table 1 were calcu-
lated between all pairs of observed time series of precipita-
tion corresponding to different blocks. The same was also
done for the RCM simulated values during the same period.
Then the average was taken over all blocks.
Figure 1. The investigation area 107,500 km2 of the Rhine
basin.
Table 1. Mean of the Correlations Between All Pairs of Blocks for
the Different Time Series of Daily Precipitation Using the Control
Period (1961–1990)a
Model
Mean Correlation
Winter Summer
Observations 0.715 0.661
REMO (raw) 0.579 0.548
RACMO (raw) 0.585 0.578
Hadley (raw) 0.582 0.559
REMO (Q-Q corrected) 0.610 0.571
REMO (CP Q-Q corrected) 0.620 0.583
aThe correlations summarized as averages were calculated between all
pairs of observed time series of precipitation corresponding to different
blocks. The same was also done for the RCM simulated values during the
same period. The average was taken over all possible pairs in each case.
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[13] As one can see, the CP-based bias correction leads to
an improvement of the correlation structure, but a significant
difference to the observed correlation structure remains.
[14] While bias correction on the individual block scale
leads (by construction) to a good fit of the local distributions,
the lower spatial correlations lead to an underestimation of
the areal precipitation in the high-precipitation domain
already at the spatial scale of 50 km blocks, each one an
aggregation of only 4 of the RCM blocks.
[15] The spatial correlation of observed rainfall is used by
some [Wilks, 1998; Frost et al., 2009; Hundecha et al.,
2009] in the statistical downscaling of RCM rainfall in
future scenarios, assuming that the spatial correlation struc-
tures in the past and future periods will remain the same.
By contrast, in this work, we do not make this assumption.
Specifically, we assume that the bias correction of both the
marginal distributions and the spatial correlations start with
the message inherent in the RCMs. We presume that the
RCMs honestly use the modeled physics to indicate the
changes between epochs, even if in a biased manner. We
exploit these changes and then perform a double bias cor-
rection of the spatial correlations starting from the base of
the RCM model results. Finally we perform a double Q-Q
transform bias correction of the marginal RCM-estimated
and spatially recorrelated precipitation amounts at each site/
block.
[16] We found that over large areas, the underestimation
of the spatial daily cross correlation by RCMs reduces the
average rainfall in comparison to the observed. This is not a
problem at the 25 km block scale, but seriously under-
estimates the occurrence of flood-producing rainfall over
large catchments of tens of thousands of square kilometers
and above.
[17] Figure 2 shows the scatterplot of the correlation
coefficients corresponding to the different precipitation
series, between each pair of blocks, for one of the RCM
historical outputs. Figure 2 clearly demonstrates that the
spatial correlations are systematically lower for the regional
model results not only in the mean but systematically irre-
spective of the value of the correlation. Bias correction
improves the situation only slightly, as indicated in the
summary averages of Table 1.
[18] While bias correction at the block scale leads to a
good fit of the distributions even in the high-precipitation
domain (in fact for this application the distributions were
identical), the lower spatial correlations of the RCM esti-
mates lead to an underestimation of the dry day frequencies
as well as the averaged areal precipitation in the high-
precipitation domain at larger spatial scales. Figure 3 shows
an example for the whole (Figure 3, left) and the upper
portion of the frequency distribution (Figure 3, right) of
daily rainfall on a selected 100  100 km2 block. Note that
these distributions are based on 30 years of daily data, which
means that more than 200 days experienced observed areally
averaged rainfall above the 97.5% value during that time.
The hydrological consequence of this observation is a severe
underestimation of the consequent large-scale floods (lead-
ing to an underestimation of about 20% above a probability
of 99.5%), if one was to rely on the uncorrected RCM esti-
mates, even after bias correction. Due to the high nonline-
arity of the rainfall-runoff process, an underestimation of the
areal rainfall might lead to an exaggerated underestimation
of the discharge! The block to illustrate this problem was
Figure 2. Correlation coefficients between the daily time series of precipitation for winter (1961–1990),
summarized as averages in Table 1.
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selected at random. Note that this behavior is typical for
practically all blocks in the domain due to the systematic
underestimation of the spatial correlations.
[19] We want to ensure that the modeled rainfall has the
right clustering behavior, and that the precipitation statistics
are reproduced on a range of spatial scales. The simplest
procedure here would be the use of a multisite precipitation
generator with the correct spatial structure. However, this
solution has some drawbacks:
[20] 1. As already found by Bárdossy and Pegram [2011],
the link between large-scale variables and precipitation is not
stationary. This might also be the case for the spatial struc-
ture, which is usually not considered in weather generators.
[21] 2. The series obtained does not reflect possible
changes in the temporal dynamics represented in the RCM.
[22] 3. The series obtained has the spatial structure of the
observations and cannot reflect possible changes in the
future spatial structure provided by the RCM.
[23] 4. The series obtained is fully independent of the
RCM; thus any coupling with other variables requires a
multivariable multisite weather generator.
[24] In section 4 we explore the nature of the spatial
dependence structure and then exploit this knowledge in
section 5.
4. Spatial Structure Identification
[25] The spatial structure of daily rainfall is rather com-
plicated as indicated by Herr and Krzysztofowicz [2005].
The simplest and most common approach is to use the
Pearson correlation coefficient. Bárdossy and Pegram [2009]
showed that copulas can be used to describe the spatial
structure of daily rainfall measured at different point loca-
tions. Briefly, a copula describes a high dimensional (2-D or
more) relationship between variables in the quantile domain,
which may be more complex than simple cross correlation.
In the present case however block means are considered.
The dependence structure of these is also not Gaussian,
as will be shown later in this paper; nevertheless, in section 3
we showed that the strength of the dependence measured with
the Pearson correlation is different between observations and
model results. The next question is: are the types of depen-
dence also different or not? Therefore, in what follows,
we will concentrate on two procedures for the correction of
the spatial correlation structure and evaluate the methods’
efficacy.
4.1. Determining the Spatial Covariance
[26] Let zj(t) be the observed precipitation at block/
location j on day t. At first we intend to estimate the depen-
dence between locations j and k. However, due to the skewed
distribution of precipitation amounts and due to the incon-
venience of the mixed distribution (wet and dry days), the
straightforward estimation of the Pearson correlation does
not necessarily lead to a useful description of the depen-
dence structure. Rank correlations offer a distribution free
alternative, but require additional assumptions for subse-
quent modeling.
[27] An obstacle in calculating dependences is the pres-
ence of many dry days. Contrary to the practice of others
(including Wilks [1998] and Mehrotra and Sharma [2010]),
in order to cope with the mixed distribution of rainfall
amounts we first fit a distribution to the precipitation
amounts for each location j:
Fj zð Þ ¼ P Zj tð Þ < zjZj tð Þ > 0
  ð1Þ
Pj0 ¼ P Zj tð Þ ¼ 0
  ð2Þ
The dependence structure is estimated in the form of a cen-
sored copula. We assume a continuous copula can be used to
describe the precipitation dependence.
[28] We start with a Gaussian copula defined in two
alternative ways. The simplest approximation of the corre-
lation is obtained by first transforming the precipitation of all
locations to normal:
Wj tð Þ ¼
F11 FjðZ tð Þ 1 Pj0
 þ Pj0  if Zj tð Þ > 0
F11
Pj0
2
 
if Zj tð Þ ¼ 0
8<
: ð3Þ
Figure 3. (left) Distributions of precipitation amounts for a selected block of size 100  100 km2 for the
control time period (1961–1990) using the Q-Q corrected precipitation series. (right) An enlargement of
the top 2.5%.
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Here F1() is the distribution function of the standard normal
distribution N(0,1). The zero values for a given site are all
transformed to the value corresponding to the probability
Pj0/2. Then the correlations between the W series are calcu-
lated as if the series were complete:
rW ; j;k ¼ COR Wj tð Þ;Wk tð Þ
  ð4Þ
An alternative approach is to use inequality constraints to the
zero values:
Yj tð Þ ¼ F
1
1 FjðZ tð Þ 1 Pj0
 þ Pj0  if Zj tð Þ > 0
< F11 Pj0
 
if Zj tð Þ ¼ 0

ð5Þ
The variable Y is now considered as normal with data below
F1
1(Pj0) being considered as inequalities. The correlation
fully describes the Gaussian copula, thus one has to estimate
it for each pair of observations. As the data are censored
at the Pj0 values, the copula parameters can be estimated
using a maximum likelihood approach, following Bárdossy
[2011]. The correlation rY,j,k between Yj and Yk is estimated
from a sample yj(ti) and yk(ti) using the maximum likelihood
method. The likelihood function to be maximized is
L rð Þ ¼
Y
i∈I1
f2 yj tið Þ; yk tið Þ; r
 Y
i∈I2
F1
yk tið Þ  ryj tið Þffiffiffiffiffiffiffiffiffiffiffiffi
1 r2
p
 

Y
i∈I3
F1
yj tið Þ  ryk tið Þffiffiffiffiffiffiffiffiffiffiffiffi
1 r2
p
 Y
i∈I4
F2 yj tið Þ; yk tið Þ; r
  ð6Þ
Here F2(x, y, r) is the distribution function of the 2 dimen-
sional normal distribution with correlation r and standard
normal marginal distributions N(0,1) of x and y; f2(x, y, r)
is its density function. The sets Ik, k = 1, 2, .., 4 are defined as
I1 ¼ i; Zj tið Þ > 0; Zk tið Þ > 0
 	
I2 ¼ i; Zj tið Þ > 0; Zk tið Þ ¼ 0
 	
I3 ¼ i; Zj tið Þ ¼ 0; Zk tið Þ > 0
 	
I4 ¼ i; Zj tið Þ ¼ 0; Zk tið Þ ¼ 0
 	
[29] Once the spatial correlation matrices of both the
observed and RCM data have been determined using
equation (3) or (6), the RCM estimates have to be adjusted
by a recorrelation procedure so that their pairwise spatial
correlations match those of the observed.
[30] All these correlations can be calculated for the whole
series, conditioned either by seasons or by CPs.
5. Correction of the Spatial Structure
[31] Once the spatial structure has been identified one has
to correct it. We suggest two complementary approaches to
achieve the desired recorrelation.
5.1. Matrix Recorrelation
[32] In this section, recorrelation is performed using
linear methods with simple assumptions about correlation,
to compare with the more generally applicable sequential
recorrelation method described in section 5.2.
[33] Following the notation developed in section 4, the
observed data for a chosen season and/or CP are assembled in
a matrixZwith nt rows of daily records at ns columns of sites.
These data are transformed using equation (3) to a matrixW,
a Gaussian set with zeros substituted by the median of the
truncated tail of the Gaussian distribution, as in equation (3).
The corresponding RCM data are also transformed using the
same procedure and assembled in matrix fY different from
those defined in equation (5). The purpose of this section is to
describe how to recorrelate the Gaussian transformed RCM
data in matrix Y to the target data V, which are to have the
same correlation structure as W, the Gaussian, infilled
observations. The variables in V are then subsequently Q-Q
transformed back to rainfall at each site.
[34] The procedure suggested here assumes that the spatial
correlation between sites is independent of mean areal rainfall
magnitude; this is a reasonable assumption, as will be now
shown. As our reference variable, we can choose either
(1) average spatial daily rainfall, Rave or (2) the count of wet
gauges on a day Wet#, as they have a strong relationship,
which was also shown for radar-rainfall images by Pegram
and Clothier [2001]. Figure 4 shows the Rave versus Wet
#
relationship for the observed 172 blocks for season 1 (winter).
[35] To demonstrate that the assumption of uniformity is
reasonable, the following computation was done. Using the
Z matrix (of observed daily data for season 1 comprising ns
stations and nt days), previously ranked from i = 1,…, ns by
wetness, compute the following cross-correlation coeffi-
cients (CCCs) over a narrow moving window of 5 rows of
days where the CCCs include only pairs of 5 vectors where
both have at least one wet day:
rij ¼
Xiþ4
k¼i
zk j  mij
 
zk jþ1  mijþ1
 
=pij i ¼ 1;…nt  4;
j ¼ 1;…; ns  1 ð7Þ
mij ¼
Xiþ4
k¼i
zkj=5 ð8Þ
pij ¼
Xiþ4
k¼i
zkj  mij
 2 ð9Þ
rave ið Þ ¼
Xns1n0
j¼1
rij
ns  1 n0 ð10Þ
Figure 4. Correlation coefficients as a function of the
number of wet pixels.
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where in the last sum we omit those n0 ill-defined terms rij
where one or both mj means are zero. This procedure yields
over 4000 usable spatially averaged nonzero CCCs where
some of the elemental rijs contain up to 4 out of 5 dry days.
[36] These averages were computed from a limited subset
of the full CCC matrix (only the values on its upper diago-
nal) but give a picture of the overall behavior. These rave(i)
are plotted against Wet# in Figure 4. It seems that an
assumption of constant correlation is very reasonable over
the whole range of wetness, starting to drop slightly below a
wetness count of 70. The values of Wet# below 10 drop
sharply as they were contaminated by a large number of zero
values.
[37] A caveat is required. Although this set of relation-
ships suggests that simple correlations are sufficient to
describe the spatial dependence structure of rainfall, it will
be subsequently shown that the dependence is more complex
than that described by two-dimensional CCCs.
[38] Before describing the matrix recorrelation proce-
dure, which is an extension of the method developed by
Srikanthan and Pegram [2009], a brief outline of the method
used to obtain a square root matrix of a correlation matrix
will be given. Assume that we have obtained a correlation
matrix C from the transformed set of observationsW defined
in equation (3). This matrix can be decomposed using singular
value decomposition (SVD) in the following way:
C ¼ ADBT ð11Þ
where A and B are the same size as C, and D is a diagonal
matrix of singular values, all nonnegative. If C has non-
negative eigenvalues, then A = B, but not otherwise.
To obtain S, the square root matrix of C, calculate the
square roots of the elements of D:
S ¼ AD1=2AT ð12Þ
where A replaces B to ensure symmetry, especially if C is
nonpositive definite, in which case the square root is only
approximate. The inverse square root of C is obtained as
S1 ¼ AD1=2AT ð13Þ
where zero elements of D are set to zero in the inverse. Note
that ATA = I, so that if A = B, SS = C.
[39] We found that estimating the cross correlation
matrices of all observed and RCM data sets yielded positive
definite matrices using Pearson or Spearman sample corre-
lations, but not when Maximum Likelihood was used, using
equation (6). Further, it is implicit that the cross correlations
between the sites are serially independent for each day
within the season or CP. The steps of the matrix recorrela-
tion method are as follows.
[40] 1. Estimate the Pearson cross correlation matrix C of
W, the transformed observed data.
[41] 2. SVD the correlation matrix C into A1D1B1
T and
obtain its square root matrix as above: S ¼ A1D11=2A1T .
[42] 3. Estimate the Pearson cross correlation matrix R of
Y, the transformed RCM data.
[43] 4. SVD the correlation matrix R into A2D2B2
T
and obtain its inverse square root matrix as above:
T ¼ A2D21=2A2T .
[44] 5. Decorrelate Y to Q: Q = Y T.
[45] 6. Recorrelate Q to V: V = Q S both by matrix
multiplication.
[46] Figure 5 shows the cross correlations of (in turn) Y,
Q, and V for the full set of 172 blocks, plotted against
corresponding 14,706 upper triangular elements of C, the
CCC matrix of the Gaussian, zero-filled, observed data inW.
Note that the bias and scattered behavior of the CCCs of
Y versus W in Figure 5 (top left) panel has been completely
eliminated in the CCCs of V versusW in Figure 5 (bottom).
Figure 5 (top right) shows the successful decorrelation of
Y to Q; the range of sample correlations is (0.011, 0.013),
well within the standard deviation of 0.0133 for an inde-
pendent sample of 5618 pairs of data.
[47] The procedure is thus entirely successful and can be
exploited to improve RCM estimates of daily regional rain-
fall in a useful manner. It is worth noting that the inter-
mediate step 5 of decorrelating Y to Q can be omitted,
by concatenating S and T into one matrix F = TS, so that
V = YF directly.
[48] The method can also be used to estimate the corre-
lation of the RCM future projections. Without decorrelating
the RCM futures, we apply the recorrelation matrix F of the
control period to the RCM futures output, trusting that the
RCM will capture the future changes in the rainfall relative
to the past due to the physics. To this end, using the square
root matrices in the bivariate case as an exemplar, we
derived the expression for the correlation of a pair of time
series resulting from the sequence of transforms, including
that of the RCM future projections.
[49] Given the following correlations: rO the observed
correlation, rC RCM correlation for the control period,
rF RCM correlation for the future, we obtain rN, the cor-
rected future correlation for the bivariate case:
rN ¼
1þ rF
1þ rC 1þ rOð Þ 
1 rF
1 rC 1 rOð Þ
1þ rF
1þ rC 1þ rOð Þ þ
1 rF
1 rC 1 rOð Þ
ð14Þ
The denominator in expression (14) is the variance of the
recorrelated variables (given that they were originally stan-
dardized). It is readily seen that a simple one step recorre-
lation preserves the unit variance; otherwise, the sequences
need to be restandardized after recorrelation.
[50] Thus, if rC = rO, then rN = rF, and if rC = rF, then
rN = rO. The increase of the correlation in the future (rF > rC)
leads to an increase of the corrected correlation rN > rO.
5.2. Sequential Recorrelation
[51] In this section the main steps of a recursive modifi-
cation procedure are described. Sequential recorrelation is
designed to select a number of sites in random order, without
replacement and essentially perform regression in the quan-
tile space using copulas on one location at a time. In our case
it was adapted to use local Gaussian regression, with the
desired correlation between blocks. The advantage of the
sequential recorrelation method is in its flexibility, in that it
can be used with any spatial copula, unlike the matrix recor-
relation method which works with conventional Pearson cor-
relations. The disadvantage of sequential recorrelation is the
added uncertainty due to its nonuniqueness (due to the random
path selected).
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[52] The steps for the spatial bias correction are as follows:
[53] 1. Calculate space/time copulas for each CP and/or
season:CV for the observed (target) data andCY for the RCM.
[54] 2. Let zj(t) be the precipitation at block j and time t.
For a given day t transform all simulated precipitation values
zj(t) to the uniform distribution of the copula yj(t). For zj(t) = 0
assign an inequality constraint F1
1(Pj0).
[55] 3. Select a point 1 ≤ j1 ≤ n. Assign the target value
vj1(t) = yj1(t). Set k = 2.
[56] 4. Select the next point jk∈ {1,…, n} { j1,…, jk1}
(select a point which was not used before).
[57] 5. Calculate xk = CY(yjkjyj1,…, yjk1) using the copula
structure from step 1. (Calculate the probability of yjk given
the dependence structure of Y conditioned on the previous
points, similar to a regression.)
[58] 6. Assign vjk = CV
1(xkjvj1, …, vjk1) using the copula
structure of the target.
[59] 7. Increment k by 1 and repeat steps 4–6 until all
points have been visited.
[60] 8. Repeat the procedure for each day t until the last by
going to step 2.
[61] 9. Backtransform the values vk(t) to the target pre-
cipitation scale after all days have been transformed.
[62] Note that instead of CY (yjkjyj1,…, yjk1), one can use a
subset of conditioning points because the conditional is not
much influenced by distant locations. This speeds up the
procedure substantially.
Figure 5. Successive steps in the matrix recorrelation procedure; upper triangular cross-correlation coef-
ficient (CCC) elements of the matrices of three sets of data plotted against the desired CCCs in matrix C,
of the observed data transformed to W. (top left) The infilled, Gaussian transformed candidate RCM data
CCCs ofY versusC; (top right) the CCCs ofQ versusC; (bottom) the CCCs of the recorrelatedV versusC.
As explained in the text, the CCC matrix D of the Gaussianized data Y is used to decorrelate Y to Q:
Q = Y T. Then the CCC matrix C of the Gaussianized data W is used to recorrelate Q to V: V = Q S.
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[63] The exchange algorithm leads to the new variable v
for which in the special case of Gaussian copulas:
vjk tð Þ ¼
yjk tð Þ  my; jk
sy; jk
sv; jk þ mv; jk ð15Þ
with
my; jk ¼ yTk1G1y;k1cy;k1
sy; jk ¼ cTy;k1G1y;k1cy;k1
mv; jk ¼ vTk1G1v;k1cv;k1
sv; jk ¼ cTv;k1G1v;k1cv;k1
yTk1 ¼ yj1 ;…; yjk1
 
vTk1 ¼ vj1 ;…; vjk1
 
cTy;k1 ¼ r yjk ; yj1
 
;…; r yjk ; yjk1
  
cTv;k1 ¼ r vjk ; vj1
 
;…; r vjk ; vjk1
  
Gy;k1 ¼ r yji ; yjl
  
Gv;k1 ¼ r vji ; vjl
  
[64] As a last step the newly achieved v(t) series are
transformed back to precipitation using the Q-Q transform.
5.3. General Remarks
[65] The advantage of the suggested procedures is that
they modify the RCM output structure only very slightly
(as shown in the two variable example in the Appendix) and
lead to a spatially realistic result. Thus the temporal structure
of the RCM is preserved which would not be the case if a
modified weather generator were used with scenario adjusted
parameters. Further, as in the Q-Q approach, which allows
changes in distribution, the recorrelation methodology allows
for changes in the dependence structure. Thus if an RCM
indicates changes in the dependence structure over the sim-
ulated time period (2030–2099), these will be reflected in the
bias correction.
[66] The above procedure was applied for the whole con-
trol time period. Results were closely examined for a few
selected days. Figure 6 shows three sequences of images over
the Rhine region: the RCM simulated (Figure 6, top), the
Q-Q corrected (Figure 6, bottom left), and a subsequently
spatially recorrelated rainfall (Figure 6, bottom right) for
29 December 1986. The RCM was forced by reanalysis data;
thus, the comparison for the given date is meaningful. As one
can see, the spatial correction (similar to the Q-Q bias cor-
rection) tends to modify the RCM output as little as possible
but provides good statistics on all spatial scales.
[67] Figure 7 shows two pairs of the time series
corresponding to REMO output. Figure 7 (top) shows the
Q-Q corrected series for two pixels, and Figure 7 (bottom)
shows the series after recorrelation and Q-Q correction. The
increase of the correlation from 0.78 to 0.90 leads to a
stronger link between the two series after recorrelation. Fur-
ther, one can observe that the time series are similar and the
modifications are mild as in the case of the spatial structure.
6. Results
[68] The methodology was applied both for control cli-
mate conditions and for futures.
[69] Figure 8 shows the distributions of the precipitation
amounts for a selected aggregated block in the control period
(1961–1990) with and without recorrelation. In Figure 8
(left) the red line (Q-Q and CCC corrected) overlays the
blue (Q-Q corrected), except in the region of 1 mm depth.
In Figure 8 (right) (upper 2.5% probability) the recorrelated
set fits the observations better than the simple Q-Q transform
but does not fit above the infrequent 35 mm level. Note that
on the smallest (25  25 km2) pixels the three frequency
plots are identical by construction.
[70] Figure 9 shows the map of the observed 1 year return
period extremes on a 100  100 km2 pixel scale together
with the two Q-Q corrected series, the second recorrelated,
during the control period. It is clearly visible that the recor-
related series deliver extremes which are closer to the
observations, but there is still an underestimation. (Higher
return periods are too uncertain to compare.)
[71] The same correction procedure was applied to the
RCM changed climate outputs for the time period of
2021–2050. Under a modeled future climate, the average of
the spatial correlations increased by about 0.01 compared to
the average for the control period. Figure 10 shows the
results of the procedure for the REMO output. The change
in areal extremes is not as effective if no recorrelation is
applied. The magnitude of change due to the change in the
marginals (Q-Q) is the same as the effect due to the recor-
relation, especially for the rarer events. This shows the
importance of the recorrelation.
[72] In spite of the complete success of the recorrelation
techniques when comparing spatial correlations, we found
that the methodology does not solve the reconstitution
problem completely. The first indicator is the moderately
extreme 1 year recurrence interval spatial rainfalls over
100 km square areas, as shown in Figure 8. Although the
recorrelation goes part of the way to achieve the same
intensities (of daily rainfall) over these 10 000 km2 areas, it
does not achieve the level of the observations.
[73] To determine the three-dimensional level of associa-
tion between the values in the blocks (as Bárdossy and
Pegram [2009] showed), at the vertices of each triangle
linking the centers of 3 blocks in turn, we use all the con-
temporaneous data at the sites to compute the joint interval
probabilities. We then determine a given threshold to sepa-
rate the quantiles into binary sets. The threshold chosen for
this paper was to set the probability threshold at 0.9.
[74] For each triple of blocks, the eight binary probabili-
ties p(i, j, k) for i, j, k = 1, 2 were calculated over all days of
the record, where the states 1 and 2 are the lower and upper
partition defined by the threshold. Thus for example, the
probability that all three gauges on a given day are below
or above the threshold on a given day are p(1, 1, 1) and
p(2, 2, 2), respectively.
[75] The entropy H of each of these sets of 8 probabilities
was calculated as a measure of dependence in a given triple,
thus,
H ¼ 
X2;2;2
i; j;k¼1
p i; j; kð Þ log2 p i; j; kð Þ ð16Þ
The lower the entropy, the greater will be the association
between the variables at the given threshold.
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Figure 6. Simulated and corrected precipitation on 29 December 1986 over the 25 km grid of Figure 1.
(top) Hadley RCM simulation. (bottom left) Q-Q corrected Hadley output and (bottom right) Q-Q and
correlation-corrected Hadley output.
BÁRDOSSY AND PEGRAM: RECORRELATING RCM PRECIPITATION W09502W09502
9 of 13
[76] By examining the three dimensional entropy over
44 distinct and nonoverlapping triples of 25 km square areas
in Figure 11, we confirm that the two-dimensional covari-
ance measure does not fully capture the clustering behavior
observed in rainfall, as shown by Bárdossy and Pegram
[2009]. There is more to be done to resolve this depen-
dence issue completely.
7. Discussion and Conclusions
[77] Modeled rainfall provided by RCMs underestimates
observed spatial dependence, as measured by sample spatial
cross-correlation coefficients. This was confirmed on 172 areas
each 25 km square within the Rhine basin, when comparing
modeled and interpolated gauge records in the period 1961–1990.
The consequence is that even after the pixelwise bias cor-
rection this weaker RCM-modeled spatial dependence leads
to an underestimation of the higher-scale extremes over
accumulated areas, with consequent underestimation of
floods born on large areas. This underestimation occurs even
at the modest level of the 1 year recurrence interval maxi-
mum areal rainfall over 50  50 km square areas.
[78] Spatial dependence needs to be corrected in a trans-
formed domain (in the precipitation domain one would obtain
negative precipitation estimates). The most straightforward
procedure is to use a Gaussian quantile-quantile (Q-Q, or
normal scores) transform to treat areal averages of both the
observed data (gauges) and the RCM estimates. Subsequently
the Q-Q back transformation using the observed distributions
leads to a bias correction which is valid over all spatial scales.
[79] The recorrelation correction can be performed in a
Gauss transformed domain using either a matrix recorrela-
tion method or by using a sequential recorrelation technique.
Both ideas were applied in this study and perform very
similarly, if conventional linear spatial correlation functions
are used. However, the advantage of the sequential recorre-
lation method is that it can be adapted to other non-Gaussian
copula-defined dependencies which may be more complex
than linear correlation.
[80] We found that the recorrelation procedures, com-
bined with the Q-Q transform after recorrelation, leads to
reasonable larger-scale statistics, but the extremes over the
larger areas are still slightly underestimated when compared
to the observations. When applied to climate changes pro-
jected in the future by the GCM/RCM precipitation outputs,
our procedure shows that the recorrelation has an effect
Figure 7. Time slices of the time series corresponding to
corrected REMO output. (top) The Q-Q corrected series
for two pixels and (bottom) the series after recorrelation
and Q-Q correction.
Figure 8. (left) Distributions of precipitation amounts for a selected block of size 100  100 km for the
control time period using the Q-Q corrected and the recorrelated precipitation series for the Hadley model.
(right) An enlargement of the top 2.5%.
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Figure 9. A comparison of the 1 year return period rainfall calculated for 100  100 km blocks, during
the control period. (top) Observations. (bottom left) RCM output Q-Q corrected and (bottom right) Q-Q
corrected and recorrelated. The legend indicates the spatially averaged amount of precipitation (mm) falling
in a day.
Figure 10. (left) Distributions of precipitation amounts for a selected block of size 150  150 km for
a future climate scenario using REMO. (right) An enlargement of the top 2.5%.
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which is of the same magnitude as the pixel-wise Q-Q pre-
cipitation change, in the preponderance of cases. The
method is computationally relatively simple and could be
applied to much larger regions too. The only condition is to
have a reasonably good interpolated observation set.
[81] In spite of the complete success of the recorrelation
techniques when comparing conventional spatial correlation
measures, we found that the methodology does not solve the
reconstitution problem completely. We confirm (by com-
puting the three-site entropy at many triples in space) that the
two-dimensional covariance measure does not fully capture
the clustering behavior observed in rainfall, as previously
shown by Bárdossy and Pegram [2009]. There is therefore
more that needs to be done to resolve this dependence issue.
Appendix A
[82] We illustrate the matrix recorrelation method using
two vectors of length 20, shown as A and B in Table A1.
We calculate their sample correlation after ranking them
(RANKA and RANKB) and converting the ranks to cumu-
lative probabilities (PROBA and PROBB), where the zero
terms are given the values P(0)/2. These are converted to
Gaussian values for GAUSSA and GAUSSB.
[83] The sample correlation between GAUSSA and
GAUSSB is rR = 0.2715, from which we get the matrix R.
To obtain T, the square root of the inverse of R : T = R1/2,
using a little algebra, we can explicitly obtain the diagonal
and off diagonal terms of T as
t11 ¼ t22 ¼ 12
1
1þ rRð Þ1=2
þ 1
1 rRð Þ1=2
" #
¼ 1:0292
t12 ¼ t21 ¼ 12
1
1þ rRð Þ1=2
 1
1 rRð Þ1=2
" #
¼ 0:1424
ðA1Þ
Using this matrix, we can decorrelate PRECORR GAUSSA
and GAUSSB by postmultiplication to give DECORR
GAUSSA and GAUSSB, whose CCC = 0.0008.
[84] Assuming we wish to recorrelate these data to have
a CCC of rC = 0.6, we form matrix C with the desired
off diagonal term. To obtain S, the square root matrix of
C : S = C1/2, we calculate
s11 ¼ s22 ¼ 12 1þ rCð Þ
1=2 þ 1 rCð Þ1=2
h i
¼ 0:9487
s12 ¼ s21 ¼ 12 1þ rCð Þ
1=2  1 rCð Þ1=2
h i
¼ 0:3162
ðA2Þ
[85] We then recorrelate DECORR GAUSSA and
GAUSSB to RECORR GAUSSA and GAUSSB and calcu-
late their sample CCC as 0.6006.
Figure 11. Entropies calculated for triplets of grid cells.
Table A1. Example of Calculating the Decorrelation and Recorrelation of a Pair of Vectors
Original PRECORR DECORR RECORR
A B RANKA RANKB PROBA PROBB GAUSSA GAUSSB GAUSSA GAUSSB GAUSSA GAUSSB RANKA RANKB
0.00 0.00 13 10 0.381 0.524 0.842 0.598 0.781 0.495 0.898 0.717 15 15
1.92 0.00 4 10 0.810 0.524 0.876 0.598 0.987 0.740 0.702 0.390 5 11
0.89 1.48 6 5 0.714 0.762 0.566 0.712 0.481 0.653 0.663 0.771 6 5
0.00 0.00 13 10 0.381 0.524 0.842 0.598 0.781 0.495 0.898 0.717 15 15
3.01 2.34 2 3 0.905 0.857 1.309 1.068 1.195 0.912 1.423 1.244 2 2
1.27 1.51 5 4 0.762 0.810 0.712 0.876 0.609 0.800 0.830 0.952 4 4
0.00 4.59 13 2 0.381 0.905 0.842 1.309 1.053 1.467 0.535 1.059 13 3
0.12 0.00 11 10 0.476 0.524 0.060 0.598 0.024 0.607 0.169 0.568 12 14
5.88 0.2 1 8 0.952 0.619 1.668 0.303 1.674 0.074 1.612 0.600 1 6
0.02 0.02 12 9 0.429 0.571 0.180 0.180 0.211 0.211 0.133 0.133 11 9
0.00 0.51 13 6 0.381 0.714 0.842 0.566 0.947 0.702 0.676 0.367 14 8
0.00 0.00 13 10 0.381 0.524 0.842 0.598 0.781 0.495 0.898 0.717 15 15
0.26 0.00 7 10 0.667 0.524 0.431 0.598 0.528 0.677 0.287 0.475 9 12
0.21 0.26 8 7 0.619 0.667 0.303 0.431 0.251 0.400 0.364 0.459 8 7
0.00 0.00 13 10 0.381 0.524 0.842 0.598 0.781 0.495 0.898 0.717 15 15
0.00 0.00 13 10 0.381 0.524 0.842 0.598 0.781 0.495 0.898 0.717 15 15
0.00 0.00 13 10 0.381 0.524 0.842 0.598 0.781 0.495 0.898 0.717 15 15
0.18 0.00 10 10 0.524 0.524 0.060 0.598 0.147 0.624 0.058 0.545 10 13
0.19 8.17 9 1 0.571 0.952 0.180 1.668 0.052 1.692 0.485 1.588 7 1
2.80 0.00 3 10 0.857 0.524 1.068 0.598 1.184 0.767 0.881 0.353 3 10
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[86] Finally, we recompute the ranks of each new vector;
these appear in the last two columns as RANKA and
RANKB. To demonstrate the small amount of disturbance to
the ranks due to recorrelation (exaggerated in this small
sample) we present in Figure A1, in which the ranks of the
recorrelated data are plotted against those of the pre-
correlated data, series A (Figure A1, left) and series B
(Figure A1, right). The transformed zeros (ringed in each
figure) will remain zero after quantile transformation as
they are below their respective P(0) values of 0.40 and
0.55, which translate to cumulative standard normal values
of 0.253 and 0.126.
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