Abstract. Given a list of n real numbers, one wants to decide whether every number in the list occurs at least k times. It will be shown that (n log n) is a sharp lower bound for the depth of an algebraic decision or computation tree solving this problem for a xed k. For linear decision trees the coe cient can be taken to be arbitrarily close to 1 (using ternary logarithm). This is done by using the Bj orner-Lov asz-Yao method, which turns the problem into one of estimating the M obius function for a certain partition lattice. The method will work also for the more general T-multiplicity problem when T is additive and co nite. A formula for the exponential generating function for the M obius function of a partition poset with restricted block sizes in general will also be given.
Introduction
The membership problem is the problem of determining whether a given point belongs to a certain prescribed region in R n . In a sequence of papers BLY], Y1], BL] and Y2], Bj orner, Lov asz and Yao have developed a technique for determining lower bounds for the depth of decision and computation trees in terms of the Betti numbers for the region. In the case of subspace arrangements the lower bounds specialize to expressions involving the M obius function for the corresponding intersection lattice. Bj orner, Lov asz and Yao were originally motivated by the k-equal problem i.e. to determine whether there exists k equal numbers among a list of n given numbers. For xed k they were able to show the sharp lower bound (n log n) for that problem.
In this paper we will give a more general method for estimation of the M obius function which will lead to the same lower bound for the k-of-each problem, stated in the abstract. We will also consider the following more general problem: Given a set T of positive integers and a list of n real numbers. Determine whether every number in the list occurs with a multiplicity m, such that m 2 T. We will call this the T-multiplicity problem. It will be shown that if T is additive, co nite and does not contain 1 then the same lower bound is again valid. It will also be shown that in the case of linear decision trees the coe cient can be taken arbitrarily close to 1 (using ternary logarithm). The method will also reprove the results for the k-equal problem.
In Section 3 we will calculate the exponential generating function for the M obius function of a partition poset with an arbitrary set of forbidden block sizes. In Section 5 this will be used to get a lower bound on the absolute value of the M obius functions corresponding to the computational problems, leading to the complexity-theoretic lower bound. In Section 2 an algorithm is given to show that this lower bound is sharp.
Preliminaries
Identifying the list of numbers with a point x 2 R n , the k-of-each problem can be viewed as deciding whether x belongs to a certain subset V n;k of R n . V n;k can be described as the union of a set of linear subspaces, a so called subspace arrangement. Given n and k let A n;k denote the set of all linear subspaces of R n de ned by some equations of type x i 1 = x i 2 = = x i r where r k, such that every coordinate occurs in one of the equations. Then V n;k = A2A n;k A:
Now the problem is to decide whether x is in V n;k or not. Partially order the elements of A n;k by reverse inclusion. Adding R n as0 we get the intersection lattice denoted L n;k .
(For a discussion of lattices and subspace arrangements see B1] and OT].)
We will consider three slightly di erent models for deciding if a point x belongs to the subspace arrangement or not. A linear decision tree, is a rooted ternary tree where at every interior node a linear function is evaluated at x, and the three edges leaving the node are labeled \<", \=" and \>" corresponding to whether the outcome of the linear test is less than, equal to or greater than zero. The leaves of the tree are marked YES or NO, thus giving the answer to if x belongs to the subspace arrangement. We will use Theorem 3.7
in BL], which gives a lower bound on the number of leaves in any linear decision tree for the k-of-each problem. Taking the ternary logarithm gives a lower bound on the depth of a linear decision tree C 1 (V n;k ), namely:
Theorem A (Bj orner and Lov asz). The depth of a linear decision tree determining the k-of-each problem is bounded below by the following inequality: C 1 (V n;k ) log 3 0 @ X x2 n;k j (0; x)j 1 A :
The second model will be a degree-d algebraic decision tree, which di ers from a linear decision tree by having polynomial tests of degree at most d at each node instead of linear ones. The third model is an algebraic computation tree where a node can perform a binary arithmetic calculation or test whether a previously calculated number is less than, equal to or greater than zero. For a detailed description of such trees, see Y1]. Let C d (V n;k ) and C(V n;k ) denote the minimal depth for an algebraic decision tree using polynomials of degree d, and an algebraic computation tree, respectively. The following lower bounds follow from recent work of Yao, see the proof of For an survey of these topological methods in complexity theory see B2] . For the de nitions of lattice, M obius function and other combinatorial terminology, the reader is referred to basic books in combinatorics, e.g. S1].
We will consider the partition lattice n;k consisting of partitions of f1;2;::: ; ng where block sizes 1; 2; : : : ; k ? 1 are forbidden, with the discrete partition (1)(2) : : : (n) added as zero. Observe that n;k is a lattice with the same join-operator as n . The meet-operation is that of n (coarsest common re nement) unless one gets some block of size less than k, then the meet will be0. Our interest in n;k comes from the following proposition. Proposition 1. L n;k is isomorphic to n;k . Proof: If 2 n;k , let B = fx 2 R n jx i = x j if i and j are in the same block in g
We get that dimB = Number of blocks in .
It is immediate that B _ B = B \ B = B _ and from this follows that L n;k = n;k
Algorithm
The problem posed is the following: Given a list of n real numbers, one wants to decide whether every number in the list occurs at least k times.
The following algorithm shows that the k-of-each problem can be solved using a linear tree with depth n log 2 (n=k) + 3n.
Algorithm:
1: Divide the numbers into k separate lists with (approximately) n=k elements in each and sort each list completely. This takes k(n=k log 2 n=k) = n log 2 n=k comparisons.
2: Find the smallest number a among the smallest elements in each list. This takes k ? 1 comparisons. 3: Remove all elements equal to a. This takes at most (number of elements equal to a)+k comparisons. If the number of elements equal to a is less than k then the answer is NO, if not then repeat from 2 until all elements are removed.
Steps 2 and 3 can be repeated at most n=k times, so the total number of comparisons performed is at most: n log 2 n k + n k (k ? 1 + k) + n n log 2 n k + 3n:
3. The M obius function
The intersection lattices we will be interested in have a combinatorial description in terms of set partitions. We will derive the exponential generating function for such partition posets. This is done also in BL, Section 4], but only in the case when singleton blocks are allowed. Here we will need the case when singleton blocks are forbidden. We will treat both cases simultaneously with a method di erent from the one used in BL].
Given any set T Z + = f1;2;3;:::g, we consider the set n;T of partitions of n] := f1;2;:::;ng into blocks whose sizes are in T. Ordering the elements by re nement we get a poset, which is not a lattice in general. If 1 = 2 T then we have to add the discrete partition (1)(2) : : : (n) to n;T as0. We denote by n;T the M obius function of the poset n;T , where the subscript n often will be suppressed. Let also T (n) := n;T (0;1), if n 2 T. It will be convenient to extend the de nition of n;T ( ; ) by setting it to 0 if either or is not in n;T . In particular T (n) = 0 if n = 2 T.
When doing the calculations we will use a well known, see e.g. S1] property of the M obius function for posets. Given a poset P and a; b; c 2 P, then 0 ; a] = 0 ; b] 0 ; c] =) P (0; a) = P (0; b) P (0; c):
We also need a not so well known fact about M obius function, for which have not found any reference so we include a proof. We can now prove the basic recurrence formula.
Lemma 2. If n 2 Tnf1g we have:
( s T (n) x n n! and the proposition follows. The reader well-acquainted with the exponential formula (see e.g. S2]) might wonder whether it is possible to use it to prove Proposition 2. Indeed, that is the case, but we have preferred to give a more direct proof to avoid unnecessary terminology.
Three Lemmas
This section consists of three lemmas with proofs of a rather technical nature. The reader is advised to just read the statements of the lemmas and then go on to the proofs of the main theorems in the next section. The interested reader can then come back to sort the technicalities out.
In proving the main theorems we will need an upper bound for the radius of convergence for ln(e z ? p(z)), considered as a function on C , for certain polynomials p(z). This should be a known lemma but we have not been able to locate it in the literature, so we include a proof due to Mats Boij.
Proof: For all integers n we de ne f(n) := P m i=1 cos n i , and for all integers n and N we Changing the order of summation gives together with (5) that there is an integer N such that g N (n) > m=4 for all integers n. But then there is an integer n in every set of N consecutive integers, such that f(n) 2 > m=4, that is jf(n)j > p m=2, which proves the lemma. It might seem natural to assume that the k-of-each problem for a xed k will become more di cult to solve when n increases, i.e., that the depth of an optimal tree increases monotonically with n. The following lemma gives almost monotonicity in a certain sense, enough for our purpose.
Monotonicity lemma. The depth of an optimal linear decision tree (degree-d algebraic decision tree, algebraic computation tree) for V n;k is at most 2n more than the depth of a linear tree (degree-d algebraic decision tree, algebraic computation tree) for V n+r;k , for all r k.
Proof: Case 1: Linear decision tree or degree-d algebraic decision tree. Given x 2 R n , it su ces with n ? 1 comparisons to nd the largest coordinate of x and hence there is a linear tree S of depth n ? 1 that can nd the position i of the largest coordinate x i . At every leaf of S we place a modi ed version of an optimal tree for V n+r;k where we have done the substitution x n+1 = x n+2 = = x n+r = x i + 1 with i being the position of the largest coordinate corresponding to that leaf. This substitution does not alter the degree of the tree and is hence legal. And since x i + 1 is larger than all the coordinates in x the tree will give the correct answer.
Case 2: Algebraic computation tree.
To test if x i ? x j is less than, equal to or larger than zero, we rst do the subtraction in a arithmetic node and then the test in the next node. Hence a tree with depth 2n ?2 is su cient to nd the largest coordinate i. We also need an extra node to do the calculation x i + 1. Then we proceed as in Case 1. Altogether we get a tree with depth C(V n+r;k ) + 2n ? 2 + 1 < C(V n+r;k ) + 2n.
Main Theorems
We will start by proving the lower bounds for the k-of-each problem. When T = Z + nf1;2;::: ; k ?1g, let n;k denote n;T , k (n) denote T (n), and so on. In n;k we have that s k (n) = 1 for all n < k, so we get from Proposition 2 that F k (x) = ?ln(e x ? p k (x)); where p k (x) = P k?1 n=1 x n n! . Now we have come to the main theorem. It says that the algorithm in Section 2 is (up to a constant) the fastest possible in the worst case.
Theorem 1. The depth of a degree-d algebraic decision tree or of an algebraic computation tree for the k-of-each problem will be at least (n log n) : Given > 0 and k there is a number N k; such that the depth of a linear tree solving the k-of-each problem for n > N k; is bounded below by (1 ? )n log 3 n: Proof: We will use the results on F k (z), the exponential generating function for k (n) found in Section 3, to estimate j k (n)j. The theorem will then follow from Theorem B and Theorem A.
Let R k denote the radius of convergence for F k (z) considered as a function on C . It is well-known from analysis that 1 R k = lim j k (n)j n! 1=n . Let z 1 ; z 1 ; : : : ; z t ; z t denote the nonreal zeros of e z ?p k (z) with modulus R k . Since e z ?p k (z) = 1+z k =k!+z k+1 =(k +1)!+: : : there are no positive real zeros, but ?R k might be a zero; let = 1 if this is the case, otherwise let = 0. Write z j = R k e i j with 0 < j < for j = 1; : : : ; t. Observe that there cannot be other zeros with modulus arbitrarily close to R k , since an entire function with an accumulation point of zeros has to be identically zero. So we can speak of the next zero which will have strictly larger modulus than R k . Let R 0 denote this value (it might be in nity), which will be the radius of convergence of ln e z ? p k (z) (z ? (?R k )) t j=1 (z ? z j )(z ? z j ) ! =: X n b n z n :
As long as we are only dealing with real power series with a nonzero constant there is no problem using the laws of logarithm. But when it comes to separating (z ? z j ) from (z ? z j ) we have to take care. However, with the usual branchcut along the negative real axis the following calculations are valid when z is a real number 0 < z < R k . ln(z 2 ? 2Re(z j )z + R 2 k ) = ln((z + R k e i( j ? ) )(z + R k e ?i( j ? ) )) = = ln(z + R k e i( j ? ) ) + ln(z + R k e ?i( j ? ) ) = = lnR k e i( j ? ) + ln z R k e i( j ? ) + 1 + + ln R k e ?i ( Now we need to estimate the sum of cosines from below and R k from above. The Modulus Lemma gives us that R k < 9k. The Lemma of Cosines with m = 2t or 2t + 1 gives us that there exists a number M k such that in any set of M k consecutive numbers there is an integer n such that j2 P t j=1 cos(?n j ) + cos(?n )j > 1=2.
Let c 0 k be such that 1 c n < 1 4n whenever n > c 0 k . Using the lemmas above we get that for every integer n > maxfc 0 k ; c k ; M k +k+2g there is an integer m such that k < n?m < M k +k and The last tool we need is the Monotonicity Lemma which says that the depth of an algebraic decision or algebraic computation tree is almost monotone with respect to n. Since j k (n)j is one of the terms in Theorem B and the other terms in the sum are all positive we get C(V n;k ) C(V m;k ) ? 2m log 3 j k (m)j ? ( + 2)m m log 3 m ? ( + 6 + log 3 k)m (n ? k ? M k ) log 3 (n ? k ? M k ) ? ( + 6 + log 3 k)n n log 3 n ? 0 n for some constants 0 < 1 and 0 . The last step is using log(n ? k ? M k ) log n ?
log(k + M k ), which is true since n > M k + k + 2 > 4. The above estimation is valid also for C d (V n;k ), so the rst part of the theorem follows.
To prove the second part let n maxf2(M k +k)= ; c 0 k ; c k g and let m be as above. From
Theorem A and the Monotonicity Lemma we get C 1 (V n;k ) > log 3 j k (m)j ? 2m > m log 3 m ? (6 + log 3 k)m > > 1 ? 2 n log 3 1 ? 2 n ? (6 + log 3 k)n > > 1 ? 2 n log 3 n ? 6 + log 3 k ? log 3 1 ? 2 n:
Choose N k; maxf2(M k + k)= ; c 0 k ; c k g and also large enough for ( =2) log 3 n > 7 + log 3 (1 ? 2 )k to be true for all n N k; . The second part of the theorem follows.
Given a set T Z + and a list of n numbers, we can consider the problem of deciding whether every number in the list occurs with a multiplicity m such that m 2 T. We will call this the T-multiplicity problem. This is a more general problem containing the k-of-each problem as the special case when T = fk;k + 1; k + 2; : : : g. We will say that T is additive if a; b 2 T implies a + b 2 T. Without any extra e ort we can now get the following theorem: Theorem 2. Let T Z + be an additive and co nite set not containing 1. Then the depth of a degree-d algebraic decision or algebraic computation tree for the T-multiplicity problem will be at least (n log n) : Given > 0 there is a number N T; such that the depth of a linear tree solving the T-multiplicity problem is bounded below by (1 ? )n log 3 n:
Proof: It is not di cult to verify that since T is additive it corresponds to a subspace arrangement with n;T as intersection lattice, i.e. a generalization of Proposition 1. Since T is co nite, we get that max ZnT is nite. It is the degree of the polynomial p T (x) in F T (x) = ?ln(e x ? p T (x)), hence we can use the Modulus Lemma. The Monotonicity Lemma is also still valid with k replaced by max ZnT . The theorems of Bj orner, Lov asz and Yao give suitable generalizations of Theorems A and B. Hence we can apply the same proof as for Theorem 1.
If 1 2 T then the only case when the T-multiplicity problem gives a subspace arrangement is when T = f1;k;k + 1; k + 2; : : :g which is the k-equal problem. The above proof is valid also in this case. Note that the Algorithm of Section 2 will (with obvious modi cations) still work for the T-multiplicity problem for arbitrary T, but here k is the smallest number in T. Remark 2: Another interesting invariant for the partition poset n;T is the characteristic polynomial T (n; t) = 
T
The rst formula can also be found in BL].
Problem 1: As noted the Algorithm works for any T. What about the lower bound for general T? The so called k-divisibility problem is a T-multiplicity problem with T = fk;2k;3k;:::g. In BL] it is shown to have (n log n) as lower bound. Here T is additive but not co nite. When is co niteness a necessary condition? Does there exist any nontrivial set T such that the T-multiplicity problem can be solved faster than n log n?
Problem 2: A referee asked if it is possible to make the lower bound for linear trees solving the k-of-each problem uniform in k, i.e., if 8 > 0; 9N such that 8n > N 8k C 1 (V n;k ) (1 ? )n log 3 (n=k): This would indeed be an interesting sharpening of the result. To this end one would need a more detailed analysis of the zeros of e z ? p k (z) to determine if the constants c k ; c 0 k and M k are dependent on k or not. For small values of k numerical tests suggest that there are k ? 1 zeros with the same modulus and no other zeros. This would imply that c k and c 0 k are small and independent of k.
Problem 3: The algorithm solves the k-of-each problem in n log 2 n + (3 ? log 2 k)n steps, and the theorem gives (1 ? )n log 3 n as a lower bound for linear decision trees. Is it possible to sharpen the lower bound to binary logarithm?
