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In his famous book “Combinatory Analysis” MacMahon introduced Partition
Analysis as a computational method for solving combinatorial problems in con-
nection with systems of linear diophantine inequalities and equations. However,
MacMahon failed in his attempt to use his method for a satisfactory treatment of
plane partitions. It is the object of this article to show that nevertheless Partition
Analysis is of signiﬁcant value when treating non-standard types of plane partitions.
To this end “plane partition diamonds” are introduced. Applying Partition Analysis
a simple closed form for the full generating function is derived. In the discover-
ing process the Omega package developed by the authors has played a fundamental
role.  2001 Elsevier Science
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1. INTRODUCTION
In his famous book “Combinatory Analysis” [6, Vol. II, Sect. VIII,
pp. 91–170] MacMahon introduced Partition Analysis as a computational
method for solving combinatorial problems in connection with systems of
linear diophantine inequalities and equations. In Chapter II of Section IX
he starts out to consider plane partitions as a natural application domain
for his method. MacMahon begins by discussing the “most simple case” [6,
Vol. II, p. 183], namely where non-negative integers ai are placed at the
corner of a square such that the following order relations are satisﬁed:
a1 ≥ a2 a1 ≥ a3 a2 ≥ a4 and a3 ≥ a4 (1)
By using Partition Analysis he derives that
D1 =
∑
x
a1
1 x
a2
2 x
a3
3 x
a4
4
= 1− x
2
1x2x3
1− x11− x1x21− x1x31− x1x2x31− x1x2x3x4
 (2)
where the sum is taken over all non-negative integers ai satisfying (1). Fur-
thermore, he observes that if x1 = x2 = x3 = x4 = q, the resulting gener-
ating function is
1
1− q1− q221− q3 
In order to see how Partition Analysis works on (2) we need to recall the
key ingredient of MacMahon’s method, the Omega operator .
Deﬁnition 1.1. The operator  is given by


∞∑
s1=−∞
· · ·
∞∑
sr=−∞
As1sr λ
s1
1 · · ·λsrr =
∞∑
s1=0
· · ·
∞∑
sr=0
As1sr 
where the domain of the As1sr is the ﬁeld of rational functions over 
in several complex variables and the λi are restricted to a neighborhood
of the circle 	λi	 = 1. In addition, the As1sr are required to be such that
any of the series involved is absolute convergent within the domain of the
deﬁnition of As1sr .
We emphasize that it is essential to treat everything analytically rather
than formally because the method relies on unique Laurent series repre-
sentations of rational functions.
Another fundamental aspect of Partition Analysis is the use of elimina-
tion rules which describe the action of the Omega operator on certain base
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cases. MacMahon begins the discussion of his method by presenting a cat-
alog [6, Vol. II, pp. 102–103] of 12 fundamental evaluations. Subsequently
he extends this table by new rules whenever he is forced to do so. Once
found, most of these fundamental rules are easy to prove. This is illustrated
by the following examples which are taken from MacMahon’s list.
Proposition 1.1. For integer s ≥ 1,


1
1− λA(1− B/λs) =
1
1−A1−AsB 
 (3)


1
1− λA1− λB(1− C/λ) =
1−ABC
1−A1− B1−AC1− BC  (4)
We prove (3); the proof of (4) is analogous and is left to the reader.
Proof (of (3)). By geometric series expansion the left hand side equals


∑
ij≥0
λi−sjAiBj = 

∑
jk≥0
λkAsj+kBj
where the summation parameter i has been replaced by sj + k. But now
 sets λ to 1 which completes the proof.
Now we are ready for deriving the closed form expression for D1 with
Partition Analysis.
Proof of (2). First, in order to get rid of the diophantine constraints,
one rewrites the sum expression in (2) into what MacMahon called the
“crude form” of the generating function,
D1 =

∑
a1a2a3a4≥0
λ
a1−a2
1 λ
a1−a3
2 λ
a2−a4
3 λ
a3−a4
4 x
a1
1 x
a2
2 x
a3
3 x
a4
4
=

1
1−λ1λ2x11−λ3/λ1x21−λ4/λ2x31−x4/λ3λ4

(5)
Next by rule (3) we eliminate successively λ1, λ3, and λ4,
D1 = 

1
1− λ2x1
(
1− λ2λ3x1x2
)1− λ4/λ2x31− x4/λ3λ4
= 

1
1− λ2x11− λ2x1x21− λ4/λ2x31− λ2x1x2x4/λ4
= 

1
1− λ2x11− λ2x1x21− x3/λ21− x1x2x3x4

Finally, applying rule (4) eliminates λ2 and completes the proof of (2).
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After considering some further questions about plane partitions on a
square, MacMahon writes down the “crude form” for the general case,
i.e., the  expression for the full generating function for plane partitions
of m rows, l columns, and each part not exceeding n; see [1; 6, Vol. II,
p. 186]. But a few lines later MacMahon writes, “Our knowledge of the 
operation is not sufﬁcient to enable us to establish the ﬁnal form of result.
This will be accomplished by the aid of new ideas which will be brought
forward in the following chapters.”
Despite MacMahon’s negative statement, in this article our object is to
show that Partition Analysis nevertheless is an extremely valuable tool in
studying plane partitions of non-standard type. In Section 2 we will con-
sider plane partition diamonds for which Partition Analysis enables us to
derive an elegant expression for the full generating function. In the con-
cluding Section 3 we present two further types of possible plane partition
generalizations.
2. PLANE PARTITION DIAMONDS
It will be convenient to introduce alternative descriptions for ≥ relations.
For instance, an alternative description of the inequalities (1) is Fig. 1. It is
understood that an arrow pointing from ai to aj is interpreted as ai ≥ aj .
In the spirit of MacMahon’s Partition Analysis we introduce another
equivalent description of the inequalities (1), namely
λ
a1−a2
1 λ
a1−a3
2 λ
a2−a4
3 λ
a3−a4
4  (6)
Each λ variable stands for an arrow; i.e., if its exponent is ai − aj , it is
interpreted as ai ≥ aj .
Now we are in the position to describe “plane partition diamonds.”
Instead of gluing such squares together as in the case of standard plane par-
titions, we consider the conﬁgurations shown in Fig. 2. Note that the arrows
can be also interpreted as a “ﬂow,” so a1 is considered as the “source” and
a3n+1 as the “sink.” For n ≥ 1 we call such a conﬁguration a diamond of
length n. A more formal description can be given as follows.
FIG. 1. The inequalities (1).
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FIG. 2. Diamond of length n.
Deﬁnition 2.1. For n ≥ 1,
n = λa3n−2−a3n−14n−3 λa3n−2−a3n4n−2 λ
a3n−1−a3n+1
4n−1 λ
a3n−a3n+1
4n 
Obviously, 1 is the product in (6) and represents one-to-one the four
inequalities (1). In view of Fig. 2 this leads to the following deﬁnition.
Deﬁnition 2.2. For n ≥ 1 the product
n = 12 · · ·n
is called a diamond of length n.
Obviously, 12 · · ·n gives a precise description of the 4n inequalities
described by Fig. 2.
Deﬁnition 2.3. For n ≥ 1 we deﬁne
Dn = Dnx1     x3n+1 =
∑
x
a1
1 · · ·x
a3n+1
3n+1
where the sum ranges over all non-negative integers a1     a3n+1 which
satisfy the inequalities encoded by n.
Thus Dn is the full generating function for all diamonds of ﬁxed length n.
We are also interested in diamonds with sink ≥ρ, ρ ∈ .
Deﬁnition 2.4. For n ≥ 1, ρ ≥ 0 we deﬁne
D
ρ
n = Dρn x1     x3n+1 =
∑
x
a1
1 · · ·x
a3n+1
3n+1
where the sum ranges over all non-negative integers a1     a3n+1 which
satisfy the inequalities encoded by n and where a3n+1 ≥ ρ.
236 andrews, paule, and riese
2.1. The Crude Generating Function
In this subsection we will deﬁne the “crude forms” of Dn and D
ρ
n ,
i.e., the  expressions for Dn and D
ρ
n . To this end we need a few deﬁni-
tions.
Deﬁnition 2.5. For k n ≥ 1,
fk = 1
/{(
1− λ4k−1/λ4k−3x3k−1
)(
1− λ4k/λ4k−2x3k
)
× (1− λ4k+1λ4k+2/λ4k−1λ4kx3k+1)}
gn =
1− λ4n+1λ4n+2/λ4n−1λ4nx3n+1
1− x3n+1/λ4n−1λ4n

and
h = 1
1− λ1λ2x1

Note that if x3n+1 is replaced by λ4n+1λ4n+2x3n+1 then
fn · gn turns into fn (7)
Proposition 2.1. For n ≥ 1,
Dn = 

h · f1 · · · fn · gn (8)
Proof. We proceed by induction on n. The case n = 1 corresponds to
the “most simple” plane partition case (5). Suppose (8) is true for n. Then
Dn+1 = 

∑
ai≥0
1 · · ·n+1 xa11 · · ·x
a3n+4
3n+4
= 

∑
ai≥0
1 · · ·n xa11 · · ·xa3n3n λ4n+1λ4n+2x3n+1a3n+1
·
(
λ4n+3
λ4n+1
x3n+2
)a3n+2(λ4n+4
λ4n+2
x3n+3
)a3n+3
·
(
x3n+4
λ4n+3λ4n+4
)a3n+4
= 

h · f1 · · · fn · fn+1 · gn+1
where the last line is by the induction hypothesis and by (7).
Proposition 2.2. For n ≥ 1 and ρ ≥ 0,
D
ρ
n = 

h · f1 · · · fn · gn ·
(
x3n+1
λ4n−1λ4n
)ρ
 (9)
Proof. The induction proof with respect to n is entirely analogous to the
proof of Proposition 2.1 and is left to the reader.
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2.2. The Diamond Generating Function
In this subsection we will prove our main theorem.
Theorem 2.1. For n ≥ 1,
Dnx1     x3n+1 =
1
1−X11−X2 · · · 1−X3n+1
· 1−X1X3
1−X3/x2
· 1−X4X6
1−X6/x5
· · · 1−X3n−2X3n
1−X3n/x3n−1

where Xk = x1x2 · · ·xk, k ≥ 1.
Before we turn to the proof of Theorem 2.1, we introduce two corollaries.
Corollary 2.1. For n ≥ 1,
Dnq     q =
1+ q21+ q51+ q8 · · · 1+ q3n−1
1− q1− q21− q3 · · · 1− q3n+1 
Proof. The proof is immediate from Theorem (2.1).
Corollary 2.2. For n ≥ 1 and ρ ≥ 0,
D
ρ
n x1     x3n+1 = Xρ3n+1Dnx1     x3n+1 (10)
where Xk = x1x2 · · ·xk as in Theorem 2.1.
Proof. We ﬁx n and prove the statement by induction on ρ. For ρ = 0
the assertion is trivial. Suppose (10) is true for ρ. Obviously,
D
ρ+1
n = Dρn − xρ3n+1xρ3n+1Dρn 
where xρkFx1     xm stands for the coefﬁcient of xρk in Fx1     xm.
From (9),
xρ3n+1Dρn = xρ3n+1Xρ3n+1Dn =
X
ρ
3n+1
x
ρ
3n+1
x03n+1Dn
But by Theorem 2.1 we have
x03n+1Dn = 1−X3n+1Dnx03n+1
1
1−X3n+1
= 1−X3n+1Dn
Collecting these facts and applying (9) we obtain
D
ρ+1
n = Xρ3n+1Dn −Xρ3n+11−X3n+1Dn = Xρ+13n+1Dn
which completes the proof.
238 andrews, paule, and riese
Basically we are ready for the proof of Theorem 2.1. However, it will be
convenient to introduce an elementary lemma.
Deﬁnition 2.6. Let k ≥ 1, and y1     yk z = 0 be distinct elements
from a suitable ﬁeld. Deﬁne
p y
 z =
k∏
i=1
(
1− yi
z
)

where y = y1     yk. For 1 ≤ j ≤ k deﬁne
pj y
 z =
k∏
i=1
i =j
(
1− yi
z
)−1

Lemma 2.1. Let k ≥ 1 and y = y1     yk. Then
1
p y
 z =
k∑
j=1
pj y
 yj
1− yj/z

Proof. The assertion is immediate by partial fraction decomposition.
Proof of Theorem 2.1. We proceed by induction on n. For n = 1 the
statement corresponds to the simplest case of classical plane partitions,
namely (2). Suppose the theorem holds for n. By Proposition 2.1,
Dn+1 = 

h · f1 · · · fn+1 · gn+1
= 

h · f1 · · · fn−1 ·
1(
1− λ4n−1/λ4n−3x3n−1
)(
1− λ4n/λ4n−2x3n
)
· 1(
1− λ4n+1λ4n+2/λ4n−1λ4nx3n+1
)(
1− λ4n+3/λ4n+1x3n+2
)
· 1(
1− λ4n+4/λ4n+2x3n+3
)(
1− x3n+4/λ4n+3λ4n+4
) 
By applying case n = 1 of Theorem 2.1 to the last four factors we obtain
Dn+1 = 

h · f1 · · · fn−1 ·
1(
1− λ4n−1/λ4n−3x3n−1
)(
1− λ4n/λ4n−2x3n
)
· 1− x
2
3n+1x3n+2x3n+3/λ
2
4n−1λ
2
4n
p y
λ4n−1λ4n
with
y = y1 y2 y3 y4 y5
= x3n+1 x3n+1x3n+2 x3n+1x3n+3 x3n+1x3n+2x3n+3
x3n+1x3n+2x3n+3x3n+4 (11)
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Now applying Lemma 2.1 yields
Dn+1 =
5∑
j=1
pj y
 yjDnx1     x3n yj
−x23n+1x3n+2x3n+3 ·
5∑
j=1
pj y
 yj
y2j
D
2
n x1     x3n yj
By Corollary 2.2 with ρ = 2 (implied by the induction hypothesis),
Dn+1 =
5∑
j=1
pj y
 yjDnx1     x3n yj − x1 · · ·x3n2x23n+1x3n+2x3n+3
·
5∑
j=1
pj y
 yjDnx1     x3n yj
= 1−X3n+1X3n+3 ·
5∑
j=1
pj y
 yjDnx1     x3n yj
Observing that
Dnx1     x3n y =
1−X3n+1
1−X3ny
Dnx1     x3n x3n+1
we obtain
Dn+1 = 1−X3n+1X3n+31−X3n+1 ·
5∑
j=1
pj y
 yj
1−X3nyj
Dn
But it is routine (computer algebra) computation that
5∑
j=1
pj y
 yj
1−X3nyj
= 11−X3n+11−X3n+21−X3n+31−X3n+4
(
1−X3n+3/x3n+2
)
for y = y1     y5 as in (11). Hence,
Dn+1 =
1
1−X3n+21−X3n+31−X3n+4
1−X3n+1X3n+3
1−X3n+3/x3n+2
Dn
and the proof of Theorem 2.1 is completed.
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3. CONCLUSION
As shown in a series of articles [2–5] Partition Analysis is ideally suited
for being supplemented by computer algebra methods. In these papers the
Mathematica package Omega which had been developed by the authors was
used as an essential tool. The package is freely available from the Web via
http://www.risc.uni-linz.ac.at/research/combinat/risc/software/Omega.
The Omega package played a crucial role also in discovering Theorem 2.1
above. For instance, the simplest case (2) is treated automatically by the
package as follows.
After loading the ﬁle Omega2.m by
In[1]:= <<Omega2.m
Out[1]= Axel Riese’s Omega implementation version 2.30 loaded
one computes the crude form of the generating function D1 as
In2 =0Sum[xa11 xa22 xa33 xa44 a1≥a2a1≥a3a2≥a4a3≥a4λ
Assuming a1≥0
Assuming a2≥0
Assuming a3≥0
Assuming a4≥0
Out2 = 

λ1λ2 λ3λ4
1
1−x1λ1λ2
(
1−x2λ3/λ1
)(
1−x4/λ3λ4
)(
1−x3λ4/λ2
) 
Finally, elimination can be done in one stroke and within a second:
In3 = OR[%]
Eliminating λ4   
Eliminating λ3   
Eliminating λ2   
Eliminating λ1   
Out3 = 1− x
2
1 x2 x3
1− x1 1− x1 x2 1− x1 x3 1− x1 x2 x3 1− x1 x2 x3 x4

Already this elementary application indicates the usefulness of the Omega
package for a further, more detailed study of possible new plane partition
generalizations. We conclude by mentioning two further examples which
have been found experimentally.
The ﬁrst example is a variation of the “diamond theme.” Instead of
arranging diamonds in a row, we arrange them in hook shape as shown
in Fig. 3. Note that the ordering imposed is such that we now have 2
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FIG. 3. Diamond hook.
sources, a1 and a10, and 1 sink, namely a5. The corresponding full gen-
erating function turns out to be
∑
x
a1
1 · · ·xa1010 =
1− x21x2x31− x8x9x210
1− x11− x101− x1x21− x1x31− x8x10
· 11− x9x101− x1x2x31− x8x9x101− x1x2x3x4
· 11− x1x2x3x4x7x8x9x101− x1x2x3x4x6x7x8x9x10
· 11− x1x2x3x4x5x6x7x8x9x10

If we set all xi to q the product turns into
1+ q2
1− q21− q231− q321− q81− q91− q10 
Other types of generalized plane partitions can be obtained by a variation
of the order taken in the classical case. Consider, for instance, the reversed
hook from Fig. 4. Here we have again 2 sources, a1 and a8, and 1 sink,
namely a5. Despite the fact that the full generating function does not factor,
the case xi = q, 1 ≤ i ≤ 8, again is nice:
1
1− q21− q221− q31− q421− q5 
We conclude by the remark that without the Omega package such obser-
vations can hardly be made.
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FIG. 4. Reversed standard hook.
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