



Classes de Fitting e a Secção de Lockett
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The study of classes of finite groups had its origins with the work of Gaschütz
[21]. However, the main focus of this thesis will be on the concepts developed by
Fischer [17], in an attempt to dualize this work. With this tools in hand, we will
prove one important theorem of Fischer et al. [18], that relates Fitting classes and
injectors (both for the case of finite soluble groups), previously introduced. Within
the theory Fitting classes of finite groups, we will study the works of Lockett [32],
[33] and [34], envolving the Lockett section, trying to answer some questions about
the relation between the direct product of radicals and the radical of the direct
product, of a finite group. Also in that scope, we will briefly introduce normal
Fitting classes. In the fourth chapter we will construct the Lausch group and
prove some results involving the relation between it and a given Fitting pair. We
also present here some results by Lausch [31] and generalized by Bryce and Cossey
[9], involving some theoretical aproaches to the description of the class F˚ and the
radical GF˚ . The construction of Lausch will provide us with an important tool
to develop in the last chapter. There, with the help of the work developed by
Brison [6] and [7], on the ideas of Berger [4], we aim to deepen the results about
the radical GF˚ , trying to give a more practical description than the previous one.
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Resumo
O estudo das classes de grupos finitos teve a sua origem com o trabalho de Gaschütz
[21]. No entanto, o tema central desta tese serão os conceitos desenvolvidos por
Fischer [17], numa tentativa de dualizar a teoria constrúıda por Gaschütz. Com
estas ferramentas, provaremos um teorema importante de Fischer et al. [18], que
relaciona as classes de Fitting e os injectores (ambos para o caso dos grupos finitos
e resolúveis), previamente introduzidos. Na teoria das classes de Fitting, iremos
estudar os trabalhos de Lockett [32], [33] e [34], envolvendo a Secção Lockett e
tentando responder a algumas questões acerca da relação entre o produto directo
dos radicais e o radical do produto directo, de um grupo finito. Também nesse
âmbito, introduziremos brevemente as classes de Fitting normais. No quarto caṕı-
tulo constrúıremos o grupo de Lausch e provaremos alguns resultados envolvendo a
relação entre este e um par de Fitting dado. Ainda neste caṕıtulo apresentaremos
alguns resultados devidos a Lausch [31] e que foram posteriormente generalizados
por Bryce and Cossey [9], envolvendo descrições teóricas, quer da classe F˚, quer do
radical GF˚ . A construção de Lausch dar-nos-á então uma ferramenta importante
para desenvolvermos o último caṕıtulo. Nesse caṕıtulo, com a ajuda do trabalho
desenvolvido por Brison [6] e [7], acerca das ideias de Berger [4], pretendemos
apresentar uma descição mais detalhada do radical GF˚ .
Palavras-chave: classes de grupos finitos, classes de Fitting, injectores, secção de
Lockett, operações de Lockett, radical de um grupo, classes de Fitting normais,
grupo de Lausch, par de Fitting, teorema de Berger.
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Introdução
Para a maioria dos matemáticos, o teorema de Sylow [42] representa certamente
um dos resultados mais importantes ao ńıvel da teoria elementar dos grupos fini-
tos. Tal como este, os resultados de Hall [22] e Carter [11] são também conquistas
extremamente importantes desta teoria e como posteriores generalizações uns re-
lativamente aos outros, podem ser vistos de certa forma como análogos.
Foi nisso que Gaschütz reparou no seu artigo Zur theorie der endlichen auflösbaren
Gruppen [21], onde apresenta extensões destas ideias, agora não do ponto de vista
dos grupos em si, mas de colecções de grupos com a mesma propriedade (classes
de grupos). Este artigo marca o ińıcio dum intenso trabalho, desenvolvido por um
grande número de matemáticos, em torno da questão das classes de grupos.
Assunto este que, embora numa primeira fase tenha sido tratado apenas para clas-
ses de grupos finitos e resolúveis, rapidamente se percebeu que uma grande parte
dos resultados desta teoria poderiam ser generalizados para o caso das classes de
grupos finitos. Tendo como ponto de partida o referido trabalho de Gaschütz, o
que Fischer pretendeu fazer durante o seu Habilitationsschrift [17] (Habilitação),
foi tentar dualizar a teoria previamente introduzida. É então, com base nestas
ideias que, posteriomente, Fischer, Gaschütz e Hartley [18] introduzem o estudo
das classes de Fitting, tema central deste trabalho.
Tendo como ponto de partida o que acima foi descrito, este trabalho pretende ex-
por a teoria das classes de Fitting, sempre que posśıvel dum ponto de vista dos
grupos finitos.
Assim sendo, no primeiro caṕıtulo pretendemos introduzir conceitos básicos para
o desenvolvimento destas ideias.
Introduzida no primeiro caṕıtulo a ideia de classe de grupos, no segundo, moti-
vamos o estudo das classes de Fitting e apresentamos a dualização das ideias de
Gaschütz, com especial enfoque para a caracterização das classes de Fitting como
sendo classes injectivas.
Partindo da definição de classe de Fitting previamente definida, o caṕıtulo 3
desenvolve-se em torno dos trabalhos iniciados por Lockett [32], [33] e [34], que
pretendem responder à questão do relacionamento entre o radical do produto di-
recto de um grupo e o produto directo dos radicais desse grupo, para uma dada
classe de Fitting. Consequentemente serão tratadas neste caṕıtulo as operações de
Lockett, introduzidas na tentativa de responder à questão anterior. Na sequência
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apresentamos também as classes de Fitting normais e algumas das suas proprie-
dades.
Os caṕıtulos 4 e 5 estão fortemente relacionados. No caṕıtulo 4 introduzimos o
grupo de Lausch, mostrando alguns resultados teóricos sobre a descrição da classe
F˚ e dos radicais GF˚ . Vemos também resultados devidos a Lausch [31] e Bryce e
Cossey [9] relacionando certas classes de Fitting e os seus pares de Fitting.
Utilizando o grupo de Lausch, no caṕıtulo 5 apresentamos as ideias de Brison [6]
e [7] para demonstrar o teorema de Berger [4], que nos dá uma descrição muito
mais detalhada do que a anterior relativamente aos radicais GF˚ , nomeadamente
quando F é uma classe de Fischer. É com intuito de fazer o contraponto entre os
resultados de Lausch e de Berger que decidimos separar estes dois caṕıtulos.
Gostava de deixar aqui o meu agradecimento ao professor Brison, por todo o apoio
que me prestou.
Agradeço também à minha famı́lia e aos meus amigos, em especial aos meus pais
e irmão e à Clara.
Caṕıtulo 1
Preliminares
Neste caṕıtulo apresentamos algumas definições e resultados essenciais para de-
senvolver o nosso estudo. A maioria será deixada sem demonstração, sendo que se
necessário, poderá ser consultada num livro clássico de teoria de grupos como por
exemplo: [8], [27], [39], [38], [39], ou [40] da nossa bibliografia.
Introduzimos também o estudo das classes de grupos finitos.
A menos que referido, todos os grupos considerados neste trabalho são finitos.
1.1 Resolubilidade e Nilpotência
Definição 1.1.1. Sejam G um grupo e H ď G. H diz-se caracteŕıstico em G,
H car G, se Hα “ H, @α P AutpGq e AutpGq “ tα : α é um automorfismo de Gu.
Definição 1.1.2. Sejam G um grupo, x, y P G, H,K ď G. Definimos:
(a) rx, ys “ x´1y´1xy (comutador de x e y);
(b) rH,Ks “ 〈rh, ks : h P H, k P K〉;
(c) G1 “ rG,Gs (grupo derivado);
(d) Gp0q “ G, Gp1q “ G1 e dado n P N, Gpnq “ rGpn´1q, Gpn´1qs;
(e) G “ Gp0q ě Gp1q ě Gp2q ě . . . (série derivada de G ).
Definição 1.1.3. Seja G um grupo e n P N, tal que n ě 2. Então:
(a) Para g1, . . . , gn P N, definimos o n-ésimo comutador, rg1, . . . , gns recursiva-
mente da seguinte forma:
rg1, . . . , gns “ rrg1, . . . , gn´1s, gns.
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(b) Se G1, . . . , Gn ď G, definimos
rG1, . . . , Gns “ 〈rg1, . . . , gns : gi P Gi〉 pi P t1, . . . , nuq.
Definição 1.1.4. Um grupo G diz-se resolúvel se existe um número natural n, tal
que Gpnq “ 1.
Proposição 1.1.1. Sejam G um grupo, H ď G e α um homomorfismo de grupos
de G e n,m P N. Temos:
(a) Hpnq ď Gpnq;
(b) pGαqpnq “ pGpnqqα;
(c) pGpnqqpmq “ Gpn`mq
(d) Gpnq car G.
Proposição 1.1.2. Sejam G um grupo, H ď G. Então:
(a) Se G for resolúvel, então H também o é;
(b) Se G for resolúvel e α for um homomorfismo de G, então Gα é resolúvel;
(c) Se H G for resolúvel e G{H também o for, então G é resolúvel.
Observação. Sai da aĺınea b) da proposição anterior que se H  G e G for reso-
lúvel então H também o é.
Definição 1.1.5. Seja G um grupo e n P N. Dizemos que a série
1 “ Gn ď ¨ ¨ ¨ ď G1 ď G0 “ G
(a) é uma série de composição de G se Gi`1  Gi e cada factor de composição,
Gi{Gi`1 for simples, onde i P t0, 1, . . . , n´ 1u;
(b) é uma série principal de G se Gi G e Gi{Gi`1 for minimal normal (¨ ) em
G{Gi`1, para cada i P t0, 1, . . . , n´ 1u.
Definição 1.1.6. Seja G um grupo, definimos o seguinte conjunto:
comppGq “ tp P P : G possui um factor de composição de ordem pu
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Proposição 1.1.3. Seja G um grupo resolúvel e 1 ‰ N ¨  G. Então N é ele-
mentar abeliano, ou seja, N » Cp ˆ Cp ˆ ¨ ¨ ¨ ˆ Cp para algum p P P.
Proposição 1.1.4. Seja G um grupo. As afirmações seguintes são equivalentes:
(a) G é resolúvel;
(b) G tem uma série principal, onde cada factor de composição é elementar abe-
liano;
(c) G tem uma série de composição, onde cada factor de composição é ćıclico de
ordem prima.
Proposição 1.1.5. Seja G um grupo e H,K  G. Então:
(a) Se H e K forem resolúveis, então HK também o é;
(b) Se G{H e G{K forem resolúveis, então G{pH XKq também o é.
A proposição anterior tem como consequência imediata as seguintes definições:
Definição 1.1.7. Seja G um grupo. Definimos:
(a) GS “ ă H : H G,G{H é resolúvel ą, o radical resolúvel de G;
(b) GS “
Ş
tH : H G e G{H é resolúvel u, o reśıduo resolúvel de G.
Observação. Decorre imediatamente da proposição anterior que GS é o maior
subgrupo normal e resolúvel de G e que G{GS é o maior grupo quociente e reso-
lúvel de G.
Definição 1.1.8. Seja G um grupo. A série central descendente é a cadeia de
subgrupos de G definida da seguinte forma:
γ1pGq “ G
γi`1pGq “ rγipGq, Gs, para cada i P N.
Definição 1.1.9. Um grupo é nilpotente se γn`1pGq “ 1, para algum n P N. Ao
menor n, tal que γn`1pGq “ 1 chamamos, classe de nilpotência de G.
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É fácil de ver que se um grupo for nilpotente então é resolúvel.
Definição 1.1.10. O subgrupo de Frattini, ΦpGq de um grupo G, é a intersecção





Definição 1.1.11. Seja G um grupo. A série central ascendente é a cadeia de
subgrupos:
Z0pGq “ G
Zi`1pGq{ZipGq “ ZpG{ZipGqq, para cada i P N0,
que são caracteŕısticos em G.
Definição 1.1.12. Dado G um grupo, o hipercentro de G, Z8pGq, é constrúıdo à






Proposição 1.1.6. Seja G um grupo. As seguintes condições são equivalentes:
(a) γn`1pGq “ 1, para algum n P N;
(b) ZnpGq “ G, para algum n P N.
De seguida apresentamos uma caracterização dos grupos finitos e nilpotentes, sem
exibir a sua demonstração.
Proposição 1.1.7. Seja G um grupo. As seguintes condições são equivalentes:
(a) G é nilpotente;
(b) Qualquer subgrupo de Sylow de G é normal;
(c) para cada H ă G, H ă NGpHq;
(d) G é um produto directo de p-grupos;
(e) G1 ď ΦpGq;
(f) Cada subgrupo maximal próprio de G é normal.
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Dois conceitos muito importantes na teoria dos grupos finitos e que estão na base
do aparecimento da investigação em torno das classes de grupos, são os subgrupos
de Sylow e os subgrupos de Hall, conforme abaixo apresentados.
Definição 1.1.13. Seja G um grupo tal que |G| “ pnm, onde p P P, m,n P N
e m.d.c.pp,mq “ 1. Um subgrupo S ď G tal que |S| “ pn, diz-se um p-subgrupo
de Sylow de G. Denotamos por SylppGq, o conjunto de todos os p-subgrupos de
Sylow de G.
Definição 1.1.14. Seja π Ď P e π1 “ Pzπ.
(a) Se π ‰ ∅, um π-número é um número n P N tal que se p  n, então p P π. Se
π “ ∅, então 1 é o único π-número;
(b) Dizemos que um grupo G é um π-grupo, se |G| é um π-número;
(c) Seja G um grupo. Dizemos que H ď G é um subgrupo de Hall de G, se
m.d.c.p|H|, |G : H|q “ 1. Um π-subgrupo de Hall de G, é um subgrupo H ď G
tal que |H| é um π-número e |G : H| é um π1-número.
HallπpGq denota o conjunto dos π-subgrupos de Hall de G.
1.2 Produtos Directos e Semidirectos
Dado G um grupo e H,N  G tais que G “ HN e H XN “ 1, dizemos que G é
o produto directo interno de H e N e é bem conhecido que G » H ˆN (produto
directo externo de H e N). Se enfraquecermos um pouco uma das condições ante-
riores, obtemos a seguinte:
Definição 1.2.1. Seja G um grupo e H,N ď G. Se:
(a) G “ HN ;
(b) N  G;
(c) H XN “ 1.
Dizemos que G é um produto semidirecto “interno’ ’ de H e de N .
Observação. Sendo G um produto semidirecto “interno” de H e de N , pelo Pri-
meiro Teorema do Isomorfismo temos
G{N “ NH{N » H{pH XNq “ H{1 » H
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e dizemos que G é uma extensão de N por H;
Como NG, dado h P H, a conjugação por h induz um automorfismo ϕh : n ÞÑ n
h
de N (automorfismo interior de G), para cada n P N . Vemos facilmente que
a aplicação ϕ : H Ñ AutpNq : b ÞÑ ϕb é um homomorfismo de grupos e que
kerpϕq “ CHpNq.
Tentando inverter a situação acima descrita chegamos ao
Teorema 1.2.1. Dados H e N grupos e ϕ : H Ñ AutpNq um homomorfismo, o
conjunto G “ tpn, hq : n P N, h P Hu é um grupo sob a multiplicação:
pn1, h1qpn2, h2q “ pn1ϕh1pn2q, h1h2q @n1, n2 P N, @h1, h2 P H,
O elemento identidade de G é p1N , 1Hq e dados n P N , h P H, o inverso de
pn, hq é pϕh´1pn
´1q, h´1q. Para além disso, considerando
N0 “ tpn, 1q : n P Nu e H0 “ tp1, hq : h P Hu
temos que H0 ď G, N0 G, N0 XH0 “ 1G e G “ H0N0. Portanto G um produto
semidirecto de H0 e N0.
Definição 1.2.2. Sejam H e N grupos e ϕ : H Ñ AutpNq um homomorfismo.
G “ tpn, hq : n P N, h P Hu com a multiplicação definida por:
pn1, h1qpn2, h2q “ pn1ϕh1pn2q, h1h2q @n1, n2 P N, @h1, h2 P H
é um grupo, que designamos por produto semidirecto (“externo”) de H e N e es-
crevemos G “ N ¸H1.
Notação. A notação acima utilizada é um cruzamento entre os śımbolos ˆ e 
e diz-nos qual dos subgrupos H ou N é normal. Porém a notação não é comple-
tamente satisfatória, pois para a construção acima precisamos também do homo-




De seguida vamos estudar um caso especial do produto semidirecto acima cons-
truido, que designamos por produto em coroa regular ou standard2.
1Para exemplos da construção exibida consultar Brison [8].
2Na terminologia anglo-saxónica “regular wreath product”.
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Definição 1.2.3. Sejam G e H grupos. Seja |H| “ n e escolhamos uma ordem
h1, h2 . . . hn para os elementos de H. Definimos o produto em coroa regular G o
reg
H
de G por H, como sendo o produto semidirecto Gn ¸
ϕ
H, onde:
(a) Gn é o produto directo de n cópias de G;
(b) Os elementos de Gn são os n-tuplos da forma pg1, g2, . . . , gnq, para cada
g1, g2, . . . , gn P G;
(c) O automorfismo ϕk de G
n associado com o elemento k P H é definido por
ϕkpg1, g2, . . . , gnq “ pg1k, g2k, . . . , gnkq
onde k é a permutação de t1, 2, . . . , nu definida por khi “ hik
3, para cada
i P t1, 2, . . . , nu.
Proposição 1.2.2. Dados G e H grupos finitos e ϕ : H Ñ AutpG|H|q como na
definição anterior. Para cada h, k P H, ϕhk “ ϕhϕk. Logo ϕ é um homomorfismo.
4
Dado W “ G o
reg
H como na definição anterior, a G|H|  W chamamos grupo da
base de W e escrevemos G˚ em vez de G|H|. Ao grupo H chamamos grupo do topo.
Teorema 1.2.3. Seja G um grupo finito e N G. Então existe um monomorfismo
µ : GÑ W :“ N o
reg
pG{Nq
tal que N˚µpGq “ W e µpNq “ µpGq XN˚.
Demonstração. Seja tg1, g2, . . . , gru um transversal à direita de N em G, ou seja
G “ Ng1 9Y Ng2 9Y . . . 9Y Ngr.
Se x P G e 1 ď i ď r, então Ngix “ Ngj onde j P t1, 2, . . . , ru depende apenas
de i e de x :“ Nx P G{N . Se escrevermos j “ ix, então i ÞÑ ix define uma
representação por permutações de G{N sobre t1, 2, . . . , ru, ou seja, ipxyq “ pixqy.
Logo existe um único nipxq P N tal que
gix “ nipxqgix .
3Escrevemos ik em vez de kpiq para não sobrecarregar a notação mais adiante.
4Desta proposição resulta que o semidirecto da definição 2.3 está bem constrúıdo e portanto
G o
reg
H é um grupo.
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A aplicação G{N Ñ pG{Nq definida por Ngi ÞÑ Ngix “ Ngix “ NgiNx é a
permutação induzida em G{N pela acção de Nx na representação por permutações
regular à direita e portanto equivalente à representação por permutações de G{N
sobre t1, 2, . . . , ru anteriormente citada. Se x, y P G,
nipxyqgipxyq “ gipxyq “ pgixqy “ nipxqnixpyqgpixqy
e portanto
nipxyq “ nipxqnixpyq
Define-se uma aplicação µ : GÑ W da seguinte forma:




µpxyq “ ppn1pxyq, . . . , nrpxyqq, xyq
“ ppn1pxqn1xpyq, . . . , nrpxqnrxpyqq, xyq
“ ppn1pxq, . . . , nrpxqpn1xpyq, . . . , nrxpyqq, xyq
“ ppn1pxq, . . . , nrpxqϕxpn1pyq, . . . , nrpyqq, xyq
“ ppn1pxq, . . . , nrpxqq, xqppn1pyq, . . . , nrpyqq, yq
“ µpxqµpyq.
Conclúımos que µ é um homomorfismo. Seja x P kerpµq, então x P N e n1pxq “ 1.
Portanto temos Ng1x “ Ng1 e g1x “ g1, donde x “ 1. Logo µ é um monomor-
fismo.
Claramente, N˚µpGq “ W . Para além disso é também claro que µpxq P N˚ se e
só se x P N . Sai então que µpNq “ µpGq XN , como queŕıamos.
Corolário. Seja p P P e P um p-grupo de ordem pn, onde n P N. Então P é
isomorfo a um subgrupo de




Cpq . . . o
reg
Cpq,
onde constam n´ 1 sinais “ o
reg
”.
Demonstração. Definimos W1 “ Cp e Wn “ Wn´1 o
reg
Cp, onde i P t2, . . . , nu. Wn
é portanto o produto em coroa acima mencionado. A demonstração segue agora
por indução em n. Se n “ 1, então P » Cp “ W1.
Suponhamos que n ą 1 e seja Q ¨ P . Então |Q| “ pn´1 e por hipótese de indução
Q » R ď Wn´1. Pelo teorema anterior P » µpP q ď Q o
reg
pP {Qq » Q o
reg
Cp.
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Cp » R o
reg
Cp ď Wn´1 o
reg
Cp “ Wn
e portanto Wn contém um subgrupo isomorfo a P , como queŕıamos.
Definição 1.2.4. Sejam G1, G2, . . . , Gn grupos e A “ G1 ˆ G2 ˆ ¨ ¨ ¨ ˆ Gn. Se
H ď A, dizemos que H é um produto subdirecto de G1, G2, . . . , Gn se πipHq “ Gi,
onde πi : AÑ Gi é a i-ésima projecção (πipAq “ Gi), i P t1, . . . , nu.
Exemplo 1.2.1. Seja G um grupo e defina-se DiagpG ˆ Gq “ tpg, gq : g P Gu.
Temos que DiagpG ˆGq ď pG ˆGq e πipDiagpG ˆGqq “ G, para cada i P t1, 2u.
Portanto DiagpGˆGq é um produto subdirecto de GˆG.
Definição 1.2.5. Sejam G e H grupos e suponhamos que para cada g P G e
h P H, gh P G é tal que:
a correspondência g Ñ gh é um automorfismo e
gphkq “ pghqk, para cada g P G, h, k P H.
Dizemos que H é um grupo de operadores sobre G.
1.3 A Transferência
A construção da transferência tem a sua origem numa técnica desenvolvida por
W. Burnside. A sua principal aplicação foi o estudo da existência de um subgrupo
normal (próprio) de um grupo G (não necessariamente finito). Esta técnica teve
uma grande importância para o estudo da simplicidade de um grupo.
No caṕıtulo 5 veremos como esta técnica também foi importante para o estudo das
classes de Fitting.
Definição 1.3.1. Seja G um grupo (não necessariamente finito), H ď G com
ı́ndice finito, digamos |G : H| “ n e tt1, t2, . . . , tnu um transversal à direita de H
em G, ou seja:
G “ Ht1 9Y Ht2 9Y . . . 9Y Htn
Para cada g P G e i P t1, 2, . . . , nu, temos que Htig “ Htj, para algum j P
t1, 2, . . . , nu, onde j depende de i e de g. Pelo que vimos acima, existe h “ hi P H
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tal que tig “ hitj, sendo que hi depende não só de i e de g, como também dos
representantes das classes laterais acima. Se H 1 ď H0 ď H definimos a aplicação





à qual damos o nome de transferência5 de G para H{H0.
Teorema 1.3.1. Seja G um grupo, H 1 ď H0 ď H ď G tal que |G : H| “ n e
V “ VGÑH{H0 : GÑ H{H0 a transferência de G para H{H0. Então:
(a) A definição de V é independente da escolha do transversal à direita de H em
G;
(b) A aplicação V é um homomorfismo.
Observação. Dado G um grupo e H 1 ď H0 ď H1 ď H ď G tal que |G : H| “ n,
é trivial verificar que VGÑH{H1 “ VGÑH{H0 ˝ ν, onde ν é o homomorfismo canónico
ν : H{H0 Ñ H{H1.
Temos que G{kerpV q » ImpV q ď H{H0 e H{H0 é abeliano, portanto kerpV q ě G
1.
Se ImpV q ‰ 1 temos que kerpV q G e kerpV q ‰ G e sai que G não pode ser simples
(nem abeliano, pois G1 ň G), indo de encontro às observações que t́ınhamos feito
no ińıcio da secção.
Definição 1.3.2. Seja G um grupo e H,K ď G. Definimos:
tH,Ku “
〈
h´1hk : h P H, k P K,hk P H
〉
.
A tH;Gu ď G damos o nome de subgrupo focal de H em G.
Observação. Claramente H 1 ď tH;Gu ď H XG1 ď H, donde tH;GuH.
Teorema 1.3.2 (Subgrupo Focal). Sejam G um grupo e H P HallpGq. Então:
tH;Gu “ H XG1 “ H X kerpVGÑH{H 1q.
Proposição 1.3.3. Seja A um grupo e suponhamos que D  C ď B ď A, onde
C{D é abeliano. Temos o seguinte:





5O śımbolo V vem da palavra alemã “Verlagerung”, que significa transferência.
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B “ Cu1 9Y Cu2 9Y . . . 9Y Cun.
Se a P B e i P t1, . . . , nu, definimos ipaq por Cuia “ Cuipaq. Sendo b e x como na
hipótese, temos que:







Bx “ Cxux1 9Y C
xux2 9Y . . . 9Y C
xuxn
e, para i P t1, . . . , nu, Cxuxi b

























onde na segunda igualdade utilizamos a aĺınea anterior.
Proposição 1.3.4. Seja G um grupo. Se P P SylppGq, P
˚ “ tP ;Gu,
n “ |G : P | e x P P , então pxqVGÑP {P˚ “ x
nP ˚.
1.4 Sistemas de Hall de grupos finitos e resolú-
veis
Os resultados nesta secção apresentados, como o acima indicado, envolvem apenas
grupos finitos e resolúveis. Estes devem-se essencialmente ao trabalho apresentado
por P. Hall em 1937, On the Sylow systems of a soluble group. Como podemos ver
pelo t́ıtulo, estes sistemas foram originalmente chamados como sistemas de Sylow.
Apesar disso denotamo-los como sistemas de Hall.
De forma a podermos introduzir este conceitos, apresentamos as seguintes defini-
ções:
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Definição 1.4.1. Dado G um grupo, definimos:
πpGq “ tp P P : p | |G|u.
Definição 1.4.2. Dados p P P e G um grupo finito e resolúvel. Dizemos que
H ď G é um p-complemento de Sylow de G, se H P Hallp1pGq.
Uma base de complementos para G, é um conjunto contendo exactamente um
p-complemento de Sylow de G para cada p P πpGq.
Definição 1.4.3. Seja G um grupo finito e resolúvel e K “ tHi : pi P πpGqu. Para
cada τ Ď πpGq, ponhamos Gτ “
Ş
tHi : pi P πpGqzτu.
Dizemos que Σ “ tGτ : τ Ď πpGqu é um sistema de Hall de G.
As proposições aqui apresentadas, serão dadas sem demonstração. O nosso inte-
resse neste tema é apenas o de podermos apresentar alguns resultados no caṕıtulo
referente à Secção de Lockett.6
Proposição 1.4.1. Dados G um grupo finito e resolúvel e Σ e Σ1 sistemas de Hall
de G, então Σ1 “ Σg, para algum g P G.
Definição 1.4.4. Seja G um grupo finito e resolúvel e Σ “ tH1, H2, . . . , Hnu um





Definição 1.4.5. Seja G um grupo finito e resolúvel, H ď G e Σ uma sistema de
Hall de G. Dizemos que Σ se reduz a H, Σ Œ H, se ΣXH for um sistema de Hall
de H.
Definição 1.4.6. Dado G um grupo finito e resolúvel e H ď G, dizemos que H é
pronormal em G (H pr G) se, para qualquer g P G, H e Hg forem conjugados em
〈H,Hg〉.
Teorema 1.4.2 (Mann [35]). Dado G um grupo finito e resolúvel, H pr G se e
só se cada sistema de Hall se reduz num único conjugado de H em G.
6Para uma consulta mais detalhada vide Mann [35], Doerk and Hawkes [15], Lockett [33] e
Lockett [32], nos quais esta apresentação se baseou.
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Corolário (Lockett [33]). Seja Σ um sistema de Hall de G (finito e resolúvel). Se
D “ NGpΣq e Σ se reduz a H pr G, então D normaliza H e Σ reduz-se a NGpHq.
Teorema 1.4.3 (Fischer, cf. Lockett [32]). Seja G um grupo finito e resolúvel
e suponhamos que o sistema de Hall, Σ de G, se reduz a cada um dos subgrupos
pronormais H1, H2, . . . , Hn. Pondo H “ 〈H1, H2, . . . , Hn〉, então Σ Œ H.
1.5 Classes de Grupos e Propriedades Gerais
A teoria de conjuntos não admite o conjunto de todos os grupos com uma deter-
minada propriedade.
As classes consideradas neste trabalho estão contidas na classe E de todos os gru-
pos finitos. Adiante no texto restringirnos-emos, em alguns casos, à classe S de
todos os grupos finitos e resolúveis.
Definição 1.5.1. Dizemos que X é uma classe de grupos se:
(a) todos os grupos de X são finitos;
(b) se G pertence a X então qualquer grupo H isomorfo a G também pertence a
X (X é fechado para isomorfismo);
(c) todos os grupos de ordem 1 pertencem a X.
Uma vez que determinadas classes irão surgir recorrentemente, listamos abaixo
algumas das mais importantes:
• E, a classe dos grupos finitos;
• S, a classe dos grupos finitos e resolúveis;
• N, a classe dos grupos finitos e nilpotentes;
• Sp, a classe dos p-grupos finitos e resolúveis;
• Sπ, a classe dos π-grupos finitos e resolúveis;
• A, a classe dos grupos finitos e abelianos.
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Notação. Dado um conjunto de grupos C , denotamos por pCq a menor classe
de grupos contendo C. Quando temos C “ tG1, G2, . . . , Gnu para algum n P N
usamos pG1, G2, . . . , Gnq, em vez de ptG1, G2, . . . , Gnuq. No presente texto falamos
em classes de grupos e usamos letras maiúsculas góticas (Fraktur) e parêntesis para
designar uma determinada classe (C “ p...q), em vez das habituais letras maiúscu-
las e chavetas (C “ t. . . u).
Definição 1.5.2. Se X e Y forem duas classes de grupos, podemos definir o pro-
duto de classes da seguinte forma: dado um grupo G, G P XY se e só se existir
N G tal que N P X e G{N P Y.
Observações. Sejam X e Y classes de grupos. É trivial verificar que X, Y Ď XY.
O produto de classes acima definido não é comutativo, nem sequer é associativo,
embora em certos casos possamos garantir a associatividade. Se tomarmos A4 sub-
grupo do grupo simétrico S4, temos que A4 P pCCqC, onde C é a classe dos grupos
ćıclicos, pois A4 “ V4 ¸ C3 (V4 “ C2 ˆ C2, é o grupo de Klein) e A4 R CpCCq,
pois A4 não possui subgrupos normais ćıclicos não triviais. No entanto, decorre da
definição que XpYZq Ď pXYqZ.
Definição 1.5.3. Seja X uma classe de grupos, definimos os seguintes conjuntos:
(a) πpXq “
Ť
tπpGq : G P Xu;
(b) charpXq “ tp P P : Cp P Xu, ao qual damos o nome de caracteŕıstica de X.
Para podermos fazer uma observação relativamente à definição anterior, damos a
seguinte
Definição 1.5.4. Dado π Ď P denotamos por OπpGq o menor subgrupo normal
de G tal que G{OπpGq é um π-grupo.
Observação. Claramente charpXq Ď πpXq. No entanto, em geral não temos a
igualdade. Se X “ pG : Op
1
pGq “ Gq for a classe de todos os grupos p1-perfeitos
para um dado p P P, então charpXq “ tpu Ĺ P “ πpXq.
Pelos exemplos acima, vemos que uma forma natural de construir classes de grupos
é exibir uma propriedade (da teoria dos grupos) e construir o classe dos grupos
que satisfazem essa propriedade. Nesse sentido, o conceito de operador de fecho
vai ser bastante importante, pois irá dar-nos uma outra forma de construir classes
de grupos a partir de classes de grupos dadas. Uma aplicação de classes é, como
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o nome indica, uma aplicação C que a cada classe de grupos X faz corresponder
uma classe de grupos CX.
Definição 1.5.5. Dadas X e Y classes de grupos e C uma aplicação de classes.
Dizemos que C é
(i) um operador de fecho, se:
(a) X Ď CX (C é extensiva);
(b) CX “ C(CX) (C é idempotente);
(c) Se X Ď Y, então CX Ď CY (C é isótona);
(ii) C-fechada se CX “ X.
Dadas aplicações de classes definimos a composição tal como seria de esperar:
(AB)X “ A(BXq.
Observação. Decorre imediatamente da definição acima que, se C for um opera-
dor de fecho, então CX é C-fechada.
Definição 1.5.6. Dados dois operadores de fecho B e C. Dizemos que:
(i) B ď C, se BX Ď CX, para qualquer X classe de grupos;
e dada X uma classe de grupos, definimos:
(ii) 〈B,C〉X como sendo a menor classe de grupos que contém X e que é fechada
para os operadores B e C.
Exemplos 1.5.1. Abaixo damos uma lista de alguns dos operadores que iremos
utilizar mais adiante no texto.
SX “ pG P E : G » K, onde K ď H, para algum H P Xq;
SnX “ pG P E : G » K, onde K  H, para algum H P Xq;
QX “ pG P E : G » H{N , para algum H P X e N Hq;
D0X “ pG P E : G » N1 ˆN2 ˆ ¨ ¨ ¨ ˆNr, onde N1, N2, . . . , Nr P Xq;
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N0X “ pG P E : G “ 〈N1, N2, . . . , Nr〉, onde N1, N2, . . . , Nr   G e
N1, N2, . . . , Nr P Xq;
EΦX “ pG P E : G{N P X, onde N G e N ď ΦpGqq.
7
EZX “ pG P E : N ď Z8pGq e G{N P X, para algum N  Gq
Proposição 1.5.1. As aplicações de classes acima definidas são operadores de
fecho.
Demonstração. Sai imediatamente que as aplicações de classe acima definidas são
extensivas e isótonas. Para além disso é fácil verificar que S, Sn, Q, D0 e N0 são
idempotentes. Seja X uma classe de grupos.
Verifiquemos que R0 é idempotente. Pelo facto de R0 ser extensiva e isótona
vem que R0X Ď R0pR0Xq “ R
2
0X. Para verificarmos a outra inclusão, seja




Ni “ 1 e G{Ni P R0X, onde











Ni “ 1, donde G P R0X e portanto R
2
0X “ R0X.
Vejamos agora que E2ΦX “ EΦX. Analogamente ao que fizemos acima, EΦX Ď
E2ΦX. Seja G P E
2
ΦX. Então, por definição, existe N G, onde N ď ΦpGq e tal que
G{N P EΦX. Portanto, por sua vez, G{N possui um subgrupo normal, M{N tal
que M{N ď ΦpG{Nq e pG{Nq{pM{Nq P X. Ora, como G{M » pG{Nq{pM{Nq,
vem que G{M P X. Para além disso, é fácil de ver que, ΦpG{Nq “ ΦpGq{N e
portanto M ď ΦpGq. Donde G P EΦX e E
2
ΦX “ EΦX.
Resta-nos ver E2ZX “ EZX. Novamente, pelo que se disse EZX Ď E
2
ZX. Seja
G P E2Z , dado que, se K ď Z8pGq, então Z8pG{Kq “ Z8pGq{K, a prova sai
exactamente, como foi feito acima para EΦ.
Nota. É um exerćıcio simples verficar que Sn ď S, D0 ď R0 e D0 ď N0 e que
uma classe de grupos é fechada para subgrupos subnormais se e só se for fechada
para subgrupos normais. Repare-se também que a dualidade entre os conceitos
de quociente e subgrupo normal permite-nos encarar os operadores Sn e N0 como
duais dos operadores Q e R0, respectivamente.
Definição 1.5.7. Seja X uma classe de grupos. Se EΦX “ X, dizemos que X é
saturada.
7ΦpGq denota, como habitualmente, o subgrupo de Frattini de G.
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As seguintes definições generalizam as noções de radical resolúvel e reśıduo reso-
lúvel, previamente introduzidas.
Definição 1.5.8. Seja X uma classe R0-fechada e G um grupo. Definimos
GX “
č
tN G : G{N P Xu,
a que damos o nome de X-reśıduo de G.
Definição 1.5.9. Seja X uma classe N0-fechada e G um grupo. Definimos
GX “ 〈S P X : S  G〉
a que damos o nome de X-radical de G.
Observações. O X-reśıduo de G é o menor subgrupo normal de G cujo quociente
pertence a X, enquanto que o X-radical de G é o maior subgrupo subnormal de G
que pertence a X.
Para apresentarmos um exemplo que decorre da definição acima, enunciamos um
teorema central para a teoria dos grupos finitos e nilpotentes (para uma demons-
tração detalhada, vide p. ex. Brison [8]) e uma definição que dele resulta. O
resultado foi demonstrado por H. Fitting em [19], na primeira metade do século
XX.
Teorema 1.5.2 (Fitting [19]). Seja G um grupo, M,N G e M e N nilpotentes.
Então MN G e MN é nilpotente.
Definição 1.5.10. Seja G um grupo. Definimos
F pGq “
ź
tN : N G e N é nilpotenteu
a que damos o nome de subgrupo de Fitting de G.
Exemplo 1.5.1. Seja N a classe dos grupos finitos e nilpotentes. Temos que
GN “ F pGq.
As proposições que se seguem serão úteis mais adiante.
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Proposição 1.5.3. Seja X uma classe R0-fechada e Q-fechada, G um grupo e
N  G. Temos que:
(a) G{N P X se e só se GX ď N e em particular GX “ 1 se e só se G P X;
(b) GX car G;
(c) pG{NqX “ NGX{N .
Demonstração. paq Resulta imediatamente da definição;
pbq Temos que pGXqα » GX. Como, dado N  G, G{N » G{Nα, em particular
G{pGXqα » G{GX P X. Portanto GX ď pGXqα. Pelo que vimos inicialmente, sai
pGXqα “ GX;
pcq Por paq, temos que pG{Nq{pNGX{Nq » G{NGX P X e portanto, novamente
por paq, pG{NqX ď NGX{N . Ponhamos S{N “ pG{NqX. Logo N  S e G{S »
pG{Hq{pS{Hq P X, donde GX ď S. Sai que NGX ď S e conclúımos que NGX{N ď
S{N “ pG{NqX, como pretendido.
Proposição 1.5.4. Seja X uma classe N0-fechada e Sn-fechada e G um grupo.
Temos que:
(a) dado S  G, S P X se e só se S ď GX e, como consequência G P X se e só
se G “ GX;
(b) GX car G;
(c) se S  G, então SX “ S XGX.
Demonstração. paq Se S   G e S P X, resulta imediatamente da definição de
GX, que GX ď S. Se S  G e S ď GX  G, existe uma série subnormal de G
até S que passa por GX P X, como é Sn-fechda vem que S P X.
pbq Temos que, dado α P AutpGq, pGXq
α » GX e pGXq




pcq Suponhamos que S   G. Temos que SX   S   G, portanto SX ď G
e SX ď S X GX. Para a outra desigualdade, como S X GX   GX P X, sai que
S XGX P X. Ora, S XGX  S, donde S XGX ď SX.
Caṕıtulo 2
Classes de Fitting e Injectores
2.1 Motivação Histórica
No que se segue faremos uma brev́ıssima introdução histórica à teoria de grupos,
referindo resultados centrais que motivaram o estudo das classes de Fitting nas
décadas de 60 e 70 do século XX. O primeiro resultado que aqui referimos é o
teorema de Sylow (1872) que, em termos gerais, afirma que dado um grupo finito
G, temos:
(a) existem p-subgrupos de Sylow;
(b) quaisquer dois p-subgrupos de Sylow são conjugados e portanto o conjunto dos
p-subgrupos de Sylow forma classe de conjugação de G;
(c) dado um p-subgrupo de G, este está contido num p-subgrupo de Sylow de G.
P. Hall, em 1928, generaliza este resultado para grupos finitos e resolúveis, onde
em vez de p-subgrupos de Sylow, encontramos π-subgrupos de Hall, em que π Ď P.
Teŕıamos de esperar até 1961, ano em que Carter demonstra que dado um grupo
G finito e resolúvel,
(a) existe H ď G tal que H é nilpotente e H “ NGpHq (subgrupos como H,
ficaram conhecidos como subgrupos de Carter);
(b) se H,K ď G forem nilpotentes e H “ NGpHq e K “ NGpKq então H “ K
g,
para algum g P G.
Este importante resultado assemelha-se aos seus predecessores, na medida em que
os subgrupos de Carter (para a classe dos grupos nilpotentes) podem ser vistos
como análogos dos p-subgrupos de Sylow (para a classe dos p-grupos) e dos π-
subgrupos de Hall (para a classe dos π-grupos). No entanto, não existe no teorema
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um análogo para a condição (c) do teoremas de Sylow e de Hall. E foi também
imediatamente percept́ıvel que o teorema de Carter não poderia ser facilmente ge-
neralizado para qualquer grupo finito. Pensando por exemplo em A5, vemos que
nem todos os grupos finitos possuem subgrupos de Carter e pensando em S5 vemos
que possuir uma única classe de conjugação de subgrupos de Carter não é uma
caracteŕıstica única dos grupos resolúveis. Porém, o resultado de Carter permite
perceber que posteriores extensões destes teoremas seriam posśıveis. E não seria
necessário muito tempo pois, em 1963, W. Gaschütz, no seu artigo Zur Theorie
der endlichen auflösbaren Gruppen [21], apresenta novas generalizações das ideias
acima apresentadas. Nesse trabalho Gaschütz constrói novas estruturas:
Definição 2.1.1 (Gaschütz). Seja X uma classe de grupos. Dizemos que X é
uma formação se X for fechada para quocientes e produtos subdirectos, ou seja,
se X “QX e X “R0X.
Portanto, sai imediatamente da definição que uma classe de grupos X é uma for-
mação saturada, se X “ 〈Q,R0,EΦ〉X.
Exemplos 2.1.1. As classes que se seguem são exemplos de formações saturadas.
A classe N dos grupos finitos e nilpotentes;
Para cada p Ď P, a classe Sp dos p-grupos finitos e resolúveis;
Para cada π Ď P, a classe Sπ dos π-grupos finitos e resolúveis.
Definição 2.1.2 (Gaschütz). Seja X uma classe de grupos. Dado um grupo G,
dizemos que E ď G é um X-covering subgroup de G se:
(a) E P X;
(b) se E ď H ď G e N H com H{N P X, então H “ EN .
Com estas novas estruturas, Gaschütz provou que dada uma formação de grupos
resolúveis, digamos X, então qualquer grupo resolúvel G tem um X-covering sub-
group se e só se X for saturada e neste caso os X-covering subgroups formam uma
classe de conjugação de subgrupos de G. Este resultado permite-nos observar que
Gaschütz via os subgrupos de Carter, os subgrupos de Sylow e os subgrupos de
Hall como análogos e reparou que os covering subgroups partilhavam com estes
algumas das suas propriedades. Aliás quando consideramos X como sendo Sp,
Sπ, ou N obtemos, respectivamente como X-covering subgroups os subgrupos de
Sylow, os subgrupos de Hall e os subgrupos de Carter. Após o artigo de Gaschütz,
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que marca o ińıcio de um novo paradigma no estudo da teoria de grupos, vários
trabalhos foram desenvolvidos em paralelo. Um desses trabalhos, que é funda-
mental para o desenvolvimento dos próximos caṕıtulos, foi iniciado por B. Fischer
[17], em 1966, durante o seu Habilitationsschrift (Habilitação). Nesse trabalho,
Fischer tenta uma dualização da teoria das formações e dos X-covering subgroups,
introduzidos por Gaschütz. Tal como observámos acima, Fischer também reparou
que os operadores de fecho Sn e N0 podiam ser vistos como duais dos operadores
Q e R0, respectivamente e tendo em conta essa ideia introduziu uma nova estrutura:
Definição 2.1.3 (Fischer [17]). Seja X uma classe de grupos. Dizemos que X é
uma classe de Fitting se X “ 〈Sn,N0〉X.
Observação. Como já t́ınhamos notado, dada uma classe de grupos X, X é fe-
chada para subgrupos subnormais (se G P X e H G, então H P X) se e só se X
é fechada para subgrupos normais (se G P X e H  G, então H P X). No entanto,
observamos que a normalidade não define um operador de fecho, visto a operação
não ser transitiva e dáı a idempotência não ser respeitada.
O próximo lema permite-nos provar uma proposição que nos dá uma caracteriza-
ção do operador N0 mais prática e que vai ser utilizada daqui em diante, sempre
que quisermos verificar que uma classe é N0-fechada.
Lema 2.1.1. Seja X uma classe de grupos e G um grupo de ordem minimal em
N0XzX. Então existem N,M  G, com N,M P X, tais que G “ NM .
Demonstração. Como G P N0X, existem S1, . . . , Si   G, com S1, . . . , Si P X,
tais que G “ 〈S1, . . . , Si〉. Podemos supor sem perda de generalidade que G não
é gerado por nenhum subconjunto próprio de tS1, . . . , Siu. Necessariamente i ą 1,
caso contrário, G “ K1 P X. Ponhamos H “ 〈S2, . . . , Si〉 e K “ 〈S1, . . . , Si´1〉.









. Pelo facto de N e M serem gerados por conjugados
de H e K, vem que N,M P N0X. Como H,K ň G, vem que N,M ň G e por-
tanto, novamente pela minimalidade de G, vem que N,M P X. Conclúımos que
G “ 〈N,M〉 “ NM , como queŕıamos.
Proposição 2.1.2. Seja X uma classe de grupos. Então as seguintes condições
são equivalentes:
(a) X é N0-fechada;
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(b) Dado um grupo G tal que N,M  NM “ G, com N,M P X, então G P X.
Demonstração. paq ñ pbq Se N0X “ X, a condição pbq sai imediatamente.
pbq ñ paq Suponhamos que a condição pbq se verifica e suponhamos com vista a
um absurdo que N0XzX ‰ ∅. Tomemos G P N0XzX de ordem minimal. Pelo lema
anterior existem N,M P X, tais que N,M  NM “ G. Por pbq, viria que G P X,
uma contradição.
Nota. Daqui em diante, no texto, reservamos o śımbolo F quando nos quisermos
referir a uma classe de Fitting, em vez do śımblo X, que utilizamos quando que-
ŕıamos falar de uma classe de grupos em geral.
Exemplos 2.1.2. As classes que se seguem são exemplos de classes de Fitting.
A classe S dos grupos finitos e resolúveis;
A classe N dos grupos finitos e nilpotentes.8
Após constrúıda a nova definição acima apresentada, Fischer precisava de uma es-
trutura que funcionasse como dual de um X-covering subgroup, por isso introduziu
a seguinte
Definição 2.1.4 (Fischer [17]). Seja X uma classe de grupos. Dado um grupo G,
dizemos que E ď G é um Fischer X-subgroup se:
(a) E P X;
(b) se E ď H ď G, então HX ď E.
A partir desta construção, Fischer demonstrou que dada uma classe de Fitting F,
para cada grupo finito e resolúvel G, existia um Fischer F-subgroup. Não con-
seguiu, no entanto, demonstrar que os Fischer F-subgroups de um grupo finito
resolúvel eram conjugados. Para demonstrar esse facto teve que impor condições
extra sobre a classe de Fitting F. Dark, em 1972, veio confirmar o que já se sus-
peitava, ou seja, que essas condições extra eram realmente necessárias, para isso
exibindo uma classe de Fitting F e um grupo finito resolúvel que tinha duas classes
de conjugação de Fischer F-subgroups. Percebeu-se mais tarde que o conceito que
se deveria dualizar era o conceito, que abaixo definimos, de X-projector, para uma
dada classe de grupos X, em vez do conceito de X-covering subgroup.
8Parte desta afirmação é resultado do teorema de Fitting previamente apresentado. Certa-
mente a designação classe de Fitting deve o seu nome a este resultado.
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A classe de grupos que utilizou para verificar a propriedade de conjugação foi a
seguinte:
Definição 2.1.5 (Fischer). Seja F uma classe de grupos. Dizemos que F é uma
classe de Fischer se as seguintes condições se verificarem:
(a) F é N0-fechada;
(b) Se K  G P F e H{K é um subgrupo nilpotente de G{K, então H P F.
Observação. Se a classe de grupos F da definição acima já for N0-fechada, basta
exigir que a condição pbq se verifique sempre que H{K é um p-subgrupo de G{K,
para p P P.
De seguida apresentamos uma condição equivalente à condição pbq da definição
anterior que nos vai ser útil mais adiante. Verificamos também que uma classe de
Fischer é mais abrangente que uma classe de Fitting.
Proposição 2.1.3 (Hawkes). Seja F uma classe de grupos. E seja:
SFF “ pG P E : G ď H P F e G
N  Hq
Então temos as seguintes propriedades:
(a) SF é um operador de fecho;
(b) Sn ň SF ň S;
(c) F satisfaz a condição pbq da definição anterior se e só se F é SF -fechada.
Demonstração. paq As propriedades de isotonia e extensividade são imediatas e,
portanto SF ď S
2
F . Resta-nos apenas verificar que SF é, de facto, idempotente.
Seja R P SF pSFFq. Então existem grupos G e T tais que R ď T ď G P F e
RN  T , TN  G. Ora, R{pR X TNq » RTN{TN ď T {TN. Daqui conclúımos
que RN ď TN, mas como RN T , vem que RN TN. T́ınhamos que TN G
e portanto RN  G, donde R P SFF, como queŕıamos.
pbq As desigualdades SN ď SF ď S são óbvias das definições. Para verificar que as
desigualdades são estritas, abaixo damos exemplos de classes que são SF -fechadas
e não são S-fechadas e de classes de Fitting que não são SF -fechadas.
pcq Suponhamos que F satisfaz a condição pbq da definição anterior e seja H P SFF.
Então, existe G P F tal que H ď G e HN  G. Tomando a seguinte a série:
HN “ Sk  Sk´1  . . . S1 “ G, k ě 2,
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como sendo a série dos fechos normais, vemos facilmente por indução que esta
é H-invariante (cada elemento da série é normalizado por H). Verificamos por
indução que, para cada i P t1, . . . , ku, SiH P F.
Se i “ 1, é óbvio que SiH P F.
Suponhamos que SiH P F, para i ě 1. Então Si`1H{Si`1 » H{pH X Si`1q,
que por sua vez é isomorfo a um quociente do grupo H{HN P N. Logo,
Si`1H{Si`1 P QN “ N. Como Si`1  SiH P F, Si`1H P F, pela suposição que pbq
da definição anterior se verifica. Logo H “ SkH P F e conclúımos que SFF “ F.
Para vermos a outra implicação, suponhamos que SFF “ F e tomemos N  G P F
de tal forma que H{K seja um subgrupo nilpotente de G{K. Então HN  K e
portanto HN  G, donde H P SFF “ F, como queŕıamos demonstrar.
Observação. Se F for uma classe de grupos, resulta imediatamente da proposição
anterior que F é uma classe de Fischer se e só se F “ 〈N0, SF 〉F.
Exemplos 2.1.3. (a) A classe Z3 “ pG P S : Soc3pGq ď ZpGqq é uma classe de
Fitting, no entanto, não é uma classe de Fischer;
(b) Seja π Ď P, a classe J “ pG P S : OπpGq ď Z8q é uma classe de Fischer, que
não é S-fechada.9
Antes de definirmos o conceito de X-projector precisamos da seguinte
Definição 2.1.6. Seja X uma classe de grupos e G um grupo. Dado H ď G,
dizemos que H é X-maximal em G se as seguintes condições se verificarem:
(a) H P X;
(b) se H ď K ď G e K P X, então H “ K.
Definição 2.1.7 (Gaschütz). Sejam X uma classe de grupos e G um grupo. Di-
zemos que H ď G é um X-projector de G se, para qualquer N  G, HN{N é
X-maximal em G{N .
A dualização desta nova estrutura foi feita em 1967 por Fischer, Gaschütz e Hartley
no famoso artigo, Injektoren endlicher auflösbarer Gruppen [18]. A nova estrutura
que obtiveram foram os injectores, estrutura essa que, por razões de clareza da
exposição, definiremos mais à frente no texto. E é com esta nova construção e
9Para mais detalhes acerca destas construções, vide Doerk and Hawkes [15] IX.3.7 (a) e IX.3.7
(b), respectivamente.
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nesse mesmo artigo que provam que uma classe de grupos finitos e resolúveis F é
uma classe de Fitting se e só se cada grupo finito e resolúvel possuir um F-injector.
Além disso, nesse caso existe uma única classe de conjugação de F-injectores.
O nosso objectivo no que resta do caṕıtulo e em caṕıtulos posteriores será apro-
fundar o assunto que acima foi abreviadamente descrito, sempre do ponto de vista
das classes de Fitting, objecto principal de estudo neste trabalho.
2.2 Produto de Fitting
O resultado apresentamos de seguida, ficou conhecido na literatura como “Lema
quasi-R0”.
Embora as classes de Fitting não sejam fechadas para a operação R0, este lema
mostra que, sob certas condições podemos aproximar-nos dessa propriedade.
Proposição 2.2.1 (Lockett). Sejam F uma classe de Fitting, G um grupo e M ,
N G tais que M XN “ 1 e G{MN P N. Se G{M P F, temos:
G P F sse G{N P F .
Demonstração. Sejam D “ pG{NqˆpG{Mq e S “ NM G. Definamos o seguinte
homomorfismo:
µ : G ÝÑ pG{Nq ˆ pG{Mq
g ÞÝÑ pgN, gMq
Por um lado, como N XM “ 1, temos que µ é um monomorfismo. Por outro,
dado que µpSq “ pS{Nq ˆ pS{Mq D e que D{µpSq » pG{Sq ˆ pG{Sq P N, vem
que µpGq{µpNq   D{µpNq. Consequentemente µpGq   D. Ora, D P D0F e
portanto µpGq P SnD0F. Conclúımos que µpGq P F, como G » µpGq, vem que
G P F.
Suponhamos agora que G P F. Dados g1, g2 P G, temos que pg1N, g2Mq “
pg1N, g1Mqp1N, g1Mq
´1p1N, g2Mq, logo A ˆ B “ G0B. Como G P F, G0 P F e
vem G0B P N0F. Sai que AˆB P F, donde A P F, ou seja, G{N P F.
Em geral, dadas duas classes de Fitting F e G, o seu produto FG, como definido em
4.2, não tem necessariamente de ser uma classe de Fitting. No entanto, podemos
construir um produto de classes de forma a manter esta propriedade.
Definição 2.2.1 (Gaschütz). Sejam F e G classes de Fitting. Definimos
F ˛G “ pG P S : G{GF P Gq (2.1)
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que designamos por produto de Fitting de F por G.
Observações. Segue imediatamente das definições que, dadas F, G e H classes
de Fitting, F ˛ G Ď FG e que F Ď F ˛ G. Contudo, em geral não é verdade que
G Ď F ˛G. É também óbvio que, se G Ď H, então F ˛G Ď F ˛H, mas nem sempre
G ˛ F Ď H ˛ F.
Proposição 2.2.2. Sejam F, G e H classes de Fitting. Então:
(a) F ˛G é uma classe de Fitting;
(b) dado G um grupo, pG{GFqG “ GF˛G{GF;
(c) pF ˛Gq ˛ H “ F ˛ pG ˛ Hq.
Demonstração. (a) Vejamos que F ˛ G é fechada para Sn: seja N  G P F ˛ G.
Pela proposição 1.5.4 vem que NF “ N X GF. Logo N{NF “ N{pN X GFq »
NGF{GF G{GF P G. Portanto N{NF P SnG “ G, donde N P F ˛G
Vejamos que F ˛ G é fechada para N0: seja G “ MN , onde M , N  G e M ,
N P F ˛ G. Temos novamente, como acima MF “ M X GF e M{MF “ M{pM X
GFq »MGF{GF, pelo teorema do isomorfismo. Analogamente, N{NF » NGF{GF.
Usando estas duas observações e o facto de G{GF “ pMGF{GFqpNGF{GFq, con-
clúımos que G{GF P SnG “ G e portanto
G P F ˛G;
(b) Temos que F Ď F ˛ G, logo GF ď GF˛G. Portanto GF “ GF X GF˛G e pela
proposição 1.5.4 temos que GF X GF˛G “ pGF˛GqG. Concluimos que GF˛G{GF “
GF˛G{pGF˛GqF P G. Donde GF˛G{GF “ pGF˛G{GFqG ď pG{GFqG. Por outro
lado, notemos R{GF “ pG{GFqG. Utilizando novamente a proposição 1.5.4, RF “
R X GF “ GF. Logo R{RF “ R{GF “ pG{GFqG P G e portanto R P F ˛ G. A
seguinte cadeia de igualdades, R{RF “ RF˛G{RF “ RF˛G{GF implica que pG{GFqG
está contido em GF˛G{GF. Portanto temos a igualdade, pG{GFqG “ GF˛G{GF;
(c) A cadeia de equivalências a seguir exibida demonstra o pretendido. Temos
G P pF ˛ Gq ˛ H sse (por definição) G{GF˛G P H sse (teorema do isomorfismo)
pG{GFq{pGF˛G{GFq P H sse (aĺınea (b)) pG{GFq{pG{GFqG P H sse (por definição)
G{GF P G ˛ H sse (por definição) G P F ˛ pG ˛ Hq.
Teorema 2.2.3 (Lockett). Sejam F e G classes de Fischer. Então F ˛G ainda é
uma classe de Fischer.
Demonstração. Se F e G forem classes de Fischer, então são classes de Fitting e
portanto pelo teorema anterior vem que F˛G é uma classe de Fitting. Relembrando
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a observação feita a seguir à definição 1.5.4, tomemos N  G P F ˛ G de tal
forma que H{N é um p-subgrupo de G{N . Queremos então verificar que H P
F ˛ G. Ora, HGF{GF ď G{GF P G e o quociente de HGF{GF por NGF{GF é
isomorfo a HGF{NGF, que é um p-grupo. Portanto pHGF{GFq
N  NGF{GF 
G{GF e conclúımos que pHGF{GFq
N   G{GF, donde HGF{GF P SFG “ G.
Consequentemente (1) H{pH XGFq P G.
Por outro lado temos que, N X GF  H X GF e N X GF  GF P F. Como
pH X GFq{pN X GFq é um p-grupo conclúımos que H X GF P SFF “ F. Mas
H X GF  H, donde H X GF ď HF. Ora, utilizando a lei modular de Dedekind
temos, (2) HF X pH XGFqN “ pH XGFqpHF XNq “ pH XGFqNF “ H XGF.
Como H{pH X GFqN é um p-grupo e um quociente de H{pH X GFq P G, temos
que p P charpGq e portanto (3) H{pH X GFqN P Np Ď G. Por (1), (2) e (3), à
luz do lema quasi-R0, podemos concluir que H{HF P G, donde H P F ˛ G, como
queŕıamos.
2.3 Classes de Fitting e Injectores
Tendo presente o objectivo a que nos propusemos neste caṕıtulo, da dualização da
teoria dos projectores iniciada por Gaschütz, introduzimos a seguinte
Definição 2.3.1 (Fischer, Gaschütz, Hartley). Seja X uma classe de grupos e G
um grupo. Dado V ď G, dizemos que V é um X-injector de G, se para cada
S  G, V X S for X-maximal em S.
Observações. Resulta imediatamente da definição que, dada X uma classe de
grupos e G1 e G2 grupos:
(a) Se V é um X-injector de G1 e S  G1 então V X S é um X-injector de S;
(b) Se V é um X-injector de G1 e α : G1 Ñ G2 é um isomorfismo então αpV q é
um X-injector de G2.
Notação. Sejam X uma classe de grupos e G um grupo. Denotamos o conjunto
dos X-injectores de G (possivelmente vazio) por InjXpGq.
Definição 2.3.2. Seja X uma classe de grupos. Dizemos que X é uma classe in-
jectiva se, dado um grupo finito e resolúvel G, este possuir X-injectores.
Exemplos 2.3.1. Dado π Ď P, a classe Sπ dos π-grupos resolúveis é injectiva.
Dado um grupo resolúvel, os seus Sπ-injectores são os seus π-subgrupos de Hall.
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As proposições que se seguem são importantes para o estudo dos injectores e ca-
racterização das classes injectivas. São também de fácil demontração, portanto as
suas provas serão omitidas.
Proposição 2.3.1. Seja G um grupo finito, X uma classe de grupos. Então V é
um X-injector de G se e só se as seguintes afirmações forem satisfeitas:
(a) V é X-maximal em G;
(b) para cada N ¨ G, N X V é X-injector de N .
Observações. (a) Sejam G um grupo e X uma classe de grupos. Um X-injector
de G contém o radical GX.
(b) Resulta da definição que um X-injector de G é um subgrupo X-maximal de G.
No entanto, um subgrupo X-maximal de G não tem necessariamente de ser
um X-injector de G. Se pensarmos no grupo simétrico G “ S3, este admite
como subgrupos: o subgrupo trivial L “ tidGu, H1 “ 〈p1, 2q〉, H2 “ 〈p2, 3q〉,
H3 “ 〈p1, 3q〉, K “ 〈p1, 2, 3q〉 “ A3 e o próprio G. Como ZpGq “ 1, G não é
nilpotente. H1, H2 e H3 são nilpotentes e portanto N-maximais, porém não
são N-injectores de G pois a sua interseção com K “ A3 é trivial e K é nilpo-
tente e normal em G.
Proposição 2.3.2. Seja X uma classe injectiva. Dado G um grupo finito e reso-
lúvel, temos:
G P X sse G é X-injector de G.
Desde o lema que se segue e até ao final deste caṕıtulo, todas as classes considera-
das estão contidas na classe S, dos grupos finitos e resolúveis. Da mesma forma
todos os grupos considerados são finitos e resolúveis.
Lema 2.3.3. Seja X uma classe injectiva. Então:
(a) X é Sn-fechada;
(b) X é N0-fechada.
Demonstração. (a) Seja G P X um grupo e S  G. Como G P X, pela proposi-
ção 2.3.2 vem que G é X-injector de G. Portanto, por definição vem que G X S é
X-maximal em S, mas G X S “ S e conclúımos que S P X, como queŕıamos.
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(b) Sejam H1, H2 P X tais que H1, H2  H1H2 “ G. Como X é injectiva e G é
resolúvel, G possui um X injector, digamos V . Logo temos que H1 X V “ H1 e
H2 X V “ H2, que implica H1, H2 ď V , donde G ď V . Conclúımos que V “ G e
portanto G P X.
Lema 2.3.4 (Hartley). Seja F uma classe de Fitting e G{H um factor abeliano do
grupo G. Se S1 e S2 forem subgrupos F-maximais de G tais que H XS1 “ H XS2,
então S1 e S2 são conjugados em G.
Demonstração. Seja G0 “ 〈S1, S2〉 e suponhamos que G0 ň G. Seja também
H0 “ G0XH. Temos trivialmente que G0{H0 é um factor abeliano de G0, S1 e S2
são F-maximais em G0 e H0 X S1 “ H0 X S2. Portanto, por indução temos que S1
e S2 são conjugados em G0. Podemos agora supor que G “ 〈S1, S2〉. Ponhamos
S “ H X S1 “ H X S2. Como S  S1 e S  S2, temos que S G “ 〈S1, S2〉. Para
cada i P t1, 2u, seja Ci{S um subgrupo de Carter NGpSiq{S. Mostramos em dois
passos que Si ď Ci:
(i) Vejamos que Si{S é central em NGpSiq{S: Seja si P Si. Então, para cada
g P G, sgi s
´1
i “ rg, s
´1
i s P G
1 ď H, pois G{H é abeliano. Em particular, se
g P NGpSiq, rg, s
´1
i s P H. Para cada cada g P NGpSiq, rg, s
´1




i P Si e
conclúımos que rg, s´1i s P H X Si “ S. Logo Si{S é central em NGpSiq{S.
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(ii) Ci{S é um subgrupo de Carter NGpSiq{S e como tal Ci{S é o seu próprio nor-
malizador em NGpSiq{S. Portanto Ci{S contém todos os elementos centrais em
NGpSiq{S e conclúımos que Si{S  Ci{S, por (i).
Vejamos que para cada i P t1, 2u, Ci{S é um subgrupo de Carter de G{S: Por
construção Ci{S é nilpotente. Resta-nos ver que Ci “ NGpCiq. Seja g P G tal que
Cgi “ Ci. Sai que Si, S
g
i  Ci. Temos por hipótese que Si P F, como S
g
i » Si, vem
que Sgi P F. A classe F é fechada para produtos normais, logo SiS
g
i P F. Temos
também por hipótese que Si é F-maximal em G, logo Si “ SiS
g
i e Si “ S
g
i . Daqui
conclúımos que g P NGpSiq e vem que g P Ci, pois Ci é o seu próprio normalizador
em NGpSiq.
Sendo subgrupos de Carter de G{S, C1{S e C2{S são conjugados. Portanto
C1 “ C
g
2 , para algum g P G. Então S1, S
g
2  C1 e usando um racioćınio aná-
logo ao acima utilizado (S1 e S2 F-maximais em G e F fechada para produtos
normais) vem que S1 “ S
g
2 como queŕıamos.
O teorema que se segue é o resultado central deste caṕıtulo. Os dois lemas que o
precederam são importantes para a sua demonstração. Recorde-se que as classes
e grupos tomados estão no universo S.
10Se A, B G forem tais que B ď A, temos que rA,Gs ď B sse A{B ď ZpG{Bq.
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Teorema 2.3.5 (Fischer, Gaschütz, Hartley). Seja X uma classe de grupos. En-
tão:
(a) X é uma classe de Fitting sse X é uma classe injectiva;
(b) Se X é uma classe injectiva e G for um grupo então todos os X-injectores de
G são conjugados.
Demonstração. Seja X uma classe de grupos. Se X for injectiva pelo lema 2.3.3
temos que X é uma classe de Fitting.
Suponhamos que X é uma classe de Fitting. Seja G um grupo (finito e resolú-
vel). Vejamos, por indução, que G admite uma única classe de conjugação de
X-injectores. Isto prova a implicação pretendida e também pbq.
Se G tiver ordem 1, o resultado sai imediatamente.
Suponhamos então que |G| ‰ 1 e seja M um subgrupo normal próprio de G
(M G), com quociente G{M abeliano. Por indução, existe um X-injector de M,
digamos S0 (logo, S0 ď M). Seja S um subgrupo X-maximal de G contendo S0.
Temos que S0 ď S XM e S0 é X-maximal em M , donde S0 “ S XM . Vejamos
que S é um X-injector de G:
Por construção S é X-maximal em G. Pela proposição 2.3.1 resta-nos ver que, para
cada N¨ G, NXS é X-injector de N . Seja N um subgrupo maximal normal de G
(N ¨ G), novamente por indução temos que existe um X-injector de N, digamos,
V0. Como acima, podemos tomar um subgrupo V X-maximal em G, contendo V0
e temos outra vez que V XN “ V0.
De M XS “ S0, vem que M XN XS “M XN XS0. Portanto, como M XN  M
e S0 é X-injector de M sai que M X N X S0 é um X-injector de M X N . Pela
igualdade acima temos que M XN X S é X-injector de M XN . Da mesma forma,
M X N X V é um X-injector de M X N . Por indução, existe g P G tal que
M XN X V “ pM XN X Sqg “ M XN X Sg. Como G{M e G{N são abelianos,
G{pMXNq também o é e pelo lema 2.3.4, usando o facto deMXNXV “MXNXSg
e de V e Sg serem X-maximais em G, vem que V e Sg são conjugados em G. Logo,
existe h P G tal que Sh “ V . Agora, pN XSqh “ N XSh “ N XV “ V0. Como V0
é um X-injector de N , sai que pN X Sqh é um X-injector de N e portanto N X S
também o é, como queŕıamos.
Suponhamos que S1 e S2 são X-injectores de G. Vejamos que S1 e S2 são conju-
gados: seja N ¨ G, então N X S1 e N X S2 são X-injectores de N e por indução
são conjugados em N . Portanto, existe n P N tal que
N X S1 “ pN X S2q
n, donde N X S1 “ N X S
n
2 . Pelo lema 2.3.4, como S1 e S
n
2
são X-maximais em G e G{N é abeliano, conclúımos que S1 e S
n
2 são conjugados
e portanto S1 e S2 também o são, como queŕıamos.
Após este resultado ter sido demonstrado, pensando numa definição mais geral
de injector para o caso dos grupos finitos, conjecturou-se que o teorema ainda
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seria válido para este caso. No entanto, conforme uma construção apresentada
por Salomon, que nunca foi publicada, mas que pode ser vista no caṕıtulo 7 de
Ballester-Bolinches and Ezquerro [1], fora do universo resolúvel pode construir-se
uma classe de Fitting não injectiva .
Da demonstração que acabámos de exibir resulta imediatamente o seguinte
Corolário. Seja X uma classe de Fitting. Se H  G é tal que G{H é abeliano,
V é X-maximal em G e V XH é X-injector de H, então V é
X-injector de G.
Corolário. Seja X uma classe de Fitting e 1 “ G0  G1  ¨ ¨ ¨  Gn “ G
uma série subnormal de G, com Gi`1{Gi abeliano, para cada i P t0, 1, . . . , n´ 1u.
Tome-se também V ď G. Então V é um X-injector de G sse Gi X V é
X-maximal em Gi, qualquer que seja i P t0, 1, . . . , nu.
Demonstração. Condição necessária: resulta da definição.
Condição suficiente: Procedemos por indução. Se n “ 0, sai imediatamente. Supo-
nhamos que n ‰ 0. Por hipótese de indução temos que V XGn´1 é um X-injector
de Gn´1. Por hipótese V X Gn “ V é X-maximal em Gn. Pelo corolário anterior
sai que V é X-injector de Gn “ G, como queŕıamos.
Teorema 2.3.6. Seja X uma classe de Fitting, G um grupo e V um X-injector de
G. Se V ď S ď G então V é um X-injector de S.
Demonstração. Seja 1 “ G0 G1  ¨ ¨ ¨  Gn “ G uma série subnormal de G, com
Gi`1{Gi abeliano, para cada i P t1, 2, . . . , nu. Notemos Si “ S XGi, qualquer que
seja i P t1, 2, . . . , nu. Por um dos teoremas do isomorfismo, Si`1{Si é isomorfo a
um subgrupo do grupo quociente Gi`1{Gi e portanto abeliano. V é um X-injector
de G, portanto, para cada i P t1, 2, . . . , nu, V X Gi é um X-injector de Gi. Pelo
facto de V X Si “ V X pS X Giq “ V X Gi, vem que V X Si é X-maximal em Gi
e portanto em Si. Como 1 “ S0  S1  ¨ ¨ ¨  Sn “ S é uma série subnormal
de S, com Si`1{Si abeliano, para cada i P t1, 2, . . . , nu, conclúımos pelo corolário
anterior que V é um X-injector de S, como queŕıamos.
De seguida deduzimos um corolário deste teorema que nos será útil mais adiante.
Corolário. Seja F uma classe de Fitting e G um grupo. Se V é um F-injector de
G, então V é pronormal em G.
32 CAPÍTULO 2. CLASSES DE FITTING E INJECTORES
Demonstração. Seja V um F-injector de G e tomemos g P G, arbitrário. Então V g
é um F-injector de G. Pelo teorema anterior V e V g são F-injectores de 〈V, V g〉 e
pelo teorema 2.3.5, V e V g são conjugados em 〈V, V g〉, como queŕıamos.
Abaixo N denota, como habitualmente, a classe dos grupos finitos e nilpotentes.
Lema 2.3.7. Seja G um grupo. Então CGpGNq ď GN.
Demonstração. Notemos F “ GN “ F pGq e C “ CGpF pGqq. Como F  G, C G
e portanto D “ C X F  G. Suponhamos com vista a um absurdo que C ę F .
Então D ă C. Tomemos D ă N ď C, tal que N{D ¨ G{D. Ora, G é resolúvel e
portanto G{D é resolúvel, o que implica que N{D é abeliano. Como N centraliza
F , vem que rN,Ds “ 1 e conclúımos que N ą D ě 1 é série central de N . Logo N
é nilpotente e normal em G e sai que N ď F , o que é absurdo. Portanto C ď F ,
como queŕıamos.
Tendo presente a proposição 2.3.2, o próximo resultado mostra que dado um grupo
G (finito e resolúvel), os N-injectores de G são precisamente os Fischer subgroups
de G.
Teorema 2.3.8 (Fischer). Seja G um grupo. Considere-se N a classe dos grupos
finitos e nilpotentes. Então V é um N-injector de G sse V é N-maximal em G e
GN ď V .
Demonstração. Se V é um N-injector de G, sai por definição que V é N-maximal
em G. Como GN  G, conclúımos que GX ď V .
A demonstração do outro sentido é feita por indução na ordem de G.
Se |G| “ 1 a implicação sai imediatamente.
Vejamos que para cada cada N ¨ G, (i) NN ď V XN e (ii) V XN é N-maximal
em N .
(i) NN ď V XN : Como NN N , apenas nos resta verificar que NN ď V . Ora, NN
car N  G e portanto NNG. Conclúımos que NN ď GN. Por hipótese GN ď V ,
logo NN ď V , como queŕıamos.
Antes de procedermos à verficação de (ii), procedemos a algumas abreviaturas para
simplificar a notação e fazemos uma observação. Ponhamos F “ NN e D “ V XN .
Dado um grupo H, Hp denotará um p-subgrupo de Sylow de H e Hp1 denotará
um p1-subgrupo de Hall de H. É bem conhecido que se H é nilpotente, então
H “ Hp ˆHp1 . Portanto Hp ď CHpHp1q e Hp1 ď CHpHpq.
(ii) D é N-maximal em N : Seja T um grupo nilpotente tal que D ď T ď N .
Queremos ver que D “ T . Seja p P P. Então Vp1 ď CGpVpq ď CGpFpq, pois F ď
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GN ď V e portanto Fp ď Vp. Logo FpVp1 está definido e é nilpotente. Para além
disso temos também: Vp ď CGpVp1q ď CGpFp1q, pois Fp1 ď Vp1 e Tp ď CGpTp1q ď
CGpFp1q, pois Fp1 ď Tp1 . Seja CGpFp1qp um p-subgrupo de Sylow de CGpFp1q tal





T gp , Vp
〉
. Então Q ď CGpFp1qp e portanto é nilpotente, pois é um p-
grupo. O grupo Fp1Q é também nilpotente. Agora, rVp1 , Qs ď rCGpFpq, CGpFp1qs ď
CGpFpq X CGpFp1q “ CGpF q
11 e rVp1 , Qs ď rN,Qs ď N . Portanto rVp1 , Qs ď
CNpF q ď F , a última das desigualdades pelo lema 2.3.7. Logo rFpVp1 , Fp1Qs ď F .
Seja K “ FpVp1Fp1Q. Como F “ FpFp1 , temos que F ď FpVp1 e F ď Fp1Q, donde
F ď FpVp1XFp1Q. Segue que FpVp1 e Fp1Q são subgrupos normais de K. Como são
também nilpotentes, temos que K é nilpotente. Mas V “ VpVp1 ď Vp1Q ď K ď G
e portanto, pela N-maximalidade de V em G, sai que V “ K. Então como
T gp ď Q ď K “ V , sai que T
g
p ď V X N . Como isto é válido para cada primo p,
conclúımos que |T | ď |V XN |. Portanto, como V XN “ D ď T , vem que D “ T .
Como verificámos (i) e (ii), por hipótese de indução sai que V XN é N-injector de
N . Pela proposição 2.3.1 sai que V é N-injector de G.
11Seja G um grupo finito, se A,B  G então rA,Bs G e rA,Bs ď AXB (Huppert).

Caṕıtulo 3
A Secção de Lockett
Neste caṕıtulo seguimos essencialmente a abordagem feita por K. Doerk e T. Haw-
kes em [15].
Atente-se no seguinte: inicialmente as classes de Fitting e grupos considerados
estão no universo S, dos grupos finitos e resolúveis. A partir da definição 3.2.1 o
universo onde trabalhamos é E, dos grupos finitos. Mais tarde, referindo-o, regres-
saremos novamente ao universo S.
Em 1978, K. Doerk e T. Hawkes mostraram que se X é uma formação e G e H
forem grupos finitos e resolúveis então pGˆHqX “ GXˆHX. Uma questão que já
tinha sido posta e respondida muito antes deste resultado, era a de saber se este
teorema era verdadeiro no caso dual, para os radicais. Ou seja, se dada uma classe
de Fitting F e grupos finitos G e H, será que pGˆHqF “ GF ˆHF?
Em geral a resposta a esta pergunta é negativa, como mostraram Blessenohl e
Gaschütz em [5], mesmo para o caso em que G e H são resolúveis.
O estudo apresentado neste caṕıtulo advém deste comportamento algo errático
dos radicais relativamente ao produto directo. Dada uma classe de Fitting F e
um grupo finito G, apesar de nem sempre termos a igualdade, temos a seguinte
inclusão:
pGF ˆGFq ă pGˆGqF;
Este comportamento motivou o estudo iniciado por Lockett em 1974, no seu artigo
The Fitting class F˚ [34]. Aqui Lockett apresenta uma construção que a cada classe
de Fitting F, associa uma nova classe de Fitting , F˚, que contém F e que respeita
a igualdade pGF˚ˆGF˚q “ pGˆGqF˚ . Devido a este trabalho, as classes de Fitting
F, tais que F “ F˚, ficaram conhecidas como classes de Lockett.
Introduzidos estes conceitos, apresentamos também o estudo da classe F˚, que
definimos com sendo a menor classe, entre as classes de Fitting G tais que G˚ “ F˚.
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3.1 Exemplo apresentado por Blessenohl e Gas-
chütz
Antes de começarmos um estudo mais detalhado, baseado nas investigações de
Lockett, apresentamos então um exemplo desta “anomalia”, exemplo esse que foi
a resposta que Blessenohl e Gaschütz deram à questão acima posta. Com esse ob-
jectivo, apresentamos novas estruturas cujo estudo irá ser conclúıdo no final desta
secção. Tal como acima referido, as classes e grupos tomados nesta secção, estão
no universo S.
Definição 3.1.1. Seja F uma classe de Fitting. Dizemos que F é uma classe de Fit-
ting normal, se para cada grupo G finito, os seus F-injectores forem normais em G.
Observação. Se F é uma classe de Fitting normal, então cada grupo finito, G,
admite apenas um F-injector, que é o seu F-radical, GF.
No lema seguinte, na sua respectiva demonstração e na proposição que se lhe segue,
com o intuito de não sobrecarregar o texto, usamos a expressão “H é par em Q”,
para significar que os elementos de H actuam como permutações pares nos elemen-
tos de Q e da mesma forma para os casos em que os intervenientes não sejam H e Q.
Lema 3.1.1. Seja Q um grupo de ordem ı́mpar, R ď Q e H ď AutpQq tal que H
estabiliza cada classe lateral à direita de R em Q.12 Então H é par em Q sse H é
par em R.
Demonstração. Sejam tq1, . . . , qtu Ď Q um conjunto de representantes das classes
laterais direitas de R em Q (repare-se que t é ı́mpar), ou seja:
Q “ Rq1 9Y Rq2 9Y . . . 9Y Rqt.
Para cada h P H definam-se as seguintes permutações:
h˚i , h
˚˚
i : Rqi Ñ Rqi, por prqiqh
˚
i “ prqhqi e prqiqh
˚˚
i “ rpqiqh. Então, dados r P R




i “ prqhpqiqh “ prqiqh. Portanto, como permutações em Rqi,
h “ h˚i h
˚˚
i . Claramente, h é par em R sse h
˚
i é par em Rqi. Temos que pqiqh P Rqi,
logo existe r1 P R tal que pqiqh “ r
1qi. Como |R| é ı́mpar, existe n P N ı́mpar tal
que pr1qn “ 1. Para este n, prqiqph
˚˚
i q
n “ rpr1qnqi “ rqi, donde conclúımos que h
˚˚
i
induz uma permutação em Rqi de ordem que divide n, portanto tem ordem ı́mpar
e conclúımos que h˚˚i é uma permutação par. Em conclusão, se h é par em R então
12@h P H,@q P Q, pRqqh “ Rq
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h é par em Q. Por outro lado, se h é ı́mpar em R, como já reparámos acima, vem
que h˚i é ı́mpar em cada Rqi e portanto h é ı́mpar em cada Rqi. Como |Q{R| é
ı́mpar vem que h é impar em Q, como queŕıamos.
Proposição 3.1.2. I “ tG P S : InnpGq é par em O21pGqu é uma classe de Fit-
ting.
Demonstração. Vejamos que I é fechada para subgrupos normais: seja G P I e
ponhamos Q “ O21pGq. Tomemos H  G e notemos R “ O21pHq. Como InnpGq
é par em Q, é imediato que InnpHq também é par em Q. Temos que Q,H  G e
portanto rQ,Hs ď Q XH. Claramente, Q XH “ R, logo rQ,Hs ď R e então H
centraliza Q{R e portanto InnpHq centraliza Q{R, no sentido do lema acima. Pelo
mesmo lema sai que InnpHq é par em R. Conclúımos que H P I, como queŕıamos.
Verifiquemos o fecho de I para produtos normais: sejam H1, H2  G, tais que
H1H2 “ G e H1, H2 P I. Notemos novamente Q “ O21pGq. Para além disso ponha-
mos também R1 “ O21pH1q e R2 “ O21pH2q. Da mesma forma que acima, conclúı-
mos que Q{R1 é centralizado por InnpH1q e Q{R2 é centralizado por InnpH2q. Por
hipótese InnpH1q é par em R1 e InnpH2q é par em R2. Pelo lema anterior, InnpH1q
e InnpH2q são pares em Q. Conclúımos que InnpGq é par em Q (G “ H1H2) e
portanto G P I, como queŕıamos.
Proposição 3.1.3. Seja I “ tG P S : InnpGq é par em O21pGqu e G um grupo
(finito e resolúvel). Então se V for um I-injector de G, temos que |G : V | “ 1 ou
|G : V | “ 2.
Demonstração. Ponha-se Q “ O21pGq. Se InnpGq é par em Q, então G P I e
portanto V “ G (GI “ G) e temos o caso |G : V | “ 1. Se InnpGq não for par em
Q então é fácil de ver que existe um subgrupo normal V de G, tal que |G : V | “ 2
e InnpV q é par em Q.13
De acordo com a observação acima, se V é um I-injector de G, então V “ GI.
Corolário (Blessenohl and Gaschütz [5]). I “ tG P S : InnpGq é par em O21pGqu
é uma classe de Fitting normal.
Finalmente chegamos a um exemplo que mostra o comportamento dos radicais,
relativamente ao produto directo, como atrás descrito: Seja G “ S3 e tome-se I
como acima. Temos que G R I e portanto, se V for um I-injector, V “ GI e
|G : GI| “ 2. Daqui sai que |G ˆ G : GI ˆ GI| “ 4. Por outro lado |G ˆ G :
pGˆGqI| “ 2. Conclúımos que pGF ˆGFq ă pGˆGqF.
13vide por exemplo Isaacs [29], Lemma 1.34.
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3.2 As operações e a secção de Lockett
Este exemplo motiva-nos a prosseguir o estudo iniciado por Lockett, acerca da
classe de Fitting F˚. Como o mencionado na introdução do caṕıtulo, a partir
desta secção e até entrarmos na secção 3.4 as classes e grupos tomados estão no
universo F. Começamos com a seguinte
Definição 3.2.1. Seja F uma classe de Fitting. Definimos:
F˚ “ pG P E : pGˆGqF é subdirecto em pGˆGqq,
a que chamamos operação estrela para cima de Lockett.
Relembremos, como sublinhado no ińıcio da secção, que o nosso objectivo primeiro
será demonstrar que pGF˚ ˆGF˚q “ pGˆGqF˚ .
Lema 3.2.1. Seja F uma classe de Fitting e G um grupo finito. Temos:
(a) Se pg1, g2q P pGˆGqF, então pg1, g
´1
1 q P pGˆGqF e g1g2 P GF;
(b) As seguintes afirmações são equivalentes:
(i) G P F˚;
(ii) @g P G, pg, g´1q P pGˆGqF;
(iii) pGˆGqF “ pGF ˆGFq 〈pg, g´1q : g P G〉.
Demonstração. paq Suponhamos que pg1, g2q P pGˆGqF e notemos D “ GˆGˆG.
Temos que pGFˆGFqˆ1 “ pGˆGˆ1qF e como GˆGˆ1 D, pela proposição 1.5.4
vem que pGˆGˆ1qF “ pGˆGˆ1qXDF
14. Portanto pg1, g2, 1q P DF e pelo facto de




1 q “ pg1, 1, g
´1
1 q P DF.
Como pg1, 1, g
´1
1 q P Gˆ1ˆG, usando
14, sai que pg1, 1, g
´1
1 q P pGˆ1ˆGqF. Fazendo
a identificação de Gˆ1ˆG com GˆG, conclúımos que pg1, g
´1
1 q P pGˆGqF. Para
além disso p1, g1g2q “ pg
´1
1 , g1qpg1, g2q P pGˆGqF X p1ˆGq “ 1ˆGF, novamente
pela proposição 1.5.4, o que demonstra (a).
pbq piq ñ piiq: Seja G P F˚. por definição pG ˆ GqF é subdirecto em G ˆ G.
Tomemos g1 P G. Então, existe g2 P G tal que pg1, g2q P pGˆGqF. Pela aĺınea paq
sai que pg1, g
´1
1 q P pGˆGqF e temos piiq.
piiq ñ piiiq: Suponhamos que 〈pg´1, gq : g P G〉 ď pG ˆ GqF. Como GF ˆ GF ď
14Da mesma forma pGˆ 1ˆGqF “ pGˆ 1ˆGq XDF.
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pG ˆ GqF, temos uma das inclusões. Para provar a outra inclusão, tomemos
pg1, g2q P pG ˆ GqF. Por paq sai que g1g2 P GF. Ora, pg1, g2q “ p1, g1g2qpg1, g
´1
1 q P
pGF ˆGFq 〈pg´1, gq : g P G〉 e temos o que queŕıamos.
piiiq ñ piq: Se suposermos piiiq é imediato que pGˆGqF é subdirecto em pGˆGq,
como pretendido.
Lema 3.2.2. Seja F uma classe de Fitting, G P F˚ e A um grupo de operadores
que actuam sobre G. Então rG,As ď GF. Em particular, G{GF é abeliano.
15
Demonstração. Pela aĺınea pbq do lema anterior, temos pg, g´1q P pG ˆ GqF, para
cada g P G. Tendo em conta a definição 1.2.5, se α P A (A grupo de operadores
sobre G) e considerando A a actuar apenas sobre a primeira coordenada de GˆG,
podemos ver esta acção sobre G ˆ G como um automorfismo de G ˆ G. Desta
forma, como pG ˆ GqF car pG ˆ Gq, pg
α, g´1q P pG ˆ GqF. Agora, pela aĺınea
paq do mesmo lema, rg, αs “ g´1gα P GF, donde conclúımos que rG,As ď GF. A
última afirmação sai imediatamente se pensarmos em G a actuar sobre si mesmo
por conjugação.
Proposição 3.2.3 (Lockett [34]). Seja F uma classe de Fitting. Então F˚ é uma
classe de Fitting.
Demonstração. Provemos primeiro que F˚ é fechado para subgrupos subnormais
(fechado para Sn): Seja N  G P F
˚. Pelo lema 3.2.1 aĺınea pbq, pG ˆ GqF con-
tém 〈pg, g´1q : g P G〉. Pela proposição 1.5.4 aĺınea (c) temos que pN ˆ NqF “
pN ˆ Nq X pG ˆ GqF e portanto 〈pn, n´1q : n P N〉 está contido em pN ˆ NqF e
novamente pelo lema 3.2.1 concluimos que N P F˚.
Vejamos que F˚ é fechado para N0: Sejam N1, N2  G, tais que G “ N1N2 e
N1, N2 P F
˚. Como N1, N2  G, G actua por conjugação sobre N1 e sobre N2 e
de acordo com a nossa definição, pode ser visto como grupo de operadores sobre
cada um deles. Pelo lema anterior temos rN1, Gs ď pN1qF e analogamente para
N2. Portanto G
1 “ rN1N2, Gs “ rN1, GsrN2, Gs ď GF. Seja g P G, então g “ n1n2














1 sq P pN1ˆN1qFpN2ˆN2qFp1ˆGFq ď pGˆGqF. Pelo
lema 3.2.1, aĺınea pbq sai que G P F˚ e F˚ é fechada para N0, como queŕıamos.
Lema 3.2.4. Seja F uma classe de Fitting e G um grupo finito. Então
pGˆGqF “ pGF ˆGFq 〈pg, g´1q : g P GF˚〉.
15Veremos adiante que pF˚q
˚ “ F˚ e portanto deste lema vem que, rG,As ď GF˚ e G{GF˚ é
abeliano.
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Demonstração. Seja G˚ “ π1ppGˆGqFq. Então G
˚ “ π2ppGˆGqFq, pois pGˆGqF
car GˆG e pensando no automorfismo que troca as coordenadas de GˆG, temos
o pretendido. Por outro lado, pG ˆ GqF ď G
˚ ˆ G˚  G ˆ G (usando nova-
mente o facto de pG ˆ GqF ser caracteŕıstico em G ˆ G). Ora, pG
˚ ˆ G˚qF “
pG˚ ˆ G˚q X pG ˆ GqF ď pG ˆ GqF, portanto pG
˚ ˆ G˚qF “ pG ˆ GqF (a outra
das desigualdades é imediata da definição) e vem que pG˚ ˆG˚qF é subdirecto em
G˚ˆG˚, por definição de G˚. Logo G˚ P F˚ e sai que G˚ ď GF˚ . Usando um raci-
oćınio como o acima apresentado, pGˆGqF “ pGF˚ ˆGF˚qF e sai imediatamente o
que queŕıamos, apelando ao lema 3.2.1, aĺınea pbq e ao facto de pGF˚qF “ GF.
16
Definição 3.2.2. Sejam R e S subgrupos caracteŕısticos de G, tais que S ď R e
tomemos A “ AutpGq. Dizemos que: R{S é caracteŕısticamente hipercentral em
G, se para algum n P N




No caso em que n “ 1, dizemos que R{S é caracteŕısticamente central em G.
Definição 3.2.3. Seja A um grupo de operadores sobre um grupo G. Dizemos que









Proposição 3.2.5. Seja F uma classe de Fitting. As seguintes afirmações são
equivalentes:
(a) G P F˚;
(b) Gn{pGnqF é caracteŕısticamente central em G, onde n P N;
(c) Gn{pGnqF é caracteŕısticamente hipercentral em G, onde n P N.
Demonstração. paq ñ pbq: Seja G P F˚. Por 3.2.3 temos que Gn P F˚ e por 3.2.2
vem que rGn, As ď pGnqF (A “ AutpG
nq) e sai o resultado desejado.
pbq ñ pcq: É imediato.
pcq ñ paq: Suponhamos que pcq é válida. Seja n P P, n ffl |G{GF|. Então
16Daqui conclúımos que GF˚ ď G
˚ e portanto GF˚ “ G
˚.
17Logo, R{S é caracteŕısticamente hipercentral em G sse AutpGq actua hipercentralmente em
R{S.
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n ffl |Gn{pGnqF|, pois G




α o automorfismo de Gn definido por: α: pg1, g2, . . . , gnq ÞÑ pgn, g1, g2, . . . , gn´1q.
Temos que | 〈α〉 | “ n e 〈α〉 é um grupo de operadores sobre Gn. Como tal
actua hipercentralmente sobre Gn{pGnqF. Pelo facto de m.d.c.p|G
n{pGnqF|, nq “ 1
(n “ | 〈α〉 |) conclúımos que rGn{pGnqF, αs “ 118, ou seja, rGn, αs ď pGnqF.
Portanto dado g P G, pg´1, g, 1, . . . , 1q P Gn e pg´1, g, 1, . . . , 1q “
pg, 1, . . . , 1q´1pg, 1, . . . , 1qα P rGn, αs, donde pg´1, g, 1, . . . , 1q P pGnqF. Daqui
sai que pg´1, gq P pGˆGqF e conclúımos que G P F
˚, como queŕıamos.
Proposição 3.2.6 (Lockett [34]). Sejam F e G classes de Fitting. Então:
(a) F Ď F˚ “ pF˚q˚ Ď FA19;
(b) Se F Ď G, então F˚ Ď G˚.
Demonstração. paq Seja G P F, então G ˆ G P F e portanto pG ˆ GqF “ G ˆ G,
donde F Ď F˚. Pelo lema 3.2.2, se G P F˚, vem que G{GF é abeliano (GF P F)
e portanto G P FA. Resta-nos verificar que F˚ “ pF˚q˚. A inclusão F˚ Ď pF˚q˚
é clara. Para ver a outra, tomemos G P pF˚q˚ e notemos A “ AutpGq. Pelo
lema 3.2.2 temos, por um lado rGF, As ď GF˚ , por outro, como GF˚ P F
˚, sai que
rGF˚ , As ď pGF˚qF “ GF. Das duas desigualdades apresentadas, conclúımos que
G{GF é caracteŕısticamente hipercentral. Da mesma forma podeŕıamos verificar
que Gn{pGnqF é caracteŕısticamente hipercentral (como G P F
˚, Gn P F˚). Assim,
pela proposição anterior vem que G P F˚, como queŕıamos.
pbq Suponhamos que F Ď G e seja G P F˚. Então pGˆGqF Ď pGˆGqG e pGˆGqF
é subdirecto em GˆG. Daqui conclúımos que pGˆGqG também o é e logo G P G
˚.
Teorema 3.2.7 (Lockett). Seja F uma classe de Fitting. As seguintes afirmações
são equivalentes:
(a) F “ F˚;
(b) Para quaisquer grupos G e H, pGˆHqF “ GF ˆHF;
(c) Para quaisquer grupos G, H P FA, pGˆHqF “ GF ˆHF.
Demonstração. paq ñ pbq: Para obtermos a igualdade descrita em pbq, basta ver
que pGˆHqF ď GFˆHF. Suponhamos que F “ F
˚ e seja pg, hq P pGˆHqF. Iden-
tificando pGˆHq com cada um dos subgrupos GˆHˆ1 e Gˆ1ˆH de GˆHˆH,
18Usamos aqui um resultado que pode ser encontrado em Huppert [28]: Se A é um grupo de
operadores que actua hipercentralmente sobre G, tal que m.d.c.p|G|, |A|q “ 1, então rG,As “ 1.
19A designa, como usualmente, a classe dos grupos finitos e abelianos.
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temos que pg, h, 1q, pg, 1, hq P pGˆH ˆHqF e portanto ph, h
´1q P pH ˆHqF. Pelo
lema 3.2.4, pH ˆ HqF ď HF˚ ˆ HF˚ “ HF ˆ HF (F “ F
˚, por hipótese), donde
h P HF. Analogamente vemos que g P GF e conclúımos que pGˆHqF ď GF ˆHF,
como queŕıamos.
pbq ñ pcq É imediato.
pcq ñ paq: Suponhamos, por hipótese, que pcq é verdadeira. Queremos ver que
F “ F˚ e para isso basta ver que F˚ Ď F. Seja G P F˚, então pGˆGqF é subdirecto
em pGˆGq e para além disso, pela proposição anterior G P FA. Por hipótese vem
que pGˆGqF “ GFˆGF e conclúımos que GFˆGF é subdirecto em GˆG. Como
consequência, G “ GF P F e portanto F
˚ Ď F como queŕıamos.
Corolário. Seja n P N, n ě 2 e F uma classe de Fitting. Então dado um grupo
G, G P F˚ se e só se pGnqF é subdirecto em G
n.
Demonstração. O caso n “ 2 sai imediatamente por definição. Se n ą 2:
pñq: Suponhamos que G P F˚. Identificando G ˆ G com G ˆ G ˆ 1 ˆ ¨ ¨ ¨ ˆ 1,
então pG ˆ G ˆ ¨ ¨ ¨ ˆ GqF projecta-se na primeira componente de G
n. Como
pGˆGˆ 1ˆ ¨ ¨ ¨ ˆ 1qF ď pGˆGˆ ¨ ¨ ¨ ˆGqF “ pG
nqF, vem que pG
nqF também se
projecta na primeira coordenada de Gn. Identificando apropriadamente, o mesmo
é verdadeiro para as restantes componentes e sai que pGnqF é subdirecto em G
n.
pðq: Suponhamos que pGnqF é subdirecto em G
n. Temos que F Ď F˚ e por-
tanto pGnqF ď pG
nqF˚ . Por outro lado, F
˚ “ pF˚q˚ e logo, por 3.2.7 sai que
pGnqF˚ “ pGF˚q
n. Conclúımos que pGnqF ď pG
nqF˚ “ pGF˚q
n. Se GF˚ ă G, então
pGF˚q
n não pode ser subdirecto em Gn. Mas por hipótese pGnqF é subdirecto em
Gn e então, pelo que conclúımos acima, sai que G “ GF˚ P F
˚, como queŕıamos.












Demonstração. Seja g P pGnqF. Temos que F Ď F
˚, portanto pGnqF ď pG
nqF˚ “
pGF˚q
n (a igualdade sai pelo teorema 3.2.7). Logo g P pGF˚q
n.
Para provar a igualdade acima, tomamos g “ pg1, . . . , gnq P pGF˚q
n e vemos que




gi P GF. Seja g “ pg1, . . . , gnq P pGF˚q
n. Para cada i P t1, . . . , nu,
ponhamos xi “ g1 . . . gi e yi “ p1, . . . , 1, gi, g
´1
i , 1, . . . , 1q, onde gi ocupa a i-ésima
entrada e portanto g´1i está na pi ` 1q-ésima posição. Como xi P GF˚ , pelo lema
3.2.4 vem que yi P p1 ˆ ¨ ¨ ¨ ˆ 1 ˆ G ˆ G ˆ 1 ˆ ¨ ¨ ¨ ˆ 1qF, donde conclúımos
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que yi P pG




2 x3, . . . , x
´1
n´1xnq “
y1y2 . . . yn´1p1, . . . , 1, xnq. Daqui sai que g P pG
nqF sse p1, . . . , 1, xnq P pG
nqF. Mas
p1 ˆ ¨ ¨ ¨ ˆ 1 ˆ Gq X pGnqF “ 1 ˆ ¨ ¨ ¨ ˆ 1 ˆ GF e consequentemente g P pG
nqF sse
xn “ g1 . . . gn P GF, como queŕıamos.
Definição 3.2.4. Seja F uma classe de Fitting.
(a) Dizemos que F é uma classe de Lockett se F “ F˚;
(b) Definimos uma operação (˚), como se segue
F˚ “
č
tX : X é uma classe de Fitting tal que X˚ “ F˚u ,
que designamos por operação estrela para baixo de Lockett.
Observações. Da aĺınea paq da definição acima, recorrendo ao teorema 3.2.7, sai
que as classes de Lockett são precisamente as classes de Fitting para as quais o
radical do produto directo é o produto directo dos radicais.
Claramente F˚ é uma classe de Fitting. Adiante veremos que pF˚q
˚ “ F˚. Esta
propriedade permite-nos concluir que a cada classe de Lockett F, está associada
menor classe de Fitting cuja estrela para cima de Lockett é F, nomeadamente F˚.
Com o objectivo de provar o que acima foi referido (pF˚q
˚ “ F˚), enunciamos e
provamos um lema e uma proposição, que nos permitirão concluir o resultado de-
sejado.
Lema 3.2.9. Seja F uma classe de Fitting. Dado um grupo G, G é um elemento
de F˚ se e só se o seguinte subgrupo de GˆG
T “ pG1 ˆG1q
〈
pg, g´1q : g P G
〉
é um elemento de F.
Demonstração. (ñ) Seja G P F˚. Pelo lema 3.2.2 temos que G1 ď GF. Portanto
T  pGF ˆGFq 〈pg, g´1q : g P G〉 “ pGˆGqF, a última igualdade pelo lema 3.2.1.
Conclúımos que T P SnF “ F.
(ð) Suponhamos que T P F. Então pGˆGqF contém T e pelo lema 3.2.1 G P F
˚.
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Demonstração. Dado um grupo G arbitrário, ponhamos T como no lema 3.2.9.
Então G pertence ao lado esquerdo da equação (1) da proposição 3.2.10 sse T P
Ş
αPA Fα (utilizando o lema 3.2.9) o que é equivalente a T P Fα, para cada α P A sse
G P pFαq
˚, para cada α P A (novalmente pelo lema 3.2.9) ou equivalentemente G
pertence ao lado direito da equação (1) da proposição 3.2.10, como queŕıamos.
Utilizando a proposição anterior, juntamente com a definição de F˚, sai que pF˚q
˚ “
F˚. Agora, fazendo uso da proposição 3.2.6, aĺınea (a), com o facto atrás mencio-
nado, conclúımos a cadeia de inclusões do teorema seguinte.
Teorema 3.2.11 (Lockett [34]). Para qualquer classe de Fitting F temos




Ď F Ď F˚ “ pF˚q
˚
Ď F˚A.
Definição 3.2.5. A cada classe de Fitting F, associamos um conjunto de classes
de Fitting, cuja definição é a que se segue,
LocksecpFq “ tG : G é uma classe de Fitting e G˚ “ F˚u
que designamos por secção de Lockett de F.
Observação. Dada uma classe de Fitting F, dizemos que F tem uma secção de
Lockett trivial se LocksecpFq “ tFu. Tendo isto presente, é consequência imediata
da definição que ter uma secção de Lockett trivial é uma condição suficiente para
que uma classe de Fitting seja uma classe de Lockett.
A proposição seguinte mostra-nos que a secção de Lockett, acima introduzida, é
constitúıda pelas classes de Fitting que se encontram entre F˚ e F
˚. Aliás, formam
um reticulado que Lausch, em 1973, provou ser isomorfo ao reticulado dos subgru-
pos de um certo grupo abeliano.
Teorema 3.2.12. Para um dado par de classes de Fitting F e G, as seguintes
afirmações são equivalentes:
(a) G P LocksecpFq;
(b) F˚ Ď G Ď F
˚;
(c) LocksecpFq “ LocksecpGq.
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Demonstração. paq ñ pbq: Seja G P LocksecpFq. Então G Ď G˚ “ F˚. Pelo teo-
rema 3.2.11 temos F˚ “ pF
˚q˚ “ pG
˚q˚ “ G˚ Ď G e portanto pbq;
pbq ñ pcq: Suponhamos que F˚ Ď G Ď F
˚. Pela proposição 3.2.6, aĺınea pbq vem
que pF˚q
˚ Ď G˚ Ď pF˚q˚. Utilizando agora a aĺınea (a) da proposição 3.2.6 junta-
mente com o teorema 3.2.11, temos que pF˚q˚ “ F˚ “ pF˚q
˚, portanto G˚ “ F˚ e
sai pcq;
pcq ñ paq: É imediato.
Observação. Analisando com mais atenção o teorema precedente, vemos que as
secções de Lockett formam uma partição de todas as classes de Fitting.
Proposição 3.2.13 (Bryce and Cossey [9]). Sejam F e G classes de Fitting, tais
que F Ď G. Então F˚ Ď FXG˚.
Demonstração. Para conluirmos o que queremos basta ver que F˚ “ pF X G˚q
˚ e
utilizar directamente a definição de F˚. Tendo em conta esse objectivo temos, pela
proposição 3.2.10. que pFXG˚q
˚ “ F˚XpG˚q
˚. Ora, utilizando o teorema 3.2.11 e
novamente a proposição 3.2.10 vem F˚X pG˚q
˚ “ F˚XG˚ “ pFXGq˚ “ F˚, como
queŕıamos.
Se F e G forem classes de Fitting tais que F Ď G, esta proposição permite-nos
concluir que
X ÞÑ XX F (2)
define uma aplicação de LocksecpGq para LocksecpFq. Pois se F P LocksecpGq,
então pelo teorema 3.2.12 vem que G˚ Ď X, por um lado. Por outro lado, pela
proposição anterior temos que F˚ Ď F X G˚ Ď G˚. Logo F˚ Ď X X F. Como
X X F Ď F Ď F˚, temos X X F P LocksecpFq, novamente pelo teorema 3.2.12. Pe-
rante isto, pôs-se a questão de saber quando é que esta apliacação era sobrejectiva.
Berger mostrou que, para o par S Ď E a resposta era afirmativa.
No entanto esta questão questão já tinha começada a ser sondada por Lockett,
no artigo The Fitting Class F˚, onde este interroga se esta aplicação será sempre
sobrejectiva para o caso em que G “ S.20 Apesar de terem mostrado que esta con-
jectura era verdadeira para algumas classes de Fitting, Berger e Cossey mostraram
que, em geral, esta conjectura era falsa. Após esta reflexão surge naturalmente a
seguinte
Definição 3.2.6. Dadas classes de Fitting F e G tais que F Ď G, dizemos que F
satisfaz a conjectura de Lockett com respeito a G se a aplicação definida na equação
20Questão esta que, mais tarde ficou conhecida precisamente por “A Conjectura de Lockett”,
embora não tivesse originalmente sido posta dessa forma.
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(2), de LocksecpGq para LocksecpFq for sobrejectiva.
Embora não mostremos isto no presente trabalho, Bryce e Cossey provaram que
uma condição necessária e suficiente para F satisfazer a conjectura de Lockett com
respeito a G é que F˚ “ F
˚ XG˚.
De forma a podermos estudar mais propriedades da secção de Lockett, enunciamos
e provamos alguns resultados auxiliares.
Lema 3.2.14. Seja G um grupo finito. Se G possui um factor de composição de
ordem p P P, então Cp P SnN0SnpGq.
Demonstração. Seja H{K um factor de composição de G de ordem p P P e seja
g P HzK, cuja ordem é uma potência de p. Tomemos Z “ 〈z〉, um grupo ćıclico de
ordem p e ponhamos D “ HˆZ. Temos que Kˆ1 D e 〈pg, zq〉 D e portanto
H˚ “ pK ˆ 1q 〈pg, kq〉  D. Por outro lado pH ˆ 1q ă ¨ D e H˚ Ę pH ˆ 1q, logo
pH ˆ 1qH˚ “ D. Cada elemento de H pode ser expresso na forma kgi, onde k P K
e 0 ď i ď p ´ 1 e é imediato verificar que kgi ÞÑ pkgi, ziq define um isomorfismo
de H para H˚. Como H P SnpGq, H
˚ P SnpGq, segue-se que D P N0SnpGq. Pelo
facto de Z P SnpDq, conclúımos que Z P SnN0SnpGq, como queŕıamos.
É consequência imediata deste lema que, se F for uma classe de Fitting de grupos
finitos e resolúveis , então charpFq “ πpFq.21
Lema 3.2.15. Se p P P, então Sp Ď SnN0pCpq.
Demonstração. Seja p P P e para cada n P N, tome-se




Cpq . . . o
reg
Cpq,
onde constam n´1 sinais de o
reg
. Wn P Sp Ď N, portanto cada subgrupo de ordem
p de Wn é subnormal. Daqui e pela sua construção sai que Wn P N0pCpq. Se
tomarmos um p-grupo arbitrário, pelo corolário do teorema 1.2.3, vem que esse
p-grupo é isomorfo a um subgrupo (subnormal) de Wn, para um valor suficiente-
mente grande de n. E conclúımos o que queŕıamos.
Como consequência imediata dos dois lemas precedentes temos o seguinte
21Recorde-se que já t́ınhamos observado que, em geral, se F for uma classe de Fitting, então
charpFq Ď πpFq.
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Teorema 3.2.16. Seja F uma classe de Fitting. Dado π Ď P, charpFq “ π se e
só se Nπ Ď F Ď Sπ.
Proposição 3.2.17. Seja F uma classe de Fitting. Então F˚ Ď QF, charpF˚q “
charpFq e πpF˚q “ πpFq.
Demonstração. Seja G P F˚, então π1ppG ˆ GqFq “ G, logo pG ˆ GqF{ker π1 »
Im π1 “ G. Conclúımos que G P QF.
Como F Ď F˚, charpFq Ď charpF˚q. Para vermos a outra inclusão, seja Cp P F
˚.
Então Sp Ď F
˚, pelo lema 3.2.15 e pela proposição 3.2.6, Sp Ď FA. Desta inclusão
sai que Cp o
reg
Cp P FA. Como pCp o
reg
CpqF P F e p  |pCp o
reg
CpqF| ą 1, conclúımos
que Cp P F. Portanto charpF
˚q Ď charpFq e temos a igualdade.
Suponhamos que G P F˚. Por definição de F˚, temos que pGˆGqF é subdirecto em
G ˆ G. Se p  |G|, então p  |pG ˆ GqF|. Conclúımos portanto que πpF
˚q Ď πpFq
e temos a igualdade pretendida.
Corolário. Se F for uma classe de Fitting fechada para quocientes pQF “ Fq,
então F é uma classe de Lockett.
Observação. Resulta imediatamente desta proposição que se F for uma classe de
Fitting, então charpF˚q “ charpFq. Ora, pF˚q
˚ “ F˚, portanto pela proposição an-
terior temos que charpF˚q “ charppF˚q
˚q, mas charppF˚q
˚q “ charpF˚q “ charpFq,
a última das afirmações, novamente por 3.2.17.
No próximo teorema reanalisamos o lema 3.2.2, do ponto de vista da secção de
Lockett e chegamos a uma série de condições equivalentes para que duas classes
de Fitting estejam na mesma secção de Lockett.
Teorema 3.2.18. Sejam F e G duas classes de Fitting, tais que F Ď G. As
seguintes afirmações são equivalentes:
(a) F e G pertencem à mesma secção de Lockett;
(b) rGG, AutpGqs ď GF, para cada G P E;
(c) GG{GF ď ZpG{GFq, para cada G P E;
(d) GG{GF ď ZpG{GFq, para cada G P GA;
(e) rG,AutpGqs ď GF, para cada G P G
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Demonstração. paq ñ pbq Temos que F Ď G Ď F˚ (por hipótese F˚ “ G˚). Por-
tanto, dado G P E, GG P F
˚. Logo, como AutpGq é um grupo de operadores de
GG, vem pelo lema 3.2.2 que rGG,AutpGqs ď pGGqF “ GF. Daqui conclúımos
imediatamente pbq. A cadeia de implicações pbq ñ pcq ñ pdq sai imediamente por
considerações feitas anteriormente.
pdq ñ peq Sejam G P G e α P AutpGq. Tomemos H “ G¸ 〈α〉. Sai imediatamente
que H P GA e que G ď HG (G P G ñ G “ GG ď HG). Portanto, por pdq
temos que rG,AutpGqs ď HF. Ora, rG,AutpGqs ď G X HF “ GF (a igualdade é
consequência da proposição 1.5.4), como pretendido.
peq ñ paq Para esta implicação vamos verificar que G Ď F˚, já que por hipótese
F Ď G e portanto F˚ Ď G. Seja G P G. Então G
n P G e portanto pela aĺınea peq
vem que rGn,AutpGnqs ď pGnqF. Ora, utilizando a proposição 3.2.5, conclúımos
que G P F˚. Donde G Ď F˚, como queŕıamos.
Relembramos que dada uma classe de Fitting F, dizemos que F tem uma secção
de Lockett trivial se LocksecpFq “ F. A próxima observação mostra-nos que as
classes Nπ, π Ď P, são exemplos de classes de Fitting com uma secção de Lockett
trivial.
Observações. (a) Dado π Ď P, temos que pNπq˚ “ Nπ “ pNπq˚;
(b) Se F for uma classe de Fitting tal que charpFq “ π, π Ď P, então Nπ Ď F˚.
Demonstração. paq Por 3.2.17 temos que pNπq
˚ Ď QNπ “ Nπ e daqui conclúımos
que Nπ “ pNπq
˚. Para obtermos a outra igualdade, usamos a observação feita a
seguir à proposição 3.2.17, para concluirmos que charppNπq˚q “ charpNπq “ π.
Daqui, usando o teorema 3.2.16 sai que Nπ Ď pNπq˚, donde pNπq˚ “ Nπ.
pbq Por hipótese charpFq “ π, logo por 3.2.16 Nπ Ď F. Pela observação anterior
juntamente com a proposição 3.2.13 temos que Nπ “ pNπq˚ Ď F˚.
Se F for uma classe de Fitting com uma secção de Lockett trivial, então LocksecpFq “
tFu. Mas F˚ P LocksecpFq, pois pF˚q˚ “ F˚. Portanto F é uma classe de Lockett.
Nos dois próximos teoremas procuramos condições para que determinadas classes
Fitting sejam classes de Lockett. Sendo que o primeiro deles é um refinamento do
lema quasi-R0, apresentado no caṕıtulo anterior e dá-nos uma condição necessária
e suficiente para que tal aconteça. Antes de procedermos precisamos de um pe-
queno lema.
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pNiqF “ K. Logo GF{K ď ZpG{Kq.
Teorema 3.2.20 (Hauck [24]). Seja F uma classe de Fitting. As seguintes condi-
ções são equivalentes:
(a) Para qualquer grupo G, com M,N  G tais que N XM “ 1 e
G{MN P N, a seguinte condição é verificada:
G P Fô G{M,G{N P F.
(b) F é uma classe de Lockett;
Demonstração. paq ñ pbq Seja G P F˚ e tomemos pg1, g2q P G ˆ G. Pelo lema
3.2.1 aĺınea pbq temos que pg´12 , g2q P pGˆGqF. Como pg1, g2q “ pg
´1
2 , g2qpg2g1, 1q P
pGˆGqFpGˆ 1q, sai que pGˆGq “ pGˆGqFpGˆ 1q. Ponhamos M “ pGF ˆ 1q e
N “ p1ˆGFq. Pelo lema anterior, pGˆGqF{MN é abeliano e portanto é nilpotente.
Como pGˆGqF P F, vem por hipótese que pGˆGqF{M P F. Temos:
G » pGˆGq{pGˆ 1q “ pGˆGqFpGˆ 1q{pGˆ 1q »
» pGˆGqF{pGˆGqF X pGˆ 1q “ pGˆGqF{M P F,
logo G P F e portanto F˚ Ď F, como queŕıamos.
pbq ñ paq Suponhamos que F é uma classe de Lockett. Seja G um grupo com
subgrupos normais M,N  G tais que M XN “ 1.
Se G{M,G{N P F, sai directamente pelo lema quasi-R0 que G P F.
Suponhamos então que G P F. Exactamente como na demonstração do lema
quasi-R0, o homomorfismo:
µ : G ÝÑ pG{Nq ˆ pG{Mq
g ÞÝÑ pgN, gMq
é um monomorfismo e µpGq D “ pG{Nq ˆ pG{Mq, donde µpGq ď DF. Como
µpGq é subdirecto em D, DF também o é e portanto D P F
˚ “ F. Logo D P F e
conclúımos que G{M,G{N P F.
Já t́ınhamos reparado no corolário da proposição 3.2.17 que, se F fosse uma classe
de Fitting fechada para quocientes, então F era uma classe de Lockett. A próxima
proposição mostra que se F for fechada sobre certos operadores de fecho então é
uma classe de Lockett. A questão óbvia que surge da proposição, é a de saber
se a condição é também necessária. Ora, devido a uma contrução apresentada
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por Brison (para mais detalhes, vide Doerk and Hawkes [15] X.5.34 paq), pode-
mos obter uma classe de Lockett que não é fechada sobre os operadores em questão.
Teorema 3.2.21 (Lockett [34]). Seja F uma classe de Fitting. Se F for fechada
sobre algum dos operadores Q, R0 ou SF , então F é uma classe de Lockett.
Demonstração. Seja G P F˚ e suponhamos que R0F “ F. De forma a fazer uso
desta propriedade, ponhamos N “ pGF ˆGF ˆGFq 〈pg´1, g, gq : g P G〉. Pelo lema
3.2.2, N  D “ G ˆ G ˆ G. Consideremos as projecções de N nos subgrupos
G ˆ 1 ˆ G e G ˆ G ˆ 1, que designamos por π1 e π2, respectivamente. Sai que
Impπ1q “ Impπ2q “ pGFˆGFq 〈pg´1, gq : g P G〉 e é fácil de perceber que kerpπ1q “
p1ˆGF ˆ 1q e kerpπ2q “ p1ˆ 1ˆGFq. Portanto N{p1ˆGF ˆ 1q e N{p1ˆ 1ˆGFq
são ambos isomorfos a pGF ˆ GFq 〈pg´1, gq : g P G〉 P F, pelo lema 3.2.1 pbq. Logo
N{p1 ˆ GF ˆ 1q, N{p1 ˆ 1 ˆ GFq P F. Como p1 ˆ GF ˆ 1q X p1 ˆ 1 ˆ GFq “ 1
e R0F “ F, vem N P F e conclúımos também que N ď DF. Ora, DF contém
pG ˆ G ˆ 1qF e fazendo a identificação com pG ˆ GqF, temos pelo lema 3.2.1 pbq
que pg, g´1, 1q P DF, para cada g P G. Conclúımos que, para qualquer g P G,
pg´1, g, gqpg, g´1, 1q “ p1, 1, gq P DF. Donde G » p1 ˆ 1 ˆ Gq P SnF “ F, como
queŕıamos.
Suponhamos que F é uma classe de Fischer (SFF “ F) e seja G P F
˚. Pelo
lema 3.2.1 H “ pGF ˆ GFq 〈pg, g´1q : g P G〉 P F. Para cada g P G, seja Kpgq “
pGFˆ1q 〈pg, g´1q〉. Temos que GFˆ1H P F e Kpgq{pGFˆ1q » 〈pg, g´1q〉 {pGFˆ
1q X 〈pg, g´1q〉 é nilpotente. Logo Kpgq P F, usando a condição pbq da definição
2.1.5. Para além disso:
pGF ˆ 1q 〈pg, 1q〉 Kpgq 〈p1, gq〉 N0F “ F. (α)
Então, pelo facto de pG ˆ 1q{pGF ˆ 1q ser abeliano (lema 3.2.2), sai que G ˆ 1
é gerado pelos subgrupos pGF ˆ 1q 〈pg, 1q〉 (pertencentes a F, por pαq), com g a
percorrer G. Logo G » G ˆ 1 P N0F “ F. Conclúımos que G P F, donde F “ F
˚,
como queŕıamos.
3.3 As operações de Lockett no produto de Fit-
ting
Nas próximas proposições pretendemos estudar o efeito da operação estrela para
cima de Lockett no produto de Fitting. A questão que surge naturalmente é a de
saber se dadas duas classes de Fitting F e G:
pF ˛Gq˚ “ F˚ ˛G˚
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Embora não o façamos aqui, a resposta a esta pergunta é negativa podendo ser
constrúıdas classes de Fitting F e G tais que pF˛Gq˚ Ę F˚˛G˚ e F˚˛G˚ Ę pF˛Gq˚.22
Proposição 3.3.1 (Hauck [25]). Sejam F e G classes de Fitting. Então temos:
(a) pF ˛G˚q˚ “ pF ˛Gq˚;
(b) Se F for uma classe de Lockett, então F ˛G˚ “ pF ˛Gq˚.
Demonstração. paq Por G Ď G˚, sai imediatamente da definição que F˛G Ď F˛G˚.
Podemos então recorrer ao teorema 3.2.18 apelando a cada uma das inclusões
anteriores. Seja G P E e ponhamos G “ G{GF. Pelo teorema 3.2.18 temos que
GG˚{GG ď ZpG{GGq e portanto pela proposição 5.2 juntamente com os teoremas
do isomorfismo vem que GF˛G˚{GF˛G ď ZpG{GF˛Gq. Novamente por 3.2.18 vem
que pF ˛G˚q˚ “ pF ˛Gq˚.
pbq Suponhamos que F é uma classe de Lockett e seja G P E. Como G˚ é uma
classe de Lockett podemos utilizar o teorema 3.2.7 em simultâneo com a proposição
2.2.2 para obter o seguinte:
pGˆGqF˛G˚{pGˆGqF “ ppGˆGq{pGF ˆGFqqG˚
» ppG{GFq ˆ pG{GFqqG˚
“ pGF˛G˚{GFq ˆ pGF˛G˚{GFq
» pGF˛G˚ ˛GF˛G˚q{pGF ˆGFq
“ pGF˛G˚ ˛GF˛G˚q{pGˆGqF
Daqui conclúımos que pGˆGqF˛G˚ “ GF˛G˚ ˛GF˛G˚ e portanto F˛G
˚ “ pF˛G˚q˚.
Utilizando a aĺınea anterior vem que F ˛G˚ “ pF ˛Gq˚, como queŕıamos.
Dadas duas classes de Fitting, F e G, tais que F Ď G. Considerando a seguinte
propriedade:
G1 XGF˚ ď GF, para cada G P G, (β)
mostramos o seguinte
Teorema 3.3.2 (Hauck [25]). Sejam F e G classes de Fitting.
(a) Se o as classes de Fitting F Ď F ˛ G satisfazem a equação pβq acima, então
F˛G Ď F˚˛G. Se para além disso pβq for também satisfeita pelo par F Ď F˚˛G
e N Ď G, então F ˛G “ F˚ ˛ F;
(b) Se 〈Q,EZ〉G “ G, então F ˛G “ F˚ ˛G;
22Vide por exemplo Doerk and Hawkes [15], X.6.17
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(c) Se 〈Q,EZ〉G˚ “ G˚ ou 〈Q,EZ〉G˚ “ G˚, então pF ˛Gq˚ “ F˚ ˛G˚.
Demonstração. paq Suponhamos que o par F Ď F ˛ G satisfaz a condição pβq e,
com vista a uma contradição, suponhamos também que F ˛G Ę F˚ ˛G. Tome-se
um grupo G P F ˛ GzF˚ ˛ G de ordem minimal. Ora, GF˚˛G é o único subgrupo
maximal normal de G. Por hipótese, G1XGF˚ ď GF. Se tivessemos G
1 “ G, então
GF “ GF˚ , contradizendo a escolha de G. Logo G
1 ň G e G{G1 possuindo um
único subgrupo normal maximal é um p-grupo cicĺıco para algum p P P. Temos
que G R F, logo p P charpGq e pela observação pbq a seguir ao teorema 3.2.18, vem
que G{pG1GFq » pG{G
1qppG1GFq{G
1q P Np Ď G. Para além disso, pela lei modular
de Dedekind, G1GF X GF˚ “ pG X GF˚qGF “ GF, a última das igualdades por
hipótese. Como G{GF P G (G P F ˛ G), aplicando o lema quasi-R0 a G{GF, vem
que G{GF˚ P G e portanto G P F
˚ ˛G, uma contradição. Podemos então concluir
que F ˛G Ď F˚ ˛G. A última parte da afirmação paq decorre da aplicação de um
argumento análogo, mas agora ao par de classes de Fitting F Ď F˚ ˛G.
pbq Seja G P F ˛ G. Então G{GF P G e portanto G{GF˚ » pG{GFq{pGF˚{GFq P
QF “ F. Logo G{GF˚ P G e portanto G P F
˚˛G. Donde conclúımos F˛G Ď F˚˛G.
Para ver a outra inclusão, seja G P F˚ ˛ G. Pelo teorema 3.2.18, GF˚{GF ď
ZpG{GFq. Temos também que pG{GFqpGF˚{GFq » G{GF˚ P G. Destas duas ob-
servações, podemos concluir que G{GF P EZG “ G. Conclúımos também que,
G P F ˛ G, o que prova a inclusão pretendida e portanto F ˛ G “ F˚ ˛ G, como
queŕıamos.
pcq Se 〈Q,EZ〉G˚ “ G˚, pela aĺınea pbq, sai que F ˛G˚ “ F˚ ˛G˚. Usando a aĺınea
paq da proposição 3.3.1, o facto anterior e a aĺınea pbq de 3.3.1, por esta ordem
temos a seguinte cadeia de igualdades pF˛Gq˚ “ pF˛G˚q˚ “ pF˚ ˛G˚q˚ “ F˚ ˛G˚.
Suponhamos agora que 〈Q,EΦ〉G˚ “ G˚. Pelo facto de G˚ ser Q-fechada, utili-
zando o mesmo argumento que o usado na aĺınea pbq, mostra que F˛G˚ Ď F˚ ˛G˚.
Aplicando a aĺınea paq de 3.3.1, este facto e a aĺınea pbq de 3.3.1, por esta or-
dem, vem que pF ˛ Gq˚ “ pF ˛ G˚q˚ Ď pF˚ ˛ G˚q˚ “ F˚ ˛ G˚. Para verificar a
outra inclusão, tomemos G P F˚ ˛ G˚. Vejamos por indução na ordem de G, que
G P pF ˛ Gq˚. Se GF˚{GF ď ΦpG{GFq, como pG{GFq{pGF˚{GFq » G{GF˚ P G
˚,
vem que G{GF˚ P EΦG
˚ “ G˚, como pretendido. Se GF˚{GF ę ΦpG{GFq, pe-
las propriedades do subgrupo de Frattini, existe um subgrupo N ň G de tal
forma que G{GF “ pGF˚{GFqpN{GFq. Pela aĺınea pbq do teorema 3.2.18, sai que
rGF˚ ,AutpGqs ď GF, donde rGF˚ , Gs ď GF e portanto rGF˚ , N s ď GF ď N .
Conclúımos que NGpNq ě GF˚ e como NGpNq ě N , vem NGpNq “ G, ou
seja, N  G. Por indução N P pF ˛ Gq˚ e como F˚ Ď pF ˛ Gq˚, vem que
G “ GF˚N P N0ppF ˛ Gq
˚q “ pF ˛ Gq˚, como pretendido. Portanto temos a
outra inclusão e logo a igualdade.
Teorema 3.3.3 (Hauck [25]). Dadas F e G classes de Fitting, com N Ď G˚, se
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〈Q,EZ〉G˚ “ G˚ ou SFG˚ “ G˚, então F ˛G˚ “ pF ˛Gq˚.23
Demonstração. Suponhamos que 〈Q,EZ〉G˚ “ G˚. Pelo que vimos no teorema
3.3.2 aĺınea pbq, sai que F˛G˚ “ F˚ ˛G˚. Por 3.3.2 pcq, sai que F˚ ˛G˚ “ pF˛Gq˚ e
portanto a igualdade pretendida. Note-se que o facto de G˚ ser EZ-fechada implica
imediatamente que N Ď G˚.
Suponhamos agora que SFG
˚ “ G˚. Por 3.3.1 paq, F ˛G˚ Ď pF ˛Gq˚. Com vista a
uma contradição, suponhamos que pF˛Gq˚ Ę F˛G˚. Tomemos G P pF˛Gq˚zF˛G˚,
de ordem minimal. Dado H P F˚, pelo lema 3.2.2 H 1 ď HF, donde H{HF P A Ď
N Ď G˚, a última das inclusões por hipótese. Daqui resulta que F˚ Ď F ˛ G˚ e
portanto:
GF ď GF˚ ď GF˛G˚ ă G P pF ˛Gq
˚.
A escolha de G implica que GF˛G˚ é, de facto, o único subgrupo maximal normal
de G. Como G P pF ˛Gq˚, vem pelo lema 3.2.2 que G{GF˛G é abeliano e portanto
ćıclico (usando argumentos já vistos). Ponhamos então G{GF˛G “ 〈aGF˛G〉 p1q e
GˆG “ D. Pelo lema, 3.2.4 DF “ pGF ˆGFq 〈pg, g´1q : g P GF˚〉 e por 3.2.1 com




é uma extensão nilpotente de p1ˆGF˛GqDF{DF DF˛G{DF “ pD{DFqG P G Ď G
˚.
Como a classe G˚ é SF -fechada, vem que L P G
˚. Ora 〈pa, 1q〉DF{DF P N e
centraliza L. Como N Ď G˚, o grupo L p〈pa, 1q〉DF{DFq P N0G˚ “ G˚. Pelo
facto de p1 ˆ GqDF{DF “ p1 ˆ GF˛Gq 〈p1, aq〉DF{DF  L p〈pa, 1q〉DF{DFq, vem
p1 ˆ GqDF{DF P SnG
˚ “ G˚. Temos que G{GF » p1 ˆ Gq{p1 ˆ Gq X DF »
p1ˆGqDF{DF, logo G{GF P G
˚ e portanto G P F ˛G˚, o que contradiz o suposto.
Logo podemos concluir que pF ˛Gq˚ Ď F ˛G˚.
Corolário. (a) Nas condições de (a) do teorema anterior, pF ˛Gq˚ Ď F˚ ˛G˚;
(b) Nas condições de pbq do teorema anterior, F ˛G é uma classe de Lockett.
Demonstração. paq Por paq do teorema anterior, sai que F˛G Ď F˚ ˛G. Aplicando
3.3.1 pbq, temos o pretendido.
pbq Por pbq do teorema anterior, vem que F˛G “ F˚ ˛G. Como G é Q-fechada, por
3.2.21 sai que G é uma classe de Lockett e portanto F˚ ˛G “ F˚ ˛G˚ “ pF ˛Gq˚.
Sendo a última igualdade obtida, pela proposição 3.3.1 aĺınea pbq. Logo F ˛ G “
pF ˛Gq˚, como queŕıamos.
23De acordo com a observação pbq a seguir ao teorema 3.2.18, pod́ıamos exigir equivalentemente
N Ď G.
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Observação. Sai imediatamente do teorema e respectiva demonstração que o pro-
duto de Fitting de duas classes de Lockett, ainda é uma classe de Lockett.
A próxima proposição mostra-nos que se F for Q-fechada, então F˚ herda parcial-
mente essa propriedade.
Teorema 3.3.4 (Doerk and Porta [16]). Sejam F e G classes de Fitting, sendo F
Q-fechada. Se G P F˚, então G{GG P F˚.
Demonstração. Como F é Q-fechada, pelo corolário da proposição 3.2.17, vem que
F “ F˚ e portanto QF˚ “ F˚. Logo F˚ Ď G ˛ F˚, mas como G ˛ F˚ Ď pG ˛ F˚q˚ “
pG ˛ pF˚q
˚q˚ e por 3.3.1 paq, pG ˛ pF˚q
˚q˚ “ pG ˛ F˚q
˚, sai que F˚ Ď pG ˛ F˚q
˚.
Aplicando 3.2.13 à inclusão anterior vem que pF˚q˚ Ď ppG ˛F˚q
˚q˚. Por outro lado
pF˚q˚ “ F˚ e ppG ˛ F˚q
˚q˚ Ď G ˛ F˚. Podemos então concluir que F˚ Ď G ˛ F˚ e a
afirmação do teorema sai imediatamente.
Corolário (Cossey [13]). Seja F uma classe de Fitting. Se G P S˚. então G{GF P
S˚.
3.4 Injectores e Classes de Lockett
Os próximos dois resultados mais importantes desta secção (3.4.1 e 3.4.4), rela-
cionam injectores e classes de Lockett e devem-se precisamente a F. P. Lockett.
Durante esta secção, voltamos também a assumir que as classes e grupos tomados
estão no universo S, dos grupos finitos e resolúveis. O primeiro resultado, como
abaixo podemos ver, mostra-nos que para classes de Lockett também os injectores
respeitam produtos directos.
Teorema 3.4.1 (Lockett [34]). Sejam F uma classe de Lockett e G1, G2 grupos.
Se V é um F-injector de G1ˆG2, então V “ pV XG1qˆ pV XG2q. Em particular
V “ V1ˆV2, onde V1 P InjFpG1q e V2 P InjFpG2q e qualquer subgrupo desta forma
é um F-injector de G1 ˆG2.
Demonstração. Tomemos V um F-injector de G1 ˆ G2 e ponhamos W “ pV X
G1q ˆ pV X G2q “ V1 ˆ V2. Temos que W  V P F. Suponhamos com vista a
um absurdo que V ę W . Sejam E1 e E2 as projecções de E em G1 e G2, res-
pectivamente. Tomemos e1, e
1
1 P E1 arbitrários e escolhamos e2, e
1
2 P E2 de tal
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pre1, e
1
1s , re2, e
1
2sq P W e portanto re1, e
1
1s P V1. Daqui vem que rE1, E1s ď V1.
Logo E1{V1 é abeliano e da mesma forma, E2{V2 também o é. Conclúımos que
pE1 ˆ E2q{W é abeliano. Como E   V P F, vem que E P F e portanto
E ď pE1 ˆ E2qF “ pE1qF ˆ pE2qF, sendo que a igualdade vem pelo teorema 3.2.7.
Pelo facto de, para cada i P t1, 2u, Vi ser um F-injector de Gi, Vi é F-maximal
em Gi. Donde Vi “ pEiqF pi “ 1, 2q. Daqui sai que E ď pV1 ˆ V2q “ W , o que é
absurdo. Logo D “ V . As conclusões finais deste teorema seguem da observação
paq a seguir à definição 2.3.1.
O próximo lema e o próximo teorema serão auxiliares na demonstração de um
teorema devido a Lockett, que nos permite perceber que os F-injectores e os F˚-
injectores de um grupo mantêm uma relação próxima.
Lema 3.4.2. Seja F uma classe de Fitting e G um grupo. Se V é um F˚-injector
de G e W ď V é um F-injector de G então W “ VF.
Demonstração. Seja G um grupo e V F˚-injector de G e suponhamos que W ď V
é um F-injector de G. Pelo teorema 2.3.6, W é um F-injector de V e portanto
VF ď W . Por 3.2.11 F
˚ Ď FA, donde V {VF P A e logo qualquer subgrupo entre VF
e V é normal em V . Daqui conclúımos que W  V e vem que W ď VF e portanto
a igualdade pretendida.
O teorema que apresentamos de seguida será dado sem demonstração.
Teorema 3.4.3 (Fischer, cf. Lockett [33]). Sejam F uma classe de Fitting, V um
F-injector dum grupo G e N um subgrupo normal de G tal que G{N P N e NF
é F-maximal em N . Então existe um sistema de Hall de G, digamos Σ, tal que
V “ pNFNGpΣqqF. Mais, esta igualdade dá-se para o normalizador de qualquer
sistema de Hall que se reduza a V .
Teorema 3.4.4 (Lockett [34]). Sejam F uma classe de Fitting e G um grupo. Se
V ˚ é um F˚-injector de G, então pVFq
˚ é um F-injector de G.
Demonstração. Sejam F, V ˚ e G, como na hipótese do teorema. Pelo lema anterior,
basta-nos ver que V ˚ contém um F-injector de G. Sejam N  ¨ G e Σ um sitema
de Hall de G. Ponhamos D “ NGpΣq. Pelo corolário de 3.2.9 e pelo teorema
de Mann (1.4.2) juntamente com a conjugação dos injectores, sejam V e V ˚ os
únicos F- e F˚-injectores de G, respectivamente, aos quais Σ se reduz. Então
W “ V X N e W ˚ “ V ˚ X N são os únicos F- e F˚-injectores de N aos quais
o sistema de Hall, Σ X N de N se reduz. Suponhamos por hipótese de indução
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que, para um grupo H de ordem inferior à de G com sistema de Hall Ω, o F-
injector de H ao qual Ω se reduz está contido no F˚-injector de H ao qual Ω se
reduz. Logo, por indução W ď W ˚ e portanto W “ pW ˚qF. Temos que pW
˚qF
car W ˚ V ˚, logo W  V ˚ e como W  V , vem V, V ˚ ď NGpW q. Por 3.2.9 V e
V ˚ são F- e F˚-injectores, respectivamente de NGpW q. Pelo corolário de 1.4.2, Σ
reduz-se a NGpW q e portanto V e V
˚ são F- e F˚-injectores de NGpW q aos quais
Σ X NGpW q se reduz. Se W ­ G, por hipótese de indução vinha V ď V
˚, como
queŕıamos. Podemos então supor W  G. Donde, W  N e W “ NF. Apelando
ao teorema anterior, vem que V “ pWDqF. Recorrendo novamente ao corolário de
1.4.2, D normaliza V ˚. Como W ď V ˚, podemos concluir que V normaliza V ˚.
Ora, conforme o teorema 1.4.3, Σ reduz-se a V V ˚ e podemos supor V V ˚ “ G.
Assim sendo V ˚  G e conclúımos que V X V ˚ é um F-injector de V ˚ P F˚,
portanto V X V ˚ “ pV ˚qF. Pelo lema 3.2.2, V centraliza V
˚{pV X V ˚q, donde
V {pV X V ˚q G{pV X V ˚q e V  G. Usando o facto de F Ď F˚, conjuntamente
com V, V ˚  G, vem V “ GF ď GF˚ “ V
˚, como queŕıamos .
3.5 Classes de Fitting Normais
Como já t́ınhamos notado no ińıcio deste caṕıtulo, para além do estudo do com-
portamento aberrante dos radicais relativamente ao produto directo, outro tipo
de estudo, ainda no plano dos radicais, já tinha sido tomado. Em 1970, D. Bles-
senohl e W. Gaschütz [5] publicaram um artigo onde introduziram e exploraram
esses primeiros conceitos. A propriedade que visavam nesse estudo, era a análise
das classes de Fitting cujos injectores eram normais (classes de Fitting normais).
Nesse sentido e mantendo ainda as classes e grupos tomados em S (a não ser que
o contrário seja dito), relembramos a seguinte definição, introduzida no ı́nicio do
caṕıtulo
Definição 3.5.1. Seja F uma classe de Fitting. Dizemos que F é uma classe de
Fitting normal se para qualquer grupo G, os seus F-injectores forem normais em G.
T́ınhamos observado também que, dada uma classe de Fitting normal, F, sai ime-
diatamente que cada grupo G possui um único F-injector, o seu radical GF.
A proposição seguinte foi apresentada por Blessenohl e Gaschütz em [5] e dá-nos
uma caracterização das classes de Fitting normais, que nos possibilita um trata-
mento muito mas acesśıvel em termos práticos. A demonstração original apresenta
alguma complexidade, envolvendo produtos em coroa, razão pela qual apenas de-
monstramos uma das implicações.
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Teorema 3.5.1 (Blessenohl and Gaschütz [5]). Seja F uma classe de Fitting. En-
tão F é uma classe de Fitting normal se e só se G1 ď GF.
Demonstração. Se G1 ď GF, pelo facto de GF estar contido em cada F-injector de
G, vem que cada F-injector de G é normal em G, e portanto F é uma classe de
Fitting normal. Para a outra implicação, ver Blessenohl and Gaschütz [5].
Corolário. Dada F uma classe de Fitting. F é normal se e só se F ˛ A “ S.
Demonstração. F ˛ A “ S implica que G1 ď GF e portanto F é normal. Suponha-
mos que F é normal. Então para qualquer G, G1 ď GF. Como F Ď S, F ˛ A Ď S.
Seja G P S. Então G1 ď GF e portanto G P F ˛ A.
Teorema 3.5.2 (Lockett [34]). Uma classe de Fitting F é normal se e só se
F˚ “ S.
Demonstração. Se F˚ “ S, então S “ F˚ Ď F ˛ A Ď S, portanto F ˛ A “ S e
usando o corolário anterior F é normal. Suponhamos que para cada grupo G, G1 ď
GF (equivalentemente F é normal). Seja então G P S e ponhamos S “ pG o
reg
C2q
(C2 “ 〈i〉). Escrevendo em notação de justaposição vem:
rpg, 1q, is “ pg´1, 1qi´1pg, 1qi “ pg´1, 1qφippg, 1qqi
2
“
pg´1, gq P pGˆGq X S 1 ď pGˆGq X SF “ pGˆGqF
Sendo a última igualdade obtida por 1.5.4 pcq. Daqui conclúımos que para qual-
quer g P G, pg´1, gq P pG ˆ GqF. Usando o lema 3.2.1 aĺınea pbq, piiq, vem que
G P F˚, como queŕıamos.
Como corolário desta proposição, sai o seguinte
Teorema 3.5.3 (Blessenohl and Gaschütz [5]). Seja tFαuαPA um conjunto de clas-
ses de Fitting normais. Então
Ş
αPA Fα é uma classe de Fitting normal.
Demonstração. Resulta do teorema anterior, juntamente com a proposição 3.2.10.
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Observação. Analisando o teorema 3.2.12, sai imediatamente que dadas duas
classes de Fitting F e G, LocksecpFq “ tG : F˚ Ď G Ď F
˚u. Tendo em conta esta
observação e ainda à luz de 3.2.12, podemos deduzir que F é normal se e só se
F P LocksecpSq. Este facto mostra-nos que as classes de Fitting normais fazem
parte da teoria previamente estudada, constrúıda por Lockett. A menor classe de
Fitting normal é denotada em termos históricos como H “ S˚.
Teorema 3.5.4. Se F for uma classe de Fitting normal, então N Ď F.
Demonstração. Pelo teorema 3.5.2, F˚ “ S. Utilizando a proposição 3.2.17, vem
que charpFq “ charpSq “ P. Pelo teorema 3.2.16, sai o resultado pretendido.
A próxima proposição relaciona-nos as classes de Fitting normais e o respectivo
produto de Fitting.
Proposição 3.5.5 (Cossey [13]). Sejam F e G classes de Fitting. Se alguma das
classes F ou G for normal, então F ˛G é normal.
Demonstração. A demonstração deste teorema apela sistematicamente ao teorema
3.5.1, de tal forma não o citaremos aquando da sua utilização. Sejam F e G classes
de Fitting. Se F for normal, então G1 ď GF ď GF˛G e conclúımos que F ˛ G é
normal. Se G for normal, então G1GF{GF “ pG{GFq
1 ď pG{GFqG “ GF˛G{GF,
donde G1 ď GF˛G e portanto F ˛G é normal, como queŕıamos.
Antes de terminarmos esta secção, introduzimos uma definição que generaliza o
conceito de normalidade que temos vindo a estudar. Fazemos também algumas
observações.
Definição 3.5.2. Sejam F e G classes de Fitting, tomadas no universo E. Dizemos
que F é normal em G, ou abreviadamente, F é G-normal, se:
(a) F Ď G;
(b) GF é F-maximal em G, para cada G P G.
No caṕıtulo seguinte, a partir de uma classe de Fitting F Ď E, contrúımos uma
classe de Fitting F-normal.
Observações. (a) Dada uma classe de Fitting F Ď S o conceito de normalidade
que estudámos neste caṕıtulo é equivalente a F ser S-normal;
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(b) Trabalhos posteriores, nomeadamente o iniciado por H. Laue, mostraram que




O Grupo de Lausch
Nesta secção, a menos que referido, todas as classes consideradas estão contidas na
classe E, dos grupos finitos. Da mesma forma todos os grupos considerados serão
finitos.
Dada uma classe de Fitting F, conforme o teorema 3.2.12 e como o observado
a seguir ao teorema 3.5.3, as classes de Fitting que se encontram entre F˚ e F
˚
compõem o reticulado que designámos atrás como secção de Lockett de F.
H. Lausch [31] construiu engenhosamente um grupo abeliano (grupo de Lausch,
ΛpFq), cujo reticulado de subgrupos provou ser isomorfo ao reticulado de Lockett.
Apesar desta construção ter sido pensada no universo S, conforme observaram
Bryce e Cossey em [9], a construção ainda é válida para o caso finito. Pelo que
foi dito, reparamos então que o estudo do grupo de Lausch é uma ferramenta
importante para o estudo da secção de Lockett, especialmente porque é possivel
determinar a sua estrutura para uma grande variedade de classes de Fitting.
Esta questão será tratada mais adiante, aquando da apresentação do trabalho
desenvolvido por Berger. Para já concentramo-nos no grupo de Lausch. Com esse
objectivo em mente e antes de procedermos à apresentação dos resultados em si,
precisamos primeiro de introduzir algumas definições.
4.1 Construção e algumas definições
Fixe-se um conjunto E , que contém um único representante de cada classe de iso-
morfismo de grupos finitos. Ou seja, tal que para cada G P E, exista um único
G0 P E de tal forma que G » G0.
Definição 4.1.1. (a) Para cada classe de grupos F, definimos F “ FX E , a que
chamamos, conjunto fundamental de F;
(b) Dados G e H grupos, dizemos que α : G Ñ H é uma imersão subnor-
mal (respectivamente, normal), se α for um monomorfismo, de tal forma que
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αpGq H (respectivamente, αpGq H).
Dados G e H grupos, notamos por SubnembpG,Hq (respectivamente,
NembpG,Hq), o conjunto de todas as imersões subnormais de G em H
(respectivamente, o conjunto de todas as imersões normais). Por vezes usaremos
a notação G isn H, para referir que G é isomorfo a um subgrupo subnormal de
H, ou seja, que SubnembpG,Hq ‰ H.
Seja F uma classe de Fitting e H um grupo (não necessariamente finito), notamos
por HompF , Hq, o conjunto de todos os homomorfismos φ : GÑ H, onde G P F ,
ou seja, HompF , Hq “
Ť
tHompG,Hq : G P F u.
Definição 4.1.2 (Blessenohl and Gaschütz [5]; Bryce and Cossey [9]). Seja F,
uma classe de Fitting. Designamos por par de Fitting de F, um par pA, dq, tal que
A é um grupo abeliano (não necessariamente finito) e d : F Ñ HompF , Aq é uma
aplicação que satisfaz as seguintes condições:
(i) dG “ pGqd P Hom(G,A), G P F ;
(ii) dG “ α ˝ dH , para cada G,H P F e para qualquer α P NembpG,Hq;
(iii) A “ tpgqdG : G P F , g P Gu.24
O alcance da aplicação d, acima definida pode ser aumentado. Tendo presente esse
objectivo, reparamos que, se G P F e φ : GÑ G0 é um isomorfismo, com G0 P F ,
podemos definir dG “ φ ˝ dG0 . Repare-se que esta definição é independente da
escolha do isomorfismo de G para G0, pois tomando γ : G Ñ G0 um outro
isomorfismo, temos que φ´1γ P NembpG0, G0q e recorrendo à propriedade piiq
acima, vem φ ˝ dG0 “ φ ˝ ppφ
´1 ˝ γq ˝ dG0q “ γ ˝ dG0 . Desta forma, quando
necessário podemos assumir que dG está definido para G P F.
A partir da definição acima exibida, Blessenohl e Gaschütz contrúıram uma classe
de Fitting, como vemos de seguida.
Construção (Blessenohl and Gaschütz [5]). Sejam F uma classe de Fitting e pA, dq
um par de Fitting de F. Constrúımos a seguinte classe associada a F:
X “ XpA, dq “ pG P F : pGqdG “ 1q .
A classe acima apresentada é uma classe de Fitting.
24Um par de Fitting normal é um par de Fitting de S.
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Demonstração. Vejamos que X é Sn-fechada: Seja G P X e tomemos N G. Como
X Ď F, existem rN, rG P F , tais que N » rN e G » rG. Pelo facto de N  G, existe









Logo rN P X e como N » rN , vem que N P X. Conclúımos que SnX “ X.
Um racioćınio análogo permite-nos verificar que X é N0-fechada: tomemos G “
N1N2, com N1, N2  G e N1, N2 P X. Novamente pelo facto de X Ď F, vem que
N1, N2, G P F. Portanto existem rN1, rN2, rG P F , tais que N1 » rN1, N2 » rN2 e
G » rG. Para além disso, existem também α1 P Nembp rN1, rGq e α2 P Nembp rN2, rGq,
tais que rG “ p rN1qα1p rN2qα2. Usando piiq da definição anterior vem:
p rGqd
rG “ pp
rN1qα1p rN2qα2qd rG “ p
rN1qd rN1p
rN2qd rN2 “ 1.
Ora, G » rG P X, portanto G P X e N0X “ X, como pretendido.
Proposição 4.1.1. Seja F uma classe de Fitting e pA, dq um par de Fitting de F.
Se X “ XpA, dq for a classe acima construida e G P F , então:
(a) GX “ kerpdGq;
(b) rG,AutpGqs ď GX;
(c) G{GX é abeliano;
(d) GX é X-maximal em G;
(e) GX é o único X-injector de G.
Demonstração. paq : Seja G P F e ponhamos K “ kerpdGq. Então, existem rK P F




rKqα ˝ dG “ pp rKqαqdG “ pKqdG “ 1.
Conclúımos, desta forma que K P X e portanto K ď GX.
pbq: Sendo G P F e α P AutpGq, em particular, α P NembpG,Gq e portanto
por piq da definição 4.1.2 vem que, dado g P G, pgqdG “ ppgqαqdG. Logo, como
gg´1 “ 1 P kerpdGq, na notação corrente, rg, αs “ g
´1pgqα P kerpdGq “ GX e
portanto rG,AutpGqs ď GX, como pretendido. As asserções pcq, pdq e peq são
consequências directas de pbq.
Portanto a partir de uma classe de Fitting F e um par de Fitting de F, pA, dq,
podemos construir uma classe de Fitting F-normal, nomeadamente, X “ XpA, dq.
64 CAPÍTULO 4. O GRUPO DE LAUSCH
Mais, introduzindo a seguinte
Definição 4.1.3 (Bryce and Cossey [9]). Sejam F e G classes de Fitting. Dizemos
que F é fortemente normal em G se:
(a) F Ď G;
(b) rG,AutpGqs ď GF, para cada G P G.
Sai o seguinte
Corolário. De acordo com o suposto na proposição 4.1.1, X é fortemente normal
em F.
Repare-se que a definição acima generaliza o conceito de normalidade definido
no final do caṕıtulo anterior. Portanto a partir deste corolário podemos concluir
que cada par de Fitting dá origem a uma classe de Fitting normal. Utilizando os
teoremas 3.2.12 e 3.2.18 sai o seguinte
Corolário. Sendo F e G classes de Fitting, F é fortemente normal em G se e só
se G˚ Ď F Ď G
˚ (se e só se F˚ Ď G Ď F
˚).
Antes de avançarmos com mais teoria, fazemos primeiro algumas observações e
introduzimos também alguma notação.
Observações. (a) Na definição 4.1.2, a exigência no par de Fitting pA, dq, para
que A seja abeliano, não é um axioma independente, mas apenas uma con-
sequência de piiq e piiiq da mesma definição;
(b) A condição piiq da definição 4.1.2 é equivalente à seguinte condição:
piiq˚ dG “ α ˝ dH , para cada G,H P F e qualquer α P SubnembpG,Hq,
pelo que podemos utilizar uma ou outra, conforme for mais conveniente.
Demonstração. paq: Sejam x, y P A. Pela definição de A, existem g P G P F e
h P H P F , tais que x “ pgqdG e y “ phqdH . Sejam D P F tal que D » G ˆH e
α, β isomorfismos de G e H, respectivamente, tais que pGqαˆpHqβ “ D. Fazendo
uso da propriedade piiq da definição 4.1.2 vem:
rx, ys “ rpgqdG, phqdHs “ rpgqα ˝ dG, phqα ˝ dHs
“ rpgqα, phqαsdD “ p1qdD “ 1.
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pbq: É óbvio que piiq˚ implica piiq. Suponhamos que a condição piiq é válida e seja
α P SubnembpG,Hq. Então existe uma série subnormal:
pGqα H1  H2  ¨ ¨ ¨ Hn “ H.
Ora, cada Hi, i P t1, . . . , nu sendo subnormal em H P F, também pertence a
F. Logo, existem G1 “ G,G2 . . . , Gn “ H P F e αi P NembpGi, Gi`1q, i P
t1, . . . , n´ 1u, tais que α “ α1 ˝ α2 ˝ ¨ ¨ ¨ ˝ αn´1. Pelo facto de dGi “ αi ˝ dGi`1 ,
i P t1, . . . , n´ 1u, utilizando o suposto, vem:
dG “ dG1 “ α1 ˝ α2 ˝ ¨ ¨ ¨ ˝ αn´1 ˝ dH “ α ˝ dH ,
como pretendido.






consite em todas as funções f : I Ñ
Ť
λPI
Gλ de suporte finito, tais que pλqf P Gλ,
para cada λ P I. A operação do grupo é definida ponto a ponto, ou seja, pλqfg “
pλqfpλqg, para cada λ P I.
Se J Ď I e DJ “
Ś
µPJ
Gµ, denotamos a imersão natural de DJ em DI , por
εJ : DJ Ñ DI , que a cada elemento f̃ de DJ faz corresponder o seguinte elemento
f P DI :
pνqf “
#
pνqf̃ se ν P J,
1 se ν R J.
Se J “ tµu, pomos G “ Gµ e εG denota a imersão natural de G “ DJ em DI .
Note-se que, εJ é claramente uma imersão normal de DJ em DI .
Para podermos introduzir o grupo de Lausch, precisamos ainda de definir algumas
estruturas e de um pequeno lema.





o produto directo restrito de todos os grupos de F .
Para além disso, definimos também o seguinte subgrupo de ∆pFq:
ΓpFq “
〈
pg´1qεGpgqα ˝ εH : G,H P F , g P G e α P NembpG,Hq
〉
.
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Lema 4.1.2. Se F é uma classe de Fitting e G P F , então:
prG,AutpGqsq εG ď ΓpFq,
em particular, ∆pFq1 ď ΓpFq.
Demonstração. Suponhamos que F é uma classe de Fitting e G P F . Seja g P G
e α P AutpGq. Então α P NembpG,Gq e portanto:
prg, αsq εG “ pg
´1
qεGpgqα ˝ εG P ΓpFq,
por definição de ΓpFq. Logo prG,AutpGqsq εG ď ΓpFq. Ora,
ppGq εGq
1
“ pG1q εG “ prG,Gsq εG ď prG,AutpGqsq εG ď ΓpFq.
Como ∆pFq1 é gerado por pGqεG, quando G percorre F , vem que ∆pFq1 ď ΓpFq,
como pretendido.
Estamos agora em condições de poder introduzir o grupo de Lausch.
Definição 4.1.5. Seja F uma classe de Fitting. Definimos o grupo de Lausch,
como sendo o quociente ∆pFq{ΓpFq e denotamo-lo por ΛpFq.
Definição 4.1.6. Seja F uma classe de Fitting.
(a) Dado G P F , definimos o seguinte homomorfismo:
δG : G Ñ ΛpFq
g ÞÑ pgqεGΓpFq
a que damos o nome de aplicação associada.
(b) Tomando G P F, uma imersão quasi-natural é um monomorfismo
eG : G Ñ ∆pFq, tal que eG “ φ ˝ εG0 , para algum isomorfismo φ : G Ñ G0,
onde G0 P F . Denotamos por QnatpG,∆pFqq, o conjunto de todas as imersões
quasi-naturais de G em ∆.
4.2 Resultados gerais
Teorema 4.2.1 (Lausch [31]). Se F for uma classe de Fitting, o par pΛpFq, δq é
um par de Fitting de F.
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Demonstração. Pelo que foi visto, temos apenas que verificar piq, piiq e piiiq da de-
finição 4.1.2. Pela definição 4.1.6 paq, δG P HompG,ΛpFqq, portanto piq é satisfeita.
Para vermos piiq, sejam G,H P F e α P NembpG,Hq. Se g P G, pela definição de
ΓpFq “ Γ, vem que pgqα ˝ εHΓ “ ppg
´1qεGq
´1Γ “ pgqεGΓ. Donde:
pgqδG “ pgqεGΓ “ pgqα ˝ εHΓ “ ppgqαqδH “ pgqα ˝ δH
e portanto piiq é satisfeita. É óbvio que ΘpFq “ tpgqδG : G P F , g P Gu “
tpgqεGΓpFq : G P F , g P Gu é igual a ΛpFq. E portanto temos piiiq, como queŕıa-
mos.
Seja F uma classe de Fitting e pA, dq um par de Fitting de F. Se I for um conjunto






f : I Ñ
ď
λPI
Gλ, pλqf P Gλ
+
Tendo esta ideia presente, podemos definir uma aplicação que irá ser útil, para
passarmos de um par de Fitting para o grupo de Lausch.
Definição 4.2.1. Com a notação acima utilizada, definimos a seguinte aplicação:





a que damos o nome de aplicação topo.
Proposição 4.2.2. Seja F uma classe de Fitting e pA, dq um par de Fitting de F.
A aplicação d̂ acima apresentada está bem definida. Para além disso satisfaz as
seguintes propriedades:
(a) Se G P F e g P G, então pgqdG “ ppgqεGqd̂;
(b) d̂ é um epimorfismo de ∆pFq para A, satisfazendo ΓpFq ď kerpd̂q;
(c) pkerpdGqqεG “ kerpd̂q X pGqεG.
25
Demonstração. O facto de f ter suporte finito, implica que d̂ está bem definida.
Mais, como A é abeliano, o produto é independente da ordem que tomamos. Com
o intuito de provarmos paq, tomemos g P G P F . Então G “ Gλ, para algum
25De facto, pod́ıamos ter tomado apenas G P F e utilizar eG, em vez de εG, em paq e em pcq,
obtendo o mesmo resultado.
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λ P I. O elemento pgqεG de ∆pFq é a função f tal que pλqf “ g e pνqf “ 1 para
cada ν P Iz tλu, como na definição de εG. Sai que ppgqεGqd̂ “ ppλqfqdGλ “ pgqdG.
Vejamos pbq: o facto de d̂ ser um morfismo vem dGλ o ser, para cada λ P I. A
sobrejectivadade sai da aĺınea anterior em conjunto com a aĺınea piiiq da definição
4.1.2. Para ver que ΓpFq ď kerpd̂q, tomemos G,H P F , α P NembpG,Hq e g P G.
Então pg´1qεGpgqα ˝ εH P ΓpFq e :
ppg´1qεGpgqα ˝ εHqd̂ “ pg
´1
qdGpgqα ˝ dH “ 1
e portanto pertence a kerpd̂q. Finalmente para verificarmos pcq, basta ver que pela
aĺınea paq, pgqεG P kerpd̂q se e só se g P kerpdGq e temos o pretendido.
Lema 4.2.3. A definição de ΓpFq permanece inalterada substituindo o conjunto
NembpG,Hq, por SubnembpG,Hq.
Demonstração. Uma das desigualdades é imediata. Para a outra, basta adaptar-
mos a demonstração da observação pbq a seguir à proposição 4.1.1.
Lema 4.2.4. Tomemos F uma classe de Fitting e G,H P F . Sejam também,
K  G, α P SubnembpK,Hq e x P K. Então:
(a) pxqεG ” pxqα ˝ εH pmod ΓpFqq;
(b) se G “ H, então pKqεG ď ΓpFq se e só se pKqα ˝ εH ď ΓpFq.
Demonstração. pbq é consequência directa de paq. Basta-nos portanto provar paq.
Nesse sentido, como K P SnF “ F, existe L P F e β P SubnembpL,Gq tal que
pLqβ “ K. Então, se x P K, x “ pyqβ, para algum y P L. Como ppyqεLq
´1pxqεG “
py´1qεLpyqβ ˝εG P ΓpFq, utilizando a definição de ΓpFq, conjuntamente com o lema
anterior, vem que
pxqεG ” pyqεL pmod ΓpFqq.
Mas β ˝ α P SubnembpL,Hq e pyqβ ˝ α “ pxqα, donde pyqεL “ pyqpβ ˝ αq ˝ εH “
pxqα ˝ εH . Portanto
pxqεG ” pxqα ˝ εH pmod ΓpFqq
como queŕıamos concluir.
4.3 Teoremas de Lausch no caso finito
Já t́ınhamos visto que um par de Fitting dava origem a uma classe de Fitting
(que em particular era normal). De seguida baseando-nos no trabalho de Lausch
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[31] (2.1 e 2.4) que foi posteriormente refinado por Bryce and Cossey [9] p3.3q,
mostramos que sob determinadas condições, uma classe de Fitting dá origem a
um único par de Fitting. Antes de podermos enunciar e demonstrar esse teorema,
precisamos primeiro de algumas definições e resultados.
Definição 4.3.1. Dizemos que uma classe de Fitting G admite um par de Fitting
pA, dq, se G “ XpA, dq “ tG P F : pGqdG “ 1u, para alguma classe de Fitting F e
algum par de Fitting de F, pA, dq.
Definição 4.3.2. Dois pares de Fitting de F, pA, dq e pB, fq dizem-se isomorfos
se existir um isomorfismo de grupos φ : AÑ B, tal que d ˝ φ “ f .
Teorema 4.3.1 (Lausch [31]). Se uma dada classe de Fitting F admitir dois
pares de Fitting pA, dq, pB, fq, então estes são isomorfos.
Demonstração. Da definição de par de Fitting, temos que cada elemento de A é
da forma pgqdG, com G P F e g P G. Mostramos que a aplicação
φ : A ÝÑ B
pgqdG Ñ pgqfG
é um isomorfismo. Recordemos que A “ tpgqdG : g P G,G P F u. Para vermos que
φ está bem definida, suponhamos que pgqdG “ phqdH , para alguns g P G P F e
h P H P F . Ponhamos D “ G ˆH e para simplificar a notação, identificamos D
com o elemento de F que lhe é isomorfo. Tomemos α : G Ñ D e β : H Ñ D as
imersões naturais de G e H, respectivamente, em D. Sai que pgqdG “ pgqα ˝ dD
e phqdH “ phqβ ˝ dD. Juntando este facto à nossa hipótese, conclúımos que 1 “
ppg´1qαphqβq dD. Por hipótese, XpA, dq “ F “ XpB, fq. Logo pg
´1qdGphqdH P DF
e usando a proposição 4.1.1, DF “ kerpfDq, donde pgqα ˝ fD “ phqβ ˝ fD. Portanto
pgqfG “ phqfH , como queŕıamos.
Usando a mesma notação vem
ppgqdGphqdHqφ “ ppgqα ˝ dDphqβ ˝ dDqφ “ ppgqαphqβq dD ˝ φ
“ ppgqαphqβq fD “ pgqα ˝ fDphqβ ˝ fD
“ pgqfGphqfH “ pgqdG ˝ φphqdH ˝ φ
e portanto φ é um homomorfismo. Usando a definição 4.1.2 piiiq, sai imediatamente
que φ é sobrejectiva. Para além disso φ é injectiva pois
kerpφq “ tpgqdG : pgqdH “ 1u “ tpgqdG : g P kerpdHqu “ pGFqdH “ t1u .
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Logo φ é um isomorfismo e pela definição de φ, d ˝ φ “ f , e conclúımos que pA, dq
e pB, fq são isomorfos.
Lema 4.3.2 (Lausch [31]). Sejam F uma classe de Fitting, G1, G2 P F e
α P NembpG1, G2q. Se G for uma classe de Fitting fortemente normal em F,
então pg´1, gαq P pG1 ˆG2qG, para cada g P G1.
Demonstração. Ponhamos G “ G1 ˆ G1
α e defina-se o seguinte automorfismo de
G:
β : G Ñ G
pg, hαq ÞÑ ph, gαq
Então, dado g P G1, vem pg
´1, gαq “ pg, 1q´1pg, 1qβ P rG,AutpGqs. Como
G é fortemente normal em F, temos por definição que rG,AutpGqs ď GG e
portanto pg´1, gαq P GG “ pG1 ˆ G1
α
qG. Mas G1 ˆ G1
α  G1 ˆ G2, donde
pG1 ˆG1
α
qG “ pG1 ˆG1
α
q X pG1 ˆG2qG ď pG1 ˆG2qG, saindo o resultado
pretendido.
O próximo teorema é o resultado que nos propusemos demonstrar. A sua prova
segue essencialmente a que Lausch apresentou em [31] p2.4q, com alguns ajustes
na notação e mais alguns detalhes.
Teorema 4.3.3 (Lausch [31], Bryce and Cossey [9]). Seja F uma classe de
Fitting. Se G for fortemente normal em F, então G admite um único par de
Fitting de F.
Demonstração. A unicidade segue do teorema 4.3.1. A prova da existência divide-
se em duas partes. Em primeiro lugar mostramos que F˚ admite o par de Fitting
pΛpFq, δq. Posteriormente, utilizando este facto mostramos o resultado propria-
mente dito.
Ponhamos X “ pG P F : pGqδG “ 1q. Pelo corolário da proposição 4.1.1, X é for-
temente normal em F e portanto pelo corolário a seguir a este F˚ Ď X. Resta-nos
verificar que X Ď F˚.
Tomemos G P X . Vem, por definição de X que pGqδG “ 1, donde conclúımos que













para alguns Gi, Hi P F , gi P Gi e αi P NembpGi, Hiq, com i P t1, . . . , nu. Ora,
F˚ é fortemente normal em F e pelo lema anterior sai que, pgi
´1qεGipgiqαi ˝ εHi P
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Vem então que g P GF˚ . Portanto G “ GF˚ e conclúımos que G P F˚. Logo
F˚ “ pG P F : pGqδG “ 1q e F˚ admite o par de Fitting pΛpFq, δq.
Seja G uma classe de Fitting fortemente normal em F e tomemos ΘpGq “
〈pgqδG : G P G , g P G〉 ď ΛpFq. Ponhamos A “ ΛpFq{ΘpGq e para cada G P G
e g P G defina-se o seguinte homomorfismo:
dG : G ÝÑ A
g ÞÑ pgqδGΘpGq.
É fácil de ver, como o que provámos no teorema 4.2.1, que pA, dq é um par de
Fitting de F. Vejamos que G admite pA, dq. Por hipótese G Ď F. Se G P G
e g P G, pgqδG P ΘpGq (ou seja, pGqdG “ 1), logo temos uma das inclusões.
Notemos X “ pG P F : pGqdG “ 1q. Tomemos G P X e g P G. Então
pgqδG P ΘpGq. Por definição de ΘpGq, pgqδG “ ph1qδH1 . . . phnqδHn , para alguns
H1, . . . , Hn P G e h1 P H1, . . . , hn P Hn. Seja D “ G ˆ H1 ˆ ¨ ¨ ¨ ˆ Hn e
sejam α : G Ñ D, β1 : H1 Ñ D, . . . , βn : Hn Ñ D, as imersões naturais de
G,H1, . . . , Hn, respectivamente, no produto directo D. Para simplificar a notação
identificamos D com o respectivo elemento de F , que lhe é isomorfo. Temos então
que 1 “ pg´1qδGph1qδH1 . . . phnqδHn “ ppg
´1qαph1qβ1 . . . phnqβnq δD. Vimos acima
que F˚ “ pG P F : pGqδG “ 1q, portanto pg´1qαph1qβ1 . . . phnqβn P DF˚ .
Pelo facto de G ser fortemente normal em F, temos que F˚ Ď G.
Mais, como H1, . . . , Hn P G, pH1qβ1, . . . , pHnqβn P DG e conclúımos que
pgqα P DG X pGˆ 1ˆ ¨ ¨ ¨ ˆ 1q “ pGG ˆ 1ˆ ¨ ¨ ¨ ˆ 1q. Logo G » pGqα “ GG P G e
temos o resultado pretendido.
De seguida apresentamos dois corolários. O primeiro deles deriva da primeira
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parte da demonstração do teorema anterior, apresentando-nos uma descrição do
radical GF˚ que embora tenha um importante valor teórico, tem pouco interesse
prático.
Corolário. Seja F uma classe de Fitting e G P F . Então:
(a) GF˚ “ kerpδGq;
(b) pGF˚qεG “ pGqεG X ΓpFq.
Corolário. Se F for uma classe de Fitting e G P F XN, então pGqεG ď ΓpFq.
Demonstração. Usando a observação pbq a seguir ao teorema 3.2.18, vem
que G P F˚. Pela última afirmação do corolário anterior, vem que
pGqεG “ pGqεG X ΓpFq e temos o resultado pretendido.
Terminanos esta apresentação de resultados envolvendo os trabalhos de Lausch e
de Bryce e Cossey, com mais uma proposição de interesse puramente teórico, que
nos dá uma forma de descrever os grupos pertencentes à classe F˚.
Teorema 4.3.4 (Lausch [31], Bryce and Cossey [9]). Dada uma classe de Fitting
F, uma condição necessária e suficiente para que um grupo G pertença à classe F˚,
é a existência de um grupo R com subgrupos normais N0, N1, . . . , Nm pertencentes











Demonstração. pðq Seja R um grupo satisfazendo as propriedades referidas. Como
F P LocksecpF˚q, pelo teorema 3.2.18, usando paq ñ peq, vem que rNi,AutpNiqs ď
pNiqF˚ ď RF˚ , para cada i P t0, 1, . . . ,mu. Sai pGqε  RF˚ e como RF˚ P F˚,
conclúımos que G » pGqε P F˚.
pñq Suponhamos que G P F˚ e sem perda de generalidade identifiquemos G com
o respectivo elemento de F˚ que lhe é isomorfo. Para além disso, enumeremos
também os elementos de G “ tg1, . . . , gnu. Ora, pelo primeiro corolário de 4.3.3,






qεGλpgλqαλ ˝ εHλ (γ)
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para alguns Gλ, Hλ P F , gλ P GF, αλ P NembpGλ, Hλq e alguns conjuntos de
ı́ndices Ii. Definimos o seguinte subgrupo
R “ 〈pGqεG, pGλqεGλ , pGλqαλ ˝ εHλ : λ P Ii, i P t1, . . . , nu〉
de ∆pFq. Ponhamos também Mλ “ 〈pGλqεGλ , pGλqαλ ˝ εHλ〉 para λ P Ii e
i P t1, . . . , nu. Notemos N0 “ pGqεG e identifiquemos N1, . . . , Nm como sendo
os subgrupos distintos de entre todos os Mλ. Como Mλ 〈pGλqεGλ , pGλqεHλ〉, que
é por sua vez um factor directo de ∆pFq (e portanto normal), vem que Mλ ∆pFq.





Pondo ε “ εG, como εG P NembpG,∆pFqq, vem ε P NembpG,Rq. Resta-
nos ver que a condição pbq é satisfeita. Com esse objectivo em mente, tome-
mos λ P Ii, para algum i P t1, . . . , nu. Se Gλ “ Hλ, a aplicação que a
pgqεGλ faz corresponder o elemento pgqαλ ˝ εHλ é claramente um automorfismo
de pGλqεGλ “ Mλ. Caso tenhamos Gλ ‰ Hλ, a aplicação que ao elemento
pgqεGλpg
˚qα ˝ εHλ P pGλqεGλpGλqαλ ˝ εHλ “ Mλ pg, g
˚ P Gλq faz corresponder
o elemento pg˚qεGλpgqα ˝ εHλ é também um automorfismo de Mλ. Portanto, cada
termo do lado direito da equação pγq pertence a algum rMλ,AutpMλqs. Assim







O teorema de Berger
Esta secção é uma continuação da anterior e como tal continuamos a trabalhar
no universo E, com F denotando uma classe de Fitting geral, com o respectivo
conjunto fundamental, F . Para além disso, usamos os śımbolos p e q para nos
referirmos a primos arbitrários.
Como foi visto, a classe F˚ foi descrita de um ponto de vista teórico. Com o
interesse de se aproximar de um conhecimento mais “prático”, relativamente a este
assunto, Berger, utilizando os “pares de Fitting” desenvolvidos por Laue, Lausch e
Pain [30] mostrou em [4] que o F˚-radical de um grupo G P F podia ser calculado
com base numa generalização dessa construção.
Contudo, apesar de dada uma classe de Fischer X, este trabalho permitir calcular
o X˚-radical, GX˚ , para G P X, num número finito de passos, tal cálculo pode
adquirir uma complexidade muito maior, pois em geral o cálculo baseado neste
pares de Fitting necessita de um conhecimento detalhado acerca de determinados
subgrupos subnormais de G e seus respectivos grupos de automorfismos.
A nossa apresentação não seguirá, no entanto, o artigo [4] onde Berger demonstra
estes resultados, mas sim o trabalho desenvolvido posteriormente por Brison em
[6] e [7]. Esta apresentação é de compreensão mais acesśıvel, resultando duma
tentativa por parte do autor de ver o teorema de Berger no contexto do grupo de
Lausch.
Antes de procedermos para uma apresentação dos grupos que Brison construiu,
precisamos primeiro de alguns resultados.
5.1 Resultados preliminares
Definição 5.1.1. Um grupo finito G ‰ 1 diz-se comonoĺıtico, se possuir um único
subgrupo maximal normal.
Proposição 5.1.1. Seja G um grupo comonoĺıtico. Então temos uma das três
hipóteses seguintes:
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(a) G1 “ G;
(b) 1 “ G1 ă G e G é um p-grupo ćıclico, para algum p P P;
(c) 1 ă G1 “ GN ă G e G{G1 é um p-grupo ćıclico, para algum p P P.
Demonstração. Suponhamos que G1 ‰ G (G1 ă G) e que G não é um p-grupo.
Tentemos então provar pcq. Pelo facto de G{G1 ser abeliano e portanto nilpotente,
sai que GN ď G1. Seja M o único subgrupo maximal normal de G. Temos que
GN ď M e M{GN é o único subgrupo maximal de G{GN, que é de facto normal,
pois G{GN é nilpotente. Vem que ΦpG{GNq “M{GN é o único subgrupo maximal
normal de G{GN. Se um grupo possui um único subgrupo maximal normal, é um
p-grupo, pois qualquer elemento que não pertença ao subgrupo maximal gera o
grupo todo (se quisermos, utilizando a propriedade não-geradora de ΦpG{GNq).
Agora, a ordem do grupo gerado por esse elemento só pode ser prima, pois para
cada primo que divida a ordem existe um subgrupo normal, que vai ser maximal.
Conclúımos que G{GN » Cp, para algum primo p P P (em particular, G1 ď GN).
A demonstração do próximo lema será omitida. No entanto, poderá ser consultada
num dos trabalhos nela referidos.
Lema 5.1.2 (Berger [4], cf. Brison [6] (1.9.3); (4.1.16)). Seja G um grupo finito,
contendo subgrupos V e M , com V  G e M P FXN, de tal forma que G “ VM .
Seja U um grupo isomorfo a V e ρ : V Ñ U um isomorfismo. Então ρ induz um
homomorfismo φ : GÑ AutpUq, dado por:




ρ, para u P U e g P G.
Tomando o produto semidirecto U ¸AutpUq, temos U ¸ pMqφ ď U ¸AutpUq. Se
eG P QnatpG,∆pFqq e eU¸pMqφ P QnatpU ¸ pMqφ,∆pFqq, então:
(a) G P F se e só se U ¸ pMqφ P F;
(b) Se G P F, então pmqeG ” ppmqφqeU¸pmqφ pmod ΓpFqq, para cada m PM .
5.2 Grupos Relevantes
Estamos agora em condições de iniciar o estudo dos grupos relevantes. Começamos
com a seguinte
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Definição 5.2.1 (Brison [7]). Seja p P P. Dizemos que G P F é pF, pq-relevante se
G ‰ 1 e existe U “ OppUq P F tal que, se P P SylppAutpUqq e P
˚ “ P X pUP qF,
tenhamos as seguintes condições:
(a) existe um isomorfismo φ : UP ˚ Ñ G;
(b) U “ rU, P ˚s.
Acima, UP e UP ˚ abreviam, respectivamente U ¸ P e U ¸ P ˚ (ď U ¸ AutpUq).
No que se segue adoptamos essa convenção.
Mais geralmente do que o acima apresentado, dizemos que G é F-relevante, se G
for pF, pq-relevante para algum p P P.
Sempre que G for um grupo pF, pq-relevante, U, P, P ˚ designam os grupos como
os acima referidos.
A partir da definição acima apresentada, tiramos várias consequências.
Proposição 5.2.1 (Brison [7]). Se G for um grupo pF, pq-relevante, então:
(a) UP ˚ “ pUP qF;
(b) P ˚ ą 1;
(c) U “ pUP qN “ OppUP q;
(d) Se φ for como na definição 5.2.1, então pUqφ “ GN “ OppGq ă G.
Demonstração. paq Como U P F, U “ UF ď pUP qF. Usando a lei modular de
Dedekind sai que UP ˚ “ UpP X pUP qFq “ UP X pUP qF “ pUP qF.
pbq Por G ‰ 1, vem U ‰ 1. Como U “ rU, P ˚s, conclúımos que P ˚ ą 1.
pcq Pelo facto de U “ rU, P ˚s, vem que pUP ˚qN “ U . Ora, UP ˚{U é um p-grupo
e portanto OppUP ˚q ď U . Se V “ OppUP ˚q ă U , então U{V era um p-grupo não
trivial e V ě OppUq “ U , o que é absurdo.
pdq Resulta da aĺınea anterior, tendo em conta que φ é um isomorfismo.
Corolário (Brison [7]). Se um grupo G for simultâneamente pF, pq-relevante e
pF, qq-relevante , então p “ q.
Demonstração. Pela proposição 5.2.1, aĺınea pdq, OppGq “ GN “ OqpGq ă G e
temos o resultado.
Notação. (a) Denotamos por RF, a classe de todos os grupos F-relevantes. Em
particular, denotamos por RpF, a classe de todos os grupos pF, pq-relevantes;
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(b) Dado w P N, definimos:
ΘwpFq “
 





(c) Para cada classe de grupos F-relevantes, RF, escolhemos um conjunto de re-
presentantes das classes de isomorfismo, que denotamos por RF, da seguinte
forma: para cada G P RpFXF , com p P P, fixamos P P SylppAutpGNqq. Pondo
U “ GN, constrúımos o produto semidirecto UP e definimos R “ pUP qF.
Se pusermos P ˚ “ P X pUP qF, tal como vimos num dos lemas acima, vem
R “ UP ˚. Por construção U “ OppUq P F, donde por definição, G » UP ˚.
RpF é o conjunto de todos os grupos R “ UP





(d) Sempre que G P F, eG denotará um elemento de QnatpG,∆pFqq.
(e) Se R “ UP ˚ P RF, então P ˚0 denotará o seguinte subgrupo de P
˚:
P ˚0 “ tP
˚; AutpUqu 〈x P P ˚ : rU, 〈x〉s ă U〉 ; 26
Sempre que nos referirmos a um grupo R “ UP ˚ P RF, ficará subentendido
que U “ OppRq “ RN, para determinado p P P e P ˚ “ P X pUP qF, onde
P P SylppAutpUqq. P
˚
0 denotará o grupo acima definido, para R “ UP
˚ P RF.
Observações (Brison [7]). Sejam v, w P N. Então:
(a) O conjunto
 
R P RF : |RN| ď w
(
é finito;
(b) Temos que ΘpFq “
ś
i
pRiqei, onde o produto é tomado sobre os diferentes
Ri P RF, tais que |Ri| ď w e ei P QnatpRi,∆pFqq;
(c) Se v ď w, então ΘvpFq ď ΘwpFq.
Para simplificar a notação, dada uma classe de Fitting F, denotamos ΓpFq por Γ
e ΘwpFq por Θw.
Lema 5.2.2. Seja G P F. Então pGqeG ď ΓΘ
|GN|.
26tP˚; AutpUqu é o subgrupo focal de P˚ em AutpUq, como definido nos preliminares.
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Demonstração. Seja w “ |GN|. Como G P F é finito, pode verificar-se que G
é gerado por determinados subgrupos subnormais, comonoĺıticos (cf. Doerk and
Hawkes [15] A.14.16 paq), A1, . . . , An ď G, digamos. Temos então:
G “ 〈A1, . . . , An : Ai  G,Ai comononĺıtico, i “ 1, . . . , n〉 (1)




N  GN, i P t1, . . . , nu . (2)
De acordo com essa mesma proposição, para cada Ai temos três casos a considerar,
correspondendo às aĺıneas paq, pbq e pcq. Em cada um desses casos, mostramos
que pAiqeG ď ΓΘ
w, para cada i P t1, . . . , nu. Tendo provado o que afirmámos o
resultado sai utilizando p1q. Na corpo da demonstração ei denotará um elemento
fixo pertencente a QnatpAi,∆q.
Se Ai
1
“ Ai (correspondente a 5.1.1 paq), então pAiqei ď Γ, por definição de Γ.
Logo pAiqei ď Γ ď ΓΘ
w.
Suponhamos que 1 “ Ai
1
ă Ai e Ai é ćıclico de ordem p P P (conforme 5.1.1 pbq).
Assim sendo, Ai P N e como Ai   G, sai que Ai P F. Utilizando o segundo
corolário do teorema 4.3.3, com as devidas adaptações (F em vez de F e ei em vez
de εi “ εAi), vem que pAiqei ď Γ e portanto pAiqeG ď Γ ď ΓΘ
w.




ă Ai e Ai{Ai
1 é um p-grupo ćıclico,
para algum p P P (como em 5.1.1 pcq). Ora, Ai   G e logo p P ComppGq Ď
charpFq. Denotemos A “ Ai e seja x um p-elemento de A tal que A “ A
1 〈x〉.
Deste modo rA1, 〈x〉s  A e portanto 〈x〉 ď CApA1{ rA1, 〈x〉sq  A, donde A “
CApA
1{ rA1, 〈x〉sq. Então, por um lado, A1{rA1, 〈x〉s ď Z pA{ rA1, 〈x〉sq e por outro,
como A{A1 é ćıclico, pA{ rA1, 〈x〉sq{pA1{ rA1,ă x ąsq também o é. Desta forma,
podemos concluir que A{ rA1, 〈x〉s é abeliano, donde A1 “ rA1, 〈x〉s. Vejamos que
estamos em condições de utilizar o lema 5.1.2. A identidade de A1 induz um
homomorfismo φ : A Ñ AutpA1q. Como p P charpFq, 〈x〉 P N X F. Assim sendo,
por 5.1.2 paq A1 ¸ 〈pxqφ〉 P F. Ora, A1 “ rA1, 〈x〉s, portanto A1 “ rA1, 〈pxqφ〉s e
podemos concluir que 〈pxqφ〉 é um p-grupo não trivial.
Tomemos S P SylppAutpA
1qq, tal que 〈pxqφ〉 ď S. Como A1 〈pxqφ〉 P F, então
〈pxqφ〉 ď S˚ “ S X pA1SqF. Por outro lado A1 “ AN “ OppA1q e portanto A1S˚
é pF, pq-relevante. Seja e˚ P QnatpA1S˚,∆q. Temos que A1 “ pA1S˚qN, donde
pA1S˚qe˚ ď Θ|A1|, por definição.Como |A1| ď |GN| “ w, vem pela observação pcq
atrás que pA1S˚qe˚ ď Θw e podemos concluir que
ppxqφqe˚ P Θw (3)
Pelo facto de A “ A1 〈pxqφ〉 P F, A1 » A1 e A1 〈pxqφ〉   pA1S˚q P F, podemos
aplicar 5.1.2 pbq e sai que pxqeA ” ppxqφqe
˚ pmod Γq. Como ppxqφqe˚ P ΓΘw, vem
que pxqeA P ΓΘ
w. Uma vez que pA1qeA ď Γ, conclúımos que pAqeG “ pAqeA ď
ΓΘw, como pretendido.
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5.3 Grupos Básicos e Teorema de Berger
Introduzimos desde já uma importante subclasse dos grupos F-relevantes, RF.
Definição 5.3.1 (Brison [7]). Utilizando a notação previamente fixada, definimos
a classe BF dos grupos F-básicos, da seguinte forma:
BF “ pG P RF : G » UP
˚





Pomos também BF “ BF XRF e B
p
F “ BF XR
p
F.
O próximo lema apresenta-nos o passo indutivo para o teorema que se lhe segue.
Nesse teorema constrúımos uma expressão para elementos no grupo de Lausch,
em termos de grupos F-básicos.
Lema 5.3.1. Se R “ UP ˚ P RF e eR P QnatpR,∆q, então:
pUP ˚0 qeR ď ΓΘ
|U |´1.
Demonstração. Pelo facto de U ď R1, vem que
pUqeR ď Γ ď ΓΘ
|U |´1. (1)
Seja x P P ˚0 . Então, por definição de P
˚
0 , existem y1, . . . , yn P P
˚, com rU, 〈yi〉s ă
U , para cada i P t1, . . . , nu, em conjunto com um elemento t P tP ˚,AutpUqu, de
tal forma que x “ ty1 . . . yn.
Se a P P ˚ e b P AutpUq forem tais que ab P P ˚, então sendo UP ˚{U um p-




são subgrupos subnormais de R.









e portanto, por pa´1abqeR P Γ. Como consequência ptP
˚; AutpUquq eR ď Γ e em
particular conclúımos que
ptqeR P Γ ď ΓΘ
|U |´1. (2)
Para cada i P t1, . . . , nu, se pusermos Ai “ rU, 〈yi〉s 〈yi〉, conclúımos que Ai 
U 〈yi〉 UP ˚ “ R. Como yi P P ˚ (que é um p-grupo e em particular nilpotente),
então Ai
N
ď rU, 〈yi〉s ă U . Usando sucessivamente o lema 5.2.2 e a observação pcq




ď ΓΘ|U |´1, para ei P QnatpAi,∆q.
5.3. GRUPOS BÁSICOS E TEOREMA DE BERGER 81
Como Ai  R, temos que
pyiqeR “ pyiqei P ΓΘ
|U |´1. (3)
O resultado segue-se de p1q, p2q e p3q.
Proposição 5.3.2 (Brison [7]). Seja ξ P ΓΘw, com w P N. Então ou ξ P Γ, ou
existem R1, . . . , Rn P BF distintos, com R “ UiP ˚i (como na notação introduzida)
e elementos xi P RizUiP
˚
i 0, tais que |Ri
N
| ď w e
ξ ” px1qe1 . . . pxnqen pmod Γq, com ei P QnatpRi,∆q, i P t1, . . . , nu .
Demonstração. Como já foi referido, a demonstração segue por indução em w.
Se w “ 1, pela construção de Θw vem que ξ P Γ.
Suponhamos que ξ P ΓΘw, com w ą 1 e, por indução, suponhamos que o resultado
é válido para cada ξ P ΓΘv, onde v ă w. Pela observação paq acima do lema
5.2.2, existe apenas um número finito de Ri P BF distintos, tais que |Ri
N
| ď w.
Digamos que estes são R1, . . . , Rn, com Ri “ UiP
˚
i , para i P t1, . . . , nu. Utilizando
a observação pbq, existem elementos yi P Ri, i P t1, . . . , nu, satisfazendo:
ξ ” py1qe1 . . . pynqen pmod Γq, com ei P QnatpRi,∆q. (1)
Definamos os seguintes subconjuntos de N:
A “
 
a ď n : |Ra
N











b ď n : |Rb
N















pmod Γq, ei P QnatpRi,∆q. (2)
Se a P A, então temos dois casos posśıveis. Ou |Ra
N















pzcqec pmod Γq (3)
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para um conjunto finito de ı́ndices, C e onde os elementos Rc P BF são distintos,
com |Rc
N
| ď w ´ 1 e zc P RczUcP
˚
c 0, c P C.
Caso b P B, vem yb P RbzUbP
˚
b 0, donde Rb P BF. Estes Rb são distintos entre si
(cf. (1)) e distintos dos Rc, para c P C, pois |Rc
N
| ď w ´ 1 ă w “ |Rb
N
|.
Juntando (2) e (3), com a notação apropriada, conclúımos o pretendido.
O próximo teorema é uma versão preliminar do teorema de Berger já referido.
Este mostra que dados determinados pares de Fitting de F, podemos calcular o
F˚-radical, GF˚ de um grupo G P F.
Teorema 5.3.3 (Berger [4]). Se, para cada R “ UP ˚ P BF existir um par de
Fitting de F, pHR, hRq, satisfazendo as seguintes condições:
(a) O grupo abeliano HR é um p-grupo, com R{RN sendo um p-grupo, p P P;
(b) Usando a notação convencionada, kerphRRq “ UP
˚
0 ;
(c) Se Rj “ UjP
˚








kerphRGq : R P B
p
F, com p | |G{G
N
| e |RN| ď |GN|
(
.
Demonstração. Para cada R P BF, seja ĥR o epimorfismo de ∆ para HR, como








: R P BpF, p | |G{G
N
| e |RN| ď |GN|
)
ď ∆
Como vimos na aĺınea pbq da proposição 4.2.2, Γ ď kerpĥRq e portanto Γ ď Σ,
donde pGqeG X Γ ď pGqeG X Σ. No que resta da prova, mostramos que esta
desigualdade é de facto uma igualdade. Tendo isso demonstrado, o teorema fica
provado pois, utilizando o primeiro corolário do teorema 4.3.3, aĺınea pbq, vem
pGF˚qeG “ pGqeG X Γ e aplicando a aĺınea pcq da proposição 4.2.2 pGqeG X Σ “
pXkerphRGqqeG.
Suponhamos que g P G e que pgqeG R Γ. Pelo lema 5.2.2, pgqeG P ΓΘ
w, onde
w “ |GN|. Pela proposição 5.3.2, existem R1, . . . , Rn P BF pn ě 1q distintos, com
|Ri
N
| ď w, juntamente com elementos xi P RizUiP
˚
i 0, tais que
ξ ” px1qe1 . . . pxnqen pmod Γq, com ei P QnatpRi,∆q, i P t1, . . . , nu . (1)




|, para i P t1, . . . , nu e
Rn denote o elemento R “ UP
˚. Pela hipótese pcq do teorema, em conjunto com
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“ 1 . . . 1ppxnqenqĥ
R
Ora, xn P RzUP
˚




0 . Logo ppxnqenqh
R
R ‰ 1 e
portanto pgqeG R kerpĥ
Rq (cf. 4.2.2 paq). Sai que pgqhRG ‰ 1, donde conclúımos que
hRG é um homomorfismo não trivial de G para o p-grupo H
R, com p | |G{GN| (cf.
paq). Uma vez que |RN| ď |GN|, então pgqeG R Σ.
Desta forma provámos que, se pgqeG R Γ, então pgqeG R Σ. O contra-rećıproco
desta afirmação dá-nos a igualdade pretendida e o resultado sai como o observado.
5.4 Construção de um par de Fitting adequado
De seguida constrúımos novos pares de Fitting, que sustentam o teorema anterior.
Esta construção é baseada no homomorfismo transferência, já apresentado. Em
termos de generalidade encontra-se entre os pares de Fitting apresentados por
Laue, Lausch e Pain [30] e os de Berger [4].
Notação. (a) Se G for um grupo e H ď G for tal que H 1 ď H0  G, então
VGÑH{H0 denota como habitualmente o homomorfismo transferência. No caso
de H 1 “ H0, denotamos VGÑH{H0 , apenas por VGÑH ;
(b) Se H,G P F, notamos CpH,Gq “ tS  G : S » Hu;
(c) Seja G um grupo e H ď G. Dado g P NGpHq, quando conveniente g denotará
o automorfismo induzido em H por conjugação pelo elemento g.
Construção (Brison [6], cf Berger [4]). Seja R “ UP ˚ P BF, como habitualmente
e suponhamos que F e R satisfazem a seguinte condição:
Se G P F, e U » X  G, então XT P F, @T P SylppNGpXqq.
27 (η)
Tomemos G P F e X   G, tal que X » U . Seja ρ : X Ñ U um isomorfismo.
Então ρ induz um homomorfismo σ : NGpXq Ñ AutpUq, dado por:




ρ “ puqρ´1 ˝ g ˝ ρ, para u P U e g P G,
cujo núcleo é CGpXq.
Se S P SylppNGpXqq, pelo teorema de Sylow em AutpUq, existe λ P AutpUq, tal que
ppSqσqλ ď P , onde P é o p-subgrupo de Sylow de AutpUq que fixámos aquando da
27Se F for uma classe de Fischer, então pηq é satisfeita por F e por R, para cada R P BF.
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construção de R “ UP ˚ P BF. Pela condição pηq, XS P F. Utilizando a aĺınea paq
do lema 5.1.2, U ¸ pSqσ P F. Como λ P AutpUq, também U ¸ ppSqσqλ P F. Ora,
U ¸ppSqσqλ UP e portanto ppSqσqλ ď P ˚ “ P XpUP qF. Se S0 “ tS;NGpXqu,
então ppS0qσq
λ ď P ˚0 “ tP
˚; AutpUqu e podemos considerar a aplicação τ : S{S0 Ñ
P ˚{P ˚0 definida por:
τ : sS0 ÞÝÑ ppsqσq
λP ˚0 ,
que é, de facto, um homomorfismo de S{S0 para P
˚{P ˚0 .
Notação. Sempre que quisermos ser mais explicitos relativamente à construção
do homomorfismo τ , acima feita, pomos τ “ τ ρ,λ
pX,S{S0ÑP˚{P˚0 q
.
Lema 5.4.1 (Brison [6]). Sejam G1, G2 P F. Para cada i P t1, 2u, tomemos




, como na construção
acima. Se existir um isomorfismo µ : X1S1 Ñ X2S2, então dado s P S1,
psqτ1 “ ppsqµqτ2.
Demonstração. Sejam x P X1 e s P S1. Então
ppxqµqpµ´1 ˝ s ˝ µq “ ps´1xsqµ “ psqµ´1pxqµpsqµ
“ pxqµpsqµ “ ppxqµqpsqµ (1)
Para o que pretendemos, basta verificar que psqσ1 ” ppsqµqσ2 pmod P
˚
0 q. Ora,













“ puqppρ1 ˝ λ1q
´1
˝ s ˝ pρ1 ˝ λ1qqppρ2 ˝ λ2q
´1
˝ ps´1qµ ˝ pρ2 ˝ λ2qq
“ puqpλ´11 ˝ ρ
´1






˝ s ˝ µ ˝ ρ2 ˝ λ2q
pλ´12 ˝ ρ
´1






˝ ps´1qµ ˝ ρ2 ˝ λ2q P u
tP˚;AutpUqu,
demonstrando o resultado pretendido.
Corolário (Brison [6]). Para cada X   G e S P SylppNGpXqq, a aplicação τ ,
como acima definida, é independente das escolhas feitas para ρ e λ.
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Demonstração. No lema anterior, se tomarmos X “ X1 “ X2, µ “ id e
ρ “ ρ1 “ ρ2, vem que a definição de τ é independente da escolha de λ P AutpUq
tal que ppSqσqλ ď P . Com uma segunda aplicação do lema anterior, onde ρ1 e
ρ2 são isomorfismos arbitrários de X para U , temos que θ é independente do ρ
escolhido.
Observação. Tendo em conta o corolário anterior, sempre que necessário,
podemos referir-nos a τ apenas como τpX,S{S0ÑP˚{P˚0 q
.
Definição 5.4.1. Com G, X e S, como na construção anterior, definimos o se-
guinte homomorfismo:
ΨX,G “ ΨpX,GÑP˚{P˚0 q
“ VGÑS{S0 ˝ τpX,S{S0ÑP˚{P˚0 q
: GÑ P ˚{P ˚0
onde VGÑS{S0 é o homomorfismo transferência.
Lema 5.4.2. A definição de ΨX,G é independente do S P SylppNGpXqq escolhido.
Para além disso, a definição deste também não se altera se, em vez de X,
tomarmos algum seu G-conjugado.
Demonstração. Tomemos Y “ Xa, para algum a P G. Daqui conclúımos que
Sa P SylppNGpX
aqq “ SylppNGpY qq. Seja T P SylppNGpY qq. Então pelo teorema
de Sylow em NGpY q, existe c P NGpY q, tal que S
ac “ T . Ora, pondo b “ ac, vem
que Y “ Xa “ Xac “ Xb, pois c P NGpY q. Denotando T0 “ tT ;NGpY qu, com a
devida notação, sai que T0 “ S
b
0. Tomando um isomorfismo ρ : X Ñ U , também
b ˝ ρ : X Ñ U é um isomorfismo.
Dado g P G, suponhamos que sS0 “ pgqVGÑS{S0 . Então, usando a proposição 1.3.3







“ pgbqVGbÑSb{Sb0 “ pgqVGÑT {T0 .
Logo, pgqVGÑT {T0 “ s







P ˚0 “ pρ
´1
˝ b´1sb ˝ ρqλP ˚0 “
ppb ˝ ρq´1 ˝ s ˝ pb ˝ ρqqλP ˚0 “ psS0qτpX,S{S0ÑP˚{P˚0 q
“ pgqΨX,G
Donde conclúımos o resultado pretendido.
Definição 5.4.2 (Brison [6], cf Berger [4]). Seja G P F. Se CpU,Gq ‰ H, tomemos
tX1, . . . , Xnu, um conjunto de representantes para as classes de conjugação de G
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em CpU,Gq.
Para cada i P t1, . . . , nu, pelo facto de m.d.c.pp, |NGpXiq : Si|q “ 1, com Si P
SylppNGpXiqq, escolhamos ei P N, tal que:
ei|NGpXiq : S| ” 1 pmod p
w
q, (1)
onde pw é o expoente de P ˚{P ˚0 , para algum w P N. A partir do homomorfismo
ΨXi,G acima constrúıdo, definimos o seguinte homomorfismo:
δpXi,GÑP˚{P˚0 q


















pgqδXi,G se CpU,Gq ‰ H.
Observação. (a) Como m.d.c.pp, |NGpXiq|q “ 1, a definição de δXi,G é indepen-
dente da escolha do ei satisfazendo a equação p1q da definição anterior. Para
além disso, pelo lema anterior, a definição de dRG é independente dos represen-
tantes das classes de conjugação escolhidos;
(b) Se φ : GÑ H for um isomorfismo, é evidente que dRG “ pgqφ ˝ d
R
H .
Apesar de interessante, não apresentaremos a demonstração do lema seguinte,
visto ser demasiado técnica, envolvendo bastantes cálculos com o homomorfismo
transferência.







Lema 5.4.4 (Brison [7], cf Berger [4]). Se F for uma classe de Fitting e F e
R “ UP ˚ P BpF satisfizerem pηq da construção anterior, então:






(b) Se R̃ P RF, for tal que R̃ fi R e |R̃
N| ď |RN|, então pR̃qdR
R̃
“ 1.
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Seja P̂ P SylppRq, tal que P
˚ ď P̂ , n “ |R : P̂ | e ponhamos também P̂0 “ tP̂ ;Ru.
Se x P P ˚, pela proposição 1.3.4, temos que:
pxqVRÑP̂ {P̂0 “ x
nP ˚0 .
Consideremos a identidade ρ : U Ñ U . Então ρ induz um homomorfismo σ : R “
NRpUq Ñ AutpUq, como feito anteriormente. Como P
˚ ď AutpUq e R “ U ¸ P ˚,
então pxqσ “ x P P ˚. Pela construção atrás exibida, vem que:
pxnP̂0qτpU,P̂ {P̂0ÑP˚{P˚0 q
“ xnP ˚0





pxqVRÑP̂ {P̂0 ˝ τpU,P̂ {P̂0ÑP˚{P˚0 q
¯e
“ pxnP ˚0 q
e (por (1) e (2))
“ xP ˚0
Logo δU,R induz o epimorfismo canónico de P
˚ para P ˚{P ˚0 . Em particular,
ImpδU,Rq “ P
˚{P ˚0 e por p1q vem Impd
R
Rq “ P
˚{P ˚0 . Por outro lado U “ O
ppUq
e P ˚{P ˚0 é um p-grupo, logo U ď kerpδU,Rq. Como, P
˚






ď P ˚{P ˚0 . Devido a este facto, se R̃ P R
q
F, para algum q ‰ p,
temos de ter pR̃qdR
R̃
“ 1. Como |R̃N| ď |RN|, ou temos CpU, R̃q “ H, ou
R̃N “ OppR̃q » U “ RN. Mas, se R̃N » U , vinha, por definição de grupo que
relevante, que R̃ » pUP qF » R, o que contradiz a hipótese. Logo CpU, R̃q “ H e o
resultado pretendido sai por definição de dR
R̃
.
Teorema 5.4.5 (Brison [7], cf Berger [4]). Na notação acumulada, pP ˚{P ˚0 , d
R,F
G q
é um par de Fitting de F.
Demonstração. Vejamos que pP ˚{P ˚0 , d
R,F
G q satisfaz as condições piq, piiq e piiiq da
definição 4.1.2. Se G P F, então por construção dR,F
GÑP˚{P˚0
é um homomorfismo de
G para P ˚{P ˚0 e a condição piq é satisfeita. A condição piiq, resulta do lema 5.4.3,
juntamente com a observação pbq a seguir à definição 5.4.2. Finalmente, como pela
aĺınea paq do lema anterior, ImpdRRq “ P
˚{P ˚0 , temos piiiq.
5.5 Teorema de Berger para classes de Fischer
Teorema 5.5.1 (Brison [7], cf Berger [4]). Se F for uma classe de Fischer e
G P F, então:




kerpdR,FG q : R P B
p
F, com p | |G{G
N
| e RN isn GN
)
.
Demonstração. Se F for uma classe de Fischer, como observámos na nota de ro-
dapé da construção efectuada, é posśıvel construir pP ˚{P ˚0 , d
R,F
G q, que como vimos
no teorema anterior é, de facto, um par de Fitting de F.
A condição paq do teorema 5.3.3 é trivialmente satisfeita por este par e as condi-





kerpdR,FG q : R P B
p
F, com p | |G{G
N
| e |RN| ď |GN|
)
.
Se SubnembpRN, Gq “ H, então por construção, pGqdR,FG “ 1 e portanto
kerpdR,FG q “ G, não sendo importante para a interseção em questão. No entanto, se
SubnembpRN, Gq ‰ H, ou seja, RN isn G, então como RN “ OppRNq e p | |G{GN|,
temos de ter RN isn GN e conclúımos o resultado pretendido.
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Lista de Śımbolos
N conjunto dos números naturais
P conjunto dos números primos
ď subgrupo de
ă, ň subgrupo próprio de
 subgrupo normal de
 subgrupo subnormal de
 ¨ subgrupo maximal normal de
¨  subgrupo minimal normal de
car subgrupo caracteŕıstico de
pr pronormal em
NGpHq normalizador de H em G
CGpHq centralizador de H em G
ZpGq centro de G
kerφ núcleo do homomorfismo φ
Imφ imagem do homomorfismo φ
rx, ys comutador de x e y: x´1y´1xy
rH,Ks comutador de H e K: 〈rh, ks : h P H, k P K〉
G1 grupo derivado: rG,Gs
GˆH produto directo de G e H
G¸H produto semidirecto de G e H
G o
reg
H produto em coroa regular de G por H
AutpGq grupo dos automorfismos de G
94 LISTA DE SÍMBOLOS
InnpGq grupo dos automorfismos interiores de G
SylppGq conjunto dos p-subgrupos de Sylow de G
HallπpGq conjunto dos π-subgrupos de Hall de G
Cn grupo ćıclico de ordem n
Sn grupo simétrico de grau n
An grupo alternado de grau n
Σ Œ H sistema de Hall Σ reduz-se a H
GX X-radical de G
GX X-reśıduo de G
F pGq subgrupo de Fitting de G
OπpGq menor subgrupo normal de G tal que G{OπpGq é um
π-grupo
OπpGq maior π-subgrupo normal de G
ΦpGq subgrupo de Frattini de G
E classe dos grupos finitos
S classe dos grupos finitos e resolúveis
N classe dos grupos finitos e nilpotentes
Sp classe dos p-grupos finitos e resolúveis
Sπ classe dos π-grupos finitos e resolúveis
Np classe dos p-grupos finitos e nilpotentes
Nπ classe dos π-grupos finitos e nilpotentes
A classe dos grupos finitos e abelianos
C classe dos grupos ćıclicos
charpXq caracteŕıstica de X
F ˛G produto de Fitting de F por G
InjXpGq conjunto dos X-injectores de G
LocksecpFq secção de Lockett de F
NembpG,Hq conjunto das imersões normais de G em H
SubnembpG,Hq conjunto das imersões subnormais de G em H
95
QnatpG,∆q conjunto das imersões quasi-naturais de G em ∆
VGÑH{H0 transferência de G para H{H0
E conjunto de representantes para as classes de isomor-
fismo de grupos finitos
F conjunto fundamental de F
HompG,Hq conjunto dos homomorfismos de G em H
HompF , Hq conjunto dos homomorfismos de grupos em F para H
ΛpFq grupo de Lausch de F
CpH,Gq conjunto dos subgrupos subnormais de G isomorfos a H
exppGq expoente do grupo G


























de Fitting normal, 36
de grupos, 13
de Lockett, 43
dos grupos básicos, 80
dos grupos relevantes, 77































Normalizador de um Sistema de Hall, 12
Operação
estrela para baixo de Lockett, 43
estrela para cima de Lockett, 38
Operador de fecho, 15





directo restrito de grupos numa
classe, 65


















Secção de Lockett, 44
Sistema de Hall, 12
Subgrupo
X-maximal em, 24
π-subgrupo de Hall, 5









de Berger para classes de Fischer, 87
de Carter, 19
de Fischer, Gaschütz e Hartley, 30
de Hall, 19
de Lausch, 70
de Mann, 12
de Sylow, 19
Transferência, 9
