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Abstract—Loop collapsing is a well-known loop transforma-
tion which combines some loops that are perfectly nested into
one single loop. It allows to take advantage of the whole amount
of parallelism exhibited by the collapsed loops, and provides a
perfect load balancing of iterations among the parallel threads.
However, in the current implementations of this loop opti-
mization, as the ones of the OpenMP language, automatic loop
collapsing is limited to loops with constant loop bounds that
define rectangular iteration spaces, although load imbalance
is a particularly crucial issue with non-rectangular loops. The
OpenMP language addresses load balance mostly through dy-
namic runtime scheduling of the parallel threads. Nevertheless,
this runtime schedule introduces some unavoidable execution-
time overhead, while preventing to exploit the entire parallelism
of all the parallel loops.
In this paper, we propose a technique to automatically
collapse any perfectly nested loops defining non-rectangular
iteration spaces, whose bounds are linear functions of the
loop iterators. Such spaces may be triangular, tetrahedral,
trapezoidal, rhomboidal or parallelepiped. Our solution is
based on original mathematical results addressing the inversion
of a multi-variate polynomial that defines a ranking of the
integer points contained in a convex polyhedron.
We show on a set of non-rectangular loop nests that our
technique allows to generate parallel OpenMP codes that
outperform the original parallel loop nests, parallelized either
by using options “static” or “dynamic” of the OpenMP-
schedule clause.
Keywords-loop parallelization; loop collapsing; load balanc-
ing; OpenMP.
I. INTRODUCTION
Loop collapsing – alternatively called loop coalescing
or loop flattening [1], [2] – combines two or more loops
into a single loop, producing less loop overhead, better load
balance and exposing more concurrency when the collapsed
loops are parallel, and can improve the opportunities for
other optimizations, such as loop unrolling and vectorization.
Since version 3.0 of OpenMP [3], the collapse clause
may be used in the directive omp for to specify how many
loops are associated with the current loop construct. The pa-
rameter of the collapse clause must be a constant positive
integer expression. If no collapse clause is present, the
only loop that is associated with the loop construct is the one
that immediately follows the loop directive. If more than one
loop is associated with the loop construct, then the iterations
of all associated loops are collapsed into one larger iteration
space that is then divided according to the schedule clause.
The sequential execution of the iterations in all associated
loops determines the order of the iterations in the collapsed
iteration space. The iteration count for each associated loop
is computed before entry to the outermost loop. If execution
of any associated loop changes any of the values used to
compute any of the iteration counts, then the behavior is
unspecified. Hence the OpenMP collapse clause only
handles perfectly nested rectangular loops. In the newsletter
of the OpenMP Architecture Review Board, January 2003,
one can read: We have not concluded whether collapsing
of non-rectangular loops, and/or non-perfectly nested loops
can be sufficiently easily handled/specified. This is still the
subject of discussion; and in the newsletter of February 2003:
The committee has looked at automatic collapsing of non-
rectangular loops, and has decided NOT to recommend this
for addition in OpenMP 3.0.
However, performance issues due to load imbalance are
typical for non-rectangular iteration spaces. The reason
why non-rectangular loops are not handled is related to
the recovery of the original loop indices. Indeed, when
collapsing loops, original indices are reduced to a single
index. Thus, every reference to the original indices made
by the loop statements requires to recover their values
from the current value of the single index resulting from
collapsing the original loops. When the original loop bounds
are constant, such a recovery is straightforward: without loss
of generality, consider l loops whose respective index ik
ranges from 0 to Nk − 1, k = 1..l. Collapsing these l loops
results into one single loop whose index i ranges from 1 to
N1×N2× ...×Nl. Each original index ik can be recovered
from i in the following way:
i1 = b iN2×N3×...×Nl c
i2 = b i mod (N2×N3×...×Nl)N3×N4×...×Nl c
i3 = b (i mod (N2×N3×...×Nl)) mod (N3×N4×...×Nl)N4×N5×...×Nl c
. . .
where bxc denotes the integer part (floor) of x. Thus,
an implementation of loop collapsing mostly consists in
embedding these recovery computations in the generated
code.
For non-rectangular loops, two main issues are not han-
dled in the current implementations:
• total number of iterations: when collapsing loops, the
bound of the resulting single loop is the total number of
iterations of the original loop nest. When the original
bounds are not constant, but depending linearly on
some surrounding loop indices and unknown param-
eters, this bound requires the computation of the exact
number of integer points contained in the original
iteration domain.
• original indices recovery: recovering the values of the
original indices, solely from the unique loop index of
the collapsed loops, requires to invert a particular multi-
variate polynomial. This polynomial, called ranking
polynomial, associates to each tuple of original indices,
an integer which is the rank of the associated iteration
among all iterations.
In this paper, we solve both issues to enable the application
of loop collapsing to non-rectangular loops, characterized
by bounds which are linear functions of the surrounding
loop iterators. More generally, we handle the mathematical
problem of lexicographic ranking and unranking functions
[4] for integer points contained in parametrized polyhedra,
and apply it to parallel loop scheduling.
The paper is organized as follows. In the next Section, an
example of a correlation computation defining a triangular
loop nest, which is collapsed using our technique, is used
to motivate the paper. In Section III, we recall the notion
of ranking Ehrhart polynomial which is central to the
proposed method. Section IV explains the mathematical
aspects of the proposed technique, which are related to the
inversion of ranking Ehrhart polynomials, and also discusses
its limitations. The time-overhead related to index recovery
is addressed in Section V, while Section VI addresses
specific issues related to vectorization and execution on GPU
processors. Experiments, presented in Section VII, highlight
the significant time improvements provided by collapsing
non-rectangular loops parallelized with OpenMP. Section
VIII discusses some related work, while conclusions are
given in Section IX.
II. MOTIVATING EXAMPLE
Consider the loop nests in Figure 1, which is part of a
correlation computation. Loops i and j do not carry any
dependence and can then be parallelized. However, since the
lower bound of the j-loop is not constant, but depending on
the current value of index i, both i and j loops cannot be
collapsed with OpenMP. Hence, one user may adopt another
parallelization strategy as nested parallelism or dynamic loop
scheduling. However each of them involves specific time-
overhead issues.
A first solution is to parallelize the outermost
loop using the OpenMP directive #pragma omp for
#pragma omp p a r a l l e l f o r p r i v a t e ( j , k ) s c h e d u l e ( s t a t i c )
f o r ( i =0 ; i < N−1 ; i ++)
f o r ( j = i +1 ; j<N ; j ++) {
f o r ( k=0 ; k<N ; k ++)
a [ i ] [ j ]+= b [ k ] [ i ]* c [ k ] [ j ] ;
a [ j ] [ i ] = a [ i ] [ j ] ; }
Figure 1. Correlation computation
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Figure 2. Unbalanced distribution of iterations among 5 threads of the
correlation iteration domain using static OpenMP schedule
schedule(static): equal slices of the i-loop are then
distributed to the parallel threads. However, since the
number of iterations of the j-loop is proportional to the
value of index i, the first i-loop slices, covering the lowest
values of i, contain far more iterations than the last slices.
This situation yields an important and penalizing load
imbalance among the threads, as illustrated by Figure
2, where the total execution time of the parallel loop is
determined by the time of thread 0.
A possibly better solution may be the OpenMP schedule
clause dynamic. However, even if better performance
may be observed with this parallelization scheme, dynamic
distribution of the iterations among the threads involves
necessarily some runtime overhead, particularly when a huge
number of parallel threads have to be supplied with iterations
that are numerous. Such a solution is generally not scalable.
Another solution would be to take advantage of the nested
parallelism of the i and j loops, by enabling the dynamic
creation of additional parallel threads for every value of i, at
each execution of the j-loop. In that case as well, the runtime
overhead of dynamic scheduling may be too penalizing,
because of the recurring creations of new threads and the
resulting overloading of the operating system.
Consider now the loop nest of Figure 3. Both i and j loops
have been collapsed into one single loop running (N−1)N2
iterations. The original indices i and j are recovered at each
iteration from the single loop index pc, by computing the
#pragma omp p a r a l l e l f o r p r i v a t e ( i , j , k ) s c h e d u l e ( s t a t i c )
f o r ( pc =1 ; pc <= (N−1)*N/ 2 ; pc ++) {
i = f l o o r (−( s q r t (4*N*N−4*N−8*( double ) pc+9)−2*N+ 1 ) / 2 ) ;
j = f l o o r (−(2*( double ) i *N−2*( double ) pc−(double ) i * ( double ) i
−3*( double ) i ) / 2 ) ;
f o r ( k=0 ; k<N ; k ++)
a [ i ] [ j ]+= b [ k ] [ i ]* c [ k ] [ j ] ;
a [ j ] [ i ]= a [ i ] [ j ] ; }
Figure 3. Collapsed correlation computation
f i r s t i t e r a t i o n = 1 ;
#pragma omp p a r a l l e l f o r p r i v a t e ( i , j , k ) \
f i r s t p r i v a t e ( f i r s t i t e r a t i o n ) s c h e du l e ( s t a t i c )
f o r ( pc =1 ; pc <= (N−1)*N/ 2 ; pc ++) {
i f ( f i r s t i t e r a t i o n )
{
i = f l o o r (−( s q r t (4*N*N−4*N−8*( double ) pc+9)−2*N+ 1 ) / 2 ) ;
j = f l o o r (−(2*( double ) i *N−2*( double ) pc
−(double ) i * ( double ) i−3*( double ) i ) / 2 ) ;
f i r s t i t e r a t i o n = 0 ;
}
f o r ( k=0 ; k<N ; k ++)
a [ i ] [ j ]+= b [ k ] [ i ]* c [ k ] [ j ] ;
a [ j ] [ i ] = a [ i ] [ j ] ;
j ++;
i f ( j>=N) { i ++; j = i +1;}
}
Figure 4. Collapsed correlation computation with reduced control time-
overhead
following arithmetic expressions at each iteration:
i =
⌊
−
√
4N2 − 4N − 8 pc + 9− 2N + 1
2
⌋
j =
⌊
−2 iN − 2 pc − i
2 − 3 i
2
⌋
This single pc-loop can be parallelized with OpenMP using
its schedule clause static, to take advantage of the nested
parallelism of the original i and j loops, and to get a well
balanced load of iterations (i, j) among the parallel threads.
Notice that a naive alternative solution would be to repro-
duce the original computations of the loop indices inside the
pc-loop, by incrementing them relatively to the original loop
bounds. But this strategy is not suitable for parallelization,
since the starting values of the original indices for each
parallel thread cannot be determined, while only the local
value of the new iterator pc is known by each thread.
In our solution, the recovery of the original i and j indices
requires the computation of a square root, a floor and some
polynomials depending on pc, at each iteration. Such a com-
putation at every iteration may introduce a penalizing time-
overhead. We reduce it significantly by performing the costly
computation only once per threads, at the first iteration, and
by computing the next indices values by reproducing the
standard indices incrementation of the original loop nest.
The resulting program is shown in Figure 4.
Both next Sections address the required mathematical
background and the proposed technique for collapsing auto-
matically non-rectangular loops.
III. RANKING EHRHART POLYNOMIALS
Ehrhart polynomials were originally proposed and ex-
tended to program analysis in [5]. These integer-valued
polynomials express the exact number of integer points
contained in a finite multi-dimensional convex polyhedron
which depends linearly on integer parameters. They have
many applications for the quantitative analysis of loop nests
whose loop bounds are linear functions of the surrounding
loop indices and integer parameters, and which statements
are referencing multi-dimensional array elements through
linear functions of the loop indices and parameters. Such a
counting of integer points may translate to the exact number
of iterations of a parameterized loop nest, the exact number
of memory locations touched by a loop nest, the maximum
number of parallel iterations, etc. When considering a d-
dimensional polyhedron – as for example the iteration space
of a d-depth loop nest – depending linearly on integer param-
eters p1, p2, . . . , pm, its Ehrhart polynomial is a polynomial
of degree d whose variables are p1, p2, . . . , pm.
Ehrhart polynomials can be automatically computed us-
ing existing algorithm implementations as the one of the
polyhedral library PolyLib [6] or the one of the barvinok
library [7].
Among their applications, Ehrhart polynomials are used
in [8] to reorganize the memory layout of array elements
accessed by a loop nest, in order to improve their spatial
data locality: array elements are relocated in memory in the
same order as they are accessed. In this approach, the new
location of an array element is given by the order, or rank,
of the iteration referencing it.
Such a rank of iterations is given by a polynomial, called
a ranking polynomial, whose variables are the loop indices,
and whose evaluation results in the number of iterations
preceding a given iteration. More formally, the ranking
polynomial of a d-depth loop nest whose loop indices,
from the outermost to the innermost, are (i1, i2, . . . , id),
is denoted r(i1, i2, . . . , id). Without loss of generality, if
(0, 0, . . . , 0) defines the first iteration of the loop nest,
then r(0, 0, . . . , 0) = 1, r(0, 0, . . . , 1) = 2, and so on. If
(N1, N2, . . . , Nd) are the indices of the very last iteration,
then r(N1, N2, . . . , Nd) is the total number of iterations of
the loop nest.
The computation of the ranking polynomial of a loop nest
is detailed in [8]. We recall this technique by applying it to
the correlation computation of Figure 1. Let us compute the
ranking polynomial of the outer i and j loops, r(i, j). The
rank of a given iteration (i0, j0) is equal to the number of
iterations that are executed before (i0, j0) (included), i.e.,
the number of couples (i, j) inside the iteration domain
which are lexicographically less than or equal to (i0, j0):
∀(i0, j0) s.t. 0 ≤ i0 < N − 1 and i0 + 1 ≤ j0 < N,
r(i0, j0) = #{(i, j) | (i, j)E (i0, j0),
0 ≤ i < N − 1,
i+ 1 ≤ j < N}
where E denotes the lexicographic order. Since lexico-
graphic inequalities are not linear, the problem is split as
the conjunction of two equivalent sets of linear inequalities,
according to the definition of the lexicographic order:
(i, j)E (i0, j0)⇔ (i < i0) or (i = i0 and j ≤ j0)
Therefore, the sets whose integer points must be counted can
be defined as the union of two disjoint convex polyhedra,
and r(i0, j0) as the sum of two Ehrhart polynomials:
r(i0, j0) = #{(i, j) |0 ≤ i < i0, i+ 1 ≤ j < N}
+#{(i, j) |i = i0, i0 + 1 ≤ j ≤ j0}
=
i0 (2N − i0 − 1)
2
+ (j0 − i0)
=
2 i0 N + 2 j0 − i0 2 − 3 i0
2
One can verify that the rank of the first iteration (0, 1),
r(0, 1), is equal to 1, the rank of the second iteration
r(0, 2) = 2, the rank of the third iteration r(0, 3) = 3
and so on. The rank of the last j-iteration when i = 0,
r(0, N − 1) = N − 1, and the rank of the first iteration
when i = 1, r(1, 2) = N . The total number of iterations is
r(N − 2, N − 1) = (N−1)N2 .
Notice the following important property: such a ranking
polynomial associates, to each iteration index tuple, a unique
integer of a continuous interval of integers starting at 1. This
continuous interval is the range of integers between one and
the total number of iterations. Conversely, each integer value
in the interval is associated to one unique iteration. Thus, a
ranking polynomial defines a bijection between the iteration
domain and the interval of successive integers. It can also be
seen as the one-dimensional polynomial schedule function
of the iterations, which is equivalent to the original multi-
dimensional linear schedule defined by the nested loops.
Another important property is that such a ranking polyno-
mial is monotonically increasing over the integers, from 1 to
the total number of iterations, relatively to the lexicographic
order of the loop indices.
IV. COLLAPSING NON-RECTANGULAR LOOPS
The collapsing technique presented in this paper is de-
voted to loop nests whose loops to be collapsed: (1) are
perfectly nested, (2) do not carry any dependence, and (3)
have one unique iterator, whose loop bounds are linear
combinations of the surrounding loops’ iterators; the lin-
ear combinations may also depend linearly on unknown
parameters, which are typically size parameters. Such loop
for (i1 = l1 ; i1 < u1 ; i1 ++)
for (i2 = l2(i1) ; i2 < u2(i1) ; i2 ++)
for (i3 = l3(i1, i2) ; i3 < u3(i1, i2) ; i3 ++)
. . .
for (ic = lc(i1, i2, ..., ic−1) ;
ic < uc(i1, i2, ..., ic−1) ; ic ++)
{ S(i1, i2, ..., ic); }
Figure 5. Model of non-rectangular loops that are handled
bounds may define non-rectangular iteration spaces that
are triangular, tetrahedral, trapezoidal, rhomboidal or paral-
lelepiped. The collapsing of loops carrying dependences and
the collapsing of imperfect loop nests are beyond the scope
of this paper. Thus, our model of loops that may be collapsed
can be depicted in Figure 5, where lk(i1, i2, ..., ik−1) and
uk(i1, i2, ..., ik−1) denote linear combinations of iterators
i1, i2, ..., ik−1, and S(i1, i2, ..., ic) denotes a sequence of
statements whose instances depend on iterators i1, i2, ..., ic.
A. Unranking functions as inverse ranking polynomials
Consider a loop nest of d perfectly nested loops that may
be non-rectangular. Suppose that we would like to collapse
c successive loops of this nest (c ≤ d), whose loop indices
are i1, i2, . . . , ic, from the outermost to the innermost.
The ranking Ehrhart polynomial of the sub-nest made of
these c loops, r(i1, . . . , ic), is a multi-variate polynomial
of degree c. Without loss of generality, assume that every
loop’s lower bound is equal to 0, and that the tuple of indices
(N1, . . . , Nc) corresponds to the very last iteration of the c-
depth sub-nest. Then, r(0, 0, . . . , 0) = 1, since (0, 0, . . . , 0)
corresponds to the first iteration, and the total number of
iterations of the single loop resulting from collapsing the c
loops is equal to r(N1, . . . , Nc). Let pc be the loop index
of the single loop resulting from collapsing, its header can
be generated as being:
for (pc = 1 ; pc <= r(N1, . . . , Nc) ; pc++)
Notice that the successive values taken by index pc are the
successive values of the ranking polynomial r(i1, ..., ic). The
main issue is now to recover the original indices (i1, . . . , ic)
from the single index pc.
Mathematically speaking, the problem is to reverse the
ranking polynomial r(i1, . . . , ic) in order to find, for any
given value pc0 reached by iterator pc, the tuple (i1, . . . , ic)
such that r(i1, . . . , ic) = pc0. As highlighted in the previous
Section, any ranking polynomial defines a bijection from the
iteration domain to the range of integers between one and
the total number of iterations, and thus it is theoretically
invertible. It is also monotonically increasing relatively to
the lexicographic order of the tuples (i1, . . . , ic).
Consider first the outermost loop and the symbolic uni-
variate polynomial equation:
r(x1(pc0), 0, . . . , 0)− pc0 = 0
where x1(pc0) denotes its symbolic solution which is
parametrized by pc0. Depending on the degree c of the rank-
ing polynomial, the polynomial r(x1(pc0), 0, . . . , 0) − pc0
may have c real or complex solutions.
Among these solutions, only one solution is such that
bx1(1)c = 0, i.e., such that the computed index i1 = bx1(1)c
for the very first iteration is, as expected, equal to 0. More-
over, we are certain that such a solution exists, by definition
of the ranking polynomial. Nevertheless, it is shown in the
next Subsection that in some cases, the symbolic roots of
the polynomial may require the computation of a complex
number whose imaginary part is null.
Since pc0 may be the rank of any iteration of the collapsed
loop nest, value r(i1 = bx1(pc0)c, 0, . . . , 0) may not be
exactly equal to pc0, but such that:
r(i1, 0, . . . , 0) ≤ pc0 < r(i1 + 1, 0, . . . , 0)
Since the ranking polynomial is monotonically increasing,
i1 is the value of the outermost index such that there exists
a unique tuple (i2, ..., ic) in the iteration domain such that:
r(i1, i2, . . . , ic) = pc0
We now propagate this first solution i1 in order to find the
next index value i2. For this purpose, we solve the equation:
r(i1, x2(i1, pc0), 0, . . . , 0)− pc0 = 0
where x2(i1, pc0) denotes its solution, which is also
parametrized by the surrounding loop index i1, since in non-
rectangular loop nests, the value of index i2 may depend on
i1. As before, we select the solution x2(i1, pc0) which is
such that bx2(0, 1)c = 0 and set i2 = bx2(i1, pc0)c.
The same propagation and solving process is repeated,
where each solution depends on all its surrounding loop
indices and index pc0, until the computation of the last index
ic, which is simply deduced as being:
ic = pc0 − r(i1, i2, . . . , ic−1, 0)
Finally, the single loop resulting from collapsing the c
nested loops can be generated as follows:
for(pc = 1 ; pc <= r(N1, . . . , Nc) ; pc++) {
/* recovery of the original indices */
i1 = bx1(pc)c;
i2 = bx2(i1, pc)c;
. . .
ic−1 = bxc−1(i1, i2, . . . , ic−2, pc)c;
ic = pc− r(i1, i2, . . . , ic−1, 0);
/* original statements */
statements(i1, . . . , ic); }
More generally, when lower bounds are non-null integers,
the recovery of index ik requires the convenient symbolic
root of:
r(i1, ..., xk(i1, ..., ik−1, pc0), lbk+1, lbk+2, ..., lbc)− pc0 = 0
where lbq denotes the lower bound of index iq . Such a lower
bound can be a integer constant, or a linear combination
of the surrounding loop indices. As an example, notice
that in the correlation computation of Figure 1, the lower
bound of index j is i+ 1. In such cases, the lower bounds
lbk+1, lbk+2, ..., lbc must be set to their lexicographic min-
imums parametrized by i1, ..., ik. Parametric lexicographic
minimums can be computed using library ISL [9].
To illustrate this technique, we apply it now to the
correlation computation of Figure 1, and show how the
flattened loops of Figure 3 and 4 have been generated. As
presented in Section III, the ranking polynomial of loops i
and j is:
r(i, j) =
2 iN + 2 j − i2 − 3 i
2
from which the upper bound of the single loop resulting
from collapsing is deduced: r(N − 2, N − 1) = (N−1)N2 .
We first solve equation r(i(pc), i(pc) + 1)− pc = 0. Notice
that the second index is set to the lexicographic minimum
value of j parametrized by i(pc).
Any computer algebra system may be used to compute
the symbolic roots, as for example Maxima1:
(%i1) r(i,j):=(2*i*N+2*j-iˆ2-3*i)/2$
(%i2) solve(r(i,i+1)-pc,i);
2
sqrt(4 N - 4 N - 8 pc + 9) - 2 N + 1
(%o2) [i = - -------------------------------------,
2
2
sqrt(4 N - 4 N - 8 pc + 9) + 2 N - 1
i = -------------------------------------]
2
To select the convenient root which is such that
bi(1)c = 0, we evaluate them both for pc = 1:
(%i3) i1(pc):=-(sqrt(factor(4*Nˆ2-4*N-8*pc+9))-2*N+1)/2$
(%i4) i2(pc):=(sqrt(factor(4*Nˆ2-4*N-8*pc+9))+2*N-1)/2$
(%i5) expand(i1(1));
(%o5) 0
(%i6) expand(i2(1));
(%o6) 2*N-1
The computation of index j is straightforward. The for-
mula can be obtained in the following way with Maxima:
(%i7) solve(r(i,j)-pc,j);
2
2 i N - 2 pc - i - 3 i
(%o7) [j = - -----------------------]
2
Finally, we get:
i =
⌊
−
√
4N2 − 4N − 8pc+ 9− 2N + 1
2
⌋
j =
⌊
−2iN − 2pc− i
2 − 3i
2
⌋
1http://maxima.sourceforge.net
B. Limitations of the method
Only polynomial equations whose degree is at most equal
to 4 can be solved symbolically, with exact expressions
for roots. The handled uni-variate polynomial equations are
built from a multi-variate ranking polynomial, where one
index ik is set as the equation unknown, indices i1, ..., ik−1
are set as symbolic parameters, and indices ik+1, ..., ic are
set to their lexicographic minimum values parametrized by
i1, ..., ik. Thus, to ensure that such a built equation has a
degree less than 4, the ranking polynomial must be such
that any index ik, in any of its monomials, has a degree
less than 4, i.e., any monomial is of the form: a ip11 i
p2
2 ...i
pc
c
where a is a rational number, and every power pk is such
that 0 ≤ pk ≤ 4.
Loop nests yielding such ranking polynomials are such
that the maximum number of loops, whose loop trip counts
depend on a given index ik, is less than or equal to
4. For example, both outermost loops of the correlation
computation in Figure 1 depend on index i, yielding a
ranking polynomial where index i is of power 2 in some
monomial. In the example of Figure 6, all the three loops
depend on index i, and the two innermost loops depend on
index j, yielding a ranking polynomial where index i is of
power 3 in some monomial, and index j is of power 2.
However, notice that the dependence of loop trip counts
regarding indices is transitive: if a loop index j depends on a
surrounding loop index i, and a inner loop index k depends
on j, then k depends also on i: index i is of power 3, in some
monomial of the ranking polynomial. Notice also that loops
may depend simultaneously on several surrounding loops’
indices, as for example in for(k=0;k<i+j;k++).
Loops with constant bounds, whose indices are not used
in any other loop’s bounds, always yield monomials where
their indices are of power one. Thus, the non-rectangular
loop nests that can be handled by using our method may be
of any depth, but are such that the number of nested loops
that all depend on a given index is less than or equal to 4.
This should be quite sufficient for most cases, regarding the
usual loop nest depth and complexity of user codes.
One may believe that our technique could be applied
recursively, by collapsing non-rectangular loops by suc-
cessive pairs of loops, either from the innermost to the
outermost loop, or in the opposite way, in order to handle
only polynomial equations of degree 2. Unfortunately, both
ways yield non-linear issues:
• from innermost to outermost loop: collapsing a pair
of innermost non-rectangular loops results in a single
loop whose upper bound is a non-linear polynomial
depending on the surrounding loop indices. Hence, the
ranking polynomial of the next surrounding loop and
the new single loop cannot be computed.
• from outermost to innermost loop: after having col-
lapsed the first pair of outermost non-rectangular loops,
the ranking polynomial of the resulting single loop
and the next inner loop cannot be computed, since the
bounds of this latter loop depend on indices that have
been collapsed, and whose values are determined by
non-linear expressions, which are symbolic roots of the
previous ranking polynomial.
C. Complex or real roots
Intuitively, one may believe that among the computed
roots, the selection of the convenient root should be achieved
solely among the real roots. However, since the computed
roots are symbolic, they may alternatively be complex or
real, depending on the value of pc.
As an illustrative example, consider the loop nest of
depth 3 in Figure 6, where S(i,j,k) denotes a sequence
of statements depending on indices i, j and k. We first
compute the ranking polynomial of the nest:
r(i, j, k) =
6 k − 3 j2 + 6 i j + 3 j + i3 + 3 i2 + 2 i+ 6
6
Hence the total number of iterations is:
r(N − 2, N − 2, N − 2) = N
3 −N
6
First, we solve equation r(i(pc), 0, 0) − pc = 0 and get,
among the three roots, a seemingly-real root which is:(√
243 pc2 − 486 pc + 242
3
3
2
+ 3 pc − 3
) 1
3
+
1
3
(√
243 pc2−486 pc+242
3
3
2
+ 3 pc − 3
) 1
3
− 1
Instantiating pc with 1 yields a complex root since√
243× 12 − 486× 1 + 242 =
√
−1 = I . However, the
whole computation of the root for pc = 1 results in the
complex number 0+ 0× I = 0, which is the right solution.
Moreover, the root becomes real for any value of pc strictly
above 1.
This has two main consequences:
• The selection of the convenient root must not be done
relatively to its type (complex or real), but relatively to
the correctness of the values it provides;
• In the generated code, the indices should be computed
by using complex variables and mathematical functions,
since float functions may return NaN (Not a Number).
By solving r(i, j(pc), 0) − pc = 0, we get the following
solution for j(pc):
−
√
3
√
−24 pc + 4 i3 + 24 i2 + 44 i+ 51− 6 i− 9
6
Finally, by solving r(i, j, k(pc))− pc = 0, we get for k:
6 pc + 3 j2 − (6 i+ 3) j − i3 − 3 i2 − 2 i− 6
6
f o r ( i = 0 ; i < N−1 ; i ++)
f o r ( j = 0 ; j < i +1 ; j ++)
f o r ( k = j ; k < i +1 ; k ++)
S ( i , j , k ) ;
Figure 6. 3-depth loop nest example
f o r ( pc =1 ; pc <= pow (N,3) /6−N/ 6 ; pc ++) {
i = f l o o r ( c r e a l ( cpow ( pow ( 3 . 0 , −3 . 0 / 2 ) * c s q r t (243
*pow ( ( double ) pc ,2 .0 )−486*( double ) pc +242)
+3*( double ) pc−3 ,1 .0 /3 )+ cpow ( pow ( 3 . 0 , −3 . 0 / 2 )
* c s q r t (243* pow ( ( double ) pc ,2 .0 )−486*( double ) pc +242)
+3*( double ) pc−3 ,−1.0/3) /3−1)) ;
j = f l o o r (−( s q r t ( 3 . 0 ) * s q r t ((−24*( double ) pc )
+4*pow ( ( double ) i , 3 . 0 ) + 2 4 * pow ( ( double ) i , 2 . 0 )
+44*( double ) i +51)−6*( double ) i −9 ) / 6 ) ;
k= f l o o r ( ( 6 * ( double ) pc +3*pow ( ( double ) j , 2 . 0 ) + ( ( −3 )
−6*( double ) i )* j−pow ( ( double ) i ,3 .0)−3* pow ( ( double ) i , 2 . 0 )
−2*( double ) i −6 ) / 6 ) ;
S ( i , j , k ) ; }
Figure 7. Collapsed 3-depth loop nest
The resulting flattened loop is showed in Figure 7, where
the complex mathematical functions creal, cpow and
csqrt are invoked to recover the original indices.
D. Uniqueness of the convenient symbolic root
A remaining question is whether the convenient symbolic
root is unique. Ranking polynomials r(i1, ..., id) are mono-
tonically increasing relatively to the lexicographic order of
the loop indices (i1, ..., id). So are the intermediate polyno-
mials r(i1, 0, ..., 0), r(i1, i2, ..., 0), ..., r(i1, ..., id−1, 0) that
are used to get the symbolic roots for each index. Subtracting
pc to each of these polynomials to set the equations has the
geometrical effect of translating their respective curves along
the pc-axis, such that it crosses the index-axis at its roots.
Thus, all the curves, for all values of pc, are parallel, and
the number, order and types of the symbolic roots remain
unchanged, whatever the value of pc. On Figure 8, curves
of the polynomials r(i, 0, 0) − pc of the previous example
of Figure 6 are represented for illustration.
V. MINIMIZATION OF THE INDEX REDISCOVERY COST
After having collapsed non-rectangular loops, the compu-
tation of the original indices values from the unique index pc
may impose a penalizing time-overhead due to complex or
floating-point operations and invocations to floor, sqrt
and pow. We solve this issue by computing indices using
these costly operations only once per threads, or more gener-
ally, once per chunks of iterations that are distributed among
the threads. For each chunk, the floating-point operations to
recover indices are only used at the very first iteration, while
they are recovered for the next iterations in the same way
as in the original sequential non-collapsed loop nest through
successive incrementations.
An OpenMP implementation using static scheduling
is the following:
r(
i,
0
,0
)-
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c
index i
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Figure 8. r(i, 0, 0)− pc for i = −2.5..3 and pc = 1..10
f i r s t i t e r a t i o n = 1 ;
#pragma omp p a r a l l e l f o r f i r s t p r i v a t e ( f i r s t i t e r a t i o n ) \
p r i v a t e ( I n d i c e s ) s c h e d u l e ( s t a t i c )
f o r ( pc = 1 ; pc <= N ; pc ++) {
i f ( f i r s t i t e r a t i o n ) {
C o s t l y R e c o v e r y ( pc ) ;
f i r s t i t e r a t i o n = 0 ; }
S t a t e m e n t s ( I n d i c e s ) ;
I n c r e m e n t a t i o n ( I n d i c e s ) ; }
This scheme has been applied on the loop nest of Figure 4.
When distributing chunks of iterations of size CHUNK, an
OpenMP implementation is:
#pragma omp p a r a l l e l f o r p r i v a t e ( I n d i c e s ) \
s c h e d u l e ( s t a t i c , CHUNK)
f o r ( pc = 1 ; pc <= N ; pc ++) {
i f ( ( pc−1) % CHUNK==0) {
C o s t l y R e c o v e r y ( pc ) ; }
S t a t e m e n t s ( I n d i c e s ) ;
I n c r e m e n t a t i o n ( I n d i c e s ) ; }
Obviously, dynamic scheduling requires indices to be
recovered by evaluating the roots at each iteration, with
maximum computation cost, although the usage of such a
schedule with collapsed loops does not really make sense.
VI. ON VECTORIZATION AND GPU EXECUTION
A. Vectorization
Let vlength be the maximum number of elements that
may be computed simultaneously, according to the size
of the vector registers. Vectorization requires to exhibit
vlength independent iterations of the target loop nest. When
non-rectangular parallel nested loops have been collapsed
through our technique, vlength consecutive iterations of
the resulting single loop may be vectorized. However, the
values of the original indices, that have to be recovered
for vlength consecutive iterations, are generally not only
related through successive incrementations of the original
innermost index. A costly recovery performed at each of the
vlength vectorized iterations would obviously be prohibitive.
In order to perform the costly recovery only once per thread,
a solution is to pre-compute vlength tuples of original indices
by vlength successive incrementations. A general scheme
could be the following:
#pragma omp p a r a l l e l f o r f i r s p r i v a t e ( f i r s t i t e r a t i o n ) \
p r i v a t e ( i , j , k , T ) s c h e d u l e ( s t a t i c )
f o r ( pc = 1 ; pc <= N ; pc += v l e n g t h ) {
i f ( f i r s t i t e r a t i o n ) {
C o s t l y R e c o v e r y ( pc ) ;
f i r s t i t e r a t i o n = 0 ; }
f o r ( v = pc ; v <= min ( pc+ v l e n g t h −1, N) ; v ++) {
T [ v−pc ] = I n d i c e s ;
I n c r e m e n t a t i o n ( I n d i c e s ) ; }
/ * V e c t o r i z a t i o n * /
#pragma omp simd
f o r ( v = pc ; v <= min ( pc+ v l e n g t h −1, N) ; v ++)
S t a t e m e n t s ( T [ v−pc ] ) ;
}
where array T is a thread private array of size vlength.
B. GPU execution
When programming GPU processors, a good strategy
is to distribute consecutive iterations among the threads
of a same warp, in order to achieve memory coalescing.
Let W be the number of threads per warp. With such a
distribution, each thread will run iterations that are spaced
by W original consecutive iterations. When parallel nested
loops have been previously collapsed with our technique,
each thread can recover the next values of the original
indices by incrementing W times the current indices values,
while performing the costly recovery only once. A general
scheme could be the following:
/ * p a r a l l e l t h r e a d s i n a warp * /
f o r ( t h r e a d = 0 ; t h r e a d < W ; t h r e a d ++){
f o r ( pc = t h r e a d +1 ; pc <= N ; pc += W){
i f ( pc == t h r e a d +1) C o s t l y R e c o v e r y ( pc ) ;
S t a t e m e n t s ( I n d i c e s ) ;
f o r ( i n c = 0 ; i n c < W ; i n c ++)
I n c r e m e n t a t i o n ( I n d i c e s ) ; }}
VII. EXPERIMENTS
We have developed a software tool taking as input C
source codes where non-rectangular loop nests are paral-
lelized using the OpenMP collapse clause. Such loop
nests are automatically transformed into collapsed loops that
include the recovery of the original indices values, whose
cost is minimized as described in Section V. Ranking poly-
nomials and lexicographic minimums are computed using
the ISL library [9], while polynomial equations are solved
using the symbolic calculator Maxima.
Non-rectangular loop nests often occur in optimized code,
where loop transformations as loop shifting, loop fission,
skewing or tiling have been applied. Load imbalance and
reduced parallelism often harms the expected benefit of
such optimizations. Thus, we applied our tool to collapse
loops that have previously been transformed into non-
rectangular loops by the source-to-source loop optimizing
and parallelizing compiler Pluto [10]. Some programs have
also been transformed by tiling the loops (using flag --tile
of Pluto), since tiling often yields incomplete tiles that affect
load balancing. Pluto automatically inserts OpenMP loop
parallelization pragmas before the outermost parallel loops
(using flag --parallel of Pluto). We systematically tried
to improve Pluto’s parallelization by adding a collapse
clause to the OpenMP pragma, whenever allowed by the
dependences, in order to take advantage of enhanced paral-
lelism and load balancing.
The target programs are 9 programs with kernel loop nests
that have been extracted from the Polybench benchmark
suite [11] and run using the EXTRALARGE dataset sizes.
We also added to this set a loop nest program that computes
the sum of two upper triangular 5, 000 × 5, 000 matrices
(utma), and another one computing the product of two lower
triangular 4, 000× 4, 000 matrices (ltmp).
Programs have been compiled using gcc 5.4.0 with flags
-O3 -march=native -fopenmp -lm and run on a 12-
core AMD Opteron 6172 with 12 threads, on a machine
using Linux 4.4.0-36. The reported execution-times are aver-
ages of five runs, and outputs of collapsed and non-collapsed
programs have been compared to ensure the correctness of
the collapsed loops.
The outermost loop of each original non-collapsed loop
nest has been parallelized with OpenMP, either by using
option static or dynamic of the schedule clause.
For each program, the execution time of the most time-
consuming non-rectangular loop nest has been measured. On
Figure 9, we show the gains obtained by collapsing these
loop nests and parallelizing them using option static.
This gain has been calculated as follows:
gain =
exec time without collapsing − exec time with collapsing
exec time without collapsing
The gains are obviously quite significant when comparing
our collapsed loops to the original loops parallelized using
option static (blue bars). They also often outperform
the loops parallelized using option dynamic, or result
in very close execution times (for correlation tiled and
covariance tiled). For ltmp, option dynamic performs sig-
nificantly better. This is because in the original 3-depth
loop nest, only the two outermost loops could be collapsed,
due to a data dependence carried by the innermost loop.
Since this innermost loop has non-constant loop bounds
(for(k=j;k<i;k++)), the resulting collapsed loop nest still
exhibits a penalizing load imbalance among the 12 threads.
We also evaluated the time-overhead generated by the
costly index recovery computation in the following way:
we compared the serial execution times of the target loop
nests (1) by running the original program without collapsing
loops, and (2) by running the transformed program with
collapsed loops, where root evaluations are performed 12
times, in order to simulate the computations performed with
12 threads. Time-overheads in percentages are represented
Figure 9. Gains on OpenMP execution times of collapsed non-rectangular loop nests (12 threads)
Figure 10. Control time-overhead from 12 root evaluations by comparing
serial runs of original and transformed programs
in Figure 10. It shows that they are mostly small and even
negligible, except when the collapsed loops are innermost, or
when all the loops of the target loop nest have been collapsed
(for covariance and symm). However, even in such latter
cases, the time-overhead is greatly outweighed by the gains.
VIII. RELATED WORK
Loop collapsing was originally introduced by Poly-
chronopoulos as loop coalescing [1], limited to perfectly
nested loops with constant loop bounds, as it is currently
implemented in OpenMP. Although there is no work that
directly addresses collapsing of non-rectangular loops, some
work propose either some dynamic scheduling of loop
iterations [12], [13], or loop partitioning strategies [14], [15],
[16], for well-balanced parallel multi-thread computations.
In [12], programmers must use OpenMP directives just to
specify parallelism, annotating all application parallelism,
and give the runtime library the responsibility of selecting
the best way to exploit the available nested parallelism, using
a function of the application characteristics and resource
availability. In [13], the authors propose a system that allows
a code to make a dynamic choice, at runtime, of what
parallelism is applied to nested loops. The system works
using a source to source compiler to perform transformations
to user’s code automatically, through a directive based
approach that is similar to OpenMP. This approach requires
the programmer to specify how the loops of the region can
be parallelized and the runtime library is responsible for
making the decisions dynamically during the execution of
the code.
Sakellariou in [14] proposes a compile-time scheme for
partitioning non-rectangular loop nests, where the minimiza-
tion of load imbalance is based on symbolic cost esti-
mates. In [15], the authors present a geometric approach for
partitioning N-dimensional non-rectangular iteration spaces.
They partition an iteration space along the axis correspond-
ing to the outermost loop to achieve a near-optimal partition.
The work presented in [16] focuses on static decomposition
of perfect triangular iteration spaces to achieve load balanc-
ing, by partitioning a triangular iteration space of a loop nest
along the outermost loop index.
IX. CONCLUSION
The presented technique, based on the inversion of rank-
ing polynomials, allows to collapse any non-rectangular
loop nest whose bounds are linear combinations of the
loop iterators. We have shown that even if complex and
floating-point operations are required for initial recoveries
of the original indices, the related time cost is quite small.
Significant speed-ups are obtained, even when comparing the
parallel collapsed loops with dynamically-scheduled parallel
loops. Finally, the technique can be implemented to fully
automatize the collapsing of non-rectangular loops.
We plan to extend our approach in the near future to
imperfectly nested loops carrying data dependences. Other
applications will also be investigated, as the computation of
a loop nest from another loop nest of a different shape, or
the fusion of loop nests of different shapes.
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