We present a theorem on the existence of local continuous homomorphic inverses of surjective Borel homomorphisms with countable kernels from Borel groups onto Polish groups. We also associate in a canonical way subgroups of R with certain analytic P-ideals of subsets of N. These groups, with appropriate topologies, provide examples of Polish, nonlocally compact, totally disconnected groups for which global continuous homomorphic inverses exist in the situation described above. The method of producing these groups generalizes constructions of Stevens and Hjorth and, just as those constructions, yields examples of Polish groups which are totally disconnected and yet are generated by each neighborhood of the identity. tigated linearly ordered groups. The proof of their main theorem [2, Theorem 2] reduces to showing that each surjective Borel homomorphism with countable kernel from an Abelian ordered metric Borel group onto R is invertible by a continuous homomorphism. This was established by them in [2, Theorem 4]. (Instead of metric Borel groups, Abstract and Applied Analysis Local inverses they work with a slightly wider notion of standard Borel group, see [5, Theorem 8.4].) The proof of this result uses particular properties of ordered commutative groups and particular properties of R. In Section 2, we present a general result on inverting Borel homomorphisms with countable kernels from metric Borel groups onto Polish groups. One can think of this result as somewhat analogous in the group context to the Lusin-Novikov theorem [7, Theorem 18.10] on finding Borel selectors for vertical sections of Borel subsets with countable such sections in products of Polish spaces. In fact, the Lusin-Novikov theorem is used in the proof in a crucial way.
Introduction
Let G, H be topological groups. Let U ⊆ G be a symmetric open neighborhood of 1. A function f : U → H is called a local homomorphism if f (g 1 g 2 ) = f (g 1 ) f (g 2 ) for any g 1 ,g 2 ∈ U with g 1 g 2 ∈ U. Local homomorphisms are of importance in the study of Lie groups [1, 8] . In the present paper, they will appear in the more general context of Polish groups. (For a definition of Polish groups and other topological notions, see the end of the introduction.) We say that a homomorphism π : H → G between two topological groups is locally invertible by a local homomorphism if there exist a symmetric neighborhood U of 1 in G and a local homomorphism f : U → H such that π( f (g)) = g for all g ∈ U. We say that π is invertible by a homomorphism if f in the preceding sentence can be chosen to be a global homomorphism, that is, with U = G.
Invertibility of continuous homomorphisms with discrete kernels is of interest in the study of Lie groups. Recently the problem of finding homomorphic inverses for Borel homomorphisms with countable (not necessarily discrete) kernels between more general groups came up in the work of Christensen et al. [2] . In this paper, the authors inves-consisting of closed-and-open sets. Recall that a metric separable space is totally disconnected if for any two distinct points x and y there exists a closed-and-open set containing x and not containing y.
By N, we denote the set of natural numbers including 0. Let Q 2 stand for the group of diadic rationals, that is, all rational numbers whose denominators are powers of 2 with addition as the group operation.
Local inverses
Theorem 2.1. Let π be a surjective Borel homomorphism from a Borel metric group onto a Polish group. If π has countable kernel, then it is locally invertible by a continuous local homomorphism.
Proof. If U is an open subset of a Polish space, we write ∀ * x ∈ U ... for "the set {x ∈ U : ...} is comeager in U."
Let B be a metric Borel group, G a Polish group, and π : B → G a surjective Borel homomorphism with countable kernel. By the uniformization theorem for Borel sets with countable sections [7, Theorem 18.10] , there exists a Borel function f : G → B such that π • f = id G . Put K = ker(π). Note that since π is a homomorphism, for any x, y,z ∈ G,
By making U smaller if necessary, we can make sure that there exists
Thus, there exist g 1 ∈ K and U 1 ⊆ U nonempty open such that
Note also that x −1 0 U 1 ⊆ V . We can make U 1 smaller, if necessary, to guarantee that for some
by applying π to the left-hand side. It follows from it that for some nonempty open set U 2 ⊆ U 1 and g 2 ∈ K we have
We also keep in mind that the Kuratowski-Ulam theorem [7, Theorem 8.41] gives that ∀ * (x, y,z) ∈ U 3 2 and ∀ * x ∈ U 2 ∀ * y ∈ U 2 ∀ * z ∈ U 2 are equivalent and that multiplications by x −1 0 and by x −1 1 are homeomorphisms. Thus, by (2.4) and (2.6), we get the first equality below and by (2.2) the third one:
It follows that there exists a comeager in
Let D ⊆ G be comeager and such that f D is continuous [7, Theorem 8.38 ]. We claim that for all x, y,z, 
are comeager in some neighborhood of xy −1 z =xȳ −1z . Thus, we can find triples (x 1 , y 1 ,z 1 )
1z1 . Using this observation, we produce two sequences (x n , y n ,z n ) and (x n ,ȳ n ,z n ) so that x n → x, y n → y, z n → z,x n →x,ȳ n →ȳ,z m →z, x n , y n ,z n ,x n ,ȳ n ,z n ∈ D, (x n , y n ,z n ),(x n ,ȳ n ,z n ) ∈ A, and x n y −1 n z n =x nȳ −1 nzn . It follows by (2.8) that
as we claimed in (2.9).
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Thus, to summarize, we have an open set U 2 and a comeager in
(2.12)
We can assume that C is Borel. It follows from (2.12) by taking z =z ∈ C that 
(2.14)
Note that h is well defined by (2.13). We need to check that h(
The local homomorphism h is clearly Borel since its graph is analytic [7, Theorem 14 .12], as for w ∈ U, (w,v) is in the graph of h precisely when
and this condition is analytic since C and f are Borel. We claim that any Borel local homomorphism is necessarily continuous. Continuity of h at 1 follows by modifying the proof of continuity of Borel homomorphisms [7, Theorem 9.10] into the following ar-
Therefore, for some n 0 , which we fix,
. Taking this and (2.17) into account, by Pettis' theorem [7, Theorem 9.9], 1 is in the interior of
, that is, h is continuous at 1. This immediately implies 212 Local inverses that h is continuous at each point of U since if x ∈ U and x n ∈ U, n ∈ N, converge to x, then the sequence (x −1 n x) converges to 1 and is eventually in U. Thus, for large enough n,
As is shown by the obvious example of the homomorphism T z → z 2 ∈ T, where T is {z ∈ C : |z| = 1} taken with multiplication, it is not possible to guarantee the existence of a global inverse which is a homomorphism in the theorem above. We address now the issue of finding global inverses. In the corollary below, we formulate a general condition on G under which the existence of a global inverse can be deduced from the existence of a local one.
Corollary 2.2. Let G be a Polish group with a dense subgroup D. Assume that each nonempty open subset of D generates D and that each continuous local homomorphism of D into a metric Borel group extends to a homomorphism defined on D.
Then each surjective Borel homomorphism with countable kernel from a Borel metric group onto G is invertible by a continuous homomorphism.
The proof of Corollary 2.2 will be given after we show the following straightforward lemma. Proof of Corollary 2.2. Let B be a metric Borel group. We first prove that a continuous local homomorphism f : U → B defined on an open symmetric neighborhood U of 1 in G can be extended to G. We start with extending f (U ∩ D) : U ∩ D → B to a homomorphism g : D → B. Define now h : G → B by letting h(x) = lim n g(d n ) for some sequence d n ∈ D with lim n d n = x. Note that this limit exists since by density of D there is some d ∈ D with dx ∈ U. Then for large enough n, dd n ∈ U and by continuity of f the limit lim n f (dd n ) exists (and is equal to f (dx)). Since, for large enough n,
(2.20)
we see that lim n g(d n ) exists. It follows that the function h is well defined. It is a homomorphism directly from its definition. Furthermore, h U coincides with f U since this latter function is continuous. Note that h is continuous since it is continuous at 1. Now let π : B → G be a Borel homomorphism onto G. By Theorem 2.1, let f : U → B be a continuous local homomorphism which is a local inverse of π. Let h : G → B be a continuous homomorphism extending f . Since U generates G, it is now easy to see that h is an inverse of π.
The following corollary describes a more concrete situation in which global homomorphic inverses exist. It will be applied in Section 3 to prove Corollary 3.2. Note that in Sławomir Solecki 213 the assumption in Corollary 2.4 we do not assume that the topology Q 2 inherits from the inclusion Q 2 ⊆ G is the standard order topology on Q 2 .
Corollary 2.4. Let G be a Polish group containing Q 2 as a dense subgroup with the sequence (1/2 n ) tending to the group identity as n → ∞. Then each surjective Borel homomorphism with countable kernel from a Borel metric group onto G is invertible by a continuous homomorphism.
Proof. This will follow from Corollary 2.2 since Q 2 has all the properties required of D. Consider Q 2 with the topology it gets from G. If U is a symmetric neighborhood of 0, then for large enough n ∈ N we have 1/2 n ∈ U. Thus, the group generated by U is Q 2 . Similarly, if h is a local homomorphism defined on U and m ∈ Z, we extend it by letting
where both products have |m| factors and where n is large enough so that 1/2 n ∈ U holds. It is easily checked thath is well defined and that it is a homomorphism.
Subgroups of R and analytic P-ideals
In the classical theory of Lie groups, one shows that any connected, simply connected Lie group fulfills the conditions required of D in Corollary 2.2. (In fact, even more relaxed conditions suffice, see [8, Theorems 63 and 15] and [1, Theorem 13.3].) So by Corollary 2.2 with G = D, if G is such a Lie group, a global continuous inverse can be found for any Borel surjective homomorphism with countable kernel from a Borel metric group onto G. Here we will produce a class of examples of Polish groups G which are far from being locally compact or connected, yet they admit global inverses. We construct such groups by associating a group G(I) with certain analytic P-ideals I.
We describe now the construction. Let R + stand for the set of nonnegative reals. For x ∈ R + , let (x n ) ∈ {0, 1} Z stand for the binary expansion of x where n runs through Z and, for some n 0 , x n = 0 for all n < n 0 and where the expansion with finitely many digits equal to 1 is chosen if x is a diadic rational. So x = {2 −n : x n = 1}. Define, for x ∈ R + , j(x) = n ∈ N : x n = x n−1 .
(3.1)
For a family I of subsets of N, define
We will show that if I is an invariant, dense, analytic P-ideal, G(I) becomes a group fulfilling the assumptions of Corollary 2.4. I will now explain the notions in the preceding sentence.
A family I of subsets of N is called an ideal if it is closed under taking finite unions and subsets. Additionally, if I is an ideal, we will assume that {n} ∈ I for each n ∈ N and that N ∈ I. These two conditions imply that each element of I has infinite complement in N.
We call an ideal of subsets of N analytic if it is an analytic subset of ᏼ(N) (which in turn is identified via indicator functions with the metric compact space {0, 1} N ). An ideal I is called a P-ideal if, for any sequence a n ∈ I, n ∈ N, of elements of I, there exists a ∈ I such that a n \ a is finite for all n. A submeasure is a function φ :
We say that a submeasure φ is lower semicontinuous if it is lower semicontinuous as a function from ᏼ(N) = {0, 1} N taken with the product topology or, equivalently, if φ(a) = sup{φ(d) : d ⊆ a, d finite} for any a ⊆ N. If I is an analytic P-ideal, then by [9] it follows that there exists a lower semicontinuous submeasure φ : ᏼ(N) → [0,∞] such that I is equal to
We can, and will, assume that φ({n}) > 0 for each n ∈ N. (If a φ does not have this property, consider the submeasure φ (a) = φ(a) + n∈a 2 −n . Then φ fulfills this condition and Exh(φ) = Exh(φ ).) An ideal I = Exh(φ) carries a topology given by the metric d(a,b) = φ(a b) where a b stands for the symmetric difference of a and b:
As should be evident from the parenthetical remark above, a lower semicontinuous submeasure φ with I = Exh(φ) is not unique, however, the topology on I described above does not depend on φ. It is the unique Polish group topology on I stronger than the one inherited from the inclusion I ⊆ {0, 1} N where I is considered a group with as the group operation. We call this topology the submeasure topology. (Proofs of the statements in this paragraph can be found in [9] .) For a ⊆ N, let
Call an ideal I of subsets of N invariant if a ∈ I implies a − 1 ∈ I. An ideal I of subsets of N is called dense if each infinite subset of N contains an infinite subset from I. As said above, each analytic P-ideal with the submeasure topology is a Polish group in its own right. The group operation is the symmetric difference or, in other words, it is the coordinatewise addition modulo 2 inherited from {0, 1} N = Z N 2 . In the theorem below, we associate with each invariant dense P-ideal another Polish group with quite different properties.
Theorem 3.1. Let I be an invariant, dense, analytic P-ideal of subsets of N.
(i) G(I) is a subgroup of R with a unique Polish group topology τ stronger than the topology inherited from R.
(ii) G(I) contains Q 2 as a τ dense subgroup and 1/2 n → 0 in τ as n → ∞.
(iii) G(I) ∩ [0,1) with τ is homeomorphic to I with the submeasure topology.
The following corollary is now immediate from Theorem 3.1(i),(ii) and Corollary 2.4. Define, for x, y ∈ R + , x y to be max(x, y) − min(x, y).
The following lemma will cut our task of proving Theorem 3.1 in half. Its verification is straightforward and we leave it to the reader. Proof of Theorem 3.1. Let I be an invariant analytic P-ideal and let φ be a lower semicontinuous submeasure with I = Exh(φ). In particular, the submeasure topology on I is given by the complete metric φ(a b) for a,b ∈ I. We record now two properties of φ. Claim 1. (i) For any sequence a n , n ∈ N, of subsets of N, if lim n φ(a n ) = 0, then lim n φ(a n − 1) = 0.
(ii) lim n φ({n}) = 0.
Proof of Claim 1. Point (i) follows from invariance of I. Indeed, if it failed, we could find a sequence a n ∈ I, n ∈ N, such that for some δ > 0 and for all n, φ(a n ) < 2 −n and φ(a n − 1) > δ. The first inequality implies that n a n ∈ Exh(φ) = I. This inequality also implies that each element of N belongs to at most finitely many sets a n and so to finitely many sets a n − 1. Thus, from the second inequality, we get that for each k ∈ N, φ n a n − 1 \ {0, ...,k} = φ n a n − 1 \ {0, ...,k} > δ. (3.5) It follows that ( n a n ) − 1 ∈ Exh(φ) = I contradicting the invariance of I. If (ii) failed, we would be able to find a δ > 0 and a strictly increasing sequence (n k ) k of natural numbers with φ({n k }) > δ. Then no infinite subset of {n k : k ∈ N} is in Exh(φ) = I contradicting the density of I. This proves Claim 1.
Define
(3.6)
Note that G(I) = H(I) ∪ −H(I).
Claim 2. For x, y ∈ R + , we have
Proof of Claim 2. It is sufficient to show that, for any n ∈ N,
which amounts to proving that if x n−1 = x n = x n+1 and y n−1 = y n = y n+1 , then (x + y) n−1 = (x + y) n and (x y) n−1 = (x y) n . This is done by a direct calculation and we leave it to the reader. Some care needs to be exercised when x + y is a diadic rational and the usual way of adding x to y produces the binary expansion with digits equal to 1 from some point on.
Put ρ(x, y) = φ j(x y) . Verification of (i). First note that uniqueness of a topology on G(I) as in (i) follows from [7, Theorem 9.10].
Since G(I) = H(I) ∪ −H(I), to produce a topology as in (i) on G(I), we will apply Lemma 3.3. We check that the assumptions of this lemma hold for H(I) and for the topology τ on H(I). Immediately, from Claim 2 and invariance of I, we get that H(I) is a subsemigroup of R + with the property that x y ∈ H(I) whenever x, y ∈ H(I). We check now that the operations of + and are continuous when H(I) is equipped with the topology τ. Continuity of + follows from Claim 1(i) by the fact that (x + y) (w + z) is equal to one of the following two elements of H(I):
and hence by Claim 2 is included in
Continuity of follows by the same argument since (x y) (w z) is also equal to one of the above two elements of H(I).
It remains to check that τ is Polish. Since the submeasure topology on I is Polish [9] , it will follow immediately from (iii) which is verified below.
Verification of (ii). It suffices to check that Q 2 ∩ R + is contained in H(I), that it is dense there, and that 1/2 n → 0 in τ as n → ∞. The first assertion is clear. The last assertion is simply Claim 1(ii). For the second assertion, it suffices to see that given x ∈ H(I) and
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> 0 there is q ∈ Q 2 such that q ≤ x and φ( j(x − q)) < . If (x n ) is a binary expansion of x, then since j(x) ∈ I = Exh(φ) we get that φ( j( {2 −n : x n = 1 and n ≥ m})) < for large enough m. Then q = {2 −n : x n = 1 and n < m} does the job.
Verification of (iii). We check that H(I) ∩ [0,1) with τ is homeomorphic to I with the submeasure topology. For a ⊆ N, let χ a be the indicator function of a. For a ∈ I, define f (a) to be the unique element x of R + such that x 0 = χ a (0) and x n+1 = x n + χ a (n + 1)mod2. Note that since for a ∈ I, N \ a is infinite, we have j( f (a)) = a. Thus, f maps I to H(I) ∩ [0,1) and is injective as j is its left inverse. It is easy to see that f is onto. We check that f is continuous and open. Since the topology on I is metric and that on H(I) is first countable, we can work with sequences. Let (a n ) be a sequence of elements of I converging in the submeasure topology to a ∈ I, that is, φ(a n a) → 0. It is then easy to verify that ρ( f (a n ), f (a)) → 0. If a sequence (a n ) of elements of I does not have a converging subsequence in the submeasure topology, then since the metric on I induced by φ is complete, there is δ > 0 such that φ(a n a m ) > δ for all n = m. But then one easily shows that inf n =m ρ( f (a n ), f (a m )) > 0. By Claim 3, we see that ( f (a n )) does not converge in H(I).
Comments on disconnectedness of the groups G(I)
For definitions of total disconnectedness, zero dimensionality, and dimension, see the introduction. The following corollary shows that the groups G(I) have the properties of Stevens' [10] and Hjorth's [6] groups. It is not difficult to see that Stevens' group has positive topological dimension. On the other hand, Hjorth's example has dimension 0. By varying the ideal I in our construction and using Theorem 3.1(iii), we can recover both these situations. We will formulate a general result with sufficient conditions for an analytic P-ideal to be positive dimensional.
For ideals I and J of subsets of N, we say that J is Rudin-Blass below I, in symbols J ≤ RB I, if there exists a finite-to-one function h : N → N such that
We say that an ideal I is a trivial modification of Fin if for some a 0 ⊆ N we have Thus, if dim(J) > 0, then dim(I) > 0. We may, therefore, assume that I is equal to an F σ P-ideal which is not a trivial modification of Fin. In this situation, by [9] , we can find a lower semicontinuous submeasure φ such that I = Exh(φ) and additionally
Let U be an open set in the submeasure topology containing ∅ and included in {a ⊆ N : φ(a) < 1}. We show that its boundary is nonempty. This will prove that I is not zero dimensional. First note that, for each > 0, We give now two examples of analytic P-ideals: one is one dimensional and the other one is zero dimensional. For many others, the reader may consult [4] . Let Ᏽ 1/n = {a ⊆ N : n∈a 1/(n + 1) < ∞}. One readily checks that Ᏽ 1/n is an invariant, dense, F σ P-ideal. Thus, by Proposition 4.2 and Theorem 3.1(iii), dim(G(Ᏽ 1/n )) > 0. In fact, it is not difficult to check that dim(Ᏽ 1/n ) ≤ 1, so G(Ᏽ 1/n ) is one dimensional.
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Let ᐆ 0 = {a ⊆ N : lim n (1/(n + 1))|{i ∈ a : i ≤ n}|}. It is immediate that ᐆ 0 is an invariant dense ideal. It is easy to check that it is an analytic P-ideal, in fact, φ(a) = sup n 1 n + 1 {i ∈ a : i ≤ n} (4.7)
is a lower semicontinuous submeasure with ᐆ 0 = Exh(φ). Using this φ and the very definition of the submeasure topology on ᐆ 0 , one proves without difficulty that dim(ᐆ 0 ) = 0. Thus, by Theorem 3.1(iii), dim(G(ᐆ 0 )) = 0.
In the light of Proposition 4.2, the following question seems natural. A positive answer to it would clarify the condition of zero dimensionality for the groups G(I). 
