A new non-randomized response (NRR) model (called a variant of the parallel model) is proposed. The survey design and corresponding statistical inferences including likelihood-based methods, Bayesian methods and bootstrap methods are provided. Theoretical and numerical comparisons showed that the proposed variant of the parallel model over-performs two existing NRR crosswise and triangular models for most of the possible parameter ranges. An outline for handling the possible non-compliance behavior in the proposed model is provided. An illustrative example from an existing survey on 'sexual practices' in San Francisco, Las Vegas and Portland is used to demonstrate the proposed statistical analysis methods. Two real surveys on the cheating behavior in examinations at the University of Hong Kong are conducted and are used to illustrate the proposed design and analysis methods.
Introduction
Consider a target population which can be divided into two mutually exclusive groups: one with a sensitive attribute and the other without. Statistically, let Y be a sensitive binary variable, {Y = 1} denote the population group that has the sensitive attribute and {Y = 0} denote the complementary group. Usually, a well-designed survey is conducted for collecting sensitive data, which are used to estimate the proportion (denoted by π = Pr(Y = 1)) of persons with the sensitive characteristic. Several techniques are developed to encourage truthful responses while protecting the privacy of respondents (or minimizing the interviewee's feeling of jeopardy). The first one is the randomized response technique dents' sensitive answers (Takahasi and Sakasegawa, 1977; Tian et al., 2007b Tian et al., , 2011 Yu et al., 2008; Tan et al., 2009; Tang et al., 2009) . Like the UCT, the NRR designs don't require any randomizing devices.
One basic distinction between a randomized response model and a non-randomized response model is that the former usually requires a randomization device such as a coin or a die which is related to a random variable without reproducibility, while the latter requires an independent non-sensitive variate such as birth date combined with the sensitive response variable to form an incomplete contingency table, resulting in a reproducibility. That is, the same respondent may yield different answers depending on the outcome of the randomization device in repeated experiments (e.g., repeatedly flip a coin). For example, in the unrelated question design with a coin as the randomization device, if the outcome is head, the first question is answered; if the outcome is tail, the second question is answered. Suppose that the result of the first (second) flip is a tail (head), the answer is a 'yes' ('no'). As a result, interviewers do not know which answer should be collected.
It is not true that any randomized response model can be easily transformed to a nonrandomized response model. Up to now, only the Warner model and the unrelated question model were successfully transformed to the non-randomized crosswise model (Yu et al., 2008 ) and the non-randomized parallel model (Tian, 2012) , respectively. Next, although some randomized response models can be transformed to non-randomized versions, the resulting statistical analysis methods are totaly different. For example, for the randomized unrelated question model with an unknown θ = Pr(U = 1), two independent samples of sizes n 1 and n 2 and two randomization devices are required, while for its non-randomized version, i.e., the proposed variant of the parallel model in this paper, only one sample is needed without using any randomization devices and the corresponding statistical analysis methods are developed based on a trinomial distribution with two complete observations and one incomplete observation. The second example is as follows. To assess the association of two sensitive questions with binary outcomes, a randomized response model in general requires two randomization devices (Christofides, 2005) , while in the non-randomized hidden sensitivity model (Tian et al., 2007b) , respondents only need to answer a non-sensitive ques-tion instead of the original two sensitive questions and the corresponding analysis methods are developed based on an incomplete 4 × 4 contingency table. Finally, for other randomized response models (e.g., Kuk, 1990) , the corresponding non-randomized partners are not yet available up to now.
Recently, Tian (2012) proposed a new NRR model, called the parallel model, to estimate the unknown proportion, π = Pr(Y = 1), of individuals with a sensitive characteristic.
By introducing two non-sensitive dichotomous variates U and W such that Y , U and W are mutually independent, Tian (2012) developed a general framework of design and analysis for the NRR parallel model. Theoretical comparison showed that the parallel model over-performs two existing NRR crosswise and triangular models for most of the possible parameter ranges. It was noted that all these findings are based on the assumption of known proportions θ = Pr(U = 1) and p = Pr(W = 1). However, in survey practice, it is usually difficult to choose an appropriate non-sensitive dichotomous variate U with known θ = Pr(U = 1). Even such a binary variable U can be found and a constant θ 0 is assumed to be equal to the true value of the θ, how to test the hypothesis H 0 : θ = θ 0 is still not available for the parallel design. The main goal of this paper is to propose a variant of the parallel model with unknown θ = Pr(U = 1).
The rest of the paper is organized as follows. In Section 2, we propose the survey design for the variant of the parallel model, and discuss the estimation of the parameters, relative efficiency and the degree of privacy protection. In Section 3, three asymptotic confidence intervals (CIs) and the exact CI of π are derived. In addition, a modified maximum likelihood estimate (MLE) of π is provided and the corresponding asymptotic property is investigated.
Statistical inferences on θ and two bootstrap CIs of the parameters are given in Sections 4 and 5, respectively. Bayesian inferences are discussed in Section 6. Comparisons with the NRR crosswise and triangular models are conducted theoretically and numerically in Section 7. An outline for handling the possible non-compliance behavior in the proposed model is presented in Section 8. In Section 9, an illustrative example from an existing survey on 'sexual practices' in San Francisco, Las Vegas and Portland is used to demonstrate the proposed statistical analysis methods. Two real surveys on the cheating behavior in examinations at the University of Hong Kong are conducted and are used to illustrate the proposed design and analysis methods. A discussion is given in Section 10. The exact inversion Bayesian formulae (IBF) sampling is provided in Appendix A. Suppose that U and W are two non-sensitive dichotomous variates, and Y , U and W are mutually independent with unknown θ = Pr(U = 1) and known p = Pr(W = 1). For example, we may define U = 1 if the respondent lives in Hong Kong Island (or likes watching football/soccer on TV, or likes fishing/singing/shopping/traveling, or is educated above the level of high school) and U = 0 otherwise. Similarly, we could define W = 1 if the last digit of the respondent's ID/cell phone number is odd (or the respondent's birthday is in the second half of a year/month) and W = 0 otherwise. Hence, it is reasonable to assume that
The interviewer may design the questionnaire in the format as shown at the left-hand side of Table 1 and ask the interviewee to truthfully put a tick in the circle if he/she belongs to {U = 0, W = 0} or put a tick in the triangle if he/she belongs to {Y = 0, W = 1} or put a tick in the upper square if he/she belongs to {U = 1, W = 0} ∪ {Y = 1, W = 1}. Note that all {W = 0}, {W = 1}, {U = 0}, {U = 1} and {Y = 0} are non-sensitive classes, thus {U = 1, W = 0} ∪ {Y = 1, W = 1} is also a non-sensitive subclass. Therefore, whether the interviewee belongs to the sensitive class {Y = 1, W = 1} is not on record. Since θ is unknown, we call this a variant of the parallel model. The corresponding cell probabilities are displayed at the right-hand side of Table 1 . Since the three binary variables U, Y and W are independent, the joint probability is the product of two corresponding marginal probabilities. Table 1 . The survey design for the variant of parallel model with unknown θ = Pr(U = 1)
Note:
• Please truthfully put a tick in the circle if you belong to {U = 0, W = 0} or put a tick in the triangle if you belong to {Y = 0, W = 1} or put a tick in the upper square if you belong to {U = 1, W = 0} ∪ {Y = 1, W = 1}.
• For those respondents not completely understanding the questionnaire shown in Table 1 , investigators can formulate the questionnaire of the variant of the parallel model as follows:
Let Y = 1 if a respondent is a drug user and Y = 0 otherwise.
(1) If your birthday is in the first half of a year (i.e., W = 0), please answer '0' (i.e., U = 0), or '2' (i.e., U = 1) to the question: Do you like shopping?
(2) If your birthday is in the second half of a year (i.e., W = 1), please answer '1' (i.e., Y = 0), or '2' (i.e., Y = 1) to the question: Are you a drug user?
Answering '0' is equivalent to putting a tick in the circle in Table 1 , answering '1' is equivalent to putting a tick in the triangle in Table 1 and answering '2' is equivalent to putting a tick in the upper square in Table 1 .
Estimation
Suppose that a sample survey with n questionnaires is conducted. Let Y obs = {n; n 1 , n 2 , n 3 } denote the observed data, where n = 3 i=1 n i , n 1 represents the number of respondents putting a tick in the circle, n 2 represents the number of respondents putting a tick in the triangle, and n 3 represents the number of individuals who put a tick in the upper square (see Table 1 ). The likelihood function of the two unknown parameters π and θ for the observed data Y obs is
where the subscript 'V' refers to the 'variant' of the parallel model. Hence, the corresponding log-likelihood function is given by
where c is a constant not depending on π and θ. Let
Hence, the MLEs of π and θ are given bŷ
To derive the expectation and variance of theπ V , we define
Obviously, we have (n 1 , n 2 , n 3 ) ∼ Multinomial(n; λ 1 , λ 2 , λ 3 ). Note that the MLEs of
are given byλ i = n i /n and E(n i ) = nλ i , i = 1, 2, 3. It is easy to verify thatπ V is an unbiased estimator of π and the variance ofπ V is given by
where Var(π D )= π(1−π)/n denotes the variance ofπ D in design of direct questioning (DDQ).
It is clear that when p = 1 the variant of the parallel design will reduce to the DDQ.
Furthermore, we observed that the Var(π V ) does not depend on the unknown parameter θ.
Hence, for any fixed π,
is a decreasing function of p as shown in Figure 1 . We can see that nVar(π V ) → ∞ as p → 0. 
Relative efficiency
The relative efficiency (RE) is a useful tool to compare two survey designs. The RE of the the variant of the parallel design to the DDQ is defined by
It is noted that RE V→D (π, p) does not depend on the unknown parameter θ and the sample size n. When p is fixed, RE V→D (π, p) is a decreasing function of π. Similarly, when π is fixed, RE V→D (π, p) is also a decreasing function of p. Table 2 lists the values of RE V→D (π, p)
for various combinations of π and p. For example, when π = 0.10 and p = 2/3, we have RE V→D (0.10, 2/3) = 6, which implies that the sample size needed for the variant of the parallel design is about 6 times of that needed for the DDQ in order to achieve the same estimation precision. When π = 0.10 and p = 0.50, we have RE V→D (0.10, 0.50) = 11.
This might be a drawback for a social researcher who is willing to investigate a sensitive topic being forced to interview 1100 respondents via the proposed model instead of only 100 respondents using a direct questioning technique. Although a direct questioning technique requires a relatively smaller sample size, the respondents are, in general, not willing to cooperate because of highly sensitive topics. Therefore, in order to smooth the research, some acceptable sacrifice is worthwhile. In other words, with a larger sample size is the cost when an investigator uses an RRT/UCT or an NRR model to implement a survey with sensitive questions. Let DPP (π, θ, p) (or DPP (π, θ, p)) denote the conditional probability of a respondent belonging to the sensitive class {Y = 1} given that a tick is put in the circle (or triangle) in 
Similarly, let DPP (π, θ, p) represent the conditional probability of a respondent belonging to the sensitive class when a tick is put in the upper square in Table 1 , we obtain
In particular, when p = 1, we have DPP (π, θ, 1) = 1, which equals to the DPP for the DDQ. For any fixed π and θ, DPP (π, θ, p) is a monotonically increasing function of p. Each plot in Figure 2 shows three curves (corresponding to θ = 1/3, 0.5 and 2/3) of DPP (π, θ, p)
against p with a fixed π, where π = 0.05, 0.20, 0.50 and 0.95, respectively. In addition, for any fixed π and p, DPP (π, θ, p) is a monotonically decreasing function of θ. Each plot in Figure 3 shows three curves (corresponding to p = 1/3, 0.5 and 2/3) of DPP (π, θ, p) against θ with a fixed π, where π = 0.05, 0.20, 0.50 and 0.95, respectively.
Statistical inferences on π
First, we provide an unbiased estimator of the variance ofπ V in Theorem 1 below. Second, we construct three asymptotic confidence intervals (i.e., Wald, Wilson and likelihood ratio CIs) of π by using this unbiased estimator. Third, the exact or Clopper-Pearson CI of π is also derived. Finally, a modified MLE of π is presented and the corresponding asymptotic property is investigated.
An unbiased estimator of the variance ofπ
and it is an unbiased estimator of Var(
which implies (3.1). Next, we prove the second part. Since n 2 ∼ Binomial(n; λ 2 ), we have
Thus, we obtain
i.e., Var(π V ) is an unbiased estimator of Var(π V ).
Three asymptotic confidence intervals of π for large sample sizes
Let z α denote the upper α-th quantile of the standard normal distribution. From the Central Limit Theorem, as n → ∞, the (1 − α)100% Wald CI of π based on the unbiased
One drawback for the Wald CI (3.2) is that the lower bound may be less than zero when the true value of π is close to zero while the upper bound may be beyond one when the true value of π is near to one. For this situation, we can construct the (1 − α)100% Wilson CI of
where
Solving the quadratic inequality inside the probability in (3.3), we obtain the Wilson (or score) CI of π as follows: When the true value of π is small, the likelihood ratio confidence interval (LRCI) could provide better performance than other alternatives. To construct the LRCI of π, we consider the null hypothesis H 0 : π = π 0 against the alternative hypothesis
whereπ V andθ denote the unrestricted MLEs of π and θ specified by (2.2), respectively.
Since
it is easy to verify that Λ(π 0 ) is a increasing function of π 0 when π 0 ∈ 0, 1 − n 2 np and an decreasing function of π 0 when π 0 ∈ 1 − n 2 np , 1 . Therefore, for a given significance level α,
whereπ V,LRL andπ V,LRU are two roots of π 0 to the following equation
where χ 2 (α, 1) denotes the upper α-th quantile of χ 2 distribution with one degree of freedom.
The asymptotic CIs (3.2), (3.5) and (3.7) are appropriate for the cases of large sample sizes. When n is small to moderate, we could use the bootstrap CIs (5.2) and/or (5.3).
The exact or Clopper-Pearson confidence interval
When the sample size is small to moderate, Clopper and Pearson (1934) proposed a method to calculate the exact confidence limits for the binomial proportion by inverting the equal-tailed test based on the binomial distribution. In this subsection, we employ this method to compute the CI of π = 1 − λ 2 /p, see (2.3). Note that n 2 ∼ Binomial(n; λ 2 ), the (1−α)100% exact (or Clopper-Pearson) CI [λ 2,EL ,λ 2,EU ] of λ 2 satisfy the following equations:
. . , n − 1 and (3.10)
By solving (3.9) and (3.10), we obtain
Because this is a discrete problem, the confidence coefficient (or coverage probability) of the exact CI is not exactly 1 − α but is at least 1 − α. Thus, this exact CI is conservative.
A modified MLE of π and its asymptotic property
The MLE of π specified by (2.2) may be beyond the unit interval [0, 1]. For example, let (n 1 , n 2 , n 3 ) = (15, 20, 35) and p = 1/4. From (2.2), we obtainπ V = −0.1429 < 0 and θ = 0.7143. For such cases, we can apply an expectation and maximization (EM) algorithm (Dempster, Laird and Rubin, 1977) to calculate the MLEs of π and θ. In Section 6.2, we introduced an EM algorithm to find the posterior modes for both π and θ by using two independent beta prior distributions. Especially, when two independent uniform distributions on From (2.2), it can be seen that 0 π V 1 if and only if 0 n 2 np. Therefore, a modified MLE of π isπ
The following result shows that theπ VM andπ V are asymptotically equivalent.
When n 2 np, from (3.12), we haveπ VM =π V . Hence, (3.13) follows immediately. Now, we consider the case of n 2 > np, i.e.,
Note thatλ 2 is the MLE of λ 2 = (1 − π)p, it is natural to have Pr{|λ 2 − λ 2 | > ε} → 0 for any given ε > 0 as n → ∞. Thus, we need only to prove
Consequently, (3.15) follows immediately.
Statistical inferences on θ

Three asymptotic confidence intervals of θ for large sample sizes
From (2.2), the variance ofθ is
Similar to Theorem 1, it is easy to verify that
is an unbiased estimator of Var(θ). Based on this unbiased estimator, the (1
The (1 − α)100% Wilson CI of θ can be constructed based on
where z * = z 2 α/2 /n and ρ 3= 1/(1 − p). Solving the quadratic inequality inside the probability in (4.3), we obtain the Wilson (or score) CI of π as follows:
which is, in general, within [0, 1].
To construct the LRCI of θ, we consider the null hypothesis H 0 : θ = θ 0 against the alternative hypothesis H 1 : θ = θ 0 . Letπ R denote the restricted MLE of π under H 0 . Then
whereπ V andθ denote the unrestricted MLEs of π and θ specified by (2.2). Since 5) it is easy to verify that Λ(θ 0 ) is a increasing function of θ 0 when θ 0 ∈ 0, 1 −
and an decreasing function of θ 0 when θ 0 ∈ 1 − n 1 n(1−p) , 1 . Therefore, for a given significance level α, the (1 − α)100% LRCI for θ is given by 6) whereθ LRL andθ LRU are two roots of θ 0 to the following equation
The exact or Clopper-Pearson confidence interval
Similar to Section 3.3, the (1 − α)100% exact (or Clopper-Pearson) CI of θ is given bŷ = 1 + n − n 1 + 1 n 1 F (1 − α/2; 2n 1 , 2(n − n 1 + 1)) −1 and λ 1,EU = 1 + n − n 1 (n 1 + 1)F (α/2; 2(n 1 + 1), 2(n − n 1 )) −1 .
Testing Hypotheses
Sometimes, we may have a certain knowledge on the unknown parameter θ = Pr(U = 1) before our investigation. For example, we may define U = 1 if the respondent's birthday is in the second half of a month and U = 0 otherwise. Usually, we assume that θ ≈ 0.5.
To test whether or not this assumption is valid, in this subsection, we focus on testing the following hypotheses:
(4.9)
Hypothesis test for large sample sizes
Let n 1 represent the number of respondents putting a tick in the circle in Table 1 and X be the corresponding random variable, then X ∼ Binomial(n; λ 1 ). Since λ 1 = (1 − θ)(1 − p), the null and alternative hypotheses in (4.9) are reduced to
where λ 10 = (1 − θ 0 )(1 − p). For large sample sizes, we can use the normal distribution to approximate the binomial distribution. The test statistic and the corresponding z value are given by Z = X − nλ 10 nλ 10 (1 − λ 10 ) and z = n 1 − nλ 10 nλ 10 (1 − λ 10 ) .
Under H * 0 , we have Z .
∼ N (0, 1). Hence, the corresponding p-value is given by
where χ 2 (ν) denotes the chi-square distribution with ν degrees of freedom. When p v1 ≥ α, we cannot reject the null hypothesis H * 0 (equivalently, H 0 ) at the α level of significance.
Hypothesis test for small to moderate sample sizes
When the sample size is not too large, we need to compute the exact p-value for testing H 0 against H 1 . Note that X|H * 0 ∼ Binomial(n; λ 10 ), we define
Thus, the exact two-sided p-value is calculated by
where I (·) denote the indicate function.
Bootstrap confidence intervals of the parameters
In Section 3.2, we provided two asymptotic CIs (3.2) and (3.5) of π, which are available only for large sample sizes. Although the exact CI (3.11) is available for small to moderate sample sizes, its performance was shown (Agresti and Coull, 1998) to be even inferior to that of the Wilson CI specified by (3.5). Alternatively, we could employ the bootstrap method to find bootstrap CIs of π for the cases of small to moderate sample sizes. Next, in the beginning of Section 3.4, we mentioned that if the MLE of π calculated by (2.2) is less than zero, then the EM algorithm (6.7) and (6.8) with a 1 = b 1 = a 2 = b 2 = 1 can be used to compute the MLEs of π and θ. For such situations, the bootstrap method is also a useful tool to find CIs for an arbitrary function of π and θ, say, ϑ = h(π, θ).
denote the MLE of ϑ, whereπ V andθ represent the respective MLEs of π and θ calculated by means of either (2.2) or the EM algorithm (6.7) and (6.8) with
Based on the obtained MLEsπ V andθ, we can generate
Having obtained Y * obs = {n; n * 1 , n * 2 , n * 3 }, we can calculate a bootstrap replicationπ * V and θ * and calculateθ * = h(π * V ,θ * ). Independently repeating this process G times, we obtain
. Consequently, the standard error, se(θ), ofθ can be estimated by the sample standard deviation of the G replications, i.e.
is approximately normally distributed, a (1 − α)100% bootstrap CI for ϑ is
is non-normally distributed, a (1 − α)100% bootstrap CI of ϑ can be obtained as
whereθ L andθ U are the 100(α/2) and 100(1 − α/2) percentiles of {θ *
, respectively.
Bayesian inferences
In this section, we first derive the joint posterior distribution of π and θ when a certain prior information is available and obtain their posterior moments which have explicit expressions. Second, we utilize the EM algorithm to calculate the posterior modes of π and θ when their posterior distributions are highly skewed. Finally, we generate i.i.d. posterior
samples of π and θ via the exact IBF sampling.
Posterior moments with explicit expressions
By ignoring the normalizing constant and the known factor (1 − p) n 1 p n 2 +n 3 , we write the kernel of (2.1) as
where 0 < π < 1, 0 < θ < 1 and ρ 2 is defined in (3.4). If two independent beta distributions Beta(a 1 , b 1 ) and Beta(a 2 , b 2 ) are adopted as the prior distributions of π and θ, respectively, then the joint posterior distribution of π and θ is
where the normalizing constant is given by
Therefore, the r-th posterior moments of π and θ are given by
) and
respectively.
Calculation of the posterior modes via the EM algorithm
The EM algorithm is a useful tool for computing MLEs in the presence of missing or latent data. Let Z denote the number of respondents belonging to the sensitive subclass {Y = 1, W = 1} in Table 1 . Since Z is unobservable, it is natural to treat Z as the latent variable. Thus, the likelihood function of π and θ for the complete data {Y obs , Z} is
Again, the product of two independent beta densities Beta(π|a 1 , b 1 ) and Beta(θ|a 2 , b 2 ) is adopted as the joint prior density of π and θ. Hence, the complete-data posterior distribution and the conditional predictive distribution are f (π, θ|Y obs , Z) = Beta(π|a 1 + Z, b 1 + n 2 ) × Beta(θ|a 2 + n 3 − Z, b 2 + n 1 ) and (6.5)
respectively. The M-step of the EM algorithm is to calculate the complete-data posterior modes of π and θ as
and the E-step is to replace Z in (6.7) by its conditional expectation E(Z|Y obs , π, θ) = n 3 πp θ(1 − p) + πp . (6.8)
Generation of i.i.d. posterior samples via the exact IBF sampling
In this subsection, we use the exact IBF sampling (Tian et al., 2007a) (see Appendix A). From (6.6), we have S (Z|Y obs ) = S (Z|Y obs ,π,θ) = {z 1 , . . . , z K } = {0, 1, . . . , n 3 }, where K = n 3 + 1. Setting π 0 = θ 0 = 0.5, from (A.2) and (A.3), we obtain
and ω k = q k (0.5, 0.5)/ K k =1 q k (0.5, 0.5) for k = 1, . . . , K.
Comparison with the non-randomized crosswise and triangular models
In this section, we will compare the variant of the parallel model with the non-randomized crosswise and triangular models. The criteria of the difference of variances and the ratio of variances are considered. Theoretical and numerical results are provided. 
where h CV (p|π)= (4π − 3)p 2 + 4(1 − π)p + π − 1 is a quadratic function of p for any fixed π (π = 3/4). The discriminant of the h CV (p|π) is given by
We then have the following results.
Theorem 3. Let π ∈ (0, 1) and p ∈ (0, 1).
(i) When π = 3/4, the variant of the parallel model is always more efficient than the crosswise model for any p > 1/4.
(ii) When π > 3/4, the variant of the parallel model is more efficient than the crosswise model for any p ∈ (p π , 1), where
is a monotonic decreasing function of π ∈ (3/4, 1) and 0 < p π < 0.25.
(iii) When π < 3/4, the variant of the parallel model is always more efficient than the crosswise model for any p ∈ (p π , 1), where p π defined by (7.2) (ii) When 3/4 < π < 1, it can be shown that the equation h CV (p|π) = 0 has two roots
and p π , which is defined by (7.2). It is clear that p L < 0. Since dp (iii) When 0 < π < 3/4, it can see that the equation h CV (p|π) = 0 has two roots p π defined by (7.2) and
Note that dp
From (7.3), we know that p π is also a monotonic decreasing function of π ∈ (0, 3/4). The infimum of p π is lim π→0.75 p π = 0.25 and the supremum of p π is lim π→0 p π = 1/3. In other words, we have 0.25 < p π < 1/3. Thus, h CV (p|π) > 0 if and only if p π < p < 1.
From Theorem 3, we have immediately the following result.
Corollary 1. The variant of the parallel model is always more efficient than the nonrandomized crosswise model for any π ∈ (0, 1) and p > 1/3. ¶
Relative efficiency of the crosswise model to the variant of the parallel model
The RE of the crosswise model (p = 0.5) to the variant of the parallel model is
which is independent of the sample size n. (2009) and (2.4), we have
Theorem 4. For any π ∈ (0, 1) and p ∈ (0.5, 1), the variant of the parallel model is always more efficient than the triangular model, i.e., Var(π T ) > Var(π V ). ¶
Relative efficiency of the triangular model to the variant of the parallel model
The RE of the triangular model to the variant of the parallel model is
which is independent with the sample size n. Table 4 reports some values of RE T→V (π, p) for various combinations of π and p. We have observed from Table 4 that, for any π ∈ (0, 1), RE T→V (π, p) > 1 if p > 0.5, while RE T→V (π, p) < 1 if p < 0.5. In other words, when p > 0.5, the efficiency of the variant of the parallel model is superior to that of the triangular model and when p < 0.5 the efficiency of the variant of the parallel model is inferior to that of the triangular model. In particular, when p = 0.5, the efficiency of the two models is equivalent.
The non-compliance behavior
The non-compliance behavior encountered in randomized response practice is that some respondents are not willing to follow the design instructions even if interviewers provide them with secret answer sheets, sealed envelopes, and sincere promises of confidentiality Mangat (1994) . However, in our opinion, a possible/partial reason for such non-compliance behaviors may be caused by the use of randomizing devices which are, in general, controlled by interviewers. One aim for developing non-randomized response techniques is trying to alleviate the non-compliance behavior. For example, for the crosswise model and the parallel model with two sensitive categories (i.e., both {Y = 0} and {Y = 1} are sensitive), we in general believe that for those respondents not refusing, they are willing to follow the design instruction since their privacy is well protected. However, for the triangular model, a tick put in the triangle indicates that the respondent may belong to the sensitive class. Thus, the noncompliance behavior may occur in the triangular model. Tang and Wu (2013) proposed two design techniques which incorporate the non-compliance into the non-randomized triangular model.
And actually, the non-compliance behavior can also occur in the proposed variant of the parallel model. We note that only the sub-category {Y = 1, W = 1} (i.e. the lower square in Table 1 ) contains sensitive information. Respondents belonging to this sub-category and having no sufficient confidence on such a survey may put a tick in the triangle in Table 1 , resulting in the non-compliance. Taking the non-compliance into consideration, we denote the probability of the respondents who have the sensitive characteristic and belong to {W = 1} following the design instruction in Table 1 by ω. Because the new parameter ω is added, the respondents need be randomly assigned into one of two groups. For the first group, we utilize the variant of parallel model with two non-sensitive binary variates W and U and the sensitive binary variate Y . However, for the second group, we employ the parallel model (Tian, 2012) with the same W , U and Y to estimate the sensitive proportion
Suppose that in the first group, we observed n 11 , n 12 and n 13 (n 1 = n 11 + n 12 + n 13 ) respondents put ticks in the circle, triangle and upper square, respectively. Thus, the cell probabilities for the three categories are given by
From the first equation, the MLE of θ iŝ
From the second/third equation, it is clear that only πω is estimable. The corresponding estimate is 1 − n 12 /(pn 1 ). This is why we need the second group. Assume that in the second group, we observed n 21 and n 22 (n 2 = n 21 + n 22 ) individuals put ticks in the upper circle and upper square, respectively. Then, the MLEs of π and ω are given bŷ
respectively. If at least one of the values ofθ,π P andω are beyond the unit interval [0, 1], we need employ the EM algorithm to calculate the corresponding MLEs.
Illustrative and real examples
An illustrative example of sexual practices
As a sensitive topic, talking about individual sexual practices is still embarrassing even in countries with open minds. Consequently, it is very difficult to estimate the average numbers of sexual partners or the cell probabilities of having x (x 1 or x 2) sexual partners in a targeting population based on survey data from direct questionnaires. However, gathering information from this kind of sensitive topic plays a crucial role in assisting researchers to investigate the relationship between sexual behaviors and some diseases such as cervical cancer or AIDS. Consider a subset of the sexual practice data from the study of Monto (2001), in which participants were all men arrested for trying to hire prostitutes in three
Western cities (San Francisco, Las Vegas and Portland, Oregon) of the United States. From participants' background characteristics shown in Table 1 of Monto (2001), we can see that 343 individuals graduated at most from some high school and 927 individuals received at least some college training. Also, there are 593 respondents having no more than one sexual partner and 668 respondents having no less than two sexual partners. Table 5 . Survey data from Monto (2001) Level of The number of sexual partners education
To demonstrate the proposed design for the variant of the parallel model presented in Table 1 , we define Y = 1 if the respondent has at least two sexual partners and Y = 0 otherwise. To estimate the unknown proportion π = Pr{Y = 1}, we employ two nonsensitive binary variables U and W , where U = 1 if the respondent received at least some college training and U = 0 otherwise; and W = 1 if the respondent's birthday is from
September to December and W = 0 otherwise. Thus, it is reasonable to assume that
First, we need to verify the independence between the level of education and the number of sexual partners. Table 5 displays the survey data of Monto (2001) . The MLE of the odds ratio is given byψ = m 1 m 4 m 2 m 3 = 1.001796.
We would like to test the null hypothesis H 0 : ψ = 1 against the alternative hypothesis As a result, the observed data can be constructed as 229, 198, 841) ,
where n = n 1 + n 2 + n 3 = 1268. According to (2.2), the MLEs of π and θ are given byπ V = 0.5315 andθ = 0.7291. Six 95% confidence intervals of π based on (3.2), (3.5), (3.7), (3.11), (5.2) and (5.3) are shown in Table 6 . Similarly, six 95% confidence intervals of θ based on (4.2), (4.4), (4.6), (4.8), (5.2) and (5.3) are shown in Table 7 .
Suppose that we want to test the null hypothesis H 0 : θ = θ 0 = 0.73 against the alternative hypothesis H 1 : θ = 0.73. Let α = 0.05, from (4.10) and (4.11), we have p v1 = 0.9557 and p v2 = 0.9418. Since both p-values are larger than 0.05, we cannot reject H 0 . If we set θ 0 = 0.69, then p v1 = 0.0219 and p v2 = 0.0220. As a result, the H 0 should be rejected at the level of α = 0.025.
In the setting of Bayesian analysis, we adopt two independent uniform distributions (i.e., a 1 = b 1 = a 2 = b 2 = 1) as the prior distributions of π and θ, respectively. Using Table 8 . Figure   4 shows the posterior densities of π and θ and their histograms. • If your birthday is in the first half of the year and you are not a Hong Kong permanent resident, please circle 1;
• If your birthday is in the second half of the year and you had never cheated in examinations at HKU, please circle 2;
• If your birthday is in the first half of the year and you are a Hong Kong permanent resident OR if your birthday is in the second half of the year and you had ever cheated in examinations at HKU, please circle 3.
At the end of the data collection, 115 students (52 female and 63 male) returned the completed questionnaire, where 1 student was from the Faculty of Arts, 22 were from the Faculty of Business and Economics, 2 were from the Faculty of Engineering, 89 are from the Faculty of Science and 1 student did not tell us the name of his/her faculty. Among these students, 99 were Year 1 students, 2 were Year 2 student, 13 were Year 3 students and 1 was Year 4 student. It was observed that 22 circles on 1, 54 circles on 2 and 39 circles on 3. Let π = Pr(Y = 1) denote the unknown proportion of undergraduates with cheating behavior in examinations at HKU and θ = Pr(U = 1) denote the unknown proportion of undergraduates with Hong Kong permanent residents. The observed data can be represented by Y obs = {n; n 1 , n 2 , n 3 } = {115; 22, 54, 39}.
According to (2.2), the MLEs of π and θ are given byπ V = 0.0609 andθ = 0.6174. Six 95% confidence intervals of π based on (3.2), (3.5), (3.7), (3.11), (5.2) and (5.3) are shown in Table 9 . Similarly, six 95% confidence intervals of θ based on (4.2), (4.4), (4.6), (4.8), (5.2) and (5.3) are shown in Table 10 . For the Bayesian analysis, we adopt two independent uniform distributions (i.e., a 1 = b 1 = a 2 = b 2 = 1) as the prior distributions of π and θ, respectively. Using
as the initial values, the EM algorithm specified by (6.7) and (6.8) converged to the posterior modesπ = 0.0609 andθ = 0.6174 in 133 iterations.
Based on (6.9), we employ the IBF sampling to generate L = 20,000 i.i.d. posterior
samples of π and θ. The posterior means, the posterior standard deviations and 95% Bayesian credible intervals of π and θ are given in the third, fourth and fifth columns of Table 11 . Figure 5 shows the posterior densities of π and θ and their histograms. To account for the non-compliance behavior in the questionnaire, we conducted the second survey by using the parallel model in March 2013 among 100 undergraduates at HKU.
The questions in the questionnaire are as follows:
• If your birthday is in the first half of the year and you are not a Hong Kong permanent resident OR if your birthday is in the second half of the year and you had NEVER cheated in examinations at HKU, please circle 'No';
• If your birthday is in the first half of the year and you are a Hong Kong permanent resident OR if your birthday is in the second half of the year and you had EVER cheated in examinations at HKU, please circle 'Yes'. At the end of the data collection, 77 students (27 female and 50 male) returned the completed questionnaire, where 2 were from the Faculty of Law, 7 were from the Faculty of Business and Economics, 67 are from the Faculty of Science and 1 was from an unknown faculty. Among these students, 43 were Year 1 students, 10 were Year 2 students, 20 were Year 3 students, and 4 were Year 4 students. It was observed that 40 circles on 'No' and 37 circles on 'Yes'. Let π = Pr(Y = 1) denote the unknown proportion of undergraduates with cheating behavior in examinations at HKU, θ = Pr(U = 1) denote the unknown proportion of undergraduates being Hong Kong permanent resident, and ω denote the unknown proportion of undergraduates with cheating behavior following the design instruction in Table 1 . The observed data can be denoted by Y obs = {n 2 ; n 21 , n 22 } = {77; 40, 37}.
Then, according to (8.1) and (8.2), we haveπ = 0.3436,θ = 0.6174 andω = 0.1771. The MLE of π obtained from the combined data of two groups is significantly higher than that obtained only from the first sample. Sinceω = 0.1771, we can see that aboutπ(1 −ω)p = 0.3436 * (1 − 0.1771) * 0.5 = 14.14% students did not follow the instruction of the design for the variant of parallel model in our surveys.
Discussion
The paper presents a new development for the parallel model originally proposed by Tian Table 3 and Table 4 . A possible reason for these conclusions is that the variant of the parallel design can gather exact information (instead of mixing information) for two cells (i.e., the circle and the triangle in Table 1 ) because of the introduction of an additional non-sensitive binary variate U when comparing with the crosswise and triangular models. Finally, we provide a simple way to handle the possible non-compliance behavior in the proposed model.
One referee pointed out that from the analysis viewpoint (rather than the design viewpoint), the proposed model in this paper is a member of the family of multinomial processing tree models (see, e.g., Erdfelder et al., 2009 ). Hu and Batchelder (1994) obtained point estimates of parameters by using the EM algorithm and the corresponding standard errors from the Fisher information matrix in multinomial processing tree models. However, we noted that the resulting interval estimates (based on derivatives from Hu and Batchelder, 1994) in the form of point estimate plus/minus 1.96 times standard error may be beyond the unit interval [0, 1] when the true value of the proportion with the sensitive characteristic is close to zero or one. In fact, in Section 6.2 of this paper we have given the EM algorithm to calculate the posterior modes which are identical to the MLEs of the corresponding parameters π and θ if two independent uniform priors are adopted. In addition, our bootstrap CIs for π and θ in the form of (5.3) are always within the unit interval [0, 1] . the probability mass function, i.e., f (z k |Y obs ) = Pr{Z = z k |Y obs }. Therefore, it suffices to find ω k = f (z k |Y obs ) for k = 1, . . . , K. For any (π 0 , θ 0 ) ∈ S (π,θ|Y obs ) , let q k (π 0 , θ 0 ) = Pr{Z = z k |Y obs , π 0 , θ 0 } f (π 0 , θ 0 |Y obs , z k ) , k = 1, . . . , K. (A.2)
From the sampling-wise IBF (A.1), we immediately obtain
, k = 1, . . . , K. (A.3) and {ω k } K k=1 are independent of π 0 and θ 0 . Thus, it is easy to sample from f (Z|Y obs ) since it is a discrete distribution with probability ω k on z k for k = 1, . . . , K. We summarize the algorithm as follows
The exact ibf sampling:
Step 1. Identify S (Z|Y obs ) = S (Z|Y obs ,π,θ) = {z 1 , . . . , z K } from f (Z|Y obs,π,θ ) and calculate {ω k } K k=1 according to (A.2) and (A.3).
Step 2. Generate i.i.d. samples {Z (l) } L l=1 of Z from the probability mass function f (Z|Y obs ) with probabilities {ω k } K k=1 on {z k } K k=1 .
Step 3. Generate (π (l) , θ (l) ) ∼ f (π, θ|Y obs , Z (l) ) for l = 1, . . . , L, then {π (l) , θ (l) } L l=1 are i.i.d. samples from the observed posterior distribution f (π, θ|Y obs ).
