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第 1章 序論 3
慮できる。このような実システムのモデリングと最適化アルゴリズムの連携の観点から，
メタヒューリスティクスの適用を前提とすることが重要となる。しかし，単一目的最適化
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1.2 本論文の構成
本論文は全 6章から構成されている。各章の概要を以下に示す。
² 第 1章の “序論”では，本研究における提案内容が必要される背景・本研究の目的・
概要・本論文の構成について述べる。









² 第 4章の “数値実験”では，優良解集合探索問題における基本的なケースを想定し，
決定変数空間上の距離が離れた複数の大域的最適解を有するベンチマーク関数を対
象とした数値実験を行うことで，提案手法の有用性を評価する。




























































f(x) (x 2 Rn)の最小化問題を扱う。図 2.1に 1次元 (n = 1)の多峰性関数における優良解
集合の例を示す。横軸は決定変数，縦軸は目的関数値を表す。まず，目的関数値を考慮し
た解集合L(±)を定義する。大域的最適解の目的関数値 f(x¤)を基準とする目的関数値の
制約 ± ¸ 0を満たす解 x 2 X のレベル集合L(±) µ X を式 (2.1)で定義する。ここでX
は実行可能領域を表す。
L(±) = fx 2X j f(x) · f(x¤) + ±g (2.1)
式 (2.1)と図 2.1(a)より，L(±)は大域的最適解x¤と使用者が定めるパラメータ ±により定
まる，目的関数値を考慮した解集合である。さらに，距離を考慮した解集合B (y; ")を定
義する。任意の解y 2 Rnに対する "-近傍（yを中心とする半径 " > 0の開球）B (y; ")を
式 (2.2)で定義する。
B(y; ") = fx 2 Rn j kx¡ yk < "g (2.2)
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式 (2.2)と図 2.1(b)より，B(y; ")は任意の解yと使用者が定めるパラメータ "により定ま
る，解空間上の距離を考慮した解集合である。最後に，L(±)とB(y; ")より，優良解集合
を定義する。f(y) · f(x) (8x 2 L(x¤; ±)\B(y; "))を満たす優良解y 2 L(x¤; ±)の集合
として，優良解集合S(±; ")を式 (2.3)で定義する。
S(±; ") = fy 2 L(±) j f(y) · f(x) (8x 2 L(±) \B(y; "))g (2.3)
優良解はL(±)\B(y; ")に属するが，L(±)\B(y; ")は "-近傍の中心となるyにより異
なる。図 2.1(c)に示すように，y 2 L(x¤; ±)が式 (2.3)における f(y) · f(x)の条件を満
たす場合，yは優良解となる。これに対し，図 2.1(d)に示すように yが局所的最適解でな
い場合には，式 (2.3)における f(y) · f(x)の条件を満たさず優良解とはならない。また，
図 2.1(e)のようにyが局所的最適解であってもL(±)に属さない場合には，式 (2.3)におけ
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(a) L(±) (b) B(y; ")
(c) L(±)
T
B(y; ") of case I (d) L(±)
T
B(y; ") of case II
(e) L(±)
T
B(y; ") of case III (f) S(±; ")
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n次元における，ある探索点の位置ベクトルを以下の式で表す。ここで iは探索点の番
号，jは位置ベクトルの j次元成分を表す。
xi = (xi1; xi2; xi3; ¢ ¢ ¢ ; xij; ¢ ¢ ¢ ; xin)
次に，各探索点の速度ベクトルを以下の式で表す。
vi = (vi1; vi2; vi3; ¢ ¢ ¢ ; vij; ¢ ¢ ¢ ; vin)
さらに，各自が探索の過程で発見した最良解の情報 pbest，群全体で共有している最良解
の情報 gbestを以下の式で表す。
pbest = (pbesti1; pbesti2; ¢ ¢ ¢ ; pbestij; ¢ ¢ ¢ ; pbestin)
gbest = (gbest1; gbest2; ¢ ¢ ¢ ; gbest3; ¢ ¢ ¢ ; gbestn)
各探索点は上記の情報を全て保持している。さらに，各探索点は k反復目の位置xki から，
各探索点が有する最良解の情報 pbestへ向かう差分ベクトル (pbestki ¡ xki )，群全体で共
有している最良解の情報 gbestへ向かう差分ベクトル (gbestki ¡ xki )，前回の移動ベクト
ル vki の 3つのベクトルの重み付きの線形結合として新たな移動ベクトル vki を生成し，次
の位置xk+1i へ移動する。Particle Swarm Optimizationのアルゴリズムを以下に示す。
【Particle Swarm Optimization】
Step 0:[準備]
探索点数m，各パラメータw，c1，c2，および最大反復回数 kmaxを与える。k := 1
とする。
Step 1:[初期化]
各探索点の初期位置xi1(i = 1; 2; ¢ ¢ ¢ ;m)を，乱数に従い実行可能領域X内にラン




1(i = 1; 2; ¢ ¢ ¢ ; m)































k = kmaxならば終了する。さもなければ，k := k + 1として Step 2へ戻る。
























































(f) k = 500
図 3.1: Particle Swarm Optimization による探索の推移 (w = 0:729; c1 = 1:50; c2 = 1:50)
第 3章 Fireﬂy Algorithmに基づく優良解集合探索手法 15
3.1.2 Diﬀerential Evolution
















と膨張率F を用いて，次式の変異ベクトル vik 2 Rnを生成する。
vi
k = xr1
k + F ¢ (xr2k ¡ xr3k)
Step 3:[交叉（一様交叉）]


















i ) · f(xki )
xki (otherwise)
Step 5:[終了判定]
k := k + 1とし，k = kmaxであれば終了する。さもなければ，Step 2へ戻る。



























































(f) k = 50
図 3.2: Diﬀerential Evolution による探索の推移 (F = 0:5; CR = 0:5)
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3.1.3 Cuckoo Search









乱数を用いて実行可能領域X内に各探索点x1i (i = 1; 2; ¢ ¢ ¢ ; m)をランダムに
生成する。探索点群をÂ = fxi j i = 1; 2; ¢ ¢ ¢ ;mgとする。
Step 2:[レヴィフライト]
探索点群からランダムに 1つ選択した探索点xp 2 Âの近傍解 xˆpを，要素ごとに
生成する。
xˆpj := xpj + aL(b) (j = 1; 2; ¢ ¢ ¢ ; n)
Step 3:[更新]




xˆ (f(xˆ) < f(xq))
xq (otherwise)
Step 4:[排斥]




f(xi)ji = 1; 2; ¢ ¢ ¢ ;m
ª
とする。
xwj := xwj + aL(b) (j = 1; 2; ¢ ¢ ¢ ; n)
反復回数を k := k + 1とする。
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Step 5:[終了判定]
k = kmaxならば終了する。さもなければ k := k + 1としてStep 2に戻る。























































(f) k = 3000
図 3.3: Cuckoo Search による探索の推移 (a = 0:1; b = 1:0; Pa = 0)
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3.1.4 Fireﬂy Algorithm













探索点数をm，反復回数 k における各探索点を xik(i = 1; 2; ¢ ¢ ¢ ;m)とする。Fireﬂy
Algprithmでは，各探索点xikの光強度 Iiが式 (3.1)により定義される。ここで fminは，反
復回数 kにおける各探索点の目的関数値の中で最も良い目的関数値を表す。
Ii = (jfmin ¡ f(xik)j+ 1)¡1 (3.1)
式 (3.1)より，探索点xikの目的関数値が優れるほど光強度は強まる。各探索点xikは，移





k + ¯ki (xˆ
k
s ¡ xik) + ®r (3.2)
また，¯ki と ®は以下に示す式 (3.3)，式 (3.4)でそれぞれ表される。ここで，¯0（推奨値
は 1.0）は ¯ki の最大値を定めるパラメータ，°は ¯ki が従うガウス分布の形状を定めるパラ
メータを表す。また，®0は ®の最大値を定めるパラメータ，´ 2 [0; 1]は ®が従う減少ス
















Step 0 : [ 準備 ]
最大反復回数kmax，探索点数m，各パラメータ¯0; °; ®0; ´を定める。反復回数k = 1
とする。
Step 1 : [ 初期化 ]
乱数を用いて，実行可能領域X内に各探索点xi1(i = 1; 2; ¢ ¢ ¢ ; m)をランダム
に生成する。また，xˆ1i = xi1とし，探索点情報を保存する。
Step 2 : [ 光強度に基づく探索点のランキング]
光強度 Ii(i = 1; 2; ¢ ¢ ¢ ;m)を更新する。
fmin = minff(xjk)jj = 1; 2; ¢ ¢ ¢ ;mg
Ii = (jfmin ¡ f(xik)j+ 1)¡1 (3.6)
各探索点を Ii の非減少順に並び替え，xˆki = xik(i = 1; 2; ¢ ¢ ¢ ;m)とおく。また，
i = 1; s = 1とおく。
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Step 3 : [ 探索点の移動 ]
Ii < Isならばxikを移動し，s := s+ 1とする。
xi
k := xi
k + ¯ki (xˆ
k
s ¡ xik) + ®r (3.7)
¯ki = ¯0e
¡°jjxˆks¡xikjj2 ; ® = ®0´k (3.8)
また，r 2 [¡0:5; 0:5]n は一様乱数ベクトルを表す。さもなければ移動を行わず，
s := s+ 1とする。以上の操作を s = m¡ 1まで繰り返す。
Step 4 : [ 光強度の最も強い探索点の移動 ]









k; xˆk+1i = xi
k
Step 6 : [ 終了判定 ]
k = kmaxならば終了する。さもなければ k := k + 1としてStep 2に戻る。






















































(f) k = 50
図 3.4: Fireﬂy Algorithm による探索の推移 (¯0 = 1:0; ° = 1:0; ®0 = 0:1; ´ = 1:0)












































光強度 Iiおよび参照点の光強度Lsを，式 (3.9)と式 (3.10)によりそれぞれ表す。
Ii = (jfmin ¡ f(xˆ ki )j+ 1)¡1 (3.9)
Ls = e
¡°0jjxˆ ks ¡xˆ ki jj
2

















Step 0 : [ 準備 ]
最大反復回数 kmax，探索点数m，各パラメータ¯0; °; °0; ®0; ´を定める。反復回数
k = 1とする。
Step 1 : [ 初期化 ]
実行可能領域X内に乱数を用いて各探索点xi1(i = 1; 2; ¢ ¢ ¢ ; m)をランダムに
生成する。xˆ 1i = xi1として，解を保存する。i = 1とする。
Step 2 : [ 光強度に基づく解のランキング]
解 xˆ ki の光強度 Ii，xˆ ki を基準とする他の解 xˆ ks (s = 1; 2; ¢ ¢ ¢ ;m)の光強度Lsを計
算する。
fmin = minff(xˆ kj ) j j = 1; 2; ¢ ¢ ¢ ;mg
Ii = (jfmin ¡ f(xˆ ki )j+ 1)¡1
Ls = e
¡°0jjxˆ ks ¡xˆ ki jj
2
(jfmin ¡ f(xˆ ks )j+ 1)¡1
解 xˆ ks を光強度Lsの非減少順に並び替える。
Step 3 : [ 探索点の移動 ]
Ii < Lsを満たす xˆ ks が存在する場合，s = 1とおく。Ii < Lsならば，探索点xik




k + ¯ki (xˆ
k
s ¡ xik) + ®r
¯ki = ¯0e
¡°jjxˆks¡xikjj2 ; ® = ®0´k
また，r 2 [¡0:5; 0:5]nは一様乱数ベクトルを表す。s := s+ 1とする。以上の操作
を s = mまで繰り返す。




Step 4 : [ 探索点の更新 ]
i = mならば，全ての探索点xikを評価し，更新する。さらに，解 xˆ k+1i を保存す
る。さもなければ，i := i+ 1とし，Step 2へ戻る。
xi
k+1 = xi
k; xˆ k+1i = xi
k (i = 1; 2; ¢ ¢ ¢ ;m)
Step 5 : [ 終了判定 ]
k = kmaxならば，終了する。さもなければ，k := k + 1; i = 1として Step 2へ
戻る。
















































(f) k = 100
図 3.5: 距離を考慮した光強度に基づく優良解集合探索手法による探索の推移
(¯0 = 1:0; ° = 0:3; ®0 = 0:1; ´ = 1:0)








タについて考察する。式 (3.11)，式 (3.13)より，Fireﬂy Algorithmの移動する探索点 xki
は目的関数値の良い解 xks を参照し，参照された解 xks へ向かう差分ベクトルを生成する。
さらに，式 (3.14)の ¯ki は探索点間の距離 kxks ¡ xki kに応じて変化して移動量を調整する。




探索点の移動量を変化させる ¯ki が重要になると考える。Fireﬂy Algorithmを最初に提案
した文献［26］によれば，式 (3.14)において¯0 = 1:0が推奨値とされているため，¯ki に影響
する唯一のパラメータとなる °が重要であるといえよう。さらに，kxks ¡ xki kに応じた ¯ki
の分布の形状が °の値により大きく変化することが図 3.6よりわかる。従って，各探索点


















図 3.6: ¯ki の分布
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Step 0 : [ 準備 ]
最大反復回数 kmax，探索点数m，各パラメータ ¯0; °; ®0; ´;K; cを定める。反復回
数 k = 1とする。
Step 1 : [ 初期化 ]
実行可能領域X内に乱数を用いて各探索点xi1(i = 1; 2; ¢ ¢ ¢ ; m)をランダムに
生成する。また，xˆ1i = xi1とし，探索点情報を保存する。
Step 2 : [ 光強度に基づく探索点のランキング]
光強度 Ii(i = 1; 2; ¢ ¢ ¢ ;m)を更新する。
fmin = minff(xjk)jj = 1; 2; ¢ ¢ ¢ ;mg
Ii = (jfmin ¡ f(xik)j+ 1)¡1 (3.11)
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各探索点を Ii の非減少順に並び替え，xˆki = xik(i = 1; 2; ¢ ¢ ¢ ;m)とおく。また，
i = 1; s = 1とおく。




°ki = c=jjLkbest ¡ xki jj2 (3.12)
Step 4 : [ 探索点の移動 ]
Ii < Isならばxikを移動し，s := s+ 1とする。
xi
k := xi
k + ¯ki (xˆ
k




; ® = ®0´
k (3.14)
また，r 2 [¡0:5; 0:5]nは一様乱数ベクトルを表す。さもなければ，移動を行わず
s := s+ 1とする。以上の操作を s = m¡ 1まで繰り返す。
Step 5 : [ 光強度の最も強い探索点の移動 ]









k; xˆk+1i = xi
k
Step 7 : [ 終了判定 ]
k = kmaxならば終了する。さもなければ k := k + 1としてStep 2に戻る。
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提案手法では各クラスタを検出するために，代表的なクラスタリング手法の１つである
k-means法［29］を用いる。式 (3.16)より，jjLbest ¡ xki jjが小さいならば °ki を大きくする
ことで，kxˆks ¡xki kに対する ¯ki の変化を急峻にする。また，jjLbest¡xki jjが大きいならば
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【距離を考慮した光強度とクラスタ情報の活用に基づく優良解集合探索手法】
Step 0 : [ 準備 ]
最大反復回数 kmax，探索点数m，各パラメータ ¯0; ®0; ´;K; c0; cを定める。反復
回数 k = 1とする。
Step 1 : [ 初期化 ]
実行可能領域X内に乱数を用いて各探索点xi1(i = 1; 2; ¢ ¢ ¢ ; m)をランダムに
生成する。xˆ 1i = xi1として，解を保存する。i = 1とする。




°k0i = c0=jjLkbest ¡ xki jj2 (3.15)
°ki = c=jjLkbest ¡ xki jj2 (3.16)
Step 3 : [ 光強度に基づく解のランキング]
解 xˆ ki の光強度 Ii，xˆ ki を基準とする他の解 xˆ ks (s = 1; 2; ¢ ¢ ¢ ;m)の光強度Lsを計
算する。
fmin = minff(xˆ kj ) j j = 1; 2; ¢ ¢ ¢ ;mg
Ii = (jfmin ¡ f(xˆ ki )j+ 1)¡1
Ls = e
¡°ki0jjxˆ ks ¡xˆ ki jj
2
(jfmin ¡ f(xˆ ks )j+ 1)¡1
解 xˆ ks を光強度Lsの非減少順に並び替える。
Step 4 : [ 探索点の移動 ]




k + ¯ki (xˆ
k
s ¡ xik) + ®r




; ® = ®0´
k
また，r 2 [¡0:5; 0:5]nは一様乱数ベクトルを表す。s := s+ 1とする。以上の操作
を s = mまで繰り返す。




Step 5 : [ 探索点の更新 ]
i = mならば，全ての探索点xikを評価し，更新する。さらに，解 xˆ k+1i を保存す
る。さもなければ，i := i+ 1とし，Step 2へ戻る。
xi
k+1 = xi
k; xˆ k+1i = xi
k (i = 1; 2; ¢ ¢ ¢ ;m)
Step 6 : [ 終了判定 ]














行可能領域内にx¤以外の局所的最適解を含まず，y = x¤(8± ¸ 0^8" > 0)となる。また，








Triple-Sphere min(fsph0; fsph1; fsph2)
Quadruple-Sphere min(fsph1; fsph2; fsph3; fsph4)





















A [2:5; 2:5; ¢ ¢ ¢ ; 2:5; 2:5]
B [2:5;¡2:5; ¢ ¢ ¢ ; 2:5;¡2:5]
4.2 Fireﬂy Algorithmの評価
4.2.1 実験条件
実験条件として，最大反復回数 kmax = 500，探索点数m = 200とした。パラメータ ¯0
については推奨値である ¯0 = 1:0とし，パラメータ °については 0:01 » 0:10の範囲で
0.01ずつ，0:10 » 1:0の範囲で 0.10ずつ，計 20通りに変化させた。また，th = 0:1とし
た。上述の条件の下，´ = 1:00，®0 = 0:10の場合および ´ = 0:99，®0 = 0:50の場合につ
いて実験を行った。最も優れたMeanを与えた条件および結果については太字で示す。
4.2.2 実験結果
表 4.2～表 4.5に，®固定の場合（´ = 1:0）の実験結果を示す。実験結果から，Fireﬂy
Algorithmにより優良解集合（本実験では相互の距離が離れた複数の大域的最適解）を獲得




































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































（LIIFA: Light Intensity Improved Fireﬂy Algorithm）について，より多くの優良解集合
を探索する性能を比較する。共通の実験条件として，最大反復回数 kmax = 500，探索点数
m = 200とした。さらに，パラメータ ¯0は共通の値を使用し，推奨値である ¯0 = 1:0と
した。パラメータ °については，0:01 » 0:10の範囲で 0.01ずつ，0:10 » 1:0の範囲で 0.10
ずつの計 20通りに変化させ，最も優れたMeanを与えた結果を比較した。LIIFAにおける
固有のパラメータ °0については °と同じ値（°0 = °）とした。また，th = 0:1とした。こ
れら共通の実験条件の下，´ = 1:00，®0 = 0:10の場合，および ´ = 0:99，®0 = 0:50の場
合について実験を行った。
4.3.2 事前実験












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































第 4章 数値実験 56
4.3.3 実験結果
表 4.18～表 4.21にFAとLIIFAを比較した数値実験結果を示す。ベストパラメータ，各
ベンチマーク関数が有する優良解の数N も併せて示す。表 4.18，表 4.19から ®が固定の
場合には，いずれの条件でも LIIFAがFAと同等，もしくはより多くの優良解を探索して
いることがわかる。表 4.20，表 4.21から®を減少スケジューリングさせる場合には，多く









































第 4章 数値実験 58
表 4.18: 数値実験結果（Double-Sphere，Triple-Sphere，´ = 1:00，®0 = 0:10）
Functions n
Best Results Best Parameters (°)




Worst 2.00 2.00 0:01 » 0:09





Double-Sphere Worst 1.00 2.00
0:03 » 0:10












Worst 3.00 3.00 0:06 » 0:09





Triple-Sphere Worst 1.00 3.00
0:06 » 0:10
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表 4.19: 数値実験結果（Quadruple-Sphere，Quintruple-Sphere，´ = 1:00，®0 = 0:10）
Functions n
Best Results Best Parameters (°)




Worst 4.00 4.00 0:03 » 0:09





Quadruple-Sphere Worst 1.00 4.00
0:06 » 0:10



















Quintruple-Sphere Worst 1.00 5.00
0.10




Worst 1.00 1.00 0:01 » 0:09
0.05
Mean 1.00 1.84 0:10 » 0:30
S.D. 0.00 0.89
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表 4.20: 数値実験結果（Double-Sphere，Triple-Sphere，´ = 0:99，®0 = 0:50）
Functions n
Best Results Best Parameters (°)




Worst 2.00 2.00 0:01 » 0:09





Double-Sphere Worst 2.00 2.00
0:02 » 0:10












Worst 1.00 3.00 0:06 » 0:09





Triple-Sphere Worst 1.00 3.00
0:10
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表 4.21: 数値実験結果（Quadruple-Sphere，Quintruple-Sphere，´ = 0:99，®0 = 0:50）
Functions n
Best Results Best Parameters (°)




Worst 2.00 4.00 0:03 » 0:09





Quadruple-Sphere Worst 2.00 4.00
0:06 » 0:10



















Quintruple-Sphere Worst 1.00 5.00
0.10
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4.4 クラスタ情報の活用に基づく優良解集合探索手法の評価
4.4.1 実験条件
オリジナルの Fireﬂy Algorithm（FA）とクラスタ情報を活用した手法（CFA: Cluster
Fireﬂy Algorithm）に共通する実験条件として，探索点数m = 50，最大反復回数kmax = 500，
th = 0:5とする。FAとCFAのパラメータは，¯0 = 1:0，®0 = 0:05，´ = 1:0とした。さ
らに，FAにおける °は 0:01 » 1:0の範囲で 20通りに変化させ，最も優れたMeanを与え





ラスタ間の分散（BGSS：Between-Group Sum of Squares）とクラスタ内の分散（WGSS：
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表 4.22: 数値実験結果（Quadruple-Sphere）
Functions n











Quadruple-Sphere Worst 1.00 2.00










































図 4.1: BGSSとWGSSの推移（Quadruple-Sphere, n = 10）





する手法（LIICFA）を比較する。探索点数m = 200，最大反復回数 kmax = 500，th = 0:5
を共通の条件とした。FA・CFA・LIICFAのパラメータは¯0 = 1:0，®0 = 0:1，´ = 1:0と
した。さらに，FAにおける °は 0:01 » 1:0の範囲で 20通りに変化させ，最も優れたMean
を与えた結果を比較する。また，CFA固有のパラメータはK = 4，c = 10とし，LIICFA
のパラメータは c = 10; c0 = 1とした。ベンチマーク関数はQuadruple-Sphereを用いた。
4.5.2 実験結果












Best 4.00 4.00 4.00
Worst 4.00 4.00 4.00
Mean 4.00 4.00 4.00
S.D. 0.00 0.00 0.00
5
Best 4.00 4.00 4.00
Worst 4.00 3.00 4.00
Mean 4.00 3.78 4.00
Quadruple-Sphere S.D. 0.00 0.42 0.00
N = 4
10
Best 4.00 4.00 4.00
Worst 1.00 2.00 3.00
Mean 2.44 2.86 3.96
S.D. 0.73 0.76 0.20
15
Best 3.00 4.00 4.00
Worst 1.00 1.00 3.00
Mean 2.08 2.32 3.94
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Step 0 : [ 準備 ]
クラスタ数Kと終了条件 tを定める。反復回数 k = 1とする。
付録B k-means法のアルゴリズム 82
Step 1 : [ 初期配置 ]
探索点群からK個の探索点をランダムに選択し，各クラスタC1` (` = 1; 2; ¢ ¢ ¢ ; K)
の重心Gk` とする。
Step 2 : [ クラスタへの割り当て ]
各探索点 xi(i = 1; 2; ¢ ¢ ¢ ;m)を，それと最も近い重心Gk` を持つクラスタCk` に割
り当てる。
Step 3 : [ クラスタ重心の再計算 ]
















Error · tならば終了する。さもなければ，k := k + 1としてStep2へ戻る。
本論文では，tの値を 10¡6として数値実験を行った。また，k-means法では使用者がク
ラスタ数をあらかじめ設定する必要があるが，これが必要ない x-means法［33］が提案され
ているため，研究を進めるにあたりクラスタリング手法を用いる際には参考にされたい。
