An intercomparison of the algorithms used to retrieve aerosol extinction and backscatter starting from Raman lidar signals has been performed by 11 groups of lidar scientists involved in the European Aerosol Research Lidar Network ͑EARLINET͒. This intercomparison is part of an extended quality assurance program performed on aerosol lidars in the EARLINET. Lidar instruments and aerosol backscatter algorithms were tested separately. The Raman lidar algorithms were tested by use of synthetic lidar data, simulated at 355, 532, 386, and 607 nm, with realistic experimental and atmospheric conditions taken into account. The intercomparison demonstrates that the data-handling procedures used by all the lidar groups provide satisfactory results. Extinction profiles show mean deviations from the correct solution within 10% in the planetary boundary layer ͑PBL͒, and backscatter profiles, retrieved by use of algorithms based on the combined Raman elastic-backscatter lidar technique, show mean deviations from solutions within 20% up to 2 km. The intercomparison was also carried out for the lidar ratio and produced profiles that show a mean deviation from the solution within 20% in the PBL. The mean value of this parameter was also calculated within a lofted aerosol layer at higher altitudes that is representative of typical layers related to special events such as Saharan dust outbreaks, forest fires, and volcanic eruptions. Here deviations were within 15%.
Introduction
Atmospheric aerosols, which originate both from natural sources and from human intervention, considerably affect the Earth's radiation balance, 1, 2 and they are considered to be one of the major sources of uncertainty in climate forcing predictions. For this reason, information on their global distribution, their vertical and horizontal extent, and their time of residence in the atmosphere are necessary.
The European Aerosol Research Lidar Network ͑EARLINET͒ is the first European network of 22 advanced lidar stations operating to provide a quantitative climatological database of the horizontal, vertical, and temporal distribution of aerosols over Europe. [3] [4] [5] [6] Lidars are powerful tools for providing quantitative measurements of the optical properties of aerosols with high spatial and temporal resolution and with a high level of accuracy. In particular, the use of combined Raman elastic-backscatter lidar permits the independent measurement of aerosol extinction and backscatter as a function of height. 7, 8 It has long been known that the elastic-backscatter lidar system is limited by the fact that only one signal is measured, whereas two parameters, backscatter and extinction, determine the lidar signal. 9 Three methods have been demonstrated to provide independent aerosol extinction measurements: highspectral-resolution lidar, 10 Raman lidar 7, 8 and multiple zenith-angle measurements. [11] [12] [13] The Raman and the high-spectral-resolution techniques both rely on the detection of a pure molecular backscatter signal, but the latter requires a much higher technical effort to suppress aerosol backscattering. For reasons of technical practicability, the preferred method within the EARLINET is a combination of Raman and elastic scattering at one emission wavelength near 355 nm. A large effort on the part of the EARLINET community has been devoted to upgrading the Raman capability. At present, nine lidar stations are able to perform measurements of nitrogen Raman scattering in the UV simultaneously with elastic backscatter. One of these lidar stations ͑at Leipzig͒ is also able to measure nitrogen Raman scattering in the visible domain.
The Raman lidar technique has been widely and successfully used for measurements of aerosol extinction. The Raman lidar technique is also used for operational lidar systems with automated data analysis. 14 The most critical part of this method arises from the need to calculate the derivative of the logarithm of the ratio between the atmospheric number density and the range-corrected lidar-received power in conjunction with data averaging and handling operations. Much care is needed in data-averaging and -handling operations to prevent miscalculation in the estimation of both the aerosol extinction coefficient and the statistical error.
Because of the importance of the Raman technique, data simulations to test and to improve Raman algorithms used by each group of scientists within the EARLINET network have been prepared. 4, 15 Furthermore, the simulations serve to draw attention to special problems, such as appropriate averaging and error determination, in the analysis of Raman lidar data.
In this paper we present the results of an intercomparison of the algorithms used for retrieving aerosol extinction and backscatter by use of a Raman lidar, performed by the 11 groups of scientists within EARLINET whose locations are listed in Table 1 . All these groups, except for the Neuchâ tel and Barcelona groups that participated in this intercomparison with the intention to upgrade their systems with a Raman channel in near future, have a lidar system with a Raman channel. Algorithms used for the Raman extinction retrieval were tested with synthetic lidar data, with realistic experimental conditions that are common for most of the groups and with realistic aerosol load and properties taken into account.
This paper is the third in a sequence of papers about aerosol lidar intercomparisons in the framework of the EARLINET. These intercomparison experiments were performed to produce a high-quality standard of data originating from different systems within the network. The results of the instrument intercomparison were published in part one of the series, 5 and those related to the aerosol backscatter algorithm intercomparison, starting from elastic lidar signals, were published in part two. 6 This paper completes the algorithm intercomparison experiment, with an intercomparison of the algorithms for the independent retrieval of both aerosol extinction and backscatter starting from Raman and elastic lidar signals. The paper is organized as follows: In Section 2 a brief description of the Raman method is presented. Section 3 is devoted to a discussion of the data analysis applied for retrieving the aerosol extinction coefficient, including data han- dling, sources of error, and calculation of the effective spatial resolution. In Section 4 the simulation used for the intercomparison is described. In Section 5 the results from the various participating teams of scientists are presented and discussed: Besides the deviations between the retrieved aerosol extinction profiles and the initial profile used in the simulation, the results of the intercomparison of the retrieved aerosol backscatter profiles obtained by use of the combined Raman elastic-backscatter lidar method and of the lidar ratio profiles obtained from the independent retrieval of the aerosol extinction and backscatter profiles are reported, as well.
Methodology
Raman scattering is an inelastic pure molecular scattering 16 that has been successfully used in lidar remote-sensing techniques since the late 1960s. [17] [18] [19] In a Raman lidar, wavelength R of the scattered light is shifted with respect to emitted laser wavelength L , and such a shift depends on the scattering molecule. 16 For detection of the Raman scattering of a gas with known atmospheric density, such as nitrogen or oxygen, the backscatter coefficient in the Raman lidar equation is known, and only the aerosol extinction and its wavelength dependence remain as unknowns. 7 The Raman lidar equation can be written as
where P͑ R , z͒ is the power received from distance z at Raman wavelength R , P͑ L ͒ is the emitted power at wavelength L , C R ͑z͒ is a function that depends on the overlap function and on all the rangeindependent system parameters, ␤ R ͑, z͒ ϭ N͑z͒ R ͑͒ is the Raman backscatter coefficient, where N͑z͒ is the atmospheric number density of the Raman scatterer and R ͑͒ is the Raman backscatter cross section, ␣ is the range-dependent total volumetric extinction coefficient at wavelengths L and R , and is the range integration variable. Assuming a wavelength dependence of the aerosol extinction ␣ aer ϰ Ϫk , the Raman lidar equation can be solved for the aerosol extinction at the emitted laser wavelength 7 as
where d R ͑͒͞dz ϭ 0 has been used. The molecular extinction can be calculated from Rayleigh scattering coefficients and atmospheric number density profiles retrieved from models or radiosonde measurements.
With the detection of the Raman scattered light, independent aerosol extinction profiles can be determined. One can also use this information to derive the aerosol backscatter without any assumption about the extinction-to-backscatter ratio ͑lidar ratio͒, 20 which is an important parameter because it is directly related to the microphysical properties of the particles. One then calculates the backscatter profile by forming the ratio of the elastic and the Raman backscattered signals at height z and at a calibration height z 0 , with an assumption about the reference value of the aerosol backscatter at height z 0 , ␤ aer ͑z 0 ͒. [21] [22] [23] 
Data Analysis
In the analysis of Raman lidar measurements of aerosol extinction ͓Eq. ͑2͔͒ it is necessary to calculate the derivative of the logarithm of the ratio between the atmospheric number density and the range-corrected lidar-received power. The statistical fluctuations of the Raman lidar signal can produce large fluctuations in the derivative and thus in the aerosol extinction profile. Therefore the employment of datasmoothing techniques is generally necessary.
Several methods such as data binning, sliding averages, Kaiser filters, 24 and Savitsky-Golay filters 25 are usually employed for handling lidar signals. A further method is the calculation of the derivative by means of the least-squares technique, after the logarithmic function in Eq. ͑2͒ has been approximated with a first-or -second order polynomial within a height range. 26 It is important to note, however, that the application of a particular method of data handling influences not only the final result but also the spatial resolution and the error.
A. Errors
For calculation of the aerosol extinction coefficient it is important to consider the main sources of uncertainties, which are as follows:
͑a͒ The statistical error that is due to signal detection, 26 ͑b͒ The systematic error associated with the estimate of temperature and pressure profiles, 8, 27, 28 ͑c͒ The systematic error associated with the estimate of the ozone profiles in the UV, 8 ͑d͒ The systematic error associated with wavelength-dependence parameter k, 8, 26, 29, 30, 31 ͑e͒ The systematic error associated with multiple scattering, 8, 26, 32 ͑f ͒ The error introduced by data-handling procedures such as signal averaging during varying atmospheric extinction and scattering conditions. 8, 33 In this paper we present an intercomparison of several algorithms for the retrieval of aerosol extinction starting from synthetic data, and for this reason only statistical errors that are due to signal detection are taken into account; all the systematic effects are neglected. For this intercomparison, each lidar group provided profiles with their corresponding er-rors, which were calculated by analytical or numerical techniques. Analytical calculation is performed by application of the error propagation rules in Eq. ͑2͒. When complicated or nonlinear data-handling procedures are applied, a numerical procedure based on a Monte Carlo technique could be useful. This procedure is based on the random extraction of new lidar signals, each bin of which is considered a sample element of a given probability distribution with the experimentally observed mean value and standard deviation. The extracted lidar signals are then processed with the same algorithm to produce a set of solutions from which the standard deviation is calculated as a function of height. Using both analytical and numerical procedures will produce an error that will depend on the noise of the signal and on the particular algorithm used.
B. Effective Spatial Resolution
As was mentioned at the beginning of this section, the application of a particular procedure of data-handling influences the effective spatial resolution. In fact, even if the retrieved extinction profile presents the same spatial resolution as do the raw Raman lidar data, the data-handling procedures that are included in the algorithm used to retrieve aerosol extinction produce a loss of information that results in lower spatial resolution, which we call the effective spatial resolution. To test the effective spatial resolution for the algorithm used, we use a step function method. This method checks the ability to resolve two narrow and well-separated structures in the aerosol extinction profile. In this method an ideal synthetic Raman lidar signal is generated; an aerosol extinction profile that equals zero everywhere except at two heights is used as input data. The synthetic Raman lidar signal shows a step structure, with two jumps that coincide with the two heights where the aerosol extinction is different from zero. By selecting the type of data handling and changing the distance between the two peaked structures in the aerosol extinction profile it is possible to check the minimum distance for which the two retrieved peaks are resolved according to the Rayleigh criterion 34 that is commonly used in spectroscopy to decide when two neighboring spectral lines can be considered resolved. This minimum distance is the effective spatial resolution of the retrieved aerosol extinction profile. Figure 1 shows the application of the step function method. Figure 1͑a͒ shows an aerosol extinction profile that is equal to zero everywhere except at a number of heights where peaks are present. The aerosol extinction profile in the figure has a spatial resolution of 15 m and consists of 5 pairs of peaks that are separated by 5, 6, 7, 8, and 9 points, which correspond to 75, 90, 105, 120, and 135 m, respectively. The same figure also shows the corresponding nitrogen Raman lidar signal simulated at 355 nm and characterized by steps that coincide with the peaks of the aerosol extinction profile. In Fig. 1͑b͒ the results of the application of the sliding linear fit algorithm to the synthetic Raman lidar signal are illustrated: 5-, 7-, and 9-point sliding linear fits have been applied. For example, the 9-point sliding linear fit is able to resolve perfectly the two peaks separated by 135 m ͑from 1.4 to 1.6 km of height͒, and it is also able to resolve the two peaks separated by 120 m ͑1 to 1.2 km of height͒ according to the Rayleigh criterion, but it is not able to resolve the two peaks separated by 105 m ͑0.7 to 0.9 km of height͒; therefore the effective resolution of the 9-point sliding linear fit is 120 m. In the same way, Fig. 1͑b͒ shows that the 7-point sliding linear fit is able to resolve all the peaks up to the minimum separation of 90 m ͑from 0.4 to 0.6 km of height͒; therefore, in this case, the effective spatial resolution is 90 m. The 5-point sliding linear fit is able to resolve all the peaks of the aerosol extinction because the minimum separation of the peaks in this example is just 75 m, corresponding to 5 points.
It is important to note that the effective spatial resolution is always better than the expected resolution, based just on the number of points used in the data-smoothing procedure: In fact, in the 9-point sliding linear fit the effective resolution is 120 instead of 135 m, and for the 7-point sliding linear fit the effective resolution is 90 instead of 105 m. This technique was used by all the lidar groups to retrieve the effective spatial resolution of the solutions in the intercomparison.
Intercomparison of the Raman Lidar Algorithms
The main goal of the Raman algorithm intercomparison experiment is to test the algorithms used by each group within the EARLINET network for the retrieval of the aerosol extinction profile starting from nitrogen Raman lidar signals. This intercomparison experiment has the further purpose of testing the algorithm used for the independent retrieval of the aerosol backscatter and of the lidar ratio. For this purpose, synthetic Raman and elastic lidar signals were generated, with typical experimental conditions and realistic aerosol properties and load taken into account. The intercomparison was blind, to reproduce real conditions in which the solution is not known but also to prevent any possible influence on the groups in their retrieval of the results.
Synthetic elastic and Raman lidar signals at 355 and 532 nm were calculated with a lidar simulation model designed by the Institute for Tropospheric Research, Leipzig, Germany. Temperature, pressure, extinction, backscatter, and lidar ratio profiles, as shown in Fig. 2 , were used as input data. In the temperature profile an inversion is present at ϳ1.5 km of altitude, with a corresponding peak in the extinction and backscatter profiles. In the lower height range, aerosol is present up to ϳ2 km of altitude, which is representative of a typical aerosol load in a well-developed planetary boundary layer. 5 From 3.5 to 4 km, a lofted layer is simulated. The wavelength-dependence parameter, k, was set to 1.8 for the entire profile. Synthetic elastic and Raman lidar signals were simulated for a 20-Hz laser system and an acquisition system with a maximum photon counting rate of 20 MHz, which would result in a maximum number of 4800 counts per range bin in a 2-min profile with a spatial resolution of 15 m. The fixed maximum counting rate of 20 MHz leads to synthetic Raman lidar signals with a typical signal- to-noise ratio of ϳ5 at 2 km of altitude and of less than 2 at altitudes above 4 km. For this intercomparison, a series of 15 profiles with 2400 laser shots each ͑corresponding to a temporal average of 30 min͒ and with a spatial resolution of 15 m was generated for each wavelength. All these conditions produce an overall lidar signal with a typical signal-to-noise ratio ͑SNR͒ of ϳ20 at 2 km of altitude and of less than 10 at altitudes above 4 km. In this case, typical statistical errors, which are due to the signal, are ϳ5% and ϳ4% at 2 km of altitude at 355 and 532 nm, respectively, and ϳ15% and ϳ9% at altitudes above 4 km at 355 and 532 nm, respectively. These statistical errors produce errors in the retrieved aerosol extinction profiles that are typically ϳ25% at 2 km of altitude and ϳ40% at 4 km of altitude, depending on the Raman algorithm used and on the spatial resolution. For the aerosol backscatter these errors are typically ϳ20% at 2 km of altitude and ϳ30% at 4 km of altitude. In the simulation, an incomplete overlap of laser beam and receiver field of view below 300 m was introduced.
The intercomparison was performed in two stages. For the first stage ͑Stage I͒, only the synthetic Raman and elastic lidar signals were distributed, without any further information except for the ground values of temperature and pressure ͑T ϭ Ϫ2°C, P ϭ 1025 hPa͒. In Stage I, each lidar group was asked to provide extinction and backscatter profiles up to 6-km height and lidar ratio profiles up to 4-km height for each wavelength ͑355 and 532 nm͒. In this stage the main goal was to test the accuracy of the algorithms used by all the groups for the retrieval of aerosol extinction and backscatter in typical measurement The second stage of the intercomparison ͑Stage II͒ has been devoted to studying the differences in the results obtained with the various algorithms used. For this purpose, more constraints in this stage have been imposed: All systematic effects have been excluded and the atmospheric model ͑temperature and pressure profiles͒, the wavelength dependence, and the effective spatial resolution were fixed. With these constraints, the differences in the results for aerosol extinction, backscatter, and lidar ratio as well as for error calculation have to be ascribed only to the differences in the algorithms. For Stage II the following information was distributed:
• Wavelength dependence parameter k ϭ 1.8, • Input pressure and temperature profiles, as given in Fig. 2, and • Reference value for the backscatter at both 355 and 532 nm ͑8.63 ϫ 10 Ϫ9 and 5 ϫ 10 Ϫ9 m Ϫ1 sr Ϫ1 in Each group used the step function method introduced in Section 3 to verify the effective spatial resolution produced by its own analysis algorithm.
To perform a quantitative evaluation of the quality of the various algorithms presented in Section 5, we considered two statistical estimators ͑parameters͒: weighted mean deviation and weighted mean quadratic deviation between the retrieved profiles and the solution, defined as mean deviation ϭ ͳ
mean quadratic deviation ϭ ͫͳͩ
where x i and s i are the values of the retrieved solution and of the solution profile ͑simulated signal input profiles͒, respectively, at height z i and w means weighted, where for weight we considered the statistical error related to x i . The mean deviation gives an evaluation of the mean difference between the results and the solution in a fixed height range, whereas the mean quadratic deviation gives an evaluation of the mean fluctuation of the results around the solution in a fixed height range.
This intercomparison can be regarded as successful if the deviations between the retrieved profiles and the solutions are below the maximum allowed deviations as fixed within the EARLINET for the instrument intercomparison experiment. 4, 5 These limits can be adopted here also, because the noise level added to the synthetic lidar signals used for this intercomparison has been fixed such that the mean deviations from the solutions are expected to be within these limits.
Intercomparison Results

A. Aerosol Extinction
In Table 1 , all the groups of scientists who participated in this intercomparison are listed by location, along with the Raman algorithm used. Figure 3 shows the extinction profiles provided by the various groups at both 355 and 532 nm for Stage I, compared with the solution, which is shown as a darker curve. As we said in Section 4, these results were obtained without any further information. Each group assumed pressure and temperature profiles and a specific value for parameter k. All groups provided extinction profiles with different spatial resolutions, which are listed in Table 2 . In the first height range, up to 2000 m, differences among the extinction profiles are within 20%, and no significant bias was observed for either wavelength. In the height range 3000 -4400 m, where an aerosol layer is present in the solution, differences among the extinction profiles are typically within 20% again. In Fig. 3͑c͒ the relative mean and the quadratic deviations between the extinction coefficients and the solution are given for both wavelengths in the 350 -2000-m height range, which is representative of the planetary boundary layer, and in the 3000 -4400-m height range where an aerosol layer is present. Mean deviations are within 15% in the 350 -2000-m height range and within 20% in the 3000 -4400-m height range at both wavelengths for most of the lidar stations. These results are consistent with the statistical errors, which, although there is a large variability for each group, are on average within 25% for the first height range and reach as much as 50% in the second height range at both 355 and 532 nm. Large errors in the second height range are strictly related to the low SNR level of ϳ10, with respect to the mean SNR of ϳ70 in the 350 -2000-m height region, whereas the differences in the errors for each group have to be ascribed to the use of different spatial resolutions. Figure 3͑c͒ also shows that different algorithms and different altitude resolutions provide similar mean quadratic deviations for most of the groups for both wavelengths and height ranges. The absolute mean deviations between the extinction coefficients and the solution for both wavelengths and for each station are listed in Table 3 for Stage I. Results obtained for Stage I meet the requirements fixed within the EAR-LINET 4, 5 ; the mean relative deviations are within 20% for most of the stations, and the absolute mean deviations are always less than 5 ϫ 10 Ϫ5 m
Ϫ1
, also in the height range 2000 -3000 m, which is representative of a region with a low aerosol load. Figure 4 shows the results for Stage II, where all the ancillary information has been provided to all groups and the effective spatial resolution has been fixed. Here the differences among the extinction profiles are within 10% and 20% in the 350 -2000 and in the 3000 -4400-m height ranges, respectively, except at three stations ͑Athens, Barcelona, Thessaloniki͒ for which in some points they are as much as 40%. With respect to Stage I, in this case, when the effective spatial resolution has been fixed, both mean and quadratic deviations are similar for the groups that use similar Raman algorithms such as a sliding linear least-squares fit, a second-order SavitzkyGolay digital filter, and a sliding average. In a quadratic fit, a polynomial fit, and a least-squares fit, the results in terms of mean deviations and quadratic deviations seem to be worse than for Stage I, and this could be related to the fact that for these kinds of data-processing procedures resolutions of 150 m up to 700 m, 300 m up to 1900 m, and 735 m above 1900 m, fixed for this intercomparison, were not the best choices because mean deviations and quadratic deviations depend strongly on the effective spatial resolution that is related to the number of points used in the fitting procedure. On average, statistical errors are within 20% in the first height range and within 30% in the second height range for both wavelengths; in this case errors are quite similar for each group because of the common fixed spatial resolution. The absolute mean deviations between the extinction coefficients and the solution for both wavelengths and for each station are listed in Table 4 for Stage II. Also for this stage, results meet the requirements fixed within the EARLINET. 4, 5 This intercomparison showed the goodness of all the algorithms used. In particular, no large differences were noted in the aerosol extinction profiles obtained in the two stages of the intercomparison. In the 350 -2000-m height range, some stations ͑Aberystwyth, Athens, Napoli, Neuchâ tel, Thessaloniki͒ underestimated the solution ͓Fig. 3͑c͔͒. The observed bias is a systematic effect caused by the unknown temperature and pressure profiles and wavelength parameter k: An underestimation of 10 K in temperature leads to an overestimation of the Rayleigh correction with a consequent underestimation of the aerosol extinction of a few percent, and the choice of k ϭ 1 instead of k ϭ 1.8 introduces an underestimation of the aerosol extinction of approximately 3-4%; in fact, this bias is no longer present in Stage II ͓Fig. 4͑c͔͒, where these parameters are known. In the 3000 -4400-m height range, a negative bias is present for all groups for both stages because of the application of an average procedure that is necessary in all Raman algorithms for calculating the derivative of the logarithm of the ratio between the atmospheric number density and the range-corrected lidar-received power. Sharp gradients in the aerosol profile, as in our case above 3000-m, are systematically underestimated after vertical signal averaging. This demonstrates that the assumptions of atmospheric pressure and temperature profiles and of wavelength-dependence parameter k generally introduce an uncertainty that is negligible compared with the uncertainty caused by the algorithm and the signal statistics, whereas systematic effects could be predominant in a height region where the lidar SNR is higher. Figure 5 illustrates the aerosol backscatter profiles obtained by each group compared with the solution for Stage I; spatial resolutions are the same as for the extinction calculation. This figure shows rather satisfactory agreement among all groups for both wavelengths, even though in this case no reference values for the backscatter have been provided. Mean statistical errors are ϳ20% in the 350 -2000-m height range and ϳ30% in the second height range at both wavelengths. Figure 5͑c͒ reports the relative mean deviations from the solution and the quadratic deviations for Stage I; mean deviations are typically within 20% in both height ranges for both 355-and 532-nm, with a few exceptions at 355 nm for the 3000 -4400-m height range. The absolute mean deviations between the aerosol backscatter coefficients and the solution for both wavelengths and for each station are listed in Table 5 for Stage I. Figure 6 shows the aerosol backscatter profiles obtained by each group for Stage II, for which the reference values for the backscatter were provided and a common altitude resolution was used. Results show satisfactory agreement in this stage, as well. Mean statistical errors are within 15% in the lower height range and ϳ30% in the upper height range at 355 nm; at 532 nm the errors are ϳ10% in the lower height range and ϳ20% in the upper height range. Figure 6 also illustrates mean deviations and quadratic deviations that show again, as has already been seen for the aerosol extinction intercomparison, similar behavior for the Hamburg, L'Aquila, Lecce, Leipzig, Napoli, Neuchâ tel, and Potenza lidar stations. These similar results are related to the similar data-handling procedures used at the same fixed altitude resolution. The absolute mean deviations are listed in Table 6 . This intercomparison of the algorithms for the backscatter profiles by use of Raman and elastic simulated lidar signals shows that, even without any reference for the backscatter, the retrievals starting from simultaneous Raman and elastic lidar signals are quite good, and this result demonstrates how much more powerful the combination of Raman and elastic lidar is than elastic lidar only. 6 
B. Aerosol Backscatter
C. Lidar Ratio
Lidar ratio profiles were calculated for both stages by use of the corresponding aerosol extinction and backscatter profiles. Quantitative comparisons of the lidar ratio profiles with the solution were performed for both stages up to 2 km, given that at high altitudes the low lidar SNR does not allow for the retrieval of lidar ratio profiles with reasonable statistical errors and fluctuations. Figure 7͑a͒ shows the aerosol backscatter coefficient These results show satisfactory agreement with the solution within the aerosol layer up to 1.6 km, whereas at higher altitudes, at the boundaries of the layer where the aerosol backscatter decreases, deviations from the solution become larger. For both wavelengths, mean deviations from the solution are always within 30%, mean quadratic deviations are within 20%, and statistical errors are within 30%. Figure 8 illustrates the comparison between the lidar ratio profiles for each station at both 355 and 532 nm for Stage II. Mean deviations from the solution are within 20% for each group and for both wavelengths; these values are consistent with the statistical errors that are always within 25% at both 355 and 532 nm. Mean quadratic deviations for the lidar ratio are within 10% for most of the stations at Fig. 8͑c͒ are similar for all stations because of the fixed altitude resolution and also because in this stage more information has been provided. The aerosol layer that is present from 3 to 4.4 km in the simulation ͑Fig. 2͒ is representative of an anomalous aerosol layer that could be related, for example, to forest-fire smoke plumes. It is reasonable in this case to compare the mean values of the lidar ratio in the layer that can be representative of the aerosol type. For this lofted layer the mean lidar ratio values given in Table 7 were calculated in the height region 3600 -3900 m for each station to exclude the boundaries of the aerosol layer in the calculations. These values are in good agreement with the corresponding values of the solution at both 355 and 532 nm; deviations from the solution are 2-15% at 355 nm and 2-12% at 532 nm.
Conclusions
The results of an intercomparison of Raman lidar algorithms involving 11 lidar teams in the framework of the EARLINET network have been presented. The intercomparison has focused mainly on the aerosol extinction evaluation starting from nitrogen Raman lidar signals at two wavelengths and then on the retrieval of aerosol backscatter by use of the combined Raman elastic-backscatter lidar technique. This intercomparison shows that the aerosol extinction evaluation can be accomplished with good accuracy for all participating groups. For Stage I, mean deviations of the retrieved aerosol extinction profiles from the solution were within 15% and 20% in the 350 -2000-and the 3000 -4400-m height ranges, respectively, and, for Stage II were within 10% and 20% in the 350 -2000-and the 3000 -4400-m height ranges, respectively. The errors provided by each group are consistent with what was expected; moreover, all the calculated deviations from the solution were found to be within the expected errors. Results of the intercomparison for the aerosol extinction profiles show also that, with a common fixed spatial resolution, the various Raman algorithms used influenced not the errors but only the mean deviations from the solution.
This intercomparison has shown satisfactory results for the aerosol backscatter coefficient also. Both relative and absolute deviations typically were within the maximum allowed deviations that had been fixed within the EARLINET. This intercomparison shows in particular that, even without any reference value for the backscatter, the retrieval of the aerosol backscatter starting from simultaneous Raman and elastic lidar signals is satisfactory, demonstrating how much more powerful the Raman elastic-backscatter lidar technique is compared with that for which only elastic lidar signals are available.
Finally, the lidar ratio intercomparison has demonstrated the capability of each participating group to obtain lidar ratio profiles in the planetary boundary layer with a mean deviation from the solution within 30% without any ancillary information ͑Stage I͒ and within 20% with additional information ͑Stage II͒. For the lidar ratio, a particular case was also considered: the evaluation of the mean value of this parameter within an aerosol layer at higher altitudes that is representative of typical layers related to special events such as Saharan dust outbreaks, forest fires, and volcanic eruptions. Good results were obtained for this case as well: Mean deviations from the solution were 2-15% at 355 nm and 2-12% at 532 nm.
