In solar euv spectra the He i and He ii resonance lines show unusual behaviour and have anomalously high intensities compared with other transition region lines. The formation of the helium resonance lines is investigated through extensive non-LTE radiative transfer calculations. The model atmospheres of Vernazza, Avrett & Loeser (1981) are found to provide reasonable matches to the helium resonance line intensities but significantly over-estimate the intensities of other transition region lines. New model atmospheres have been developed from emission measure distributions derived by Macpherson & Jordan (1999) , which are consistent with SOHO observations of transition region lines other than those of helium. These models fail to reproduce the observed helium resonance line intensities by significant factors. The possibility that non-Maxwellian electron distributions in the transition region might lead to increased collisional excitation rates in the helium lines is studied. Collisional excitation and ionization rates are re-computed for distribution functions with power law suprathermal tails which may form by the transport of fast electrons from high temperature regions. Enhancements of the helium resonance line intensities are found, but many of the predictions of the models regarding line ratios are inconsistent with observations. These results suggest that any such departures from Maxwellian electron distributions are not responsible for the helium resonance line intensities.
INTRODUCTION
The resonance lines of He i and He ii show unusual behaviour when compared with other strong emission lines in solar euv spectra. Recent results from the Solar and Heliospheric Observatory (SOHO) show that their intensities in coronal holes are factors of 1.5-2.0 smaller than in the quiet Sun (Peter 1999; Jordan, Macpherson & Smith 2001) , while other lines formed at similar temperatures show only very small reductions in intensity. In the quiet Sun, the helium resonance line intensities are at least an order of magnitude too large to be reproduced by emission measure distributions that account for other transition region (TR) lines (Macpherson & Jordan 1999 -hereafter MJ99) . For discussions of earlier observations of the helium resonance lines and attempts to explain them see Hammer (1997) and MJ99. The discrepancies between observations and modelling of the helium lines in the quiet Sun have been taken to imply that some process preferentially enhances the helium resonance line intensities ⋆ E-mail: g.smith2@physics.ox.ac.uk with respect to other lines formed in the transition region in the quiet Sun, and that the enhancement is reduced in coronal holes.
Current evidence suggests that in the quiet Sun the He ii, and to a lesser extent the He i, resonance lines are formed mainly by collisional excitation (see Smith & Jordan 2002 -hereafter Paper I -for supporting references). Because the helium resonance lines have unusually large values of W/kTe, where W is the excitation energy and Te is the electron temperature, their collisional contribution functions are sensitive to excitation by suprathermal electrons. He i and He ii also have long ionization times compared with other transition region species, which may allow departures from ionization equilibrium in helium. Any process exposing helium ions to larger populations of suprathermal electrons than in equilibrium will tend to increase the collisional excitation rates of the helium lines, while lines with smaller W/kTe will be relatively unaffected. MJ99 reported that attempts to model such effects had been generally unsuccessful in explaining the helium resonance line emission relative to other transition region (TR) lines. While a conclusive expla-nation is still lacking, some recent work appears promising (see Paper I). Fontenla, Avrett & Loeser (2002) have extended their earlier work (Fontenla et al. 1993) , performing radiative transfer calculations for hydrogen and helium including the effects of mass-conserving flows as well as ambipolar diffusion and departures from ionization equilibrium. His preliminary results show improved agreement with observations, outflows (of 5-10 km s −1 at T = 10 5 K) producing increases in intensity in the He i and He ii resonance lines of up to an order of magnitude. Inflow models produce self-reversals in the He i 584.3-Å line, whereas observations show the line is more likely to be self-reversed in cell interior regions (e.g. MJ99) where the line shows a blue shift (Peter 1999) . This implies that the models do not yet include all relevant processes. As the models do not include the effects of diffusion on any elements heavier than helium, it is also uncertain as to how successful they will be in explaining the helium line intensities relative to other transition region lines. Jordan (1975 Jordan ( ,1980 suggested two possible enhancement mechanisms dependent on the magnitude of the temperature gradient that might explain the coronal hole/quiet Sun contrast, Munro & Withbroe (1972) having found dT /dh to be an order of magnitude smaller inside coronal holes. The first involves the transport of helium ions up the steep TR temperature gradient, allowing them to be excited at electron temperatures higher than those in equilibrium. Jordan (1980) found that intensity enhancements of up to a factor of 5 could be produced in the He ii 303.8-Å line in the quiet Sun, and a more detailed study by Andretta et al. (2000) suggests similar factors. A further investigation of the process using an improved treatment of the excitation times of the helium ions is reported in Paper I. The analysis was extended to include estimates of the effects on the He i 584.3-Å and 537.0-Å lines. We conclude, as did Andretta et al. (2000) for the He ii line, that current observations are consistent with the process accounting for at least part, and perhaps all, of the enhancement apparently required in the helium resonance lines in the quiet Sun.
A complementary study of the other of Jordan's (1980) suggestions, enhanced collisional excitation by suprathermal electrons of non-local origin, is presented in this paper. Radiative transfer codes usually assume that the electron velocity distribution functions (EVDFs) are Maxwellian throughout the model atmospheres, but observations of the solar wind (e.g. Scudder 1994 ) and numerical studies of the form of the EVDF in the solar transition region suggest that significant departures from Maxwellian distributions may occur. This may result from some acceleration process maintaining a non-Maxwellian distribution in the low TR or chromosphere (Scudder 1992a; Viñas, Wong & Klimas 2000) or from the transport of high energy electrons from the upper TR and corona (Shoub 1983; Ljepojevic & Burgess 1990) . In the second case at least, the influence of the suprathermal electrons would depend on the temperature gradient.
The presence of an enhanced suprathermal electron population would simulate an increase in electron temperature in transitions with excitation energies well above the local thermal energy, and hence lead to larger excitation rates. Transitions with W smaller than the energy at which the suprathermal electron population becomes important would not be affected significantly. Postulated nonMaxwellian EVDFs generally show departures from the local Maxwellian distribution which increase monotonically with energy, so that their effects on ionization rates can be even larger than on line excitation. Essentially the same effect limits the effectiveness of non-thermal transport of helium at temperatures much higher than those of normal line formation. In the case of collisional ionization by non-local suprathermal electrons the effect is a shift of the ionization equilibrium; increased collisional ionization rates raise the population of each ion at lower temperatures. Emission could therefore be increased because it would occur over a larger, more dense region.
In a study of Si iii emission line ratios, Pinfield et al. (1999) claim to have observed both an enhancement of the intensity of the line with the largest value of W/kT and a reduction in peak line formation temperature in the quiet Sun with respect to a coronal hole. In light of the above discussion, this is evidence of excitation by an enhanced suprathermal population of electrons whose importance depends on the temperature gradient in the transition region.
Although the same mechanism has often been suggested to explain the anomalous intensities of the helium resonance lines, few detailed calculations of the possible effects on helium have been made, perhaps because of the difficulty of solving the Boltzmann equation for the EVDF and the equation of radiative transfer simultaneously. Shoub (1983) computed non-Maxwellian collision rates for the ionization of He i and He ii and the excitation of the 584.3-Å and 303.8-A lines, but did not calculate line intensities for comparison with observations. Anderson, Raymond & Ballegooijen (1996) computed intensities for the He ii 303.8-Å line using non-Maxwellian EVDFs, but did not include radiative transfer, and made no study of He i.
In this paper I present the results of radiative transfer calculations for cases of both Maxwellian and nonMaxwellian collisional excitation. The former illustrate the problems found in attempting to model the formation of the helium resonance lines; the latter are used in a study of the observable effects that non-Maxwellian EVDFs might have on He i and He ii lines. The calculations allow an extensive comparison of the predictions of the enhanced excitation mechanism with observations. The atomic and atmospheric models used in the radiative transfer calculations are described in Section 2, and the results of radiative transfer calculations performed with Maxwellian collision rates are presented in Section 3. Section 4 describes how the effects of non-local electrons are simulated. The results of these latter calculations are presented and discussed in Section 5, and the conclusions are summarized in Section 6.
ATOMIC AND ATMOSPHERIC MODELS
The radiative transfer modelling of the solar helium spectrum was carried out using version 2.2 of the multi code (Scharmer & Carlsson 1985; Carlsson 1986 ). This code may be used to solve non-LTE problems in semi-infinite planeparallel one dimensional model atmospheres. In order to calculate an emergent spectrum, the code requires a model atom, a model atmosphere, and a set of abundances (which are used to calculate background opacities -these are generally computed assuming LTE, but in the calculations re-ported here, the opacity due to hydrogen was computed in non-LTE). It also allows the specification of the coronal radiation field as a boundary condition at the upper edge of the model atmosphere.
The model atom
The atomic model used in this study comprises 29 bound levels of He i (1snl 1,3 L terms with principal quantum number n ≤ 5), six bound levels of He ii with n ≤ 6, and the He iii ground state. The atomic data used before modifications were made to incorporate collisional excitation and ionization by non-Maxwellian EVDFs are listed below.
The He i part of the model was initially based on the 30 level He i model of Andretta & Jones (1997) , but using newer and/or more complete data for some of the parameters, and was extended to include He ii. Greater detail was included in the neutral stage, in order to facilitate investigation of the relationships between the 584.3-Å and 537.0-Å lines, which have been observed extensively with SOHO. Previous work by Hearn (1969) and Andretta & Jones (1997) suggested that the formation of these lines depends on a combination of collisional and radiative transitions between many levels, and is not necessarily dominated by either direct collisional excitation or photoionization-recombination (PR). It was therefore important to include as many levels and processes as possible in this part of the model. In He ii most attention was paid to the 303.8-Å resonance line, which also appears in SOHO cds spectra.
The energies of the He i levels are taken from Martin (1987) , averaging over the fine structure in the triplet levels. The fine structure in the triplet terms is not included, which is a valid approximation in the rate equations since the energy separation of the sub-levels is small enough for collisional transitions between them to keep their populations in the proportions of their statistical weights. As noted by Andretta & Jones (1997) , although this assumption may not be valid in the 2p 3 P o term, where the separation of the J-states is greatest, radiative transitions will also tend to populate the sub-levels in the same proportions in the conditions encountered in the atmospheric models used. The energies of the He ii levels are from Kisielius, Berrington & Norrington (1996) for n ≤ 4, from Bashkin & Stoner (1975) for n ≥ 5. States of different l were summed over according to their statistical weights.
Oscillator strengths for most of the allowed transitions in He i are provided by Drake (1996) , while values for the few transitions not covered there are taken from Theodosiou (1987) . The rate for the spin-forbidden electric dipole 1s2p 3 P1 -1s 2 1 S transition is taken from Drake & Dalgarno (1969) , and the two photon rate for the 1s2s 1 S -1s 2 1 S transition is also included, from Bassani & Vignale (1982) . The He ii oscillator strengths are taken to be hydrogenic, using the results of Wiese, Smith & Glennon (1966) .
Stark broadening parameters for He i are from Dimitrijević & Sahal-Bréchot (1984 where available, with the remainder being estimated using the formula of Freudenstein & Cooper (1978) . The Stark widths of Griem (1974) are used for He ii. Van der Waals broadening is treated using the tables of Deridder & Van Rensbergen (1976) , taking advantage of alterations made to multi by Rowe (1996) .
For most of the levels of He i photoionization crosssections are drawn from the Opacity Project database (Seaton 1987) ; they were calculated by Fernley, Taylor & Seaton (1987) . The broadest, most prominent resonances in the cross-sections are represented approximately in the model, particularly in the resonance continuum, as there is some variation of the coronal radiation field in the wavelength range of the resonances. The 4 3 P , 4 1,3 F , 5 3 P , 5 1,3 F , and 5 1,3 G levels of He i are treated as hydrogenic, as are the photoionization cross-sections for He ii (Menzel & Pekeris 1935) .
Photoionization is important in establishing the ionization balance between all three stages of helium and is important in the formation of some of its lines. The effects of coronal radiation shortwards of 504Å are therefore included in the calculation of ionization and recombination rates. The coronal illumination was represented using the solar EUV irradiance model of Tobiska (1991 Tobiska ( ,1993 . The spectrum of radiation at minimum coronal activity was used to give incoming intensities at the solar surface representative of the average quiet corona. Photoionization of He i occurs directly from the ground state, by coronal radiation, and by a twostage process, in which He i triplet states, collisionally excited from the ground, are rapidly photoionized (directly or by successive photoexcitations followed by ionization) by the photospheric radiation field. The importance of this twostage process was recognized in early calculations by Athay & Johnson (1960) and Hearn (1969) , and by Andretta & Jones (1997) , who emphasized how the singlet and triplet systems of He i have quite different roles in the ionization balance. Collisional excitation of singlet levels tends to lead more often to decays back to the ground, to which the singlet levels are strongly connected by the allowed radiative transitions 1snp
1 P o -1s 2 1 S. In the triplet system, the metastable 2 3 S level acts like a ground state, and recombinations to higher triplet levels tend not to lead to cascade decays, but more often result in re-ionization by the photospheric radiation field. Recombinations to singlet states generally result in radiative cascades to the ground.
Collisonal excitation rates between bound levels of He i are calculated, where possible, using the collision strengths of Lanzafame et al. (1993) , as these are valid over a large temperature range. Collision rates in the resonance series are among those calculated using these data. Collision strengths for most of the remaining transitions in He i are provided by Sawey & Berrington (1993) , and gaps are filled using data from Mihalas & Stone (1968) and Benson & Kulander (1972) . Some of these early data are expected only to be correct to an order of magnitude. Collision strengths for bound-bound transitions in He ii are drawn from Aggarwal et al. (1992) for n ≤ 3 and from Aggarwal, Berrington & Pathak (1991) for transitions involving n = 4. The remaining He ii collision strengths are calculated using the expression given by Mihalas & Stone (1968) .
Collisional ionization rates from all levels of He i and He ii are calculated using expressions from Mihalas & Stone (1968) . Older data have been used in preference to newer information because the more recent work is not general enough. Bray et al. (1993) , for example, give the ionization cross-section for only the ground state of He ii; the equivalent cross-section provided by Mihalas & Stone (1968) is in fact very similar, but they also give expressions for ionization from excited states. Dielectronic recombination to He i, for both Maxwellian and non-Maxwellian electron distributions, was investigated in detail (Smith 2000) , but was found to have very little effect on the formation of the 584.3-Å and 537.0-Å lines.
Model atmospheres
Since the detailed physical processes responsible for heating the chromosphere, transition region, and corona remain unknown, most of the atmospheric models suitable for use in radiative transfer calculations are semi-empirical. Their temperature structures are chosen to reproduce observations of spectral lines and continua, rather than being derived from the energy balance ab initio. The VAL model atmospheres (Vernazza, Avrett & Loeser 1981, hereafter VAL) , are successful in many respects and are the most often used solar models of this type. The models were constructed to fit six brightness components (A-F) observed by the Harvard instruments on Skylab. The C component represents the average quiet Sun, and the VAL C model was initially adopted in the present work. The VAL D model, representing the average quiet Sun network, was also tested against observations. The run of temperature against column mass density in both models is shown in Figure 1 . Fontenla et al. (1993) modified the VAL model atmospheres in an effort to improve the physical basis of the models. These new (FAL) models have semi-empirical chromospheric structure based on the VAL models, but have transition regions derived from energy balance considerations including the the effects of ambipolar diffusion of H and He. These models produce results consistent with observations of the hydrogen lines without need for the plateau at about 2 × 10 4 K in the VAL models (see Figure 1 ), but do not reproduce observed helium resonance line intensities well. The FAL models neglect the effects of turbulence (except in the equation of hydrostatic equilibrium), and it is not clear to what extent the steady state diffusion flows in the models are present in the dynamic solar atmosphere. The models also do not include the effects of diffusion on any elements heavier than helium, lines of which must be compared with the helium lines in any explanation of the formation of the latter. These factors suggest that the representation of the transition region in the FAL models is not necessarily superior to that in the semi-empirical VAL models. For these reasons, the VAL models were used in preference to FAL in the present work.
There are some problems with the VAL models. Calculations using the VAL C and D model atmospheres produce intensities in the C ii lines around 1335Å about a factor of six larger than the values observed by MJ99 (Smith 2000 ). This appears to be due to the influence of the 'Lyman α plateau' in the VAL models at about 2 × 10 4 K, which was included in order to put enough material in the appropriate temperature range to reproduce the observed intensities of lines of H and He, particularly the very important H Lyα line. The plateau produces a local peak in the EMD in the temperature range of the formation of both the He i resonance series and the C ii lines. MJ99 found that this peak also causes Si iii line intensities to be over-produced by a factor of at least 2 with respect to their observations. In view of this problem with the VAL models, and in order to make comparisons with MJ99 more meaningful, new model atmospheres were constructed to be consistent with emission measures derived from observed intensities of TR lines of elements other than helium.
The new models were chosen to represent the network rather than cell interior regions. Models of the magnetic field generally show flux tubes confined to the network boundaries at photospheric levels expanding in the chromosphere and TR to fill the atmosphere in the corona (see e.g. Gabriel 1976 ). Such models suggest that network regions may be more reasonably modelled with radial magnetic fields than cell interiors. The effects of non-local electrons would be expected to be greatest where the magnetic field extends directly into the corona. Also, the VAL chromospheric model may not be valid in cell interiors, as the time-dependent models of Carlsson & Stein (1995) suggest that a classical chromosphere with an outward-increasing temperature may not exist in non-magnetic internetwork regions.
The multi code requires, as input for a (static) model atmosphere, the run of mass column density, temperature, electron density, and microturbulent velocity. Below T ∼ 10 4 K these figures were taken directly from the VAL D network model. The transition region and coronal parts of the models were developed from emission measure distributions using methods described by Philippides (1996) and McMurry (1997) . The EMDs used to derive these parts of the new models are described in detail in Paper I and only brief details are repeated here. In the upper TR (above log Te = 5.3), the EMDs were derived assuming energy balance between radiation losses and the divergence of the classical conductive flux from the corona. The coronal emission measures were chosen to fit the EMD to MJ99's observations of Mg ix and Mg x. As discussed in Paper I, this requires pressures higher than were observed by MJ99 in the network, but similar to those in the VAL models. Below log Te = 5.3, the lower transition region of model S was derived directly from MJ99's network EMD. As explained in Paper I, the form of the EMD is uncertain, as the cds and sumer lines could not be observed at the same locations at the same time. A second model was therefore constructed. Model X was made using the EMD derived from HST observations of the G8 V star ξ Boo A, scaled to the minimum of the MJ99 network EMD (see Paper I). The lower transition region parts of the two models were derived assuming hydrostatic equilibrium (including a contribution to the pressure from turbulent motions) using methods discussed by Jordan & Brown (1981) and more recently by Harper (1992) .
The resulting transition region models were grafted separately on to the VAL D model chromosphere. Running multi in hydrostatic equilibrium with a 9 level hydrogen atom produced new values of x(T ) = N h /Ne and of the height at the base of the transition region, which were used to improve the transition region parts of the models. Selfconsistent models were found by iterating this process to convergence in x(T ). The resulting models are shown in Figure 2 , which shows how the temperature plateau in the VAL D model is suppressed in the new network models. The full models used in the calculations are given in an appendix in Tables 7 and 8 .
The elemental abundances used in the calculations were the photospheric abundances of Grevesse, Noels & Sauval (1992) and Anders & Grevesse (1989) . The helium abundance is taken as N he /N h = 0.098 and is assumed to be constant through the atmosphere. Calculations by Hansteen, Leer & Holzer (1997) predict that the helium abundance could vary significantly in the solar atmosphere. Their models show a decreased helium abundance in the transition region, and so cannot explain the apparent enhancement of the helium line intensities.
RESULTS USING MAXWELLIAN COLLISION RATES
In this Section the results of calculations assuming purely Maxwellian electron distributions are discussed, and compared with the observations of MJ99. Calculations were performed both with and without the quiet coronal illumination described in Section 2 in order to investigate the importance of photoionization-recombination (PR) in the formation of the helium resonance lines. The discussion focusses on the He ii resonance line at 303.8Å and the first two lines of the He i resonance series, at 584.3Å and 537.0Å. The He i triplet lines (e.g. 10830Å) are not discussed here; they were Table 1 . Quiet Sun intensities and line ratios observed by Macpherson and Jordan (1999) . For averages over the network see also Jordan et al. (2001 discussed in detail by Andretta & Jones (1997) , and nothing has been found that contradicts their analysis. The intensities observed by MJ99 in different regions of the quiet Sun are given in Table 1 , with an 'average quiet Sun' intensity calculated for comparison with results from the VAL C model. On the basis of a comparison of the intensity classifications of MJ99 and VAL, this average is weighted as 0.54 × 'cell interior' intensity + 0.40 × 'typical network' intensity + 0.06 × 'strong boundary' intensity. The intensities given by MJ99 were derived using the calibration in the cds software at the time of the observations (1997), with the modifications suggested by Landi et al. (1997) . Jordan et al. (2001) show how these intensities would be changed by adopting the calibration derived by Brekke et al. (2000) . When the most recent calibration is used, the main effect is a reduction of the He ii 303.8-Å line intensities by a factor of 2.2.
Quiet coronal illumination
The intensities of the resonance lines computed with quiet coronal illumination are given in Table 2 . As found by Andretta & Jones (1997) in their study of the He i lines, excitation of the 2 1 P level occurs directly from the ground by collisions and, at least as rapidly, through the excitation of levels with strong allowed radiative transitions to 2 1 P . Over much of the region of line formation, the most important populating process is by photoexcitation from 2 1 S, which itself is mainly excited by collisions from the ground. Allowed transitions from other singlet states excited from the ground, particularly 3 1 S and 3 1 D, are also important; net rates for the two-step processes are comparable to direct collisional excitation of 2 1 P from the ground. The contribution function peaks at log Te ≃ 4.45. Collisional excitation (direct and indirect) dominates above this temperature. At lower temperatures (4.0 < log Te < 4.4) collisional excitation is less important than radiative recombination cascades through the singlet levels (3 1 S, 3 1 D etc.). Using the VAL C model atmosphere, the calculated intensity of the 584.3-Å line is smaller (by about 20 per cent) than the quiet Sun average of MJ99's observed intensities (see Tables 1 and 2 ). Output from the code suggests that the line is optically thick, with an optical depth at line centre between 10 and 100, but it is effectively thin, as found by Hearn (1969) ; i.e. almost all photons created in the line escape the atmosphere. The computed line profile has a deep central self-reversal (see Figure 3) . At the spectral resolution of the sumer instrument (about 0.04Å; Wilhelm et al. 1995) , such a reversal would be obscured by instrumental broadening. A convolution of the computed profile with a Gaussian instrumental width of 0.04Å shows a much smaller self-reversal (see Figure 4 ). This convolved profile is more consistent with observations of the quiet Sun. Using sumer, MJ99 found evidence for a small self-reversal in cell interior regions, but none in the network. Peter (1999) found the mean quiet Sun profile to be flat-topped. In coronal holes, where the line has a larger optical depth, both Peter (1999) and Jordan et al. (2001) observed self-reversed profiles. The computed width of the line (FWHM ≃ 0.13Å) is similar to those obtained in calculations by Andretta & Jones (1997) , Fontenla et al. (1993; 2002) . It also compares well with the mean width of 0.14Å observed by Doschek, Behring & Feldman (1974) , and the widths ≤ 0.13Å observed by Peter (1999) .
The 537.0-Å line forms by similar processes to the 584.3-A line, with contributions to the population of the upper level, 3 1 P , from direct collisional excitation and radiative transitions from other levels populated by a combination of collisional excitation and recombination. The most important intermediate levels in this case are 2 1 S, 4 1 S and 4 1 D. Unlike in the 584.3-Å line, direct recombination to 3 1 P is more important than cascade recombination. The overall contribution function is similar to that of the 584.3Å line, but peaks at slightly lower temperatures (log Te ≃ 4.40). The 537.0-Å line has an optical thickness smaller than than that of the 584.3-Å line, but is less likely to be effectively thin, as explained by Hearn (1969) . The optical depth at line centre is of order 10 in calculations with the VAL C model atmosphere. The computed intensity of the line is about half the quiet Sun mean of MJ99's observations.
The formation of the He ii resonance line is dominated by direct collisional excitation, its contribution function peaking at a temperature of log Te = 4.9. There is, however, a small but not negligible contribution to the population of the n = 2 level from radiative cascades from higher levels. The levels with n ≥ 2 are similarly populated by collisional excitation at high temperatures and recombination cascades at low temperatures. Recombination becomes increasingly important as n increases (see below for a brief discussion of the 1640.4Å multiplet). The 303.8Å line is marginally optically thick, with optical depth at line centre greater than 1 but less than 10. This agrees with separate approximate calculations, using the parameters of the radiative transfer models, predicting optical depths in the He ii line of order 5 (and of order 100 in the He i 584.3-Å line) . The line is certainly effectively optically thin. In results from the VAL C model, the computed line profile is approximately Gaussian, and shows no sign of self-reversal (see Figure 7 in Section 5). The line width (FWHM ≃ 0.08Å) is somewhat smaller than the value of 0.10Å observed by Doschek et al. (1974) and Cushman & Rense (1978) , but is very similar to that computed by Fontenla et al. (1993) . Fontenla et el. (2002) predict greater widths if significant flows are present. The integrated intensity calculated for the VAL C model is a factor of more than 3 smaller than the quiet Sun average of MJ99's observations (or only a factor of 1.5 smaller when the most recent cds calibration is used), but is about twice that computed by Fontenla et al. (1993) .
MJ99 suggested that the appearance of the network in the helium resonance lines (broader and with lower contrast than in other lines formed in the low TR) could be explained by their large optical depths. If the network structures are thicker in the line of sight than perpendicular to it, photons would more likely escape from the edges of the network into cell interiors. If then resonantly scattered back into the line of sight, this would apparently broaden the network, and might explain why the helium lines appear to be most enhanced with respect to other TR lines in the cell interiors. Both the He i and He ii resonance lines were found to be optically thick in the calculations described here, but as these calculations were performed in the plane-parallel approximation, detailed conclusions about scattering from the network cannot yet be drawn, but await radiative transfer calculations with two-component atmospheric models. Table 2 also gives the intensities of the helium lines computed using the VAL D network model and the new network models S and X. The 584.3-Å line intensity computed using the VAL D model is close to the observed mean network value, but the ratio I(537.0Å)/I(584.3Å) is again smaller than observed. The computed 303.8-Å line intensity is only 25 per cent smaller than was observed by MJ99, but adopting the most recent calibration, the computed intensity is larger than observed by a factor of 1.7. The VAL D model also predicts other low TR lines (e.g. of C ii) to be stronger than observed by significant factors. Models S and X were constructed to be more consistent with the observed intensities of TR lines other than those of helium. Significant changes in the lower atmospheric structure with respect to the VAL models lead to changes in the relative importance of the various processes responsible for the formation of the He i lines. Although the electron pressures are higher in the new network models than in the VAL C model, the intensities of the He i lines are smaller owing to the absence of the temperature plateau which is present in the VAL model. This reduces the amount of material present in the new models in the temperature range where collisional excitation (direct and indirect) is effective, which is limited from below by the temperature dependence of the excitation rates and from above by the ionization of He i. Optical depth at the 584.3-Å line centre is still greater than 10. PR provides a relatively greater contribution to the total excitation rate than in the VAL calculations, particularly in model X. The intensities computed for the 584.3-Å and 537.0-Å lines using model S are a factor of about 4 smaller than observed network intensities, but the ratio of the computed intensities is close to the mean quiet Sun network value of 0.116 ± 0.015 found by MJ99. That value assumed the Landi et al. (1997) calibration of cds; using instead the most recent calibration reduces the ratio to 0.105 ± 0.014. While this is matched less well by the computed ratio, model S still produces a better fit than the other model atmospheres. The computed profile of the 584.3-Å line is also quite close to that observed, showing only a small self-reversal that is completely obscured by instrumental broadening of 0.04Å (see Figures 3 and 4) . The intensities computed using model X are smaller than observed by factors of 7.5 for the 584.3-Å line and 10 for the 537.0-Å line, owing to the lower emission measure derived from the scaled ξ Boo A distribution used in the lower TR. The ratio of the line intensities is smaller than observed.
The value of the intensity ratio I(537.0Å)/I(584.3Å) found using the VAL C model atmosphere is very similar to that obtained by Andretta & Jones (1997) in an equivalent calculation; they found the ratio to be larger in models in which the VAL C plateau was removed. Similarly, in mod- els S and X, where the plateau is suppressed, the value of the computed ratio is larger than in results from the VAL models. The reduction in the size of the line forming region lowers the optical depth in the 537.0-Å line (The 584.3-Å line is effectively thin in all the atmospheric models tested here, but the 537.0-Å line is not effectively thin in the VAL C calculations). Thus, although fewer photons are created in the 537.0-Å line in the network models, a greater proportion escape, allowing the intensity ratio I(537.0Å)/I(584.3Å) to increase compared with the VAL C case. The ratio is smaller in results from model X than in those from model S, although the region where collisional excitation of the lines is important is narrower in model X than in model S. In model X, the line formation has a relatively greater contribution from PR from the thicker region below Te ≃ 1.8 × 10 4 K, where the optical depth in the 537.0-Å line is greater. In recombination cascades, levels linked to both 2 1 P and 3 1 P by allowed radiative transitions generally decay to the former more rapidly.
In the region of formation of the He ii resonance line the new models have electron densities smaller than in the VAL D model, but have steeper temperature gradients, reducing the extent of the emitting region and thus the emergent intensity. The line still has optical depth greater than 1. The line intensities computed using models S and X are factors of 7 and 8 smaller than the mean observed network value respectively. These factors are reduced to 3-4 when the most recent cds calibration is assumed. The temperature gradient is slightly larger and the density smaller in model X than in model S, explaining the lower emission in model X. The ratio I(303.8Å)/I(584.3Å) found using model X (12.2) is the closest of those computed to the observed network ratio of 13.5. using the most recent cds calibration, the observed ratio is about a factor of 2 smaller, and the ratio found using model S is a closer match. The computed profiles of the 303.8Å line, with FWHM ∼ 0.1Å, are broader than in the VAL C results because of higher turbulent velocities in the regions of line formation in the new models.
The separate components of the He ii Balmer α multiplet at 1640.4Å are not included explicitly in the current atomic model, but the total predicted intensity may be compared with observations. In calculations using the VAL C model with quiet coronal illumination recombination is more important than collisional excitation in the formation of the multiplet, and the computed intensity is almost a factor of 6 smaller than the value of 88 erg cm −2 s −1 sr −1 observed in the quiet Sun by Kohl (1977) . Models S and X produce even poorer matches to observations, predicting intensities at least an order of magnitude too small. Wahlstrøm & Carlsson (1994) found a slightly smaller discrepancy than in the results here, of a factor of about 4, but this is still a significant problem that requires explanation.
Variations in coronal illumination
Andretta & Jones (1997) investigated the effects on the He i lines of varying the intensity of the coronal radiation field by multiplying the assumed 'quiet' illumination by a constant factor at all wavelengths. They found that both the 584.3-A and 537.0-Å lines increased in intensity with increasing coronal illumination owing to increased contributions to line formation from PR. The results found here using the VAL C model agree with those of Andretta & Jones (1997) , and calculations using models S and X show trends similar to results from their 'no plateau' models. The effects on He i of increasing the coronal intensity are therefore not discussed in detail (but are given in Smith 2000) . Andretta & Jones (1997) did not, however, study lines of He ii.
Somewhat surprisingly, the He ii 303.8-Å line, whose formation in all cases is dominated by collisional excitation, generally shows a decrease in intensity as the coronal radiation is increased. This appears to be due to a shift of the peak He ii ionization fraction to lower temperatures, reducing the collisional excitation rate relative to the quiet corona case. This outweighs any increase in the small contribution from recombination to the line, although when the coronal irradiance is reduced to zero in model X the computed intensity of the He ii line is also slightly reduced. Given that spatial variations of the intensities of the He i and He ii resonance lines are very similar (e.g. MJ99), and certainly not anti-correlated, this result supports the contention that PR by coronal radiation does not dominate the formation of both lines.
The model atmospheres considered in this work are not appropriate to coronal hole regions, where the density is a factor of 2 or more smaller than in the quiet Sun, and the temperature gradient is much shallower. Removing the coronal illumination included in the radiative transfer calculations does however indicate how the lower photoionizing flux in coronal holes might affect the helium resonance lines. The intensities of the lines are observed to be a factor of 1.5 -2 smaller in coronal holes than in the quiet Sun (Peter 1999; Jordan et al. 2001) . Much smaller reductions in the intensities of the He i lines are computed when the coronal radiation incident on the top of the VAL C model is removed. In results from models S and X, where PR is more important in forming the He i lines, more significant effects are seen. The computed intensity of the 584.3Å line in model S is reduced by a factor of 1.3 when the quiet coronal illumination is removed, while with model X this causes the line intensity to fall by a factor of almost 4. The observed increase in the value of the He i line ratio I(537.0Å)/I(584.3Å) in coronal holes is understandable in terms of the reduction of coronal illumination. Such a trend is seen in the results from all of the models, and the value of 0.134 found from model S with zero coronal illumination agrees quite well with the mean value of 0.130 ± 0.014 found in coronal hole observations by Jordan et al. (2001) , although this observed value is decreased to 0.117 when the most recent cds calibration is adopted.
In none of the models tested here is the He ii resonance line reduced significantly in intensity by the removal of coronal illumination. As this line is formed mainly by collisional excitation its intensity would be expected to depend to a greater extent on changes in the density and temperature gradient in coronal holes than on changes in the coronal illumination. Given that the He i and He ii resonance lines respond differently to significant changes in coronal illumination, the observation that the ratio of the lines changes little between coronal holes and the quiet Sun (Jordan et al. 2001) again implies that this is not the factor controlling the changes in absolute intensity.
NON-MAXWELLIAN COLLISION RATES
The calculations reported above show that none of the model atmospheres tested gives a good match to all aspects of the observations. Collisional excitation by non-Maxwellian EVDFs was investigated as a possible explanation of these discrepancies. Modifications were made to the radiative transfer code to simulate the excitation and ionization of the helium atom by EVDFs with enhanced suprathermal tails of a form that has been suggested to exist in the solar transition region.
Transition region electron distributions
In order to calculate the effects on collisional excitation and ionization rates of a given non-Maxwellian EVDF, one needs to know its shape as a function of temperature. Strictly, an electron temperature cannot be defined for a non-Maxwellian EVDF. In the distributions postulated to exist in the transition region, however, the bulk of the electrons have a nearly Maxwellian velocity spectrum, which is used to define the temperature.
In any plasma, the EVDF is a solution to the Boltzmann (or Fokker-Planck) equation:
where f is the EVDF, v and x are electron velocity and position, F is the total force acting on the electron, and the term on the right hand side is the rate of change of f with time due to collisional redistribution of electrons in velocity space. The Maxwellian distribution is the homogeneous, steady state solution found in a gas in thermodynamic equilibrium, which is independent of x and t. Shoub (1983) showed that, although the solar TR is weakly inhomogeneous (the mean free path of thermal electrons is at all points small relative to the temperature and density gradient scale lengths), the Spitzer-Härm (1953) solution is invalid at high velocities, where the mean free path of an electron increases as the fourth power of its velocity. Studies of the transition region EVDF in the case where the Knudsen parameter (the ratio of the electron mean free path to the scale length) is large have been made in one of two approximations.
Some more recent work has focused on the process of 'velocity filtration,' proposed by Scudder (1992a,b) . This postulates a non-Maxwellian EVDF with an over-population of suprathermal electrons at the base of the transition region, which have large enough velocities to climb the gravitational gradient into the corona, there forming the bulk of the plasma at T ∼ 10 6 K. Studies of this process assume that the Knudsen parameter is of order one or greater, so that the electron fluid is effectively collisionless, and the RHS of equation (1) is zero. Anderson et al. (1996) found that collisionless velocity filtration is inconsistent with observations of transition region lines, and suggested that the collision term in the Boltzmann equation should not be neglected.
In a different context, others (e.g Shoub 1983) have considered a high velocity form of the Boltzmann equation including a collision term due to Landau (1936) describing the interaction of particles under inverse-square Coulomb forces. Solutions are computed for a model transition region with a prescribed temperature profile derived semi-empirically from observations or energy balance arguments. Such calculations have been performed both for plane-parallel model TRs (Shoub 1983; Ljepojevic & Burgess 1990 ) and for coronal loop models (Ljepojevic & MacNeice 1988 . The heating of the corona is assumed to occur by some unspecified mechanism, and the coronal temperature is used as a boundary condition.
Whereas in the velocity filtration models a nonMaxwellian EVDF is assumed to exist as a boundary or initial condition, in the collisional models non-Maxwellian EVDFs are not assumed to exist a priori, but their existence and form in the transition region are derived as results of the steep temperature gradient. Given that the existence of a steep temperature gradient in the TR is confirmed by many observations, whereas independent processes by which nonMaxwellian EVDFs may be maintained are at present only postulated, the collisional calculations seem to rest on more solid assumptions. For this reason, and because Anderson et al. (1996) cast doubt on the collisionless approach, the present work is based on calculations of the EVDF using the Landau equation.
Numerical solutions of the Landau equation in the TR result in EVDFs, averaged over pitch angle, resembling (very slightly underpopulated) local Maxwellians at low velocities, with more heavily populated tails diverging from the Maxwellian at a few times the thermal velocity. The high velocity tail of the distribution at a point in the lower TR is almost wholly populated by electrons originating from the near-thermal parts of distributions present at higher temperatures. The temperature gradient provides an excess of high energy electrons moving downwards; as their speeddependent mean free path varies as v 4 , these electrons are more influential than the similar excess of low energy electrons moving up the gradient. Shoub (1982) obtained analytical solutions to the Boltzmann equation using a linearized form of the BhatnagarGross-Krook (1954) (BGK) model for the collision term. Using this method, he found that the angle-averaged distribution functions obtained were in reasonable agreement with those found in his numerical work, with very similar enhanced suprathermal tails. The analytical solutions for the angle-averaged distribution in the lower TR can be accurately approximated by a power law over a wide range of suprathermal velocities.
The distribution tested by Anderson et al. (1996) which most closely approximated the results of Shoub (1982 Shoub ( ,1983 was the κ distribution (as suggested by Scudder 1992b ). Anderson (1994) suggested the use of a Maxwellian EVDF with a power law tail attached above some critical speed (as introducing a collision term makes the low speed part of the EVDF more nearly Maxwellian). This is actually a much better approximation to the collisional results of Shoub (1982 Shoub ( ,1983 and Ljepojevic & Burgess (1990) , in which the transition from the Maxwellian form to a power law tail is generally sharper than in a κ distribution. For these reasons I have chosen to use this Maxwellian plus power law EVDF in my calculations of enhanced collision rates. The calculations are not formally self-consistent, but assume that the EVDF throughout the model atmospheres used in the radiative transfer calculations is of this form when calculating the collisional excitation and ionization rates for the model helium atom.
Parametrization of the EVDF
The way in which the EVDF is parameterized in the present work was influenced by the analytical BGK calculations made by Shoub (1982) . I take the angle-averaged EVDF to be locally Maxwellian below a velocity ξ tail , with a power law decline at higher ξ, where ξ is a dimensionless velocity v/v th , and v th is the thermal velocity 2kT /m. A feature of Shoub's (1982) solutions which is common to similar work is that the value of ξ marking the departure from near-Maxwellian is only very weakly dependent on the temperature defined by the Maxwellian bulk of the electrons, so as a first approximation I take ξ tail to be constant with respect to T .
The slope of the power law tail found by Shoub (1982) was determined by his choice of model atmosphere. This was an isobaric slab of thickness L in which energy is the transferred by (classical) thermal conduction is constant. The corresponding temperature profile takes the form
where Tc and T h are temperatures characterizing the incoming EVDFs at the lower and upper boundaries of the atmosphere respectively. This choice of atmosphere is an obvious simplification. In the upper TR very little heating is required to balance local radiation losses, and this can be provided easily by the net conductive flux. In the lower TR, however, this energy balance condition is not consistent with the rise in the emission measure distribution below T ∼ 10 5 K. Although the model atmosphere Shoub (1983) used in his numerical work allows for radiative power loss, the models used in both papers represent the low TR poorly, having steeper temperature gradients than suggested by semiempirical models. This failing may not have a major effect on the accuracy of the derived EVDFs in the lower TR, as the form of the suprathermal tail is more dependent on the temperature structure in the upper TR. In his analytical solutions, Shoub (1982) found that at T = 2×10 4 K, electrons with ξ ≥ 5 come mainly from T > 10 5 K, and at T = 8×10 4 K, electrons with ξ ≥ 4 come from T > 2 × 10 5 K. Shoub's (1982) assumptions resulted in a power law decline in the tail of the EVDF varying as v −31/7 (or ξ −31/7 ). He generalized his results, however, to allow for a variation of the exponent r = 7/2 in equation (2) . The corresponding index in the angle-averaged EVDF is −(12/r+1). This notation has been used in the power law tails in the EVDFs used here. A smaller value of r, here designated r tail , corresponds to a shallower temperature gradient low down and a steeper one high up, and to a steeper power law in the tail of the EVDF. As stated, Shoub's (1982) results have r tail = 3.5 and are best represented in the formulation used here by taking 3.5 < ξ tail < 4.0. Both r tail and ξ tail are taken to be free parameters in the calculations reported here, and ranges of values were investigated (see Figure 5 ). The parameter space was defined by the results of Shoub (1982 Shoub ( ,1983 and Ljepojevic & Burgess (1990) . Calculations by the latter using two different model atmospheres produced EVDFs in the lower TR that may be approximated by taking 4.0 ≤ ξ tail ≤ 5.0 and 2.0 ≤ r tail ≤ 4.0. Their solutions again showed ξ tail to be almost independent of temperature for a given model, except at low temperatures (T ∼ 2 × 10 4 K). They found ξ tail to increase in this region, suggesting that the enhanced suprathermal tail may not persist right down to the bottom of the TR in models with more realistic (i.e. shallower) temperature gradients in the lower TR than those used by Shoub (1982 Shoub ( ,1983 . This points to a potential problem with the formulation used here, which assumes a power law tail to exist at all temperatures.
The low values of ξ tail required to represent Shoub's (1982 Shoub's ( ,1983 results are directly related to the steep temperature gradient in the low TR of the model atmosphere he used. Comparison of the atmospheric models used in the radiative transfer calculations presented here (VAL C, models S, X) with those used by Shoub (1982 Shoub ( ,1983 and Ljepojevic & Burgess (1990) suggest that values of ξ tail ≥ 4.0 are more appropriate to realistic models. Given this argument, a parameter space of 3.5 ≤ ξ tail ≤ 5.0, 2.0 ≤ r tail ≤ 4.5 was explored in these calculations, with results for ξ tail ≥ 4.0 given greater credence.
Collisional excitation and ionization rates
In order to treat excitation and ionization by the nonMaxwellian EVDFs described above in the radiative transfer calculations, options were written into the multi code to compute the relevant rates. The collisional excitation and ionization rate coefficients for helium were calculated by in- tegrating electron collision cross-sections over the speed and the electron speed distribution. If the collisional excitation rate from level i to level j is Rij = NeCij , the rate coefficient Cij is given by
where f (v) is the angle-averaged EVDF, σ(v) is the speeddependent collision cross-section for the transition, and Eij is the threshold energy of the transition.
For an EVDF consisting of a Maxwellian distribution with temperature T for velocities smaller than v t , with a power law decline of v −ρ at higher velocities, Cij becomes
where the identities v t = ξ tail v th and ρ = (12/r tail + 1) have been used to simplify the expression. If, at temperature T , v t < v(Eij) (i.e. the power law tail begins at an energy below threshold), then the first integral vanishes and the lower bound on the second integral becomes v(Eij ). Analytical expressions for the collision cross-sections were used as the cross-sections were needed up to large electron energies, where few numerical data exist for many of the transitions. Keeping the expressions for the rate coefficients in an analytical form also made it simple to make ξ tail and r tail free parameters, and kept the expressions transparent in their dependence on these parameters and on the temperature. The drawback of this approach is that for some transitions newer and better numerical data exist which are used in the standard atomic model described in Section 2, but not in these calculations of the rates due to non-local electrons. The approach taken by Anderson et al. (1996) , in which the EVDF at each height is written as a weighted sum of Maxwellians, allowing use of numerical data tabulated for Maxwellian distributions, is an improvement in this respect, but the scarcity of high temperature data (for He i in particular) is a problem for that method.
The specific expressions for the rate coefficients depend on the cross-section used. For collisional ionization of He i and He ii, expressions for the cross-sections given by Mihalas & Stone (1968) were used. Mihalas & Stone (1968) also provide bound-bound collision cross-sections for He ii, using an easily-integrated semi-empirical formula due to Hinnov (1966) , and for the optically allowed transitions in He i. For the forbidden transitions in He i, the expression due to Green (1966) given by Benson & Kulander (1972) was used. Benson & Kulander (1972) made order of magnitude estimates for f values used in the expression. I have made new estimates by matching as closely as possible the collision strengths given for Te = 6×10 3 K and Te = 2.5×10 4 K to more recently calculated numerical data used in the standard helium model (Lanzafame et al. 1993; Sawey & Berrington 1993) . In cases where the integration above v t could not be performed analytically, it was performed numerically; such integrals are estimated to be correct to about 5 per cent.
The modifications use collision rate data which differ from those in original helium model described in Section 2. When the modified rates are used with a very high value of ξ tail to approximate the Maxwellian regime, this results in the computed intensities of the He i resonance series and the He ii 303.8-Å line differing from those calculated using the original model by at most 10 per cent. Owing to approximations made for the forbidden transitions of He i the non-Maxwellian modifications cannot be used to investigate possible non-Maxwellian effects on the triplet lines of He i.
Enhanced collision rates were not adopted for all transitions in He i, as the suprathermal tail electrons will have little effect on transitions for which the threshold energy is much lower than the energy at which (locally) the power law tail of the EVDF begins. In such a case, even if the collision cross-section is larger at energies in the power law tail, the rapid decline of the EVDF above threshold (see Figure 5 ) means that excitation will be dominated by the Maxwellian part of the distribution. Hence the criterion for a transition to be relatively unaffected by the presence of an enhanced suprathermal tail of the type studied here is for its energy Eij to satisfy the inequality
where ξ 2 tail kT (= mv 2 t /2) is the energy at which the suprathermal tail departs from the Maxwellian distribution at temperature T . Even in the most extreme cases encountered in the models tested here (i.e. T ≃ 4000 K, ξ tail = 3.5), this inequality is satisfied for transitions in He i with ∆n = 0 except for those with n = 2, and for transitions between He i levels with n = 4 and n = 5. Collisional excitation rates for transitions satisfying the inequality are calculated assuming a Maxwellian distribution.
RESULTS WITH NON-MAXWELLIAN COLLISION RATES
The integrated intensities computed for the 303.8-Å, 584.3-A, and 537.0-Å lines are given in Tables 3 -6 Results for ξ tail = 3.5 are given only where r tail = 3.5 and 3.0, in order to test the EVDFs computed by Shoub (1982 Shoub ( ,1983 . This value of ξ tail is probably unrealistic in the lower TR, given the calculations of Ljepojevic & Burgess (1990) , whose results are approximated here by r tail = 2.0 and 4.5, ξ tail ≥ 4.0. The results for ξ tail = 3.5 should be regarded with caution, as the form of the modifications to the radiative transfer code results in there being significant effects in chromospheric regions of the model atmospheres, where in reality high energy electrons from the upper TR are unlikely to penetrate. Non-Maxwellian tails might exist at these heights if high energy electrons were accelerated locally by MHD processes, but without detailed models it is not known if the resultant distributions would resemble the ones used here.
Even if the results for ξ tail = 3.5 are discounted, comparison of Tables 3 -6 with Table 2 shows that collisional excitation by non-Maxwellian electron distributions can lead to significant enhancements of the helium resonance line intensities over those when Maxwellian distributions are assumed. The results also show that non-Maxwellian EVDFs could be present in the TR without producing a strong signal in the helium lines (compare Tables 6 and 2 ). Calculations for ξ tail = 5.0, r tail = 2.0, parameters characteristic of EVDFs computed by Ljepojevic & Burgess (1990) , suggest that the only observable effect of such a distribution would be an increase in the intensity of the He i 537.0-Å line with respect to the case of Maxwellian excitation.
The trends in the calculated intensities are largely understandable. For a given r tail , a reduction of ξ tail generally causes increases in line intensities, as the power law tail becomes significant at lower electron energies, and at a given Tables 3 and 6 ), as higher energy electrons are present in relatively smaller numbers. For any particular r tail , the He ii resonance line inten- sity shows a sharper increase at low ξ tail than do the He i lines, which is due to a significant change in the ionization balance. Enhanced line emission can occur, not just because of the increased collisional excitation of the relevant transition, but also because the shape of the peak in the ionization fraction can be changed by the enhanced ionization rates at low temperatures. Thus emission occurs over a larger, more dense region in He ii, whereas the region of peak He i ionization fraction can only be narrowed. At the lower limit of the ξ tail tested, the ionization fractions at a given temperature depart from the standard model results by factors approaching, and in some places exceeding, an order of magnitude.
As stated above, this may be unrealistic in the regions of He i line formation. The formation of the He ii resonance line in higher density regions when ξ tail is small can lead to its profile becoming self-reversed. For ξ tail ≥ 4.0, the profile is approximately Gaussian, and very similar to that predicted by calculations made with the non-Maxwellian modifications. The comparsion is shown for model S in Figure 7 ; results from the other models are similar. Figure 6 shows that the He i resonance line is self-reversed in all cases of non-Maxwellian excitation.
The somewhat surprising reduction of the 584.3-Å line intensity (compared to calculations with 'normal' Maxwellian rates) for higher ξ tail (compare Tables 4 and  2 ) appears to be due to a similar effect. The shift in the ionization balance suppresses the Maxwellian contribution to collisional excitation. The effect is smallest in model X, where Maxwellian collisional excitation is least significant because of the smaller amount of material in the relevant temperature range. The 584.3-Å line intensity can be reduced if the tail has a value of ξ tail too high for increased excitation by suprathermal electrons to compensate. Other lines of the He i resonance series do not show this, as the increased excitation has a greater effect than the shift in ionization (the suppressed Maxwellian contribution is relatively less significant).
The effect of enhanced ionization on the ionization balance also complicates the trend in the ratio I(537.0Å)/I(584.3Å), which is expected to decrease with decreasing r tail . For low values of ξ tail , the trend can reverse, as the change in the ionization balance affects the 584.3-Å line more than the 537.0-Å line, allowing I(537.0Å) to grow more quickly with decreasing ξ tail .
Comparison with observations
The results of the calculations may be compared with the mean line intensities observed by MJ99, which are given in Table 1 . It can be seen that no particular combination of ξ tail and r tail leads to a good match to observations in all three lines for any of the model atmospheres tested.
In models in which the calculated 303.8-Å line intensity is comparable to observed values, the He i line ratio I(537.0Å)/I(584.3Å) is much larger than observed (independent of the cds calibration assumed), and the computed 303.8-Å line profile is in general self-reversed. Such reversals are not observed, but would probably not be resolved by the instruments on board SOHO (Smith 2000) . Models showing enhancements of the 303.8-Å line intensity comparing well with observations have other problems. The values of ξ tail required may be unrealistically low, but if such such a tail were present, significant collisional enhancement of the He ii 1640.4-Å multiplet is predicted. Intensities much larger than those observed, in some cases by orders of magnitude, are produced when ξ tail < 4.5 (independent of r tail ). This is in part due to the increased fraction of He ii at lower temperatures where recombination dominates the formation of the multiplet. Small departures from Maxwellian EVDFs might explain the Balmer α intensity, but results found here imply that non-Maxwellian collisional excitation could not be responsible for the observed resonance line intensity without producing too much Balmer α emission. It remains to be seen whether non-Maxwellian collisional excitation is consistent with observations of the profiles and relative intensities of the components of the 1640.4-Å multiplet. An improved treatment of the energy levels of He ii would allow an inves- Figure 7 . He ii 303.8-Å line profiles produced using network model S, with Maxwellian collision rates (top), and with a nonMaxwellian EVDF with r tail = 3.5, ξ tail = 3.5 (bottom).
tigation of this point. The excitation of the 1640.4-Å multiplet by non-local electrons will also be tested against stellar observations in future work.
Trends in the results given in Tables 3 -6 may be compared with observed variations in line intensities and ratios over different regions of the Sun. The effectiveness of the excitation mechanism depends on the temperature gradient and electron density, which have different values in the network and internetwork, in the quiet Sun and coronal holes. Given the significant disagreements between the calculations and observations described above, an approximate approach was followed in preference to constructing models of different parts of the atmosphere. The effects of different atmospheric parameters on the suprathermal electron tail are considered, and the results given in Tables 3 -6 are used to infer how the helium line intensities might vary as a result.
Changes in the suprathermal tail may be parametrized in simple terms as variations of ξ tail and r tail . The variation of r tail appears to depend on the energy balance in the atmosphere (Shoub 1982) , and given the current lack of detailed understanding of the heating of the atmosphere, it is difficult to predict how conditions in different regions might affect r tail . On the other hand, Shoub's (1982) BGK calculations provide an expression for the variation of ξ tail with easily understood physical quantities:
where L is the thickness of the transition region and T h is the temperature at its upper edge; T h /L corresponds to the average temperature gradient. ξ tail is therefore decreased (and the influence of the suprathermal tail increased) by an increase in T h or the temperature gradient dT /dh, or by a decrease in the electron pressure. This relation emerges from analytical calculations in a simplified system, but it shows expected dependences. The mean free path of an electron with a given velocity should increase with decreasing electron density, and the change in temperature over that path will increase as the temperature gradient steepens. Thus such changes increase the numbers of electrons from a region at T1 reaching a region of lower temperature T2. Increasing T1 shifts the peak of the distribution function to higher energies, increasing the number of electrons in the tail with a given velocity. This also leads to an increase in the number of electrons with mean free paths large enough to influence lower temperature regions. The dependence of ξ tail on each of the parameters is weak, but Tables 3 -6 show that the helium line intensities can be sensitive to relatively small changes in ξ tail . If changes in ξ tail are assumed to control the variation of helium line emission with position on the Sun, the predicted variations in intensities may be tested against observations.
With respect to average conditions in the quiet Sun, in coronal holes the electron pressure is 2 -3 times smaller, the mean temperature gradient up to an order of magnitude smaller, and the coronal temperature at least 30 per cent smaller (Munro & Withbroe 1972; Jordan et al. 2001) . According to the expression in equation (6), ξ tail would then be a factor of up to ∼ 1.5 larger in coronal holes than in the quiet Sun. Such a change spans the values investigated here; Tables 3 -6 show that over such a range, very large changes in the helium line intensities can occur. The helium resonance line intensities are observed to be factors of 1.5 -2.0 smaller in coronal holes than in the quiet Sun (Peter 1999; Jordan et al. 2001 ). The present calculations suggest that such a decrease in He i line intensities would be accompanied by a large decrease in the I(537.0Å)/I(584.3Å) line ratio (perhaps by a factor of two or more). This would outweigh the small increase in the ratio expected with the reduction of coronal illumination. Observations (Jordan et al. 2001) suggest that the ratio is slightly larger in coronal holes than in the quiet Sun, contrary to the predictions of models dominated by non-Maxwellian collisional excitation. Changes in ξ tail of a factor of 1.5 also generally lead to significant variations in the calculated ratio of the He i and He ii resonance lines. In contrast, observations show no consistent variation in this ratio between coronal holes and the quiet Sun; the mean observed ratio is almost exactly the same in the two regions (Jordan et al. 2001) .
The observed trends in line ratios in the quiet Sun may also be compared with the predictions of the calculations. In the quiet Sun MJ99 observed only small changes in the ratio I(537.0Å)/I(584.3Å) for changes in I(584.3Å) of a factor of 5, the ratio decreasing with increasing I(584.3Å). The ratio I(303.8Å)/I(584.3Å) is also observed to vary by relatively small amounts, and while consistent trends are not seen clearly, small values of the ratio often coincide with large values of I(584.3Å). For large variations in I(584.3Å), the calculations predict I(537.0Å)/I(584.3Å) to increase with increasing I(584.3Å) in all but a small part of the parameter space, particularly for the (probably more realistic) smaller values of r tail . The variation of the ratio is also larger than in observations. The predicted trend appears inevitable given the exciting mechanism, since the power law tail provides relatively greater numbers of electrons (with respect to a Maxwellian distribution) at the excitation energy of the 537.0-Å line than at the energy of the 584.3-Å line. The models also predict much larger variations in the ratio I(303.8Å)/I(584.3Å) than are observed for given changes in I(584.3Å). Thus the predicted variations of the helium line ratios are not consistent with observations.
The comparisons made so far with quiet Sun observations have ignored the question of whether ξ tail would be expected to vary in a manner which would produce the observed variations in intensities between cell interior and network regions. In considering the dependence of ξ tail on the conditions in the quiet Sun transition region, the likely magnetic field geometry should be taken into account together with the changes in temperature gradient and electron pressure. All calculations described above assume any magnetic field to be aligned with a radial temperature gradient. In general, electrons streaming from the corona and upper TR would tend to follow the magnetic field, which in the lower TR and chromosphere is concentrated in the network. The model of Gabriel (1976) suggests that the temperature gradient in the direction of the magnetic field is largest in the centre of the network and decreases towards the edges. The model also predicted lower pressures in the network, while MJ99 observed such a trend. Both factors would cause ξ tail to be smallest at the centres of network boundaries, suggesting that enhancement of the helium line intensities by non-local electrons would be concentrated in the centre of the network. Such behaviour is not observed; indeed the helium network appears to be unusually broad (e.g. Brueckner & Bartoe 1974; Gallagher et al. 1998) , and the enhancement of the helium lines with respect to other transition region lines appears to increase towards cell interiors (MJ99). This observed behaviour could be due to radiative transfer effects not considered in this simple argument, but it presents further problems for the proposed enhancement process. In contrast, it is argued in Paper I that enhancement by upward transport of helium ions in an expanding network field would lead naturally to the network appearing wider in the helium resonance lines than in other low TR lines.
Approximations in the EVDF
Given that the main approximation in the present work is that the form of the EVDF is assumed rather than calculated self-consistently, the extent to which the form chosen for the EVDF affects the computed line intensities should be considered. Two features of the EVDF in particular were investigated: the behaviour of the tail at very high velocities, and the dependence (or otherwise) of ξ tail on temperature. Shoub's (1982) analytical results show a down-turn in the high energy tail, where the power law ceases to be a good description, at ξ ∼ 4.2 × 10 3 T −1/2 . The numerical calculations do not show this feature, these values of ξ being outside the range of calculation, but it is plausible that such a downturn should exist, as the above limit on ξ decreases with increasing T , so that the EVDF tends towards the Maxwellian distribution assumed to exist in the near-isothermal corona. When calculations were made with a cut-off in the EVDF at the above ξ(T ), significant effects on the helium resonance lines were found for small ξ tail . The decreased extent of the power law tail at higher temperatures reduces ionization rates from He i to He ii, decreasing the extent of the region where He ii dominates the ionization balance. Consequently, the intensity of the 303.8-Å line is decreased by up to a factor of 2, and the intensities of the He i lines are increased by up to 50 per cent. The cut-off is a crude device and calculations with r tail < 3.5 may well approximate the effects of the down-turn more accurately, but the sensitivity revealed here suggests that this part of the distribution may need closer attention in the future. The present results imply that including the down-turn properly in calculations would not improve the fit to observations. The use in this study of EVDFs with ξ tail independent of T is an approximation suggested by the general form of solutions to the Boltzmann equation. Shoub's (1982) analytical solutions suggest ξ tail ∼ T 1/12 (thus it changes by only 20 per cent for an order of magnitude change in T ). Including such a dependence in calculations would be expected to worsen agreement with observations. The observed He ii resonance line intensity can only be produced by low values of ξ tail , but the ratio of the 584.3-Å and 537.0-Å lines favours higher values, which would require ξ tail to vary with T in the opposite sense. Ljepojevic & Burgess' (1990) results do show some increase in ξ tail for the lowest temperatures for which they present the EVDF. If ξ tail were lower at the higher T of He ii line formation than at the lower T of He i line formation, a better fit might be obtained, although the problem with the He ii Balmer α intensity would remain. This problem is certainly seen in the results of calculations made with enhanced collision rates operating only in He ii and not in He i, approximating very roughly the situation in which ξ tail is increased at low temperatures.
SUMMARY AND CONCLUSIONS
A detailed study has been made of the formation of the helium resonance lines, involving radiative transfer calculations with a 36 level model helium atom. Calculations using the the VAL C (average quiet Sun) model atmosphere, with a coronal radiation field characteristic of the quiet Sun based on the solar irradiance model of Tobiska (1991) , come close to reproducing the observed He i 584.3-Å line intensity, but produce intensities in the He i 537.0-Å and He ii 303.8-Å lines smaller than are observed. The predicted self-reversal of the 584.3-Å line is not observed, but it is shown that it may be largely obscured by instrumental effects. Calculations using the VAL D (network) model produce results in better agreement with observed network intensities, but the VAL models both produce poor matches to other transition region lines (e.g. of C ii and Si iii).
New model atmospheres (S and X) appropriate to network boundary regions were constructed to be more consistent with observed intensities of TR lines of species other than helium. Calculations using these new models with quiet coronal illumination fail to reproduce the observed quiet Sun network He ii resonance line intensity by factors of 7-8 (3-4 when the most recent cds calibration is used). Model X, based on the ξ Boo A EMD, produces an intensity for the He i resonance line a factor of 7.5 smaller than observed, but model S, based on the MJ99 solar network EMD, gives better agreement. The computed intensity for the 584.3Å line is a factor of 4 too small, but the computed line profile is closest to the observed one, having only a small self-reversal that could be completely obscured by instrumental broadening. The ratio I(537.0Å)/I(584.3Å) computed using model S also matches observations most closely.
The optical thickness of the He i and He ii resonance lines may explain the unusual width of the network observed in those lines if photons are scattered from the edges of the network. Studies of two-component model atmospheres are required to investigate this point.
In all of the model atmospheres the formation of the He ii resonance line is dominated by collisional excitation, but recombination is more important in the formation of the He ii 1640.4-Å multiplet. Recombination also contributes significantly to the intensity of the He i 584.3-Å line, but does not dominate its formation except in model X. Direct collisional excitation from the ground and indirect excitation by radiative transitions from other collisionally excited singlet levels also contribute significantly to the formation of the line. Similar formation processes are important in the He i 537.0-Å line.
Increasing the intensity of the coronal radiation field causes increases in the computed He i line intensities and generally produces a decrease in the I(537.0Å)/I(584.3Å) ratio. The He ii resonance line intensity is generally reduced by increased coronal illumination, as a shift in the peak He ii ionization fraction to lower temperatures reduces collisional excitation rates. Removing the coronal illumination produces very little change in the computed He ii resonance line intensity. An absence of coronal radiation does cause a reduction in the computed intensities of the He i lines, an effect approaching the observed reduction in model S, exceeding it in model X. The line ratio I(537.0Å)/I(584.3Å) is observed to be slightly larger in coronal holes than in the quiet Sun, and this feature is reproduced by the models with zero coronal illumination. The quite different responses to changes in coronal irradiance of the He i and He ii resonance lines suggest that this is not the factor controlling factor the intensities of both lines, given that they show similar behaviour, both in the quiet Sun and coronal holes, and that the ratio of their observed intensities does not change by large amounts (MJ99, Jordan et al. 2001) .
Given that the intensities of the helium lines with respect to other TR lines are not explained by the 'standard' models used in the present work, modifications were made to the radiative transfer code to allow the effects of nonMaxwellian EVDFs on collision rates to be included in calculations of the helium line intensities. The EVDFs tested are of a form postulated to exist in the transition region because of the extreme temperature gradient (e.g. Shoub 1983); they are Maxwellian at thermal velocities, with a power law tail at suprathermal velocities. The parameters of the power law tail were varied in a range suggested by the results of Shoub (1982 Shoub ( ,1983 and Ljepojevic & Burgess (1990) , allowing an exploration of EVDFs that might plausibly be present in the model atmospheres studied here.
It is found that this simulation of the presence of an increased population of suprathermal electrons in the lower transition region can lead to significant enhancements of the helium resonance line intensities compared with models assuming Maxwellian electron distributions. None of the models tested, however, simultaneously reproduce the observed intensities of the three lines studied. Calculations in which the He ii resonance line intensity is approximately reproduced also produce a much larger intensity in the He ii 1640.4-Å multiplet than is observed. The enhanced collision rates produce large values of the He i line ratio I(537.0Å)/I(584.3Å), as the increase over Maxwellian rates is relatively greater in the higher energy transition. In some cases, where the power law tail is relatively insignificant, this produces better matches between the computed and observed ratios, but in cases where the suprathermal tail dominates excitation the computed ratio is generally much larger than observed. The calculations also predict that the ratio would increase with the absolute intensities of the lines, which is the opposite of the observed trend (MJ99).
A consideration of how local atmospheric conditions might affect the EVDF at a given temperature in the low TR suggests that a reduction of the helium resonance line intensities in coronal holes with respect to the quiet Sun would be expected if excitation by non-local electrons dominates line formation. However, the models also predict that a decrease in absolute He i intensities of the observed order would be accompanied by a decrease in the line ratio I(537.0Å)/I(584.3Å); the opposite is observed (Jordan et al. 2001 ). This excitation process would also probably produce a larger variation in the ratio I(303.8Å)/I(584.3Å) than is observed between coronal holes and the quiet Sun (Jordan et al. 2001) . Similar considerations suggest that the appearance of the network in the helium lines is not easily explained in the case of excitation by non-local electrons.
In general, the calculations predict that significant departures from Maxwellian EVDFs of the form investigated would produce signatures in the helium line ratios which contradict observations. Small departures from Maxwellian EVDFs are not ruled out, but I conclude that collisional excitation by suprathermal electrons in EVDFs of the form examined here is unlikely to dominate the formation of the helium resonance lines. Enhancement by non-thermal transport of helium atoms and ions, as investigated in Paper I, appears to be a more promising explanation of the helium resonance line intensities.
The calculations performed in the present work contain a number of approximations, and the above conclusions are therefore contingent on a more sophisticated study of the excitation process. Ideally, such an investigation would be totally self-consistent, solving the Boltzmann equation for the EVDF and the equation of radiative transfer simultaneously. Models in which suprathermal electron populations are generated by reconnection events or MHD processes in the low TR (rather than by the steep TR temperature gradient) also deserve examination. The apparent sensitivity of the He ii 1640.4Å multiplet to the presence of suprathermal electrons (in part through the altered ionization balance) suggests that these lines also deserve further investigation. In particular, the plausibility of enhanced suprathermal excitation could be tested against the observed profile of the multiplet and also against stellar observations. 
