This paper is concerned with the Schrödinger equation for atoms and ions with N = 1 to 10 electrons. In the asymptotic limit of large nuclear charge Z, we determine explicitly the low-lying energy levels and eigenstates.
Introduction
How do the striking chemical differences between some elements, and the similarities between others, emerge from the universal laws of quantum mechanics? In the physics and chemistry literature, this fundamental question is discussed on a semi-empirical level, via the "hydrogen orbital configurations" developed by Bohr, Hund and Slater (see e.g. [Boh22, Hun25, Sla30, CS35, LL77, Sch01, AdP01]), or via numerical simulation of simplified quantum mechanical models (see e.g. [Har28, Har57, FF77, TTST94, Joh05, BT86] ). In this article, we address this question from a mathematical perspective.
The theoretical possibility of making chemically specific predictions was realized almost immediately after the Schrödinger equation had been introduced (see e.g. [Har28, Dir29] ). But we are not aware of previous rigorous results, as mathematical research on the basic quantum mechanical equations has hitherto focused overwhelmingly on universal, qualitative properties.
The perhaps most basic non-universal properties of atoms relevant to chemical behaviour are the total spin and angular momentum quantum numbers S and L of the ground state, which describe the amount of symmetry under spin and spatial rotation. These two numbers not only determine the ground state dimension d, but, as argued below, they also allow to predict, up to at most two possibilities, the group of the atom in the periodic table.
Other quantities of interest include the energy levels E n and, more importantly, energy differences such as spectral gaps E n − E m (which govern the photon frequencies which the atom can emit or absorb) and the ionization energy (whose striking empirical periodicities lay at the origin of the design of the periodic table).
Our principal result is that such quantitites can be extracted analytically from the many-electron Schrödinger equation in a natural scaling limit. More precisely, we show that for ions with N = 1 to 10 electrons, as the nuclear charge Z gets large the low-lying energy levels and eigenstates converge to well defined limits, which can be determined explicitly. In particular, this yields rigorous values of L, S, d for the ground state for all sufficiently large Z. See Theorems 3.1, 4.1, 7.1 and Tables 1, 2, 15, 16. We call the above fixed-N, large-Z limit iso-electronic limit, because it is realized physically by an iso-electronic sequence such as Li, Be + , B ++ , ... Note that this limit is different from the Thomas-Fermi limit N = Z → ∞, which is of interest in other contexts but does not retain any chemical specificity.
The asymptotic levels and eigenstates are in good quantitative agreement with experimental data for positive ions, and in excellent qualitative agreement even for neutral atoms (Z = N). In particular the predicted values of L, S and d (see Table 1 Chemist's notation 2 S 1 S 2 S 1 S 2 P 3 P 4 S 3 P 2 P 1 S dim 2 1 2 1 6 9 4 9 6 1 The asymptotic ground states we calculate (see Theorem 3.1) provide for the first time a mathematical justification of the celebrated semi-empirical "hydrogen orbital configurations" developed notably by Bohr, Hund and Slater to explain the periodic table. In our approach, none of the underlying nontrivial postulates (electrons filling hydrogen orbitals, shell and sub-shell formation, sub-shell ordering rules such as 2s<2p, Hund's rules) need to be invoked, but are seen to emerge in a natural way. The only corrections are as follows (see Sections 3.1 and 8 for a detailed discussion):
(1) Alongside each Slater determinant built from admissible hydrogen orbitals, the ground state must contain its orbit under the symmetry group SO(3) × SU(2) × Z 2 of the many-electron Schrödinger equation.
(2) For the three elements Be, B, C, a ten to twenty percent admixture of a particular "higher sub-shell" configuration is also present, an effect we term 2s
2 -2p 2 resonance. (3) In rare cases, such as that of the lowest 1 D o and 5 S o states of Carbon, the ordering of excited states disagrees with the semi-empirical Hund's rules (with experiment confirming our orderings).
We now outline our mathematical strategy to obtain explicit asymptotic energy levels and eigenstates, focusing for simplicity on the ground state.
The first step is the derivation of a simplified model governing the asymptotics. This can be done via a scaling argument plus standard perturbation theory, as follows. For fixed N and large Z, attraction of an electron by the nucleus dominates its interaction with the other electrons, so one expects the true ground state to be close to the ground state of the corresponding system with electron interaction turned off (which is known explicitly via hydrogen atom theory). After a little more thought, one realizes that this cannot be quite correct. The non-interacting ground state eigenspaces of atoms happen to be highly degenerate (see Table 3 ), but the underlying symmetry is broken by the interaction, so the true ground state eigenspaces should converge only to particular subspaces of them. (Experimentally, this phenomenon is well known, from observed energy splittings.) Mathematically, we prove that the difference between the Schrödinger ground states and the ground states of the problem P HP Ψ = EΨ, where P is the projector onto the non-interacting ground state but H is the full Hamiltonian (eq. (2) below), tend to zero. We call this simplified problem PT model, because it corresponds to (i) rescaling the problem so as to make the ground state of the reduced problem Z-independent, (ii) applying degenerate first order perturbation theory, (iii) undoing the re-scaling. Physically it corresponds to resolving, within the non-interacting ground state eigenspace, the fully interacting problem.
The second step is to determine the lowest PT eigenspace. This requires a careful analysis of the interplay between hydrogen orbital formation (promoted by the Laplacian and electron-nuclei interaction), antisymmetry, spin, and electron interaction. More technically, the following difficulties arise. (i) The non-interacting ground state, i.e. the state space of the PT model, is of somewhat daunting looking dimension, e.g. 70 in case of Carbon (see Table 3 ).
(ii) The PT Hamiltonian P HP is easy to write down abstractly (as we have just done), but unknown; one needs to devise a method to determine it explicitly. ( iii) The PT model is a strongly interacting many-body model. Difficulties (i) and (iii) are overcome via careful use of the symmetry group of the original equation and its representation theory in terms of many-body spin and angular momentum operators, which allows one to split the Hamiltonian P HP into small invariant blocks. (ii) is addressed by combining ideas from quantum chemistry which have not hitherto played a role in mathematical studies, such as Slater's rules [SO96] (which allow to express the components of the Hamiltonian via six-dimensional integrals of a product of four hydrogen eigenstates and a Coulomb repulsion term), Fourier analysis (while the Fourier transform of individual hydrogen eigenstates is well known, here one requires the Fourier transform of pointwise products of these), and residue calculus. In principle, our methods apply to arbitrary atoms, except that the relevant P HP matrices can become significantly higher dimensional.
One curious mathematical phenomenon we observe is that the Hamiltonian P HP arising in the Z → ∞ limit of quantum mechanics is always a rational matrix, despite H being a somewhat complicated partial differential operator and P a "transcendental" projector (onto tensor products of scaled hydrogen eigenfunctions such as π −1/2 e −|x| ). The structure of this paper is as follows. In Section 2 we describe the basic quantum mechanical equations and their symmetry group. In Section 3 we state the asymptotic limit of the Schrödinger ground states for Li to Ne (see Theorem 3.1). In Sections 4 and 5, we justify the reduction to the PT model and determine explicitly its state space. Sections 6-7 contain more technical material: the explicit determination of the PT Hamiltonian and the derivation of Theorem 3.1, as well as of the excited states and levels of the PT model. Finally, sections 3.1 and 8 compare our results to experimental data and to methods in the physics and chemistry literature.
Schrödinger equation and mathematical definition of basic quantitites of chemical physics
The exact (nonrelativistic, Born-Oppenheimer) time-independent Schrödinger equation for atoms and ions is
where, for nuclear charge Z > 0 and N electrons and in atomic units,
E ∈ R, and
Here and below the x i ∈ R 3 are electronic coordinates, s i ∈ Z 2 = {± 1 2 } are spin coordinates, and L 2 a is the usual Hilbert space of N-electron functions Ψ : (R 3 × Z 2 ) N → C which are square-integrable,
and satisfy the antisymmetry principle that, for all i and j,
Mathematically, H is a bounded below, self-adjoint operator with domain L [Fri03] for a short proof), for atoms (N = Z) and positive ions (N < Z) there exist countably many energy levels E 1 < E 2 < ... below the bottom of the essential spectrum of H, the corresponding eigenspaces being finite-dimensional. E 1 is called the ground state energy and the corresponding eigenspace is known as the ground state. Eigenspaces corresponding to the higher energy levels are known as excited states. The excitation energy or spectral gap of an excited state with energy E m is defined to be E m −E 1 . Physically it corresponds to the energy required to promote the electrons from the ground state to the excited state.
Besides the quantized energy levels E n , there exist important additional discrete quantum numbers associated with the atomic Schrödinger equation which arise from its symmetries. Their precise definition, albeit very natural, takes a little more work.
The model (1), (2), (4), (5) is invariant under (i) simultaneous rotation of all electron positions about the origin,
(ii) simultaneous rotation of all electron spins (by a unitary matrix U ∈ SU(2)) (iii) simultaneous inversion of all electron positions at the origin,
(In group theory language, the symmetry group is SO(3) × SU(2) × Z 2 , the third factor being the inversion group consisting ofR and the identity. When N = 1, there exists an additional symmetry, which gives rise to conservation of the quantized Runge-Lenz vector; but it is broken by the interaction term in (2) when N ≥ 2. Note also that even though the Hamiltonian (2) is invariant under the larger group of non-simultaneous rotation of spins, the antisymmetry condition (5) is not.) The conserved quantities, i.e., operators which commute with the Hamiltonian, which arise from the above symmetries are
where
and L α (j), S α (j) (α = 1, 2, 3) denote the usual angular momentum respectively spin operators acting on the j th coordinate. Explicitly, on N-
and S α (j) is multiplication by a Pauli matrix,
where the σ α are the Pauli matrices
The fact that the operators (i), (ii), (iii) commute with the Hamiltonian (2) can be checked by direct inspection using the above formulae, without reference to the underlying symmetry group. The components of total angular momentum and total spin,
Angular momentum representation theory, together with simple considerations concerning the above specific action of the operators on N-electron states, yields the following well known facts (see e.g. [FriXX] ). 
.., L, and S 3 has eigenvalues M S = −S, −S +1, ..., S. In particular, the eigenspace has dimension greater or equal to (2L + 1) · (2S + 1), with equality in the case when the joint eigenspaces of H and the operators (7) are non-degenerate (i.e., one-dimensional).
Here we have employed the usual notation
(and analogously for S 2 ). From the above we see that the main differences between the symmetries of many-electron atoms and those of hydrogen are the absence of an analogon of the quantized Runge-Lenz vector and the nontrivial action of the spin operator S 2 (for N = 1 it is equal to the trivial operator 3 4 I).
Definitions, 2. The values of L, S and p for eigenstates of L 2 , S 2 ,R are called the total angular momentum quantum number, the total spin quantum number, and the parity of the state.
From the above lemma we see that for each energy level of H there exist unique quantum numbers L, S, p characterizing the symmetry of the eigenspace (except in "non-generic" cases where the joint eigenspaces of H and the operators (7) are degenerate, in which case there exists a unique finite set of such quantum numbers). In the chemistry literature these numbers for an energy level are usually given in the form 2S+1 X ν , where L corresponds to X via 0 → S, 1 → P , 2 → D, 3 → F , and where no superscript ν means p = 1, and ν = o (for odd) stands for p = −1. For example, the Carbon values L = 1, S = 1, p = 1 from Table 1 would be denoted 3 P , and the Nitrogen values L = 0, S = 3/2, p = −1 by 4 S o . Of particular physical and chemical interest is the energetic ordering in which different combinations of L and S appear in the spectrum of the Hamiltonian (2); see Section 7.
3 Ground states of the first ten atoms in the large Z limit
We are now in a position to state a principal result of this paper.
Notation |η 1 . . . η N denotes the Slater determinant (or antisymmetrized tensor product) of the orbitals
). φ ↑, φ ↓ stands for the spin-up and spin-down
. For a linear operator on the N-electron Hilbert space (3), |||A||| denotes the usual operator norm sup{||AΨ|| : In fact, all low-lying energy levels and eigenstates can be determined exactly in the above limit. See Theorem 7.1. Note also that, as we will see below, the asymptotic ground states in the table are the exact ground states of the limit model (16), (17), and become Z-independent after the re-scaling (11). The derivation of these results requires five steps: 1. Reduction to the finite-dimensional problem P HP Ψ = EΨ, Ψ ∈ V 0 (N) described in (16), (17). 2. Explicit determination of V 0 (N). 3. Choice of a suitable basis of V 0 (N) making P HP particularly simple. 4. Explicit determination of the d ×d (i.e., in case of Carbon, 70 ×70) matrix representing the Hamiltonian P HP from eq. (16) in this basis. 5. Spectral analysis of this matrix. These steps are carried out in Sections 4, 5, 6.3, 6.4-6.6, and 7. Steps 1. and 2. follow from standard perturbation theory respectively hydrogen atom theory. 3. is achieved by a basis adapted to the symmetries of P HP (see Lemma 2.1) leading to block diagonal structure. 4. exploits, in addition, the fact that the Hamiltonian contains only one-body and two-body terms, allowing to reduce evaluation of the required N-electron matrix elements Ψ|H|Ψ , which are integrals over R 3N , to 1-and 2-electron matrix elements.
Iso-electronic sequence Symmetry Ground state Dimension (b) Sub-shell ordering The orbitals in each hydrogen energy level, or shell, form sub-shells which are occupied in the order 1s 2s 2p 3s 3p 4s 3d . . . (c) Hund's rule Within any partially filled sub-shell, the electrons adopt a configuration with the greatest possible number of aligned spins. Thus, for example, in Carbon the six electrons would occupy the orbitals 1s ↑ 1s ↓ 2s ↑ 2s ↓ 2p 1 ↑ 2p 2 ↑ (note that the alternative choices 2p 1 ↓ or 2p 2 ↓ for the last orbital would be consistent with (b) but not (c)).
This beautiful heuristic picture is seen to emerge in Theorem 3.1 in a natural way, without reliance on the above nontrivial postulates or numerical simulations (up to small but interesting corrections).
(i) For seven out of ten elements (H, He, Li, N, O, F, Ne), the Aufbau principle configuration (when interpreted not as a collection of individual electronic states, but as a Slater-determinantal many-electron wavefunction) is an element of the asymptotic Schrödinger ground state.
(ii) For the remaining three elements (Be, B, C), the Aufbau principle configuration is the dominant part of an element of the asymptotic Schrödinger ground state.
The corrections to the semi-empirical rules emerging in the large Z limit of quantum mechanics are:
(1) Alongside any Slater determinant, the asymptotic ground state contains its orbit under the symmetry group of the many-electron Schrödinger equation (see Lemma 2.1).
(2) The corrections to the Aufbau principle configurations in (ii) come from different sub-shells, indicating that rule (b) is not strictly obeyed. We term this effect, which does not seem to have received mathematical attention, 2s 2 -2p 2 resonances: besides the aufbau principle configurations 1s 2 2s 2 , 1s 2 2s 2 2p, and 1s 2 2s 2 2p 2 , a significant percentage is also present of, respectively, 1s 2 2p 2 , 1s 2 2p 3 , and 1s 2 2p 4 . This could be described as a resonance of the standard configuration with a configuration in which the two 2s orbitals have been substituted by two 2p orbitals. Why this phenonenon occurs only for Be, B, C has a simple group-theoretic reason: Tables 12, 13 show that such a substitution which preserves the total quantum numbers L and S is only possible in these three cases. (3) For excited states, Hund's rules are in rare cases found to disagree with the experimental and mathematical results; see Section 8.
Comparison with other approaches
First we comment on the asymptotic regime in which the above picture emerges, namely N fixed, Z → ∞. These parameters are the only ones contained in the electronic Schrödinger equation that can be varied in ground states of a physical system. To capture chemical specificity, N must be kept fixed. A priori, Z could be made either small or large; but making it small leads to non-existence of bound electrons [Lie84] . This leaves Z → ∞, i.e. the limit studied above, as the only option.
This limit has attracted considerable previous attention in the physics and chemistry literature in connection with asymptotic expansions of energies and numerical evaluation of the coefficients. See Section 4 and the references given there. But we do not know of any effort to derive a numerical analogue of Table 2 in this way (which would correspond to truncating the expansion at first order in 1/Z, see Theorem 4.1), even though, in principle, the tools to do so were available. In fact, in the only case we are aware of where first order wavefunctions are given [Lay59, Table 1 , p. 288], those for Be, B, C are incorrect (the standard aufbau principle configurations are given, instead of the correlated states in Table 2 ).
Another interesting strategy would be to vary mathematical parameters in the Schrödinger equation which cannot be varied physically, such as → 0 (semiclassical limit), or D → ∞ where D is the dimensionality of singleparticle state space. Despite interesting results (see e.g. the semiclassical picture of highly excited states of Helium in [TRR00] , and the total atomic energies in [Loe86] via large-D asymptotics [Wit80, Her86] ), these ideas have so far not been aimed at, or led to, explanations of the main features of the periodic table.
The large majority of the literature on atomic systems is computational, and does not take the Schrödinger equation, but various simplified models as a starting point. Explanations of the filling order (postulate (b) above) in terms of numerical solutions of the Hartree and Hartree-Fock equations began with the pionieering work of Hartree on Rubidium [Har28] ; for treatments of large classes of atoms see e.g. [Har57, FF77, TTST94] . Note that these models assume a significant part of postulate (a) from the outset, namely that electrons occupy individual orbitals and that these have 1s, 2s, 2p, ... symmetry. The asymptotic Schrödinger ground states which we determined above beautifully illustrate both the power of the Slater determinant ansatz in Hartree-Fock theory and its limitations: in several cases other than noble gases the ground state contains a determinantal state, but for some of the atoms it does not.
Finally we remark that the refined, multi-configurational methods developed in quantum chemistry (see e.g. [FF77, BT86, SO96] ) assume, on a somewhat ad hoc basis, exactly the structure of the wavefunctions which emerges naturally in Table 2 , namely finite linear combinations of Slater determinants. The only reason preventing these methods from being asymptotically exact within numerical error as Z → ∞ is the use of Gaussians to represent the orbitals (see our companion paper [FG09] ).
Reduction to Perturbation Theory Model
The first step in establishing the above result is to show that (1) simplifies to a finite-dimensional model in the limit of fixed electron number N and large nuclear charge Z.
If Ψ solves the original Schrödinger equation (1), then an elementary calculation shows that its rescaling
solves the equation
whereH 0 is the Z-independent Hamiltoniañ
(acting on the N-electron Hilbert space (3)) andẼ = 1 Z 2 E. The elementary but important observation now is that the interaction term 1 Z V ee in (12) becomes small if Z is large, allowiong to treat the interaction by perturbation theory.
Let us first derive the ensuing perturbation-theoretic model informally, then formulate a theorem. By first order Rayleigh-Schrödinger perturbation theory, (12) is expected to be well approximated bỹ
withH 0 as in (13). Now we undo the rescaling (11). This yields the model
where H is the original Hamiltonian (2). We call eqns. (16), (17) the PT model. While it is still a fully interacting quantum many-body model, the key simplification is that the space V 0 is finite-dimensional. Its dimension for different atoms is easily read off from Lemma 5.1 below: An important feature of the PT model is that it retains the full symmetries of the atomic Schrödinger equation. Proof By direct inspection the operators (7) commute with H 0 . Since V 0 is an eigenspace of H 0 , they must therefore leave V 0 invariant, and commute with the projector P onto V 0 . As already shown (see Lemma 2.1), the operators (7) also commute with H, and hence with the composition P HP .
We now come to the rigorous justification of the PT model (16), (17). 
of the full Hamiltonian (2) have exactly the same dimension, total spin quantum number, total angular momentum quantum number, and parity as the corresponding P T energy levels 
b) The lowest n(N) energy levels of the full Hamiltonian have the asymptotic expansion
E j (N, Z) Z 2 = E P T j (N, Z) Z 2 + O( 1 Z 2 ) =Ẽ (0) + 1 ZẼ (1) j + O( 1 Z 2 ) as Z → ∞,
The idea that for large Z the inter-electron termẼ
(1) j provides the first order correction to the non-interacting energy is well known in the physics literature (see e.g. [Hyl30, BS57, SC62, SW67, RD71, Wil84] who treat non-degenerate eigenvalues, and see [Lay59] who gives an expansion similar to that in (b), not accounting for multiplicities, and numerical tables ofẼ
(1) j in the degenerate case). The main new insight here is the absence of further splittings at higher orders of perturbation theory (see statement (a) in the theorem). This is remarkable, considering that it fails in the simple 3 × 3 matrix example
The eigenvalues are √ 1 + ǫ 2 , 1, − √ 1 + ǫ 2 , and hence nondegenerate for ǫ = 0, but the leading eigenvalue is degenerate in first order perturbation theory.
Proof LetẼ P T 1 < ... <Ẽ P T n(N ) be the energy levels of the scaled model (14), (15), and let d j ,P P T j be the corresponding eigenspace dimensions and eigenspace projectors. By perturbation theory for relatively bounded perturbations of self-adjoint operators (see e.g. [Kat95, FriXX] ), exactly d j eigenvalues of the scaled Schrödinger equation (12) including multiplicity are asymptotic to first order in 1/Z to the j th eigenvalue of (16), (17). More precisely:
Moreover the projectorP j onto the span of these d j eigenstates satisfies
Next, we investigate the Schrödinger eigenspace dimensions. By Lemma 4.1, each PT eigenspace possesses well defined spin, angular momentum and parity quantum numbers L, S, and p, and by inspection of the explicit formulae in Theorem 7.1 below, the space has minimal dimension subject to these numbers. On the other hand, by (18), for sufficiently large Z these numbers must agree with those of the eigenspaces of (12); hence by Lemma 2.1 (c),
Note that without the information on minimality of the PT dimensions, we would not be able to exclude the possibility of further splittings of the Schrödinger eigenvalues beyond the PT splittings, at higher orders of perturbation theory; this is the only reason why the restriction N ≤ 10 is needed. The theorem now follows by applying the isometric scaling transformation (11).
State space of the PT model
The important starting point for solving the PT model is the fact that its state space, the GS of H 0 , can be determined explicitly. This will follow from the exact solubility of the Schrödinger equation of hydrogen and basic many-body arguments. To explain these matters, we start from the hydrogen atom Hamiltonian
For hydrogen, Z = 1, but the parameter Z > 0 will be useful later. Its eigenvalues are given by (see e.g. [Gri95] ) e n = − Z and have corresponding 2n 2 -dimensional eigenspaces with orthonormal basis
where φ nℓms ∈ L 2 (R 3 × Z 2 ) is the, up to normalization, unique eigenfunction of h, L 2 , L 3 and S 3 with eigenvalues −Z 2 /(2n 2 ), ℓ(ℓ+1), m and s respectively. For later it will be useful to have an explicit form for these so-called hydrogen orbitals, which in polar coordinates with spin coordinate s ∈ Z 2 are given by
Here L k n (x) is a generalized Laguerre polynomial and Y ℓ,m (θ, φ) is a spherical harmonic [AS72] . In cartesian coordinates, the n = 1 and n = 2 orbitals are
Often, it is convenient to work -instead of the last two functions -with their real linear combinations
The following lemma describes how the eigenfunctions for the non-interacting many-electron system are formed from these one-electron eigenfunctions.
Lemma 5.1. (Standard "folklore", see [FriXX] for a rigorous proof ) (a) The lowest eigenvalue of the operator Thus the ground state of the non-interacting Hamiltonian is spanned by Slater determinants (alias antisymmetrized tensor products) formed from scaled hydrogen orbitals, "filled" in order of increasing one-electron energy.
. is an ordered list including multiplicity of the hydrogen eigenvalues (20). (b) The corresponding eigenspace is
Due to the freedom of choosing any N − d * eigenfunctions ψ i ("valence orbitals") from the basis of the highest relevant hydrogen eigenspace, whose dimension is 2(n * + 1) 2 , the noninteracting GS has typically a large degeneracy:
Specialization to the second row atoms and their isoelectronic ions (N=3,...,10) In this case, the number d * of core orbitals equals 2, the number n * of closed shells equals 1, and the dimension 2(n * + 1) 2 of the hydrogen eigenspace from which the valence orbitals are selected equals 8. Thus by (27), the dimension of the ground state equals
These numbers are given in Table 3 . The set of core respectively valence orbitals is (using the real orbitals φ 2p 1 , φ 2p 2 instead of φ 2p ± )
Here we have employed the standard notation φ ↑, φ ↓ for the two spin orbitals φ(x)δ ±1/2 (σ).
Finally, the ground state of H 0 is
6 Determining the matrix PHP
In this section we determine explicitly the Hamiltonian matrices P HP , for all second period atoms. Most of our arguments do not rely on the special radial form of the hydrogen orbitals (28), (29) appearing in the definition of the subspace V 0 (N). Hence in this section, unless stated otherwise, V 0 (N) denotes the space (30), (28), (29) with the more general orbitals 1, 2, 3) , (31) where the ϕ's are in L 2 (R 3 ) with norm one, R i : R → R, and
Spin and angular momentum calculus on Slater determinants
The action of the spin and angular momentum operators on V 0 (N) can be calculated from their action on the orbitals (28) and (29) together with the following simple identitites for the action of linear operators of form
on Slater determinants, where b is a linear operator on L 2 (R 3 × Z 2 ):
Direct calculations show that, for any two spatial orbitals ψ, φ ∈ L 2 (R 3 ), and orthogonal spin states α, β : Z 2 → C,
In particular, by (32) and (33), S 3 |ψαψβ = 0 and S 2 |ψαψβ = ( The angular momentum operators (6) act on the orbitals (31) as follows, independently of the choice of spin α : Z 2 → C:
where the indices are understood modulo three. Hence we need only consider the action of L 2 on ϕ 2p i , giving, for any two spin states α and β, and i = j,
Finally
A useful and well known consequence of the above is that the pair of 1s orbitals makes no contribution to spin, angular momentum, and parity on the space (30). More precisely:
The matrix of any of the operators (7) on V 0 (N) with respect to the basis (30) is the same as that on the corresponding fewerparticle space obtained by deleting the orbitals χ 1 , χ 2 , with respect to the corresponding basis {|ψ i 1 . . .
Particle-hole duality
A further observation that simplifies the calculation of the eigenfunctions is a particle-hole duality result. We introduce a dual operator, in the spirit of the Hodge star operator from differential geometry (see e.g. [Jos02] ), by Definition The dual of α|Ψ , with
being any element of the basis (30) and α ∈ C, denoted by * (α|Ψ ), is given by
and a(ψ) is the usual annihilation operator which maps |ψ ψ i 1 . . . ψ i k to |ψ i 1 . . . ψ i k .
We extend * linearly to real linear combinations of the α|Ψ , thereby obtaining an antilinear map from V 0 (N) to V 0 (10 − (N − 2)). We then have the following result:
Proof Direct calculations using the second quantized forms of L and S show that both operators anticommute with * on V 0 (N). The results for angular momentum and spin are then trivial. The result for the inversion operator follows from the fact that the parity of a wavefunction is equivalent to the parity of the number of p-orbitals present in each Slater determinant (sincê Rϕ ns α = ϕ ns α for both n = 1 and 2, andRϕ 2p i α = −ϕ 2p i α for i = 1, 2, 3) and the number of p-orbitals in the dual of a Slater determinant with k porbitals is 6 − k, preserving the parity.
The above result is a modest generalization of insights by spectroscopists (who did not know they were speaking what mathematicians would call supersymmetry). They introduced the dual of a configuration with respect to a single open shell (termed "conjugate configuration" in [Con80] ), and noticed that it gives rise to the same set of L 3 and S 3 eigenvalues [Con80] and, what is more, the same L 2 , S 2 , and L · S matrices [CS35] .
Simultaneous L 2 -S 2 Eigenspaces
We now form the joint angular momentum and spin eigenspaces within V 0 (N). Lemma 6.2 shows that we only need to do this for Lithium-Carbon, the remaining cases follow by duality. Under the restriction of a fixed number of 1s, 2s, 2p orbitals, the results were no doubt known to early spectroscopists, who realized that the multiplet structure of observed spectra can only be captured via superposition of aufbau principle Slater determinants into "terms" (in our language, joint L 2 -S 2 eigenspaces); see e.g. [CS35, Con80] . We do not however know of a complete tabulation. Proof We only give the proof for the highest dimensional case, Carbon, the other cases being analogous but easier.
By Lemma 6.1, it suffices to find the joint L 2 -S 2 -eigenstates in the fourelectron vector space spanned by B = {|ψ i 1 ψ i 2 ψ i 3 ψ i 4 | 1 ≤ i 1 < i 2 < i 3 < i 4 ≤ 8}, with the ψ i as in (29).
We note first that each Slater determinant in the above basis is already an eigenfunction of S 3 , and that the space with S 3 -eigenvalue M is isomorphic (by flipping all spins) to that with eigenvalue −M. Since both L 2 and S 2 commute with S 3 , it suffices therefore to consider their action on the eigenspaces of S 3 with eigenvalue M ≥ 0.
Next we observe that within each such S 3 -eigenspace, the span of those Slater determinants which share the same number of different spatial orbitals (4, 3, or 2) is also invariant under L 2 and S 2 . We now calculate the matrices of L 2 and S 2 with respect to the soobtained subsets of the basis B, using (32), (33), and the formulae from subsection 6.1. To shorten the notation, we will write s ↑, s ↓, 
Four different spatial orbitals, M=1 With respect to the basis {|s
↑ p 1 ↑ p 2 ↑ p 3 ↓ , |s ↑ p 1 ↑ p 2 ↓ p 3 ↑ , |s ↑ p 1 ↓ p 2 ↑ p 3 ↑ , |s ↓ p 1 ↑ p 2 ↑ p 3 ↑ }, L 2 =     4 −2 −2 0 −2 4 −2 0 −2 −2 4 0 0 0 0 0     , S 2 =     3 1 1 1 1 3 1 1 1 1 3 1 1 1 1 3     .
Four different spatial orbitals, M=0 With respect to the basis {|s
(In total, these span a 6-dimensional subspace.) With respect to each basis
(In total, these span a 6-dimensional subspace.) Three different spatial orbitals, M=0 With respect to each of the bases
(In total, these span a 12-dimensional subspace.) With respect to each of the bases
(In total, these span a 12-dimensional subspace.) Two different spatial orbitals, M=0 With respect to the bases {|s ↑ s ↓
This completes the explicit description of the action of L 2 and S 2 . The eigenfunctions and eigenvalues are now found by explicit diagonalization of the above matrices.
Tables 4-11 use the following conventions: 1) The two 1s orbitals present in every Slater determinant are not shown.
2) The eigenfunctions are not normalized. 3) In all cases, it is assumed that i = 1, 2, 3, (i, j) = (1, 2), (2, 3), (3, 1) and (i, j, k) is any cyclic permutation of (1, 2, 3). In particular, any eigenfunction containing a variable corresponds to a 3D subspace. 4) Eigenfunctions of the form aΨ 1 + bΨ 2 + cΨ 3 are such that a + b + c = 0 and stand for two linearly independent orthogonal choices of (a, b, c), and hence correspond to a two-dimensional subspace. 5) Within each L 2 -S 2 -eigenspace, the different S 3 eigenspaces are separated by a line, in the order M = S, −S, S − 1, −(S − 1), . . . , 0. 6) The spin orbitals ϕ 2s ↑, ϕ 2s ↓,
Note that the parity of the eigenfunctions in the tables, although not shown explicitly, can be read off by counting the number of p orbitals (see the previous section).
Inspecting these eigenspaces reveals a number of interesting properties.
Corollary 6.1. For any N = 3, . . . , 10, the maximum dimension of any simultaneous eigenspace within V 0 (N) of the operators (7) is two.
As regards diagonalization of the Hamiltonian, this is clearly much more promising than the 70-dimensional space of Carbon. This is remarkable, and will greatly simplify the structure of the Hamiltonian matrix in the basis (30), due to the simpler structure of Slater's rules (see below). Also, it implies that even for the correlated eigenstates of the Hamiltonian, the orbitals (29) are natural orbitals in the sense of Löwdin. A more abstract proof of Corollary 6.2 will be given elsewhere. 
Symbolic interaction matrix
In order to calculate the Hamiltonian matrix P HP on each L 2 -S 2 -R eigenspace, note first that P HP commutes with (7) (see Lemma 4.1, which remains valied for the more general orbitals (31), cf. the calculus in Section 6.1). Hence it suffices to pick arbitrary components of L and S, say L 3 and S 3 , and calculate this matrix on the L 2 -L 3 -S 2 -S 3 -R eigenspace with maximal S 3 and L 3 = 0. These spaces are shown in Tables 12-14 . Here, because of their importance for the interaction energy, the 1s orbitals are shown and the eigenfunctions are normalized. We find it convenient to abbreviate the spin orbitals
(even more drastically than in Tables 4-11) 
Thus, for example, the top Carbon state of Table 13 ,
We begin by analyzing the V ee matrix elements between the eigenfunctions of Tables 12-14. Using Slater's rules [SO96, Section 2.3], these are straightforward to express in terms of Coulomb and exchange integrals (aa|bb) and (ab|ba) of the spatial orbitals (31), where -in common notation -
Lemma 6.3. Let N ∈ {3, . . . , 10}. Orthonormal bases of the simultaneous The shortness of the expressions for the Ψ|V ee |Ψ , and the absence of Coulomb and exchange integrals involving the last orbital, comes from the absence of single excitations (Cor. 6.2) and the equivalence of the p orbitals in (31) up to rotation. The latter would be destroyed by changing to a basis of L 3 eigenfunctions (which is why we have not done so even though this would have been more convenient for the diagonalization of L 2 in the previous subsection).
Explicit interaction matrix
In order to obtain explicit values, we finally need to substitute the explicit PT orbitals (24), (25), and evaluate the ensuing Coulomb and exchange integrals. We do this via a four-step procedure: reduce the original integrals over R 6 to integrals over R 3 via Fourier transform calculus; explicitly determine the Fourier transforms of pointwise products of the above orbitals; reduce to 1D integrals with the help of spherical polar coordinates in Fourier space; evaluate the remaining 1D integrals, which turn out to have rational integrands.
The Fourier transform of a function f ∈ L 1 (R n ) will be denotedf ; we find it convenient to use the definition
which does not contain any normalization constants.
Note that this shows that exchange integrals (ψ i ψ j |ψ j ψ i ) are positive.
and hence their Fourier transforms are well defined.
Table 12: V ee matrix element expressions for the Li-B sequences, 'cross' denotes the off-diagonal term in the 2 × 2 matrix. See Lemma 6.3 for notation. −1 Considering the integral I(λ) = R 3 R 3 dxdy
It is easy to show that
) and so by dominated convergence
Setting h = e −λ|x| /|x| we have I(λ) = R 3 dy f * h (y)g(y)dy and
, and again by dominated
Combining (40) and (41) gives the result.
Next we calculate the Fourier transforms of pointwise products of the hydrogen orbitals (24), (25). Here and below, by expressions such as |x|e −λ|x| (k) we mean the Fourier transform f (k) of the function f (x) = |x|e −λ|x| .
Lemma 6.5. With the Fourier transform as defined in (38), and λ > 0,
Function
Fourier transform
Proof Let f (x) := e −λ|x| . We have f(k) = 8πλ/(λ 2 + |k| 2 ) 2 , which is easy to verify by direct calculation (convert to spherical polar coordinates and integrate). All remaining Fourier transforms can be expressed in terms of derivatives of f , as follows. Using |x|e
dλ 2 e −λ|x| , and noting that differentiation with respect to λ commutes with the Fourier transform gives
For the next three Fourier transforms, we recall the well known differentiation identities for Fourier transforms:
The final case needed is
Working out the above derivatives of f explicitly is straightforward, yielding the formulae given in the lemma.
Lemma 6.6. The Fourier transforms of pointwise products of the hydrogen orbitals (24), (25) are as given in the following table. In all cases j, ℓ = 1, 2, 3, j = ℓ.
Function Fourier Transform
Proof This is simply an application of the results of Lemma 6.5.
Finally we use these Fourier transforms, along with the reformulation of the Coulomb and exchange integrals from Lemma 6.4, to derive the explicit values of these integrals. 
Z
Proof We insert the Fourier transforms from Lemma 6.6 into (39), change to spherical polar coordinates and integrate. The angular integrals are elementary and the final radial integrals, which on account of Lemmas 6.6 and 6.4 have rational integrands, may be evaluated with Maple; for a truly pen and paper method, one can use complex contour integration.
Note the insteresting multiscale effect that the exchange integrals are much smaller then the Coulomb integrals, by about one order of magnitude. Nevertheless, as we will see later, the exchange terms play an important role in energy level splitting.
The table in the above lemma together with Tables 12-14 completes the task of evaluating the matrix P V ee P on V 0 (N).
The matrix P HP
The remaining part P H 0 P of the Hamiltonian P HP is trivial to determine, because the space V 0 (N) is an eigenspace of H 0 , with eigenvalue given in Lemma 5.1:
By inspection of (42), Lemma 6.7, and Tables 12-14 we obtain an interesting corollary. 
Atomic energy levels and eigenstates
The spectral decomposition of the PT Hamiltonians P HP is almost immediate from the block form derived in the previous section , the only remaining task being the diagonalization of the 2 × 2 blocks, which may be done explicitly: For (orthonormal) wavefunctions Ψ 1 , Ψ 2 and E i := Ψ i |H|Ψ i , the eigenvalues are given by
with corresponding normalized eigenstates
(44) These formulae together with eq. (42), Tables 12-14 and Lemma 6.7 immediately yield:
Theorem 7.1. For N = 3, ..., 10, and Z > 0, the energy Note that the ordering of the PT levels is independent of Z, since the spectral gaps are linear in Z.
Comparison with experiment and methods in the physics and chemistry literature
The analytical eigenvalues and eigenstates derived in the isoelectronic limit provide a wealth of information on various quantitites of physical and chemical interest, and yield a number of insights into the inner working mechanisms of the many-electron Schrödinger equation which are not readily available from numerical simulations. We will discuss, in turn, the obtained L and S values, ground state dimensions, ground state energies, and spectral orderings.
L and S values and the notion of 'group' in the periodic table
The ground states themselves are not accessible from experiment, but their spin and angular momentum quantum numbers are. As already mentioned, the theoretical values agree with the experimental values in every case (see Table 3 ), not just for large Z but all the way down to neutral atoms (Z = N), capturing the nontrivial dependence on the number of electrons. An important theoretical feature of L and S values as compared to the more familiar semi-empirical concept of "hydrogen orbital configurations" is that regardless of the approximations made to predict them in practice, they remain well defined in the full Schrödinger equation. See Section 2. It would therefore be of value to base quantum mechanical explanations of the periodic table on numbers such as these. In this context we note that L and S values suffice to explain quantum mechanically a large part of the notion of "group" in the periodic table. Only five different (L, S) pairs occur mathematically for the first 10 atoms, and experimentally for the first 20. Now these correspond precisely to group 1 (alkali metals), the union of groups 2 and 8 (alkaline earth metals and noble gases), the union of groups 3 and 7 Table 16 : Asymptotic Schrödinger energy levels and eigenstates (= exact PT levels and states) for the N-Ne sequences. The numerical values are for Z = N. Ψ is the up to normalization unique PT eigenstate with L 3 = 0 and maximal S 3 . The Ψ i are as in Table 14 , labelled by order of appearance, with 1, 2, 3, 4, 5, 1, 2, 3, 4, 5 as in Theorem 3.1.
(group 3 metals and halogens), the union of groups 4 and 6 (Carbon group and Oxygen group), and group 5 (Nitrogen group). See the table below.
Moreover, taking into account the gradients of L or S with respect to atomic number N would separate the group 3 metals from the halogens, and the Carbon group from the Oxygen group. Note that L and S gradients are mathematically analogous to ionization energies, which are gradients of energy with respect to N.
Ground state dimensions
These dimensions are shown in Table 3 . They are interesting as they are a measure of the 'flexibility' within the ground state, in that they specify the number of degrees of freedom which can be varied without affecting the energy of the state. This flexibility appears to be curiously unexplored in the literature, perhaps in part due to it not being clearly captured by the semi-empirical Bohr-Slater picture, the Hartree-Fock approximation, or Kohn-Sham density functional theory.
On a qualitative level, we expect that an atom with a high-dimensional ground state will form a wider range of molecules than an atom with a similar number of valence electrons but with a lower dimensional ground state. This should be true both in terms of molecular geometry (e.g. linear, bent, triangular, tetrahedral) as well as in terms of which atoms it will stably bond with. We plan to develop this idea in a more mathematical way in a future publication.
Ground state energies
The asymptotic ground state energies, despite being theoretically justified only for strongly positive ions (see Section 4), still capture around 90% of the experimental [ A key virtue of our exact eigenstates is that they allow to trace the spectral gaps to the size of individual Coulomb and exchange integrals.
As an example of a 2s-2p spectral gap, consider the 2 S ground state and 2 P first excited state of Lithium. In a large majority of cases, the theoretical orderings also agree with Hund's rules. In fact, many of Hund's rules are rigorous theorems in first order perturbation theory and related models, and rely only on the structure of the symbolic matrices in Tables 12-14 , not their numerical values. This will be discussed elsewhere.
Let us also describe a
Counterexample to Hund's rules. Consider the higher Carbon 1s 2 2s2p 3 states. Hund's rules would order their energies, regardless of the choice of nuclear charge Z, as [FG09] .) In particular, in the neutral atom, Z = N, the experimental ordering is
This is an important example because it shows that it is of value to investigate which of Hund's rules can be justified quantum mechanically and which ones can not. In this particular case, a closer look shows that there should be no universal ordering, neither one way nor the other. The energy difference as read off from Table 13 consists of a 2s-2p positive exchange term and a 2p-2p negative exchange term
and so could have either sign, depending on the orbitals. Note that this interesting effect is missed when the states under investigation are modelled by their aufbau principle configurations. By Hund's rules, these are |112345 for the singlet and |112345 for the triplet. A simple calculation shows that the energy difference is then E3 S o − E1 D o = −(24|42) < 0, which is very far from the correct difference (45) and incorrectly predicts a universal ordering.
Spectral gaps
The asymptotic energy levels, despite their excellent orderings, do not give quantitatively useful spectral gaps for neutral atoms. However, in the regime of highly positive ions in which they were theoretically justified (see Theorem 4.1) they beautifully match the experimental gaps, as shown in Figure 1 . , with the energy of the lowest level (which shifts with Z) having been subtracted for clarity. By Theorem 4.1, the match between PT and Schrödinger energy levels would become even better as Z increases further. But beyond the value Z = 20 shown here, the match between Schrödinger levels and experiment slowly starts to deviate, due to the onset of relativistic effects, whose study lies beyond the scope of the present paper.
Overall conclusion
The principal conclusion of this paper is that the semi-empirical hydrogen orbital configurations of atoms developed by Bohr, Hund and Slater have a precise mathematical meaning, as asymptotic limits of the true Schrödinger ground states for large nuclear charge. (This holds up to certain small but interesting corrections, as described in Section 3.1.) We hope that the limit eigenstates calculated here (see Table 2 ) can serve as a theoretical alternative to semi-empirical discussions of the periodic table in the literature.
Another use of our findings, as benchmark data for the design and validation of computational methods, is explored in a companion paper [FG09] .
