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Abstract 
When trying to predict how and where ice will accrete on an aircraft, engineers first need 
to be able to track the path and concentration of water particles; this will allow for a better 
representation of water impingement and ice accretion. This tracking can be accomplished by 
using either a Lagrangian computational method, which tracks particle paths with no diffusion, 
or an Eulerian computational method, which uses a partial differential equation to calculate 
concentrations with high efficiency. The current study expands upon previous work which 
developed a new Lagrangian computational method, called the Lagrangian Parcel Volume (LPV) 
method. 
 The LPV method uses Lagrangian particle trajectories which define a parcel’s volume to 
compute particle concentration. The change in particle concentration (particle volume per mixed-
fluid volume) can be determined directly by comparing the final volume of a parcel to its initial 
value. Previous investigations with the LPV method found that it provides accurate and efficient 
results when compared with other computational techniques. A two-dimensional (2-D) unsteady 
potential cylinder flow was used for most predictions.  
 In chapter I of this study, different aspects of the LPV method’s computational makeup 
were investigated for impact efficiency predictions. These studies included parcel shape 
definition, varying the number of parcels released in a given simulation, using a non-linear drag 
model for particle trajectory calculations, and also, varying the timestep used in simulations. 
Futher studies performed investigated the effects on impact efficiency due to unsteady flow 
oscillations and polydisperse particle distributions. LPV impact efficiency predictions on the 
clean two-dimensional four inch cylinder were found to agree well with experimental data. 
  
iii 
 
 In chapter II of this study, the LPV method was further expanded by implementing a new 
type of flowfield into the code: Large Eddy Simulations (LES). LES flowfields are needed to 
describe upstream unsteadiness and flow separation for complex geometries. Two geometries 
were studied in these LES simulations: a clean four inch diameter cylinder and a large glaze ice 
model (mounted on a two inch diameter cylinder). Impact efficiency predictions for both 
geometries were found to agree well with experimental data. This research demonstrates the LPV 
method can be used for both potential and LES flowfields while displaying high accuracy and 
efficiency.  
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Chapter I: Drop Concentration and Flux on a Cylinder 
1.1 Introduction 
1.1.1 Motivation  
ircraft icing is a major concern during the development of new aircraft components 
such as airfoils, propulsion systems, or control surfaces. Ice accretion, or the accumulation and 
growth of ice on the surfaces of these components, occurs when super-cooled droplets of water 
impact and then freeze on these surfaces. Depending on the extent of ice accretion, this can cause 
severe decreases in the performance, stability, and controllability of the aircraft. The amount of 
ice which can build on an aerodynamic surface is related to the mass flux impacting on the 
surface. 
 To better understand icing phenomena, representations of spatial and temporal particle 
concentrations have been developed. The numerical methods which assist in this phase of the 
development process are, however, computationally intensive. Prediction techniques have been 
developed for steady flows which are efficient; however, realistic predictions must be able to 
account for unsteady aspects of the flow field. 
 Numerical Techniques for particle concentration and surface flux are typically classified 
as either Eulerian or Lagrangian. Eulerian techniques are typically used when particle 
concentrations are important. To determine these concentrations, Eulerian techniques make use 
of partial differential equations to determine particle concentration and surface flux and require 
that the particle properties (such as concentration, velocity or temperature) can be approximated 
as a continuum. This continuum treatment assumes that the particle concentration field is well-
posed, continuously differentiable and gradient-resolved throughout the domain1. Because these 
methods use differential equation representations of concentration, they cannot make use of 
A 
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certain particle interaction effects, such as particle collisions, coalescence, and breakup. In 
addition, use of the gradients required by these partial differential equations can cause non-
physical diffusion of particle mass and momentum. 
 Lagrangian techniques, by comparison, use ordinary differential equations to update 
characteristics, such as particle positions, velocities, mass, etc., to track individual particles or 
clouds of particles. This allows for high accuracy with respect to particle trajectories. Predictions 
with stream-tube methods require steady flows while bin sampling methods require that many 
Lagrangian trajectories be collected for each discrete spatial bin. For resolved or partially-
resolved turbulent flows with complex geometries, the stream-tube method is invalid and the bin 
methods are inefficient. In the following, the bin and stream-tube methods are discussed. 
1.1.2 Previous Numerical Techniques 
There are many available Lagrangian methods for determining the concentration and 
mass flux. Bin methods are some of the simplest and most widespread Lagrangian methods 
used2. The Ensemble Bin method predicts the concentration as the sum of the volume occupied 
by all droplets over a computational volume and can be shown as 
  
pN
i p, j
j 1,i
1 

  


 (1) 
For many applications, the mass flux per unit area is of more importance; this can be given per 
unit time as 
       
p ,iN
p
p, j
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M 1
m
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 
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
 (2) 
This represents a classical definition of the mass flux per unit area, i.e., it is the number of 
particles with mass mp,j that flux through the area AΔ,i over a given time, τavg. The impact 
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efficiency, β, can then be defined as the normalization of Eq. (2) relative to the mass flux per unit 
area at the injection plane. If the injection plane is normal to the particle velocity, this can be 
written as 
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                                              (3) 
To avoid following every particle, one may also let mp,j  represent a small cloud of particles, i.e. a 
parcel.  
A modification to the Ensemble-Averaged Bin method known as the Weighted-Average 
Bin method mitigates the issue present in this approach. This method applies a weighting based 
on the location of the centroid of a bin and the centroids of the surrounding bins. For a 2-D flow 
with bins aligned on a vertical plane, the span and location of these bins can be represented as 
  i i 1 i 1
y y y     (4a) 
  i 1 p i 1
y y y    (4b) 
In the above equations, Δyi represents the range of the bin whose centroid is at yi. Any particle 
with vertical position, yp, which satisfies Eq. (4b), is collected as hitting the bin located at yj. This 
idea can be seen pictorially in Fig. 1 a). The weight given to each particle uses a shape function 
(Ф) based on the relative position of a particle to the bin centroid. Although higher-order 
schemes are available, linear shape functions are common and easy to implement. The 
contributions of these particles to the concentration and mass flux of bin i are determined by 
applying this weighting function to Eq. (2) to obtain 
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4 
 
The impact efficiency can then be given for cases of constant particle mass and constant injection 
velocity as 
                                                          
 
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 (6) 
Since the Ensemble-Averaged and Weighted-Average Bin methods both use sampling, a large 
number of particles or parcels must be captured in each bin (e.g. 10-100) to ensure statistical 
convergence. 
 To avoid the sampling requirements of the above bin methods, the definition of a 
streamtube in steady flow can be employed such that any particle released in this streamtube will 
remain inside of these bounds. Therefore, the discrete mass flux through a streamtube is constant, 
i.e., 
       p,inj p,flux
M M
 (7) 
 The Streamtube method, also known as the “area method” has been developed by NASA 
and implemented into the LEWICE code by Ruff and Berkowitz3. It makes use of the 
assumptions of steady uniform inflow, which had previously been required to derive Eq. (3), in 
order to relate the change in streamtube area to the change in perpendicular mass flux. For a 2-D 
flow, the particle streamtube can be defined by the bounds described by two particle trajectories.  
The mass flux per unit area can, therefore, be given as 
                                                        
 p,1 p,2p
,i avgi
m mM
A A 
 
      (8) 
The Streamtube method then calculates the impact efficiency by relating the change in area of 
the streamtube to the change in perpendicular mass flux. 
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 To avoid the unsteady restrictions of the streamtube method and the sampling 
requirements of the bin methods, Wang and Loth4 developed a Globally-Eulerian, Locally-
Lagrangian (GELL) Lagrangian Concentration Differential Equation (LCDE) method.  In a 2-D 
flow, this parcel is defined by four particles from which the interior parcel concentration can be 
determined. This approach temporally discretizes the particle concentration transport equation 
along with the particle trajectory equations for position and velocity. 
                                                           
  p
p
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t m
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d
d
 (10) 
Directly influenced by the particle trajectory calculations, the LCDE method discretizes the 
differential equation above along the particle path as 
  
n 1 n
p pn 1 n
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v v
 (11) 
The mass flux can then be obtained by multiplying the concentration ratio by the velocity ratio 
and the impact efficiency is obtained by normalizing this by the injection plane flux as 
  
 
 
* flux
i i
inj

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
v n
v n
 (12) 
This is effectively a central-difference scheme in time applied to Eq. (10). A pictorial 
representation of the velocity v and the normal vector at the flux plane can be seen in Fig. 1 b). 
This technique was found to be very accurate but not robust to conditions where particle 
trajectories crossed as noted by Mickey and Loth6.  Thus an efficient and robust Lagrangian 
method for unsteady flows is still needed. Mickey7 gives a more complete discussion of these 
methods in addition to discussion of a wider variety of methods, such as the Full Lagrangian 
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method. 
A more recent approach is that of Mickey et al
8
 who developed the Lagrangian Parcel 
Volume (LPV) method for particle concentration calculations. They showed that the LPV 
method provides accurate and efficient predictions, and simply requires four particles for each 2-
D parcel as shown in Fig. 1 c). Sample LPV impact efficiency predictions can be seen compared 
to other methods described previously in Figs 2 b), d), and f). These predictions represent three 
different cases of particles impacting a 2-D cylinder in terms of the Stokes number (St), which is 
the particle response time-scale to drag normalized by the gas flow time-scale (this parameter is 
discussed further in the next section). Particles of inertia St = 0.25, St = 1, and St = 100 have 
been considered, with particle trajectories for each case being shown if Figs. 2 a), c), and e), 
respectively.    
 Similar to the LCDE method, the LPV method has been demonstrated to provide accurate 
predictions in unsteady flows; representing a large improvement over the LCDE method and, by 
association, the Streamtube method. The LPV method has been demonstrated to provide accurate 
predictions even in the presence of particle trajectory crossings. It is therefore suggested that the 
LPV method could be used for any case in which the Bin methods were used exclusively; these 
cases could then be studied while requiring orders of magnitude fewer particles.  
1.1.3 Objectives of Present Study 
 Expanding on previous studies of the LPV method, the goal of this study is to improve 
upon the LPV method (with higher accuracy and more efficient schemes) in the context of 
inviscid gas flow over a cylinder. In addition, this part of the thesis compares LPV results with 
experimental data and also investigates how impact efficiency is affected by flow unsteadiness. 
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1.2 Methodology 
1.2.1 Particle Equations of Motion 
The particle path lines used in the Lagrangian method are determined by the particle 
equation of motion. If it is assumed that particle concentrations are small enough such that 
interparticle collisions are unimportant and that particle density is very large when compared to 
the fluid density. In this case, the resulting ordinary differential equations for each particle (or 
parcel) are given by 
     
pi
i
x
v
t

d
d  (13a) 
  
p
p
m
m
t

d
d  (13b) 
  p p pm m m 3 df
t
D 
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    
 
v
g F g w
d
d
 (13c) 
   w v u  (13d) 
In the above equations, mp represents particle mass, vi represents particle velocity, xpi represents 
the position of the particle, µ represents the viscosity of the surrounding gas, f is the Stokes drag 
correction, w is the relative velocity of the particle to the gas, and u is the velocity of the gas 
hypothetically extrapolated to the particle centroid. Due to the assumption of a large density 
ratio, the history force, fluid stress force, added mass force, and lift force have been neglected9. 
For this study, spherical particles have been assumed and, therefore, the particle mass (mp) can 
be described by a combination of the particle density (ρp) and either the particle diameter (d) or 
particle volume (∀p) and can be given as 
  
3
p
p p p
d
m
6
 
   
 (14) 
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 The particle response time (p) can be defined as the time-scale associated with drag, 
which usually represents the most significant continuous-phase effect on particle motion. This 
time-scale can be used to characterize how quickly a particle will adapt to the surrounding 
velocity field. The particle response time can be described as the ratio of the effective mass (meff) 
and relative velocity magnitude (|w|) to the drag force (FD). The effective mass includes both the 
particle mass and the added mass.  However, for ρp»ρf, such as the case with water particles in an 
air-flow, the added mass is negligible. Thus, τp is proportional to the particle density and  
  
2
peff
p
f
dm
F 18 f

  

w
D  (15) 
If the particle Reynolds number is less than 1000, f can be given as 
  
0.687
pf 1 0.15 Re    (16) 
For the creeping flow case (Rep0), the Stokes drag correction is unity. 
 The Stokes number (St) represents the inertia that a particle has in relation to the changes 
in the fluid velocity. Specifically, it is the ratio of the particle response time to the domain time-
scale (D). 
  
2
p p
D f D
d 1
St
18 f
 
 
    (17) 
The Stokes number, also known as the modified inertia parameter, represents a time based 
relationship between the inertia of the particle and the fluid velocity. Evaluating the Stokes 
number, a particle’s velocity and position at a given time-step may then be computed using 
discretized forms of the particle equations of motion. To determine particle trajectories and 
positions, Barton10 gives a third order exponential predictor-corrector scheme, which has been 
verified by Wang and Loth4 and written in vector form as 
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In these expressions, A represents the discretized particle acceleration vector and B  represents 
the discretized particle jerk vector. This expression assumes that the fluid velocity has a 
quadratic variation. 
1.2.2 LPV Methodology 
 The Lagrangian Parcel Volume (LPV) method
8,13 
has been developed for determining particle 
concentration in unsteady flows. This new approach compares the volume of a parcel at injection 
to the volume of the same parcel when it hits the flux plane (aerodynamic surface) to obtain the 
change in the volume fraction of water particles ( ) which is a major factor in predicting how 
much ice will accrete. An example of this technique can be explained pictorially by Fig. 1 c), 
where the parcel can be seen in its injection and flux states. Equation 19 shows how the 
concentration is calculated. 
   
  ∀ 
∀ 
 (19) 
In the above equation, Np is the number of particles present in a parcel cloud, ∀  is the volume of 
an individual drop, and ∀  is the volume of a parcel cloud (which is primarily composed of air). 
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The definition of a parcel, as used in the LPV method, is made up of four edge particles (for two 
dimensional flow), and can be seen in schematic form in Fig. 1 c). 
 For an unsteady two dimensional (2-D) flow, which was used in the present studies, the 
predicted impact efficiency ( ) of an individual parcel can be represented as follows 
   
     
    
(   )    
(   )   
 (20) 
where       is the concentration of a parcel at the flux plane,      is the concentration of a parcel 
at the injection plane, v is the velocity of a parcel, and n is the wall normal.   
 For a 2-D flow with no mass transfer, Eq. (20) can be expressed as 
 
      
    
 
∀   
∀    
 (21) 
where ∀inj is the initial parcel volume, and ∀flux is the parcel volume at the flux plane. 
For the present studies, a 2-D potential flow around a cylinder was used as the gas flow. 
The potential fluid velocity for flow around a cylinder with radius R (and diameter D=2R) can be 
described as 
 u    (   
  
    
(     ) 
) (22a) 
 u       
    
(     ) 
 (22b) 
In the above equations, ux is the continuous phase velocity in the x direction, uy is the continuous 
phase velocity in the y direction, and    is the freestream farfield velocity. 
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To make the flow unsteady, a sinusoidal oscillating freestream velocity was implemented 
into the flow around the cylinder, which can be compared to the mean flow time-scale (  ) 
   ( )  u̅  u        (    ) (23a) 
     u̅  (  ) u̅⁄⁄  (23b) 
The u̅ term in Eq. (23a) refers to the freestream mean velocity, u    is the magnitude of 
oscillation, f  is the frequency of oscillation, and t is time.   
By combining Eqs. (22) and (23a), the fluid velocity can be determined in the entire 
domain.  Figure 3 shows a case of particle trajectories with a Stokes number of zero. A St = 0 
flow has particle trajectories that follow the fluid exactly. 
1.2.3 LPV Improvements 
The LPV method is a stand-alone MATLAB™ code which has been provided in 
appendix A. All studies performed used a 2-D unsteady potential flow around a cylinder with 
parameters comparable to experiments presented by Papadakis et al
11
, and monodisperse 
particles (St = 0.32), unless otherwise stated. 
For a 2-D flow, a parcel is specified using a quadrangle (initially rectangular) shape with 
four vertex particles connected by straight lines. These parcels were subdivided into triangular 
semi-parcels in order to account for geometry complexity that can develop, such as concave or 
crossed quadrilaterals, which may occur as a parcel moves through a flowfield. A sample parcel 
can be seen in Fig. 4.  
Various methods of calculating parcel volume were developed. The simplest method 
studied, the SUM method, is where the two semi-parcel volumes were added together to compute 
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parcel volume. Based on the four vertex particle coordinates shown in Figs. 5 a) and b), the SUM 
method can be described by the following equation 
 
2 1 4 2 1 4 3 1 4 3 2 4 4 1 1 2 3 4 1 3
1
2 2
2
SUMA y x y x y x y x y x y x y x y x y x y x           (24) 
  During simulations, parcels do not always maintain a simple convex four sided shape which 
could lead to problems in computing the parcel volume. This phenomenon created the need for a 
method of handling such complex parcel shapes. Two examples of complex parcel shapes can be 
seen in Fig. 6 a), where a vertex trajectory from one semi-parcel crossed into the other semi-
parcel, and in Fig. 6 b), where the vertex from one semi-parcel crossed past the other semi-
parcel. To handle these conditions, Mickey and Loth7 developed the Full Difference (FD) 
improvement which can be described as follows 
 
3 4 4 3 4 2 2 4 1 3 3 1 2 1 1 2
1
2
FDA y x y x y x y x y x y x y x y x         (25) 
The FD improvement is only utilized when a complex parcel shape is present (hence the name 
FD improvement, vs. FD method); otherwise the SUM method is utilized.  
A third method of computing parcel volume is referred to as the Parabolic Edge Curve (PEC) 
method. Unlike the other two methods used for parcel volume calculations, the PEC method does 
not use four edge particles connected by straight lines to define a parcel; rather, it injects a large 
number of particles (in this case, ten) on each parcel edge curve, to provide a more accurate 
depiction of a parcel’s true shape. A pictorial description of the differences between standard 
parcels and the PEC method parcels can be seen in Figs. 5 a) and b).   Here it can be seen that the 
assumption is straight edges can suggest a vertex cross-over, when in fact a series of curved 
edges can exist with no crossover.  Such stretched and curved shapes can be found for parcels 
which move close to the surface of a cylinder.  To account for this shape curvature, a parabolic 
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curve fit can be based on the coordinates of all the (ten) particles along an edge of a parcel. A 
parcel’s volume can be computed using these curve fit parabolas with the four vertex particles 
(labeled as 1, 2, 3, and 4 in Figs. 5 a) and b)) as the limits of integration. A general expression 
was derived to calculate a parcel’s shape based on the PEC method, which can be described by 
the following 
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 (26) 
Above, ai is the curvature term of a respective parcel edge curve.  This method requires ten times 
as many trajectories as the SUM and FD methods, and so is used herein primarily as a high-
resolution reference case to evaluate the more efficient four-particle methods. 
Using a Stokes number of zero and potential flow around a cylinder (as seen in Fig. 3), 
concentration error plots comparing these three parcel volume methods were produced for 
various values of timestep (dt) and initial vertical parcel edge particle spacing (dy). The tracer 
limit (St=0) was used because this allows an analytical solution (particle concentration is 
constant along its path) which can then be used to compute simulation error of a given scheme.  
Two trajectories around the cylinder were used, one released such that it would cross the flux 
plane just above the cylinder (“near-surface” conditions), while the other was released such that 
it would cross the flux plane further above the cylinder than the other (”off-body” conditions). 
Figure 7 shows these two trajectories schematically.  Figures 8 displays error for the two 
trajectories mentioned in terms of both initial vertical parcel edge particle spacing (dy) and 
timestep (dt). As shown, initial edge particle spacing (so long as it is less than 10-4) has little 
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impact on concentration error using the three different parcel volume methods for the off-body 
trajectory. However, Figs. 8 b) and d) indicate that the error is linearly proportional to the 
timestep for the FD and PEC schemes but the SUM method does not show linear convergence 
for near-surface conditions (Fig. 8b).  This can be attributed to the issues associated with parcel 
stretching and curvature as shown in Fig. 5. Consequently the LPV method combined with the 
FD improvement and PEC method display greater accuracy when compared to the SUM method, 
and this can be attributed to the similarity in their volume calculations (Eqs. 25 and 26). As a 
result, the remainder of this study employed the LPV method using the SUM scheme (when no 
vertex cross-over was noted) combined with the FD improvement (when a vertex cross-over was 
noted).  In addition, it was important to ensure that the particle spacing and timesteps are small 
enough to ensure accurate solution. 
 In an effort to reduce the computational requirements of the LPV method, the effect of 
Npy, (the number of parcels released in the y-direction) was investigated for different collection 
methods. Particle trajectories for this study employed particles moving around and into a 
cylinder for a St = 0.32 as can be seen in Fig. 9. The baseline test conditions were chosen based 
on the experimental test data of Papadakis et al11, and consisted of a mean velocity set at 80.25 
m/s, the cylinder diameter was D = 0.1016 m, and the particle diameter was 20.4 microns.  For 
simplicity, the non-linear drag effects of Eq. 16 were ignored by setting f=3.16 which 
corresponds to the path-average value. The path average value of f is given by19  
                              f⁄̂  [
1
Re ,re 
 3⁄  
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 a  1 (
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Two methods for collection of parcel concentrations at a surface bin (needed for the 
impact efficiencies) were considered. The first method, which will henceforth be termed the “no 
interpolation” method, simply assumed that the instantaneous area between parcels could be 
treated as though it were impacted by the parcel closer to the stagnation line. The particle 
concentration and velocity at a surface bin equals the concentration and velocity of the inside 
parcel (which must have fluxed through the surface) closest to the surface bin.  This avoids using 
values of a parcel which does not actually impact the cylinder. The second method, instead, 
applied a linear interpolation on the particle concentration and velocity based on the values of the 
two parcels surrounding the discrete point (i.e. on inside the surface and one outside the surface). 
The linearly interpolated particle concentration and velocity can be given as 
                                              i 1 ij j i i
i 1 i
y y
y y


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 Studies have been performed to obtain a better understanding of allowable reductions of 
Npy. Figure 10 a) displays the resulting impact efficiency, for various Npy, for “no interpolation” 
and “linear interpolation”.  While an analytical solution was not available, one may consider the 
case for Npy = 800 as fully converged. The results indicate that convergence is readily obtained 
near the centerline stagnation point where the parcel impact is nearly normal to the surface.  
However, errors can occur further outward where the parcel is more stretched and impacts at a 
more oblique angle.  From Fig. 10, it can be seen that, as expected, results for a given value of 
Npy are more accurate when the interpolation scheme is employed. It is also noted that an Npy of 
200 is generally sufficient for this flow.   
In order to more accurately simulate finite size particle effects where the Reynolds 
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numbers are no longer small, effects of nonlinear drag were considered. Two cases were 
compared in terms of a single timestep: the first case made use of a path-averaged drag 
correction, as given in Eq. (27a). For the St=0.32 case, a “static  p" previously calculated using 
Eq. (27a) yields an f = 3.16, assuming an average value of the relative velocity from release to 
impact. This value of f was then used throughout the trajectory of the particle. However, from 
Eqs. (15) and (16), it can be seen that  p is a function of the relative particle Reynolds number 
(Rep,ref), as f is the only variable in the  p equation that is not constant. To incorporate this effect 
discretely, a “dynamic  p" method was introduced whereby  p is recalculated every time step 
during the simulation, based on the current iteration's calculated Rep,ref.  
This dynamic  p enhancement to the LPV method was implemented in two ways. The particle 
trajectory scheme used in the LPV method is of the predictor-corrector type. The first 
implementation involved calculating the dynamic  p only once per iteration, after the predictor 
element of the particle trajectory scheme. The second implementation updated the dynamic τp 
twice per iteration, once after the predictor element, and also after the corrector element of the 
particle trajectory scheme. The resulting effects of using a dynamic  p can be seen in Fig. 11. 
The different implementations of the dynamic  p enhancement prove to exhibit negligible 
differences. However, differences between the static (i.e. path-averaged) and dynamic  p cases 
are very pronounced, with the static case proving to underpredict impact efficiency calculations. 
This is likely due to the overestimation of the path-average Stokes drag correction factor, which 
was 3.16 for these conditions, as used previously. As the dynamic  p term is more accurate, 
which will be shown later, compared to a static value, all subsequent simulations were performed 
using a dynamic p. 
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The time step (dt) used in the LPV method was also studied to increase computational 
efficiency. Again a Stokes number of St=0.32 and the potential flow equations for a cylinder, 
described by Eqs. 22, were used in order to simulate particle trajectories. Timestep values used in 
this study ranged from 1 to 100 µs. Figure 12 shows that 100 µs proves to be too large to 
accurately predict impact efficiency for this case, whereas 10 µs correlated well with the baseline 
case of 1 µs. This result is consistent with those seen by Rybalko, Loth, and Lankford
20
, where 
     p for accurate predictions as particle response time is what controls the particle dynamics. 
These results show that as the timestep value used in the LPV method decreases, impact 
efficiency predictions converge. The results of this study led to the use of 10 µs as the timestep 
value for subsequent simulations. 
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1.3 Results and Discussion 
A Stokes number study was performed to understand the effect of particle inertia. As Stokes 
number increases particles have more inertia and tend to be influenced by the surrounding fluid 
less. A Stokes number of 69.6 was used to represent an extreme case of very large particles 
(corresponding to particles having a diameter of 66.39 microns), The corresponding particle 
trajectories around a cylinder can be seen in Fig. 13 and show nearly straight paths that impact 
the cylinder surface directly.  This is in contrast to the zero-inertia tracer particles of Fig. 3 which 
never impact the cylinder surface.  
As the Stokes number is a function of d, particle diameter was varied in order to obtain 
several values for Stokes number. Figure 14 shows that as Stokes number increases, impact 
efficiency increases also, as expected. It should be noted that these results were obtained using a 
static particle response time. 
The Stokes drag correction factor, Eq. (16), utilized in the LPV method employed a drag 
coefficient which assumes the relative Reynolds number between particles and the continuous 
phase was below 1000. To ensure this remained true for the parameters being used in the current 
studies (St = 0.32), the relative Reynolds number was inspected for five parcel injection sites 
which ranged from the horizontal centerline of the cylinder, up to one radius (R) above the 
centerline. The Rep was plotted every few timesteps for all five parcel injection sites, which can 
be seen in Fig. 15. Two of the Rep plots stop short of zero because they impacted onto the 
cylinder. The other three parcels did not hit the cylinder. Assuming the Stokes drag correction 
factor could be given by Eq. (16) proved to be a good choice, as the criteria to be a good 
approximation was Rep < 1000, and the maximum Rep shown was approximately 63. It should be 
noted that these simulations were run using a dynamic particle response time. 
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The LPV method can account for unsteady flows; therefore a study was performed on the 
magnitude of oscillation (uosc), from Eq. (23a), to determine the effects on impact efficiency 
predictions. The magnitude of oscillation was varied from 0% to 50% of the mean freestream 
velocity. The value for frequency of oscillation (as seen in Eq. (23a)), f, was computed by 
dividing the vortex shedding frequency of the cylinder at these conditions
11
 by the domain time 
scale (Eq. (23b)). The magnitude of oscillation can be seen to have small effects at the centerline 
of the cylinder, but at the limits of impingement, the impact efficiency calculations vary 
considerably, as can be seen in Fig. 16. The plot shows that as unsteadiness increases, impact 
efficiency impingement limits spread out over the face of the cylinder.  It can also be seen that 
the net flux on the surface is diffused with less particles on average impacting near s/D=0.2 and 
more near s/D>0.4. However, the changes are minor suggesting that that the influence of vortex 
shedding on the back of a cylinder is not likely to have a significant influence on impact 
efficiency on the front portion; this is investigated later in chapter II of the thesis. 
All previous studies of the LPV method utilized monodisperse particles (i.e. one particle size 
was used). To more accurately simulate an icing cloud in which the particles are polydisperse 
(i.e. multiple particle sizes), a 7 bin droplet size distribution, ranging from 5.65 to 66.39 microns, 
was used. Impact efficiency calculations for each particle size were obtained using the LPV 
method. This data was then weight-averaged, based on the percent liquid water content (% 
LWC) each particle size displayed, which can be seen in Table 1
12
. The impact efficiency for 
each particle size, including the weight-averaged data (referred to as ‘Polydisperse’), can be seen 
in Fig. 17. A key aspect of this plot to note is the 'tail' at the edge of the cylinder for the weight-
averaged (Polydisperse) bin data. This feature will be compared to experimental results further 
on in this discussion. It should be noted that bin 4 relates to the St = 0.32 case which has been 
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used multiple times in the present study, is referred to as ‘LPV – Mono’ in Fig. 18 c), and that a 
dynamic particle response time was used. 
 As a comparison, data obtained by Papadakis et al.
11
 has been considered and can be seen in 
Fig. 18 a). As can be seen in the figure, the two data sets were not exactly symmetric about the 
centerline. In the interest of comparison with computations, the data sets were shifted in order to 
be symmetric about the centerline. Impact efficiency predictions of the LPV method were then 
compared with experimental data for the St = 0.32 case. As can be seen in Fig. 18 b), if a static 
particle response time is used, the LPV method underpredicts impact efficiencies observed by 
Papadakis et al. by approximately 10-20% at the centerline and vastly underpredicts impact 
efficiencies near the impingement limits. If, however, a dynamic particle response time is used, 
the LPV method agrees well with the experimental data of one data set near the centerline but 
overpredicts the experimental results of the second data set. In addition, similar to the case with a 
static particle response time, results near the impingement limits are drastically underpredicted.  
A key factor which could be affecting predictions at the impingement limits is that the 
particles in the experiment are not monodisperse. The LPV method was then run in two ways; 
one simulation had monodisperse particles (referred to as ‘LPV – Mono’), while the other had 
polydisperse particles (referred to as ‘LPV – Poly’). Both simulations were run using a dynamic 
particle response time. Figure 18 c) displays four β plots: the LPV method run with a 
monodisperse particle distribution, the LPV method run with a polydisperse particle distribution, 
and the two data sets obtained by Papadakis et al
11
. Both LPV predictions overestimate β at the 
centerline, and then underestimate it in the middle region of the plot. As mentioned before, a 
dynamic  p proves to be the more accurate than a static  p. Out towards the impingement limits, 
the polydisperse LPV results show a tail feature, compared to the monodisperse, which matches 
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the same feature seen in both experimental data sets. This indicates that polydisperse size 
distributions are important to include. 
There are other factors which could be affecting predictions.  For example, this study has 
neglected the effect of two-phase coupling 
14
.  But this is unlikely to have a substantial impact on 
the fluid flow properties for the present conditions which have particle mass loadings of only 
about 0.1%.  Perhaps more importantly, the simulations neglected viscous and unsteady effects; 
and these effects will be considered in chapter II of the thesis. 
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1.4 Chapter I Conclusion  
 The LPV method, as examined in this and other studies, allows for improvements over 
various other Lagrangian techniques: it allows for the formulation of mass flux predictions in 
unsteady flows, which the Streamtube method does not; it requires only a handful of particle 
trajectories to be tracked for high accuracy, unlike Bin methods; and it is general enough to 
handle cases with crossing particle trajectories, which the LCDE method is not. 
 Studies were performed to validate the impact efficiency predictions of the LPV method 
for 2-D linear and nonlinear steady potential flows. Steady 2-D flows were examined using a 
typical cylinder flow with various particle sizes. Many aspects of the LPV method were 
examined, which included: parcel volume calculations; number of parcels released in a given 
simulation; how particle response time is defined; timestep, Stokes number, and flow 
unsteadiness effects on impact efficiency predictions; and the use of monodisperse vs. 
polydisperse particles. Results were compared to predictions of other computational methods. It 
has been found that predictions of the LPV method agree well with those of other computational 
methods. 
 A study on parcel volume calculations was performed to increase the accuracy of the 
LPV method. Three methods for parcel volume calculation were used, and the effects of each 
were studied and compared to the other two. The SUM method was found to produce significant 
errors when complex parcel shapes were present. The Full Difference improvement alleviated 
these errors by being able to accurately predict parcel volumes where complex parcel geometries 
existed. The PEC method displayed greater accuracy than the other two methods, however, due 
to its computationally expensive parcels, a combination of the SUM method (when there is no 
vertex cross-over) and the FD improvement (when there is a vertex cross-over) was used for all 
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subsequent simulations.  
 In order to reduce the computational requirements, studies were also performed to 
determine the effect of Npy on the accuracy of predictions, as well as the effect of using an 
interpolation scheme on the impact efficiencies. It has been determined that Npy requires 
approximately 800 parcels to be tracked over the vertical range of 1 cylinder radius, or 250 
parcels to be tracked within the impingement limits. Improvements to the accuracy can be 
obtained with the use of an interpolation scheme; this allows Npy to be reduced to approximately 
200 parcels over the vertical range of 1 cylinder radius, or 65 parcels within the impingement 
limits. 
The LPV method was developed to use a dynamic particle response time, as opposed to 
the previously used static particle response time. Centerline predictions were found to agree well 
with the experimental data; however, calculations near the impingement limits drastically 
underpredict the experimental data. These results indicated that a non-linear drag model should 
be used throughout the trajectory to accurately capture trajectory paths. 
In order to increase the computational efficiency of the LPV method, a timestep study 
was performed. The results indicated that as timestep is reduced, convergence was achieved, and 
that a timestep value of 10 μs was small enough to accurately predict impact efficiency. This 
result was consistent with previously obtained results where timestep should be much smaller 
than the particle response time. 
A Stokes number study was performed to determine effects on impact efficiency. 
Simulations were done using numerous values of Stokes number, which was varied by changing 
particle diameter. Results showed that as Stokes number increased (meaning particle diameter 
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increased) impact efficiency values increased as well. The definition of Stokes drag correction in 
the LPV method was investigated to ensure the assumption required to use the model was met. In 
order to be able to use the model appropriately, the particle relative Reynolds number must not 
rise above a value of 1000. Multiple particle trajectories were tracked while computing relative 
Reynolds number, and the drag correction model was deemed plausible as the largest Reynolds 
number observed was around 63.  
Flow unsteadiness was studied to investigate the effects it has on impact efficiency. The 
results of this study indicated that vortex shedding on the back of the cylinder could prove to not 
affect impact efficiency predictions significantly, however further investigation into this might 
need to be performed. 
Attention was then turned to investigating the use of a polydisperse size distribution. 
Results were compared against experimental data given by Papadakis et al
11
. Predictions at the 
centerline were found to agree well with the experimental data. In addition, predictions near the 
impingement limits were found to agree well with the experimental results. Calculations at 
intermediate locations along the cylinder surface, however, were found to be slightly 
underpredicted by the LPV method. This could be due to several factors including the use of a 
steady potential flow, which does not allow for viscous effects. 
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1.5 Figures for Chapter I 
 
 
 
 
                                                                a) 
 
                                                                b) 
 
 
                                                               c) 
 
Figure 1. a) Two parcel centroids i and i+1 surrounding discrete point yj. b) A parcel velocity compared with a 
surface normal. c) A example Lagrangian parcel shown in initial and final geometry. 
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 a) b) 
 
 c) d) 
 
 e) f) 
Figure 2. Particle trajectories and mass fluxes for particles of size a-b) St=0.25, c-d) St=1, and e-f) St=100. 
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Figure 3. Particle trajectories calculated by the LPV method for St=0 using potential flow. 
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Figure 4. A parcel split into two semi-parcels. 
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                                                                   a)                                                                   b) 
Figure 5. Parcel shapes assuming: a) straight edge and b) parabolic edges. 
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              a) b) 
Figure 6. Areas computed for straight edge parcels when there is overlap between the semi-parcels: a) vertex 
moves into other semi-parcel and b) hourglass shape where vertex completely crosses over other semi-parcel. 
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Figure 7. Trajectories used in parcel volume methods comparison. 
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 a) b) 
 
 c) d) 
 
Figure 8. Concentration error plots for Stokes = 0 potential cylinder flow a) near-surface dy study, b) near-
surface dt study, c) off-body dy study, and d) off-body dt study. 
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Figure 9. Particle trajectories calculated by the LPV method for St=0.32. 
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 a) b) 
 
Figure 10. Impact efficiency comparisons varying Npy using: a) no interpolation and b) a linear interpolation. 
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Figure 11. Impact Efficiency for Static vs. Dynamic particle response time for St = 0.32. 
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Figure 12. Impact Efficiency at different timestep values for St = 0.32. 
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b) 
Figure 13. Particle trajectories calculated by the LPV method for St = 69.6. 
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Figure 14. Impact Efficiency for different Stokes numbers. 
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Figure 15. Relative Reynolds number of particles injected at different locations at and above the centerline of 
a cylinder for an entire simulation and St=0.32. 
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Figure 16. Impact Efficiency for different magnitude of oscillation values for St=0.32. 
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Table 1. Fraction of mass (represented as % of Liquid Water Content, LWC) contained in each of 
seven bins with mean diameter d for a Mean Volumetric Diameter (MVD) of 20.4 microns. 
% LWC d(i)/MVD Bin Name 
5 0.277 bin 1 
10 0.446 bin 2 
20 0.6617 bin 3 
30 1 bin 4 
20 1.5865 bin 5 
10 2.2943 bin 6 
5 3.2542 bin 7  
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Figure 17. Impact Efficiency for bin droplet distribution data. 
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                                                 a) 
 
                                                           b) 
 
                                                c) 
Figure 18. Impact efficiency data obtained by Papadakis et al.10 a) as originally obtained, b) shifted and 
compared with the LPV method for monodisperse particles with a static particle response time and dynamic 
particle response time, and c) shifted and compared with the LPV method for polydisperse particles with a 
dynamic particle response time. 
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Chapter II: Impact Efficiency for LES Flows 
2.1 Introduction 
2.1.1 Motivation 
 During flight, the air flow over a bluff aerodynamic body can exhibit chaotic, viscous, 
and transient features which cannot be described by potential flow or Reynolds-averaged Navier-
Stokes (RANS) simulations. In particular, vortex shedding and turbulent wakes can cause strong 
unsteadiness far from the body while turbulent boundary layers can provide unsteadiness very 
close to the surface. Under icing conditions, particles impacting on aircraft components are 
subject to these stochastic and viscous flow features, which might influence ice shape formation.  
 Impact efficiency, described by Eqn. (12), is one of the main quantities needed to predict 
ice accretion, and in order to calculate this quantity, particle trajectories in the flow around an 
aircraft must be determined. These trajectories have the potential to be quite different, depending 
on which type of flow model is being used. Potential flow models do not exhibit viscous flow 
features, such as a boundary layer, while RANS models do not resolve transient bluff-body 
effects, such as large-scale eddy formation and shedding. Due to the lack of capabilities in 
potential flow and RANS models, a more accurate flow model should be examined when trying 
to predict impact efficiency. 
 A large eddy simulation (LES) model has the ability to account for viscous flow effects 
and also transient flow behavior. Previous ice accretion predictions have not employed LES 
models, to the author’s knowledge, and thus, may have shortfalls in terms of accurately 
predicting the flowfield unsteadiness around the aerodynamic bodies being studied.     
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2.1.2 Objective of Present Study 
 The current study aims to employ LES flowfields in the prediction of impact efficiency 
using the LPV method, and to compare these results with potential flow and experiments. Two 
geometries will be considered in these investigations, both of which have been previously 
investigated experimentally by Papadakis et al
11
. The two geometries include a clean, four inch 
diameter cylinder, henceforth known as the “clean-cylinder”, as seen schematically in Fig. 19 a), 
and a large glaze ice model mounted on a two inch diameter cylinder, which will henceforth be 
known as the “iced-cylinder”, as seen schematically in Fig. 19 b) and shown within a wind 
tunnel in Fig. 19 c).  
 In order to account for LES flows in the LPV method, a few aspects of the MATLAB™ 
LPV code, henceforth known as MLPV, had to be changed.  In particular, many new subroutines 
had to be written to execute tasks such as reading in grid information, locating particles in the 
LES flowfield, and calculating local wall normal vectors, as needed in Eqn. (12). The changes 
made to the MLPV code will be discussed in this section and a copy of the potential flow MLPV 
code is provided in Appendix A along with a manual in Appendix B. 
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2.2 Methodology 
2.2.1 The LPV method and mesh discussion 
 The LPV method, as used in the present study, is described in chapter I of this thesis. The 
main difference between current investigations and those of chapter I is that LES flowfields will 
be used to calculate particle trajectories, as opposed to potential flow. It should be noted that a 
dynamic particle response time was used in all chapter II simulations. 
 In order to produce LES flowfields for both geometries, two three-dimensional (3-D) 
meshes were created using Gridgen V15. Fully structured, multi-block grids were used in order 
to resolve viscous boundary layers and capture the wake flow features of both geometries. Both 
grids had a wall spacing of y
+
~ 1 to fully resolve the viscous sub-layer. 
 The clean-cylinder grid contained three blocks: an outer block; an inner block, which 
allowed for finer grid spacing, making a y
+
~ 1 value easier to achieve; and a wake block, which 
had a finer mesh than the outer block and was used to capture the turbulence present in the wake 
of the cylinder. These three blocks can be seen in Fig. 20 a), with a zoomed in image of the inner 
block being presented in Fig. 20 b). The outer boundaries of the grid extended 20 diameters 
upstream and downstream of the centrally located clean-cylinder. Grid generation included 
creating a two-dimensional (2-D) mesh, then extruding that mesh eight inches in the spanwise 
direction. The grid had dimensions of 201 points radially, 160 points in the tangential direction, 
and 43 in the spanwise direction. The grid contained 1,592,640 hexahedral cells and 1,662,509 
total grid points. 
 The iced-cylinder grid contained 7 blocks: an outer block, which can be seen in Fig. 21 
a); a wake block, which had a finer mesh than the outer block and was used to capture the 
turbulence present in the wake of the ice cylinder, which can be seen in Figs. 21 a) and 23 b); 
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and five inner very fine blocks, all of which can be seen in Fig. 21 b). The iced-cylinder grid had 
a more complex geometry than the clean-cylinder grid, which is why five blocks were used 
around the boundary of the iced-cylinder instead of just one. The five inner blocks, as shown in 
Fig. 21 b), can be described as an upstream centerline block, Fig. 22 a), two ice horn blocks, with 
the upper horn shown in Fig. 22 b), and two inner wake region blocks as seen in Fig. 23 a). The 
outer boundaries of the grid extended 30 diameters upstream and downstream (based on the two 
inch chord the ice model was mounted on) of the centrally located iced-cylinder. Grid generation 
included creating a two-dimensional (2-D) mesh, then extruding that mesh 8 inches in the span 
direction. The grid had dimensions of 254 points radially, 405 points in the tangential direction, 
and 50 points in the spanwise direction. The grid contained 4,803,964 hexahedral cells and 
4,989,600 grid points. 
 The original iced-cylinder geometry, as seen in Fig. 19 b), had an upstream centerline 
feature which can be described by two intersecting circular arcs, highlighted in white in Fig. 24. 
This feature was assumed to have negligible impact on flowfield and impact efficiency 
predictions and also would have proven to be more difficult to mesh and integrate into the LPV 
method, so a simplified geometry at the centerline was employed in the form of a single circular 
arc, which is shown by the green segments in Fig. 24 b). 
2.2.2 Large Eddy Simulations and Flowfield extraction 
 Both LES flowfield simulations conducted in this work, one for the clean-cylinder and 
one for the iced-cylinder, were performed using the WIND-US computational platform. This 
CFD package was developed by the NPARC alliance, which is a partnership between the Arnold 
Engineering Development Center (AEDC) and NASA GRC with contributions to the 
improvement and ongoing development of the code provided by the Boeing Company. The 
48 
 
WIND-US package supports the solution to the Euler and Navier-Stokes equations of fluid 
mechanics and allows modeling of turbulent and reacting flows
15
. The turbulence model selected 
for these simulations was the two-equation Menter SST model
16 
modified by the Nichols-Nelson 
hybrid RANS/LES model
18
.  This selection allowed for a RANS solution in the turbulent 
boundary layer and an LES solution in the wake of the two geometries studied. In addition to the 
solver module a number of utilities for grid and solution file manipulation and processing, 
diagnostics, convergence monitoring, and parallel processing are also available
17
.  
 Both geometries were run at conditions specified by Papadakis et al
11
. For the clean-
cylinder, conditions we set at a freestream velocity of 80.25 m/s, a total tunnel temperature of 
281 K, a Mach number of 0.24, and a Reynolds number of 575,500 (based on the four inch 
chord). For the iced-cylinder case, conditions were set to a freestream velocity of 81.1 m/s, a 
total tunnel temperature of 283 K, a Mach number of 0.246, and a Reynolds number of 290,800 
(based on the two inch cylinder upon which the ice shape was mounted). 
 While LES simulations computed in WIND-US had a timestep of 1 μs, a timestep to run 
the LES LPV simulations at was needed. The timestep to run LES LPV simulations at for the 
clean-cylinder was determined by multiplying the particle response time, described in Eqn. (15), 
by one-tenth. For the case of d = 20.4 micron particles, the particle response time was 4x10
-4
 s, 
giving a timestep of 40 μs. The number of timesteps to integrate over for impact efficiency 
prediction was determined by multiplying the domain response time, as seen in Eqn. (23b), by 
50, then dividing that value by the LES LPV timestep value. This led to a total of 1600 timesteps 
to average over. For iced-cylinder simulations the same definitions for particle response time and 
the domain time scale were used leading to 1600 different timesteps for averaging. 
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2.2.3 MLPV code alteration 
 The standard LPV code was written to use potential flow around a 2-D circular cylinder 
to calculate particle trajectories and impact efficiency. In order to integrate LES flowfields into 
the MLPV code, a few aspects of it had to me modified and a number of new subroutines had to 
be written. These modifications to the MLPV code included reading in grid and flowfield 
information, locating particles in the flowfield, and interpolating to find particle flux location. As 
the iced-cylinder simulation was the more difficult of the two cases in the present study, all 
discussion of MLPV code changes will be with respect to the iced-cylinder case. 
 Flowfields were exported from WIND-US, using the CFPOST package, into PLOT3D 
files. These flowfields were taken out of the fully 3-D solution by using the center most 2-D 
plane on the grid in the spanwise direction. The flowfields exported were not of the entire 2-D 
domain, but of the three inner blocks as shown on the Mach contour plot of the iced-cylinder 
outlined in red in Fig. 25 b). This truncated domain was used instead of the whole 2-D domain to 
increase computational efficiency while running LPV simulations. As will be discussed, during 
LPV simulations, MATLAB had to iterate through all points of a given grid until particle 
position was found at each timestep, which means that using the entire 2-D domain would have 
resulted in LPV simulations that lasted days instead of hours. The PLOT3D files were imported 
into TECPLOT, and then exported into ASCII files so that they could be read into MATLAB. An 
example of the iced-cylinder mesh as read into the MLPV code can be seen in Fig. 26, which 
shows a zoomed in image of the upper half of the iced-cylinder mesh, where the black circles 
show grid point locations and the red line shows the ice cylinder geometry.  
 For standard LPV simulations, fluid velocity for a given timestep at a particle’s location, 
which was needed to advect the particle, was determined using the potential flow equations 
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around a cylinder, described by Eqn. (22). For LES LPV simulations, the fluid velocity for a 
given timestep at a particle’s location had to be read from an LES flowfield. In order to do this, 
the particle’s location had to be found in the LES grid. This was done by testing each Eulerian 
triangular flow element made up of grid points, outlined in red in Fig. 27, to see if the particle, 
shown as a blue star, is within that element. After this triangular element is located, fluid velocity 
at the particle’s location was found by linearly interpolating the fluid velocity from each element 
node using shape functions.  
 Particle advection was performed by using Eqn. (18). For computational efficiency, if a 
particle impacted the iced-cylinder trajectory calculations were discontinued. Three methods 
were developed in order to determine if a particle had impacted the surface. For this study, three 
particles were released to impact each of the four iced-cylinder geometry segments; each group 
of three particle trajectories is shown in brackets in Fig. 28 a). These three segments include the 
curved outer horn, the linear horn face, the circular indentation, and the centerline convex 
feature, all of which can be seen in Fig. 28 a). Two particle trajectories which did not impact the 
cylinder have also been included in the figure. The first method developed to stop particle 
tracking involved particles impacting the curved outer horn and centerline convex feature of the 
iced-cylinder. If a particle had impacted the surface, the particle’s distance to the center of one of 
these circular arcs would be less than the respective circle’s radius. For the circular indentation 
segment, just above the centerline convex feature, a similar method was used to test particle 
impact. If the particle had impacted the surface, the distance from the circular indentation’s 
center to the particle would be greater than the arc’s radius. An initial challenge this method 
exhibited was that relatively far upstream of the surface, the particle’s distance to the arc’s center 
would be greater than the arc’s radius even though it had not impacted the surface. This 
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challenge was overcome by first assuring that the particle had passed the circular indentation’s 
center in the x-direction. The third method developed to determine particle impact was for the 
linear horn face segment of the iced-cylinder geometry. This method employed the linear 
equation that defined this line segment (in the generic form, y = mx + b). To check for impact, 
the particle’s x location was substituted into this linear equation to compute a test value for y 
such that if the particle’s actual y location was greater than the calculated y test value the particle 
had impacted the surface. 
 After successful impact determination had been accomplished, the particle’s actual flux 
location needed to be determined. Since particle trajectories were not of a continuous nature, but 
discretized, a method had to be developed to calculate particle flux location using the particle 
location just before and just after flux. These three locations, on a segment of the iced-cylinder, 
are shown schematically in Fig. 28 b). Flux location was determined by finding the linear 
equation (again, in the generic form, y = mx + b) of the line connecting before- and after- flux 
particle locations and determining where that line intersected with either the circular equations 
which described the three arc’s for the iced-cylinder, or the linear equation which described the 
linear horn face segment of the iced-cylinder geometry.  
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2.3 Results and Discussion 
2.3.1 Clean Cylinder LES LPV Simulations 
 Presented first are results for the clean-cylinder. LES LPV simulations were performed 
using a polydisperse particle distribution, as described by Table 1, with a dynamic particle 
response time. Two types of flowfields were used when performing these studies, one of which 
was a steady potential flow, and the other an unsteady LES flow. Four time accurate streamwise 
velocity contour plots of the wake behind the clean-cylinder can be seen in Fig. 29. These plots 
use the same contour limits as the streamwise contour plots for the iced-cylinder (Fig. 33) for 
consistency. The wake behind the clean-cylinder was unsteady due to von Karman vortex 
shedding. This phenomenon can be seen more clearly in Fig. 30, where unsteadiness in the iced-
cylinder flow was studied. Four time accurate flowfield Mach contour plots with streamlines 
zoomed in on the clean-cylinder can be seen in Fig. 30. It should be noted that the plots in each 
figure are 0.3 ms apart in time. As seen from the Mach contour plots, the flow behaves in a very 
unsteady fashion downstream of the vertical centerline of the cylinder. 
  Trajectories of three of the particle sizes used, having diameters of d = 5.65 µm, d = 20.4 
µm, and d = 66.39 µm, can be seen in Figs. 31 a), b), and c), respectively. For these plots, 100 
particles were released between the upper and lower extents of the geometry. For MLPV 
simulations on the clean-cylinder, 100 parcels were released, per timestep, between the 
horizontal centerline of the cylinder and one radius above this centerline, three radii upstream of 
the clean-cylinder. LPV predictions of from these simulations compared to experimental data
11
 
are presented in Fig. 32. As discussed in chapter I, the experimental results showed a bias in one 
of the data sets. In the interest of comparison, this data set has been shifted in order to be 
symmetric about the centerline. As only the top half of the cylinder was studied in these 
simulations, the experimental data originally to the left of the centerline was rotated about the y 
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axis, meaning data on both the top and bottom of the cylinder are shown in conjunction with one 
another. From the figure it can be seen that both LPV predictions agreed well. LPV results 
compared to experimental data show the same trend, but some discrepancies are noted. The LPV 
method slightly overpredicts values at the centerline, and then tends to underpredict impact 
efficiency moving away from the centerline of the cylinder. Both simulations and experiments 
correlate well near the impingement limits. These results suggest that the LPV has the capability 
to accurately predict impact efficiency on a simple geometry, such as this clean-cylinder.  It 
further shows that effects of unsteadiness (which are concentrated in the unsteady wake and in 
the thin turbulent boundary layer) are weak for such flows, indicating that potential flow or 
RANS description of smooth surface forebodies are reasonable, even if the aft portion of the 
body causes bluff-body shedding.  This suggests that current techniques for clean aerodynamic 
surfaces are expected to be quite reasonable for predicting impact efficiency. 
2.3.2 Iced Cylinder LES LPV Simulations 
 Unlike the clean-cylinder, the iced-cylinder has no analytical potential flow solution, so 
LPV predictions were only considered in terms of the LES flowfields. However, three simple 
variations were considered: 1) an instantaneous flowfield, where a single LES solution was used; 
2) an unsteady flowfield, where 1600 LES solutions were used to see how time accurate particle 
trajectories would affect impact efficiency predictions; and 3) a time-averaged flowfield, where 
all 1600 LES solutions were averaged to create a single flowfield, before the particle trajectories 
were computed. 
  As mentioned previously, LES simulations have been used to study the effect 
flow unsteadiness has on impact efficiency predictions. Streamwise velocity contours of the LES 
iced-cylinder flowfield have been presented in Figs. 33 a) – f) and demonstrate the flow 
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unsteadiness present in the wake of the iced-cylinder. It should be noted that the flowfields are 
three ms apart from one another. From the figures, velocity gradients can be seen shedding off 
the back of the iced-cylinder and evolving over time. Compared to the clean-cylinder, the iced-
cylinder case exhibited much stronger flow unsteadiness as seen in Fig. 29.   
A more detailed description of the unsteadiness has also been presented by plotting Mach 
contours with streamlines zoomed in on the iced-cylinder in Fig. 34. The first image shows the 
flowfield used in the instantaneous LES LPV simulation, while Figs. 34 a) – f) show the 
flowfields used for the unsteady LES LPV simulation, which are 0.3 ms apart from one another. 
These plots show that while the flow features past the leading edge of the ice horns become very 
turbulent, as seen from the streamlines and Mach contour gradients. It can be seen that the flow 
has significant upstream flow separation which was not observed for the clean–cylinder case. As 
such, the flow between the horns has a very low Mach number and is asymmetric due to 
unsteadiness.  The latter aspect indicates that the stagnation point streamline may oscillate up 
and down, as can be seen by the streamline most closest to the centerline, which varies 
significantly from frame-to-frame.  This unsteadiness and the low-speed pocket upstream of the 
stagnation point are typical of glaze iced aerodynamic bodies.  However, they are not seen in the 
clean-cylinder case, nor would they be expected to be seen in the aerodynamically-rounded rime 
ice shape conditions. For the average flowfield, unsteadiness upstream of the iced-cylinder was 
not present. This can be seen from the streamwise velocity and Mach contour plots of Figs. 35 a) 
and b), respectively. This lack of unsteadiness is best represented by the streamlines on the Mach 
contour plot in the figure. 
All three of the LES LPV simulations performed for the iced-cylinder employed a 
polydisperse particle distribution, as described by Table 1, and a dynamic particle response time. 
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For these simulations, 100 parcels, per timestep, were released in the y direction ranging from 
the upper and lower extents of the model’s icehorns, three diameters (based on the two inch 
chord of the cylinder the ice model was mounted on) upstream of the model. Trajectories for 
three different particle sizes, having particle diameters of d = 5.65 µm, d = 20.4 µm, and d = 
66.39 µm, can be seen in Figs. 36 a), b), and c), respectively. It should be noted that for these 
trajectory calculations an instantaneous LES solution was used, specifically the flowfield shown 
in Figs. 33 a) and 34 a). Particles for these plots were released at six different locations ranging 
from just above the centerline of the ice cylinder geometry up to the highest y location of the ice 
horn.  
After LES LPV simulations were performed, predictions were compared to experimental 
results
11
. Figure 37 shows four impact efficiency plots: LPV predictions using an instantaneous 
LES flowfield; LPV predictions using an average LES flowfield; LPV predictions using an 
unsteady LES flowfield; and experimentally obtained results. The instantaneous flowfield 
predictions exhibit a higher value of impact efficiency on the upper leading edge surface of the 
iced-cylinder compared to the predictions on the lower surface. This might be explained by the 
specific flowfield used, Fig. 34 a), as the streamlines depict that the stagnation point on the 
leading edge of the ice cylinder is not located at the vertical centerline, but lower down on the 
iced-cylinder surface. The average and unsteady flowfield predictions agree well with one 
another, with the unsteady simulation having slightly more fluctuations, whereas the average 
flowfield simulation has a relatively smooth impact efficiency curve. All three LPV predictions 
correlate well with the experimental data. The only location that predictions do not fit the same 
trend as the experimental results is at the centerline. This might be due to the change in geometry 
of the iced-cylinder used, as has been previously explained and shown in Fig. 24. From these 
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results, for both of the geometries being studied, it is suggested that properly capturing the flow 
separation and unsteadiness upstream of the horns is important to accurately predict the impact 
efficiency for glaze-type of icing shapes.  It is also seen that the LPV model accurately predicts 
the impingement limits for relatively complex geometries and flowfields.  It is very interesting 
that use of the time-averaged velocity field obtained from an unsteady simulation can give a very 
reasonable prediction of the impact efficiency.  This is an important conclusion since this would 
allow gas flow simulations to be conducted a priori of any icing simulations, which would only 
employ the averaged flow solutions.  This reduces the amount of computational time needed to 
conduct ice accretion since the instantaneous flowfield solution for all times is not necessary.  
Moreover, it may be possible to use streamtube techniques on this time-averaged flow solution.  
Further investigation on this issue and to multi-element and three-dimensional geometries is 
suggested for future studies. 
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2.4 Chapter II Conclusion 
 The LPV method has been implemented and changed to employ LES flowfields for 
impact efficiency predictions. Two geometries were used in these investigations which included 
a clean cylinder having a diameter of D = 4 inches and a large glaze ice model (mounted on a 
two inch cylinder). LES flowfields needed for these simulations were obtained from the WIND-
US package. Flowfields were then imported into Tecplot and re-exported in order to make these 
flow solutions files MATLAB readable.  
 The MLPV code was modified in order to accept flow files as velocity inputs, as opposed 
to the standard MLPV code where the potential flow equations were used. The first step taken in 
changing the code was to read the flowfield mesh into MATLAB. After this, a particle’s location 
in that mesh had to be established in order to ascertain fluid velocity information. A method was 
developed to discontinue trajectory calculations once a particle had impacted the surface of one 
of the geometries used. As the trajectories were discretized, the particle locations just before and 
just after impact were then used to calculate the exact flux location on the surface. 
 LPV predictions on the clean-cylinder were then studied. Two types of flowfields were 
used in these simulations which included a steady potential flow and also an unsteady LES flow. 
Impact efficiency predictions agreed quite well for both LPV simulations and also with the 
experimental data. Impact efficiency was somewhat overpredicted at the centerline of the 
cylinder, underpredicted moving away from the center of the cylinder, and then nearly matched 
the experimental data near the limits of impingement. 
 LPV simulations involving the iced-cylinder were run using three different types of 
flowfields including an instantaneous LES flow, a time averaged LES flow, and an unsteady LES 
flow. Impact efficiency predictions from the LPV method agreed well, with the instantaneous 
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flow case predicting somewhat lesser values on the lower side of the ice cylinder. Comparing 
experiments with simulations, all four data sets correlated quite well, with a slight deviation from 
the experiments exhibited in the LPV predictions at the centerline of the ice cylinder. These 
results suggest that properly capturing the flow separation and unsteadiness upstream of the ice 
horns is important for impact efficiency predictions. 
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2.5 Figures for Chapter II 
 
 
a)  
 
b) 
 
 
  c) 
Figure 19. Geometry of the icing surfaces used for LPV LES preditions
11
, a) schematic of the clean-cylinder 
with diameter of D = 4 inches, b) schematic of the iced-cylinder mounted on a cylinder with a diameter of D = 
2 inches, and c) photograph of the iced-cylinder used in wind tunnel experiments.   
60 
 
 
a) 
 
b) 
Figure 20. Clean-cylinder mesh, a) showing both outer grid, displayed as green lines, and inner grid, 
displayed as compressed blue lines, b) zoomed in image of inner grid with blue lines displaying the mesh and 
orange background differentiating inner zone from outer zones. 
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a) 
 
b) 
Figure 21. Iced-cylinder mesh a) full domain and b) inner blocks. 
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a) 
 
b) 
Figure 22. Iced-cylinder mesh a) upstream centerline block and b) ice horn block. 
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a) 
 
b) 
Figure 23. Iced-cylinder mesh a) inner wake block and b) outer wake block. 
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a) 
 
b) 
Figure 24. Iced-cylinder geometry modification, where the highlighted white lines show the original geometry 
and the green lines show the simplified geometry used in LPV LES simulations, a) whole iced-cylinder 
geometry, b) zoomed in image of the leading edge centerline showing geometry modification details. 
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a) 
 
b) 
Figure 25. Mach contours of the iced-cylinder flowfield used in LPV LES simulations, a) entire iced-cylinder 
flowfield, b) truncated flowfield used in MLPV outlined in red. 
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Figure 26. Iced-cylinder solution grid as read into the MLPV code. 
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Figure 27. Locating particle position on the flowfield grid for the iced-cylinder. The red outline shows the 
Eulerian triangular flow element that the Lagrangian particle (blue star) is located in. 
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a) 
 
b) 
Figure 28. a) Sample particle trajectories (plotted over time as black stars) impacting the iced-cylinder, where 
the brackets indicate groups of particle release locations intended to hit a given geometry element of the iced-
cylinder, b) one sample particle trajectory showing that the particle has impacted the iced-cylinder, where the 
before flux location is displayed in green, the after flux location displayed in red, and the actual flux location 
displayed in blue. 
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 a)      b) 
 
 c)      d) 
Figure 29. Streamwise velocity contours of the LES flowfield for the clean-cylinder at time intervals of 3 ms. 
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 a)      b) 
 
 c)      d) 
Figure 30. Mach contours with streamlines for the clean-cylinder LES flowfield at time intervals of 0.3 ms. 
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a) 
 
b) 
 
c) 
Figure31. Trajectories over the clean-cylinder with particle diameters of a) d = 5.65 µm, b) d = 20.4 µm, and 
c) d = 66.39 µm.    
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Figure 32. LPV predictions on the clean-cylinder using steady potential and LES flowfields compared to 
experimental data. 
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 a)      b) 
 
 c)      d) 
 
 e)      f) 
Figure 33. Streamwise velocity contours of the LES flowfield for the iced-cylinder at time intervals of three 
ms, a) LES solution used in instantaneous LES LPV simulation and first flowfield employed by unsteady LES 
LPV simulation, b) – f) LES flowfields used by unsteady LES LPV simulation, all three ms apart. 
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 a)      b) 
 
 c)      d) 
 
 e)      f) 
Figure 34. Mach contour plots with streamlines of the LES flowfield for the iced-cylinder at time intervals of 
0.3 ms. a) LES solution used in instantaneous LES LPV simulation and first flowfield employed by unsteady 
LES LPV simulation. b) – f) LES flowfields used by unsteady LES LPV simulation, all 0.3 ms apart. 
75 
 
 
   a) 
 
   b) 
Figure 35. Average flowfield plots for iced-cylinder simulations: a) streamwise velocity contours and b) Mach 
contours with streamlines. 
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a) 
 
b) 
 
c) 
Figure 36. Trajectories over the iced-cylinder for particles with diameter of, a) d = 5.65 µm, b) d = 20.4 µm, 
and c) d = 66.39 µm.    
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Figure 37. LES LPV impact efficiency prediction on the iced-cylinder compared to experimental data
11
. 
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Appendix 
Appendix A: LPV MATLAB Potential Flow Code 
 
% This code has been developed and tested for NASA Glenn, Cleveland, Ohio. 
% It uses the Lagrangian Parcel Volume method to predict particle impact 
% characteristics and impact efficiency on a 2D circular cylinder. It has 
% the capability to do these predictions for various input parameters which 
% include: Stoke's number, cylinder radius, freestream velocity, 
% non-dimensional unsteadiness (u_o), as well as others.  
  
function Lagrangian_Parcel_Volume 
  
clear all 
tic; 
format long 
  
  
% Definition of variables 
  
% Number of vertex particles needed to perform impact characteristics  
np=4; 
  
% Radius of cylinder (meters) 
R = 0.1016/2; 
  
% Mean freestream velocity term (meters/second) 
cr1 = 80.25; 
  
% Nondimensional unsteadiness factor 
u_o = 0; 
  
% Frequency of velocity oscillation 
freq = 160.5; 
  
% Physical run time (seconds) 
t_RUN = 6.231e-3; 
  
% Counter used in main loop to determine iteration number 
ROW = 1; 
  
% Time step (seconds) 
delT =1e-5; 
  
% X location where tracking of particles is terminated if cylinder impact 
% did not occur 
loco = 0.0; 
  
% Number of parcels released 
pn = 250; 
  
% Vector containing locations of parcel y-centroid at release 
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yi = (((1/pn)*linspace(0,pn-1,pn)))*R; 
  
% X starting location 
xstart = -3*R; 
  
% density of particle (water, kg/m^3) 
rho_p = 1000; 
  
% Diameter of particle (meters) 
d_p = 20.36-6; 
  
% Stokes drag correction 
f_stoke = 3.16; 
  
% Dynamic Viscosity of air [kg/(m*s)] 
mu_f = 1.795395e-5; 
  
% Density of fluid (air) 
rho_f = 1.25624; 
  
%Particle response time 
tau_p = rho_p*d_p^2/(18*mu_f*f_stoke); 
  
% Domain time scale 
tau_d = R*2/cr1; 
  
% Stokes number calculation 
St = tau_p/tau_d 
  
% Gravity term (meters/second^2)  
g_ynd = -9.81; 
  
% Number of times virtual parcels are injected  
num_inj_times = 30; 
  
% Number of time steps skipped between parcel injection 
inj_time_skip = (t_RUN/delT)/num_inj_times; 
  
% Vertical distance between vertex particles of parcel at injections 
dy1 = 1e-5; %5.1282e-06; 
  
% Time steps between front and tail of particle (The smaller this value is 
% the more accurate the scheme becomes) 
dt0 = 1; 
  
% Delta-x skipping factor  
DxSKIP = 1; 
  
% Assignment of number of injections to another variable name 
Ho_length = num_inj_times; 
  
% Arrays used in various plot commands 
yeval = linspace(0,1.5*R,50); 
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yf = zeros(length(yeval),1); 
xeval = zeros(length(yeval),1); 
  
% Value of flowfield from last time step used in Barton particle prediction 
% scheme (initialization) 
cr_last = 0; 
  
% Initialization of Inject Velocity 
u_inj=0; 
  
y_cent_eval = zeros(pn,1); 
  
% Loads arrays to plot cylinder and tracking limit line (loco) 
for i = 1:length(yeval) 
    if yeval(i) <= R 
        xeval(i) = -sqrt(R^2-(yeval(i))^2); 
        yf(i) = asin(yeval(i)/R); 
    else 
        xeval(i) = 0; 
        yf(i) = (yeval(i)-R)/R + pi/2; 
    end     
end 
  
% Initialization of vectors used in calculations       
t_INITIAL = zeros(Ho_length,1); 
nSTART = zeros(Ho_length,1); 
t_diff = zeros(pn,1); 
mLPV9SUMcorrect = zeros(length(yeval),3); 
mLPV9SUMcorrect_AVGb = zeros(length(yeval),1); 
U_flux2 = zeros(pn,1); 
  
% Plots cylinder and tracking limit line 
fprintf('Plotting cylinder\n') 
xCYL = linspace(-R,0,400); 
yCYL = sqrt(R^2-xCYL.^2); 
figure(1) 
hold on 
plot(xCYL,yCYL,'r-', 'LineWidth', 2) 
plot(xCYL,-yCYL,'r-','LineWidth', 2) 
axis([-3*R,0,-1.5*R,1.5*R]) 
plot(xeval,yeval,'r-') 
plot(xeval,-yeval,'r-') 
  
% figure(37) 
% hold on 
% plot(xCYL,yCYL,'r-', 'LineWidth', 2) 
% plot(xCYL,-yCYL,'r-','LineWidth', 2) 
  
  
%% Main loop, Runs until t_Run has been met 
while (ROW - 1)*delT*DxSKIP*inj_time_skip < t_RUN 
     
    % Initilization of matrices used in impact characteristic calculations 
    nmin = zeros(pn,1); 
    nmax = zeros(pn,1); 
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    Y = zeros(pn,1); 
    U = zeros(pn,1,2); 
    anaf9 = zeros(pn,1); 
    X_c = zeros(pn,np); 
    Y_c = zeros(pn,np); 
    n_cross = zeros(pn,np); 
    t_cross = zeros(pn,np); 
    U_c = zeros(pn,np); 
    V_c = zeros(pn,np); 
    qclick = zeros(pn,np); % Flag used when parcels hit cylinder 
    t_INITIAL(ROW) = (ROW-1)*delT*DxSKIP; 
    nSTART(ROW) = ROW-1; 
  
    % Part of main loop that controls how many parcels are released 
    for j = 1:pn 
             
        clear TIME nS nL; 
             
        % Initialization of matrices used in impact characteristic 
        % calculations 
        X_end = zeros(np,1); 
        X_start = zeros(np,1); 
        Y_end = zeros(np,1); 
        Y_start = zeros(np,1); 
        slope = zeros(np,1); 
        y_int = zeros(np,1); 
  
        qclick2 = zeros(np,1); % Flag used for impacted parcels 
        nS = zeros(np,1); 
             
        % Initialization of y particle injection locations     
        yy=[yi(j)-dy1/2, yi(j)+dy1/2, yi(j)-dy1/2, 
yi(j)+dy1/2];%initialization of y particle locations 
         
        % Initialization of x particle injection locations 
        xx=[xstart, xstart, xstart, xstart]; 
             
        % Start time array 
        tSTART = [0, 0, delT, delT]; 
         
        % Initialization of vector that holds the current time value 
        TIME = zeros(1,np); 
  
        clear up1 up2 up3 up4 vp1 vp2 vp3 vp4 xp1 xp2 xp3 xp4 yp1 yp2 yp3 yp4 
y x u v u1 v1 x1 y1 n ana alpha uxh uyh uy1 ux1 ux2 uy2 Aux Bux Auy Buy wxh 
wyx; 
          
         
        % Calls subroutine that predicts and tracks particles as they move 
        % throughout the control volume - passes back required information 
        % to do impact characteristic calculations 
        [x,y,u,v,nS,qclick,cr_last,tau_p] = 
part_traj(np,ROW,delT,DxSKIP,inj_time_skip,TIME,tSTART,cr1,u_o,freq,qclick,ta
u_p,g_ynd,xx,yy,qclick2,nS,R,j,loco,cr_last,rho_f,d_p,mu_f,rho_p); 
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        % Call subroutine that computes impact characteristics and 
        % concentration 
        [Y,qclick,u_inj,U,anaf9,U_flux2,t_diff,y_cent_eval] = 
impact_char(x,y,u,v,nS,nSTART,Y,U,nmin,nmax,X_c,Y_c,n_cross,t_cross,U_c,V_c,q
click,qclick2,t_INITIAL,X_end,X_start,Y_end,Y_start,slope,y_int,j,yeval,ROW,d
elT,R,dt0,pn,Ho_length,np,t_diff,U_flux2,anaf9,u_inj,y_cent_eval); 
     
     
           
    % End of main program loop 
    end 
    
    % Computes impact efficiency over time    
    for place = 1:length(yeval) 
        for i = 1:(j-1) 
            if (((Y(i,1)<=yeval(place)) && (Y(i+1,1)>yeval(place))) || 
((Y(i,1)>=yeval(place)) && (Y(i+1,1)<yeval(place)))) && (sum(qclick(i+1,:)) > 
3) && min(qclick(i,:))>0 %(min(qclick(i+1,:)) >0)  %&& (sum(qclick(i,:)) > 2) 
                 
                u_inj = U(i,1,1);  
            if yeval(place) > R 
            else 
                 
                % Computes total impact efficiency over all interations  
                mLPV9SUMcorrect(place,1) = mLPV9SUMcorrect(place,1) + 
anaf9(i)*(U_flux2(i,1)/u_inj)*t_diff(i,1)/delT; 
                mLPV9SUMcorrect(place,2) = 1 + mLPV9SUMcorrect(place,2); 
                mLPV9SUMcorrect(place,3) = mLPV9SUMcorrect(place,3) + 
t_diff(i,1); 
            end 
            end    
        end 
    end 
     
    toc 
     
    % Index used to compute computation time (iteration number) 
    ROW = ROW + 1; 
     
% End main loop 
end 
  
% Iteration number corrector 
ROW = ROW - 1; 
  
% Loads array with impact efficiency values along cylinder surface 
for place = 1:length(yeval) 
  
    % Computes a time averaged impact efficiency 
    mLPV9SUMcorrect_AVGb(place,1) = mLPV9SUMcorrect(place,1)./Ho_length; 
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end 
  
% % Exports impact efficiency and location files 
% yf_output = yf./2; 
% fid = fopen('beta_papa_stp32.txt','w'); 
% fprintf(fid,'%12.8f\n',mLPV9SUMcorrect_AVGb); 
% fclose(fid) 
%  
% fid = fopen('yf_papa_stp32.txt','w'); 
% fprintf(fid,'%12.8f\n',yf_output); 
% fclose(fid) 
  
% exactx = [0,0.499999999999,0.5,1,1.0]; % For St = 0 
% exactx = [-.05,-1e-10,0,.5,1.5]; % for St = 1 
% exacty = [0,0,1,1,1]; 
  
% figure(838) 
% hold on 
% plot(exactx,exacty,'r-') 
% plot(((yf./2)+.5),anaf9,'bv') 
% plot(yf./2,anaf9,'b^') 
% plot(y_cent_eval,anaf9,'k*') 
% axis([-.5,1,-.5,1]) 
% xlabel('s/D','fontsize',20) 
% ylabel('\alpha','fontsize',20) 
% set(gca,'FontSize',13) 
  
  
% Impact efficiency plot command 
figure(837) 
hold on 
plot(yf./2,mLPV9SUMcorrect_AVGb,'r+') 
axis([0,1,0,1]) 
xlabel('s/D','fontsize',20) 
ylabel('\beta','fontsize',20) 
  
  
% Concentration Error 
  
% per_error1 = abs(anaf9(2)-1); 
%  
% figure(37) 
% hold on  
% loglog(dy1,per_error1,'r*','markersize',8) 
% xlabel('dy','fontsize',20) 
% ylabel('% Error','fontsize',20) 
% set(gca,'fontsize',13) 
% title('Near-Surface error vs. dy') 
% legend('A & B Barton','A = B = 0','fontsize',16) 
  
% figure(200) 
% hold on 
% plot(dy1,per_error,'b<') 
% per_error2 = abs(anaf9(50)-1)/1; 
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% figure(38) 
% hold on  
% loglog(dy1,per_error2,'r*','markersize',7) 
% xlabel('dy','fontsize',20) 
% ylabel('% Error','fontsize',20) 
% set(gca,'fontsize',13) 
% title('Traj error vs. dy') 
  
  
% fid = fopen('dt_1e6_LPVerror_p01.txt','w'); 
% fprintf(fid,'%12.10f\n',per_error1); 
% fclose(fid); 
% fid = fopen('dt_1e6_LPVerror_p05.txt','w'); 
% fprintf(fid,'%12.10f\n',per_error2); 
% fclose(fid); 
  
  
  
toc 
% End of main function 
end 
  
    function [x,y,u,v,nS,qclick,cr_last,tau_p] = 
part_traj(np,ROW,delT,DxSKIP,inj_time_skip,TIME,tSTART,cr1,u_o,freq,qclick,ta
u_p,g_ynd,xx,yy,qclick2,nS,R,j,loco,cr_last,rho_f,d_p,mu_f,rho_p) 
  
    % This function calcualtes the flowfield around the cylinder, then uses 
    % a high order predictor-corrector scheme developed by I.E. Barton to 
    % predict particle locations as they move throughout the flowfield 
  
     
     
     
% Loop that Initializes particle, control volume locations, and various 
% other values required for calculations - loops over the number of 
% particles used per parcel (4 in the 2-D case) 
for nn = 1:np 
      
    % Initial time value array 
    t_INITIAL(ROW) = (ROW-1)*delT*DxSKIP*inj_time_skip; 
     
    % Calculates current time  
    TIME(nn) = t_INITIAL(ROW) + tSTART(nn); 
     
    % Calculates freestream velocity value 
    cr = cr1 + u_o*cr1*sin(2*pi*freq*TIME(nn)); 
     
    % Loads last freestream velocity value for use in next iteration  
    cr_last = cr; 
     
    % Index 
    n=1; 
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    % Particle x & y locations and velocities initialization 
    x(1,nn)=xx(nn);      
    y(1,nn)=yy(nn);  
    v(1,nn) = -2*cr*R^2*x(1,nn)*y(1,nn)/(x(1,nn)^2+y(1,nn)^2)^2+2*(rho_p-
rho_f)*g_ynd*d_p^2/(9*mu_f); 
    u(1,nn) = cr+cr*R^2*(-x(1,nn)^2+y(1,nn)^2)/(x(1,nn)^2+y(1,nn)^2)^2; 
     
    
    % Initial x & y positions for predictor-corrector scheme 
    x1(1,nn)=xx(nn); y1(1,nn)=yy(nn); 
     
    % Flag for particle impingement 
    qclick(j,nn) = 0; 
end 
  
  
% Main loop that marches through time to predicte particle positions 
while (n < 2) || min(x(n-1,:)) < loco %location loop 
    for nn = 1:np 
        if qclick(j,nn) == 0 
            
            % Time calculator 
            TIME(nn) = TIME(nn) + delT; 
             
            % Freestream velocity value 
            cr = cr1 + u_o*cr1*sin(2*pi*freq*TIME(nn)); 
  
            % Predictor step of Barton scheme 
             
            % Y velocity of fluid 
            uy(nn) =-cr*2*R^2*x(n,nn)*y(n,nn)/(x(n,nn)^2+y(n,nn)^2)^2; 
             
            % X velocity of fluid 
            ux(nn) =cr+cr*R^2*(-x(n,nn)^2+y(n,nn)^2)/(x(n,nn)^2+y(n,nn)^2)^2; 
             
            % Y particle velocity (predicted) 
            v1(n+1,nn)=v(n,nn)*exp(-delT/tau_p)+(1-exp(-delT/tau_p))*uy(nn); 
             
            % X particle velocity (predicted) 
            u1(n+1,nn)=u(n,nn)*exp(-delT/tau_p)+(1-exp(-delT/tau_p))*ux(nn); 
             
            % Fluid/particle relative x velocity (predicted) 
            wx(nn)=u1(n,nn)-ux(nn); 
             
            % Fluid/particle relative y velocity (predicted) 
            wy(nn)=v1(n,nn)-uy(nn); 
             
            % Particle x position (predicted) 
            x1(n+1,nn)=x(n,nn)+tau_p*wx(nn)*(1-exp(-delT/tau_p))+ux(nn)*delT; 
             
            % Particle y position (predicted) 
            y1(n+1,nn)=y(n,nn)+tau_p*wy(nn)*(1-exp(-delT/tau_p))+uy(nn)*delT; 
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            % X and Y fluid velocities used in Barton scheme (predicted) 
            uy1(nn)=-cr*2*R^2*x1(n,nn)*y1(n,nn)/(x1(n,nn)^2+y1(n,nn)^2)^2; 
            ux1(nn)=cr+cr*R^2*(-
x1(n,nn)^2+y1(n,nn)^2)/(x1(n,nn)^2+y1(n,nn)^2)^2; 
             
            % Loads fluid velocity values for correction part of scheme 
            if n == 1 
                
                % Loads velocities for first iterations 
                cr_last = cr1 + u_o*cr1*sin(2*pi*freq*(TIME(nn)-delT)); 
                uy2(nn) = uy(nn); 
                ux2(nn) = ux(nn); 
                 
            else 
                 
                % Loads velocities for all other iteration numbers 
                cr_last = cr1 + u_o*cr1*sin(2*pi*freq*(TIME(nn)-2*delT)); 
                uy2(nn)=-cr_last*2*R^2*x(n-1,nn)*y(n-1,nn)/(x(n-1,nn)^2+y(n-
1,nn)^2)^2; 
                ux2(nn)=cr_last+cr_last*R^2*(-x(n-1,nn)^2+y(n-1,nn)^2)/(x(n-
1,nn)^2+y(n-1,nn)^2)^2; 
            end 
  
             
            % These next few lines are used to verify if the Barton scheme 
            % A and B coefficients are necessary for accurate calculations 
                        %corrector step 
%                         Aux(nn) = 0;  
%                         Auy(nn) = 0;  
%                         Bux(nn) = 0;  
%                         Buy(nn) = 0;  
               
            % Barton scheme coefficients 
            Aux(nn) = (ux1(nn)-ux2(nn))/(2*delT); 
            Auy(nn) = (uy1(nn)-uy2(nn))/(2*delT); 
            Bux(nn) = (ux1(nn)-2*ux(nn)+ux2(nn))/(2*delT^2); 
            Buy(nn) = (uy1(nn)-2*uy(nn)+uy2(nn))/(2*delT^2); 
            
            % These lines are used in studies to see how a dynamic 
            % particle response time affects results. A dynamic particle 
            % respone time should be used for all simualtions. 
             
             v_rel = sqrt(wx(nn)^2+wy(nn)^2); 
             
             Re_rel = rho_f*v_rel*d_p/mu_f; 
              
             f_stoke = 1+0.15*Re_rel^0.687; 
              
             tau_p = rho_p*d_p^2/(18*mu_f*f_stoke);          
                      
                 
            % Loads corrected tau_p parameter for 2nd part of Barton scheme 
            % particle trjectory calculations  
            tau_ph = tau_p; 
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            % Corrected y velocity of particle 
            v(n+1,nn) = v(n,nn)*exp(-delT/tau_ph)+(1-exp(-
delT/tau_ph))*(uy(nn)+g_ynd*tau_ph)+Auy(nn)*(delT-tau_ph*(1-exp(-
delT/tau_ph)))+Buy(nn)*(delT^2-2*tau_ph*delT+2*tau_ph^2*(1-exp(-
delT/tau_ph))); 
             
            % Corrected x velocity of particle 
            u(n+1,nn) = u(n,nn)*exp(-delT/tau_ph)+(1-exp(-
delT/tau_ph))*ux(nn)+Aux(nn)*(delT-tau_ph*(1-exp(-
delT/tau_ph)))+Bux(nn)*(delT^2-2*tau_ph*delT+2*tau_ph^2*(1-exp(-
delT/tau_ph))); 
             
            % Corrected particle/fluid relative velocities 
            wxh(nn) = u(n,nn)-ux(nn); 
            wyh(nn) = v(n,nn)-uy(nn); 
             
            % Corrected x position of particle 
            x(n+1,nn) = x(n,nn)+tau_ph*wxh(nn)*(1-exp(-
delT/tau_ph))+ux(nn)*delT+Aux(nn)*(delT^2/2-tau_ph*delT+tau_ph^2*(1-exp(-
delT/tau_ph)))+Bux(nn)*(delT^3/3-tau_ph*delT^2+2*tau_ph^2*delT-2*tau_ph^3*(1-
exp(-delT/tau_ph))); 
             
            % Corrected y position of particle 
            y(n+1,nn) = y(n,nn)+tau_ph*(wyh(nn)-g_ynd*tau_ph)*(1-exp(-
delT/tau_ph))+(uy(nn)+g_ynd*tau_ph)*delT+Auy(nn)*(delT^2/2-
tau_ph*delT+tau_ph^2*(1-exp(-delT/tau_ph)))+Buy(nn)*(delT^3/3-
tau_ph*delT^2+2*tau_ph^2*delT-2*tau_ph^3*(1-exp(-delT/tau_ph))); 
             
             
            % Again, the next few lines are used to calculate a new dynamic 
            % tau_p 
             
            v_rel = sqrt(wxh(nn)^2+wyh(nn)^2); 
             
            Re_rel = rho_f*v_rel*d_p/mu_f; 
              
            f_stoke = 1+0.15*Re_rel^0.687; 
              
            tau_p = rho_p*d_p^2/(18*mu_f*f_stoke);             
             
            % Used for particle relative Reynolds number studies 
            Re(n) = Re_rel; 
            Re_max = max(Re); 
             
  
%            % Plots Reynolds number of particles at different time values 
%             if nn == 1 
%                 if ROW == 1 
%                     figure(2) 
%                     hold on 
           
  
%  
89 
 
%             figure(11) 
%             hold on 
%             plot(TIME(nn),Re_rel,'b*') 
  
%              if n == 1 
%  
%                Re_rel 
%               
%              end 
  
%           if nn == 1 
%  
%              if n==1 
%                   
%                  figure(2) 
%                  hold on 
%                  plot(TIME(nn),Re_rel,'b*') 
%                      
%              elseif n == 2 
%                   
%                  figure(2) 
%                  hold on 
%                  plot(TIME(nn),Re_rel,'r*') 
%                   
%              elseif n ==3 
%                   
%                  figure(2) 
%                  hold on 
%                  plot(TIME(nn),Re_rel,'k*') 
% %                     xlabel('Time (seconds)','fontsize',16) 
% %                     ylabel('Reynolds #','fontsize',16) 
% %                      
%              end 
%           end 
% % %             end 
  
        % Loads last particle values based on impingement flag     
        elseif qclick(j,nn) > 0 
               
            u(n+1,nn) = u(n,nn); 
            v(n+1,nn) = v(n,nn); 
            x(n+1,nn) = x(n,nn); 
            y(n+1,nn) = y(n,nn); 
             
        end 
         
        % Check for impinged particles 
        if (sqrt(x(n+1,nn)^2+y(n+1,nn)^2)<R) && (qclick(j,nn) == 0) 
         
            nS(nn) = n; 
            qclick(j,nn) = 1; 
             
        elseif (sqrt(x(n+1,nn)^2+y(n+1,nn)^2)<R) && (qclick(j,nn) > 0) 
         
            qclick2(nn) = 1; 
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        end 
         
        if ((x(n+1,nn)>loco) && (x(n,nn)<loco)) && (n>2) 
         
            nS(nn) = n; 
          
        end 
    end 
     
    % Index counter 
    n=n+1; 
      
    % Breaks out of loop if impingement has occured 
    if (((x(n-1,1)>loco) || qclick2(1)>0)) && (((x(n-1,2)>loco) || 
qclick2(2)>0)) && (((x(n-1,3)>loco) || qclick2(3)>0)) && (((x(n-1,4)>loco) || 
qclick2(4)>0)) 
        break 
    end 
end 
  
% Reynolds number study plotting code 
% figure(223) 
% hold on  
% plot (d_p,Re_max,'ro') 
% xlabel('Particle Diameter (m)','fontsize',16) 
% ylabel('Re # max','fontsize',16) 
  
% end of part traj subroutine 
    end 
     
     
    function [Y,qclick,u_inj,U,anaf9,U_flux2,t_diff,y_cent_eval] = 
impact_char(x,y,u,v,nS,nSTART,Y,U,nmin,nmax,X_c,Y_c,n_cross,t_cross,U_c,V_c,q
click,qclick2,t_INITIAL,X_end,X_start,Y_end,Y_start,slope,y_int,j,yeval,ROW,d
elT,R,dt0,pn,Ho_length,np,t_diff,U_flux2,anaf9,u_inj,y_cent_eval) 
  
    % This function uses particle trjectory information already calculated to  
    % predict impingement characteristics on cylinder surface 
  
     
% Load arrays used in semi-parcel impingement characteristic calculations, 
% xp and yp values correspond to particle positions, up and vp values 
% correspond to particle velocities 
xp1 = x(:,1); 
yp1 = y(:,1); 
up1 = u(:,1); 
vp1 = v(:,1); 
n1 = nS(1); 
xp2 = x(:,2); 
yp2 = y(:,2); 
up2 = u(:,2); 
vp2 = v(:,2); 
n2 = nS(2); 
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xp3 = x(:,3); 
yp3 = y(:,3); 
up3 = u(:,3); 
vp3 = v(:,3); 
n3 = nS(3); 
xp4 = x(:,4); 
yp4 = y(:,4); 
up4 = u(:,4); 
vp4 = v(:,4); 
n4 = nS(4); 
  
  
xl1 = length(xp1); 
xl2 = length(xp2); 
xl3 = length(xp3); 
xl4 = length(xp4); 
yl1 = length(yp1); 
yl2 = length(yp2); 
yl3 = length(yp3); 
yl4 = length(yp4); 
  
% if ROW == 1 
% if j == 2 
%      
%     figure(37) 
%     hold on 
%     plot(xp1(xl1-1),yp1(yl1-1),'b^') 
%     plot(xp2(xl2-1),yp2(yl2-1),'k^') 
%     plot(xp3(xl3-2),yp3(yl3-2),'c^') 
%     plot(xp4(xl4-2),yp4(yl4-2),'m^') 
%     axis equal 
%  
%     figure(40) 
%     hold on 
%     plot(xp1(xl1-1),yp1(yl1-1),'b^') 
%     plot(xp2(xl2-1),yp2(yl2-1),'k^') 
%     plot(xp3(xl3-2),yp3(yl3-2),'c^') 
%     plot(xp4(xl4-2),yp4(yl4-2),'m^') 
%     axis equal 
%      
% end 
% end 
delta_y_counter = length(xp1); 
  
  
% Used for adding a parabolic volume term to volume calculations 
%  for counter = 1:delta_y_counter 
% %      
% %      delta_y(counter) = ((yp2(counter)-yp1(counter))+(yp4(counter)-
yp3(counter)))/2; 
% %  
%     delta_y(counter) = 0; 
% %      
%  end 
  
% length(xp2)-length(xp1) 
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%delta_y 
  
nS(1) = nSTART(ROW) + n1; 
nS(2) = nSTART(ROW) + n2; 
nS(3) = nSTART(ROW) + n3+1; 
nS(4) = nSTART(ROW) + n4+1; 
  
% Minimum and maximum iterations necessary for particle to impinge on 
% surface or pass no-impingement limit 
nmin(j,1) = min(nS); 
nmax(j,1) = max(nS); 
            
% Parcel centroid y-location and x-velocity             
Y(j,1) = (1/4)*(yp1(n1)+yp2(n2)+yp3(n3)+yp4(n4)); 
U(j,1,1) = (1/4)*(up1(2)+up2(2)+up3(1)+up4(1)); 
              
% Initialization of data arrays used for concentration calculations 
clear VOL; 
VOL = zeros(nmax(j,1)-nSTART(ROW),1); 
VOL_1 = VOL; 
VOL_2 = VOL; 
VOL_9_1 = VOL; 
VOL_2_sign = VOL; 
VOL_1_sign = VOL; 
alpha6 = VOL; 
alpha6(1) = 1; 
alpha9_1 = alpha6; 
alpha9_2 = alpha6; 
VOL_9_2 = VOL; 
       
% Using finite element method to compute the divergence 
xa = xp1; xb = xp4; xc = xp3; 
ya = yp1; yb = yp4; yc = yp3; 
  
% Volume of first semi-parcel 
VOL_1(1) = (1/2)*abs((xa(2)-xc(1))*(yb(2)-ya(2))-(xa(2)-xb(2))*(yc(1)-
ya(2))); 
  
% Parcel Volume calculator (initial value) 
for counter = 1 
  
    VOL_1(counter) = (1/2)*abs((xa(counter+dt0)-xc(counter))*(yb(counter)-
ya(counter+dt0))-(xa(counter+dt0)-xb(counter))*(yc(counter)-
ya(counter+dt0))); 
    VOL_1_norm =     (1/2)*((xa(counter+dt0)-xc(counter))*(yb(counter)-
ya(counter+dt0))-(xa(counter+dt0)-xb(counter))*(yc(counter)-
ya(counter+dt0)))/VOL_1(counter); 
     
end 
  
% Parcel Volume calculator 
for counter = (nmin(j,1)-nSTART(ROW)-1):(nmax(j,1)-nSTART(ROW)) %for counter 
= (nmin(j,1)-nSTART(ROW)-5):(nmax(j,1)-nSTART(ROW)) 
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    VOL_1_sign(counter) = ((xa(counter)-xc(counter-dt0))*(yb(counter-dt0)-
ya(counter))-(xa(counter)-xb(counter-dt0))*(yc(counter-dt0)-ya(counter))); 
    VOL_1(counter) = (1/2)*abs(VOL_1_sign(counter)); 
     
end 
  
%%%%%%%%%%%%%% 
%%%%%%First parcel 
  
  
% Loads particle positions into new arrays to create a semi-parcel 
xa = xp1; xb = xp2; xc = xp4; 
ya = yp1; yb = yp2; yc = yp4; 
  
% Calculates different volumes used for concentration predictions 
for counter = 1 
  
    VOL_2(counter) = (1/2)*abs((xa(counter+dt0)-
xc(counter))*(yb(counter+dt0)-ya(counter+dt0))-(xa(counter+dt0)-
xb(counter+dt0))*(yc(counter)-ya(counter+dt0))); 
    VOL_9_1(counter) = VOL_1(counter) + 
VOL_2(counter)+1/2*delta_y(counter)*(xp4(counter)-xp2(counter+dt0)); 
    alpha9_1(counter) = 1; 
    VOL_2_norm = (1/2)*((xa(counter+dt0)-xc(counter))*(yb(counter+dt0)-
ya(counter+dt0))-(xa(counter+dt0)-xb(counter+dt0))*(yc(counter)-
ya(counter+dt0)))/VOL_2(counter); 
     
end 
  
% More volume and parcel geometry calculations 
for counter = (nmin(j,1)-nSTART(ROW)-1):(nmax(j,1)-nSTART(ROW))  
  
    VOL_2_sign(counter) = ((xa(counter)-xc(counter-dt0))*(yb(counter)-
ya(counter))-(xa(counter)-xb(counter))*(yc(counter-dt0)-ya(counter))); 
    VOL_2(counter) = (1/2)*abs(VOL_2_sign(counter)); 
    VOL_9_1(counter) = VOL_1(counter) + 
VOL_2(counter)+1/2*delta_y(counter)*(xp4(counter)-xp2(counter+dt0)); 
                
    xd = xp3; yd = yp3; 
  
    % Parcel attribute calculations    
    m1 = (yp1(counter)-yp3(counter-dt0))/(xp1(counter)-xp3(counter-dt0)); 
%slope 1 
    b1 = yp1(counter)-m1*xp1(counter); %y-intercept 1 
    m2 = (yp2(counter)-yp4(counter-dt0))/(xp2(counter)-xp4(counter-dt0)); 
%slope 2 
    b2 = yp2(counter)-m2*xp2(counter); %y-intercept 2 
    xp5 = (b2-b1)/(m1-m2);%bisection point -x 
    yp5 = m1*xp5 + b1;%bisection point -y 
                      
    if ((VOL_2_norm/VOL_2_sign(counter) < 0) || 
(VOL_1_norm/VOL_1_sign(counter) < 0)) && ~((VOL_2_norm/VOL_2_sign(counter) < 
0) && (VOL_1_norm/VOL_1_sign(counter))) 
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        VOL_9_1(counter) = max([VOL_1(counter),VOL_2(counter)])-
min([VOL_1(counter),VOL_2(counter)]); 
         
    end 
     
    % Concentration of first semi-parcel based on initial parcel volume and 
    % current parcel volume 
    alpha9_1(counter) = alpha9_1(1) * VOL_9_1(1)/VOL_9_1(counter); 
     
end 
  
  
%%%%%%%%%%% 
%%%%%%Rearranged triangles 
  
  
% Rearranges parcel set up 
xa = xp1; xb = xp2; xc = xp3; 
ya = yp1; yb = yp2; yc = yp3; 
  
% Parcel Volume calculation 
VOL_1(1) = (1/2)*abs((xa(2)-xc(1))*(yb(2)-ya(2))-(xa(2)-xb(2))*(yc(1)-
ya(2))); 
  
% Parcel Volume calculations 
for counter = 1 
  
    VOL_1(counter) = (1/2)*abs((xa(counter+dt0)-
xc(counter))*(yb(counter+dt0)-ya(counter+dt0))-(xa(counter+dt0)-
xb(counter+dt0))*(yc(counter)-ya(counter+dt0))); 
    VOL_1_norm =     (1/2)*((xa(counter+dt0)-xc(counter))*(yb(counter+dt0)-
ya(counter+dt0))-(xa(counter+dt0)-xb(counter+dt0))*(yc(counter)-
ya(counter+dt0)))/VOL_1(counter); 
     
end 
  
% Parcel volume calculations 
for counter = (nmin(j,1)-nSTART(ROW)-1):(nmax(j,1)-nSTART(ROW)) 
  
    VOL_1(counter) = (1/2)*abs((xa(counter)-xc(counter-dt0))*(yb(counter)-
ya(counter))-(xa(counter)-xb(counter))*(yc(counter-dt0)-ya(counter))); 
    VOL_1_sign(counter) = ((xa(counter)-xc(counter-dt0))*(yb(counter)-
ya(counter))-(xa(counter)-xb(counter))*(yc(counter-dt0)-ya(counter))); 
  
end 
  
%%%%%%%%%%%%%% 
%%%%%%Second parcel 
  
% Volume and concentration calculations done for second semi-parcel 
xa = xp3; xb = xp2; xc = xp4; 
ya = yp3; yb = yp2; yc = yp4; 
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% Volume and concentration calculations 
for counter = 1 
  
    VOL_2(counter) = (1/2)*abs((xa(counter)-xc(counter))*(yb(counter+dt0)-
ya(counter))-(xa(counter)-xb(counter+dt0))*(yc(counter)-ya(counter))); 
    VOL_2_norm =  (1/2)*((xa(counter)-xc(counter))*(yb(counter+dt0)-
ya(counter))-(xa(counter)-xb(counter+dt0))*(yc(counter)-
ya(counter)))/VOL_2(counter); 
    VOL_9_2(counter) = VOL_1(counter) + 
VOL_2(counter)+1/2*delta_y(counter)*(xp4(counter)-xp2(counter+dt0)); 
    alpha9_2(counter) = 1; 
     
end 
  
% Volume and parcel geometry calculations 
for counter = (nmin(j,1)-nSTART(ROW)-1):(nmax(j,1)-nSTART(ROW)) 
    
     
    VOL_2(counter) = (1/2)*abs((xa(counter-dt0)-xc(counter-
dt0))*(yb(counter)-ya(counter-dt0))-(xa(counter-dt0)-
xb(counter))*(yc(counter-dt0)-ya(counter-dt0))); 
    VOL_2_sign(counter) = ((xa(counter-dt0)-xc(counter-dt0))*(yb(counter)-
ya(counter-dt0))-(xa(counter-dt0)-xb(counter))*(yc(counter-dt0)-ya(counter-
dt0))); 
    VOL_9_2(counter) = VOL_1(counter) + VOL_2(counter)+1/2*delta_y(counter-
dt0)*(xp4(counter-dt0)-xp2(counter)); 
                
    xd = xp1; yd = yp1; 
    
    % Parcel attribute calculations 
    m1 = (yp1(counter)-yp3(counter-dt0))/(xp1(counter)-xp3(counter-dt0)); 
%slope 1 
    b1 = yp1(counter)-m1*xp1(counter); %y-intercept 1 
    m2 = (yp2(counter)-yp4(counter-dt0))/(xp2(counter)-xp4(counter-dt0)); 
%slope 2 
    b2 = yp2(counter)-m2*xp2(counter); %y-intercept 2 
    xp5 = (b2-b1)/(m1-m2);%bisection point 
    yp5 = m1*xp5 + b1;%bisection point 
             
  
    if ((VOL_2_norm/VOL_2_sign(counter) < 0) || 
(VOL_1_norm/VOL_1_sign(counter) < 0)) &&~ ((VOL_2_norm/VOL_2_sign(counter) < 
0) && (VOL_1_norm/VOL_1_sign(counter) < 0)) 
  
        VOL_9_2(counter) = max([VOL_1(counter),VOL_2(counter)])-
min([VOL_1(counter),VOL_2(counter)]); 
         
    end 
     
    % Concentration of semi-parcel number 2 
    alpha9_2(counter) = alpha9_2(1) * VOL_9_2(1)/VOL_9_2(counter); 
                     
end 
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% Averaging of first and second semi-parcel concentrations 
alpha9 = (alpha9_1 + alpha9_2)/2; 
  
% Index used for plotting 
ROW1 = 1; 
             
             
% Various plots of a single vertex particle trajectory 
% The if statement makes sure that the plot does not get too cluttered. 
% Plots tend to become fuzzy when too many trajectories are plotted 
if pn <=50  
  
    if ROW == ROW1 
     
        figure(1) 
        hold on 
%         %plot(xp1,yp1,'k') 
        plot(xp2,yp2,'b') 
        plot(xp2,-yp2,'b') 
% %         plot(xp2,-yp2,'b') 
%         %plot(xp2,yp2,'b') 
%         %plot(xp1,-yp1,'k') 
         
         
    elseif ROW == (ROW1 + Ho_length/2) 
     
% % % %         figure(1) 
% % % %         hold on 
        %plot(xp1,yp1,'k') 
% % % %         plot(xp2,yp2,'m') 
        %plot(xp2,yp2,'b') 
        %plot(xp1,-yp1,'k') 
         
    end 
     
end 
  
% Final concentration vector 
anaf9(j) = alpha9(nmin(j,1)-nSTART(ROW)); 
                                
clear xp yp up vp 
  
% Declaration of variables used in the calculation of injection 
% velocity,impact velocity and other values needed to impact efficiency 
% calculation 
nf(1) = nS(1) - nSTART(ROW)+1; 
nf(2) = nS(2) - nSTART(ROW)+1; 
nf(3) = nS(3) - nSTART(ROW)+1-1; 
nf(4) = nS(4) - nSTART(ROW)+1-1; 
xp(1,:) = xp1; 
xp(2,:) = xp2; 
xp(3,:) = xp3; 
xp(4,:) = xp4; 
97 
 
yp(1,:) = yp1; 
yp(2,:) = yp2; 
yp(3,:) = yp3; 
yp(4,:) = yp4; 
up(1,:) = up1; 
up(2,:) = up2; 
up(3,:) = up3; 
up(4,:) = up4; 
vp(1,:) = vp1; 
vp(2,:) = vp2; 
vp(3,:) = vp3; 
vp(4,:) = vp4;           
  
% Calculations used in impact characteristics 
for nn = 1:np 
     
    X_end(nn) = xp(nn,nf(nn)); 
    X_start(nn) = xp(nn,nf(nn)-1); 
    Y_end(nn) = yp(nn,nf(nn)); 
    Y_start(nn) = yp(nn,nf(nn)-1); 
     
    slope(nn) = (Y_end(nn)-Y_start(nn))/(X_end(nn)-X_start(nn)); 
    y_int(nn) = Y_end(nn)-X_end(nn)*slope(nn);     
    X_c(j,nn) = ((-y_int(nn)*slope(nn))-sqrt((slope(nn)^2+1)*R^2-
y_int(nn)^2))/(slope(nn)^2+1); 
    Y_c(j,nn) = sqrt(R^2-X_c(j,nn)^2); 
     
    % Iteration and time when particle impacts 
    n_cross(j,nn) = (nf(nn)-1-(nf(nn)-2))*(X_c(j,nn)-xp(nn,nf(nn)-
2))/(xp(nn,nf(nn)-1)-xp(nn,nf(nn)-2)) + (nS(nn)-1); %n_cross(j,ROW,nn) = 
(nf(nn)-(nf(nn)-1))*(X_c(j,nn)-xp(nn,nf(nn)-1))/(xp(nn,nf(nn))-xp(nn,nf(nn)-
1)) + (nS(nn)); 
    t_cross(j,nn) = n_cross(j,nn)*delT; 
  
     
     
    U_c(j,nn) = ((up(nn,nf(nn)-1)-up(nn,nf(nn)-2))/(xp(nn,nf(nn)-1)-
xp(nn,nf(nn)-2))) * (X_c(j,nn)-xp(nn,nf(nn)-2)) + up(nn,nf(nn)-2); 
%U_c(j,ROW,nn) = (up(nn,nf(nn))-up(nn,nf(nn)-1)/(xp(nn,nf(nn))-xp(nn,nf(nn)-
1))) * (X_c(j,nn)-xp(nn,nf(nn)-1)) + up(nf(nn)-1); 
    V_c(j,nn) = ((vp(nn,nf(nn)-1)-vp(nn,nf(nn)-2))/(xp(nn,nf(nn)-1)-
xp(nn,nf(nn)-2))) * (X_c(j,nn)-xp(nn,nf(nn)-2)) + vp(nn,nf(nn)-2); 
%V_c(j,ROW,nn) = (vp(nn,nf(nn))-vp(nn,nf(nn)-1)/(xp(nn,nf(nn))-xp(nn,nf(nn)-
1))) * (X_c(j,nn)-xp(nn,nf(nn)-1)) + vp(nf(nn)-1); 
     
    normY(j,nn) = -Y_c(j,nn)/R; 
    normX(j,nn) = -X_c(j,nn)/R; 
     
    % flux velocity component 
    U_flux_part(j,nn) = normX(j,nn)*U_c(j,nn) + normY(j,nn)*V_c(j,nn); 
  
     
end 
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% time difference for impacting parcel (front and back parcels) 
t_diff13 = abs(t_cross(j,1)-t_cross(j,3)); 
t_diff24 = abs(t_cross(j,2)-t_cross(j,4)); 
  
% Average time difference for impacting parcels 
t_diff(j,1) = (1/2)*(t_diff13 + t_diff24); 
  
% Flux velocity 
U_flux2(j,1) = (1/4)*(U_flux_part(j,1) + U_flux_part(j,2) +U_flux_part(j,3) 
+U_flux_part(j,4)); 
  
% Injection velocity calculations 
u_inj = U(j,1,1); 
  
  
  
    % End of impact char subroutine 
    end     
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Appendix B: LPV MATLAB Code Manual 
 This appendix provides a brief description of the LPV MATLAB™ code and how to use 
it. This code is written to solve for impact efficiency on a two-dimensional cylinder with a radius 
that is explicitly defined by the user and has a flowfield defined by the potential flow equations 
for a cylinder. The LPV code is divided into three main routines. The main function is used to 
define simulation variables such as timestep, particle diameter, and number of parcel waves to 
release and also orchestrates the entire simulation. The second function is a subroutine, titled 
‘part_traj’, called by the main function, which performs particle trajectory calculations and stores 
them for use in parcel volume calculations. The third function, which is also called by the main 
function, is titled ‘impact_char’. This subroutine uses particle trajectories in order to calculate 
parcel volumes, particle impact speeds, and also particle impact angles on the cylinder.  
 The first section of the main function is where the user defines all simulation variables. 
These variables have been listed below with brief descriptions. It should be noted that all 
dimensional values must be defined in standard SI units. 
np  - The number of particles needed to define a computational parcel (or cloud of 
particles). For two-dimensional simulations, this value should be set to 4. 
R   - The radius of the cylinder particles impact. 
cr1  - The mean freestream velocity to be used in the simulation. 
u_o - Nondimensional unsteadiness factor. This value is used to implement an 
unsteady component to the LPV method. A value of 0 for u_o will produce a 
steady flow. 
100 
 
freq -  Frequency of velocity oscillation. This value defines how fast the flow will 
oscillate in time. In the particle trajectory subroutine, cr1, u_o, and freq are 
combined in an equation to define the current freestream velocity for a given 
timestep. This equation is defined as 
       u            (   f e      ) 
where cr is the current timestep freestream velocity, and TIME is the current 
iteration time. 
t_RUN  - The total physical time the simulation will average over to obtain impact 
efficiency. 
ROW - This variable helps keep track of the current parcel wave number. The user can 
define the number of parcel waves to release in the time t_RUN, so ROW keeps 
track of which parcel wave the simulation is on. 
delT  - Timestep to be used in the simulation. 
loco - This variable defines the x location limit where particle trajectory calculations 
will be discontinued if the particle has not impacted the cylinder. 
pn - This value defines how many parcels will be released in the y direction for 1 
wave of parcels. 
yi - This array initializes parcel centroid locations where parcels will be released 
from. 
xstart  - Starting location, in the x direction, for parcels.  
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rho_p  - Density of the particles being simulated. 
d_p  - Diameter of the particles being simulated. 
f_stoke  - Initial Stoke drag correction. The value entered here will only be used in the first 
timestep of each particle trajectory. After this, the Stoke drag correction is 
recalculated using the relative velocity between the particle and the flow. 
mu_f  - Dynamic viscosity of the continuous phase being simulated. 
rho_f  - Density of the continuous phase being simulated. 
tau_p - Initial particle response time. The value entered here will only be used in the 
first timestep of each particle trajectory. After this, the particle response time will 
be recalculated using f_stoke. 
tau_d - Domain time scale. This value is defined by dividing the radius of the cylinder 
by the mean freestream velocity. 
St  - Stokes number of the particles being simulated. 
g_ynd  - Gravity term in the y direction. 
num_inj_times - Number of parcel waves to be released during the simulations. 
inj_time_skip - Time between parcel wave injections. 
dy1  - Vertical distance between vertex particles of a parcel at injection. 
dt0  - Number of timesteps to skip between front and tail of parcel vertex particles. 
102 
 
The main function also orchestrates the entire simulation, calling the subroutines that perform 
particle trajectory and parcel volume calculations, storing impact efficiency data in order to 
average it over time, and plotting impact efficiency.  
The particle trajectory subroutine tracks one wave of parcels (made up of four particles 
each) at a time until they have impacted the surface of the cylinder, or have traveled past the user 
defined location where trajectory calculations are discontinued. This subroutine then sends 
trajectory information back to the main function. From here, the main function calls the impact 
characteristic subroutine. This function uses particle trajectories (grouped in four to define a 
parcel) to calculate parcel volumes at injection and impact, parcel impact/injection concentration 
ratio, and parcel centroid velocity and impact angle. These values are sent back to the main 
function to be used in impact efficiency calculations. A sample simulation setup is provided in 
appendix A. This sample describes a simulation performed using 20.36 µm diameter water 
particles, a 0.1016 m diameter cylinder, a mean freestream velocity of 80.25 m/s, 250 parcels 
released in the y direction, 30 waves of parcels released, and a timestep of 10 µs. 
 
 
 
