
















Abstract: This paper provides a critical review of  the  literature on deep  learning applications  in 
breast  tumor diagnosis using ultrasound and mammography  images.  It also  summarizes  recent 
advances  in  computer‐aided diagnosis/detection  (CAD)  systems, which make use  of  new deep 
learning methods to automatically recognize breast images and improve the accuracy of diagnoses 
made by radiologists. This review is based upon published literature in the past decade (January 
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Figure 1. This scheme represents  the anatomy of a woman’s breast.  Inside  the  lobes are  the zones 










Benign  calcifications are usually  larger and  coarser with  round and  smooth  contours. Malignant 
calcifications  tend  to be numerous,  clustered,  small, varying  in  size and  shape,  angular,  and  are 
irregularly shaped [7,9]. 
Breast  cancer  screening  aims  to  detect  benign  or malignant  tumors  before  the  symptoms 
appear, and hence  reduce mortality  through  early  intervention  [2]. Currently,  there are different 
screening methods, such as mammography [10], magnetic resonance imaging (MRI) [11], ultrasound 
(US) [12], and computed tomography (CT) [13]. These methods help to visualize hidden diagnostic 
features. Out of  these modalities, ultrasound and mammograms are  the most common  screening 







breasts,  and  therefore  other  modalities,  such  as  US,  are  used  [12].  US  is  a  non‐invasive, 
non‐radioactive, real‐time  imaging  technique  that provides high‐resolution  images [27]. However, 
all  these  techniques  require  manual  interpretation  by  an  expert  radiologist.  Normally,  the 
radiologists  try  to  do  a manual  interpretation  of  the medical  image  via  a  double mammogram 
reading to enhance the accuracy of the results [28]. However, this is time‐consuming and is highly 





[8,30–32] based on machine  learning  (ML)  [33–35], or based on modern CAD‐deep  learning  (DL) 
system [36–42]. 
The goal of CAD is to increase the accuracy and sensitivity rates to support radiologists in their 
diagnosis  decisions  [43,44].  Recently,  Gao  et  al.  [45]  developed  a  CAD  system  for  screening 
mammography  readings  that demonstrated  an  approximately  92%  accuracy  in  the  classification. 
Likewise,  other  studies  [46,47]  used  several  CNNs  for mass  detection  in mammography’s  and 
ultrasounds [48–50]. 
In  general,  DL‐CAD  systems  focus  on  CNNs, which  is  the most  popular model  used  for 
intelligent image analysis and for detecting cancer with good performance [51,52]. With CNNs, it is 




solve with  traditional CAD  [12,33]. These problems  include  learning  from  complex data  [53‐54], 
image  recognition  [55], medical  diagnosis  [56,57],  and  image  enhancement  [58].  In  using  such 














The  research  process  is  shown  in  Figure  2,  which  was  in  accordance  with  the  PRISMA 





databases,  as well  as  conference  proceedings  from  IEEE  (Institute  of  Electrical  and  Electronics 
Engineers), MICCAI  (Medical  Image Computing and Computer Assisted  Intervention), and SPIE 
(Society of Photographic Instrumentation Engineers), published between January 2010 and January 
2020. The  search was designed  to  identify all  studies  in which DM  and US were  evaluated  as a 
primary detection modality  for breast cancer, and were both used  for screening and diagnosis. A 
comprehensive search strategy  including  free  text and MeSH  terms was utilized,  including  terms 
such  as:  “breast  cancer,”  “breast  tumor,”  “breast  ultrasound,”  “breast  diagnostic,”  “diagnostic 
imaging,”  “deep  learning,”  “CAD  system,”  “convolutional  neural  network,”  “computer‐aided 
detection,”  “computer‐aided  diagnoses,”  “digital  databases,”  “mammography,”  “mammary 
ultrasound,” “radiology information,” and “screening.” 
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2.1.1. Inclusion Criteria 
Articles  were  included  if  they  assessed  computer‐aided  diagnosis  (CADx)  and/or 
computer‐aided detection (CADe) for breast cancer, DL in breast imaging, deep CNN, DL in mass 








mammography  and  ultrasound  public  digital  databases  were  analyzed  as  input  data  for  the 




be used with DM and US  images  from public and private databases. Normally,  the CAD  system 
consists  of  several  stages,  such  as  segmentation,  feature  extraction/selection,  and  classification. 
However, DL‐CAD  systems  are  based  on  CNN models  and  architectures  for  automatic  feature 
extraction/selection  and  classification  with  convolutional  and  fully  connected  layers  through 




Image Analysis  Society Digital Mammogram Database, OASBUD: Open Access  Series  of  Breast 
Ultrasonic Data, ROC–AUC: receiver operating characteristic curve–area under the curve, UDIAT: 
Ultrasound Diagnostic Ultrasound Centre of the Parc Tauli, VGGNet: Visual Geometry Group. 
In  the  third  part,  full  articles were  analyzed  to  compile  the  successful  CNNs  used  in DL 
architectures. Furthermore,  the best evaluation metrics were analyzed  to measure  the accuracy of 
these algorithms. Finally, a discussion and conclusions about these classifiers are presented. 
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2.2.1. Public Databases 
Normally, DL models are  tested using private  clinical  images or publically  available digital 
databases  that  are used  by  researchers  in  the  breast  cancer  area. The  amount  of public medical 
images is increasing because most of the DL‐CAD systems require a large amount of data. Thus, DL 
algorithms  are  applied  to  available  digitized  mammograms,  such  as  those  from  MIAS 
(Mammographic  Image  Analysis  Society  Digital  Mammogram  Database)  [61],  DDSM  (Digital 
Database  for Screening Mammography),  IRMA  (Image Retrieval  in Medical Application)  [62,63], 
INbreast [64], and BCDR (Breast Cancer Digital Repository) [45,65], as well as public US databases, 































































































defines  features  in  the  image, where  there can be problems  regarding  recognizing  the shape and 
density  information  of  the  cancerous  area. A DL‐CAD  system,  on  the  other  hand,  creates  such 
features by itself through the learning process [74]. 
 





to  the  radiologist  [8].  On  the  other  hand,  CADx  serves  as  a  decision  aid  for  radiologists  to 
characterize findings from a CADe system. Several significant CAD works are described in Table 2. 
Table 2. The traditional CAD system summary with DM and US breast cancer images. It covers four 
stages:  (i)  image  processing,  (ii)  segmentation,  (iii)  feature  extraction  and  selection,  and  (iv) 
classification. 











Pectoral  removal  techniques  are  not 
sufficient  to  provide  accurate  results. 
Thereby,  intensity‐based  methods,  line 
detection,  statistical  techniques,  wavelet 
methods, and  the active contour  technique 
have  also  been  tried  for  segmenting  this 
area.  Its accuracy varies  from  84%  to 99%, 
where the active contour technique reached 
the  highest  value  of  99%,  followed  by  the 
wavelet method with 93% [79]. 
Enchancement  techniques  are divided  into 
three categories: spatial, frequency domain, 
and a mixture of these two. These categories 













The  thresholding  method  shows  greater 
stability but is dependent on the parameter 




is  well‐known  in  micro‐calcification 
detection  and  uses  pixel  properties  for 
Segmentation 
Traditional CAD 
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NN [85].  segmenting fatty tissue. 
Edge  detection  utilizes  the  wavelet 
transform  in  a  multiscale  structure  to 
represent  signals  and  variations  in  US 
images.  Template  matching  requires  a 
comparison with a given image (ROI) with 
a  template  image  to measure  the similarity 
between  both.  Finally,  an  NN  utilizes  a 
multi‐layered  perceptron  with  a  hidden 







Feature  selection  methods:  wrapper  and 
filter  (chi‐square  [90]).  The  most 















in  their  feature  space.  It  minimizes  the 
generalization  error  during  the  process  of 
testing data and is much more accurate and 
computational  efficient  because  of  the 
reduced number of parameters. 
ANN:  Backpropagation,  SOM,  and 
hierarchical  ANN.  The  performance  of 
back‐propagation  is  better  than  that  of 
linear  classifiers.  However,  the  training 
process is stochastic and unrepeatable, even 
with  the  same  data  and  initial  conditions. 
Prone  to overfitting due  to  the  complexity 
of the model structure. 
Finally, advantages and disadvantages from 
other  classifiers  have  been  previously 
discussed  in  several  studies:  KNN  [100], 










The main purpose of  image preprocessing  is  to enhance the  image and suppress noise while 
preserving  important diagnostic  features  [106,107]. Preprocessing  for breast cancer diagnosis also 
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consists of delineation of  the  tumors  from  the background, breast border extraction, and pectoral 




As  noted,  DM  includes  many  sources  of  noise,  which  are  classified  as  a  high‐intensity, 
low‐intensity, or tape artefacts. The principal noise models observed in mammography are salt and 
pepper, Gaussian, speckle, and Poisson noise. 
In  the  same  way,  US  images  suffer  from  noise,  such  as  intensity  inhomogeneity,  a  low 
signal‐to‐noise ratio, high speckle noise [108,109], blurry boundaries, shadow, attenuation, speckle 








images  (SR)  based  on  a  CNN,  namely,  (i)  multi‐image  super‐resolution  and  (ii)  single‐image 







for  increasing  the  data  in  DL,  namely,  data  augmentation  and  transfer  learning/fine‐tuning 
[129,130]. Examples of DL models that have been trained with data augmentation are Imagenet [74] 
and transfer learning [47]. 




image  data  via  operations  such  as  contrast  enhancement  and  noise  addition, which  have  been 
implemented in many studies [134–140].   
Image Segmentation 
This  processing  step  plays  an  important  role  in  image  classification.  Segmentation  is  the 
separation of ROIs (lesions, masses, and microcalcifications) from the background of the image. 
In  traditional CAD  systems,  the  tasks of  specifying  the ROI,  such  as  an  initial boundary or 
lesions, are accomplished with the expertise of radiologists. The traditional segmentation task in DM 
can  be  divided  into  four  main  classes:  (i)  threshold‐based  segmentation,  (ii)  region‐based 
segmentation,  (iii)  pixel‐based  segmentation,  and  (iv)  model‐based  segmentation  [3,78]. 
Furthermore, US  image  segmentation  includes  several  techniques:  threshold‐based,  region‐based, 















After  the  segmentation,  feature  extraction  and  selection  are  the  next  steps  to  remove  the 
irrelevant and redundant information of the data being processed. Features are characteristics of the 
ROI taken from the shape and margin of lesions, masses, and calcifications. These features can be 
categorized  into  texture and morphologic  features  [12,86], descriptors, and model‐based  features 
[52], which help to discriminate between benign and malignant lesions. Most of the texture features 
are  calculated  from  the  entire  image  or ROIs using  the  gray‐level  value  and  the morphological 
features. 
There are some traditional techniques used for feature selection, such as searching algorithms, 
the  chi‐square  test,  random  forest, gain  ratio, and  recursive  feature  elimination  [91].  In addition, 
other  traditional  techniques used  for  the  feature extraction  include principal  component analysis 






of  the  feature  space,  improving  the  accuracy  and  computation  time  by  eliminating  redundant 
features [153]. In particular, DL models produce a set of image features from the data [154], whose 
main advantage  is  that  they extract  features and perform  classifications directly. Providing good 




affect the performance of the classifier. The  features of breast US  images can be divided  into four 
types:  texture, morphological, model‐based,  and descriptor  features  [86]. After  the  features have 
been extracted and selected, they are input into a classifier to categorize the ROI into malignant and 









are  different  DL  techniques,  such  as  GANs,  deep  autoencoders  (DANs),  restricted  Boltzmann 
machine (RBM), stacked autoencoders (SAEs), convolutional autoencoders (CAEs), recurrent neural 
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order  to get an optimal model  [167], and  transfer  learning  is an effective DL method  to pre‐train 
models to deal with small datasets, as in the case of medical images. 
ANNs are composed of an input and output layer, plus one or more hidden layers, as shown in 
Figure 6.  In  the  field of breast cancer,  three  types of ANN are  frequently used: backpropagation, 








CNNs are  the most widely used Neural Networks when  it comes  to DL and medical  image 
analysis.  The  CNN  structure  has  three  types  of  layers:  (i)  convolution,  (ii)  pooling,  and  (iii) 
full‐connection  layers,  which  are  stacked  in  multiple  layers  [74].  Thus,  a  CNN’s  structure  is 
determined by different parameters,  such  as  the number of hidden  layers,  the  learning  rate,  the 
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from  overfitting. A  batch  normalization  layer  speeds  up  the  training  of CNNs  and  reduces  the 
sensitivity to network initialization. 
2.2.6. Evaluation Metrics 
Different  quantitative metrics  are used  to  evaluate  the  classifier performance  of  a DL‐CAD 
system.  These  include  accuracy  (Acc),  Sensitivity  (Sen),  Specificity  (Spe),  area  under  the  curve 
(AUC), F1 score, and a confusion matrix. The statistical equations are shown in Tables 3 and 4. 
Table  3. Confusion matrix  for a binary  classifier  that  is used  to distinguish between  two  classes, 
































































Figure  8.  The  confusion matrix  for  the  ROC.  The  number  of  images  correctly  predicted  by  the 
classifier is located on the diagonal. The ROC curve utilizes the TPR on the y‐axis and the FPR on the 
x‐axis. 
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The AUC provides the area under the ROC curve and a perfect score has a range from 0.5 to 1. 
A 100% correct classified version will have an AUC value of 1 and  it will be 0  if  there  is a 100% 
wrong classification [168]. 









are different CNN  architectures  that  have  been  proposed: AlexNet  [169], VGG‐16  [170], ResNet 











































































































































































































































































ROI threshold  80.5  77.4  84.2  86  81.5  88 
SVM‐based medium 
Gaussian 
87.2  86.2  87.7  88  87.1  94 
Duggento 
et al. [180] 





96.67  ‐  ‐  ‐  ‐  96 
DDSM  97.35  ‐  ‐  ‐  ‐  98 
INbreast  95.50  ‐  ‐  ‐  ‐  97 
MIAS  98.23  ‐  ‐  ‐‐    99 
Table  7.  The  quantitative  indicators  that  were  used  to  evaluate  different  CNN  architectures’ 
performances on US datasets. 










VGGNet‐like  84.57  73.65  93.12  89.34  80.74  91.98 
VGGNet 16  84.57  73.64  93.12  89.34  80.74  93.22 
ResNet 18  81.60  86.49  77.77  75.29  80.50  91.85 
ResNet 50  81.60  75.68  86.24  81.16  78.32  88.83 
ResNet 101  84.57  75,00  92.06  88.10  81.02  91.04 
DenseNet 40  85.46  79.05  90.48  86.67  82.69  93.52 
DenseNet 12  86.35  77.70  93.12  89.84  83.33  92.48 





88.7  0.848  0.897  ‐  ‐  93.6 
UDIAT  84  0.851  0.834  ‐  ‐  89.3 
OASBUD 
[150] 












96.89  67.23  ‐  ‐  79.38  ‐ 
96.81  65.83  ‐  ‐  78.37  ‐ 






















ANN  78.1  78  78.2  ‐  ‐  82.3 




































79.3  ‐  ‐  84.2  ‐ 


















81.83  ‐  ‐  83.1  15.43 




CNN + SVM  MIAS    97.46  96.26  100  ‐  ‐ 
  DDSM    99  99.48  98.16  ‐  ‐ 
  MIAS  87.64  96.65  75.73  ‐  ‐ 
MLP  DDSM  97  97.40  96.26  ‐  ‐ 
  MIAS  91.11  86.66  100  ‐  ‐ 




















77.7  74.0  82.0  80  ‐ 
ANN    78.1  78.0  78.2  82  ‐ 
Random forest    78.5  75.3  82  82  ‐ 



































































92.40  92.67  91.36  ‐  ‐ 
4. Discussion and Conclusions 
Considering  that  breast  tumor  screening  using DM  has  some  consequences  and  limitations 
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For the abovementioned reasons, we have addressed using both kinds (DM and US) of images 
in this review, focusing on different ML and DL architectures applied in breast tumor processing, 
and offering a general overview of databases and CNNs,  including  their  relation and efficacy  in 
performing segmentation, feature extraction, selection, and classification tasks [192]. 
Thus, according to the research shown in Table 1, the most utilized databases for DM images 




and  low‐resolution  images.  In  contrast,  the  DDSM  contains  a  big  dataset.  Likewise,  INbreast 
contains high‐resolution  images but has a small data size. BCDR,  in comparison with DDSM, has 
been  used  in  a  few  studies.  Some  details  about  the  others  strengths  and  limitations  of  these 
databases are discussed in Abdelhafiz [65]. 
Thereby, Table 2 shows a summary of traditional ML‐CAD systems that use public and private 





Samala  et  al.  [48,153,174].  Furthermore,  [169,173] used  several preprocessing  and postprocessing 
techniques  for high‐resolution  [58] data augmentation, segmentation, and classification. The most 
commonly CNNs used are AlexNet, VGG, ResNet, DenseNet,  Inception  (GoogleNet), LeNet, and 












are  as  follows: First, DL  can directly  extract  features  from  the  training data. Second,  the  feature 
selection  process  will  be  significantly  simplified.  Third,  the  three  steps  of  feature  extraction, 
selection,  and  classification  can  be  realized  within  the  same  deep  architecture.  Thus,  SDAE 
architecture can potentially address the issues of high variation in either the shape or appearance of 




their  authors have used  a variety  of datasets  (Table  1),  approaches,  and performance metrics  to 
evaluate CNN techniques in DM and US imaging. For example, better results were achieved in DM 
analysis by Al‐Masni  [145] with YOLO5 using DDSM data  augmentation, while Chougrad  et al. 
[181] used a deep CNN (Inception V3) with DDSM and MIAS datasets. On the other hand, Moon et 
al. [49] introduced a DenseNet model to analyze private (BUSI and SNUH) US datasets. Byra et al. 
[66]  achieved  high  accuracy with  the  VGG19  deep  CNN model  using  the  ImageNet  database. 
Similarly, Cao  et  al.  [152]  attained  an  accuracy of  96.89% with SSD  + ZFNet  and Han  et  al.  [62] 
reached 91.23% using a private dataset with GoogleNet. 
Likewise, Table  8  contains  a  literature  review  for  the  comparison  of  the  evaluation metrics 
between  DL‐CAD  systems  and  traditional ML‐CAD  systems.  Even  though  Table  8  shows  that 




[36]  and Shi  et al.  [190] proved  that a DL‐CAD based on CNN and a deep polynomial network 
achieved better results in terms of accuracy (93.4 and 92.40%) and AUC (94.7%), respectively. In the 
same way, DL‐CAD  reached higher values  than ML‐CAD when used on private US  images. For 
example, Shan et al. [35] and Singh et al. [41] showed ML based on an ANN for segmentation and 
classification  that  reached accuracies of 78.5 and 95.86% and an AUC of 82%,  respectively. These 
works demonstrate that in most cases, the DL architectures outperformed traditional methodologies. 
To conclude, the use of DL could be a promising new technique to obtain the main features for 
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