INTRODUCTION
Abstract. Every iterative restoration algorithm requires some performance measure to determine the termination point for the iteration. Typically, the termination rule is based on a measure of the residual or the change in the solution from one iteration to the next. A better rule would be one that terminates the iteration when the distance between the original undistorted image and restored image is minimized in some sense. In this paper, we present a performance measure that estimates this distance without prior knowledge of the original image. Our measure relies on evaluating a spectral filter function at each step of the iteration. These functions describe the solution at each step in terms of the singular value decomposition of the system matrix. As such, spectral filter functions provide valuable insight into the behavior of an iteration as well as a means of defining a termination rule. We develop a general technique for determining the spectral filter functions for a given iteration, which we demonstrate by applying it to a linear iterative image restoration algorithm.
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operator D is based on the point-spread function of the blurring process.
Iterative algorithms enjoy a prominent place in the image restoration literature for several reasons. Chief among these is that they avoid the need for explicit inversion of the operator matrix, which can have several billion elements for even a moderately sized image of 256 x 256 pixels. In addition, constraints designed to minimize noise effects and incorporate a priori knowledge of the desired image are easily included in the iteration.2 Finally, an iterative method can be monitored as it progresses toward a solution, allowing for modification of the iteration if needed, or early termination of the iteration-and a reduction in the number of computations-if warranted.
This paper addresses primarily the monitoring of iterative methods for image restoration by introducing a new technique for measuring algorithm performance. Some form of performance monitoring is always necessary to determine the point at which the iteration should be terminated. Aside from qualitative performance measures (e.g. , choosing the solution that ''looks best' '), the most commonly used measure for terminating the iteration is robably the change in the solution from one iteration to the next, , with negligible change indicating convergence to a stationary point of the iteration. Measures based on computing the residual at each iteration have also been suggested. 4 The measure we propose is based on the spectral filter functions generated by the iteration, which relate the computed solution at each iteration to the solution space as described by the singular value decomposition of the matrix operator. These functions allow us to estimate the distance between the computed solution and the desired image without prior knowledge of the desired image.
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Subject terms: iteractive image restoration; performance measures; termination Image restoration is typically described as a linear inverse problem, with the observed image assumed to be the result of a linear degradation operator applied to the desired image. The degradation model often assumes additive noise as well,' leading to the formulation '=y+w=Dx+w ' (1) where the vectors x and w represent the lexicographically ordered original image and the additive noise, respectively, and and y represent the blurred image with and without noise. The matrix Invited Paper RR-107 received Oct. 16, 1989 ; revised manuscript received Jan. 2, 1990 ; accepted for publication Jan. 10, 1990 . 
SPECTRAL FILTERING ANALYSIS
Spectral filtering analysis relates the solution computed by a particular method to the solution space as described by the singular value decomposition (SVD) of the system matrix. The SVD has been recognized for some time as a valuable tool for characterizing linear systems that arise in signal and system 8 In addition to providing the most reliable method for determining the numerical rank of a system matrix, the SVD is also the basis for finding the optimal* reduced-rank solution to a system of linear equations.9
Certain iterative methods-e.g. , the conjugate gradient method-compute a solution by searching along direction vectors taken from a set that spans the solution space. Early termination of the iteration is equivalent to solving the problem on a subspace of the solution space; in other words, solving a reduced-rank version of the original linear system. Thus, insight into the relationship between a given method and the SVD is especially valuable in this context. In this section, we present the basic ideas of spectral filtering analysis . The analysis technique is similar in many respects to the singular function analysis used by Strand to study a gener- iterative method, whereas Strand seeks to approximate some ideal behavior by modifying the Landweber iteration to obtain specified spectral filter functions.
We derive the spectral filter functions for the steepest descent and conjugate gradient methods, two iterative methods appropriate for image restoration. To simplify our presentation, we consider the generic linear system Ax = b, where A is a rectangular matrix. In this case the normal equations need to be solved for determining the minimum norm least-squares solution. Since a regularization approach will be followed for solving the image restoration problem, the matrix A should not be identified with D or the vector b with y. The exact relationship between the generic system and the image restoration problem is detailed in Sec. 4.
Basic concepts
To emphasize the generality of spectral filtering, consider solving the m X n linear system Ax=b (2) for x. Denoting the rank of A as p min(m,n), the SVD of A can be written ast A = ifjUjVT (3) with the scalars r being the singular values and the n-vectors Ui and the rn-vectors v being the left and right singular vectors, 1 1 The singular values are assumed to be ordered so that :if > 0. One way to obtain a pseudoinverse solution of Eq. (2) is through the SVD of A:
where At is the Moore-Penrose 12 This pseudoinverse solution, which is also the minimum norm least-squares solution, is equivalently obtained by solving the normal equation
When A is square (rn = n) and full rank (p = n), At is equal to A , the usual matrix inverse.
An ill-conditioned linear system is characterized by a matrix having a spectrum of singular values spanning several orders of magnitude. As is evident from Eq. (4), the presence of relatively small singular values can lead to instabilities in computing . Spectral filtering methods introduce weighting factors to deemphasize com?onents of the solution associated with small singular values. Writing these factors as functions of the singular values themselves, the spectral filtering solution is expressed as (6) While most of the theory presented here is easily extended to complex-valued data, we assume all vectors and matrices to be real-valued to simplify notation.
In general, the spectal filter function s(o) tends to unity for large values of cr and to zero for small values.
A simple example of a spectral filter function is the one describing the truncated SVD (TSVD) pseudoinverse. In forming the TSVD pseudoinverse solution, the terms in Eq. (4) associated with singular values below a selected threshold are simply discarded. The corresponding spectral filter function is s(ff,) = {I :
', (7) where i•is the threshold '°T he TSVD approach effectively solves a reduced-rank version of the original linear system and gives the optimal solution in this sense, as mentioned earlier.
Two iterative algorithms
Two standard iterative methods that have been used for image restoration are the steepest descent method2 and the conjugate gradient 14 15 Iterative methods such as conjugate gradients and steepest descent are typically described by the expressions for the solution vector and various other vectors and scalars generated at each iteration. It is also possible to express the solution at a given iteration in terms of a matrix polynomial. The spectral filter formulas for the methods we consider follow directly from such polynomial descriptions.
We also find it convenient to discuss the steepest descent and conjugate gradient methods as minimizing the following function of x:
f(x) = xBx -xTc , (8) where B = ATA is a positive-definite matrix and c = ATb.
Then f(x) describes a quadratic surface, and minimizing f(x) is equivalent to solving the normal equations in Eq. (5).
Steepest descent method
The method of steepest descent solves Eq. (2) where Pk E k {polynomials of degree k}. The polynomials Pk can be found via the following recursion (P -i = 0):
Conjugate gradient method
The conjugate gradient method also solves a positive-definite symmetric system by minimizing Eq. (8) in an iterative fashion.11 The method is essentially a sequence of searches along a set of conjugate directions, generated as the iteration progresses, and eventually spanning the solution space. Thus, it is theoretically guaranteed to converge in no more than n steps. The iteration, which is initialized by selecting a starting vector X and setting the initial search direction d0 = -go = Vf(xo), proceeds as
As with the steepest descent iteration, the conjugate gradient iteration can be expressed in terms of a matrix polynomial.5'7 Define Qk,Tk E ilk by the recursive formulas Qk(X) = Qk-I(X) + akTk(X) ,
with Q 1 = 0 and T0 = 1. Choosing X = 0 as the starting vector, it is straightforward to show that
Spectral filter functions
In this section, we derive the spectral filter functions for the steepest descent and conjugate gradient iterations by evaluating the matrix polynomials appearing in Eqs. (12) and (20) 
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is equivalent to the computed solution after k + 1 iterations of the conjugate gradient method.
and where 13k 5 the step size for the kth iteration. For the case of a positive-definite symmetric system, the optimal step size is gkgk f3k.
gkBgk Assuming a nonsingular system, noiseless data, and error-free computations, the iteration will converge to the true solution of the normal equations, although the rate of convergence is dependent on the eigenvalue spread of B.
An initial estimate for the solution, X, is needed to start the iteration. Setting X = 0, the iterations for Xk+ 1 and gk+ 1 can The summation over n terms reflects our assumption that B is full rank.
Inserting the polynomial version of the steepest descent iteration given by Eq. (12) Li Qk(1 )-v1 ,
with oQk(o) serving as the spectral filter function for k + 1st conjugate gradient iteration.
PERFORMANCE MEASURES
We develop performance measures for the two iterative algorithms in this section based on the spectral filter functions generated at each step of the algorithms. Starting with a measure of the distance between the original image and the restoration at each iteration, we derive an estimate of the mean-square error that depends on knowing only the signal-to-noise ratio (SNR) of the noisy observed image. This error estimate is described first in terms of the spectral filter functions for a general iterative method and then extended to the specific cases of the steepest descent and conjugate gradient iterations.
A general iterative method
A major benefit of expressing the computed results in terms of spectral filter functions is the ability to evaluate the error without prior knowledge of the true solution. To demonstrate this, we need not specify any particular method of solution, but we will assume the method is iterative in nature. Let 
where IuTbI2 is written as (uJ'b)2 to reflect our assumption of real-valued data.
Suppose instead of the noiseless vector b we observe b = b + e, where the n-vector e represents measurement errors or noise. The solution after k + 1 iterations is now -uris
and keeping in mind that u1 = v1 due to the assumed symmetry of A, the 12-norm error is
Now assume that the elements of e are samples from a zeromean white noise source, uncorrelated with the elements of b and with variance e2 i.e., E{e} = 0, E{eeT} = 2j and E{bTe} = 0. The mean-square error after k iterations can then be determined from Eq. (30) to be
where Rb is the autocorrelation matrix of b.
The expression for the mean-square error in Eq. (31) could be further simplified by constraining Rb to be a diagonal matrix; i.e., assume b to be a white noise process as well. Keeping our application to image restoration in mind, this is not a realistic (26) assumption. Instead, consider the following consequence of the Cauchy-Schwartz inequality'7:
(urb)2 (uTu,)(bTb) = bTb .
Taking expectations leads to uT Rbu TrRb 2 (33) which can be substituted into Eq. (31) to give the following upper bound on the mean-square error:
between the true and computed solutions after k + 1 iterations is then (30)
NEW TERMINATION RULE FOR LINEAR ITERATIVE IMAGE RESTORATION ALGORITHMS
E{IIx -k+ iII} [ -Sk+ 1(ri))22 + S 1(ffi) -2] It is also possible to arrive at Eq. (34) without the white noise restriction on e by a similar application of the Cauchy-Schwartz inequality to (uTe)2. Examination of Eq. (28) immediately leads to the conclusion that sk(ffj) must approach unity if the iteration is to converge. It is evident from Eqs. (31) and (34) that the contribution of the noise term to the total error is minimized when sk(ffj) is zero. The value of Eq. (31) or Eq. (34) at each iteration thus reflects a trade-off between approximation error and the effect of measurement noise on the computed solution. The termination strategy we propose stops the iteration if an increase in the value of Eq. (3 1 ) or Eq. (34) indicates that the noise term is growing faster than the approximation error is shrinking.
Steepest descent and conjugate gradients
The error in the steepest descent and conjugate gradient solutions can now be evaluated by substituting sk +i(o) = oPk(a) and Sk+ i(Oj) = oQk(r) into the expressions derived in Sec. 3. 1. for conjugate gradients.
These last two expressions-Eqs. (36) and (37)-are potential candidates in forming practical termination rules, given that all of the quantities necessary for their evaluation can be determined. The coefficients of the polynomials Pk or Qk are easily computed as part of the iteration. The singular vectors u, and the singular values r depend on only the matrix A; in Sec. 4, we discuss conditions for computing them in an efficient manner. While an estimate of the autocorrelation matrix Rb may be obtamable, the additional cost of computing uTRbu can be prohibitive.
This problem can be overcome by evaluating an upper bound for the mean-square error based on Eq. (34) instead of an exact expression such as Eq. (36) or Eq. (37). This requires knowledge of only 2 which is essentially the total energy of b. The parameters 2 and 82 can thus be estimated from the SNR of the observed signal. In Sec. 4, we demonstrate this approachminimizing an upper bound on the mean-square error-for determining an appropriate termination point for an iterative image (34) restoration algorithm.
AN IMAGE RESTORATION EXAMPLE

A regularized iterative algorithm
The purpose of digital image restoration is to operate on the degraded image-p of Eq. (1)-in order to obtain a restored image that is as close to the original image x as possible, subject to a suitable optimality criterion. A number of techniques providing a solution to the image restoration problem have appeared in the literature.' In this section, we first formulate an iterative algorithm for regularized image restoration. We then use this iteration to illustrate the use of the termination rule suggested at the end of Sec. 3.
A regularization method replaces an ill-posed problem by a well-posed problem, whose solution is an acceptable approximation to the solution of the given ill-posed problem.'8"9 In Miller's regularization method,'8 the problem of solving Eq. (1) is replaced by the problem of searching for a vector x that satisfies the pair of constraints
where 6 is an estimate of the data accuracy. The constraint operator C and the constant E are chosen to control the smooth- (35) ness of the solution, with C typically being a derivative or other high-pass operator.
The approach suggested by Miller to find such an x is to combine the two constraints to form the quadratic functional M(a,x) = IIDx -I2 + aIICxII¼2r2 , (39) where the regularization parameter a is set equal to (nE)2. If there is an x satisfying the constraints in Eq. (38) then it will also satisfy Eq. (39). Conversely, if a solution x satisfies Eq. (39), then the constraints in Eq. (38) will also be satisfied to within a factor of at most \/ (Ref. 18 ). The necessary condition for M (ct,x) to have a minimum is that its gradient with respect to x be equal to zero, which results in the equation
The sufficient condition for M(a,x) to have a minimum is that the Hessian of M(a,x), which is equal to DTD + aCTC, be positive definite. Equation (40) where 13k of Eq. (9) is set equal to a constant value of -3. This iteration has been used extensively in the field of signal restoration, where it has also been referred to as the Landweber Ifwe also assume that the matrices DTD and CTC commuteEquation ( 
with e. axi Figure 1 shows a noisy blurred image. The distortion is due where and X are the singular values of D and C, respectively; to motion over 9 pixels in the horizontal direction, and the SNR u and v are the associated singular vectors; and r is the rank is equal to 10 dB, calculated as 0fDTD + aCTC.
The assumption that the matrices DTD and CTC commute SNR = 10 iog" . The image in Fig. 3 Fig. 3 is preferable based on the objective criterion of minimizing the 12distance between the estimated and original image. Futhermore, it is also preferable based on visual observation.
SUMMARY AND DISCUSSION
Our chief purpose in writing this paper is to present a termination rule for iterative image restoration algorithms based on minimizing the distance from the original image. Using the spectral filter functions generated at each step of the iteration, we have shown how this distance can be estimated knowing only the observed image. We then demonstrate that minimizing this distance measure can serve as a better termination rule than one that merely indicates convergence ofthe iteration. In the example in Sec. 4, monitoring an upper bound on the mean-square error based on Eq. (34) led to terminating the iteration long before convergence and at a point much closer to the original image.
We have used the 12-norm for our distance measure, making our optimality criterion a least-squares one. It is certainly possible to use spectral filter functions in deriving a distance measure based on some other norm, if it is deemed more appropriate.
Our application of spectral filtering analysis to iterative image restoration in this paper has been limited to developing performance measures and termination rules .From our experience with this analysis technique in other applications, we know that spectral filter functions can reveal a great deal about an algorithm's behavior. We expect that we have only begun to realize the value of these functions in the context of iterative image restoration.
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