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ABSTRACT
Full Coverage Displays (FCDs), which cover the interior surface of a room
with display pixels, can create novel user interfaces taking advantage of natural
aspects of human perception and memory which we make use of in our everyday
lives. However, past research has generally focused on FCDs for immersive
experiences, the required hardware is generally prohibitively expensive for the
average potential user, configuration is complicated for developers and end users,
and building applications which conform to the room layout is often difficult. The
goals of this thesis are: to create an affordable, easy to use (for developers and end
users) FCD toolkit for non-immersive applications; to establish efficient pointing
techniques in FCD environments; and to explore suitable ways to direct attention
to out-of-view targets in FCDs.
In this thesis I initially present and evaluate my own "ASPECTA Toolkit" which
was designed to meet the above requirements. Users during the main evaluation
were generally positive about their experiences, all completing the task in less
than three hours. Further evaluation was carried out through interviews with
researchers who used ASPECTA in their own work. These revealed similarly
positive results, with feedback from users driving improvements to the toolkit.
For my exploration into pointing techniques, Mouse and Ray-Cast approaches
were chosen as most appropriate for FCDs. An evaluation showed that the Ray-
Cast approach was fastest overall, while a mouse-based approach showed a
small advantage in the front hemisphere of the room. For attention redirection I
implemented and evaluated a set of four visual techniques. The results suggest
that techniques which are static and lead all the way to the target may have an
advantage and that the cognitive processing time of a technique is an important
consideration.
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1CHAPTER ONEINTRODUCTION
We live our modern lives surrounded by displays. It is not uncommon for someone
to be sitting in front of the TV with their laptop while interacting with their phones.
In office environments people often make use of multiple monitors attached to a
single computer, with their phone still within arm’s reach. Having access to many
screens is a valuable asset for increased awareness of, and quick access to, digital
information. However, maximising this increased space often comes at a high cost
due to the size and quantity of displays required. One promising solution is to
make use of a Full Coverage Display (FCD) - one that covers the full, or near-full,
interior surface of the room with display pixels. The typical solution to do this is
to make use of multiple projectors, with their outputs stitched together to provide
full coverage. Each projector can be distanced so that they cover a much wider
area than a typical display, thus making them potentially lower in cost - however
the price is still high enough to likely make it unappealing to many potential
users. Projectors that use "spherical projection", such as those with a fisheye lens,
are capable of providing much wider coverage of an environment with a single
device. However, once again this comes at a price, with the lens itself typically
costing thousands of pounds, demonstrating the need for a much more affordable
solution.
Enabling the creation of software that works on the walls introduces more
difficulties. Although a user can easily project an application onto a wall when
the projection is close to perpendicular ("keystoning", a basic feature of many
projectors, can correct for minor discrepancies), spherical projection is much more
complex. Content that is to be displayed on surfaces in the room must be mapped
onto the fisheye view correctly, otherwise it will appear distorted. This can require
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complex mathematical calculations, and for many developers this is another hurdle
for those considering spherical projection in FCDs. This challenge demonstrates a
need for a toolkit which not only allows you to create the mappings, preferably
without the additional cost of scanning hardware, but also for a graphical API for
the development of applications which conform to these mappings.
Mitigating the issue of cost while minimising the complexity of developing FCDs
would allow both researchers and the public as a whole to consider full coverage
environments for more than just high-cost immersive experiences like CAVE [37]
and RoomAlive [73] environments. This could potentially lead to offices and
homes where the user’s computer applications extend to the surrounding walls
and are even able to take advantage of the logical connections between physical
objects and digital data (e.g. a printer’s toner levels being projected next to the
printer, and users dragging and dropping a file onto the physical device to get a
printout).
In my thesis I describe my work to lower these cost and complexity barriers using
my ASPECTA Toolkit, which presents both a low-cost hardware solution and
a free open-source software solution for the creation of FCDs. I will also detail
how I have used my toolkit to carry out two separate experiments to explore two
previously unanswered, but important, questions regarding non-immersive FCD
environments. The first of these aided potential FCD developers by exploring
which input technologies are most appropriate when carrying out pointing tasks
in FCD environments, while the second did so by exploring the most efficient
ways to draw a user’s attention to targets which appear outside their field of view
in FCD scenarios. My overall goal is to not just increase the feasibility of FCDs to
researchers, developers and users through the ASPECTA Toolkit, but also through
an increased understanding of pointing interactions and notification techniques in
FCD environments, whether developed using my own toolkit or otherwise.
1.1 Research Questions
The aim of my thesis is to answer three main research questions regarding building
FCD environments:
• Q1: Is it possible to create a hardware and software solution for the creation of FCDs
which is affordable, easy to program for developers, and easy to configure for both
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developers and end-users?
As discussed above, the issues of cost, and configuration and development
complexity are significant among pre-existing FCD solutions. No previous
FCD solution has been published which attempts to mitigate all three
issues simultaneously, thus increasing the potential appeal of FCDs to both
developers and end-users.
• Q2: What are suitable ways to interact with FCDs with regards to content selection
and manipulation (e.g. ray-casting or touch)?
Although, for many FCD applications, selection and manipulation (e.g.
using ray-casting or touch) may not be required (e.g. persistent ambient
"widget" visualizations and notifications), not supporting applications that
include such interactions would be highly restrictive. Without being required
to approach their computers, users may wish to interact with widgets to
temporarily reveal more extensive information on content (e.g. showing
more detail about the weather forecast for the week instead of just a small
widget displaying the current day) or otherwise interact with projected
content. In addition, if users of traditional computer applications wish to use
the benefits of an extended desktop workspace (e.g. increasing the number
of visible windows, or placing icons or taskbars on the wall instead of hiding
them under windows) pointing interactions would be highly valuable1.
For this reason it is important to ensure that tasks such as object selection
and manipulation through pointing are fast, and to prevent them being an
undesirable burden on the user.
• Q3: What FCD-based techniques work well to draw attention to objects which are
outside the user’s field of view?
Whether creating applications specifically tailored to FCDs (such as widgets),
or extending the traditional desktop metaphor to the surfaces of the room,
it is highly likely that there will be times where the user’s attention must
be drawn to out-of-view content, especially when display coverage is 360◦
around the user. This may be due to the urgency of a notification, or because
the user is simply trying to locate digital (e.g. a window) or physical (e.g.
keys) content in the room. Drawing attention to content in an efficient way
is therefore valuable in FCD environments to ensure that urgent content is
1In this thesis "pointing" is used to refer to any task that requires manipulating the coordinates
of a selection point. This includes, but is not limited to, ray-casting, mouse interaction and touch.
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not missed, and that the increased coverage of FCDs does not lead to a large
increase in time spent carrying out manual visual search tasks.
1.2 Alternative Research Directions
Although I have chosen to focus on the research questions listed above, there are
other potential avenues of research within the field of non-immersive FCDs which
could have been taken. This section will describe examples of these and explain
why they were not the focus of my thesis.
My research into selection and manipulation techniques in FCDs only considers
ones which relate to "pointing" directly at either the objects themselves or a
representation of them (such as ray-casting and touch). It does not consider more
indirect interactions such as using gestures when facing an object, or interacting
with displays through a "control panel" on a separate device. Although these
techniques would be valid for FCD environments, both may have a greater
learning curve while users become accustomed to a potentially complex gesture
set or interface. This in general may impede performance. Conversely, those who
use computers are generally already familiar with "point and click" interactions
whether they are in the form of mouse interaction, touch ("point and tap") or
simple ray-casting. The user only needs to know how to move the selection point
and how to "click". A wide selection of familiar interactions can be used from that
point onwards. Therefore, I believe that such techniques are the best starting point
for non-immersive FCDs. Nevertheless, future research into alternative interaction
techniques would be interesting to establish whether different approaches can
offer greater efficiency than the more familiar "point and click" ones.
Q3 focuses specifically on establishing fast ways to direct attention to content,
instead of maximising the efficiency of the initial notification stage. The main
reason for this is that existing research into the perceptibility of periphery
notifications (e.g. "Peripheral Popout" [55]), is likely to be equally applicable
in FCD environments. Conversely, for attention redirection, additional potential
opportunities can be explored which take advantage of the structure of the room
environment - for instance, by decomposing the room into walls or using a
World in Miniature approach to display a three-dimensional representation of the
environment.
In general, an alternative approach to my research would have been to focus more
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on potential non-immersive applications of FCDs rather than the optimisation of
interactions. However, although this is covered to an extent in this thesis (see the
motivating scenarios in Section 1.5, user interviews in Chapter 4 and the selection
of applications which have already been created with my system described in
Chapter 5), to provide the best experiences when using non-immersive FCD appli-
cations, minimising potential difficulties and increasing efficiency of interactions
between users and FCD applications is important and, therefore, my primary
focus.
1.3 Thesis Scope
The ASPECTA Toolkit which I present as the first third of my thesis is designed as
a proof-of-concept system showing that FCDs can be made affordably and simply
by someone who has basic programming skills. It has been used successfully to
create software by not just myself, but also others to develop FCD applications.
Due to ASPECTA’s proof-of-concept nature I am not concerned with trying to
compete in terms of feature set with more complex systems such as Microsoft’s
RoomAlive which was built by a large team. I am also interested in emphasizing
the potential to use FCDs in non-immersive contexts, such as offices, and therefore
am not concerned with providing three-dimensional user experiences such as
those found in Virtual Reality. My system is open source however, and those who
wish to may extend ASPECTA to add more features and capabilities.
Regarding my research into finding and notifications, due to the focus on FCD
environments I do not explore attention grabbing. This is a separate research area
in the field of Human Computer Interaction (HCI), and not specific to FCDs. I do,
however, cover the topic in my Background chapter (Chapter 2) to the extent at
which it is related to the topic in Chapter 7. I have also not explored non-visual
notification techniques, as FCD systems are primarily a visual tool. However,
other modalities can be explored in the future.
This thesis focuses on FCDs for indoor use, and it is possible that some of it
may not be fully applicable to outdoor environments. The reason for this is
twofold: although indoor environments are typically surrounded by walls and
other surfaces to project onto, a typical outdoor area would not have many surfaces
within range of the projector; and during daylight hours projection would need to
be much brighter to be visible in outdoor environments.
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1.4 Thesis Contributions
My thesis provides the following contributions to the field of FCDs:
• The design and implementation of a tool that increases the affordability and
ease of building FCD systems
I designed and implemented the ASPECTA Toolkit, which includes an affordable
hardware solution and an API for the creation of FCD applications. To evaluate
ease of use I carried out a user study where participants made use of the toolkit
to develop an application themselves according to a provided specification. I
have also interviewed third parties that that have used ASPECTA in their own
research to further evaluate the toolkit and inform changes. The ASPECTA
hardware implementation and the toolkit’s evaluation showed that it is possible
to create an affordable yet easy to use hardware solution, therefore addressing
Q1.
• An evaluation of which interaction techniques are most suited for pointing
tasks in FCD environments with statistical proof
After identifying mouse interaction and ray-casting as the most appropriate
ways to execute pointing tasks in FCD environments, I carried out a user study
with 24 participants to measure pointing performance and subjective opinion of
each technique for targets displayed around the room. My findings suggest that
ray-casting is the best technique overall, while use of the mouse offered a small
advantage for targets in front of the user. This provides evidence that using a
mouse may still be the most efficient technique if interaction behind the user is
infrequent. This contribution directly addresses Q2.
• The design of various directed notification techniques for FCD environments
I created a diverse set of directional notification techniques to draw attention to
targets which are located outside an FCD user’s field of view. This contribution
partially addresses Q3.
• An evaluation of the designed techniques to assess their suitability in FCD
environments
I carried out a user study with 30 participants to evaluate the notification
techniques’ abilities to draw a user’s attention to out-of-view targets. My
findings suggest that techniques which are large, present an explicit direction to
turn, and lead the user all the way to the target are particularly fast for direction
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attention. I also found that that including detailed locational information in a
technique may lead to faster ballistic movements towards the target, but the
cognitive processing time when interpreting the information may slow the
technique down overall. This contribution addresses the remainder of Q3.
1.4.1 Secondary Contributions
As well as my primary contributions above, I also have made some secondary
contributions listed below.
• The creation of a novel room configuration procedure for FCDs that does not
require the purchase of additional hardware, yet is simple to use.
• A summary of existing systems and APIs in the field, and a breakdown of
their capabilities, restrictions and requirements.
• A framework for techniques to provide spatial notifications (direct attention)
in FCD environments.
1.5 Motivating Scenario
In this section I will describe the day of a user who has integrated FCDs closely
into their life. Interactions in this scenario demonstrate some of the diverse uses of
FCDs that motivate their increased availability for home and work environments.
Further motivating examples can be found in Chapter 5 in the form of examples
of applications which my own system has already been used to develop.
Jane’s alarm wakes her up at 7am. When she opens her eyes, she sees a clear blue sky
projected on the ceiling above her bed to let her know that it is a sunny day outside. She
gets up and goes to the bathroom to clean her teeth and, while doing so, reads the latest
headlines on the wall next to the mirror. She then decides to have a shower, during which
she sings a song that has been caught in her head for days. Realising that she has forgotten
some of the lyrics, she taps a music note that is displayed on the wall of the shower cubicle.
Her music library is displayed on the wall. Using the wall as a touch-screen she selects
the song she was singing, and it starts to play with the lyrics shown on the wall. Shortly
afterwards, she goes downstairs to prepare her breakfast. As she enters her kitchen she
notices an alert shown on her fridge door – she has run out of bread and milk and will be
unable to have her usual breakfast. She goes to the kitchen counter and taps a projected
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Figure 1.1: A mock-up of an ambient presentation of weather information, created at an
early stage of this project.
recipe book to display a list of breakfasts she can make with what is currently available.
She selects boiled eggs and bacon and her fridge door and cupboard begin to flash to show
her where to obtain the ingredients. While the meal is being cooked, projection is used to
provide real-time instructions next to the pans themselves.
After breakfast Jane must get ready for work, but she can’t find her keys. She opens an
app on her phone and arrows appear on the floor directing her to the living room. When
she enters the room she sees the keys highlighted on the bookcase, and picks them up. On
her way out of the door she passes the weather forecast for the rest of the day, which is
displayed on the wall next to her coat stand (Figure 1.1). It is expected to be raining when
she returns from work, so she picks up her umbrella as she leaves.
When Jane enters her office, projected displays appear on the walls around her. A live
view of her calendar, shown on the wall above her desk, lets her know that she is hosting a
meeting at 11am that day, and will be having a one-on-one discussion with a co-worker at
2pm. She looks down at a stack of projected envelopes which is lying on her desk, indicating
that she has unread emails, so she taps them and her email client launches on her computer.
As she reads the emails, the projected stack gets smaller until eventually she has entirely
caught up. She then moves onto her main work. For productivity purposes she usually
works for 25-minute intervals with 5-minute spaces in between, so she starts a timer.
When it has begun, she starts working and a soft glowing red circle appears next to her
computer. After 25 minutes, the circle fades out and her desk softly glows green for 5
minutes to suggest that she takes a break. She checks her personal emails until the green
glow disappears and an alert starts flashing on her wall to remind her that she needs to
start working again (Figure 1.2).
At 10:45am a notification appears to the left of the wall in front of Jane. Over the next
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Figure 1.2: A mock-up of an obvious notification, created at an early stage of this project.
Figure 1.3: A mock-up of calendar reminders moving from the visual periphery to the
focus area, created at an early stage of this project.
ten minutes it moves slowly towards the centre of her vision, becoming more noticeable
(Figure 1.3) until it eventually starts to flash. Jane looks up at the notification - it tells her
that her meeting starts in five minutes and reminds her to take a copy of the agenda. She
looks at her calendar and an icon representing the agenda has appeared on the wall next to
it (similar to Figure 1.4). She drags it downwards and drops it on to the printer which
sits on the desk below to print it out. She then picks up the printed copy of the agenda and
departs for the meeting. As she closes the door the projected displays all turn off again.
As Jane arrives in the meeting room and places her laptop down at the head of the table, its
screen automatically lists a selection of projects she is currently working on. She selects
the topic of the meeting and chooses to restore the previous session - all the information
from the previous meeting is restored to the walls and table. The purpose of the meeting
is to discuss logos for a new product that they plan to sell, with employees submitting
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Figure 1.4: A mockup of storing files on the walls, created at an early stage of this project.
their own suggestions. As the attendees arrive, they drag and drop the images of their
suggested designs into the meeting’s group chat, tagging them for discussion. When they
do so, a thumbnail appears in front of each seat, and on the wall behind Jane, representing
the newly shared image. A larger copy of their image appears beside each attendee so that
others can associate the suggestions to a designer. Once everyone has arrived, the meeting
starts and they begin to browse through the images, discussing each in turn. As each
image is discussed, Jane taps its thumbnail on her desk to maximise it in front of each
attendee and on the back wall. Jane and her co-workers are able to add annotations to each
image during the discussion using a stylus on the desk or wall. Each attendee draws on a
separate image layer which can be manually toggled on and off at all locations the image is
shown. If an employee feels that annotations aren’t adequate to express their ideas they
are able to move to, and interact with, the image at the front of the room. Once all images
have been discussed, the attendees are required to rank their three preferred designs by
clicking on their thumbnails and then flicking them towards the centre of the desk in order
of preference. As preferences accumulate, the current ranking is shown in front of each
employee. There is a clear favourite among the employees, so Jane selects it on the desk in
front of her and presses a button to send the logo, along with all the annotations by her
and her co-workers, to the one who designed it for redrafting.
After lunch, Jane returns to her office and notices that a new envelope is now projected onto
her desk. As she sits down she taps on it, and her email client opens on her computer screen.
The message is from the co-worker she was intending to meet that afternoon explaining
that they are unwell and will be unable to attend the meeting. They suggest meeting at the
same time the following week, so Jane drags the event on her projected calendar to the new
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date and it updates her online calendar. She then writes up some notes about the meeting
along with a summary. When she saves them to her computer a new note appears on a
projected noteboard on the wall containing her summary. When she is working on the
project in the future, she can tap the note to expand it and show the full document. Finally,
Jane returns to her main work and starts her timer. The softly glowing red circle appears
next to her computer as she works.
When Jane returns home that night, she notices that the phone is ringing as she opens
the door. A photograph which is hanging on the wall is flashing to let her know that it is
her mother is calling (Figure 1.5). After the call Jane goes through to the living room and
notices a reminder on the wall that she needs a new sofa and there is a sale on at a popular
furniture store. She opens up the store’s app on her phone and browses through what is
available. Whenever she finds a sofa she likes and selects it, a top-down image of it appears
on her floor which she can reposition allowing her to see if it will fit in the intended space.
Finding the sofa she wants, she confirms her purchase. Deciding to make dinner, she goes
through to the kitchen and browses a list of available meals on the counter. She selects
stir-fry and, as before, the fridge and cupboards light up to direct her to the ingredients
and seasonings. Once all the ingredients are gathered together, the chopping board begins
to flash next to a list of the ingredients she needs to chop. When she brings them over, a
video guide starts to play next to the chopping board to let her know how best to prepare
the ingredients. Deciding to eat while watching a film, once the meal is ready, she moves
through to the living room and selects what she would like to watch on her phone. As she
does so, the full wall in front of her lights up and becomes a projected television display.
After the film is over, Jane decides it is time to go to bed. As she lies down and turns her
bedside-lamp off, stars appear on the ceiling. Looking at the stars and their constellations
helps Jane relax as she falls asleep.
1.6 Research Approach
After conducting a literature review to establish an understanding of existing FCDs
and wide coverage display environments, I carried out a brainstorming exercise
to design possible application scenarios in FCD environments (see Figure A.1
to Figure A.4 in the Appendices for a selection of sketches drawn during this
process). This allowed me to develop a greater understanding of the potential
use cases of FCDs, and consider what may be required in a typical FCD scenario
in terms of interactions. My research into FCD environments brought to my
attention the fact that such wide coverage is typically used to develop immersive
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Figure 1.5: A mockup of a picture of a family member which flashes when they are calling,
created at an early stage of this project.
gaming environments, and that little research has covered the potential of other
full coverage applications. I also noted that the available hardware solutions
for FCDs were very high in cost and the required software and APIs often not
available to the public.
To attempt to solve these issues I designed and implemented the ASPECTA Toolkit
as an approach to FCDs; this uses a low-cost hardware solution which anyone
can construct, and an open source software solution, including an API and room
configuration procedure, that is easy to use for those with basic programming
ability. During development, an independent researcher from the University of
Calgary expressed an interest in using the toolkit in their own work. After they
had completed the implementation of their application I conducted a qualitative
interview with them which allowed me to identify how successful the current
iteration of ASPECTA was at achieving its goals of ease of use, intuitiveness and
whether it met the needs of their application. The interview also included more
open-ended questions to gain greater insights into specific characteristics of the
toolkit which they liked or caused them difficulties. The feedback I received was
used to guide further improvements to the toolkit and its documentation as I
approached the first version.
Upon completion of this version I conducted a controlled lab-based qualitative
user study with 8 participants. Their task was to configure the toolkit to
add surfaces to the walls of the room, and then develop a basic sticky-note
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application to a provided specification. An alternative approach would have
been to allow participants to design and develop their own applications, however
this would have been more time consuming (they would have had an additional
brainstorming phase) and experiences would have been inconsistent between
participants who would use different features and have had varying degrees of
reliance on ASPECTA. A fixed specification also allowed me to ensure that their
applications could be realistically completed in the allotted time and provide a
code template which only required them to implement the ASPECTA-related code,
thus ensuring they were not being tested on, or their perceptions being affected
by, their general experiences implementing the logic of their own applications.
Implementation was followed by a qualitative interview process to evaluate the
design of the ASPECTA Toolkit, and to obtain suggestions about improvements
and potential use cases.
Once the first version was released, the previous independent researcher and
another from the University of Saskatchewan each used ASPECTA in various
additional projects of their own. (See Chapter 5) The combination of support
questions they asked, especially prior to the evaluation, and the evaluation itself
informed further improvements to the ASPECTA Toolkit and its documentation
design.
My next focus was to improve our understanding of application design in FCD
environments. As previously mentioned, FCDs were typically used for immersive
gaming scenarios, so there was minimal research into basic questions such as
how best to point and select objects in such environments (Q2), and how to
alert users, and draw their attention to, objects that were displayed outside their
periphery (Q3). In order to answer Q2 I developed an experiment, using the
ASPECTA Toolkit for projection, which compared mouse interaction to ray-casting
performance in FCD environments. Both quantitative (e.g. timings) and qualitative
(a NASA TLX questionnaire) data was collected and analysed so that not only
technique efficiency could be considered, but also subjective opinion. One of
the main findings from this study was that although ray-casting is the fastest
technique overall across the room, mouse interaction is fastest for the walls in
front of the user. This suggested a few solutions that I recommend to developers:
either implement ray-casting as the fastest technique overall, implement mouse
pointing if interaction on the back half of the room is comparatively infrequent
compared to the front half, or implement a hybrid pointing device capable of both
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techniques. The details of this experiment, including its findings, can be found in
Chapter 6.
Next, I constructed a design space for attention guidance techniques in FCDs, and
used it as a tool to brainstorm and propose 4 diverse notification techniques,
including ones which were designed to specifically utilise a typical room’s
deconstruction into walls as landmarks (an approach that past literature had
not taken, since 360◦ guidance techniques generally abstract the walls away, or
are used in circumstances without visible surrounding walls). To answer Q3,
regarding efficient ways to draw a user’s attention to objects located outside their
field of view, I implemented each of these techniques and compared them against
a "no technique" baseline. Once again, quantitative and qualitative data was
collected throughout the experiment so that I could obtain not only efficiency
measurements, but also subjective preferences. Findings from this experiment
suggested that a technique that is static, large in size and provides direction all the
way to the target is fast, adaptive techniques which progressively respond to the
user’s movements can lead to reduced performance and that, although providing
detailed location about the target location at the start leads to particularly fast
access, there is a not insignificant tradeoff with cognitive processing time. The
details of this experiment, including its findings, can be found in Chapter 7.
1.7 Thesis Structure
The remainder of this dissertation is organized around nine themed chapters that
relate to each other. How this relates to my research questions can be seen in
Figure 1.6.
• Chapter 2: Background
This chapter introduces the most relevant literature to this research. This
starts with a review of existing FCDs, Multi-Display Environments (MDEs)
and the tools that exist to enable their creation. I then discuss existing pointing
technologies followed by past research into pointing performance. Finally
I explore existing techniques which have been used to implement visual
notifications, firstly with an exploration of those which include a directional
element, followed by those which do not.
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Directional 
Notifications
Q1 Q2 Q3
Chapter 6 Chapter 7Client Library
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Chapters 3-5
Background
Chapter 2
Figure 1.6: Outline of this dissertation. Chapters are represented by the green bubbles.
The blue bubbles show the main topics/aspects each chapter covers. Chapter 2 could be
considered to span across the entire dissertation as it includes the related work that is
relevant to the overall research.
• Chapter 3: The ASPECTA Toolkit
This chapter presents the design and implementation of ASPECTA, which
enables the development of Affordable Spherically Projected Environments for
the Creation of Tomorrow’s Applications.
• Chapter 4: ASPECTA Toolkit Evaluation
This chapter details the user study carried out to evaluate the usability of both
the ASPECTA Toolkit’s room configuration procedure and its API.
• Chapter 5: ASPECTA in the Wild
This chapter presents two in-depth case studies of other developers who have
used ASPECTA in their own research, as well as presenting 8 additional
applications which have been created using ASPECTA, half within the university
of St Andrews and half by external developers.
• Chapter 6: Pointing in FCD Environments
This chapter describes the design and findings of the user study carried out
to evaluate whether mouse pointing or ray-casting is the most appropriate
technique in FCD environments.
15
1. INTRODUCTION
• Chapter 7: Drawing Attention to Objects in FCDs
This chapter describes the design and findings of the second user study, which
compared a selection of different notification techniques to draw a user’s
attention to out-of-view objects in FCD environments.
• Chapter 8: Discussion
This chapter provides an overall discussion of this dissertation, including some
limitations. It also suggests potential future work.
• Chapter 9: Conclusion
This chapter concludes the thesis and presents its main contributions in the field
of FCDs.
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In this chapter I gather and introduce related literature in the fields of FCDs,
pointing and notifications to explore the background to the topics and research
areas, and highlight the gaps in research that my thesis aims to address. I will
start by exploring existing FCD systems, and touch briefly on projection based
Augmented Reality systems before moving onto graphical toolkits. I will then
introduce various preexisting pointing techniques, followed by a discussion of
existing literature relating to notifications both with and without a directional
component.
2.1 Existing FCDs
There are many different techniques that can be used to create an immersive
environment. Some of these techniques require a single projector while others
require several, and different techniques provide different degrees of coverage.
My ASPECTA system, which I describe in this thesis, attempts to make devel-
opment of such environments more attainable to the average programmer, with
minimal cost and little required graphical programming experience. In this section
I will discuss various approaches that have been taken in past literature when
developing user interfaces which are not constrained to a single surface. For each
of these approaches I will also discuss their suitability as alternative ASPECTA
hardware solutions.
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2.1.1 Spherical Projection
Spherical projection is the method of using a single projector to provide wide
coverage over the surrounding environment by projecting outwards from a central
location. A common method to do this is to use a wide-angle fisheye lens. Such
lenses typically have up to 180◦ of coverage, but have a very high upfront cost,
often in excess of $10,0001 or more for the lens alone. A relatively modern
implementation of such a system is Benko and Wilson’s dome display [15], which
uses this technique to transform the inside of a hollow dome into an immersive
display.
A more affordable solution to spherical projection was used to carry out the key
study in the Ubiquitous Cursor project by Xiao et al. [168]. The design of their
hardware solution acted as a precursor to my system, using a projector directed at
a hemispherical security mirror. In their case the system was built with the specific
intention of providing visual feedback for indirect input (e.g., mouse input) in
what has been termed “displayless” space [100]. Before this point, the technique of
using a spherical mirror had been used in hollow dome environments since being
proposed by Paul Bourke [20], before being adapted, alongside transformations to
remove distortions, in more unconventionally shaped settings [32].
Spherical projection is a technique that that requires a less complex hardware setup
than other techniques, with the need for only one projector to provide near-full
coverage. However, it is often difficult to provide total coverage, as typically the
surface that is being projected from cannot be an entirely projectable surface itself.
In addition, specialised configuration software, or an understanding and ability to
implement the required graphical transformations, is needed by developers and
end users to ensure that the projected image, once displayed on the target surface,
appears undistorted to the viewer.
The ability that spherical projection has to provide almost full coverage with a
single projector is a major strength which helps keep its costs low. While the
fisheye lens approach negates this strength, the hemispherical mirror approach,
used by Xiao et al. for the purposes of their experiment, solves this problem.
It is for this reason, and because the hardware is readily available, that I chose
the hemispherical mirror approach for ASPECTA. This makes ASPECTA the
first widely available toolkit designed to accommodate for such low-cost FCD
1https://www.bhphotovideo.com/c/product/1050943-REG/
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configurations.
2.1.2 Steerable Projection
Alternative types of projection-based environments are those built with steerable
projectors. These typically make use of a single projector, with its projection
redirected to the most appropriate location as required. Two separate notable
approaches have been taken to steer the projected image, with the Everywhere
Displays system [77, 111, 112, 113, 114] using a rotating mirror to steer the
projection, and the more recent Beamatron system [166] controlling the orientation
of the projector itself.
An alternative approach to steerable projectors is the BaseLase system [97].
Unlike the previously mentioned systems, this one is specifically geared towards
projecting content on the floor. Like the Everywhere Displays system, it uses
steerable mirrors, three in total, however instead of these being used to steer a
projected image they are used to rapidly redirect a laser beam to provide the
illusion of images drawn on the floor. Laser-based projection approaches such
as this can create a relatively bright image but are best suited to rendering single
colour vectorised images. Besides BaseLase, other research has also demonstrated
the creation of interactive floors (e.g. [22]).
Steerable projection has great benefits in that the area which is receiving projection
is typically bright and high resolution, and it only requires the cost of a single
projector. However, the drawbacks of using this system to create an FCD
are that it is incapable of providing coverage of the room in more than one
direction simultaneously; that the steering mechanism itself can incur a significant
additional cost; that moving parts tend to break more often and so the system
may require regular maintenance; and it is not well-suited to creating immersive
experiences due to its limited simultaneous coverage. The high costs involved in
the construction and maintenance of the hardware, and its inability to provide
wide simultaneous coverage would have made steerable projection unsuitable for
ASPECTA.
2.1.3 Multiple Projector User Environments
The CAVE system [37], inspired by Sutherland’s earlier “ultimate display” [148],
is often cited as one of the earliest immersive interactive displays. It was designed
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to enable virtual reality applications that surround the user and provide a visually-
uninterrupted simulated environment through rear projection on the walls of a
purpose-built small room. CAVE-like environments typically require expensive
installations and are designed as single-purpose spaces to display virtual reality
without a headset. Full and partial-coverage CAVE environments are still popular,
and are used in areas such as industrial design and military simulation [138]. There
have been multiple later systems inspired by CAVEs such as TIVS [147] which
presents a pop-up implementation instead of the installation being permanent.
Another example of multiple projection being used to create an immersive
environment is Raskar et al.’s “Office of the Future” [125, 164], in which they
propose (but only partially implement) multiple integrated projection screens and
sensing mechanisms to create an environment that combines a regular office with
virtual objects and distributed locations.
Several other projector-based systems have been implemented for office and
work environments, with different degrees of sophistication and different goals.
Examples include the OMNI display [17] (with the goal of improving group
awareness), Smart Ubiquitous Projection by Matulic et al. [89] (with the goal
of automating discovery of potential projection surfaces), and Kimura [83, 162]
(with the goal of supporting office work and office activity). These systems often
use multiple projectors concurrently, and use blending techniques to deal with
overlaps, or with environments where projection areas are not flat (e.g., [7, 32, 67,
80, 86, 124, 123]).
Microsoft’s RoomAlive [73] uses multiple synchronized projectors, each of which
is paired with a Microsoft Kinect 3D sensor to transform rooms into full coverage
gaming environments. The software for this project is available as a toolkit2 and
has led to other systems such as MeetAlive [42]. The related Mano-a-Mano system
uses similar technology to support two-person interactions, taking advantage of
the different fields of view of two people facing each other [16]. The projects in
this section have contributed significantly to the goal of making FCD and similar
environments possible for a wider range of application developers.
The multi-projector approach to full-coverage has the high resolution and bright-
ness benefits of steerable projection, with potentially even greater simultaneous
coverage than spherical projection. However, it has a major drawback in that the
2http://research.microsoft.com/en-us/projects/
roomalivetoolkit/
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larger the environment, the more projectors are required to provide reasonable
coverage. In addition to the subsequent high cost of this approach to FCDs, a
lot of space is required, it typically makes a lot of noise, and the time taken
to set the system up and turn it on and off can be significant. Although the
multi-projector approach can offer wide coverage at much higher resolution than
spherical projection, the cost of purchasing a sufficient number of projectors for
wider levels of coverage makes it inappropriate as a solution to the "low cost" goal
of ASPECTA.
2.1.4 Multi-Display User Environments
Another approach to creating immersive user interfaces is to integrate multiple
monitors, projected displays or mobile displays to construct a Multi-Display
Environment (MDE), where an interface is not bound to a single screen or device.
Some MDEs might approach significant coverage of the space around the user
[72, 127, 146, 160], and some are even designed to simulate seamless visuals across
different displays [101].
MDEs as an approach to near-full coverage are typically very costly, often
higher than a multi-projector approach due to the fact that projectors can just
be repositioned for greater coverage (at the cost of pixel-density). There are also
fundamental differences between fragmented MDEs and FCDs due to the need to
move between displays [121], including effects on the attention transition between
displays [122]. As with the multi-projector approach, the multi-display approach
is an unsuitable hardware solution for ASPECTA due the high costs of buying
several wall-sized displays to provide wide coverage.
2.2 Projection-Based Augmented Reality
Projection-Based FCDs, such as ASPECTA, are capable of overlaying content
onto surrounding objects in the environment. This opens up many opportunities
to augment surrounding objects, to create illusions or visualise the connections
between physical objects and digital data through proximity. This section discusses
past research which has used projection for this purpose, both with and without
the use of FCDs.
Disney’s “Imagineers” make regular use of projection to augment reality within
Disney theme parks to create the illusion that attractions are coming to life [95].
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An example of this in action is the singing busts in their Haunted Mansion, which
utilises featureless busts and augments them using projection to map a video of
a singing face onto them. Another example in their theme parks is in the "Snow
White’s Scary Adventures" experience, where projection is used to add dynamic
lighting effects to an environment to increase the amount of immersion the visitors
experience in the world they have created.
Microsoft have also used augmented reality techniques in their Illumiroom
system [74], to extend the experience of what is being viewed on television
beyond its boundaries. They do not just do this by simply making the field
of view larger, but also allow select content from the television to reach inside the
room environment, such as explosions and weather effects (e.g. projected snow
settling on the surfaces of the room). They also use this to completely change
the appearance of preexisting objects in the room environment by, for instance,
highlighting outlines in the environment and making colours more vivid to give
the room a cartoon-like appearance.
Similar techniques have been demonstrated to improve perceived living conditions
in the home. Bernardo Schorr designed his Mixed Reality Living Spaces [136],
with the premise that, in the future, humans could end up living in very small, fea-
tureless spaces, and these spaces could be augmented using projection. Examples
of this augmentation that he demonstrates are adding windows with views, digital
wallpaper, and items on the walls such as clocks. He suggests that users could
even theme the projection based on their activity, such as watching a movie or
studying. AmbientROOM [167] is another system that uses projected augmented
reality, alongside other techniques such as sound and reflections of rippling water,
to augment a user’s environment. An example of the AmbientROOM that uses
projection is a feature where it increases awareness of the quantity of people in the
environment by representing them using light patches projected onto the wall to
increase general awareness of the environment.
Glasses-based augmented reality using head-mounted displays has been com-
monly represented in the media as a way to annotate objects in our surrounding
environments with digital information. The official concept videos of technologies
such as Google Glass show features such as looking at the sky for the weather
forecast and overlaying GPS directions onto the user’s field of view. Similar
augmented reality approaches were later taken by Microsoft with their HoloLens
technology [94] and Magic Leap with their Magic Leap One [82].
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However, on a smaller scale this merging of the digital and physical can be
performed glasses-free using projection. If users are required to wear a head-
mounted display this may become cumbersome, and each user in the environment
is required to have their own display which may become expensive in multi-
user environments. An example of environmental annotation using projection is
Crasto et al.’s Smart Bookshelf [35], which uses cameras for the detection of the
presence and location of books, then uses augmented reality to aid search tasks by
highlighting the book a user is searching for and providing auxiliary information
about each book.
Augmented reality can also be combined with computer vision technology to
bring the environment into the application and then make it a playground for
gaming. Microsoft’s aforementioned RoomAlive system uses this technique to add
perspective corrected three-dimensional objects to the environment and enable
the user to control them in a game, as can be seen in their demonstration video3.
Another example of this is Oswald et al.’s game editor [107], which allows players
to create their own levels by placing objects against the wall or drawing on it to
create the levels for a platform game.
2.3 Development tools and APIs
Various tools are available that can be used to aid the creation of full and partial
coverage environments. This section will introduce notable examples that facilitate
the creation of FCDs (as is the function of the ASPECTA toolkit), smaller projection-
based workspaces, and MDEs.
2.3.1 Projection Toolkits
A notable tool which exists for the creation of full and partial coverage environ-
ments is Microsoft’s RoomAlive, which I have previously discussed. RoomAlive
includes a room configuration procedure which uses multiple Kinects paired
with projectors to generate a model of the environment, and a Unity-based
toolkit for building projection-mapped applications that make use of the room
model. The Ubi Displays project (Hardy & Ellis Inventions LTD’s Mixed Reality
Toolkit4) [59, 60] developed at Lancaster University enables the creation of partial-
3https://www.youtube.com/watch?v=ILb5ExBzHqw
4https://www.heinventions.com/projects-archive/ubidisplays-
media/
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coverage interactive display regions out of everyday surfaces and objects through
projection and Microsoft Kinect technology. After mapping display surfaces
though a camera view on the user’s computer, they can project content onto these
surfaces by simply dragging and dropping it onto the onscreen mapped area. The
Ubi Displays project focuses on enhancing everyday spaces and surfaces through
input and partial-coverage projection; in my thesis I instead focus on wide to full
coverage of a room environment. RoomAlive shares this wider focus; however
the cost of implementing full coverage with RoomAlive is comparatively much
higher than what I propose. For more details on the costs involved in various FCD
approaches see Figure 3.1.
2.3.2 MDE Communication Frameworks
Like FCDs, MDEs are an approach to maximising display space to distribute an
applications over a wider area. They can also be integrated into FCD environments
to provide higher resolution interactive elements if desired. A toolkit for MDEs,
although not designed to control what is displayed in the environment, is Gaia
OS [130]. This toolkit links various displays, device controllers and sensors in
"Active Spaces" to create an all-encompassing computer system which spans many
surrounding devices. Another similar system is the SoD-Toolkit [139], which
assists the creation of multiple device scenarios where the various devices in a
room are spatially aware, and are therefore able to act based on the current layout
of the physical environment. An example system that merges the SoD-Toolkit
with my ASPECTA toolkit can be seen in Chapter 5 of this thesis.
The iROS Meta-Operating system [72] provides an event heap, data heap and a
system for advertising services over a network for multiple device environments.
Munin by Badam et al. [10] was developed to carry out services (both inbuilt
and user defined), and enable shared state across multiple devices in an MDE,
while still allowing the devices themselves to control how the state is visually
represented.
2.3.3 MDE Visual Adaptation Tools
Nacenta et al.’s Perspective Cursor [102], which is explained in more detail later in
this thesis, was developed to allow cursor movement to act according to the user’s
field of view from wherever they are positioned in the MDE. Latterly, Sakurai et
24
2.4. Cognitive and Perceptual Opportunities of FCDs
al.’s middleware [132] was created to adapt standard desktop GUIs to MDEs by
taking visual perspective into account.
As well as perspective, adapting the size of elements for interaction has also been
considered in previous literature, with systems like ZOIL [70] which allows the
user to, for instance, use a tablet to zoom into and interact with elements on a
larger, highly detailed interface.
2.4 Cognitive and Perceptual Opportunities of FCDs
FCDs offer opportunities which go beyond what typical user interfaces are capable
of. Developers and users are able to take advantage of the shape of the room and
the presence of objects within it to increase the intuitivity of an application or
layout and, perhaps, subsequently generate new unique applications. This section
collects a selection of phenomena which demonstrate various opportunities that
make use of features which are inherent in FCDs. Understanding these phenomena
is valuable for FCD developers to make use of the opportunities which FCDs make
available to them, as well as helping them anticipate some scenarios of how users
may wish to use their applications, if given the freedom to do so.
2.4.1 Spatial Perception
Projection-based FCDs can overlay display pixels onto the objects in the room (e.g.,
bookshelves, pictures, equipment), as well as on the room surfaces themselves.
This differs from "smart paint" approaches that would only display on the surfaces
behind the objects, rather than on top of them. The ability to project onto objects,
combined with an FCD’s ability to map digital data onto the room’s geometry,
opens up several possibilities for augmenting objects in the real world (as long as
object locations are known and stable or can be tracked).
Examples of such systems are the Smart Bookshelf by Crasto et al. [35] and
SearchLight by Butz et al. [28] which allow a user to digitally search for items on
a bookshelf, and aid discovery by highlighting the spines of the required books
using projection. The approach taken by the smart bookshelf is specifically focused
on book search tasks, recognising the spines of individual books and adding
annotations to the bookshelf itself, whereas, the approach taken by SearchLight
is designed for more general usage, using a steerable projector-camera system to
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search the surrounding environment for, and highlight, printed markers attached
to any desired object.
Harnessing the full-room coverage allows FCDs to easily display ambient visual-
izations. Ambient displays "make use of the physical environment as an interface
to digital information" [167] and, in general, the goal of an ambient display is to
promote general awareness and understanding of the information source, a goal
that that is well suited to the capabilities of FCDs. An example ambient display
concept, which would be supported by FCDs, would be to project the weather
forecast for the rest of the day next to a user’s coat stand so that they could make
an informed decision about what to wear before they went outside.
Other examples of the augmentation of real-world environments and objects
using projection were previously discussed in Section 2.2. The ASPECTA system
presented by this thesis offers the opportunity to create applications that cover
almost the entire environment with augmentations, while also minimizing the
cost to the end-user.
2.4.2 Locational Memory
When using a regular computer monitor to carry out digital tasks, users are highly
constrained by the limited available space. Often there is not enough screen real-
estate, even in multiple-desktop environments, to display all information pertinent
to the current task simultaneously. This means that windows and tabs relating
to the task are often stacked or minimised across multiple physical and virtual
desktop environments. This can lead to situations when, needing to reference a
certain browser tab, you have to remember:
1. The virtual desktop the tab is located on.
2. The physical display the tab is located on.
3. The instance of the browser within the display which contains the tab.
4. The location of the tab within the browser window.
If the user is unsure of any of this information the recollection task may become
a searching task, which would lead to a time-consuming process. The larger
workspaces that FCDs enable not only allow you to have more relevant informa-
tion in the foreground at once, reducing the likelihood of this type of scenario, but
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also allow you to leverage human spatial memory capabilities as a tool to find the
required information. There are two types of spatial memory which may be used
to aid finding: remembering absolute locations, or using relative locations. I will
discuss each of these approaches below.
2.4.2.1 Relative Location
"Relative Location" [63], in the context of FCDs, is when a user places a digital
object in their environment at a location which is in close proximity to a related
physical feature of the room. For instance, a user may choose to locate the icons
of documents, or their favourite word processor next to their printer. Making
high-level connections between the digital and physical world in this way might
increase the memorability of its location. In addition, the connections made, once
explained to others, are likely to make the resulting layout much easier to adopt
for future users who would not need to rely on memorised abstract locations. This
is an opportunity unique to projection and other AR approaches as it requires the
ability to overlay digital objects on top of, or near, existing physical objects.
2.4.2.2 Absolute Location
On the other hand, "Absolute Location" [63] does not include any high-level
connections between the digital and physical world. A user places an object at
an arbitrary location in the room and just memorises its position, often through
repetition. For instance, over time they would remember "my email application is
located towards the top left of the back wall". This is the technique that is typically
used on traditional computer desktops and it is more difficult for users to pass
on to others, who will need to memorise the set of completely arbitrary locations
themselves.
2.4.3 Visual Weight
The visual capabilities of the human eye are not uniform across the entire field of
view. Understanding them can allow developers to take advantage of the visual
weight (noticability) of notifications in different areas of the environment.
When light passes into the human eye it is cast upon the retina [41], a layer which is
made up of photosensitive cells called rods and cones which send signals through
the optic nerve which our brains interpret as vision.
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Three types of cones exist, ones which are sensitive to different wavelengths of
light, generally considered to represent the colours red, green and blue [41]. The
combination of these three types of cone leads to our ability to perceive a wider
range of colours. Cones are less sensitive to light than rods, but their high density
in the centre of the retina (the fovea) leads to human vision having particularly
high acuity (sharpness) in their focus.
However, all cones are located within or close to the fovea [41]. The rest of the
photoreceptors on our retinas are rods. Unlike cones, there is only one type of
rod and, as a consequence, they cannot be used to differentiate colours from one
another. However, they have a significantly increased sensitivity to light compared
to cones. This fact, combined with them being located further away from the fovea,
leads to humans having a greater sensitivity to visual change, such as movement,
in their periphery vision than in their focus.
A person’s visual attention is usually directed at the area of highest acuity (the
fovea) [41], and redirected sequentially through eye movements to areas of interest.
This means that people must shift their gaze around an FCD to see and use different
parts of the content. However, since humans can use peripheral vision to easily
detect motion and change; and since peripheral perception extends almost 180
degrees horizontally and about 150 degrees vertically [61], FCDs can have a large
area of perceptibility overall. However, the immediately visible portion of the
display is still less than half of the potential display space. It is therefore important
to use additional techniques to ensure that important objects outside the user’s
field of view do not go unnoticed.
FCDs can take advantage of an understanding of human vision to present
information with a wide range of visual weight and noticeability [55]. There
are three main zones for FCDs: outside the periphery, periphery, and focus. The
area of an FCD which is located in the periphery provides a natural location for
notifications, as there is a natural psychological mapping between urgency of the
notification and perceptual weight. The perceptual weight decreases while the
distance from the user’s focus increases; therefore, less important notifications
could be placed further from the focus area. As an example, Birnholtz and
colleagues [17] presented an application in which workers in an office environment
had avatars representing their coworkers projected on the wall in their periphery.
Using eye tracking, the focus levels of workers on each of their coworkers’ avatars
are monitored. Increased focus from a coworker causes the focusing coworker’s
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avatar to move towards the subject of their focus, with level of focus inversely
proportional to distance from the subject of the focus. This takes advantage of
sensitivity to motion in the periphery, as being the subject of attention becomes
increasingly noticeable as a user’s avatar moves closer towards the focus. In
addition, human sensitivity to motion and change in the periphery provides
additional dimensions along which a designer can manipulate perceptual weight.
At the other end of the noticeability spectrum, the large size of FCDs also offers
significant opportunities to urgently grab the attention of users. A system that
makes use of this could take advantage of a human’s sensitivity to change and
motion in the visual periphery, and of the full coverage of the display which is
capable of providing visual information regardless of the user’s view direction.
Once a notification becomes highly important, additional techniques can be used
to make sure that the item is noticed. Highly noticeable visual alerts using the
FCDs have the potential to be valuable to people who are deaf and therefore cannot
respond to audible alarms or doorbells. Unlike simply using flashing lightbulbs,
which is a typical method used in such contexts [69], FCDs have the ability to not
just make the alert noticable across a whole room environment simultaneously,
but also provide additional important contextual information.
2.5 Object Selection Techniques
When creating FCD experiences, especially when standard computer-based
applications are being adapted to walls, it would be natural for developers to wish
to use familiar mouse pointing techniques on the walls. However, there have been
many studies into alternative interaction techniques that can be used in MDEs
and environments with large displays. This section will discuss existing literature
relating to input techniques.
2.5.1 Pointing in MDEs and Large Displays
The mouse has become the dominant input device for PCs and laptops, with
direct touch or multi-touch also becoming extremely prominent in approximately
the last decade. However, researchers identified early that mouse and touch
might not be ideal when trying to control interfaces that have large or multiple
displays (approaches that are tied closely to FCDs which expand coverage even
further). One obvious solution is the use of ray-casting techniques in their multiple
29
2. BACKGROUND
variants, such as laser pointers [98, 105, 106], the detection of fingers or hands
for pointing [18, 133, 161], the tracking of more unusual devices to act like laser
pointers such as wands [30], or the seamless combination of indirect input with
direct input or pen input [44, 108]. As humans we typically learn to use pointing
to draw attention to distant targets from a very young age. As a consequence,
ray-casting techniques are particularly easily understood by users and provide a
convenient solution to the problem of reachability. However, they have also been
shown to be susceptible to tremor and parallax [76, 98]. Performance with this
kind of technique has been modelled but, as far as my research has revealed, only
in environments with large front displays and not when the displays surround the
user (e.g., [76, 79]).
An alternative solution is to provide mouse input, which is known to have
better throughput than in-air interaction [25], and avoids, to a large extent,
issues of precision and parallax associated with angular control. However, plain
mouse input for spaces that are not flat requires mappings that are aware of the
physical space. Examples of these kind of mappings have been proposed in past
literature [101, 102, 163, 168], and have shown performance improvements for
MDEs, but the research suggests that such mappings have not been tested in
spaces that surround the user.
Another technique that exists for pointing in MDEs and large displays is gaze
tracking [143]. This technique has the advantage that it is designed to infer a user’s
area of interest based on the location that they are viewing. However, it suffers
from two main issues in the form of involuntary saccades (fast unintentional
movements of the eyes which add noise to the tracking signal) and that, if dwell
time is used to indicate a selection, the technique may suffer the Midas Touch
problem (unintentional selection). Another similar technique which avoids the
problem of involuntary saccades, is to use head orientation to point and make
selections [154]. However, this approach is not as reliable as gaze tracking in
ascertaining the user’s precise focus.
2.5.2 Pointing in Virtual Reality and Augmented Reality
It could be argued that Virtual Reality (VR) and Augmented Reality (AR) environ-
ments are more similar to FCDs than MDEs are in pointing contexts due to their
ability to provide full coverage of the environment. As a consequence, pointing
techniques used in AR and VR, and research regarding pointing efficiency, are
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both highly relevant to FCDs.
Pointing and object selection has received substantial attention in the virtual reality
community [9]. Many of the findings are analogous to those on 2D surfaces - for
example, smaller objects are generally harder to target, and it takes longer to target
objects that are at an angle [151]. The results in the augmented reality domain
show also that Fitts’ models apply (to different degrees) when pointing to objects
in the real environment through small screens [128, 129]. However, I have not
found any studies that have looked at the space surrounding the user, in virtual,
augmented reality, or elsewhere. Most studies are constrained to selection tasks
in the area in front of the participants [8], are limited to short angles due to the
display or environment (e.g. small volumetric displays [50], non-immersive fish
tank VR [151]), or chose to only investigate narrow angular distances even when
targeting tasks took place in the physical environments [129]. Therefore, we do
not know much yet about the performance of targeting motions at large angles in
spaces that surround the user.
In VR and AR, as in traditional FCD environments, basic ray-casting techniques
from the hands or head can be used [8, 151], along with extensions of them such as
those which allow selection through an augmented camera phone viewport [128,
129] or use eye tracking for gaze interaction [149]. The ability to visualise three
dimensions using stereoscopic headsets increases the perceptibility and therefore
usefulness of selection volumes such as spheres [157], cones [142], frustums [134]
and boxes [171]. As the purpose of VR is typically to make the user feel as if
they exist within a virtual environment it is desirable to be able to use natural
interaction within the environments as well. A natural interaction technique has
been created in the form of Virtual Hands which can be moved and manipulated
by the users own hands to make selections. A one-to-one mapping between real
hand and virtual hand movements [117] can be used for the most natural approach,
while a non-linear approach [116] can be used to increase the reach of a user in the
virtual environment.
2.6 Pointing performance in MDEs
Since 1954, Fitts’ Law [43] and its various forms (e.g., [2, 50, 84, 140]) have been
widely used for the prediction of performance in pointing tasks and to assess the
efficiency of different targeting techniques and devices. By fitting one of these
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variants to the performance of real users we can estimate a small set of parameters
that predict targeting time for a wide range of target sizes and distances. Generally
these models have been applied to examine performance of input devices such as
the computer mouse (e.g. [40]), pointers (e.g. [25]), and direct touch (e.g. [43, 45])
for small screens. Other models of performance exist based on, for example, the
decomposition of the targeting tasks into two phases [91], but Fitts’ Law models
and their variants are still dominant in HCI since they are adequately descriptive
and simple.
More recently, the increased availability of large wall screens has led to research
into the comparison and modelling of techniques for large display input [11, 76,
79, 103]. It is important to highlight that large displays have implications for input
that go beyond simply size. For example, targeting in large flat displays means
that targets of the same size and shape cover different angles of the visual field
depending on whether they are in front of the user or in the periphery [76], and
targets might become too small to be pointed at if far away [68]. As a consequence,
models that fit a small locality directly in front of the user might not generalise to
targeting further away. Some work has started to address this issue by modelling
angle instead of linear distance [76, 79], as well as by providing models that are
more flexible in how they model gain [140].
However, considering targeting in displays that surround the user might introduce
additional asymmetries that cannot be captured with the relatively homogeneous
current models. For example, we know that different tasks require different muscle
groups [31, 118] and therefore pointing in different directions may yield different
performances [145].
2.7 Visual Notifications with Directionality
In situations when information surrounds you, such as with FCDs, it is not
only important that you are able to efficiently interact with the content of the
surrounding walls, but also that you do not miss important objects and events
outside your field of view. FCDs offer developers various different opportunities
to use visual cues to give direction. In other fields, such as augmented reality and
in virtual worlds, many different techniques have been created with the purpose
of directing users’ attentions to hidden objects, whether the field of view was
constrained by human vision or a display’s boundaries. Many of these techniques
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were developed and originally tested in a certain context, such as exploring a map
on a smartphone screen, but can be easily adapted to different circumstances. In
this section I will discuss various pre-existing techniques and studies that have
been carried out to evaluate them.
2.7.1 Displays
Users spend a lot of their digital interactions constrained by the boundaries
of displays, whether these be a smartphone’s screen or a multiple desktop
environment. Simple tasks like trying to find restaurants on a map have a trade-off
between level of detail (zoom level) and the number of potential options that are
within range of the view at any one time. To solve this, and similar problems
caused by the constraints of display boundaries, many different techniques have
been explored to increase awareness of off-screen items. This subsection will
discuss several examples.
A commonly cited technique to increase awareness of the direction and location of
off-screen objects is Halo by Baudisch and Rosenholz [14]. Designed in 2003, the
technique creates a circle with its centre based at the off-screen object of interest
with a radius large enough for it to overlap the screen. The user is able to then make
use of the arc of the circle that is onscreen to estimate the direction and distance of
the offscreen object. A example of the Halo technique can be seen in Figure 2.1.
A study by Burigat et al. [27] was carried out comparing the Halo technique to
two different arrow-based techniques (extending the length of an arrow versus
changing its scale to encode distance) for simple spatial tasks, and found that there
was no significant advantage of Halo over the arrow based techniques. In fact,
they found that when the participant was simultaneously carrying out another
task with high cognitive demand, the arrow based techniques outperformed the
Halo technique. Henze et al. [62] carried out a similar comparison between using
the Halo technique, scaling arrows and changing the length of arrows, except with
a focus on quantity of targets. They found that when there are few targets (10)
Halo is the best technique which allows for faster discovery, but when there are
more (20/30) Halo is no longer the best technique, while scaling arrows transitions
from the worst technique to the best technique as the number of targets increases.
Also in 2003, Zellweger et al. presented an alternative to Halo called City
Lights [170], which proposed adding highlights to the borders of windows to
indicate the position of objects that were outside the display’s boundaries in all
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Figure 2.1: How Halo [14] represented offscreen objects. Red circles represent objects.
directions. Unlike Halo, which encoded distance in an analogue fashion, City
Lights represents a binary "near" or "far" depending of the colour of the highlight,
and, in its "points" variation can use shapes to encode additional information
about the target. The "lines" variation on the other hand included lines running
around the border to represent each object, with the length of the lines reflecting
either the width or the height of the target.
In 2007 Gustafson et al. proposed another new technique called EdgeRadar [54],
and compared it against the Halo technique in the context of a computer-based
workspace. Inspired by City Lights, it provided bars at the edges of the display,
however, unlike City Lights it used a compressed two-dimensional representation
of the off-screen area instead of a one-dimensional representation. Their findings
suggested that EdgeRadar may have had a lower error rate than Halo, however
they were unable to prove that this improvement was statistically significant due
to having an insufficient number of participants.
A year later, Gustafson et al. presented a new technique called "Wedge" [53]
which used a triangle with its point positioned at the target and its origin in
the viewport. By estimating the distance and direction of the point at which
the "wedge" converged at the target, users were able to approximate the target
location and distance. An example of the wedge technique can be seen in Figure 2.2.
Gustafson et al. found the new technique to be significantly more accurate than
the Halo technique.
Sparkle [96] was developed as an method to indicate the position of off-screen
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Figure 2.2: How Wedge [53] represented offscreen objects. Red circles represent objects.
objects without adding to on-screen clutter. In concept similar to a basic arrow
technique, an array of 50 LEDs were wrapped around the perimeter of a tablet
computer’s display and selectively illuminated to indicate the direction of off-
screen objects, with brightness of illumination indicating distance. The main
benefits of Sparkle are the fact that it does not occlude the content on the display,
it can convey information in the periphery, and it is efficient at attracting user
attention.
2.7.2 Real Environments
In real environments, directionality can be conveyed using two different styles,
with Augmented Reality (AR) where the information is overlaid onto the user’s view
using a semi-transparent display or camera view, or without Augmented Reality
where the user makes use of other hardware in their environment. This section
will discuss examples of each case.
2.7.2.1 With Augmented Reality
Jo et al. presented a system called Aroundplot [71] to discover surrounding objects
through a smartphone application. Similar in concept to EdgeRadar, but overlaid
onto a camera view, Aroundplot used bars surrounding the screen to provide a 2D
representation of the location and angular distance of objects on a user-oriented
rotational axis. To aid issues like overshoot, the bars at the side of the display were
scaled in width in the direction that the user was turning to allow them to better
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Figure 2.3: How the proposed versions of EyeSee360 [52] represented the direction of
the target. In all cases the target is approximately 110◦ to the right and 35◦ upwards. (a)
Standard ellipse variation (b) 0◦ helplines added (b) Helplines added every 45◦ horizontal
and vertical interval (Recreated for the purposes of this thesis).
judge when the object would appear on screen. It did however suffer from an
issue with clustering of targets in the corner when they were in a location diagonal
from the on-screen view.
Gruenefeld et al. [51] tested the Halo, Wedge and a simple scaled arrow technique
in the context of AR, and found Halo to be the most accurate of the three when
used in Augmented Reality contexts. Despite this however, subjective preferences
still indicated Wedge to be the preferable technique. They also tested their own
technique, EyeSee360 [52], in which AR glasses overlayed two concentric ellipses
onto their field of view. The inner ellipse represented their focus area and therefore
contained no augmentation, while the space between the ellipses represented
the remainder of the 360 degrees around them. Points are displayed in this area
to represent objects with distance encoded by size, colour or both. They found
techniques which used colour to be the most successful at conveying distance and
that overlaying helplines to denote 45◦ vertical and horizontal intervals increased
angle clarity. Figure 2.3 shows the various tested ways of representing target
direction with EyeSee360. In addition, Gruenefeld et al. evaluated EyeSee360
against Halo, Wedge and Arrows and found that it performed significantly better
then Halo and arrows, but not Wedge.
SidebARs [141] took a similar approach to the points variation of City Lights in
the context of AR, but with the added feature of clutter reduction. They did this by
allowing users to choose categories of interest, therefore grouping similar objects
in the same direction together (only showing the distance to the closest), and
allowing users to define and alter the radius of interest.
Using Augmented Reality techniques to provide a Heads Up Display (HUD)
when driving can be valuable as an aid to direct attention to potential hazards.
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Green [49] explored various different types of iconography which could be used to
represent hazards and convey their directions. For conveying directionality they
found text based techniques to be the most clear, followed by top-down overviews
of the vehicle. At the other end of the scale the least understood techniques were
the basic arrow-based ones. Tönnis et al. [153] discovered a potential cause of
confusion with understanding 3D arrow-based representations. In a comparison
with top down approaches they found that users often mentally translated the
arrow to their own position, and interpreted its direction based on that. In a later
study [152] they proposed a new approach in which they attempted, with some
success, to overcome the issue of translation by projecting a pole downwards from
the origin so that it appeared to be mounted at the front of the car. However, as
well as translation issues it has been found that 3D arrows are difficult to interpret
in cases where the viewer does not have a head mounted display with a 3D view
[56, 99].
Matsuzoe et al. [87] devised a technique using a head-mounted display to visualise
a vibrating circle in the periphery of a user’s vision which they follow to lead them
to the target. The distance to the target was encoded by the vibration frequency
of the circle, with a high frequency representing a large distance. They compared
their technique to three others which they devised: using arrows with numbers to
encode distance; the same technique with 4 possible arrow positions to represent
the side that target is located on; and a final technique which displayed location
using text, breaking the direction down into seperate pan (horizontal) and tilt
(vertical) angles. They found their proposed technique of using vibrating circles to
be the most efficient out of those they tested in terms of searching time, error rate
and user satisfaction.
2.7.2.2 Without Augmented Reality
Although Augmented Reality is popular for providing directions in real world
environments, it is not always the ideal approach for various reasons such as
hardware cost (especially for Head Mounted Displays) or occlusion. It is also
simply not practical for certain techniques. For instance, InfoRadar [120] made
use of a GPS-connected PDA to display a traditional circular radar containing
location-based messages and traces of other users. In driving contexts another
non-AR technique for providing directions in real world contexts is traditional
satellite navigation. This is typically done by displaying a map, or even simply
arrows on a dashboard. To reduce the amount of time users spend glancing at such
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systems, Matviienko et al. proposed NaviLight [90], which presented two different
techniques of using LEDs which could be in the user’s periphery to provide simple
"Approaching", "Get Ready" and "Turn Now" left and right directional cues. They
found that this ambient light approach led to users checking their navigation
aids less often than arrows behind or next to the steering wheel. However, as the
technique was studied in a driving simulation without pedestrians or other traffic,
the authors noted that the findings may not necessarily be the same in varying
traffic conditions.
2.7.3 Virtual Environments
The benefits of using AR to provide directions to a user can also be applied, in
many cases, to virtual environments. As such, several familiar techniques from
AR can be applied similarly in virtual environments. In addition, as with real
environments, techniques originally designed to overcome display boundaries,
such as Halo and Wedge, have been applied to virtual environments. This section
will describe research which has explored such techniques, as well as introducing
the World In Miniature technique which inspired an attention-guiding technique I
propose in Chapter 7.
Chittaro and Burigat [26, 34] designed and compared two different techniques
to indicate direction and distance of objects in a Virtual Environment. One of
these made use of a 2D clock face with arrows (or hands) pointing in the direction
of a target, while the other made use of a 3D arrow in the virtual environment
pointing in the direction of a target. They carried out their study with users who
were both experienced and inexperienced with virtual environments, and found
that experience had a large positive effect on performance - those users who were
inexperienced with virtual environments performed better when using the 3D
arrow technique compared to the 2D clock face approach.
Trapp et al. [155] proposed two different ways of using the Halo technique in vir-
tual environments: 3D Halo Projection and 3D Halo Circle. Both techniques were
demonstrated on a smartphone screen, with the former showing 2-dimensional
arcs and circles on an on-screen overlay. To indicate targets behind the user a
straight line was shown parallel to the edge of the screen in the direction of a
target. The 3D Halo Circle technique on the other hand placed the Halos around
the targets in the virtual world parallel to the ground plane. Both techniques were
found to suffer from Halo’s common issue of clutter, decreasing the interpretability
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of the technique, and the 3D Halo Circle technique was found to be susceptible to
occluding other content due to the fact that it was not constrained to a margin at
the side of the screen.
Another technique to direct attention is the use the World in Miniature ap-
proach [144] where a miniaturised representation of the virtual world is added
to the environment and annotated with points of interest. I have designed an
attention redirection technique inspired by World-In-Miniature approaches which
I describe and evaluate in Chapter 7.
2.8 Visual Notifications Without Directionality
Notifications with directionality are a topic that I will return to later on in my
thesis when I propose and compare several techniques within FCD environments.
Notifications without directionality however are also a relevant topic, as they
demonstrate various ways which have been used to capture the attention of users
and quickly convey information of varying levels of complexity. In this section I
will describe some of these techniques.
The Reminder Bracelet by Hansson and Ljungstrand [57] was created to express
upcoming event notifications through the use of three LEDs on a wristband which
were illuminated progressively as the event drew closer. Later research further
explored the concept of LED notification bracelets, such as Damage, [165] (which
notifies users of instant messages from friends and groups), Hello [3] (which
indicates to the user when friends are near) and Illumee [47] by Fortmann et al.,
a general LED reminder jewellery concept which evolved into WaterJewel [46]
(which reminds users about their water intake). Fortmann et al. carried out a user
study to explore how best to encode information on LED bracelets [48] and found,
among other things, that brightness should not be used to encode information,
as perceived brightness is changed by ambient conditions and that flashing is
best used for urgent notifications. After exploring the optimal number of LEDs to
encode categorical information in notifications [150], Campbell and Tarasewich
explored how much information could be expressed by an array of 3 LEDs, each
with three levels of colour and two levels of brightness without becoming too
difficult for users to interpret [29]. Ultimately testing with the encoding of 5
categories of information, they progressively introduced additional categories,
thus gradually increasing complexity. They found this to be a beneficial way of
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training participants to understand increasing amounts of information. However,
performance in terms of success rate declined dramatically once the final category
was introduced.
Maglio and Campbell [85] explored the use of news "tickers" to display headlines
as notifications, and tested their memorability and level of distraction from
a central task in three different forms: horizontal scrolling; vertical "discrete"
scrolling with a pause in motion in the centre; and serial presentation where
stories just appeared and were shown continuously until the next one was
shown. They found that, due to motion acting as a distraction, the continuous
horizontal scrolling technique significantly reduced performance in the main
task when compared to discrete vertical scrolling. They also discovered that
serial presentation was not significantly different (p>0.05) when compared to
either technique that included motion. No significant difference was found in
memorability.
Scope [156] was developed as a glanceable way of providing detailed notifications.
Inspired by circular radars, symbols representing the notifications and their
statuses were arranged on a circle with items closer to the centre being the most
urgent. The circle was subdivided into wedges (sectors) to indicate notification
type. Using this technique was found to be confusing to participants at first,
but it was possible to train them to use the system in a single training session.
Another similarly "glance-able" system is Info-Lotus [173] which was inspired in
design by the lotus flower. Growing from the edge of the screen, the visualization
represented a main category and subcategories within a user’s emails as lotus
flowers with new flowers being added dynamically as new messages arrived.
Important senders could be defined which would cause a bee to appear next
to the corresponding subcategory’s flower until a user clicks to view the email.
Comparing Info-Lotus against Microsoft Outlook’s email "toast" notifications [159]
(a small box appearing briefly at the bottom of the screen) found that Info-Lotus
provided a higher level of comprehension.
The AuraOrb [5, 6] was built as a method to provide calm notifications to users.
Unlike many other notification techniques, the AuraOrb was not meant to convey
urgency and instead glowed softly until the user indicated interest by making eye-
contact with it. This increase in attention caused the title of the notification to be
shown inside the orb on a ticker display. A further increase in attention, indicated
by touching the orb, caused the relevant application for the notification to open
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on the user’s computer. Another calm notification system was LumiTouch [33],
which consisted of a pair of picture frames with pressure sensors built into their
border. Intended primarily as a way for users to communicate between their loved
ones, users were able to squeeze the borders of their own frame to make the other
user’s frame light up. The colour of the light depended on the side of the picture
frame being squeezed and the intensity of the light was controlled by the amount
of pressure applied. The system also included a presence indicator which caused
a person’s frame to emit an ambient glow when the other is positioned in front of
their own frame.
An even calmer notification technique called Move-It Sticky Notes [119] was
created to provide notifications relating to handwritten sticky notes placed in
the user’s near periphery (such as on the border of their computer’s display).
Triggered by an incoming notification, an augmented paperclip caused the sticky
note to bend, thus notifying the user. This is an example of notifying through
shape changing technology, another example of which was designed by Kobayashi
and Yamada [78]. They proposed a box containing the user’s smartphone to be
placed in the user’s far periphery. When a notification arrived, the box slowly
opened so as not to distract the user with noise or motion, and tilted the phone
upright. The user would be notified by the position of the phone when they next
turned towards the device. Inspired by such techniques which made use of shape
changing devices in the periphery, Jones et al. [75] carried out a user study using a
bending surface similar to Move-It sticky notes, to explore whether shape changing
devices are better positioned in the near or far periphery. Subsequent findings
suggested near periphery to be the most successful position for such techniques,
as it offers the opportunity to provide a balance of reasonable noticeability and
low distraction.
Dostal et al. [38] carried out a study to test four different techniques to highlight
changes on displays that are not in the user’s focus, so that the user is aware of
changes when they next attended to the display in question. The first of these
techniques they introduced was FreezeFrame which turns a display black and
white and freezes it when the user stops attending to it. When the user returns
to the display later on it dissolves from the frozen state to the current state, thus
highlighting changes. The second of the techniques was PixMap where the screen
that had lost the user’s focus was darkened to reduce distraction, but as changes
took place the areas of the screen which had pixel value changes were made
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brighter. WindowMap worked identically except at a window level instead of
a pixel level, where windows which had undergone changes were highlighted.
The last of the techniques was Aura, which once again darkened the screen to
reduce distraction. Every second a new border was added around the edge of the
window, pushing the previous one outwards. The brightness of the new border
indicated the amount of change which had occurred since the last was added and
20 levels of border were displayed at once. Findings of a single-user longitudinal
study suggested WindowMap and PixMap to be the best techniques for reducing
display switching, while PixMap was found to subjectively be the most useful.
Although in my thesis I focus on developing notifications with directionality,
research into those without is still very relevant. Such research demonstrates
different ways to encode varying degrees of information into notifications, how
to catch a user’s attention and, at times, how to notify users without interrupting
them and potentially disrupting their workflow. These final two factors can also
have a great effect on not just reaction performance, but also subjective experience
which I explore in my own research.
2.9 Summary
This chapter has gathered together existing literature related to FCDs, their
perceptual opportunities, and pointing and notifications within them. It showed
that many different approaches can be taken to develop FCDs, but developers
should consider their individual trade-offs. As one of the main design goals of
my research is to create an FCD system which is low-cost compared to alternative
approaches, the majority of the techniques discussed are unsuitable due to
expensive hardware solutions. The most inexpensive solutions are spherical
projection (using a hemispherical mirror) or using Augmented Reality. However,
Augmented Reality generally has the additional restriction that each user is
required to have their own device to view the content. Therefore, cost may
increase sharply if the number of users increases. My research led me to choose
spherical projection using a hemispherical mirror for my own system due it its
ability to support a large number of concurrent users while maintaining a low cost.
Chapter 3 describes my ASPECTA Toolkit which is designed to minimise hardware
costs while keeping configuration and development complexity relatively low and
supporting multiple concurrent users.
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My research into the cognitive and perceptual opportunities of FCDs demonstrated
some potential benefits FCDs may have over the traditional desktop approaches.
They afford the opportunity to augment the surrounding environment in ways
which take advantage of the conceptual connections between digital and physical
objects, making items such as widgets appear where they are most useful and
aiding locational memory through relative referencing. They also allow visual
weight in the periphery to be mapped to urgency in a way which provides a
natural understanding of the importance of an object.
Although content selection in FCDs has not been covered by past research, this
chapter discussed many different content selection techniques which have been
used in environments which are related to FCDs such as MDEs, large displays,
Augmented Reality and Virtual Reality environments. This provided a starting
point for understanding what techniques may also be appropriate for full-coverage
environments while, similarly, my research into pointing performance measure-
ment highlights how created techniques may be evaluated. Chapter 6 describes
my implementations of mouse and ray-cast pointing in FCD environments and
evaluates each to determine which is most appropriate in different circumstances.
Finally, my research into notifications gathered together past literature regarding
approaches to draw attention to items that are not in the focus. Although not
initially designed for FCD environments, many of these approaches could be
used in such circumstances with adaptations. In Chapter 7 I describe my own
attention redirection techniques that, unlike past approaches, were designed and
implemented specifically with FCD environments in mind. I also evaluate them to
assess their individual strengths and weaknesses.
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3CHAPTER THREETHE ASPECTATOOLKIT
In this chapter I describe the design and creation of my FCD solution, namely
the ASPECTA (Affordable Spherically Projected Environments for the Creation of
Tomorrow’s Applications) Toolkit and all its components.
3.1 Design Requirements
I designed the ASPECTA toolkit with the intention to fill a gap in the available FCD
technologies – low-cost solutions which remain easy to use for both developers and
end-users (see Table 3.1). My objective was to provide broad access to inexpensive
full-coverage display systems at a time when such systems’ hardware solutions are
typically outside the budget of most potential users, and often require substantial
technical knowledge of the graphical transformations involved. Subsequently the
ASPECTA solution to FCDs must:
1. DR1: Allow the use of simple, comparatively inexpensive (with respect to
other solutions), and readily available hardware for the implementation of
FCDs.
2. DR2: Provide a simple method and tool for configuring and programming
FCD environments – one which does not require the understanding or im-
plementation of manual graphical transformations or the collection of room
measurements.
Chapters 4 and 5 evaluate the success in meeting this requirement.
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3. DR3: Allow multiple simultaneous users to interact directly with the FCD
environment across multiple devices.
3.2 The ASPECTA Hardware Approach
An ASPECTA system is typically made up of three hardware components: a
projector, a client running an application, and a server which carries out the
rendering to the projector. However, it is possible to have both the client and server
running on the same machine if desired, or to have multiple servers each driving
their own projector. This section breaks down and describes the components of a
typical ASPECTA setup.
3.2.1 Display Hardware
Inspired by Ubiquitous Cursor by Xiao et. al. [168] which used a bare-bones
version of the approach to implement an affordable hardware solution for their
experiment, I proposed the use of a hemispherical security mirror combined
with a regular off-the shelf projector to enable ASPECTA’s wide area projection
(DR1). However, the ASPECTA Toolkit does not require this approach and is fully
compatible with more expensive hardware setups such as those using a fisheye
lens, and reduced coverage setups such as using a single projector diagonally
pointing at adjacent walls. A diagram of the ASPECTA hardware approach can be
seen in Figure 3.1.
3.2.2 Server
The server typically resides in a dedicated machine that is connected to the display
hardware, but this machine can also run the client and configuration software
if desired. Throughout my own research I chose to use an Intel NUC 1.3GHz
quad core PC with 8GB RAM and Intel Graphics 5000. This allowed full access
to the OpenGL API while having adaptable hardware, such as the ability to
increase RAM should I need to. Using an Intel NUC was also relatively low-cost
(demonstrating that the server need not be expensive - DR1), with the system small
enough to be hidden out-of-sight if required. Future users may potentially be able
to make use of newer, even smaller hardware, such as the Intel Compute Stick1 or
1https://www.intel.com/content/www/us/en/products/boards-
kits/compute-stick.html
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Figure 3.1: A diagram of the ASPECTA hardware configuration.
a LattePanda2 as the server, as they are also capable of supporting fully-fledged
PC operating systems.
3.2.3 Client
The client’s purpose is to run the FCD application that is being rendered by the
server. However, its system requirements are very low – the only necessity is
that it is capable of connecting to the Local Area Network and able to send API
calls to the server in the form of strings (via TCP) or RESTful HTTP commands.
This means that any internet of things device, such as a washing machine, a
smart phone, WiFi-connected smart watch or PC could make use of ASPECTA.
Systems that are capable of running Python 2.7 scripts are at a marginal advantage
for developers however, as they can use the optional library that I have built to
provide simple functions which automate the transmission of the required strings
to the API. The basic requirements from a client mean that very low cost hardware
may be used, with even the $5 Raspberry Pi Zero (paired with a WiFi or ethernet
adapter) exceeding the demands of ASPECTA, furthering the success in meeting
DR1.
2http://www.lattepanda.com/
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3.2.4 Input
The ASPECTA toolkit is purposefully designed to be input agnostic with no inbuilt
input functionality besides the existence of a "cursor" graphical element. This
choice is deliberate, since input is most often independent from display technology
and is tied to the specific requirements of the project and the current state of the
art. The architectural design does not preclude ASPECTA’s integration with third-
party input frameworks. Examples of input devices already implemented with
the toolkit include a standard mouse, a Microsoft Kinect, and an OptiTrack motion
tracking system.
3.2.5 Hardware Cost
The server used could vary in cost depending on the approach chosen; many
people may already have an old computer or laptop around which would be
capable of filling this role. The other essential hardware required to make the
system work using spherical projection, a hemispherical security mirror and
projector, can also be relatively low-cost. The mirror itself can be easily obtained for
approximately $60 on Amazon, while I have approximated the cost of an adequate
projector to be roughly $400. Projector costs could vary significantly, however,
depending on brightness (lumens) and resolution. The developer themselves
would need to decide what they feel is best for their purposes. The degree
of required room coverage would be the main consideration in this decision;
smaller areas would not necessitate as high resolutions or as bright projection as
larger ones. It is likely that, over time, the cost of the projection hardware will
decrease significantly as the typical cost of higher resolution, brighter projectors
falls, making the ASPECTA hardware increasingly affordable for higher detail in
larger environments (DR1).
3.3 The ASPECTA Software Approach
ASPECTA is, however, not just defined by a hardware concept. I have also built
the ASPECTA Toolkit which includes an API to develop FCD applications and
software to assist with room configuration and apply the required graphical
transformations. The software side of ASPECTA is completely open source and
free to use, so there are no additional costs on top of the hardware (DR1).
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Figure 3.2: Architectural diagram of the ASPECTA system.
3.3.1 Architecture
The toolkit is composed of three main elements: the server software, which
provides the main display service, holds the room model, and performs the
graphical transformations; the APIs, which expose the server functionality to the
clients; and the configuration tool, which enables the manual calibration of the
system to the geometry of the room. After discussing these I will go on to describe
the architecture of the client applications that make use of the service and the types
of display hardware that it supports. Figure 3.2 summarizes the relationships
between the different parts of an ASPECTA-powered working system.
3.3.2 Server
The server forms the core of the ASPECTA system and implements a display
service that clients can access through either of the two available APIs (the regular
one or the RESTful one which accepts HTTP calls). I chose this client-server
architecture because it is easy to understand and familiar to programmers, and
because the use of a single resource by multiple devices lends itself naturally to
this model.
The server accomplishes two main functions: it maintains the model of the room
(surface geometry, displayed windows and graphical elements) and it applies the
geometrical transformations needed for the graphical output. The server software
is implemented in Python 2.7 and uses pyOpenGL for rendering.
3.3.2.1 Room Model
The server uses a single hierarchical room model as the central data structure. The
object structure exposed through the API is directly derived from the room model
and is designed to be as simple and accessible as possible.
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The Room Model is a room layout with any number of surfaces (e.g., walls), and
the spatial coordinates in the two-dimensional spherically-projected image that
correspond to the appropriate deformation associated with an undistorted image
on the surfaces. Each of these surfaces may contain canvases (parts of surfaces
that can be drawn on) and cursors (which traverse surfaces). Finally, each canvas
can contain any number of graphical elements (a superclass of visible objects such
as polygons, lines, textures/images and text). Each object, surface, canvas, cursor
and graphical element is directly addressable through a system ID reference that is
also returned to clients. In addition to their ID, each object also stores the ID of the
client that created it and an application name. This facilitates access to categories
of objects (e.g. pertaining to a single user or application).
3.3.2.2 Transformations
My primary design goal required an approach that provided compensation for
a wide variety of optical projection geometries. The server provides a rendering
pipeline that applies manually-configurable visual transformations that pre-
deform the graphical output of the video card so that objects rendered on the
room look geometrically correct.
Inspired by texture deformation used in Transmogrifiers [24] and the Undistort
Lens [23], the core element of the deformation pipeline is a 2D to 2D transformation
of graphical textures carried out in real time for each of the defined surfaces. This
is a standard graphical operation provided by OpenGL through texture mapping.
It takes a 2D grid of 2D points from a texture, and maps it to a different 2D grid
of 2D points which already has the transformations applied, all in real time. The
harder problem is how to determine the 2D grid that the texture is being mapped
to so that the deformation applied achieves a consistent undistorted appearance
after the image has been projected.
My approach was to allow manual interactive configuration of the deformation on
top of the room’s projection itself. This can be understood as a manual calibration
process in which the person adjusting the system to the room geometry for
the first time uses a cursor, controlled by a mouse, to tell the system the 2D
locations in the untransformed space that correspond to the boundaries of the
different surfaces of the room. An alternative approach would have been to use
structure-sensing hardware such as the Microsoft Kinect. If capable of precisely
detecting the position and orientation of the projector, mirror and target surfaces,
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transformations could be mathematically calculated and applied automatically.
However this would have increased the cost of the final solution, and therefore
been counter-productive in meeting ASPECTA’s main design goals. In addition,
completely automated estimation of the projector’s position and orientation may
be difficult due to the wide variety of projector designs. The system would likely
require: substantial training on data sets to visually recognise a wide enough
variety of projector sizes and designs; a visible "tag" to be used - although this
could not be placed at the precise origin of the projected image, reducing precision;
or the position of the projector to be manually defined or adjusted by the user.
Depending on the geometry of the optical pipeline (which is typically a complex
curved deformation - see Figure 3.3), the movement of the cursor will not be
linear. This can make the control of the cursor during the configuration phase
difficult. Early on I realized that the main difficulty is the rotation of the input-
output mapping (e.g., moving the mouse forward can make the cursor move down
a wall), rather than other geometric anomalies (such as the non-linear control-
display gains in different parts of the room). To facilitate control of the cursor on
the surfaces of the room prior to the definition of the required transformations,
users were able to manually rotate the cursor and its movement axes clockwise
and anticlockwise by scrolling the computer mouse’s central wheel. Although a
typical room configuration will require several rotations depending on the area of
the room that is being configured, movement and wheel adjustment of the rotation
is sufficient to provide nimble movement of the cursor around the projected space
during configuration.
The configuration is implemented through a special client application, separate
from the server, which calls the server-side graphical API. I chose to implement
the configuration process as an application instead of as part of the server
for two reasons: it enables the creation of alternative configuration software,
including software that might use structured light approaches or other sensor-
based mapping of the environment (e.g., [73, 81]); and it allows users to run the
configuration tool from any computer and input device.
The configuration process essentially provides a point-and-click interface for the
creation of multiple surfaces that sets the parameters of the deformation algorithm.
This process is described in more detail later in this chapter. The outcome of the
configuration process is a collection of 2D display coordinates corresponding to
the boundaries of each real-world surface. These are stored in the room model.
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Figure 3.3: How a projected world map appears without corrective transformations.
The boundary points are interpolated into a full grid through a 2D version of the
Coon’s Patch equation3:
Q(u,v) = q0(wv)(1−u)+q1(wv)u+P0(wu)(1− v)
+P1(wu)v− ((1−u)(1− v)P00+u(1− v)P01
+(1−u)vP10+uvP11)
Here the u and v parameters represent the horizontal and vertical distances from
the origin in the warped patch (0≤u,v≤1). q0 and q1 are the vertical Bezier curve
equations and P0 and P1 are the horizontal Bezier curve equations. P00, P01, P10
and P11 are the four corner points of the mesh.
You can find an image of the stages involved in the transformation process in
Figure 3.4.
3http://www.maplesoft.com/applications/view.aspx?SID=100369&
view=html&L=G
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Figure 3.4: Diagram of the transformation process. (a) The user defines corner points and
waypoints using the room configuration program. (b) Bezier calculations are used to infer
further points. (c) Lines are added between the points to display a curve. (d) Coon’s Patch
infers the central points of the mesh. (e) Surface texture is mapped onto the mesh.
3.3.2.3 ASPECTA API Design
API calls are made by the client and executed by the server, altering the room
model as required. They are transferred in the form of JSON formatted strings
with a "call" key that identifies which function is being used, and other keys
representing the required parameters for the call. An optional Python library
exists which automates the generation of the JSON strings on the client side by
allowing the programmer to make a function call instead. For instance a call to:
newCursor( surfaceNo , x , y , coorSys )
In the form of:
newCursor(1 , 0 .5 , 0 .5 , ’prop ’ )
53
3. THE ASPECTA TOOLKIT
Is converted to the following string:
{ ’ c a l l ’ : ’new_cursor ’ , ’ surfaceNo ’ : ’1 ’ , ’x ’ : ’ 0.5 ’ , ’y ’ : ’ 0.5 ’ , ’
coorSys ’ : ’prop ’ }
before being transmitted to the server.
When the client is transmitting an image to the server to be displayed, it is
serialised into a Base 64 string and appended to the the relevant JSON call before
transmission. It is then converted back into an image file for rendering. When
the provided client-side Python library is not being used, the conversion to Base
64 must be carried out manually. Although the serialisation of images can cause
a short delay (a fraction of a second) it did not cause issues with the ASPECTA
applications discussed in this thesis (see Chapter 5). It is worth noting that high
resolution images will take longer to serialise that smaller ones. However, the
low resolution of the spherical projection approach used by ASPECTA makes
high-resolution images unnecessary. In addition, at times when the client device is
particularly low-powered (such as an internet of things washing machine) images
can be pre-serialised to speed up the process.
The server is identified within the network by the client by placing its IP address
and port number in a client-side ini file. In this file you can also define the
resolution of the curves that are the bounding edges of each surface during
configuration (the number of points used to visually represent them). This is
to allow for improved performance if a user wishes to use a particularly low-end
computer as the server, but is generally not required.
3.3.2.4 ASPECTA API Example
I will now describe an example application which allows the creation of digital
sticky notes on the walls and movement of them using a mouse.
The first thing the programmer needs to do when creating any application is make
the following calls:
sender = messageSender ( )
sender . login ( "my username" )
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sender . setapp ( " sticky notes " )
This creates an instance of the messageSender class, which is required to send the
library calls, then uses it to log in to the server with a username and declare the
application name to which future calls refer. This is a requirement to use the server,
but instead of being a security step, is intended to link created objects to specific
users (as multiple clients may connected concurrently - DR3) and applications for
mass removal when necessary. For this reason a password is not required.
The next thing the programmer needs to do is create the cursor object. To do this
they would use the newCursor() call:
maincur = s e l f . sender . newCursor(1 , 0 .5 , 0 .5 , ’prop ’ )
This creates a cursor on surface number "1" setting the proportional coordinates
of x to "0.5" and y to "0.5". (The center of the surface). An alternative method
of making it appear in the center of the surface would be to find out the pixel
dimensions of the surface and use the call:
maincur = sender . newCursor(1 , sender . getSurfacePixelWidth (1) /2, sender .
getSurfacePixelHeight (1) /2, ’ pix ’ )
Or, using real world dimensions:
maincur = sender . newCursor(1 , sender . getSurfaceRealWidth (1) /2, sender .
getSurfaceRealHeight (1) /2, ’ real ’ )
These three coordinate systems are usable whenever desired in any API ASPECTA
calls by setting the "coorSys" argument of the call to "prop", "pix" or "real"
accordingly. However, to use "real" successfully, the real surface widths and
heights need to be defined during the room configuration process.
If the developer wants to move the cursor to a different surface they simply use
the the call:
55
3. THE ASPECTA TOOLKIT
sender . relocateCursor (maincur , 0 .5 , 0 .5 , ’prop ’ , 2)
to transfer it to surface number 2.
To make the cursor move according to the mouse, the developer can use whatever
technique they wish to read the position changes of the mouse, take the x and y
distance travelled in each instance and pass them into the following call:
sender . shiftCursor ( s e l f .mainCur, x_distance , y_distance )
The cursor is completely functional in terms of movement at this point. Next the
user needs to create the sticky note objects. They may wish to create an interface
on their client computer for inputting sticky note content and posting it to the
desired wall. When a note is created they would need to send the following API
call to display it:
canvas = sender .newCanvas(1 , note_x_position , note_y_position ,
note_width , note_height , " pix " , " " )
background = sender . newRectangle ( canvas , 0 , 1 , 1 , 1 , "prop" , (1 ,1 ,1 ,1) ,
outline_width , (1 ,1 ,0 ,1) )
text = sender . newText( canvas , contentString , x_pos_text , y_pos_text , "
pix " , font_size , typeface , (1 ,1 ,1 ,1) )
This creates a canvas to act as a note and gives it a yellow (set as RGBA "(1,1,0,1)"
in the above code) rectangle to act as its background. It then creates a text object
within the note canvas with the string contained in the "contentString" variable.
Since the note is a canvas, its contents are grouped together and therefore the
text and background can be moved around as a single item. To do this, when
the mouse left button is pressed down over the note the program should take the
mouse position changes and, as already done for the cursor, apply these changes
to the note itself using:
sender . shiftCanvas ( canvas , x_distance , y_distance , " pix " )
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3.3.3 Client
Applications, such as the API example above are executed on the ASPECTA Client
hardware, communicating with the server only for rendering purposes. This
section describes all the client-side components of the ASPECTA toolkit.
3.3.3.1 ASPECTA Client Library
In the API example above, the developer creates an instance of the "messageSender"
class. This has been developed for Python 2.7 applications, and includes functions
for all calls which make up the ASPECTA API. The purpose of the library is to take
traditional function calls, reformat them into the required JSON formatted strings,
and send them over the network to the server system. This simplifies programming
process (DR2). It is, however, still possible to implement an ASPECTA system
without the use of the library, for instance if Python 2.7 is not supported by the
hardware, by manually creating and sending the required JSON formatted strings
to the server.
3.3.3.2 Room Configuration Application
The configuration application runs on the client system. A window interface
allows the definition of each wall in the room by moving a cursor to the corner of
the wall and clicking.
When the mouse cursor orientation is wrong due to the distortion applied by the
room geometry, and therefore manoeuvrability is reduced, the scrolling wheel
changes its orientation and the directions of its X and Y movement axes to regain
control. Once the user defines the corners of a surface, clicking on any of the
control points along each side boundary doubles them in number. These control
points can be re-positioned to make the boundary match the physical edge of the
wall (see Figure 3.5). This can be done recursively until the boundary edge is
sufficiently accurate. To finish the configuration of each wall the user alters the
aspect ratio by adjusting the rectangle inside the wall projection until it looks like
a square (See Figure 3.6A and 3.6B). The last optional step is to add the physical
size of the wall, which enables developers to refer to locations in the projection
space in actual physical units rather than pixels or wall proportions (Figure 3.6C).
This process can then be repeated for the required number of room surfaces.
The purpose of the room configuration application is to simplify configuration,
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Figure 3.5: The configuration process with a user re-positioning the control points for the
boundary.
Figure 3.6: Optional features of the configuration process. A & B show how a user would
correct for the aspect ratio, while C shows how the user would modify the real-world
measurements of the surface.
while ensuring that neither users nor developers need to understand the transfor-
mations involved. This helps meet DR2 without increasing the cost by adding a
requirement for additional sensing hardware (as it would decrease the success in
meeting DR1).
3.4 ASPECTA in Context
ASPECTA distinguishes itself from other similar work in its focus on lowering
hardware costs, keeping configuration complexity low, and simplifying the
programming of full-coverage systems. However, for full and partial coverage
systems there are various solutions which all have their individual strengths and
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ASPECTA
Full Room 
(4 walls + ceiling 
or floor) Available
SP
(Standard and 
REST APIs)
None Security Mirror Low ~ $460
(Mirror and projector)
RoomAlive
[73]
Full Room
(4 walls + ceiling 
and floor) Available
MP
N Kinects
(1 per 
projector)
None High N * ~ $600
(N Projectors and Kinects)
CAVE 
(CAVELib) 
[37]
(Special 
structure 
required)
Full Room
(4 walls + ceiling 
and floor)
Available 
(Unknown 
cost)
MP
(one per 
surface)
(For perspective 
corrected VR 
purposes)
(Open 
Inventor API)
None
(Desirable, 
but not 
required)
CAVE structure High ~ $2400 + Structure
(6 projectors. High cost structure)
Everywhere 
Displays 
Projector 
[115]
Partial
(One surface at a 
time) Unavailable
STP Sharing display only Camera Steerable mirror Medium
~ $400
(Projector)
+ Camera + Custom 
Electronic and 
Mechanical Components
Ubi Displays
[60]
Partial
(Smaller than 
room 
environment)
(~$496 for 
commercial 
purposes)
SP
(Static)
Within 
confined 
area
(Web app 
development 
APIs)
Kinect None Low ~ $600
(Kinect and projector)
Illumiroom
[74] One Wall Unavailable
SP Kinect None Low ~ $600
(Kinect and projector)
BaseLase
[97]
Floor
(5m radius reach) Unavailable
CBP
(Laser 
Pointer 
based)
(API not 
freely 
available)
7 Depth 
Cameras
(Asus Xtion
Pro)
6 mirrors
(5 steerable, 1 
moulded) Arduino, 
sound card, 
PCBs & frame
High
~ $1,337
(7 Xtion Pro (Live) cameras)
+ Custom Electronic and 
Mechanical Components
SP = Single Projector      MP = Multiple Projector      STP = Steerable Projector      CBP = Custom-Built Projector
Table 3.1: A comparison of systems related to ASPECTA. Costs of hardware have been
estimated using common commercially available products (when possible), e.g. ASUS
Xtion Pro Live - $191 [131], Kinect for Xbox One with adapter for Windows - $200 [93, 92]
weaknesses. No single system is the ideal solution for all circumstances, therefore
in this section I present the results of a qualitative analysis of related systems
according to relevant factors such as the type of environment the system was
designed to support, the display coverage provided, public availability and cost. I
have compiled the collected data into Table 3.1 to help developers decide which
system is best for their particular purposes.
The main advantage of ASPECTA is its ability to provide almost full coverage of a
room. Of the systems described in Table 3.1, both ASPECTA and RoomAlive are
suitable for building new FCDs. Although CAVE systems provide better coverage
(especially back-projected six-wall CAVEs), these are designed for dedicated
environments so they leave out applications supporting most real-life or situated
activities. Steerable projection solutions can achieve high coverage as well, but do
not cover the entirety of the space simultaneously, which reduces their possible
use cases. The other technologies discussed in the table (e.g., Ubi Displays [59, 60]
and BaseLase [97]) are, by design, not practical for providing full coverage.
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Many of the compared systems also have significant costs, posing a substantial
obstacle for researchers and interactive environment builders. CAVEs are probably
the most expensive, even discounting the costs of building dedicated spaces and
infrastructure. Some more recent work is addressing built infrastructure cost (i.e.,
dedicated rooms) by researching pop-up cave environments [147], but these still
require an investment of many thousands of dollars. Some of the systems, such
as Illumiroom and Ubi Displays, have lower costs if the application focuses on a
single plane or reduced coverage angles. In contrast, all the costs for ASPECTA
systems are low. I have calculated that a developer in the United States could
easily build an ASPECTA system for less than $500.
For the other technologies in Table 3.1, the main obstacle is not cost, but the
availability of the technology. I am not aware of off-the-shelf steerable display
solutions, and systems such as BaseLase are custom built. A similar issue is the
availability of a software platform that enables the development of applications
(e.g. Illumiroom and BaseLase have no toolkit). ASPECTA’s simple API is a major
part of its applicability for ordinary developers and researchers. I have followed
the example of RoomAlive and provided the ASPECTA toolkit as open-source and
free software.
Another important parameter in Table 3.1 is the complexity of configuration,
which is directly linked to the sensing technology that is used in the system.
Although ASPECTA requires manual configuration, which might at first appear
to be more work than an automated solution, my application users and I found
configuration to be a lightweight task. It is also important to note that systems with
depth sensors or visible-light cameras are far from automatic. For example, the
configuration of RoomAlive (which uses one Kinect per projector to establish the
shapes, focal lengths, and principle points of the surrounding surfaces) requires
that every projector is aimed at a flat surface and has a large object such as a sofa
or a few cardboard boxes in front of it for calibration. The current configuration
of RoomAlive environments can also require some manual manipulation of
XML configuration files. Similarly, despite using depth sensors, Ubi Displays
also requires manual configuration (in a similar fashion to ASPECTA) to define
surfaces in the projected space. With Ubi Displays a Kinect is used to automate the
recognition of "surface" planes which can be used for projection (unlike ASPECTA’s
"surfaces" which must be defined manually), and the user defines "displays"
(conceptually similar to ASPECTA "canvases" as a quadrilateral container for
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visible elements) on the planes with a cursor.
Another important consideration when choosing a system is how many simul-
taneous users the solution needs to support. ASPECTA, BaseLase, Everywhere
Displays and Microsoft’s Illumiroom and RoomAlive systems are designed with
multiple users in mind. However, the other solutions I explored are more suited to
single-user configurations. For instance, CAVE environments are generally used
for VR solutions which must take user perspective into account. For multiple users
to be shown their individual perspectives simultaneously additional technology
must be integrated into the system, such as shutter glasses. As a consequence,
CAVEs are not ideally suited for multiple simultaneous users. Ubi Displays is
another system that may not be intended for multiple simultaneous users due to
the typically relatively small sizes of its display areas. However, although it is not
intended by design, if the users are in close proximity it could still potentially be
used for collaboration.
I have explored many display solutions which, like ASPECTA, can be integrated
into everyday environments. The one system I explored that does not offer this
advantage, however, is the CAVE system. To create a CAVE the developer needs
to create a custom-built environment with rear-projection on the walls. This makes
it unsuitable for uses such as AR where an everyday environment is annotated or
offers overlaid digital interactions.
Finally, the selection of technology should take into account the type of application
which is being created. ASPECTA and RoomAlive both have different intended
use cases; ASPECTA is geared towards the easy development of relatively simple
applications in 2D, while RoomAlive is intended for sophisticated real-time 3D
graphics.
3.5 Discussion
In this section I describe the overall aims of the ASPECTA Toolkit and why I believe
that it is valuable to the field of FCD solutions. I then discuss the challenges that I
faced creating my own FCD solution.
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3.5.1 The ASPECTA approach to building FCDs
I designed the ASPECTA Toolkit to enable a wider audience to take on the
challenge of creating Full Coverage Displays. As FCDs have the ability to take
advantage of spatial and social human behaviour (in ways which are not generally
supported by other glasses-free display technologies) they may offer great research
and commercial opportunities. The future popularity of full coverage displays
critically depends on the availability of software and hardware that simplifies
the creation and configuration. ASPECTA is part of a wider effort by many
research groups that investigates interface alternatives for work, home and
play environments. As shown in this chapter, ASPECTA provides technology
and support for a specific part of the design space - full or near-full coverage
applications that are inexpensive to build.
3.5.2 Limitations
There are several limitations to the my approach to FCDs. The spherical projection
technique used by ASPECTA offers a uniquely low-cost solution for the creation
of FCDs (A single projector and a ~$60 security mirror are all that is required).
However, spherical projection with mirrors or lenses does not produce a uniform
distribution of pixels in most room geometries, which means that the resolution is
not the same across the display space. Additionally, the pixels available through
the projector need to be distributed over a larger surface.
As a consequence of both of these factors, the number of pixels per inch in certain
areas may be so low that finer details, such as text smaller than about 5 inches, may
be unrecognisable. This must be taken into account when designing applications
that use spherical projection, as it means they are generally unsuited for visually
detailed applications that require high-fidelity graphics (such as word processing).
This problem will be partially solved with the continued increase in projector
resolution, which has increased by an order of magnitude in the last decade.
Although resolution limitations might still preclude the creation of applications
that require high-fidelity graphics, I believe that many of the opportunities that
FCDs provide do not require high resolution (examples can be found in Chapter 5).
Visibility is also a limitation in some cases because the luminosity of most current
projectors is not sufficient to compete with natural sunlight. Projector luminosity
will also increase in the future but nevertheless, my approach is already useful in
environments with medium to low ambient light, or when subtle indications are
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sufficient (e.g., highlighting of physical objects already in the room).
Another inherent issue with spherical projection is the fact that, with a single
projector, it is impossible to completely eliminate shadows cast by the user
(although projecting from a high up location can mitigate this issue). As a
consequence, in many cases, developers may wish to either avoid utilising
certain areas in the room at times when users are likely to be blocking them,
or make use of additional displays or projectors to provide coverage to blocked
regions. To overcome this challenge in my own applications I have integrated two
simultaneous ASPECTA servers. The projector for the second server only requires
one configured wall, and spherical projection is not required as it points directly
at the occluded surface.
3.6 Summary
In this chapter I introduced ASPECTA, a toolkit for the creation of FCD envi-
ronments. The hardware solution I have proposed for my toolkit is designed
to keep costs low (DR1), simply using a standard projector and a hemispherical
security mirror. At an estimated price of $460 for a reasonable projector and
mirror combination, it is a significant reduction in cost compared to the typical
approaches of either using multiple projectors, or a fisheye lens projector which
can cost thousands of dollars for the lens alone. Similarly, the ASPECTA software
solution keeps costs low using a novel room configuration procedure which allows
users to apply the required transformations simply using computer mouse (DR2),
instead of requiring the user to purchase additional sensing hardware (DR1). The
toolkit also includes an API for the development of FCD applications, which
can be used concurrently by any number of network-connected devices (DR3)
as long as they are all capable of sending the necessary JSON calls as strings to
the server. Finally, ASPECTA includes a Python library that exposes ASPECTA’s
functionality as simple function calls, automatically handling all communication
with the ASPECTA server (DR2).
ASPECTA is not, however, going to be the most appropriate solution for every full
and wide coverage projection system. Therefore, in this chapter I also have carried
out a study of where ASPECTA sits in the context of various other FCD and partial
coverage solutions. I have included a table highlighting how the various systems
compare according to several criteria which I believe are important for developers
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to consider. This table could act as a tool for future developers of FCD and partial
coverage environments, to help them decide which is the most appropriate system
for their own work.
Although I have designed ASPECTA to be easy to use, my success in achieving
this goal, and therefore DR2, can only be assessed by allowing others to evaluate
the system. Chapters 4 and 5 discuss such evaluations which I carried out with
users of the system to determine my overall success in meeting this requirement.
64
4CHAPTER FOURASPECTA TOOLKITEVALUATION
When the ASPECTA toolkit was ready to be publicly released it had only been used
by one developer other than myself (see Case Study 1 in Chapter 5). Feedback from
said user had led to adjustments to the API calls and improved documentation,
but I did not have sufficient evidence to suggest whether it had met one of its
main design goals (ease of use). To answer this question I carried out a user study
where participants created their own room configuration and application using
the toolkit. This chapter details the user study and its qualitative results.
Further evaluation of the ASPECTA Toolkit has been indirectly carried out through
a second case study, which is also detailed in the Chapter 5 alongside descriptions
of various other ASPECTA applications that have been created externally.
4.1 Evaluation Goals
The main goals of this evaluation were to:
• Evaluate to what degree ASPECTA fulfilled it’s ease of use design goal,
with the baseline for "success" defined as all participants successfully
completing the required tasks without intervention (other than pointers
to the configuration and API guides if necessary).
• Identify issues with the ASPECTA configuration routine
• Identify issues with the ASPECTA API
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• Identify issues with the ASPECTA documentation
4.2 Participants
Eight participants were included in the study (1 female and 7 males). I removed
the data of an additional one (female) due to significant network infrastructure
problems not related to ASPECTA and outside my control. Therefore, the analysis
below does not report the results from this ninth participant.
The sessions took place individually and at different times. The participants
received an online bookstore voucher in exchange for their time. The study was
approved by the local ethics committee (see Appendix B) and took place with the
University’s own hardware (see Section 4.4). The participants of the study were
recruited among the staff and students of the School of Computer Science at the
University of St Andrews and were screened for some Python experience.
4.3 Tasks and Procedure
The main part of the experiment consisted of two tasks. After providing written
consent, participants were asked to use the room configuration program to set
up ASPECTA projection surfaces on two walls of the room (of their choice). To
help them with this they were supplied with a printed room configuration guide.
After this task was completed they were interviewed about their experience of
the configuration process. They were then given two further documents: a Task
Description and API documentation which included a Hello World application.
They then used the Python ASPECTA API library to create an application which
fulfilled the following criteria:
• Users should be able to post digital yellow sticky notes on the walls of the
room.
• When posting a note users should be able to enter its content and dictate the
wall it is to appear on. The location within the wall was to be random and
the note should not overlap the edge of the wall.
• The notes should always be square and their sizes should be based on the
width of their content. The text should be 20pt and use the Arial typeface.
To reduce complications word-wrap was to be ignored.
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• Users should be able to drag the notes with the mouse and re-position them
on the wall.
Figure 4.1: A photograph of the sticky note application which participants created within
ASPECTA during the evaluation.
Figure 4.1 shows an example of a valid application.
I provided a code template which included:
• A graphical user interface, built using Tkinter1, in which users should
implement the addition of notes and the switching of mouse control to
the cursor on the walls. This interface can be seen in Figure 4.2.
• Basic unhandled mouse movement detection
• Lines marked with "TODO" which denoted where code was to be added
using the ASPECTA API (and to provide a general idea of what was the
participant’s code was meant to do in each section).
The main purpose of this template was to shorten study durations. It was also
important to ensure that participants were not being tested on any skills that
1https://wiki.python.org/moin/TkInter
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Figure 4.2: The Tkinter GUI that was provided to participants to use in their applications.
were not relevant to ASPECTA by making sure they only had to implement API
code. The working time for the two main tasks was limited to four hours in
total (although all participants finished in less than 3 hours). Participants were
allowed to make occasional queries if they were stuck. In such cases they were
only provided with pointers to the relevant documentation and were not provided
help with the ASPECTA code itself.
After participants completed the application, I interviewed them again to allow
them to share their impressions of the ASPECTA API, and to discover what
applications they could think of that it would enable.
All documentation that was provided to participants is in Appendix B.
4.4 Apparatus
I ran the study in a an empty office, using an Intel Core i5-4250U Intel NUC with
8Gb of RAM with integrated Intel Graphics 5000 as the ASPECTA server. I had
connected this to a ProjectionDesign F30 projector fitted with a fisheye lens. The
reason I used a fisheye lens projector was that it projects reasonable pixel density
and brightness in all directions, whereas the hemispherical mirror approach
typically requires "priority" areas to be chosen during mirror and projector
placement (areas which will receive the highest resolution and the brightest image).
This would have been inappropriate as I wished for participants to be able to
choose a room configuration which could make use of any combination of the four
surrounding walls and ceiling. ASPECTA’s server code ran within Ubuntu 14.04
using Eclipse Juno with its PyDev plugin installed to enable Python development.
The client computer, which was used to execute the configuration process and
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carry out the required programming tasks, also used the same operating system
and IDE on an Intel Core 2 Quad Processor Q6600 with 4Gb of RAM and NVIDIA
GeForce 8400 GS graphics.
4.5 Results
This section describes the subjective results relating to the configuration process
and the API.
4.5.1 Configuration Process
Table 4.1 summarizes the subjective results for the configuration tool and the
API. Many participants reported that the configuration tool was quite easy to use
(average score of 7.3/10). However, many stated that they did have to spend
some time familiarizing themselves with the procedure before they were fully
comfortable with using it. For example, some participants needed to familiarise
themselves with mouse movement control over the walls prior to calibration. This
was due to the fact that there was no fixed x or y axis mapping for the walls at this
stage, so participants had to learn to use the mouse wheel to assist in retaining
cursor control. One participant reported that they felt that the mouse movement
was too fast initially:
“That was on the very first experience. I’m like ’Oh! What? Where did it go?’
That was confusing.” [P7]
Participants also felt that using only the mouse to carry out actions during
configuration was confusing because they expected to be able to switch between
configuration modes (wall-definition and wall-adjustment) using the keyboard.
The configuration process intentionally avoided the use of the keyboard so that
configuration could be carried out mostly through a pointing device, such as a
wireless mouse, without being tied to a desktop computer.
The intuitiveness of the configuration received a positive rating (average score of
6.8/10). However, it was likely held back by the fact that there were many aspects
of it where the user guide “needed reading” [P5] as they could have been difficult
to discover otherwise.
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Configuration API
Participant
Number
Ease Intuitive MeetNeeds Intuitive
Meet
Needs
1 8 8.5 10 9 9
2 9 10 8 10 10
3 8 7 8 9 9
4 9 7 10 10 10
5 6.5 4 9 6 7
6 6 6 8 7 8
7 5 6 8.5 8 9
8 7 6 9 7 8
Average 7.3 6.8 8.8 8.3 8.8
SD 1.44 1.81 0.84 1.49 1.04
Table 4.1: The quantitative results from the user study. Participants rated each aspect out
of 10, with 10 being very good and 0 being very poor. Included are the mean value and
standard deviation for each aspect.
Other participants commented that the room configuration guide contained too
much detail and that it made it frustrating to locate the information they wanted.
They suggested solutions such as adding a step-by-step list to the guide for creating
your first surface after launching the room configuration application [P4], adding
instructions within the application itself to guide you through the wall setup
process [P6], or creating a video guide [P1]. Another participant suggested that
the cursor modes should be more visually identifiable [P5].
One participant suggested a feature to choose from a list of different curve types
instead of just allowing for Bezier curves [P6], P7 also felt that it would have been
easier to understand for some if the Bezier curves were adjusted with standard
control points as seen in graphical software. However, this would have been
difficult to implement due to the unknown required warping at that point in the
configuration process. It is also unclear whether this would offer any significant
advantage for those unfamiliar with the concept of Bezier curves, or whether it
would provide an additional conceptual hurdle.
The subjective scores of the configuration program suggests that the application
met the participant’s needs (avg 8.8/10). One issue raised in this area however
was the accuracy of the curves. Several participants found it difficult to achieve
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perfect alignment.
“I was getting a bit fussy with the straightness of the lines and trying to get
the waypoints on one either horizontal or vertical line.” [P2]
For this evaluation I have chosen to take a qualitative approach to measuring
ease of use through subjective opinions. Alternative approaches could have
been taken, such as comparing the times which users took to carry out the
task against a pre-defined acceptable threshold. Whether a chosen threshold
is reasonable is subjective however, so this may be inappropriate. Another
approach would have been to count the number of times users had to refer to
the provided documentation during configuration (with a complete read-through
before starting). However, in a real world scenario it is reasonable to expect
users to read instructions at the same time as following them, so this may not
be a valuable measure. Another approach could have been to count the number
of times participants adjusted something which they had already set (such as
waypoints on the bezier curves). However, any reading taken using this approach
would be affected by the individual user’s "fussiness" as P2 highlighted in the
above quote. Therefore it is unlikely that it would be a reliable measurement of
ease of use.
4.5.2 API
Participants reported that the API was intuitive to use (mean score of 8.3/10).
When asked if they had ever guessed the name of a call correctly before using it for
the first time all but one answered affirmatively, with three participants explicitly
stating that they found the API naming to be consistent across different elements
and objects, and three others describing the naming choices as self-explanatory.
“Basically every time it was true. It was pretty self-explanatory.” [P1]
When specifically asked whether any previous experience with graphical APIs
helped them use ASPECTA, six participants said they had, citing Unity, Processing
and JavaFX. P2 and P3 stated that their prior experiences had not helped.
Several participants wished that the ASPECTA API provided a call syntax that
was more object-oriented and relied less on referencing objects through identifiers.
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However, the current ASPECTA architecture (with parallel REST and JSON
payload calls) makes it difficult to integrate a pure object-oriented call style.
When asked whether they thought that the ASPECTA API made their code
unnecessarily verbose, seven of the eight participants stated that it did not. The
remaining participant suggested that some call parameters could take default
values and that a more object-oriented approach would make the code cleaner.
Other issues found by the participants include the lack of more informative
error messages, and the inconsistency, compared to other APIs, of the origin
of coordinates for the surface and canvas object (starting at the bottom left). Also
in terms of coordinates it was suggested that, as (0,0) is the bottom left of a canvas,
the position of rectangular objects on them should refer to their bottom-left corner
instead of their top-left corner. Participants also suggested new features such as
the ability to change the identifying numbers allocated to surfaces after creation,
cycling cursors between available walls without specifying a wall ID, hit detection
facilities, and the API’s further integration with gaming development APIs and
IDEs.
Overall, participants were positive about the toolkit and their prospective use of
FCD applications in the future. They indicated that they would use the toolkit
and applications if the hardware was sufficiently cheap and readily available.
Qualifiers to these answers included sufficient resolution, the existence of an
initial set of applications (e.g., creative applications) and concerns about the size
of the market and user base that could make developing an ASPECTA application
profitable for them.
Once again, my approach to measuring ease of use with the API was entirely
qualitative and measured according to the subjective opinions of participants.
There are alternative approaches that could have been taken, such as error logging
to measure the number of mistakes made. Another approach would have been to
count the number of times a user attempted an approach or API call that they did
not retain in their completed program. Overall, I chose a more subjective approach,
as ease of use is subjective by definition (each user will have their own opinion
of what constitutes easy), and this should be taken into consideration when the
results are collected.
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4.6 Application Ideas
As well as evaluating ASPECTA, I used the opportunity to ask participants
explicitly what applications they could envision that would take advantage of the
ASPECTA API. When asked about applications for home environments, partici-
pants came up with ideas such as game development, food preparation assistance,
music interaction for a shower-based entertainment system, party interfaces,
creating virtual environments and general artistic exploration. Encouragingly
the suggested applications did not focus heavily on virtual reality and they were
not constrained to environments where computers would typically be found. This
suggests that developers would be receptive to designing non-immersive FCD
applications which create augmented reality projection environments in a diverse
collection of environments. Particularly interesting in this respect are the food
preparation and shower systems as both of these represent situations where there
is a potential risk to technology due to moisture. As well as protecting display
technology itself, this highlights the value of FCDs with touch integration in
situations where users are unable to use their hands to interact with technology.
This may also be useful in contexts such as factories where chemicals may increase
risks of physical interactions with technology further.
When asked specifically about office environments, participants saw value in
extending presentations and meetings to be more immersive, in creating more
immersive Computer Aided Design scenarios, and having more space for brain-
storming. Finally, one participant suggested creating a projected immersive
environment to use as a backdrop during the recording of music videos. For
the most part, in office contexts, participants’ ideas appeared to rely much more
heavily on the idea of extending computer application concepts to the walls
of a room (taking advantage of the larger display space) instead of exploring
novel augmented reality interfaces. The music video idea is an interesting one,
as it places FCDs outside the contexts of both homes and "traditional" office
environments, instead focusing on the idea of a recording studio. This usage
scenario is also interesting as it is presenting immersive FCDs in a context where
the aim is not to create immersion for the users of the environment, but give the
impression that it has to outside viewers. A similar approach could also be taken
using FCDs in other performance contexts, such as at a theatre - creating illusions
from the perspective of the audience.
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4.7 Discussion
My evaluation approach for ASPECTA has been multi-faceted: first, I studied
a specific programming case; second, I designed a semi-controlled experiment
with 8 programmers; and third, I have observed several experiences of users of
the toolkit both externally and internally (detailed further in the next chapter). I
also provided a qualitative analysis that compares ASPECTA with other similar
systems.
Although environmentally valid evaluations of programming tools and APIs are
notoriously difficult (with alternative approaches including bug report analy-
sis [39] or measuring task timings [174]), the evidence that I gathered indicates
that the system offers desirable features (participants indicated that they would
consider using ASPECTA again), that it fills an ease-of-use gap in the existing
landscape of tools to build FCDs (based on the subjective responses and the
success that every participant had carrying out the task within the allocated time
combined with the low-cost hardware solution of ASPECTA), and that the API
and configuration program’s design and implementation enables the creation of
FCD applications without specialised experience and in reasonable time.
Nevertheless, all controlled studies are limited and mine is no exception: my
participants all had some degree of experience, were constrained in terms of time,
and had clear instructions in a prepared environment. Although the ultimate
evaluation of this work would be the adoption of the toolkit by a broad group of
researchers and programmers, the results of my evaluation broadly support the
functionality and usability of the ASPECTA Toolkit.
4.8 Conclusion
The primary goal of the above evaluation was to identify whether the first
version of ASPECTA successfully met its ease of use design goal (with the
baseline of success being that all participants managed to create their applications,
in the assigned time of 4 hours, without intervention other than guidance to
relevant documentation). It was successful in meeting this baseline, with all
participants familiarising themselves with the documentation, carrying out the
room configuration routine, and implementing their application over an hour
faster than the target (with only occasional documentation guidance). Subjective
ratings in terms of ease of use, intuitiveness, and whether ASPECTA met the
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participants’ needs were generally positive with ratings greater than 7 out of
10 across both configuration and the API. The one exception to this was the
intuitiveness of the configuration routine (6.8/10) which was held back by the fact
that it was reliant on having a guide.
The remaining goals of the evaluation were to identify issues regarding config-
uration, the API and the documentation. In terms of the configuration routine
and its documentation, participants did not have any major issues but did suggest
improvements that could be made, such as restructuring it as a step-by-step guide
or integrating a guide within the software itself. Participants also stated that it was
difficult to get the surface bounding curves as accurate as they wished, suggesting
that enabling different curve types may aid users who are attempting to get the
best fit they can for the defined surfaces. In terms of the API, the main issues
identified were the lack of specificity in error messages and the inconsistency of
origin coordinates compared to other graphical APIs.
Based on the above points I believe that the evaluation in this chapter was
successful in achieving its goals, as well as contributing towards demonstrating
that ASPECTA had successfully met its intended design goals (which is further
demonstrated in Chapter 5).
4.9 Summary
In this chapter I detailed the implementation and findings of a user study I
carried out to evaluate the suitability of the ASPECTA Toolkit for those wishing to
create FCDs. The fact that all participants successfully configured the room and
implemented the application in less than three hours, along with the provided
feedback, suggests that the toolkit may have been relatively simple to use (DR2),
while highlighting its strengths and weaknesses. However, participants in the
experiment were working in controlled conditions and were able to ask for
occasional guidance with respect to the documentation. As a consequence, this
evaluation did not test ASPECTA in a fully realistic scenario where the developer
themselves had the creative freedom to design their own application, and had
no guidance on-hand during development. Chapter 5 will therefore further
demonstrate ASPECTA’s ease of use, potential and usability by describing 9
additional applications which have been created using the ASPECTA Toolkit in
the wild. Many of these applications were developed externally and completely
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independent of guidance, further strengthening support for DR2.
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Participants in ASPECTA’s user study proposed their own ideas for applications,
but ASPECTA has also been actively used to develop existing FCD applications.
This was not just for the sake of evaluating the toolkit, but also for other practical
uses. ASPECTA has also not only been used internally in the University of St
Andrews, but also by independent researchers in two Canadian universities,
namely Cody Ede from the University of Saskatchewan and Sydney Pratte from
the University of Calgary. This chapter explores 10 applications that ASPECTA
has been used to develop, and provides more in-depth case studies regarding
the first ASPECTA project, developed by Sydney Pratte, and the most recent one
developed by Bipaswi Shakya. These cases as a collective demonstrate that there
are many potential research and non-research scenarios that can benefit from
the availability of ASPECTA. Subsequent chapters will demonstrate ASPECTA’s
research potential in more depth, as I have used it carry out my own experiments
regarding interaction and notifications in FCD environments.
5.1 Case Studies
Here I will discuss the two main case studies of ASPECTA’s use and the results of
subsequent interviews with the developers.
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5.1.1 CS1 - Retail Environment
In this section I describe the first case study, a proof of concept retail environment
that demonstrates that ASPECTA can be used for design prototyping and to
create installations in commercial spaces. This includes an in-depth description
of the system and the findings from an interview held with Sydney Pratte after
development was completed.
The application in this case study was created during ASPECTA’s initial devel-
opment stage, and therefore the developer’s questions and requests during the
course of their project, alongside their feedback from the interview session, were
used heavily to inform the design of the final ASPECTA Toolkit.
5.1.1.1 Description
Ethical approval and consent was obtained (see Appendix C) to evaluate the work
of Sydney Pratte, who wished to build a retail environment, of her design, as part
of her own research. The goal of this project was to explore the advantages of
providing projected feedback about products in a commercial retail space with
multiple commercial displays. This system was to combine her University’s
Agile Surface Engineering team’s SOD (Society of Devices) framework1 with an
ASPECTA-driven projected visual interface. The SOD framework uses Kinect
cameras and mobile devices to track a user’s position and orientation and uses this
information to communicate with devices that are in the proximity of an object.
The prototype application that was developed used the ASPECTA Toolkit to
augment the retail environment in the following ways:
• When a customer enters the store their mobile device makes a recommen-
dation of a product that they may be interested in. If they are interested
in knowing more, directions appear on the floor to draw them towards a
surface containing more details.
• When they arrive at the location, they place their device down on the
surface and projection is used to turn the surface into a display with more
information about the product.
• If they are interested they can press a "Find in store" button and projected
directions will appear on the floor to lead them to the product.
1http://ase.cpsc.ucalgary.ca/index.php?page=sod---main
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• As they walk through the store, projection is used to highlight other items
that may interest them based on previous purchases.
• If an employee wants to append a new offer onto the advert carousel they
select it on their device and flick it towards the display they want it to appear
on. The flicking of the offer towards the carousel is visualized by a projection
of the offer travelling from the employee to the display. Similarly, if the
customer wishes to use the offer they flick from the direction of the display
towards themselves. This transfer is also visualised using projection.
A sketch of the experimental setup can be seen in Figure 5.1.
Figure 5.1: A sketch depicting the features of the retail environment courtesy of Sydney
Pratte of the University of Calgary.
5.1.1.2 Evaluation Procedure
There were two stages to the evaluation. The initial one was during the develop-
ment procedure when the researcher was encouraged to ask any questions that
they had about the use of the toolkit which were not clear from the provided
documentation. ASPECTA was at an early stage of development at the time and,
as a consequence, there was API documentation but no configuration or server
setup documentation. Instructions were therefore provided through email and
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video conferencing as required. The issues encountered helped to inform the
creation of the documentation which is now provided by the ASPECTA Wiki2 and
the client3 and server4 library installation guides.
The second stage of the evaluation took place after the application was completed.
I interviewed the developer to collect qualitative data about her development
experiences. Further changes to the ASPECTA toolkit were made in response to
her feedback and made it into the next iteration of the toolkit.
5.1.1.3 REST API
For the development of her application, the researcher preferred to make use of
ASPECTA using the HTTP protocol instead of TCP to send the necessary JSON
formatted strings. Therefore I created a secondary server script that accepted this
new method of communication to control the environment. This HTTP service was
implemented using Python’s Flask5 microframework for REST6 (Representational
State Transfer).
5.1.1.4 Results
The developer, who was a graduate student with programming experience but
with little exposure to graphical APIs, found the API intuitive. The included
documentation helped her get started with the API. She stated that once she was
familiar with the functionality, she was able to predict most required function
names due to the consistency of the naming scheme. She also reported that the
API was “pretty good from a new person’s perspective”.
As previously mentioned, at this stage in the development of the toolkit the con-
figuration guide had not yet been written, therefore the configuration process was
largely trial and error. This provided an opportunity to see how straightforward
the configuration process was with minimal guidance. The developer reported
that initially she found it relatively difficult to get accustomed to using the mouse
to define points on the walls, however once she was familiar with the task it was
much simpler. This mirrors the feedback from participants during the later user
2https://github.com/uoscompsci/ASPECTA-Client/wiki
3https://github.com/uoscompsci/ASPECTA-Client
4https://github.com/uoscompsci/ASPECTA-Server
5http://flask.pocoo.org/
6https://www.ibm.com/support/knowledgecenter/en/SSRA3Z_8.8.0/
com.ibm.ima.ug_soa/soa/InfoSphere/restful/rest_intro.html
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study (Chapter 4) who also suggested that they encountered an initial learning
phase.
Due to the lack of written configuration documentation at the time, the developer
initially missed the feature that enables a user to control the number of waypoints
at the side of a wall. As a consequence she was unable to make the curve fit the
wall as closely as she wished it to. However, once this feature was explained to
her, she found that the room configuration program met her needs well and did
not have any suggestions for further improvements. The unawareness of certain
features within the room configuration program clearly emphasised the need for a
user guide or a configuration tutorial.
The developer also indicated minor issues with the clarity of particular function
names in the API. For instance there was confusion between the "relocate"
functions used to provide new absolute coordinates for an object and "move"
functions, used to provide relative coordinates from the current position (i.e. a
translation vector). These functions have since been renamed to provide further
clarity so that "relocate" is used to provide absolute coordinates and "shift" is used
to provide a translation vector. As I did not encounter this problem during the the
later user study, it is likely that this mitigated the issue.
When asked whether the REST API met her needs, the developer stated that it did.
However, she provided a counterexample where she had to use a workaround
due to the fact that the call to delete elements was not functioning correctly. Her
solution was to make a call to clear everything on the canvas in question and
redraw elements that were intended to be kept. I was unaware of this bug prior to
the interview, and it has since been rectified.
The application made use of a 5000 lumens projector positioned approximately 2.5
metres (8.2 feet) away from a hemispherical mirror. When the hemisphere was
located far from the wall and the lights on, the projection was not as visible as the
developer wished. The solutions that worked best for them were to either turn the
lights off or to move the hemisphere closer to the main wall of interest. A similar
statement was made about the resolution required. These are general issues of the
single projector approach, and ones which will become less prominent as brighter,
higher resolution projectors become more affordable.
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5.1.1.5 Conclusion
Although ASPECTA’s development had not been completed at the time of
this evaluation, the experiences of Sydney Pratte suggested that it had almost
reached a stage of development where it was suitable for wider use, with notable
caveats. The fact that an important feature had been missed during configuration
(increasing the number of control points on the canvas bounding lines) highlighted
the fact that improved documentation was vital to ensure that users were aware of
the toolkit’s capabilities and that their applications were not negatively impacted.
This led to a greater focus on the documentation to ensure that future users would
not miss vital features. In terms of the REST API, the developer stated that it
met her needs besides the issue encountered deleting objects, suggesting that
ASPECTA was successful in providing the tools that were needed to create her
intended application.
The combination of ASPECTA with the SoD framework highlights the potential
benefit of integrating similar features into my toolkit which would make clients
aware of, and able to communicate with, other hardware in the environment.
Extending ASPECTA with these features could potentially lead to the easier
creation of smart rooms where the interface is not just constrained to the walls and
the client computer, but also other devices in the environment. This could be a
valuable extension to ASPECTA as an FCD toolkit, but is beyond the scope of this
thesis.
5.1.2 CS2 - Memory Experiment
In this section I will describe the second case study, a tile matching memory
game intended to compare memorability in FCD environments against standard
displays. This case, as well as other application examples mentioned in this
chapter, demonstrate ASPECTA’s usefulness as a tool to carry out experiments
which increase our understanding of FCDs. This chapter will explore the case both
with an in-depth description of the system and the findings from an interview
held with the developer, Bipaswi Shakya.
5.1.2.1 Description
Ethical approval and consent was obtained (see Appendix E) to evaluate the
work of Bipaswi Shakya, a Senior Honours student from the University of St
Andrews who wished to investigate the difference between locational memory on a
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standard two-dimensional display compared to situations where the objects being
remembered surround you. As a means to carry out this experiment, he chose
to implement a tile matching game for both scenarios and compare performance
between the two implementations. For the surrounding objects condition he
required to be able to implement the tile matching game on the walls of the room
and therefore used ASPECTA alongside a CAVE-like environment as a simple
means to do this. 10 pairs of matching tiles were used in each round, with them
evenly spread over the four walls and ceiling (four per surface). For the two-
dimensional display condition, he implemented the game in Processing7 and ran
it on a Microsoft PixelSense touchscreen tabletop computer.
Participants in Bipaswi’s experiment spent half of the experiment playing the
game in each of the two conditions, with the condition experienced first alternating
between participants. They were asked to complete four rounds per condition,
with the first round being a training exercise. The 2D condition required
participants to tap tiles to select them, while the CAVE condition required them to
point at the tile using an IR tracked remote control (using OptiTrack technology),
and click the left mouse button of a mouse they held in their other hand to select
it. The error rates and other performance factors were recorded, and we hope to
publish findings from this experiment in the future.
Figure 5.2: Left - The memory game application created on the PixelSense tabletop
computer. Right - The memory game application created in the CAVE-like environment
using ASPECTA.
7https://processing.org/
83
5. ASPECTA IN THE WILD
5.1.2.2 Evaluation Procedure
After development was completed, and Bipaswi’s results collected and analyzed, I
carried out short interview session to discuss his experiences using the ASPECTA
Toolkit.
5.1.2.3 Results
In terms of power, the developer rated the ASPECTA toolkit with a score of 7.5
out of 10. He expressed a desire for better text input support than already exists
with improved font support, having had stability issues using the existing calls to
display text.
For development he was provided with a template that included empty initializa-
tion and game loop functions and a function that was called whenever a mouse
click was made that reported the cursor’s current wall and position (according
to ray-casting input). This was done to allow him to use a similar programming
style as in his two dimensional Processing version of the application and thus
save time, but still required him to implement all ASPECTA code besides cursor
movement. He expressed that he found the inclusion of this template to be very
valuable as his understanding of game loops helped him to more easily decide
how to build his program. He also found it valuable that he was able to use the
same logic across both his programs.
Although not required for his project, the developer felt that video support would
have been a valuable inclusion to ASPECTA. This has not been included in the
toolkit so far due to the complexities of decoding and rendering video files within
a pyOpenGL texture buffer, but it may be added in the future.
When asked to rate ASPECTA out of 10 in terms of intuitiveness (with 10 being
extremely intuitive) the developer scored it 8.5. He stated that he found it simple
at times to guess certain call names, such as those to create elements such as
"newTexRectangle()", but such calls had many parameters so that did require the
use of the wiki. His main difficulty with ASPECTA in terms of intuitiveness was
the unavoidable requirement to conceptualize what objects were on which wall
and take into account any subsequent differences in the way they were to be
treated within his application. Prior experience with graphics programming in
Processing had been valuable to the developer’s understanding of ASPECTA but,
although similar, he found Processing easier to use due to the wide range of online
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resources available.
When asked to rate ASPECTA out of 10 in terms of complexity, with 10 being
simple, the developer scored it 6.5. In terms of verbosity he rated it 4 out of 10
with 10 being very concise. The stated reason for reporting it as verbose was the
number of parameters required for some of the calls, especially those defining new
objects. For example, for a new circle, ASPECTA requires a canvas, position (X and
Y), diameter, coordinate system, outline colour, outline thickness and fill colour.
It is worth noting that there was an additional parameter that the developer was
required to use in all of his calls which defined the identity of the projector the
call related to. This was required because a separate projector, and thus ASPECTA
server, was used on the front wall of the CAVE-like environment to the rest of the
walls. This was due to the fact that otherwise the participant’s shadow would
have been cast onto the front wall by the fisheye lens projector that was used.
Other reasons that calls may be perceived as verbose could be the requirement
to explicitly state a canvas to draw new objects to (other graphical APIs do not
necessarily use multiple canvases in this way) or the need to identify the coordinate
system being used. All three parameters could potentially be removed by storing
their previous states within the client library, however this would add the extra
complication of requiring the developer to keep track of the current state.
In terms of reliability, the developer scored ASPECTA 5 out of 10. There were two
reasons for this. Occasionally, at start-up, the servers would display an error (this
has since been rectified). Also, as mentioned previously there were stability issues
when rendering text. If the font being requested was unknown to the server it
would crash and, initially, the developer did not know the reason for the crash
or that it related to text rendering. This highlights that ASPECTA would likely
see a benefit for further improvements to error handling so that such crashes are
avoided.
The developer’s overall feelings regarding ASPECTA were positive, with him
rating the enjoyably of ASPECTA with a score of 8 out of 10. He felt that he
had enjoyed working with ASPECTA more than Processing during his project,
stating that seeing his work projected onto the walls was something he found
particularly interesting and that the novelty was very appealing. However, he
also expressed that he found that the requirement to manually restart the server
software whenever he wanted to start his client software again during testing
became tedious. In addition, the developer stated that he was pleased that
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ASPECTA was input-agnostic and it would be interesting to see different input
techniques used in FCDs in the future. However he still felt that ray-casting was
very intuitive as an interaction technique and found it to be valuable.
5.1.2.4 Conclusion
Bipaswi’s work afforded a valuable opportunity to evaluate ASPECTA in its
almost final state. Overall it highlighted that ASPECTA has been successful in
its goal to make FCDs easy to use. However, the potential issue of parameter
overload should be noted as this could become a source of frustration with larger
applications. Another issue at the time of the interview was the reliability of
ASPECTA, especially in terms of the crash that occurred sometimes when the
client started. However, as this has now been rectified, reliability would need to
be reassessed to achieve a final valuation.
As discussed above, Bipaswi was provided with a code template which included
previously implemented ray-casting alongside a "game loop" style code template
to increase the ease of implementation. The value of the game loop and his prior
understanding of using them was valuable, and may highlight that other devel-
opers may also see this benefit when using an ASPECTA game loop. However, I
believe that a major benefit of the game loop was the incorporation of the ability
to read input (the position of the ray-cast pointer). As the implementation of
cursor movement was highly dependent on the OptiTrack hardware setup being
used, this would make the game loop unsuitable in its current form. It would be
interesting to explore more hardware-agnostic pointing implementations in the
future and revisit the concept of game loops.
5.2 Other Usage Examples
Outside those uses described in the case studies, ASPECTA has been used both
internally and externally to develop other applications. The purpose of this section
is to explain these uses.
5.2.1 Internally Implemented
Internally implemented systems are those developed within the University of St
Andrews. These have generally been built for the purposes of my research into
FCD environments.
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5.2.1.1 UE1 - Room Configuration Application
The room configuration application, described in greater detail within Chapter 3,
used when setting up a room to use ASPECTA, is developed using the regular
ASPECTA API. This demonstrates that a fairly sophisticated real-time interface
can be developed with the provided functions and calls. This application has been
tested and found to work with multiple optical projection systems: a hemispherical
mirror, a fisheye lens projector, and a standard projector projecting over two
perpendicular walls simultaneously.
Figure 5.3: A photograph of the room configuration process.
5.2.1.2 UE2 - Sticky Note Application
As explained in the description of the ASPECTA usability study in Chapter 4,
participants built several implementations of an application which allows users to
place sticky note style reminders on the walls of a room. In this case the ASPECTA
toolkit used a fisheye lens for the projection of the notes.
5.2.1.3 UE3 - Pointing Experiment
For the experiment described in Chapter 6, I created an ASPECTA-driven interface
which allows for cursor control using both a computer mouse and a ray-cast
pointer. This demonstrates that ASPECTA does not tie users to any specific
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interaction technique and allows users to implement interaction how they see fit.
This experiment will be described in much greater detail in the following chapter.
5.2.1.4 UE4 - Notification Experiment
The experiment described in Chapter 7 also made use of the ASPECTA toolkit.
Instead of exploring different input control schemes however, it showed vari-
ous different notification techniques that included directionality. One of these
techniques, radar, was demonstrated using ASPECTA for basic 3D purposes.
Wireframes of the surrounding environment were displayed on each of the walls
and their view perspectives updated dynamically as the participant moved their
head.
5.2.2 Externally Implemented
ASPECTA has also been used in others’ research independently at both the
University of Calgary and the University of Saskatchewan. Below I describe
the externally implemented systems of which I am aware.
5.2.2.1 UE5 - Mathematics Educational Game
Sydney Pratte from Calgary, who created the retail environment discussed in
the first case study of this chapter, also developed an educational game to teach
children mathematics. Children answered quiz questions by physically standing
on the answers that were projected on the floor. The overall aim of the game was
to cross from one end of the room to the other by stepping on the correct answers.
For each wrong answer the player was forced to take a step back to answer the
following question whereas for each correct answer the next question would allow
the player to take a step forward. All the projection that acts as the graphical
interface for this application was rendered using the ASPECTA toolkit alongside
a projector and hemispherical mirror. All input for this application was carried
out using a Microsoft Kinect to detect where the user was currently standing.
Figure 5.4 shows a sketch and a photograph of the system in action.
This application highlights the potential of ASPECTA as a tool for the creation of
engaging educational environments for children. It also highlights that, as long as
a user’s shadows can be minimized, touch may be a valuable interaction modality
within ASPECTA. Integration of widely-available structure sensing hardware (e.g.
Microsoft’s Kinect) alongside the mapping of its 3D room coordinates to surfaces
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Figure 5.4: A sketch (top) and photograph (bottom) showing the mathematics teaching
game in action, courtesy of Sydney Pratte of the University of Calgary
or canvases could be useful to users of ASPECTA who are less constrained to the
low-cost approach of ASPECTA.
5.2.2.2 UE6 - Data Transfer and Search Visualization
Sydney Pratte also built a system for a study exploring the value of projection
feedback for virtual object tracing tasks in Multiple Display Environments
(Figure 5.5). She provided the users with the following tasks:
• Identify Image Source - Identify which PC in the room an image on a tablet
device came from.
• Identify Image Destination - Identify which PC in the room an image on a
tablet device has been sent to.
• Identify Image Location - Identify the location in the room at which an
image being sought is located.
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Different projected visual techniques were used and evaluated to visualise the
location and flow of images moving between systems. All projection for this study
was carried out using the ASPECTA toolkit, alongside a hemispherical mirror and
single projector.
Figure 5.5: Photographs of the Data Transfer and Search Visualization experiment,
courtesy of Sydney Pratte of the University of Calgary.
As with the retail environment mentioned previously by the same developer, this
project highlights the potential benefit of incorporating SoD-style features into
ASPECTA to allow communication between clients with, in this case, the particular
emphasis of enabling awareness of each client’s position in the environment. The
opportunities this could offer include the distribution of digital content across
the physical environment while enabling approach-to-interact behaviours and
increased context awareness in FCD applications.
5.2.2.3 UE7 - Location Recall in a Room Environment "Search & Deploy"
Cody Ede from the University of Saskatchewan in Canada developed a system to
study how well humans can recall the location of icons in a room environment
compared to a regular monitor setup. He asked users to place several icons in any
arrangement that they chose across a set of three walls and then all the icons were
hidden and replaced with blank rectangles. He then presented them with a series
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of icons out of the collection they placed, and they were asked to locate and click
on the rectangle which represented each in the room environment.
All projection for this system was carried out using the ASPECTA toolkit and a
hemispherical mirror. The system can be seen in Figure 5.6.
Figure 5.6: A photograph of the location recall experiment, courtesy of Cody Ede of the
University of Saskatchewan.
5.2.2.4 UE8 - A Digital Art Display - "Blank Spaces"
Cody Ede from the University of Saskatchewan also developed a projected art
installation which tracks users with a Kinect and, at random intervals, draws
circles arranged in either a Fibonacci spiral or dragon curve next to them. It keeps
on doing this until the threshold number of draw calls have been made, clears the
surface and starts again.
Once again, all projection for this system was carried out using the ASPECTA
toolkit and a hemispherical mirror. An image of the application can be seen in
Figure 5.7.
This research highlights the potential of formulaic line-rendering within ASPECTA.
This would speed up rendering by not requiring an extensive series of line strip
coordinates to be transmitted to the server. The value of this would be especially
prominent in situations where curves are being updated in real-time. Even outside
artistic contexts, the ASPECTA configuration procedure could benefit from this
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Figure 5.7: A photograph of the digital art application, courtesy of Cody Ede of the
University of Saskatchewan.
approach to avoid potential network lag associated with adjustments made to a
surface’s Bezier bounding curves.
5.2.3 Discussion
Some of the most compelling applications of Full Coverage Displays have been
demonstrated by earlier work. Systems with high resolution and full awareness of
the spatial properties of the environment can be used to create novel AR and VR
game scenarios [73], and to turn any surface into a digital surface [114].
However, I believe that a large and compelling design space of applications that
can be implemented with low-resolution full coverage displays is still mostly
unexplored. For example, FCDs can expand the digital space of the work desktop
into the rest of the room to take advantage of spatial memory for digital files.
Similarly, FCDs can leverage the differences in salience of different areas of
the room as perceived by the visual system (e.g. front vs periphery) to signal
the different urgency of various types of notifications and deadlines. FCDs can
provide subtle (calm) hints in the environment about the state of digital systems
(e.g., highlighting your daughter’s picture frame on the desk if you get an e-
mail message from her), and can connect the physical and digital worlds in
meaningful ways, such as enabling search of a physical library through a digital
search interface (similar to [35]). Further, FCDs enable computer-based control
elements in the environment (e.g., dropping a document directly on the printer to
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print it).
I also believe that full-coverage displays provide new ways to glue together multi-
display environments, not only through cursor input such as in [168], but through
relevant visual connections between related objects that are displayed in separate
displays.
5.3 Summary
The wide variety of ASPECTA applications discussed in this chapter emphasises
not only the width of diverse applications which can be created with FCDs in
general, but also the capabilities of ASPECTA to create applications for a variety
of contexts. This chapter demonstrated that ASPECTA, and FCDs in general, can
be used in applications for offices, research, artistic expression and retail and
educational environments. The selection of applications developed externally
made extensive use of the Microsoft Kinect as tracking hardware, showing some
of the many interaction possibilities that tracking offers in FCD environments.
However, one of these possibilities, touch, has a major drawback in projected FCD
environments - direct physical access will lead to shadows on the target surface as
the user approaches, obscuring displayed content. In addition, physical access for
object selection can be inconvenient (e.g. when the user is sitting down at a desk)
or difficult (e.g. when the target is too high or requires reaching over objects in
the room). This brings into question which object selection techniques are most
efficient within FCD environments. The next chapter will aim to discover which
pointing techniques are most suitable in such circumstances.
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With the increasing viability and appeal of wide angle and full-coverage display
environments, it has become more important to evaluate the available interface-
design choices, to ensure that these new types of systems are usable and practical.
One of the key user actions to support in these new environments is digital object
selection and targeting.
Therefore, one of the main goals of my thesis, as stated in my second research
question, was to explore which techniques are most appropriate for pointing
interaction within FCD environments. Mouse input is cheap and convenient
in most cases, but it is important for designers to understand that this does
not necessarily mean that it is the optimal technique for those who are able to
reasonably access more advanced equipment. This chapter describes a study
that I carried out to compare mouse interaction, as proposed in Nacenta et al’s
Perspective Cursor [102] implementation, to ray-casting in FCD environment
situations where the target could be on any of the four surrounding walls or the
ceiling.
Supplementary materials for this chapter such as ethical approval and ethics
forms and questionnaires that were provided to participants can be found in
Appendix D.
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6.1 Technique Selection
I considered four separate pointing techniques for this experiment which could
be appropriate for FCD environments: mouse interaction, ray-casting (laser
pointing), direct touch interaction and radar views (a visual representation of
the environment which the user interacts with instead of directly interacting with
the room).
There are inherent inefficiencies with direct touch approaches in large environ-
ments such as those offered by FCDs. For instance, it is unlikely that the user
will be able to reach all locations in a room from a single location and objects
in the surrounding physical environment, or even the height of the room, may
reduce the accessibility of certain locations. Because of this, physical access may
be time-consuming or unreasonable to expect from the user. In the context of
low-cost FCDs, an additional issue of shadows is prevalent with touch, as front
projection is typically used and therefore the user will cast a shadow on the
surface they are currently interacting with as they approach it. However, higher
cost FCD approaches, such as multiple displays or purpose built rear-projected
environments, would not suffer from this particular issue.
Selection with radar views is also not well suited to FCD environments as, in
most cases, they defeat the purpose of FCDs. The reason for this is that a detailed
miniature representation of the environment could eliminate the need to look
at the rest of the room entirely, thus diluting the benefits of FCDs. Conversely,
a simple representation would require users to constantly shift their attention
between the radars and the walls for reference during interactions to ensure they
are pointing at the correct location.
On the other hand, ray-casting is a particularly interesting alternative technique,
as a common and natural method of pointing at distant objects which users tend
to be familiar with, even outside digital interactions. Mouse interaction is also
suitable for FCD environments due to its ability to facilitate distant interaction, its
familiarity for most computer users, and its low hardware cost. Mouse interaction
does have the drawback that it requires a mousing surface (e.g. a table) which is
consistently accessible when the participant is turning, however there are solutions
to this issue such as the lap tray used in this Chapter and described in Section 6.4.
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6.2 Hypotheses
For my evaluation I devised an experiment to gain a better understanding of
targeting performance in FCD environments when carried out using a mouse com-
pared to a ray-cast pointer. My hypotheses were that a participant’s performance
in a pointing task would:
• Be influenced by target location and not just distance.
I expected that the different muscle groups required for movement in
different directions and, in the case of ray-casting, the need to act against
gravity, would make the selection of a target on the ceiling differ in physical
demand from the side walls. I believed that this would be reflected by
differing target selection performance between targets on the ceiling and
targets, equal in rotational distance from the start point, on the side walls.
• Reveal an interaction between technique and target location demonstrating
that neither technique was conclusively better in all situations.
I suspected that the mouse would be faster than ray-casting on the front
wall due to the fact that it would require much less physical effort, with
comparatively little movement required. However, when using a mouse
the user has to manually maintain control of, and keep track of, the cursor
location at all times throughout the turning motion. Therefore I believed that
ray-casting interactions would be fastest behind the user.
• Be faster overall for ray-casting than for regular mouse interaction.
I believed that, despite the interaction, there would be an overall benefit to
using ray-casting because the relative burden of maintaining mouse control
while turning would be greater than the difference between using each
technique across small angles.
6.3 Experimental Questions
The experiment was designed to test my above hypotheses regarding mouse
interaction vs ray-cast interaction in full coverage displays. More specifically, I
designed the experiment to answer the following research questions:
• Which interaction technique is fastest for pointing, and where?
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• Which technique is fastest for search+homing?
• Which technique is fastest for the combined task and where?
• What are the main spatial asymmetries?
• Which factors predict pointing performance in FCDs?
• What are the differences between techniques in subjective workload ratings?
My findings regarding these questions will be discussed throughout Section 6.7.
6.4 Apparatus and Technique Implementation
The study took place in a CAVE-like five-surface display space (four walls and
the ceiling). This space was purpose-built for full-coverage projection with 2.05
metre by 3.25 metre sides and a 2.2 metre high ceiling. All five projection-
enabled surfaces consisted of off-white material, designed for both front and
rear projection. All walls except for the front one were front-projected from a
single ProjectionDesign F30 projector fitted with a fisheye lens. This projector
made use of two 4,100 lumens lamps projecting at 1920*1200. The reason for using
a fisheye lens projector was that ASPECTA’s hemispherical mirror setup requires
a priority area to be chosen for the highest resolution and brightest image. As full
360◦ projection was required for the experiment, it would have been inappropriate
to prioritise projection visibility and quality in certain areas. This would likely
have affected experimental results.
The remaining front wall was rear-projected using a Sony VPL-FH35, 5,200 lumens
projector also projecting at 1920*1200. The projection mapping for both projectors
was carried out using separate instances of the ASPECTA Toolkit server for each
projector, alongside an updated version of the client library that was modified to
enable multiple server (and therefore projector) support.
For the purposes of the experiment, participants sat on a rotating computer chair
in the middle of the environment, despite the fact that it may be more natural
to imagine use case scenarios where users are sitting at one end of the room at a
desk. This approach was chosen for experimental reasons because it ensured that
varying distances to the walls did not lead to imbalances in the visual (angular)
width of comparable targets between the left and right or front and back walls (e.g.
98
6.4. Apparatus and Technique Implementation
a target on the left wall would be the same angular width as an equivalent target
mirrored onto the right wall).
Head tracking was implemented by requiring participants to wear a pair of over-
ear headphones with a set of IR markers attached to the arch. These markers were
being tracked by 6 OptiTrack S250e cameras situated at the top of the front and
back walls of the room (see Figure 6.1). The cameras were used in conjunction
with OptiTrack’s Tracking Tools software which provided a continuous stream of
head tracking data. Also continuously tracked by the cameras, was a second set of
trackers attached to the remote control of the ProjectionDesign F30 projector. This
remote control was used as the laser pointer for ray-cast tasks. The remote control
and head trackers can be seen in Figure 6.2.
OptiTrack S250e 
IR Cameras
Sony VPL-FH35 
Projector
ProjectionDesign F30 
with Fisheye Lens
Figure 6.1: The layout of the environment in the pointing experiment
Participants used a computer mouse in one of the two interaction conditions, but
the horizontal surface of the ceiling would cause problems due to its naturally
undefined X and Y axes (e.g. there is no concept of "up" on a horizontal surface). To
solve this issue I chose to use an implementation based on Perspective Cursor by
Nacenta et al. [102]. Perspective Cursor proposes a mousing technique where the
cursor movements take place according to the user’s frame of reference. Movement
of the mouse will always be in accordance to the user’s field of view, regardless of
their head position or orientation, and mouse movements are directly translated
to visual angles, not surface distance.
Another issue is that participants could not use a static table as their mousing
surface due to the fact that they were to be able to rotate through 360◦ while
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Figure 6.2: How the IR trackers were attached to the remote control and headphones.
retaining full cursor control. To overcome this issue, participants used a 35.8cm by
27.5cm lap tray as a portable mouse mat. The mouse used was a wireless (again,
to allow freedom to rotate) VicTsing D-16 set to 800 CPI. Cursor acceleration was
disabled and every pixel of movement on the client computer resulted in 0.05◦
of cursor movement within the room environment. This translated to >360◦ of
cursor movement around the room when moving the mouse from one end of the
tray to the other.
I developed software which was capable of creating a basic model of the room
(with regards to wall positions) using the OptiTrack trackers. For each wall in the
room I held an IR marker against it (parallel to the surface) to define the wall’s
plane. I then used the tracked remote control to point at the four corners of the wall
(making use of the control’s inbuilt laser pointer to ensure increased accuracy). The
(x,y,z) intersects from the virtual rays being cast from the remote control through
the calculated wall plane for each corner were then stored to a CSV file as surface
corner coordinates. As the OptiTrack cameras were not directed at the ceiling, and
re-positioning them would invalidate all previous measurements, its plane could
not be defined in the same way. To get around this issue, the top corners of all four
walls were used to estimate the corners of the ceiling.
The same approach of intersecting the planes of the room model with a ray,
cast from the remote control, was used throughout the experiment’s ray-casting
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tasks to ascertain the position of the cursor in the room. I chose not to use the
device’s inbuilt laser, as pointing was reflected by cursor position. In the context
of pointing tasks, the Heisenberg Effect [21] (HE) refers to an inadvertent motion
(which reduces targeting accuracy) caused by the physical act of clicking when
pointing at a target. To prevent this potential confound affecting the results of my
study I took a bi-manual approach to ray-casting where participants targeted with
their dominant hand, but carried out clicking actions through the left button of
the computer mouse held in the non-dominant hand. This was separate from the
lap tray as pictured in Figure 6.3. In real-world scenarios this may not be how
developers implement selection during ray-casting (for instance a button could
exist on the pointer itself or a gesture could be used). However, avoiding the HE
allowed subsequent noise to be removed which would vary depending on an
individual user’s clicking force and steadiness-of-hand. Results in this chapter
are therefore tied to targeting time, and do not account for HE-related clicking
inefficiencies which occur with certain ray-casting approaches and are outside the
focus of this thesis.
Figure 6.3: How participants held the mouse for clicking during the ray-cast technique.
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6.5 Participants
I recruited 24 right-handed participants (12 female, 12 male, 19 to 34 in age with
a mean age of 25.8) from the University of St Andrews through a newsletter,
department-wide email and word of mouth. The analysis excluded the data of an
additional three participants; one who felt unwell during the process, one because
of experimenter error in setting up the trials and the last one who did not know
how to operate a computer mouse. This last case will be covered in more detail in
Section 6.8.
6.6 Tasks and Procedure
When designing the tasks for this experiment I chose to take two separate, but
common, pointing scenarios into account: those where the participant knows the
location of the target in advance and therefore only needs to carry out targeting;
and those where the location of the target is not known and the participant has
to search and target simultaneously. The experiment therefore consisted of two
phases illustrated in Figure 6.4. In the first phase participants performed what I
will call the separate task, which consists of two "separate" subtasks, search+homing
and targeting, one after another. A stimulus (a graphical icon from a set of 102
curated black and white icons) appeared in the centre of the front wall, in front of
the participant (the start location). After clicking on the stimulus, the participants
had to find that same stimulus elsewhere in the room, in one of 20 possible
locations (participants were not informed of this limit) distributed over the five
projected surfaces and among a set of 31 additional distractors (8 icons for the long
walls and ceiling and 4 for the front and back walls with one icon being the target,
not a distractor). When the participant found the location of the stimulus, they
had to click the initial stimulus at the start location (the “homing” part), which
completed the search+homing subtask and started the targeting subtask. The final
step was then to click on the location of the previously found room location of
the stimulus, concluding the targeting subtask. For each trial of each subtask I
measured completion time and recorded traces of the cursor movement on the
space.
The second phase started after the participant had completed all the repetitions
for all target locations of the separate task for a given condition. In the second
phase participants performed an identical task except that the two subtasks were
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Separate
Task
Combined
Task
1.
The participant clicks 
start location (front 
wall) to begin the 
task.
2. 
The stimulus icon 
appears at the start 
location. Distractors 
appear.
3. 
The participant finds 
the matching icon in 
the environment
4. 
The participant clicks 
again on the start 
location.
5. 
The participant turns 
back to target and 
clicks on it.
4. 
The participant clicks 
on the target icon
1.
The participant clicks 
start location (front 
wall) to begin the 
task.
2. 
The stimulus icon 
appears at the start 
location. Distractors 
appear.
3. 
The participant finds 
the matching icon in 
the environment
Figure 6.4: Sequence of actions required for the separate task (left column) and combined
Task (right column). The procedures are identical for both mouse and ray-cast interaction.
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performed simultaneously (i.e., in the combined task there was no requirement to
finish searching before starting to point).
The targeting subtask of the separate task represents the situations in which users
target to a location known in advance (e.g., because they have done it before). The
combined subtask represents situations in which users do not know yet where the
target is (e.g., because it is the first time that they want to reach that target, or
the target has moved). I added the search+homing subtask for experimental design
reasons, not because I expected searching to be different across techniques (in
principle, search processes are independent of input). Specifically, I wanted to
preserve the symmetry between the separate and the combined tasks in the two
phases so that I could observe if parallelism was taking place in the combined task.
Moreover, in the second part of the separate task the participants had to be informed
of the location of the target in advance of each targeting action anyway. Therefore
I decided to keep search+homing as a subtask for which I collected measures. The
sum of the search+homing and targeting subtask times accounts for the full duration
of the separate subtask.
The location of targets was different for every trial to preclude memory effects.
Clicks which missed the target did not move the experiment forward, forcing
the participant to complete a successful task for every target location, under all
conditions. I chose to include distractors to help simulate a room environment
where it is unlikely that the surrounding environment would be empty except for
the object being sought (a full-coverage display will likely be used for multiple
applications simultaneously, and physical objects in the room may also cause
some level of distraction). Additionally, search-only tasks without distractors are a
specific instance of search that might not take place that often in real environments.
Therefore I chose a task with a moderate number of distractors as a reasonable
initial measuring point. Targets, stimulus and distractors were all squares with
14.3cm sides. I chose this size to balance the need to place many of these objects
in different positions in a grid within the room with the needs to make the target
icons recognizable and not too small as to incite non-linear pointing effects due to
tremor and other phenomena.
The experiment started with the participants providing written consent. In a
demonstration phase, I showed the participants how to complete 20 tasks, five
in each of the combinations of task type (Separate, Combined) and technique
(Ray-cast, Mouse). Participants then performed the same tasks on their own as
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training.
The core of the experiment consisted of 60 trials (3 repetitions on each possible
target) of the separate task for each of the two pointing techniques, and then an
additional 60 trials of the combined task for each pointing technique, for a total of
240 trials. The order of the techniques was counterbalanced across participants.
After each block of 60 trials, participants filled in a NASA TLX questionnaire (see
Appendix D) about perceived workload.
6.7 Results
6.7.1 Analysis Conventions
Analysis of the collected experimental data is based on ANOVA analyses and
regression analyses for quantitative scale data and Wilcoxon’s signed-rank non-
parametric test for the ordinal subjective responses of the NASA TLX question-
naires. ANOVA tests that did not comply with the sphericity assumptions were
adjusted with a Greenhouse-Geisser correction. This shows up as non-integer
degrees of freedom in reports of the F values. Time measurements are log-
transformed before each ANOVA analysis to comply with normality assumptions.
Multiple repetitions per cell per participant were aggregated using the median.
Charts show averages across participants of the median completion times for a
given technique-location combination.
In most of the analyses below I use the target location factor. This factor provides a
unique identity to every possible location of a target (i.e., 20 different identifiers),
which therefore includes information about both the target’s coordinates within
the wall and the wall identity. However, in cases where I want to compare
performance across walls, this information is separated into a wall factor and a
target coordinate factor.
6.7.2 Which Technique is Fastest for Targeting, and Where?
To answer this question I carried out a factorial RM-ANOVA on the log-
transformed completion time of the targeting subtask, with target position and
technique as main factors. I found a main effect of pointing technique (F1,23 = 11.69,
p < 0.003,η2 = 0.055) and, as expected, of target location (F6.82,156.78 = 238.33,
p< 0.001, η2 = 0.787). On average ray-cast took 13.67% less time (µray = 2.185s<
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µmouse = 2.531s). Fig 6.5.B shows average targeting times by target angle, surface,
and technique.
Wall F(1,23) p η2 Faster Technique
Front 1.45 0.24 0.01 Mouse
Left 0.97 0.34 0.01 Ray-Cast
Right 8.58 <0.01 0.07 Ray-Cast
Back 91.25 <0.001 0.03 Ray Cast
Ceiling 4.41 <0.05 0.03 Ray-Cast
Table 6.1: Fastest technique per wall for the targeting subtask.
Because the interaction between pointing technique and target location was
significant (F19,437 = 10.82, p< 0.001, η2 = 0.124), I further explored which targets
were more easily reached with the different techniques. Figure 6.6 suggests that
targets in the front wall or at short angles from it show an advantage for mouse,
whereas locations behind the participant are much more favorable for ray-cast.
Further post-hoc analyses per wall reveal that ray-casting was significantly faster
on the right, back and ceiling surfaces, while the advantage of mouse in the front
wall is non-significant (details of the analysis are in Table 6.1).
6.7.3 Which Technique is Fastest for Search+Homing?
For this analysis I analysed the completion time data from the search+homing
subtask. I ran a factorial RM-ANOVA with target location and pointing technique
as main factors. As expected, there is a main effect of target location on search
time (F7.56,173.81 = 172.39, p < 0.001, η2 = 0.793), as well as a main effect of
technique (F1,23 = 37.37, p< 0.001, η2 = 0.081); the interaction was also significant
(F8.09,186.01 = 7.32, p< 0.001, η2 = 0.092). Figures 6.5.A shows that search+homing
times are generally larger for ray-cast (mouse times were on average 19.42% shorter
across all targets).
Although it might seem surprising that the interaction technique had an effect
on a search task, this can be explained as a consequence of the task design which
is, nevertheless, relevant for the design of Full-Coverage Display interfaces. The
search+homing subtask required participants to click on the start point (where the
item to find was displayed), find the object visually, and then click back on the
original location (homing). Participants were able to look around without moving
the cursor when they were using the mouse. This is, however, not possible with
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Figure 6.5: Mean completion times, per surface (shape) and technique (colour) of the tasks:
A) search+homing subtask, B) targeting subtask, C) arithmetic addition of A and B, D)
combined task.
the ray-cast technique because the directional pointer cannot be ‘parked’ as the
mouse can. The pointer in the participant’s hand naturally moves around when
they move their head and/or body to search for an item around them, forcing
them to re-target the original position after having found the target, and resulting
in longer recorded times.
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Figure 6.6: Interaction technique advantage for targeting per target. Targets that appear
more orange had shorter average completion times with mouse, those that appear more
purple were shorter with ray-cast. White targets are approximately equally fast to target
with both techniques.
6.7.4 Which Technique is Fastest for the Combined Task and
Where?
A factorial repeated-measures ANOVA of completion time of the combined task
(simultaneous searching and targeting) shows a main effect of target location
(F6.08,139.93 = 231.79, p< 0.001, η2 = 0.837), and technique (F1,23 = 28.91, p< 0.001,
η2 = 0.044), as well as a significant interaction between the two (F19,437 = 5.53,
p< 0.001, η2 = 0.07). In the combined task the ray-cast technique had a general
advantage (16.52% less time on average). Figure 6.7 shows that ray-cast is generally
faster for angles larger than 50◦ (locations not on the front wall). Figure 6.5.D
shows that ray-cast is faster for most locations except those in the front wall. The
per wall post-hoc analysis shows statistically significant advantage of mouse for
front wall interaction (F1,23 = 7.07, p< 0.05, η2 = 0.03) and for ray-cast on all other
surfaces (Table 6.2).
A visual comparison of completion times of the combined task (Fig. 6.5.D) and the
sum of the search+homing and targeting tasks (Fig. 6.5.C) reveals a key finding.
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Figure 6.7: Interaction technique advantage for the combined task per target. See also
caption of Figure 2.
Wall F(1,23) p η2 Faster Technique
Front 7.07 <0.05 0.03 Mouse
Left 15.3 <0.001 0.07 Ray-Cast
Right 7 <0.05 0.03 Ray-Cast
Back 34.72 <0.001 0.22 Ray-Cast
Ceiling 5.24 <0.05 0.03 Ray-Cast
Table 6.2: Fastest technique per wall for the combined task.
Although overall the mouse is faster if one considers the simple algebraic addition
of search+homing and targeting times (F1,23 = 13.15, p< 0.05, η2 = 0.03, µmouse =
6.78, µray−cast = 7.46 — mouse 9.1% faster), the combined task times show the
opposite (F1,23 = 28.91, p< 0.001, η2 = 0.044, µmouse = 5.96, µray−cast = 5.12 — ray-
cast 16.52% faster). The best explanation for this inversion is that the ray-cast
technique supports better simultaneous execution of the searching and targeting
subtasks.
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6.7.5 What are the Spatial Asymmetries?
There are several spatial asymmetries of note in the data shown above, including
left-right and ceiling effects.
6.7.5.1 Left-Right Asymmetries
A close examination of Figure 6.5.B shows that average mouse targeting times for
targets on the right surface are larger than their counterparts on the left surface.
To corroborate this I ran a RM-ANOVA of targeting time with target coordinate,
wall and technique as main factors with only the data of the left and right walls.
The analysis shows a main effect of wall (F1,23 = 12.65, p < 0.005, η2 = 0.043)
with targeting times on the left wall 7.39% shorter on average than on the right
wall. An even stronger left-right asymmetry effect exists for the search+homing
subtask (F1,23 = 51.23, p< 0.001, η2p = 0.289, µle f t = 3.76 s, µright = 5.88 s —the left
wall times are 56.38% shorter) and the combined task (F1,23 = 17.11, p < 0.001,
η2 = 0.186, µle f t = 4.75 s, µright = 6.29 s—left wall times 32.42% shorter). However,
I noticed a posteriori that these tasks might have been affected by a confound
of the experimental setting, where the brightness (and therefore the saliency) of
elements projected on the right wall was noticeably lower. Although this obscures
possible findings about the left-right asymmetry of the search+homing task and
the combined task, it illustrates the effect that the change of the visual appearance
could have on FCD tasks. Nevertheless the effect of laterality and brightness in
searching and targeting subtasks will require further study. I believe that it is
unlikely that the brightness confound would have had an effect on the targeting
time measures because during the targeting subtask participants already knew
the target location.
6.7.5.2 Ceiling Asymmetry
Although targets on the ceiling are at similar angles to their left wall counterparts,
they generally were harder to search for (µceiling = 5.96 s, µle f t = 3.76 s), target
(µceiling = 2.75 s, µle f t = 2.23 s) and search and target combined (µceiling = 7.29
s, µle f t = 4.75 s). This is confirmed by three RM-ANOVAs, one per task, which
compare only the data for ceiling and left wall targets, and all showed a main effect
of the target’s wall (Search+homing: F1,23 = 81.22, p < 0.001, η2 = 0.434, Target:
F1,23 = 26.55, p< 0.001, η2 = 0.17, Combined: F1,23 = 58.93, p< 0.001, η2 = 0.448).
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6.7.6 Which Factors Predict Targeting Performance in FCDs?
FCDs are different from large displays in that they have very visible boundaries
between projectable surfaces. FCDs are also different from most MDEs in that the
displayable surface covers a much wider range of the user’s visual field, including
the ceiling, and projectable surfaces can be at more pronounced angles. Finally,
immersive environments (e.g., VR CAVEs) also span a large portion of the visual
field, but they are designed to minimize the visibility of boundaries and provide
the illusion that the user is surrounded by a uniform environment. The following
analysis addresses the question of which factors (and in which form) to include
in models that describe pointing time in FCD environments. This question is
also related to previous modelling efforts for large-display pointing that have
considered using angles instead of linear dimensions [76, 79].
I use the Shannon-Welford formulation of Fitts’s law (MT = a+b1 · log2(A+W )−
b2 · log2(W ), where A represents the distance from the start point to the target and
W represents the width of the target) [140] because it has been found to provide
significantly better fits and, as shown by Shoemaker et al., it subsumes Kopper
et al.’s exponentially adjusted formulation. Note that I average all participant’s
movement times for each possible target and technique, as it is customary in most
targeting modelling papers.
I modelled the position of the target in two different ways: one in which distance
and width are measured linearly along the surface of the room, and one where I
use subtended angles of distance and width, calculated from the point of view of
the participant for each target. The model accounts for participant height and shifts
in the participant’s position, although I asked and checked that the participants
stayed roughly in the same position in the middle of the room throughout the
experiment. To differentiate between angular and linear (surface) models, I use
Greek letters for angular models. I also consider whether including information
in the model about the wall location would improve the fit of the models, which
would also serve as confirmation of the effects of pointing time on wall location
(Left-right Asymmetry and Ceiling Asymmetry sections above).
Figure 6.8 shows the detail of how I calculated A and W and their angular
counterparts (α and ω) in my set up, with A = D− (W/2) and α = δ − (ω/2).
Surface distances across walls follow the shortest path on the surface, as if the
walls were unfolded flat.
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Figure 6.8: The surface (top row) and angular (bottom row) measures used to calculate
the indexes of difficulty. The icon that the user faces is the original starting point, with the
target icon on their left.
The results are summarized in Figure 6.9 and in Table 6.3. The analysis shows
several interesting trends. First, the models generally explain more of performance
variability for ray-cast than for mouse. Second, my models using angular measures
always fit better than their linear (surface) counterparts. This corroborates results
in previous literature [76, 79]. Finally, information about which wall the target is
on always adds information, which further supports the results from the targeting
performance prediction Section above.
The models that include wall information will naturally accommodate a larger
portion of the variance just because they have additional parameters. To compen-
sate for this I calculated Akaike Information Criterion [4] values for each model,
which are displayed in table 6.3. The best models for both datasets are always
the angular models that include wall information (lowest AICs). Note that AIC
absolute values are dependent on the specific data and generally not meaningful,
it is the comparison of AICs within the same dataset that provides information
about which model to select.
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Figure 6.9: R2 values for mouse (orange) vs ray-cast (purple). Dashed lines correspond to
models that include the wall information.
Pointing
Technique
Model 
Type
Walls 
Included
Intersect 
(a)
Slope 1 
(b1)
Slope 2 
(b2)
AIC R2
Mouse Surface No 1.6103 0.8233 N/A 33.67 78.235
Mouse Surface Yes 1.1417 1.4670 N/A 27.3 90.713
Mouse Angle No -0.84662 0.79391 0.67180 25.53 86.893
Mouse Angle Yes 1.8221 0.6464 1.0981 11.92 95.551
Ray-Cast Surface No 1.56184 0.52536 N/A 6.85 84.838
Ray-Cast Surface Yes 2.1342 0.3639 N/A -3.94 94.656
Ray-Cast Angle No -1.79539 0.48435 -0.35255 -4.21 92.1083
Ray-Cast Angle Yes -0.4121 0.3999 -0.1265 -5.67 95.07
Table 6.3: The results of the regression modelling analysis. Slope 2 is N/A for some
models because the linear width of the targets did not change.
6.7.7 What are the Differences between Techniques in
Subjective Workloads?
The results of the 10-point Likert scale NASA TLX ratings are shown in Tables 6.4
and 6.5 for the separate and combined tasks respectively. The Wilcoxon signed-
rank tests found statistically significant differences in mental workload (ray-cast
better), physical load (mouse better), performance (mouse better), effort (ray-cast
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Separate 0 1 2 3 4 5 6 7 8 9 10 μ Mdn p P<0.05 r 
Mental M 0 4 6 3 6 2 1 0 2 0 0 3.38 3 
0.04 ✔ -0.3 
Mental R 0 7 7 3 1 1 2 2 1 0 0 3.04 2 
Physical M 3 1 3 6 2 3 3 1 1 1 0 3.75 3 
0.02 ✔ -0.34 
Physical R 1 2 6 4 3 0 5 2 0 1 0 3.79 3 
Temporal M 4 3 5 4 4 1 3 0 0 0 0 2.67 2.5 
0.7 ✘ -0.06 
Temporal R 2 3 8 2 2 6 1 0 0 0 0 2.88 2 
Perform. M 1 9 5 3 3 1 2 0 0 0 0 2.38 2 
0.045 ✔ -0.29 
Perform. R 2 7 7 1 5 1 0 0 0 1 0 2.42 2 
Effort M 0 2 4 4 3 4 2 4 1 0 0 4.25 4 
0.03 ✔ -0.32 
Effort R 1 4 3 4 5 3 1 3 0 0 0 3.5 3.5 
Frust. M 2 4 7 0 5 3 1 0 2 0 0 3.13 2 
0.01 ✔ -0.38 
Frust. R 4 6 7 2 1 3 1 0 0 0 0 2.13 2 
 
Table 6.4: NASA TLX rating frequencies, averages, medians and statistical tests for the
separate task. Low values are better (e.g., lower mental load). M=Mouse, R=Ray-cast.
Combined 0 1 2 3 4 5 6 7 8 9 10 μ Mdn p P<0.05 r 
Mental M 0 5 7 3 3 3 1 1 0 1 0 3.21 2.5 
0.4 ✘ -0.12 
Mental R 2 8 4 4 2 0 4 0 0 0 0 2.5 2 
Physical M 2 1 5 3 1 3 6 2 1 0 0 4.04 4.5 
0.75 ✘ -0.05 
Physical R 2 5 4 3 3 4 3 0 0 0 0 3 3 
Temporal M 3 6 3 3 2 4 1 1 1 0 0 2.92 2.5 
0.38 ✘ -0.13 
Temporal R 6 5 3 2 1 2 3 1 1 0 0 2.67 2 
Perform. M 4 6 5 0 3 1 3 2 0 0 0 2.71 2 
0.77 ✘ -0.04 
Perform. R 4 9 5 3 2 0 0 0 0 0 1 1.92 1 
Effort M 0 4 4 3 3 3 3 2 2 0 0 4 4 
0.11 ✘ -0.23 
Effort R 0 8 3 4 3 2 3 1 0 0 0 3.04 3 
Frust. M 4 5 1 4 4 2 2 0 1 1 0 3.08 3 
0.05 ✘ -0.28 
Frust. R 5 7 4 4 2 1 1 0 0 0 0 1.92 1.5 
 
Table 6.5: NASA TLX rating frequencies, averages, medians and statistical tests for the
combined task. Low values are better (e.g., lower mental load). M=Mouse, R=Ray-cast.
better), and frustration (ray-cast better) in the separate tasks. The same analysis for
the combined task did not yield any significant differences, which suggests that
participants were not able to consistently judge differences between techniques
when they carried out searching and targeting simultaneously.
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6.7.8 Experiment and Procedure Checks
A post-hoc analysis was carried out with the cursor traces to identify clutching
behaviour (identified as a short pause in movement preceded and succeeded by an
impulse, tested at various different levels of pause duration and impulse velocity).
Very little clutching was identified during the experiments, with an approximate
conservative upper bound of ten clutching gestures for the participant with the
most clutches (out of 120 trials). I also ran an ANOVA with technique order and
target location as main factors, which did not show any significant effect of order
for ray-casting (F1,22 = 3.12, p > 0.05, η2 = 0.05) or mouse (F1,22 = 0.43, p > 0.05,
η2 = 0.006).
6.8 Discussion
My investigation provided five main findings:
• Overall, ray-casting was significantly faster than the mouse (13% faster times
on average) for pointing tasks.
• There was substantial variation by target location: the mouse was fastest for
front wall tasks (6.5% and 7.3% shorter times on average for the targeting
and combined tasks respectively) while ray-cast was fastest for all other
tested surfaces (12.4% and 16% on average across all surfaces for targeting
and combined tasks respectively). The mouse advantage in the front wall is
only significant for the combined task;
• Surprisingly, the mouse was faster for tasks that required finding and
targeting sequentially;
• Performance for targets on the ceiling was different from the other walls,
with different specific locations being better or worse for the two techniques;
• Models with angular distances that incorporate the target’s wall information
fit the data best for both techniques.
As described in earlier sections, these results demonstrate specific ways in which
the affordances and capabilities of the two interaction techniques (ray-cast and
mouse) fit to the constraints of the full-coverage display. There are two overall
principles that can summarize these earlier interpretations. First, as the user
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changes their relative orientation to the room (e.g., by turning around), ray-cast
begins to dominate because it shares the user’s reference frame (and so is always
in the right place to start a pointing action). I believe that inefficiencies of keeping
track of a mouse-controlled cursor while turning outweigh the mouse’s benefits
over ray-casting within shorter angles. This leads to the overall time advantage of
the ray-casting technique found accross the room as a whole. The second principle
is that, when the user must work with both the start location and a target location,
the mouse’s room-centric reference frame (rather than body-centric) becomes an
advantage, as the mouse cursor can be ‘parked’ at the start point even as the
user turns around. In the experimental results this led to the unexpected benefit
of mouse interaction when finding and targeting were carried out sequentially.
Participants were required to return to the original location and click on it once
they had found the target. With the mouse technique the cursor could remain
‘parked’ at the start location during the searching task, meaning that participants
were not required to re-target. Some even chose to click the start location and
move the cursor to the target location without turning back to the start location at
all.
In the following sections, I will discuss how these basic differences provide the
basis for new information about designing full-coverage environments and new
information about targeting in surrounding spaces. I will also discuss limitations
to my study, and opportunities for further research.
6.8.1 Implications for Design
There are several lessons that designers of multi-display or full to wide coverage
environments can take from this experiment. This study clearly indicates that
there are differences between interaction techniques depending on the coverage
of the display. This means that if the environment covers mostly the space in
front of the user (e.g., systems that project around one display, such as Baudisch’s
Focus+Context system [13] or IllumiRoom [74]), then mouse-based interaction
is likely to be the fastest and most precise technique. If the whole space around
the user is to be used, however, then the large differences in pointing times and
perceived effort between ray-casting and mousing (and the decided advantage for
ray-casting to targets behind the user) could make a big difference in the usability
of the system. However, parking may still give the mouse an advantage on the
back wall if specific interactions may be common. For instance, if the user is
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seeking a destination before starting to drag an item towards it, parking prevents
them from being required to return to the origin before dragging. In full-coverage
settings, it could be best to provide the user with both types of pointing: for
example, the user would work with the mouse when manipulating objects on the
front wall, but could pick up a ray-cast device when retrieving items from behind
them. Since switching between devices could be a burden, it would be ideal if the
environment did not need to include two separate devices. Ray-casting could be
accomplished using the mouse itself (assuming it is wireless and can sense 6DoF
movement) – mousing when placed on a surface, but ray-casting when held up
in the air. If vision-based sensing is used, then it may be possible for the user
to simply use their own finger to accomplish ray-casting (assuming an effective
trigger mechanism can be implemented).
In addition, the degree of mobility in the environment can influence the choice
of input device. If there is no real "front" to the space, and users move around to
work with content throughout the room, a ray-cast device may be a better choice,
both because it does not require a horizontal surface and because it performs
better when the user must change their orientation frequently. Some multi-display
environments provide specific pointing devices for use with particular surfaces
or displays (e.g., a mouse linked to a high-resolution display), and this could be
another way to achieve a hybrid approach.
In the case of combined searching / pointing tasks, the ability of the mouse to
be ’parked’ at the start location can also be valuable - but these kinds of tasks are
likely to make up only a small percentage of the overall manipulations that are
carried out, and there are also other ways to complete these kinds of manipulations
(e.g., acquiring the start object and ’taking it with you’ as the user searches for the
destination object).
Finally, the ceiling is a potentially useful place to put elements of a digital interface,
especially because in most everyday environments the ceiling is one of the only
surfaces that has no real-world objects on it, and therefore offers a large potential
work space. There are limitations to this opportunity, however — my study results
suggest that the ceiling should be avoided for elements that require frequent
interaction, since I found that pointing here is generally slower and more awkward.
In addition, users may need to get used to looking for objects on the ceiling; even
though my study participants knew that some objects could appear in the ceiling,
they tended to look there last, leading to higher search+homing times. The most
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useful region of the ceiling appears to be the area right above the main focus area
(assuming that the room has one); this area was almost as good as the prime real
estate just in front of the users for pointing (although not for search+homing).
6.8.2 Implications for Targeting
There are also several findings from the study that add to the general understand-
ing of targeting in large everyday spaces. The study corroborated the importance
of angle in modeling performance, but also raised several other issues that have
not been considered in detail before.
First, the difference in performance for different target directions should be
considered further — I found differences both between left and right, and between
horizontal and upwards movement. Although previous work has also shown
directional differences (e.g., [19, 158]), most studies have looked only at small arm
and hand movements, rather than targets that also require reorientation of the
body. I recognize the potential confound of the difference in brightness between
the left and right side of my experimental setting, so these results must be followed
up in further studies. The novelty of pointing to the ceiling is also an interesting
topic for further study — it may be that once people become used to storing digital
objects on the ceiling, pointing performance with this surface becomes similar to
the other walls in the room.
Second, my results suggest that pointing performance can also be considered in
light of the previous and subsequent actions that the user carries out. In my study,
the performance of the different techniques was affected by the search+homing
step in the task, because the mouse’s reference frame allowed search to be
decoupled from pointing (i.e., by parking the mouse at the start point). Previous
work has considered chained interaction tasks, but the larger scale of full-coverage
displays and the need to make large changes in bodily orientation presents a new
context for these explorations.
Third, I am not aware of previous research discussing the benefits of what I have
termed "parking" with regards to techniques that allow for decoupling targeting
actions from body movements. This is a benefit to interactions that require seeking
and targeting to be carried out separately, and has performance implications on
not only mouse interactions, but also any technique where body motion can be
decoupled from targeting.
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Fourth, I did not explicitly investigate the development of spatial memory for
targets to the side or behind the user, and my models of pointing will likely need
additional changes to accommodate targeting actions to well-known targets. Once
a user develops strong spatial memory for target locations, it will be of interest
to study how their initial ballistic impulses may involve pointing to locations
outside the field of view, and movements that involve changes in body orientation.
Although previous work has shown that arbitrary targets around the user can be
remembered and pointed to quickly [126], there is little work to model the details
of these pointing actions.
Fifth, my modeling exploration suggests that models based on angular measures
of target position are superior for pointing around the user than measures based
on surface distance. This had been shown before for large displays [79, 76] but not
for pointing in FCDs. Since I found asymmetries in performance between different
walls it also makes sense that using information about target wall locations in new
models will provide additional predictive power.
6.8.3 Implications for HCI
As mentioned previously, I found that one of the participants did not know how
to use a computer mouse and therefore I was forced to exclude their data from
the results. Initially this seemed very surprising as it is an interaction technique
that many would assume every regular computer user has used countless times
in their life. However, upon further consideration it is clear that this should no
longer be assumed to be the case and is, in fact, unsurprising. Many people these
days grow up interacting with laptop computers and, unlike desktop computers,
these include inbuilt touchpads, therefore removing the need to ever connect a
mouse (or other separate pointing device). In addition, for many people their
main interaction with computers may be touch-based due to the prevalence of
smartphones, tablets and even smart watches. This change in our habits regarding
computer interaction and my experience demonstrates that future researchers
and interface designers would benefit from not assuming mouse-proficiency. As
time progresses, an increasing number of people may not understand how to
interact with new systems if we unquestioningly continue to rely on old interaction
techniques.
This lesson could even be of benefit to a future iteration of the ASPECTA
configuration program which currently expects mouse interaction. Although
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a touchpad enables simulated mouse interaction it would not necessarily have the
ability to middle click or rotate the scroll wheel and this could potentially cause
interaction issues.
6.8.4 Some Ergonomic Considerations
There are also several ergonomic issues that need to be considered when designing
interaction in FCDs. Although the main focus of my study was not ergonomics,
my experience running this experiment provided some useful information. The
mouse was considered less physically demanding in my experimental setup (with
a lap tray) for the separate task. Previous research has suggested that laser pointers
can lead to fatigue [105, 102]; holding a pointer requires more constant effort than
holding a mouse that rests on a horizontal surface. Although holding a lap tray
might not be practical in many scenarios, I think this is an unexplored option that
could work well in some situations (e.g., a control room where people sit in rolling
chairs). Finally, I do not know whether neck strain will limit usage of the ceiling
as a display, especially in areas directly above the user. This, combined with the
awkwardness of pointing in these areas which my study highlighted, suggests
that such locations should be used less frequently or avoided altogether.
6.8.5 Limitations and Future Work
There are numerous opportunities for further investigations of pointing and
targeting in full-coverage environments, some of which arise from limitations
in my study. First, my experimental setting did not project onto the floor, and it
would be interesting to see if objects below the user lead to similar performance as
objects on the ceiling. Second, my setting had a brightness difference between the
left and right walls, and it will be important to identify whether my directional
results have any interaction with brightness — particularly since brightness is an
overall concern for large-scale projected environments. Third, the organisation
and distribution of targets in my tasks was relatively uniform, and may not match
the way that users arrange items in real-world scenarios. In addition, my setting
had blank walls, and so did not examine how the presence of physical objects in
the room could change targeting — for example, it may be that it is harder to find
or point to projected objects that are among physical objects such as bookshelves
or cabinets. Fourth, my setup with the mouse involved a rotating chair and a
lap board that allowed free movement of the mouse to all regions of the room
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without clutching; in real-world environments, mouse input may be much more
constrained (e.g., to existing horizontal surfaces) which would likely further reduce
the performance of the mouse to targets at large angles. Fifth, my experiment only
included right-handed participants. It would be useful to replicate the study with
right-handed and left-handed participants to pinpoint whether handedness is the
main source of the asymmetry.
Finally, I designed the experimental procedure so that participants always did the
separate tasks before the combined tasks (instead of balancing the order). I believe
it is unlikely that this could have altered the results, but I cannot completely rule
it out. Researchers who want to replicate this study or consider similar designs
should, however, take into account that it may be harder to get participants to do
a separate task if they are already used to the combined task. This could introduce
measurement artifacts.
6.9 Summary
In this chapter I described a study that I carried out to explore the effects of two
relevant pointing techniques in targeting tasks around the room and the ceiling. I
found that the mouse-based technique provides the fastest targeting interaction
when the targets do not require the participant to turn around, but the ray-casting
technique is superior for targets at larger angles. Additionally, I discovered that
the mouse technique has the advantage of enabling the cursor to be "parked" while
the user looks elsewhere, and that the ray-casting technique enables better overlap
of searching and targeting tasks when the user needs to find an object of interest
in the room.
My findings can help inform designers as they choose interaction techniques
that best suit the intended environment, and subsequently support the success of
interfaces that take advantage of the FCDs for digital and augmented information
in our future work and home spaces. This contributes to my thesis’ wider goal to
make FCDs more feasible for the development of non-immersive applications.
The experiment discussed in this chapter focused on two potential circumstances:
the user has to manually find the target with no guidance; or the target location
is known in advance. It does not directly explore situations where the system
provides any degree of guidance towards the target. Inclusion of this condition
would have been inappropriate, as the efficiency of the guidance technique itself,
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and any potential interactions with the pointing techniques, would affect the
results. It does however raise the question of how attention can be efficiently
guided towards a target in FCDs. Therefore, the following chapter will aim to
answer this question by presenting and evaluating a selection of diverse techniques
specifically designed for FCD environments.
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The results from my previous experiment highlighted the fact that searching for
a target in a full room environment can be a time-consuming process, especially
when the target is surrounded by many distractors. In addition, in that study the
sole task was to search for the targets, and I did not consider situations where the
user was preoccupied with another task, and therefore had to switch their mental
focus once the searching task began.
To answer my research question of how best to redirect a user’s attention to
out-of-view targets in FCD environments (guide it from an initial focus point to
another), and simultaneously address the above points, I built a design space for
attention redirection techniques in FCD environments, and used that to devise
new techniques. In this chapter, I present the design space and techniques that
were created along with an empirical study that I devised and implemented to
evaluate each technique. This evaluation was not just concerned with performance,
but also subjective opinion. The study included a separate activity task which
the participants took part in when they were not actively working on the main
experimental task. This was intended to emulate situations where the searching
activity does not have the participant’s full attention due to preoccupation. This
contributes further to my thesis’ goal to make FCDs more feasible for non-
immersive applications.
Supplementary materials for this chapter such as ethical approval and ethics forms
and questionnaires that were provided to participants can be found in Appendix G.
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7.1 Hypotheses
My hypotheses were that a participant’s performance in the searching tasks would:
• Be fastest when they were led all the way to the target location rather than
only to the correct surface.
• Be slow when using the a map to indicate the location of the target.
• Be slowest for targets on the ceiling (as found for physical targeting in the
previous study)
7.2 Spatial Notification Framework
There are multiple stages to the process of redirecting attention, and several
ways in which a user’s attention could be guided to a spatial target. This section
provides a decomposition of the process and the information needed by users as
well as a general description of dimensions in the design space that can be used to
facilitate the task.
7.2.1 Attention Redirection Task Decomposition
Attention redirection becomes important when a system needs to notify a user
of something outside their current area of regard (e.g., when new information
appears in a window). In a small display environment, such as when using a
monitor, this will often require drawing the user’s attention to a window that
is currently minimized or has others stacked on top of it. However, in FCD
environments, the object may simply be outside the user’s current field of view.
There are 4 stages to an attention redirection task:
1. Pre-notification: the user is focused on another activity.
2. Notification: the user is notified of potentially important information.
3. Attention redirection: the user changes their focus of attention to the new
information (usually having to change their gaze, head or body pose).
4. Post-notification: the user consumes the new information, and may, or may
not, return to the previous task.
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There are three key elements of information that the system has to convey to the
user (not necessarily in this order):
• The availability of new information.
• A representation of the content at some level of abstraction.
• The location of the new information in the environment (when the informa-
tion is out of view).
The first of these, the notification itself, has received extensive attention; I have
reviewed this work in Chapter 2. The second, a summary of the content, may
allow the user to decide whether the information is relevant or not. The third,
a location, indicates how the user can find and access the new information; this
element can vary in complexity and form depending on the type of environment
and system output available. In this chapter I am mainly focusing on the third
element, because this is where the challenge lies in FCD, and similar, environments.
I will also focus on visual techniques, because they are the most relevant ones in
the design of UIs and allow for high information density.
In order to provide spatial notifications, the system has to be aware of the three
elements above. Additionally, it might benefit from information about the user’s
current focus of attention. This is currently possible with different degrees of
accuracy through gaze trackers (e.g. COGAIN [12]), body and/or head trackers
(e.g., Kinect-like sensors [101]), or through inference based on the input activity of
the user (e.g., which windows are being used).
7.2.2 Design Space
I have identified a comprehensive selection of seven main considerations in
the design of attention redirection techniques: modality, direction type, initial
precision, final precision, adaptivity, size/amplitude, and placement. Before I
describe the main dimensions of the space, I will highlight that spatial notifications
can be implemented simply by providing the new information in the locus of
attention of the user (removing the need for guiding altogether). This is a common
approach for small and medium displays (e.g., “toast” notifications on mobile
or desktop computers), but can be too distracting if the current task requires
concentration, if the content is complex or lengthy, or if the content requires
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interaction. Additionally, placing new information in the user’s current locus of
attention defeats the advantages of spatial distribution (e.g., memory, appropriate
context) that motivate the use of FCDs and similar systems in the first place.
7.2.2.1 Location Information Modality
The spatial information of targets can be conveyed through a range of different
human senses (e.g., through visuals [53, 14], audio [66] or haptics [169]). Using
different senses might have different reaction times or different levels of accuracy,
and may interfere differently with other activities [115]. In my thesis I will focus
on visual signals because human vision is a higher resolution sense which can
convey much more precise locational information without significant training to
interpret the signals themselves.
7.2.2.2 Explicit vs. Implicit Direction
When redirecting a user’s attention to an object outside their field of view, there are
two potential types of directional guidance which the notification technique can
provide. The first of these types is Implicit Direction where the user is notified of the
location the target in the space around them, but is given no further guidance on
the most efficient way to reach the target. A familiar example of Implicit Direction
is a driver using a map to find the location of a place of interest. Although the
map provides the precise location of the destination, it is up to the user to plan the
route they will take.
The other type of directional guidance is Explicit Direction. Unlike with Implicit
Direction full guidance is provided to reach the target, and this can be used to
encourage users to take the most efficient route. Following on from the map
example, Explicit Direction would be for the driver to use a GPS system for step-by-
step guidance towards the destination. Figure 7.1 shows examples of both explicit
and implicit direction.
7.2.2.3 Initial Precision
The Initial Precision of a notification technique describes how much information a
user can ascertain about the final location of the target just after the notification
appears, and before they have started to turn towards it. A Low Initial Precision
example may only provide a simple hint of the direction to turn, such as an arrow
pointing towards the user’s left to indicate that it is on the left half of the room.
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Figure 7.1: Examples of explicit (top)
and implicit (bottom) direction. Both
diagrams represent the starting wall.
Figure 7.2: Examples of low initial pre-
cision (top) and high initial precision
(bottom). Both diagrams represent the
starting wall.
A High Initial Precision, on the other hand, would immediately give the user the
impression of the precise location of the target in the surrounding space. A Medium
Initial Precision example may make the user aware of the direction to turn and the
wall the target is on, but not provide information on the target’s location within
that wall. Figure 7.2 shows examples of both high and low initial precision.
7.2.2.4 Final Precision
The Final Precision of a notification technique describes how far the technique
draws the user’s attention to the target before the before they are required to carry
out manual searching. An example of Low Final Precision would be when the
technique simply draws the user’s attention to the wall that contains the target.
The user would then need to seek the target within this wall themselves. A High
Final Precision technique would draw a user’s attention all the way to the exact
location of the target, removing the requirement for seeking behaviour altogether.
Figure 7.3 shows examples of both high and low final precision.
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Figure 7.3: Examples of low final preci-
sion (top) and high final precision (bot-
tom). Both diagrams represent the target
wall.
Figure 7.4: Examples of small-sized (top)
and large sized (bottom) techniques.
Both diagrams represent the starting
wall.
Figure 7.5: An example of adaptivity, from left to right. The magenta area is the area that
is currently in the participant’s field of view (and therefore would not be visible).
7.2.2.5 Adaptivity
Information about the position and/or direction of a target location can be
disclosed all at once or be progressively disclosed according to the user’s progress
so that the user is gradually guided through the space until they reach the
appropriate place. Adaptive guiding can potentially make good use of current
user position information to provide better assurance to the user, or to minimise
disruption to others in the space (e.g., by only showing visuals where they are
needed - in the user’s field of view). Figure 7.5 shows an example of adaptivity.
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7.2.2.6 Size/Amplitude
The signal used to convey the location can be very subtle (e.g., a small circle or
a quiet noise) or very conspicuous, (e.g., a full wall changing colour). In some
modalities, reaction times are proportional to the amplitude of the stimulus, which
might, in turn, be relevant for performance. Figure 7.4 shows examples of both
small and large techniques.
7.2.2.7 Notification Placement
Figure 7.6: Examples of place-
ment of a notification to the right
(top) and centre (bottom). Both
diagrams represent the starting
wall.
The placement of the attention redirection
technique is important because it affects the
noticeability of the signal (e.g. visual guid-
ance in the periphery [55]), but also because
placement might interfere with the commu-
nication of location, which is also spatial in
nature. Figure 7.6 shows examples with differ-
ent placement.
7.2.3 Outcome Dimensions
Different decisions in the dimensions above
are likely to influence several relevant qualities
of the interaction.
7.2.3.1 Performance
As mentioned above, different modalities, the
degree of directness, adaptivity, amplitude,
and placement can affect the speed and accu-
racy with which the users will be able to react
to the stimuli. This is key for UI design, but
not the only outcome or focus of this chapter.
7.2.3.2 Distraction/Intrusiveness
As discussed in Chapter 2, subtle or "calm" redirection techniques (such as the
AuraOrb [5, 6] or Move-It Sticky Notes [119]) do not distract users from their
initial task and are suitable for situations where the subject of the notification does
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not require immediate attention. Distracting techniques on the other hand may
elicit a faster response because the user wishes to dismiss the source of distraction
to focus on the original task. This is suitable for situations where the subject of the
notification requires urgent attention.
7.2.3.3 Cognitive and Physical Requirement
Different methods of attention redirection might result in different cognitive and
physical demands on users. For instance, users may need map the concepts of the
design of the technique onto the real world or turn in awkward ways to follow the
technique.
7.3 Guiding Techniques
Based on the design space above I iteratively designed a set of guiding techniques
that span the various levels of the framework’s dimensions. These techniques are
based on existing knowledge of off-screen targeting (e.g. [170, 53]) and navigation
techniques (e.g. [90]), but most of them have been adapted in one or more ways
to the guiding task at hand (i.e. efficiently guiding the user to a location that is
out of view). In the design of the techniques I am assuming a situation where
the FCD user is already looking onto one of the display surfaces while carrying
out a different activity, and the system requires their attention to be drawn to a
location that they are currently unable to see. Where each technique sits in the
above design space can be seen in Table 7.1.
7.3.1 Wedge
This is an adaptation of the Wedge technique for off-screen targeting invented
by Gustafson et al. [53], and described in Chapter 2. My implementation of the
Wedge is a triangular shape, with its narrow tip on the target, that extends (and
grows in thickness) all the way to the edge of the wall that the user is looking at
(see Figure 7.7 and the Video Figure at https://youtu.be/05jgBZZ-bDk). The
user initially sees the wide end of the triangle and, using the direction and angles
visible to them, they can infer the approximate direction of, and distance to, the
target. In my implementation, the triangle is drawn on the walls of the room as if
the walls were all in the same plane.
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Dimension Level Wedge WedgeTrim Flashing 3D Radar Point 
Explicit vs. 
Implicit Direction 
Explicit      
Implicit      
Initial Precision 
Low      
High      
Final Precision 
Low      
Medium   
High     
Adaptivity 
Yes      
No      
Size 
Small      
Medium    
Large   
Placement 
Directional      
Fixed      
 
Table 7.1: A table showing where each proposed technique sits within the design space.
Figure 7.7: A diagram of Wedge technique. The green square marked with an 8 is the
intended target. The assumed current position of the user is the centre of the room, looking
into the farthest wall from the reader (i.e., similar head orientation to the reader).
My version of the Wedge uses explicit direction, has low initial precision (you only
see a small segment of the Wedge on the front wall, so may be unable to predict
distance), high final precision (the user is drawn all the way to the target), is non-
adaptive (does not take into account the progress of the user), has a medium to
large size (it uses a lot of pixels in the room to redirect to the target), and is always
placed so that it spans the shortest distance between the current focus of attention
and the target.
7.3.2 Point
This technique guides the user progressively to the target. A circle appears in
the user’s field of view (at the side of the wall that is currently the focus). As
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Figure 7.8: Dynamics of the Point technique, from left to right. The magenta area is the
area that is currently in the participant’s field of view (not in the actual technique).
the user turns in the direction of the circle, it moves towards the target, always
staying outside the user’s predicted visual focus (based on the system’s head
tracking). When the target is reached, the circle disappears (see Figure 7.8 and
the Video Figure at https://youtu.be/05jgBZZ-bDk). I classify this technique
as providing explicit direction, low initial precision, high final precision, being adaptive,
of small size (the Point is less likely to be noticed by others and takes relatively
few pixels), and it also follows the shortest path to the target.
7.3.3 Flashing
This technique draws attention to the wall containing the target by flashing large
areas on the walls that are on the path to the target. If the target is on one of
the side walls or the ceiling, a green strip flashes at the nearest edge on the front
wall. If the target is on the back wall, the flashing strip is magenta (to indicate a
two-wall distance); the intermediate wall on the shortest path to the target also
flashes magenta, and the nearest strip to the target on the intermediate wall flashes
green. Figure 7.9 shows the back-wall target case, while both cases can be seen in
the Video Figure at https://youtu.be/05jgBZZ-bDk.
This technique uses explicit direction, has low initial precision, low final precision (it
only indicates the wall, and does not lead to the specific location), is non-adaptive,
has a large size, and directional placement.
7.3.4 3D Radar
The Radar technique uses a World-In-Miniature (WIM) approach [144]. The Radar
is a wireframe-like representation of the room displayed on each of the four walls
at a fixed location. The target appears as a point on the Radar (see Figure 7.10 and
the Video Figure at https://youtu.be/05jgBZZ-bDk). I carried out an iterative
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Figure 7.9: A diagram of the Flashing technique. The green square marked with an 8 is
the intended target. The assumed current position of the user is the centre of the room,
looking into the farthest wall from the reader (i.e., similar head orientation as the reader).
Figure 7.10: The Radar shown on the front wall. The participant is positioned lower than
and to the right of the room representation, which is therefore looked at from below. The
target is on the right wall, behind the right side of the user.
design process with the Radar to make its geometry as easy to interpret as possible.
Specifically:
• The wireframe is realistically rendered on each wall using a CAVE-like
perspective correction that takes into account the user’s head position in real
time. This makes the projection of the room close to the retinal image that a
small room model would project on the user’s retina, and enables motion
parallax (see also [56, 99]).
• The floor of the representation is highlighted in translucent blue. This is to
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Figure 7.11: A diagram illustrating how the Necker cube illusion can affect interpretation
of a wireframe. (a) The original wireframe (b) The intended interpretation of the wireframe
(c) The alternative interpretation of the wireframe
avoid ambiguous Necker-cube illusion interpretations of the model [1]. The
Necker cube illusion is demonstrated in Figure 7.11.
• The horizontal and vertical wall coordinates of the target are represented as
lines intersecting the target, which clearly indicates the wall containing the
target. Figure 7.12 demonstrates why this was needed.
Figure 7.12: A diagram illustrating the problem with judging the position of a point on a
wireframe. It is unclear whether the circle is on the ceiling or the left wall in this example.
I classify my Radar implementation as using implicit direction, with high initial
precision, medium final precision (although there is likely to be a Radar in view,
it still needs to be mentally mapped onto the real world), it is non-adaptive1, of
medium-small size, and is located in a fixed position at the top left of each wall. In
1Technically it adapts in real time to the position of the head, but those changes are small and
the way that the technique shows information does not change over the course of the task.
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terms of location, I considered placing the Radar according to the position of the
target, but this would have forced the user to find the Radar in different locations
every time, which could have affected performance (see Discussion).
7.3.5 WedgeTrim (Pilot Studies Only)
During pilot studies I included a version of the Wedge technique that would be
adaptive. Acting like a hybrid between Point and Wedge, WedgeTrim visually
appears the same as the standard Wedge technique, but shortens in length from the
wide end, in the user’s periphery, as they turn to find the object. This technique’s
implementation can be seen in the Video Figure at https://youtu.be/05jgBZZ-
bDk.
7.4 Alternative Techniques
Although this experiment covers a diverse selection of techniques, there are
various other approaches from past literature which could be used to direct
attention in FCD environments. For example, Halo [14] could be used in a
similar manner to Wedge. However, Wedges were chosen as more appropriate
because Wedges are known to be a more accurate approach [53] and Halos are
outperformed by arrows when the user is carrying out other tasks with high
cognitive demand [27]. Techniques which mark the direction of targets around
a view border, such as EdgeRadar [54], Citylights [170], AroundPlot [71] and
SidebARs [141] are represented in an adapted form by the implementation of the
Point technique.
Another approach would be to provide directions that are not constrained to the
room geometry. For instance, a traditional compass-style approach could be used
as in Chittaro and Burigat’s work in virtual environments [26, 34]. However, this
would only be able to convey directions on a flat plane and would not be able
to express the elevation of the target. A similar approach could be taken but
with 3D arrows, as Tönnis et al. proposed [153] for indicating the location of
hazards while driving. However, the difficulty they encountered with the users
translating the arrow to their own location would remain an issue that would need
to be overcome with FCDs, and 3D arrows are difficult to interpret without a 3D
view [56, 99].
Another approach would be to directly use Augmented Reality techniques such as
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EyeSee360 [52] or AroundPlot, but these techniques would require users to wear a
head-mounted device and would only be visible to a single user without multiple
devices.
A more detailed explanation of all the above work can be seen in Chapter 2.
7.5 Pilot Study Technique Differences
Before settling on the final technique designs, I carried out the experiment
described in this chapter five times using a pilot version of the techniques. I
will refer to the experiments run during this time as the pre-study for the remainder
of this chapter. During the pre-study, the Flashing technique was the only one
which highlighted the target, as it was a requirement of the design. However,
this proved to be a problem for the Radar which was not able to convey an exact
location well enough without highlighting. This led to a high failure rate, and the
result of this was twofold: many data points went uncollected; and two of the five
pilot participants reported very high stress levels (quantifying their frustration as
10/10 on a Likert scale). To solve this problem, and maintain consistency, I added
target highlighting to all techniques for the main study. I also chose to remove the
WedgeTrim technique, as its results were very similar to the Wedge technique, and
replaced it with a baseline condition that provided no guidance to the target, and
therefore could be used as a control technique during analysis.
7.6 Apparatus
This experiment was carried out in the same environment as the last (See Chapter 6,
Section 6.4). However, this time the ceiling and left, right and back walls were
covered with two layers of blue tarpaulin behind the projection material to
solve the issues with the ambient brightness of the surrounding room. The
rear-projection of the front wall prevented this being possible on that surface.
However, the fact that the front wall had its own dedicated projector meant that
projection was bright enough to not be noticeably affected by ambient light. As
before, front wall projection was provided by a Sony VPL-FH35 5,200 lumens
projector projecting at 1920*1200 while the rest of the the walls were projected
using a single ProjectionDesign F30 projector running at 1920*1200 resolution,
fitted with two 4,100 lumens lamps and a fisheye lens. As with the previous
experiment, the hemispherical mirror’s requirement to designate "priority" areas
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made it inappropriate as it may have confounded the results. All projection
mapping from both projectors was carried out using two separate instances of the
ASPECTA Toolkit with the newer version of the client library which supported
multiple simultaneous projection servers.
As before, participants sat in the centre of the CAVE environment wearing a pair
of over-ear headphones fitted with a customised OptiTrack marker which enabled
the necessary head tracking for the experiment. This marker was tracked by a set
of 6 OptiTrack S250:E cameras positioned at the top of the front and back walls
of the environment. These cameras were used in conjunction with OptiTrack’s
Tracking Tools software which provided a continuous stream of head tracking
data to the experimental computer.
During the experiment participants were required to:
• Input numerical values: To identify the number which represented the target.
• Input directional commands: To play the rhythm game that acted as the activity
task (see Section 7.8).
• Input confirmations: To indicate when they had seen the notification technique
and when they had seen the target.
To provide all the necessary input possibilities, participants were therefore
provided with a Jelly Comb WGJP-016 wireless numeric keypad as it provided
directional arrows, numbers, and an "Enter" key for confirmation.
7.7 Participants and Procedure
After obtaining ethical approval (see Appendix G) and being provided with
participants’ written consent, they were assigned to a random order of techniques
according to a balanced 5 by 10 Latin square. Before the trials for each technique,
participants received an explanation of each technique and practised until they
felt confident, for a minimum of four trials. After each technique, participants
completed a NASA TLX questionnaire to gather their subjective opinions before
moving on. Participants completed 3 (repetitions) * 4 (targets per wall) * 4 (walls) *
5 (techniques) = 240 trials.
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Figure 7.13: Visual structure of the game (activity task).
Five participants (aged 24-50, mean age 35.8, 2 female) participated in the pre-
study, and thirty participants (aged 19-55, mean age 27.6, 16 female) participated
in the main study. The full experiment lasted approximately one hour, and
participants were compensated with a gift voucher.
7.8 Tasks and Measurements
The experiment consisted of two tasks. The activity task and the experimental task.
The activity task was used to simulate real world working situations where the
user is focused on one task prior to the appearance of a notification, rather than
simply waiting for a notification to appear. For this task participants played a
game inspired by rhythm games such as Guitar Hero and Dance Dance Revolution.
Figure 7.13 shows the main elements of the game, while it can be seen in action
in the Video Figure at https://youtu.be/05jgBZZ-bDk. White arrows in one
of four possible directions fall vertically from the top, and the participant has to
press the corresponding keypad arrow when each arrow crosses the horizon line
at the bottom. I recorded a score but did not show it to participants. They were
encouraged to do as well as they could at the game, and I prompted them if the
frequency of misses noticeably increased.
At random intervals (between 5 and 10 seconds of game time), an experimental
task would start. A set of 28 potential targets (white squares of approximately
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Figure 7.14: The 16 potential target positions in the room. Distractors may be located at
any position that is not highlighted, except from locations on the front wall.
14cm by 14cm) appeared in random locations within the room (8 on the side
walls and ceiling, and 4 on the back wall as it was narrower). The guiding
technique corresponding to the current condition would simultaneously appear
to lead participants to the actual target, which could be in one of 16 positions (see
Figure 7.14). As soon as they noticed that they had to find a target, participants
had to press the enter key on the numeric keypad, which the system recorded as
tnoticed . Then they followed the technique to the target and, on finding it, pressed
the enter key again, which the system recorded as t f ound . At this point, digits
between 0 and 8 (excluding 6)2, replaced the squares of the potential targets. The
participants then had to note the number corresponding to the target, return to
the original position facing towards the game, and type the number that they had
seen, which made the game resume. Figure 7.15 shows a diagram of the room at
this stage. The main measurement of performance in this study is the experimental
task completion time, which is the interval between tnoticed and t f ound .
In addition to these timed events, I also recorded 5-degree-of-freedom traces of
the participant’s head position, using a sampling rate of 250Hz. There were also 4
kinds of error that were recorded for each trial:
• Wrong Number - The participant misidentified the target
2This is to avoid upside-down ambiguity between 6 and 9, especially for ceiling targets
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Figure 7.15: The room at the moment just before the participant confirms the identity of
the target. Distractors are placed randomly, as in the experiment.
• Early Found - The participant indicated that they had found the target before
they had turned around to look for it.
• Late Found - The participant indicated that they they had found the target
after they had already turned away from it again.
• Missed Game Start - The participant identified the target and resumed the
game before they had turned back to the front wall.
If any of these errors were detected, the participant was notified with a sound
effect so that they could try to correct any mistakes they made in future trials. In
the pre-study, the experimental software added every failed trial to a queue of
trials for repetition at the end (except for instances of Missed Game Start, as it did
not affect the timing results), in order to attempt to obtain a valid measurement.
However, this caused extended trial times and some frustration, and for the main
experiment I simply discarded trials with any of these errors (219 out of 7,200;
3.04%) before analysis. An additional trial had to be removed due to a failure in
logging. I would not have been able to discard failed trials in the pre-study, as
too many Wrong Number errors were occurring due to difficulties using the Radar
without highlighting the target on the wall.
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7.9 Results
In this section I will structure my results into five parts. First I will present the
relevant results of my pre-study (which compared the early technique designs
and informed the changes). Second, I will go on to discuss the results of my main
study (which compares the final technique designs). Third, I will look further into
the influence of target location on the results. Fourth, I will detail the results from
a post-hoc analysis of the head-tracking data which goes deeper into the stages
of a targeting task: (tstart_seeking− tnoticed ; tend_seeking− tstart_seeking; and tend_returning−
tstart_returning). Fifth, I will explore the rotation efficiency of each technique (the
percentage of trials where the participant turned in the most efficient direction for
back wall targets).
I performed all ANOVA analyses on log-transformed times to conform with
normality assumptions of the parametric GLM tests. I report averages and
confidence intervals transformed back to seconds from their logarithmic averages.
All error bars in figures represent 95% confidence intervals. Pair-wise comparison
tests between techniques are only carried out if the omnibus test is significant, and
are all pre-adjusted using Bonferroni’s procedure (α = 0.05 after correction) unless
otherwise stated. Analysis of Likert-scale data is based on non-parametric tests.
7.9.1 Pre-study Results
Although I only ran five participants in the pre-study, effect sizes were sufficiently
large to provide valuable information and guide the design of the main study.
Nevertheless, the results in this section should be interpreted with caution, as a
sample of five participants might not be representative of the larger population.
An ANOVA of the log-transformed experimental task completion time (t f ound−
tnoticed), with guiding technique and target location as fixed factors and partici-
pant as random factor showed a strong effect of guiding technique (F(4,16) =
23.407, p < 0.001,η2p = 0.854), of the target location (F(15,60.3) = 9.943, p <
0.001,η2p = 0.712) and the interaction (F(60,240.5) = 1.693, p< 0.005,η2p = 0.297).
The pairwise comparisons of techniques were all significant (p < 0.05), except
between Wedge and WedgeTrim (p= 0.32) and the mean timing values with 95%
confidence intervals can be seen in Figure 7.16. Radar was the slowest technique
(µRadar = 5.96s), on average 2.6 times slower than Wedge (µWedge = 2.25s). In this
pre-study the target was not highlighted, and therefore participants chose the
141
7. DRAWING ATTENTION TO OBJECTS IN FCDS
2.1
2.6
3.1
3.6
4.1
4.6
5.1
5.6
6.1
Ti
m
e
 (
se
co
n
d
s)
Technique
Wedge Wedge Trim Flashing Point Radar
2.25s
2.4s
2.69s
4.16s
5.96s
Figure 7.16: Experimental completion times in the pre-study, by technique. Vertical scale
does not start at 0.
target from among all distractors based only on the information provided by the
wireframe Radar representation. I observed a large number of errors for this
technique (which led to many repeated trials). In contrast, participants did not
encounter the same kind of problem with the Wedge and WedgeTrim techniques
because these led participants directly to the target. Interestingly, the performance
of Point was fairly slow (µPoint = 4.16s), despite the fact that the Point also leads
the user all the way to the target (although in an adaptive way). However, in this
technique I noticed that participants felt compelled to slowly follow the circle.
The measurements of the subjective workload ratings were noisy, and they were
analysed with non-parametric methods. These factors, combined with the low
quantity of participants in the pre-study, may have increased the difficulty of
making statistically distinguishable comparisons. For three out of the six questions,
the omnibus tests (Friedman’s ANOVAs) were statistically significant: mental
workload, perceived performance, and effort. However, within each question,
there was no statistically significant difference between techniques and therefore I
will only provide a summary of the results in Table 7.2.
7.9.2 Main Study Technique Comparisons
The ANOVA of the log-transformed experimental task completion time (the
experiment’s main measure), with guiding technique and target location as fixed
factors and participant as random factor showed a clear effect of technique
(F(4,116) = 22.581, p < 0.001,η2p = 0.438), of the target location (F(15,438) =
34.565, p < 0.001,η2p = 0.542) and their interaction (F(60,1774.5) = 3.224, p <
0.000,η2p = 0.098).
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  0 1 2 3 4 5 6 7 8 9 10 µ Mdn χ2 p H.S. 
M
en
ta
l 
Wedge 2 1 0 2 0 0 0 0 0 0 0 1.4 1 
15.18 0.004 
  
  
  
  
  
Flashing 1 1 0 2 0 0 1 0 0 0 0 2.6 3 
  
WedgeTrim 0 2 0 2 0 0 1 0 0 0 0 2.8 3 
  
  
Point 0 0 2 1 1 1 0 0 0 0 0 3.2 3 
  
Radar 0 0 0 0 1 0 0 1 1 2 0 7.4 8 
  
Ph
ys
ica
l 
Wedge 0 2 1 1 0 1 0 0 0 0 0 2.4 2 
4.26 0.372 
  
Flashing 0 1 0 2 2 0 0 0 0 0 0 3 3 
WedgeTrim 0 1 1 2 0 0 1 0 0 0 0 3 3 
Point 0 1 0 0 1 2 0 0 1 0 0 4.6 5 
Radar 0 1 2 0 0 0 1 1 0 0 0 3.6 2 
Te
m
po
ra
l 
Wedge 0 3 0 0 1 0 0 0 1 0 0 3 1 
3.671 0.452 
  
WedgeTrim 0 1 2 0 2 0 0 0 0 0 0 2.6 2 
Flashing 0 2 1 1 1 0 0 0 0 0 0 2.2 2 
Point 0 1 2 0 0 1 1 0 0 0 0 3.2 2 
Radar 0 1 1 1 1 0 0 0 0 1 0 3.8 3 
Pe
rfo
rm
an
ce
 Wedge 2 2 1 0 0 0 0 0 0 0 0 0.8 1 
11.82 0.019 
          
Flashing 1 2 1 0 0 0 0 1 0 0 0 2.2 1 
          
WedgeTrim 0 5 0 0 0 0 0 0 0 0 0 1 1 
          
Point 2 1 0 0 2 0 0 0 0 0 0 1.8 1 
          
Radar 0 0 0 0 0 2 0 1 1 1 0 6.8 7 
          
Ef
fo
rt 
Wedge 1 2 0 0 0 1 0 1 0 0 0 2.8 1 
9.91 0.042 
  
  
  
  
  
Flashing 0 0 3 2 0 0 0 0 0 0 0 2.4 2 
  
  
WedgeTrim 0 2 0 0 1 1 0 1 0 0 0 3.6 4 
  
Point 0 0 1 2 1 0 1 0 0 0 0 3.6 3 
  
Radar 0 0 0 1 0 0 1 2 1 0 0 6.2 7 
Fr
us
tr
at
io
n 
Wedge 2 1 1 1 0 0 0 0 0 0 0 1.2 1 
7.12 0.13 
  
Flashing 1 2 1 0 0 1 0 0 0 0 0 1.8 1 
WedgeTrim 0 1 3 1 0 0 0 0 0 0 0 2 2 
Point 0 3 0 2 0 0 0 0 0 0 0 1.8 1 
Radar 1 0 1 0 0 0 0 0 1 0 2 6 8 
 
Table 7.2: NASA TLX histograms (pre-study). H.S. denotes homogeneous subsets with
the members of each subset statistically indistinguishable from one another.
The pairwise comparisons between techniques were all significant (all p< 0.001)
and the mean timing values with 95% confidence intervals can be seen in Fig-
ure 7.17. All techniques are faster than the baseline, with Wedge fastest on average
(µWedge = 1.73s, 30.2% faster than the baseline), followed by Flashing (µFlashing =
1.88s,24.2%), Radar (µRadar = 2.05s,17.3%) and Point (µPoint = 2.22s,10.5%).
The subjective workload ratings showed the same ordering as the performance
data. Once again, due to the noise in the data and the fact that I analysed it with
non-parametric methods, there are fewer statistically distinguishable comparisons
(see Table 7.3). All the omnibus tests for the six questions (Friedman’s ANOVAs)
were significant except for perceived performance. For mental workload, the
Wedge and Flashing techniques were both significantly better than the baseline
(µWedge = 2.17/10 and µFlashing = 2.43/10 compared to µBaseline = 3.3/10), for
physical workload, Wedge, Flashing and Radar were all significantly better than
the baseline (µWedge = 2.03/10, µFlashing = 2.1/10 and µRadar = 2.07/10 compared to
µBaseline = 3.43/10) and for effort Wedge was significantly better than the baseline
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Figure 7.17: Experimental completion times in the main study, by technique. Vertical scale
does not start at 0.
  0 1 2 3 4 5 6 7 8 9 10 µ Mdn χ2 p H.S. 
M
en
ta
l 
Wedge 4 5 14 3 2 0 1 0 0 1 0 2.17 2 
15.52 0.004 
 
  
 
 
 
Flashing 3 8 9 3 4 1 0 0 1 1 0 2.43 2 
  
Radar 3 6 7 5 4 1 3 0 0 1 0 2.77 2 
  
  
Point 1 9 6 6 4 1 0 1 2 0 0 2.77 2 
  
Baseline 0 5 10 3 5 1 4 0 2 0 0 3.3 2.5 
 
Ph
ys
ica
l 
Wedge 6 10 6 2 1 2 2 1 0 0 0 2.03 1 
20.97 0 
 
  
 
 
 
Flashing 5 10 6 1 5 0 3 0 0 0 0 2.1 1.5 
Radar 6 10 4 4 2 1 2 1 0 0 0 2.07 1 
Point 4 10 3 3 4 2 2 2 0 0 0 2.57 2 
  
Baseline 4 2 6 3 5 5 2 1 2 0 0 3.43 3.5 
   
Te
m
po
ra
l Wedge 5 5 9 6 2 2 0 0 1 0 0 2.23 2 
10.79 0.029 
 
  
 
Flashing 5 6 7 8 1 1 1 0 0 1 0 2.27 2 
  
Radar 5 7 6 5 1 4 1 0 0 0 1 2.47 2 
  
Point 3 7 6 6 5 1 0 2 0 0 0 2.53 2 
  
Baseline 3 5 3 9 4 3 1 2 0 0 0 2.97 3 
  
Pe
rfo
rm
an
ce
 Wedge 2 6 5 7 3 3 2 1 1 0 0 3.03 3 
5.27 0.261 
  
Flashing 1 7 5 5 4 3 2 2 0 1 0 3.27 3 
Radar 4 7 3 6 3 4 0 2 1 0 0 2.83 3 
Point 2 7 4 4 3 5 3 2 0 0 0 3.2 3 
Baseline 1 7 3 7 3 3 3 1 2 0 0 3.4 3 
Ef
fo
rt
 
Wedge 2 8 7 7 2 2 0 1 0 1 0 2.57 2 
11.7 0.02 
 
 
 
  
 
Flashing 1 8 11 1 2 4 1 0 1 1 0 2.8 2 
  
  
Radar 4 5 8 3 1 4 3 1 0 1 0 2.93 2 
  
Point 1 7 5 4 3 4 3 1 2 0 0 3.4 3 
 
Baseline 0 6 3 6 6 4 3 1 0 1 0 3.6 3.5 
Fr
us
tr
at
io
n Wedge 9 7 5 4 2 1 2 0 0 0 0 1.8 1 
9.56 0.049 
      
Flashing 10 7 2 4 1 3 2 1 0 0 0 2.03 1 
Radar 13 5 1 3 4 2 0 1 1 0 0 1.9 1 
Point 11 3 2 3 5 0 2 3 1 0 0 2.57 2 
Baseline 8 5 4 3 3 1 3 2 1 0 0 2.63 2 
 
Table 7.3: NASA TLX histograms (main study). H.S. denotes homogeneous subsets with
the members of each subset statistically indistinguishable from one another.
(µWedge = 2.57/10 compared to µBaseline = 3.6/10). For temporal workload and
frustration, although the Friedman’s ANOVA identified a significant effect, none
of the individual techniques were significantly different from one another. Finally,
across all significant comparisons, Wedge consistently had the best mean score.
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 Wedges Flashing Radar Point Baseline 
Ceiling (seconds) 1.86 2.04 2.15 2.45 2.74 
Left (seconds) 1.6 1.73 1.87 1.93 2.39 
Right (seconds) 1.57 1.71 1.96 2.09 2.43 
Back (seconds) 1.91 2.05 2.21 2.48 2.38 
Left < Right (%) N.S. N.S. 4.58 7.67 N.S. 
Left < Ceiling (%) 13.93 15 13.04 21.13 12.85 
Right < Ceiling (%) 15.17 15.89 8.86 14.58 11.38 
Left < Back (%) 16.28 15.61 15.42 22.33 N.S. 
Right < Back (%) 17.48 16.49 11.36 15.89 N.S. 
Back < Ceiling (%) N.S. N.S. N.S. N.S. 13.17 
 
     
      
      
      
      
      
      
      
      
      
      
 
Table 7.4: Completion times per wall per technique, and comparisons. “N.S.” indicates
that the pairwise comparison was non-significant (after Bonferroni).
7.9.3 Target Wall Analysis
To determine how target wall affects the time to reach the target with different
guiding techniques, I ran an ANOVA similar to the one above, but with target wall
instead of individual target location as one of the fixed factors. The wall showed a
significant main effect (F(3,87.1) = 66.668, p< 0.01,η2p = 0.697), and there was an
interaction between the wall and the guiding technique (F(12,349) = 6.658, p <
0.001,η2p = 0.186).
Table 7.4 shows the average times, per technique, of the wall locations. There
are two notable patterns: First, targets in the ceiling are consistently slower to
reach than the left or right walls, independently of the guiding techniques, and
despite angular distances being identical to their side counterparts. In fact, times
for the ceiling are statistically indistinguishable from those on the back wall, which
requires wider rotations. The exception is the baseline, where the ceiling was
slower than the back wall. Second, with the Point and Radar techniques, targets
on the right wall are slower to reach than targets on the left.
7.9.4 Target Location Analysis
As mentioned previously, my analysis showed a clear effect of target location
(F(15,438) = 34.565, p< 0.001,η2p = 0.542) and its interaction with guiding tech-
nique (F(60,1774.5)= 3.224, p< 0.000,η2p = 0.098). I therefore have created a series
of diagrams which detail the strongest and weakest target locations, in terms of
finding time, for each technique, and can be seen in Figure 7.18.
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Figure 7.18: A diagram representing the times taken to find a target at each tested location
in the room when using each of the five techniques.
7.9.5 Main Study Post-hoc Analyses
I was interested in whether the differences in performance stemmed from the time
required to interpret the visuals of the guiding technique, from slower movement,
from inefficient movement, or a combination of these. To allow me to explore
this in more depth, Iain Carson from the University of St Andrews processed the
head pose logs and rotation signal (angular difference between the head forward
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direction and target location over time) as follows: A) he eliminated trials for
which the tracking of the signal was not consistent (i.e., had more than 30 missed
samples, 448 out of 6,975 non-failed trials); B) he filtered the signal with a 3Hz
low-pass filter; C) he marked the approximate time at which the rotation started
(a threshold detection at 5% of the range of movement, which I call tstart_seeking),
the approximate time at which the rotation ended (tend_seeking–the point at which
participants had come to within 5% of their final rotation), along with similar data
for tstart_returning and tend_returning; and finally, D) for back wall targets, he detected
whether the rotation was done clockwise or anti-clockwise. Due to the design
of my experiment it was possible that tstart_rotation_to would be earlier than tnoticed
(Section 7.8)3.
Using the collected data, I carried out an ANOVA of pre-movement time
(tstart_seeking− tnotice), with technique and target as fixed factors and participant
as random factor which showed a significant main effect of technique (F(4,117) =
66.947, p < 0.001,η2p = 0.696), target (F(15,446.6) = 4.348, p < 0.001,η2p = 0.127),
and a significant interaction (F(60,1858.6) = 6.862, p < 0.001,η2p = 0.181). Fig-
ure 7.19 shows that the time it takes people to start moving roughly corresponds
to the performance of the techniques, except for the baseline, which took longer.
I believe this is mostly due to cognitive processing time. Wedge and Flashing
are likely fastest because participants could immediately ascertain a direction
based on placement (colour does not need to be interpreted with Flashing, and
interpretation does not need to take place before movement starts). Radar is
longer because it requires the interpretation of a much more complex visualisation.
Point’s placement is less clear, but as users typically opted to turn particularly
slowly with it, this could be another manifestation of that phenomenon. The
Baseline technique is understandably the slowest as it provides no guidance, and
therefore participants had to make a random decision about which direction to
turn. All pairwise comparisons were significant (p< 0.005), except Point vs. Radar
(p= 0.465).
I carried out the same ANOVA on head turning time (tend_seeking− tstart_seeking) and it
showed main effects of technique (F(4,116) = 22.361, p< 0.001,η2p = 0.435), target
location (F(15,444.3) = 45.318, p< 0.001,η2p = 0.605) and a significant interaction
((F(60,1838.6) = 4.219, p< 0.001,η2p = 0.121)). Figure 7.20 shows the same pattern,
except that people turned faster with the Radar than with any of the other
3This means that participants pressed the noticed button after they started moving, which does
not pose an experimental problem because it does not disadvantage any particular technique.
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Figure 7.19: The means and 95% confidence intervals for pre-movement time with each
technique.
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Figure 7.20: The means and 95% confidence intervals for head turning time with each
technique.
techniques.
An ANOVA on head returning time (tend_returning− tstart_returning) showed that there
was no significant effect of technique (F(4,116) = 1.231, p = 0.301,η2p = 0.041),
however there was for target location (F(15,449.6) = 4.449, p< 0.001,η2p = 0.129)
and the interaction between technique and target location ((F(60,1866)= 1.518, p<
0.01,η2p = 0.047)). The lack of significant effect of technique is expected, as the
final location (the front wall) is naturally already known.
Finally, a repeated-measures ANOVA of the proportion of turns (for targets
in the back wall) that were done through the shortest path (one measure per
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Figure 7.21: The means and 95% confidence intervals for efficient turning percentage
with each technique. An "efficient turn" is one where the user turned in the most efficient
direction.
participant), with technique as within-subjects factor, showed a main effect of
technique (F(4,1.9) = 175.098, p < 0.001,η2p = 0.858). When using the Radar
technique, participants turned in the most efficient direction roughly two thirds
of the time (µRadar = 67.78%). All other techniques had an almost 100% efficiency
rating (µWedge = 99.67%, µFlashing = 99.06% and µPoint = 98%). As expected, for the
baseline technique, participants made an inefficient turn roughly half of the time
(Baseline= 42.73%). A graph of all the above percentages and their corresponding
confidence intervals can be seen in Figure 7.21.
7.10 Discussion
In this section I summarise the main findings for each of the guiding techniques,
and relate my findings to the dimensions of the framework presented earlier; I
then discuss the generalisability of the results and directions for future research.
7.10.1 Summary by Technique
7.10.1.1 Wedge
The Wedge was the fastest technique (750ms faster than Baseline, and 15ms faster
than Flashing), and had a low subjective workload. In terms of the framework, the
main advantages of Wedge appeared to be its explicit direction, high final precision
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(i.e., it was easy for participants to find the target without cognitive effort or visual
search), and its relatively large size (making it easy to see and follow).
7.10.1.2 Point
The Point technique provides a useful comparison to Wedge and WedgeTrim for
evaluating the usefulness of adaptivity (i.e., changing based on the user’s head
direction). Point’s performance was relatively poor overall, and my observations
suggest that adaptivity may have slowed the technique down. In some Point
trials, participants appeared to move more slowly as they tracked the moving
circle - even though it was the circle that tracked the participant (i.e., they could
have moved as quickly as they wanted). In contrast, the static representation of
the Wedge seemed to provide greater stability for ballistic turning motions. It
is interesting to note that the Wedge variant tested exclusively in the pre-study
(WedgeTrim, which adaptively diminished the trailing edge of the wedge as the
participant turned) was slower than the plain Wedge, further suggesting that
adaptivity is not useful for guiding. However, one potential advantage of Point
is that it uses far fewer pixels than Wedge or Flashing, and therefore it may be
suitable for multi-user situations where reducing others’ distraction is a primary
requirement.
7.10.1.3 Flashing
The Flashing technique also performed well (in second place to Wedge), and
its performance is likely attributable to its large size and simplicity. Despite
its obvious noticeability, Flashing probably required additional cognitive and
perceptual effort because it used a mapped information variable (green for a
distance of one wall, magenta for a two-wall distance) and because it did not
precisely indicate the target. In situations where the target is not highlighted, users
could have difficulty determining where in the wall the target is located. The
size of Flashing also makes it unsuitable for situations where distraction must be
minimised (e.g., Flashing would be unusable for multi-user settings).
7.10.1.4 Radar
The Radar view was quite different from the other techniques, in that it presented a
separate reference frame (World-In-Miniature) for interpreting the target’s location.
This need for interpretation is likely one cause for its slightly slower performance
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(faster than Point, but slower than Flashing and Wedge); another is that the Radar
was unable to precisely convey the target’s location (meaning that participants
moved faster to the wall, but had to look for the target once they had turned);
a third is that the fixed location of the radar on the wall appeared to often lead
participants to turn the wrong way. This effect could potentially be addressed by
moving the radar to the appropriate side of the focus wall - but there are other
advantages to having a spatially-stable representation that can be learned and
quickly checked with a glance. Finally, the asymmetry and location to the side of
the front wall could have have resulted in longer average times. Further studies
will be needed to explore these issues. Overall, however, the Radar is a reasonable
general solution, in that it performed well and is not highly distracting.
Although there are differences between the guiding techniques, it is important to
note that all of them performed significantly better than the baseline. Therefore,
the decision about which technique is best can be guided by the task requirements
and other characteristics of the setting, such as whether there are other people in
the room.
7.10.2 Other Findings
The per-wall analysis shows that the ceiling is a slower location to find targets
without guidance, and a location that is slower to guide attention to. This,
combined with previous results in the domain of input [110], suggests that content
that requires frequent access should not be placed in the back part of the ceiling.
Nevertheless, due to its size and lack of use, the ceiling remains a potentially
useful unexploited part of the available display real estate in FCDs.
The difficulties that participants had in the pre-study with the Radar (when the
actual location of the target was not directly highlighted) offer some interesting
findings from the point of view of spatial representation. During the iterative
design of the technique I realised that there is a difficult-to-avoid conflict between
the ego-centric perspective of a user in a room and the naturally exo-centric model
that has to convey the whole room. This likely explains a substantial part of the
very long times of the Radar in the pre-study. Further consideration of this problem
of perspective and representation might open up interesting new solutions that
are also relevant in other subareas such as VR and AR (see, e.g., [137]).
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7.10.3 Generalisability, Implications, Limitations and Future
Work
As the first empirical measurements of guiding techniques for FCDs, my study
simplifies the space to a simple rectangular room without landmarks, other than
the plain geometry of the room. Although I believe that the more complex
space geometries (e.g., L-shaped rooms) and visually crowded spaces of the
real world will only increase the benefit of using guiding techniques, the specific
effects of objects and landmarks for the different techniques and design decisions
described in my framework will require further study. My experiment’s focus on
finding efficiency also led to the assumption that notifications demand immediate
attention. There may potentially be performance implications in situations where
the is little or no pressure to find the target quickly.
The framework also highlights that, in real UIs, the task will not only require
guiding, but simultaneous notification and, in some cases, allowing the user
to decide whether to let the system guide them elsewhere. There might be
interactions between the different stages and subparts of the task that will require
further evaluation that is environmentally closer to actual tasks performed in
real-world rooms with FCD systems.
As discussed in Section 7.2.3.2, the notification aspect of a guidance technique can
differ in levels of distraction, and this can be used to reflect urgency. The guidance
techniques described in this chapter are intended to be noticed quickly, and it is
possible that an individual technique’s performance may differ if it is adjusted
to appear less urgent. For instance, the Wedge technique showed the greatest
performance by almost all measures and was highly noticeable due to being large
and appearing close to the visual focus area required for the secondary task. Two
adjustments could be made to decrease this obtrusiveness and convey reduced
urgency: using a narrower wedge or decreasing the level of protrusion into the
periphery. However, either of these approaches may affect the clarity of the rate of
convergence of the wedge - reducing the ability to estimate distance at the initial
moment of notification. The degree of effect this will have is partially dependent
on the extent to which users employ distance prediction with the Wedge technique.
It is possible that it is treated as a line by users. Future work may be beneficial to
compare the Wedge technique to a simple line in FCD contexts, and to explore
how reducing the urgency of guidance techniques affects their performance.
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When using notification and guidance techniques which wrap around the en-
vironment (such as the Wedge), it is often desirable to have homogeneity of
image brightness and resolution across the entire display area. However, in
reality, this is hard to achieve with projection techniques - especially when using
spherical projection (which will be closest to achieving this goal within dome-
shaped environments). In circumstances where this cannot be achieved, but an
area can be prioritised for image clarity, it is worth aiming for the brightest and
highest-resolution image in the user’s initial field of view. This improves the
efficiency of the notification stage of guidance and ensures that the initial precision
(e.g. guidance from a front wall radar) is as effective as possible. The experiment
described in this chapter achieved this by using a dedicated rear-projector for the
front wall. However, this approach assumes that the user’s starting orientation is
consistent and although, in this experiment, that is a reasonable assumption, in
practice it may not be realistic. This strengthens the argument for homogenous
brightness across all surfaces in real-world applications.
Another consequence of consistent user starting orientation in this experiment was
that techniques which were implemented as non-adaptive (such as the Wedge)
didn’t require head tracking for their implementations (other than for analysis
purposes). This is desirable as it means that such techniques can be implemented
at a lower cost. In practice however, when the user’s orientation isn’t going to
be consistent, head tracking will be required, even with non-adaptive techniques,
to establish the locations which are in a user’s visual periphery and the shortest
direction to turn towards the target.
Techniques which wrap around the room, such as the Wedge, may be unsuited to
collaborative environments in their current form. The reason for this is that the
wedge shape may occlude content which other users require. As a consequence,
such techniques would benefit from being adapted for collaborative environments.
For instance, the wedge could be designed to dodge areas where other users are
working (e.g. curve around them, go over or under them, or go in the opposite
direction) or even simply reduce their opacity so that content can still be seen.
However, this may potentially have an impact on performance - especially if it
leads to users being directed in the least efficient direction. Further study would
be needed to establish the performance impact of these, and other, approaches.
There are several issues raised by this chapter which would be interesting to
explore in the future. First, whether the techniques can be adjusted to make
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them more or less subtle without having a significant impact on performance.
Second, it would be interesting to refine the techniques so that they are more
suited to collaborative environments, and test both effectiveness and distraction
with multiple people in the room. Third, it would be interesting to consider other
designs and placements of the Radar, comparing the tradeoff between locations
that are more informative about the direction of the target, and ones that always
appear in a reliable location.
Finally, through the course of this study, two participants (unprompted) advised
that they felt the wedge technique could be further improved by adding the colour
coding from the Flashing technique (green for side walls and ceiling, magenta for
back wall) so that they knew when they could just skip immediately to the back
wall. This suggests a potential iteration for future work. However it remains to
be seen whether the increased cognitive effort of interpretation would lead to a
positive or negative overall effect.
7.11 Summary
In this chapter I started by describing a design space for FCD environments before
going on to describe a set of five techniques I devised for the guiding of attention
in FCD environments. I then designed an empirical study that I carried out to
evaluate each of the techniques, both with regards to performance (the time taken
to reach the target), and to the subjective opinions of the participants. My findings
included the fact that the Wedge technique, an approach that is static and leads
participants all the way to the target, was simultaneously the best performing
technique overall, and the best rated technique according to all the subjective
measures I investigated. I also found that World-In-Miniature approaches can be
inappropriate as tools to convey precise target locations, with participants having
great difficulty identifying the correct target unless it was highlighted.
My overall findings from this chapter can help the designers of future FCD
applications draw a user’s attention to a specific locations in an efficient way.
This contributes further to my thesis’ goal to make FCDs more feasible for non-
immersive applications.
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The overall goal of this thesis was to increase the feasibility of FCDs. To achieve
this goal I introduced an FCD solution that is both affordable and easy to use,
identified appropriate pointing techniques for use in FCD environments, and
ascertained how best to redirect attention in them. This chapter summarises my
high-level findings and discusses their wider implications in the field of FCDs.
It then presents the limitations of my research and some suggestions for future
research in the field.
8.1 Summary of Findings
The initial purpose of my thesis was to identify whether FCD environments can
be simultaneously affordable (compared to previous approaches) and easy to use.
The hardware cost of the ASPECTA toolkit, which uses a single standard projector
and hemispherical security mirror for projection and only requires a mouse for
configuration, suggests that the goal of affordability was achieved (Chapter 3). To
ascertain whether I had successfully met the second goal, ease of use, I carried
out a user study (Chapter 4) and interviewed two researchers (Sydney Pratte and
Bipaswi Shakya) who had made use of ASPECTA in their own work (Chapter 5).
The positive responses and high subjective ratings from the developers across
the user study and case studies suggests that I have successfully shown that
simultaneous affordability and ease of use is possible.
When carrying out the main ASPECTA user study, participants were asked to
choose, during room configuration, which surfaces they wished to use for their
applications. Those who used the ceiling initially had difficulty controlling
155
8. DISCUSSION
the cursor on it. This was especially the case when outside the configuration
application, and therefore the axes of cursor movement were tied to the X and
Y axes of the ceiling surface instead of being adjustable with the mouse scroll
wheel. This highlighted the value of Perspective Cursor by Nacenta et al. [102]
and brought into question what the most efficient selection techniques are in FCD
environments - especially as ceilings (and similarly floors) require more complex
mappings to match a user’s perspective.
To answer this question, I carried out an empirical study to explore which pointing
selection techniques are best in FCD environments (Chapter 6) and found that,
out of the techniques that I identified as most appropriate for such purposes
(ray-casting and Perspective Cursor mouse control), ray-casting was the fastest
technique for targeting overall. However, I also found that the mouse remained
the best technique in the front hemisphere of the room (with respect to the
user’s orientation). This suggests that, if interaction behind the user is relatively
infrequent, pointing may still be best carried out using a mouse. Although
targeting on the ceiling was generally slower for ray-casting interactions than
targeting at comparable angular distances on the side walls, this was especially
the case for targets almost directly above the user - in the study participants were
observed as slowing down their targeting motion as their arms approached the
vertical position for ray-casting which likely explains this result. I also found that,
when creating a mathematical model of targeting tasks, ones which use angular
distance from the start point to the target (according to the user’s head position)
fit the results better than those which use planar distances across the individual
surfaces.
As the target locations in my experiment varied, participants were required to
search for them before they could start the targeting process. In some cases this
could be a time-consuming process, with participants occasionally missing them
at first and asking for confirmation that the target was shown in every trial. This
highlighted that, in real-world applications, users would benefit from guidance
to objects of importance in an FCD environment. Expecting users to search for
them without guidance, even when they know they are there, could take an
unnecessarily long time and lead to frustration using FCDs in certain applications.
Consequently, my final study explored which techniques are fastest for directing
attention to a target in an FCD environment. I devised a framework for attention
redirection techniques and used it to build a set of five diverse techniques. I found
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that the Wedge technique, one which displayed a large triangle pointing from the
user’s view all the way to the target, was the fastest technique overall and the
best rated amongst all statistically significant subjective measures. I believe this
result is due to its large size, directness, and that it leads all the way to the target.
Another technique I explored, Radar (which uses a wireframe representation of
the room on which the target is highlighted), was found to be very fast in terms of
ballistic movements to the target, but was slowed down because users required
more interpretation time than with Wedge.
8.2 Overall Discussion
In this section I discuss the wider implications of my research within the field of
FCDs as a whole, and how it can inform developers and users of FCD systems in
the future.
8.2.1 The Trade-Offs of Low Cost FCDs
The FCD solution presented in this thesis is a low-cost one. However, cost
should not be the only criteria which FCD users or developers consider when
selecting an FCD solution for their own purposes. As far as I am aware, at
the time of writing, ASPECTA’s approach to spherical projection is the most
affordable way to provide simultaneous coverage across such a high portion of
a room environment. However, when using a reasonably low priced projector,
spherical projection typically leads to low-resolution images on the walls, with
added visibility issues in circumstances where there is a high level of ambient
light. The brightness and resolution of solutions which use multiple displays or
projectors can be high compared to spherical projection, but the price of hardware
increases significantly as the degree of required coverage rises. However, for
applications where significantly less than full coverage is required, multiple
displays or projectors can still offer a relatively affordable solution.
Another issue prevalent for spherical projection approaches, and projection in
general, is shadows. Users have to be careful to position themselves at locations
that do not block the surfaces that they are using. This has a knock-on effect with
potential integration of touch interactions, as the user will be required to block the
area they are interacting with to some degree when touching the surface. Despite
touch still being problematic, in certain settings where the user is most commonly
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located in an expected position (such as at a desk in an office), shadows can be
reduced by positioning the mirror or fisheye lens projector directly above the
user. This would simultaneously increase brightness and resolution of projection
around the desk, but decrease it for further away surfaces. However, when the
user is expected to regularly move around the environment, or it contains multiple
people, shadows will likely be an issue. There are two FCD solutions which are not
affected by the above issues of shadows. One is to use multiple (monitor-based)
displays. Unfortunately this is typically among the most expensive approaches
to full coverage projection, so I would only recommend it if shadows were a
major problem that needed to be avoided. The other approach would be to use
rear-projection. However, this requires purpose-built environments with walls
which allow for rear-projection and multiple projectors (typically one per surface)
making it another highly expensive approach.
8.2.2 The Use of the Ceiling in FCD Environments
My findings have shown that the ceiling, despite often being a wide and almost
unoccluded canvas which shows promise for projection, is not ideal for regular
use in typical scenarios. Pointing is usually slow; the redirection of attention
towards it is comparable to turning to the back wall; and it is often the last place
people look when unguided, meaning objects on it are more likely to be missed
if the user is not alerted to their existence. It should be noted, however, that my
findings are assuming a scenario where the user is sitting upright or standing. In
situations where the user’s field of view includes the ceiling, such as when they
are lying in bed, the ceiling may be a much more suitable location for content. In
this situation I suspect that many of my findings regarding pointing performance
in FCD environments may not be applicable, even if the front wall results are
translated to the ceiling. For ray-casting this is due to the differing gravitational
forces acting against the pointing motion, and in situations where the user is lying
down, a computer mouse would typically be moving on the same plane as their
body and therefore, in a motor sense, it would be a different task. Given all of these
factors I would recommend that developers of FCD applications do not rely on
the ceiling for important content unless the user is likely to be lying down during
interaction. If this is the case, then developers should not rely on my findings
regarding pointing performance.
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8.2.3 Potential Side-Effects of FCD Overuse
Although there are many opportunities that FCDs open up to us, users should be
aware that the environments they create could become stressful or bad for their
health if overused. For instance, in use cases where content is covering a high
proportion of the room, users may find it hard to mentally disconnect and look
away from the projected displays. This could discourage them from taking breaks
from interaction. Even if applications do not cover every surface of the room,
users may still receive frequent notifications or attention redirection, especially if
there is not a feature to disable such interruptions. Since such techniques could be
designed so that they are always visualised within the user’s field of view, and
intended to be distracting, this would encourage users to attend to the notifier
immediately so that it can be dismissed. If the notification is alerting the user
to something in the digital environment then this may even lead to prolonged
interaction.
Projection-based FCD environments are also typically darkened to improve
projection visibility. This is particularly important with spherical projection.
However, sitting in such an environment with little natural light for long periods
of time may have a negative impact on mood, especially for those who suffer from
Seasonal Affective Disorder (SAD) [109]. There may also be negative consequences
of the light of projection itself. As previously mentioned, the ceiling is likely most
suited as a projection canvas when the user is lying down. However, at night this
may distract users from sleeping, leading to exhaustion. Interaction with displays
just before sleep is believed to interrupt sleep patterns due to the emission of blue
light [135] and, if the user falls asleep during interaction, the light from projection
may have further negative consequences because even a small amount of light
during sleep has been linked to depression [104].
Beyond the above points, designers and users of FCDs should be aware of the
potential physical risks associated with FCDs. For instance, badly designed
interfaces which constantly require the user to look upwards, such as those that
make regular use of the ceiling, may cause neck-strain. Even beyond application
design, if the user constantly turns their head, but not the rest of their body, to
view content this may cause further neck-strain which could lead to issues in the
long term.
With all the above factors in mind I would recommend that developers of FCD
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tools and applications include features that are mindful of user wellbeing. For
instance, a global "do not disturb" mode for notifications may be valuable, which
either removes them altogether or instead expresses them in a calm way. Users may
also benefit from regular calm notifications to remind them to take a break (e.g. 5-
10 minutes every hour1), either turning off projection or leaving the environment
altogether. It may be valuable to turn off projection after a certain period of
interaction during the night to combat situations where the user falls asleep
during interaction. Finally, to combat the potential risks of neck strain developers
should be provided with application design guidelines that discourage overuse of
the ceiling and users should be aware of the risks of neck strain.
8.2.4 Integration of Input into FCD Solutions
In Chapter 6 I implemented and evaluated two pointing techniques for use in
FCD environments: ray-casting and mouse interaction. I identified individual
merits for both of these techniques in specific locations of non-immersive FCD
environments and, based on use cases, would be able to advise which may be
best in a specific situation. It should be noted, however, that neither technique is
simple to implement, with even mouse control requiring perspective correction
instead of applying a simple one-to-one mapping of mouse movements onto the
wall (although this can be avoided at the cost of ceiling control). I believe that
this will make the techniques I introduced unappealing to developers of FCDs,
despite their efficiency. To ensure that toolkit users are able to take advantage
of more advanced techniques, I would recommend that the developers of future
FCD toolkits consider the integration of appropriate targeting techniques. They
could provide an input layer on top of their systems which accepts a stream of
tracking data from any hardware source, translates it, and uses it to drive inbuilt
techniques. However, toolkit developers should remain mindful that to enforce
the use of prebuilt techniques could restrict the potential uses for FCDs. Therefore
it is advisable to enable application developers to create their own techniques if
they wish. Either a rigid approach which enforces the use of prebuilt techniques,
or a completely open approach that places the onus of interaction implementation
on the application developers, is likely to decrease developer adoption.
1As recommended for screen interaction by the UK’s Health and Safety Executive:
http://www.hse.gov.uk/contact/faqs/vdubreaks.htm
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8.2.5 Important Factors in the Redirection Technique Design
Space
In Chapter 6 my thesis presented a design space for attention redirection tech-
niques. I used this to design a diverse selection of techniques to study in my
experiment, and believe it would be beneficial for others who are developing
their own techniques to do the same. My opinion is that where a technique
is situated according to the design space has an impact on performance, and
that my results helped identify potential impacts. For instance, although the
Wedge technique offered the best performance across almost all measures, the
Radar technique showed the shortest time for ballistic movement. I believe this is
due to the Radar’s high initial precision - users had a good approximation of the
target’s location before they started turning. However, this was simultaneously
the technique’s weakness. Although the Radar was relatively precise, it required
more time for cognitive processing to extract the information. Based on these
findings I believe that initial precision is valuable to consider for designers, but
it is important not to overload the user with information, as this will impact
performance negatively. A beneficial middle-ground may be for future designers
to express target wall as well as rotational direction (medium initial precision),
avoiding additional information unless it can be expressed it in a "glancable" way,
as defined by Matthews et al. [88]. The Flashing technique does this, and it is
second only to the Wedge for overall targeting performance (despite its low final
precision).
I believe that the degree of final precision is also an important consideration, with
specific cases making it more relevant. The Wedge technique performed best
by almost all tested criteria, which I believe is partly because it leads attention
all the way to the target. However, I feel that there is likely to be an additional
interaction with the distance of the target wall from the user and the size of the
wall itself. I expect that, in situations where the user is closer to the target wall, or
it is significantly larger in size than in my experiment, final precision will be a much
more valuable commodity. I suspect this because a smaller portion of the wall will
be near the participant’s locus of attention at once, meaning the target might be
out of the range which can be easily perceived. Another situation in which final
precision is important is times where the target is not highlighted, and therefore
the technique itself is the only method being used to indicate the target position.
Based on these scenarios, designers would be best to take into account both the
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environment and the nature of targets when considering final precision.
Most of the techniques I presented in this thesis contain a distance element (e.g.
the rate of convergence of the Wedge technique, and the side wall versus back wall
colour coding of the Flashing technique) as well as a directional element. However,
the value of explicitly incorporating distance is unclear, as long as direction is
expressed in a way which can be easily interpreted and the target is highly obvious.
In such circumstances, the user is able to turn rapidly in the intended direction, and
as the object comes into their periphery they may be able to decelerate fast enough
to stop at the target. However, if the target is not as obvious in the periphery,
or if the turning motion is too fast for recognition, it may be overshot or missed
entirely. The only technique I presented which did not provide any information
regarding distance was the Point technique, and it was also the slowest technique
tested. The slow turning motion of participants using the point technique could
potentially have been a consequence of the reduced ability to predict when they
would reach the target, and therefore the fear of missing or overshooting. Due to
its potential ability to direct efficient turning alone, I feel that the value of direction
is greater than that of distance. However I would still recommend the inclusion
of a distance element in guidance techniques as it may increase the efficiency of
guidance at times when high target visibility cannot be guaranteed.
8.2.6 The Radar as a Multi-Purpose Tool
In Chapter 7 I presented the concept of the Radar as a tool to notify users of
targets that are outside their field of view. Although it was not one of the fastest
techniques overall, being outperformed by both Wedges and Flashing, it still
offered a significant advantage over the baseline, and I feel it deserves further
consideration due to its multi-purpose potential. For instance, in Chapter 6 I stated
that I did not feel that radars were appropriate pointing tools in FCD environments
due to high detail radars eliminating the need to look at the room, and simple
ones requiring the constant shift of attention between the radars and the wall for
reference during interaction. However, reconsidering them as a way to combine
notifications with pointing interaction reveals a potentially desirable use case. For
instance, when an event takes place in the room it could be shown as a point on
the radar to alert the user. Once the user is ready to attend to the object they could
hover above its representation on the radar to teleport it temporarily to the front
wall. If they then decide that the object is something they will need to return to
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later, they can move the pointer away to return it to its original wall. On the other
hand, if they need to react instantly, they could click it, carry out the required
actions on the front wall, and then click the point on the radar again to teleport
the notification back to its origin. Since I have found that mouse interaction is
fastest for pointing in front of the user, this may mean that it is now the optimum
choice for the environment, as users will be able to easily access elements that
were on the back walls at times when they are most relevant (when the system is
alerting the user about an aspect of them). However, in this scenario turning to
the back walls would not be eliminated entirely, and would still be required if the
user wished to attend to something about which they were not currently being
notified.
8.2.7 Considerations for Collaborative FCD Environments
When building a collaborative FCD environment there are many considerations a
developer should make. Firstly, they must consider the projection hardware used.
If lots of people will be moving around the room, projection may be inappropriate
due to shadows. However, in situations such as meetings where everyone is sitting
around a desk, spherical projection may be most appropriate, as long as its source
is on the ceiling and therefore occlusion is avoided. If high resolutions are required
for viewing fine details, multiple projectors may be the most affordable approach.
However, if shadows from collaborators are going to be an issue then the multiple
display option is the most appropriate despite its cost.
For pointing interactions, the mouse may not be appropriate for multiple simulta-
neous users because surfaces could become cluttered with cursors, or users may
lose track of which cursor they are controlling. For ray-casting interactions this is
less of an issue due to the 1:1 match between the direction the user is pointing in
and their cursor’s position. Touch interaction may also be appropriate, but users
would need to move around the room to interact, and it would not be compatible
with projection approaches due to shadows.
For attention redirection techniques it would be best to choose one which does
not cover a large portion of the screen outside the user’s area of regard. For this
reason the point technique or similar would be appropriate, however a World in
Miniature approach such as the radar could also be used to convey a location to
the user without occluding a large portion of the room.
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8.2.8 Multi-Device Interactions
In collaborative environments, or other multi-user FCD scenarios, it is likely that
more than one user will be interacting with the environment simultaneously. If
both are required to use the same device for interaction this will often require users
to take turns and this could be a source of frustration. It is therefore desirable to
allow multiple devices to interact simultaneously with the FCD environment, and
this can be achieved in two ways: allowing multiple simultaneous users to connect
directly to the FCD and request content to be displayed independently (which
ASPECTA is designed specifically to support); or implementing the interaction
at a software level, with one client making rendering requests to the FCD, and
other devices communicating with the client. The former option is valuable in
circumstances where multiple completely independent applications are running
in an FCD environment (e.g. one user is interacting with a digital noteboard on
the front wall, while another is playing a game on the back wall), while the latter
is particularly valuable for collaborative applications where content is shared
between simultaneous users (e.g. when collaboratively brainstorming and posting
ideas to the wall during a meeting).
Of course, not only multi-user scenarios require multi-device interactions. For
instance, while a user is interacting with an FCD, their IoT washing machine could
independently add an alert to their wall to let them know that a wash cycle has
finished (another example of completely independent applications running on
separate devices). Similarly, it is also possible that some users may wish to run
different types of applications from different devices to take advantage of their
individual capabilities (for instance, walk up and interact widgets applications
could be created and controlled by a tablet due to its portability, while objects such
as computer icons around the user’s desk could be created by and interacted with
by the computer itself). Although interaction is unlikely to be simultaneous, there
are also circumstances where multiple devices will be of value in a single user,
single application scenario. As before, this allows users to take advantage of the
individual capabilities of different devices. For instance, widgets could be set up
and configured around the room from a desktop computer, despite the fact that
the primary interactions with them are carried out using a portable device such as
a smartphone.
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8.2.9 When and Where are FCDs Useful
This thesis has primarily presented FCDs as a tool for office, home and research
environments. It has also discussed existing examples of ASPECTA itself being
used for retail, educational and artistic applications (Chapter 5). Furthermore it
has explored some perceptual and cognitive opportunities of FCDs in Chapter 2.
However, there are additional opportunities worth discussing which will be
covered in this section.
Firstly, FCDs offer the opportunity to surround a user with display pixels without
the environment containing any technology, besides the display hardware itself.
In addition, the hardware in the environment could be subtle and unobtrusive
such as a single fisheye lens built into the ceiling. This is not only be a benefit
to keeping the environments themselves tidy, but also at times where either the
technology or users may be a risk to one another. An example of this in a home
environment is a children’s playroom - FCDs would allow interactive, potentially
educational (such as the mathematics teaching game in Chapter 5), applications
to be placed on the walls, without the risk of the children injuring themselves on,
or damaging, the system or display hardware. Another home example would be
the use of FCDs in a wet room such as a bathroom, where moisture could damage
electronic equipment. In industry, such minimal FCDs can similarly be used in
environments where chemicals or gases are present which may pose a fire hazard
or risk to technology.
Another benefit of FCDs which offers additional opportunities is their ability
to convey information regardless of where a user is currently looking in an
environment. Alternatively, this can be done using other approaches such as
through an AR headset or simply using a smartphone or smartwatch after an
audible or haptic notification. However, the purchase of an AR headset would be
required for each individual user and the smartwatch and smartphone approaches
are not "hands free" as the devices themselves need to be manually brought into
the user’s line of sight. Therefore, FCDs offer the opportunity to quickly and easily
convey information regardless of a user’s current direction of focus or their ability
to carry out interactions. A home example, previously mentioned in this thesis,
which makes use of this opportunity is using FCDs as a notification system for the
deaf. For most people audio is ideal for providing detailed information in a timely
manner. For the deaf however this is not the case. FCDs allow visible messages to
be placed in the user’s field of view at any time and this can act as an alternative
165
8. DISCUSSION
way to express urgent information. Similarly, FCDs could be used as a tool for
suffers of Alzheimer’s Syndrome to provide easily interpretable visual reminders
and warnings within their fields of view, without requiring them to understand
the meaning of more abstract warnings such audible tones or haptic vibrations.
The "hands free" aspect of FCDs has additional benefits in certain situations, such
as in a factory environment, where notifications may be required by people who
are currently carrying objects or operating machinery and therefore are not able to
perform manual interactions.
As well as being able to provide information regardless of where a user is currently
looking, as discussed in Chapter 7, FCDs can also be used to help direct a user’s
attention - even towards physical objects. For example, in a home context, a user
who has lost their keys could be guided to them using similar techniques to those
presented in this thesis, and if they are in a different room, arrows could be shown
on the floor to lead users to the correct room. In office environments or libraries,
users may similarly be looking for a specific book or journal and could be guided
to the correct bookcase and the book itself (similar to the Smart Bookshelf [35] and
Searchlight [28]).
Another benefit of FCDs, especially low-cost ones such at the ASPECTA toolkit, is
that they can be used to prototype application ideas which may be suited to more
expensive setups when deployed (such as MDEs). For instance, with the trade-
off of low resolutions and shadows, a low-cost hemispherical mirror (spherical
projection) system can simulate multiple wall-sized displays, projectors, tabletop
displays and more. If required, this could even be paired with structure sensors
such as Microsoft Kinects or, at potentially lower cost, Leap Motion2 controllers
to simulate touch displays. However, it is not just application scenarios that can
be prototyped with FCDs. As mentioned in Chapter 1, FCDs can also be used
for interior design purposes. Full-coverage projection can allow users to arrange
full-size representations of furniture, technology, decorations (such as paintings)
and more in their environment. In addition, if the existing floors and walls are not
too visually busy, users could test out new wallpapers and carpets. All the interior
design possibilities can allow a user to get a feel for an environment and ensure
that space is sufficient before committing to further purchases.
2https://www.leapmotion.com/
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8.2.10 FCD Interaction Without Pointing
As acknowledged in the introduction of this thesis, my primary focus is on FCD
interactions which incorporate "pointing" in a wide sense (e.g. ray-casting, mouse
and touch). This is due to the fact that they are familiar and often relatively
easy to learn when carrying out selection interactions (the mechanism for aiming
and selection are all that needs to be known to carry out interactions). There
are however many interactions with FCDs which would not require the act
of traditional selection, and for which pointing techniques may be less suited
(particularly in immersive FCDs, which are not the focus of this thesis). This
section will discuss a variety of example interaction techniques for FCDs which
do not incorporate pointing.
Firstly is the manipulation of objects in the environment itself. For instance,
if an object which is augmented in the environment is moved and the system
is able to track it, any augmentations which are connected to it could also
move as appropriate. An example of an application specifically based around
environmental object manipulation is the augmented reality platform game
developed by Oswald et al. [107] where physically placing and manipulating
objects in the environment works as a "level editor", creating platforms for the
character to jump on. Object manipulation could also be used by applications in a
way that does not incorporate absolute positions, such as sensing when an object
is picked up and displaying its information on the wall or using physical switches
as toggles within FCD applications.
Second, the presence and location of a user could also be used for interaction.
For instance, the system could "sleep" when the user is no longer detected in the
environment. Location tracking could allow widget information detail to increase
when the user approaches it (such as increasing the number of days covered by
an ambient weather display when a user approaches). It could also be used for
artistic purposes as in the "Blank Spaces" ASPECTA example found in Chapter 5.
A third interaction technique would be to use a separate device, such as a tablet or
smartphone, to carry out manipulations. This could allow smartphone gestures to
be used in FCDs. For instance, the user could swipe left or right to cycle content
around the walls clockwise or anticlockwise, pinch to zoom and drag to pan, or
twist to rotate content on the walls. The device could also display a "control panel"
allowing users to interact with room contents and change its settings.
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Finally, users could use more complex non-touch gestures to interact with FCDs
such as finger clicks, claps, jumps and waves. This could allow for fun interactions
such as clicking your fingers to turn the system on and off, or waving to close
the currently in-use application. However, during long periods of interaction
large gestures may become tiring, so their use in certain applications may be
undesirable.
8.2.11 Alternatives to FCDs
The overall purpose of FCDs is to cover the interior surface of a room with display
pixels. This thesis has discussed both projection-based, and multiple-display
approaches (with the ASPECTA toolkit being the former). However, alternative
approaches which can simulate this effect are: glasses-based Augmented Reality
(such as that offered by Google Glass); window-based Augmented Reality (e.g.
looking at an augmented camera view on a smartphone screen); and Virtual Reality
(creating a new virtual environment which is augmented in a similar manner to an
FCD environment). All approaches to full coverage environments have individual
advantages and disadvantages which can be seen in Table 8.1.
One of the main disadvantages of the Virtual Reality approach is that the user
is unable to see objects in their physical environment. This leads to them being
cut off from the real world, reduces their ability to interact with others outside
the virtual environment (unless they are also in the virtual environment using
a separate headset) and, unless a large area has been cleared, movement may
lead to collisions with physical objects that they are unable to see. However,
these are general issues with virtual reality and not related specifically to FCD
environments. One issue which is, however, is the fact that since the user is only
able to see objects within the virtual environment, objects within the physical
environment cannot be augmented. For users to make use of Augmented Reality
in virtual environments, physical objects would need to be replicated, defeating
one of the benefits of augmented reality in the first place.
Augmented Reality approaches, on the other hand, allow users to be aware of their
surroundings, with the caveat that opaque augmentations (such as those you might
expect with window-based AR) may obscure certain objects in the environment.
Although, unlike with VR, glasses-based augmented reality allows users to see
others who cohabit the environment, these potential users will be unable to see the
augmentations themselves without using a separate headset. Therefore, multiple-
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Projection-
Based FCDs (with many 
projectors)
(e.g. fisheye lens in 
ceiling)
Monitor-
Based FCDs (Non-Overlay)
(With potential 
bezels)
(Can be confined to 
walls)
Glasses-
Based AR (Content may 
overlap objects)
(One device 
per user)
(For 
augmentations)
Window-
Based AR (Content may 
overlap objects)
(Within close 
proximity)
(For 
augmentations)
HMD Full 
VR
(Must rely on 
non-visual 
senses)
(One device 
per user)
(However, may be 
tethered)
Table 8.1: A comparison between FCDs and alternatives when building a full-coverage
environment.
user scenarios are not naturally supported by such AR implementations. However,
if the user is viewing the augmentations through a display (e.g. overlaid onto a
camera view), multiple users will be able to see the augmentations simultaneously
as long as the display is large enough and the users are in close proximity. Finally,
if a user is trying to create immersive experiences, augmented reality is typically
not appropriate as the augmented portion of the display is typically not the entire
field of view of the user [36] (especially with window-based AR).
Conversely, FCDs stand as the only approach to full coverage environments
which, by design, can provide augmentation over the entirety of the user’s field
of view simultaneously (VR approaches can cover the entire rendered view with
augmentation, but existing hardware approaches typically have a reduced field of
view compared to human vision [58]). FCDs are also able to provide almost all the
benefits of other approaches depending on which implementation discussed in
Chapter 2 is used. For instance, although the spherical projection approach taken
by my research is not typically high resolution with current commercially available
projectors, an approach to FCDs which uses multiple monitors typically offers
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much higher resolutions. Projection-based approaches can offer high resolutions
however, depending on the resolution of the projectors used, how many are
being used and whether their images are tiled efficiently. Projection-based FCD
hardware approaches can also be chosen to consume minimal space (for instance,
if a fisheye lens is protruding from the ceiling). Monitor-based FCDs, on the other
hand, will need to be situated in the room so will reduce the amount of space in the
environment. However, their impact can be minimised if they are wall-mounted.
The main disadvantage which is common to all current FCD approaches is that
they are not easily portable unlike AR and VR devices. If they are to be moved to
a new environment they need to be deconstructed and reconstructed elsewhere
and this may be a time-consuming process.
8.3 Directions for Future Work and Open Questions
This section includes questions which I feel would be valuable to address as part
of future research into FCDs.
8.3.1 Text Input in FCD environments
When users are interacting with FCDs in non-immersive contexts there are many
applications where they may wish to type content on the wall. This is especially
the case if they are using FCDs as an extended desktop space, but there are
other applications where typing is central to interaction. For instance: at a digital
noteboard users may wish to compose the contents of a new note; when interacting
with a weather widget users may wish to type the name of a new location; at a
bookcase in a library a user may wish to type the name of a book they would
like to be highlighted; or an instant message conversation with an input field
could be shown next to a picture of a relative. In these cases, having a keyboard
nearby every potential interaction space is likely to be impractical, and carrying
one around with you is inconvenient (in addition to finding a location to place it
during use). However, it is not known how else text input could be implemented
efficiently. One solution might be to constrain all typing-based tasks to the front of
the room so that a single keyboard could be kept in a consistent, static position.
However, although this could work in many application scenarios, it restricts many
others. Another approach may be to use pointing to type (such as using a mouse or
ray-casting with an on-screen keyboard), but a standard keyboard would occlude a
high portion of the surface, be much slower than a hardware keyboard, and typing
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may lead to physical fatigue. Some of these issues have previously been studied in
the contexts of touchscreen keyboards and it is possible that existing touch-based
techniques may provide valuable inspiration (e.g. [64, 65, 172]). Overall, I feel that
it would be valuable to have answers to the following questions:
What techniques are most appropriate for typing in FCD environments? Is it possible to
use pointing for typing in a way which is fast, takes up little display space, and minimises
physical demand?
8.3.2 Using the Floor in FCDs
The research that I have carried out for my thesis has not included an exploration
into pointing to, or redirecting attention to, targets on the floor. The reasoning
behind this is that spherical projection typically precludes the surface that the
mirror or fisheye lens projector is situated on. Given the choice of exploring
either floor or ceiling projection, I chose the latter because the ceiling offers a
wide, featureless area, which is not blocked by the objects in the environment.
Conversely, floors are typically occluded, textured and rarely a colour suitable
for projection. However, if environments are configured with floor projection in
mind [97], occlusion can be minimized and the other issues avoided. This factor,
combined with the reduced searching and targeting performance I encountered
across both my studies, suggests that it is possible that the floor may be more
valuable than the ceiling in some environments. Therefore I believe the following
questions should be explored:
How does targeting and searching performance on the floor compare to the ceiling and
other walls? What applications, such as providing walking directions, does the floor have
as a projection surface which make it unique?
8.3.3 Non-Visual Techniques for Attention Redirection in FCDs
Due to their relevance to UI design and high information density, I focused on
visual guiding techniques in my own research. However, other approaches may
still hold promise, such as using haptic or audio cues. A simple example, which
would work for either modality, would be to use a dual channel (left and right) set
up, and adapt the implementation of the flashing technique to convey the target
wall identity and turning direction. However, greater detail could be expressed,
such as providing approximate angles by decomposing the directional signal (such
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as splitting it into 30◦ increments). It may be possible to encode more complex
information, but technique designers would need to ensure that the cognitive
processing time for the signal does not negatively affect performance. With all this
in mind I pose the following questions:
How do non-visual attention redirection techniques compare to visual ones in FCD
environments? Do those that take advantage of the room structure, such as providing
the identity of the target wall, show an advantage over ones which are agnostic to the
environment (such as those which express angles)?
8.3.4 Controlling Visual Popout in Attention Redirection
Techniques
As discussed in Chapter 1, the perceptual weight of an object in the visual
periphery can be manipulated to reflect factors such as urgency. Gutwin et al. [55]
have explored various different techniques that can be used, and their relative
noticability at different angles from the centre of a user’s field of view. These
lessons could be used to build upon the attention redirection techniques in this
thesis, or even build new ones which are not only able to convey urgency, but
are also less distracting to the users of FCD spaces for whom the notification was
not intended. The result of this could be less stressful environments with fewer
unnecessary distractions and better support for collaboration. Therefore, I believe
that the following question should be answered:
How can the perceptual weight of FCD attention redirection techniques be adjusted to
convey urgency levels and support collaboration without reducing their efficiency as
attention guiding tools?
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This chapter looks at how the work in this thesis addressed the research questions
which were stated in Chapter 1, describes my contributions to the field of FCDs,
and finally concludes my thesis.
9.1 Answers to Research Questions
My research set out to answer three research questions that are valuable if FCDs
are to become more feasible for future developers, researchers and users who wish
to use them in the home or at work.
• Q1: Is it possible to create a hardware and software solution for the
creation of FCDs which is affordable, easy to program for developers, and
easy to configure for both developers and end-users?
Yes it is, as demonstrated by the ASPECTA Toolkit:
Affordability: The ASPECTA Toolkit reduces the cost of FCD displays
by proposing a hardware solution that uses a single standard projector
and a hemispherical security mirror (Section 3.2). It also keeps the cost of
room configuration low by simply requiring a computer mouse without
the need for additional sensing equipment such as 3D structure sensors
(Section 3.3.3.2).
Ease of Use: The ASPECTA Toolkit has been designed specifically with
ease of use in mind. I have collected evidence that indicates that this was
successful - ASPECTA has been used by 11 users other than myself, three of
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whom used it in their own research. Responses to ASPECTA were generally
positive, even for researchers who had no previous experience with graphical
APIs (Sections 4.5, 5.1.1.4 and 5.1.2.3).
• Q2: What are suitable ways to interact with FCDs with regards to content
selection and manipulation (e.g. ray-casting or touch)
After identifying that the pointing techniques which, within my stated goals
and constraints, were best suited to FCD environments as Ray-casting and
mouse interaction (Section 6.1), I carried out a study which showed that,
overall, Ray-casting is the fastest technique. However, I also found that there
was a small advantage to mouse interaction for targets in front of the user.
The answer to this question is therefore that the efficiency of a technique
depends on the frequency of interactions in each hemisphere of the room
(front vs. back). If interaction with the back of the room is infrequent I would
recommend mouse interaction, otherwise I would recommend Ray-casting
interaction. A full discussion of the results and their implications can be
found in Section 6.8.
• Q3: What FCD-based techniques work well to draw attention to objects
which are outside the user’s field of view?
After creating a design space for attention guiding techniques in FCD
environments (Section 7.2.2), I proposed and developed a set of five potential
techniques (Section 7.3). I found an adapted Wedge technique, which used
a static triangle pointing from the user’s field of view to the target, to
be the best technique. This was consistent across almost all performance
and subjective measures. The exception was time spent physically turning
towards the target, for which the Radar technique, a World-In-Miniature
approach, performed best on due to the fact that it allowed the participant
to know almost exactly where the target was before they started turning.
The radar did however require more time for initial interpretation. The data
suggests that the reason for the Wedge being the fastest technique is that it is
large, immediately conveys a direction, and leads the participant directly all
the way to the target. A full discussion of the results and their implications
can be found in Section 7.10.
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9.2 Contributions
My thesis makes the following main contributions:
• The design and implementation of a tool that increases the affordability and
ease of building FCD systems
To my knowledge, the ASPECTA Toolkit’s affordable solution to FCDs costs
significantly less than any other techniques which offer comparable levels of
simultaneous coverage. Other approaches typically cost thousands of dollars,
while I estimate the cost of ASPECTA’s hardware solution to be approximately
$460. This solution makes FCDs much more feasible for developers, researchers
or even hobbyists who may wish to use them in the future, but would have
otherwise been deterred by the investment. Similarly, ASPECTA’s ease of use
further increases the appeal of FCDs by not requiring users to understand the
graphical transformations that are required, and allowing users to build their
own applications without having previous graphical API experience.
• An evaluation of which interaction techniques are most suited for pointing
tasks in FCD environments
My findings highlight the relative strengths and weaknesses of both Ray-
casting and mouse interaction in FCD environments. This is valuable for non-
immersive FCDs, as pointing is generally a very common interaction in this
type of environment. My findings can be used to guide the developers of FCD
applications who want to ensure that pointing interactions can be carried out
efficiently by their users.
• The design of various directed notification techniques for FCD environments
I created directional notification techniques to draw attention to targets outside
an FCD user’s field of view. The techniques proposed were:
– An adaptation of the wedge technique
– Flashing
– Radar
– Point
• An evaluation of the designed attention redirection techniques to assess their
suitability in FCD environments
The techniques I presented will allow future FCD application designers to
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efficiently direct the attention of their users towards objects of interest. Such
techniques increase the feasibility of using areas of the room which are not in
the user’s focus for important information. My findings can also be used by
developers wishing to implement their own solutions by informing them of the
features that I believe helped and hindered each technique.
In addition, my thesis also makes the following secondary contributions:
• The creation of a novel room configuration procedure for FCDs that does not
require the purchase of additional hardware, yet is simple to use.
• A survey of existing systems and APIs in the field, and a breakdown of their
capabilities, restrictions and requirements.
• A design framework of techniques to provide spatial notifications (direct
attention) in FCD environments.
9.3 Closing Remarks
FCDs offer many opportunities for non-immersive applications, with the ability to
develop programs which would be impractical in a regular desktop environment.
However, prior to my work, FCDs were unfeasable to most due to their cost and
complexity. This thesis has addressed problems of cost and complexity, as well as
two major gaps in our understanding of FCDs in the form of pointing and attention
redirection. ASPECTA, alongside my findings, can be used to increase adoption
of FCDs and guide FCD developers who are interested in further exploring the
opportunities of non-immersive FCD environments in the future.
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Figure A.1: Four early FCD application ideas
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Figure A.2: Two early FCD application ideas
Figure A.3: Early ideas of an example configuration app for a sticky note program
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Figure A.4: Early ideas of an example note posting app for a sticky note program
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Participant Information Sheet 
Project Tit le  
A Full-Coverage Display System Built from Low-Cost Off-the-Shelf Components 
 
What is the study about? 
 
We invite you to participate in a research project about the effectiveness and usability of the Ultralux API 
when developing applications for Full Coverage Displays. 
 
This study is being conducted as part of my PhD Thesis in the School of Computer Science. 
 
Do I have to take Part? 
 
This information sheet has been written to help you decide if you would like to take part.   It is up to you and 
you alone whether or not to take part.   If you do decide to take part you will be free to withdraw at any time 
without providing a reason.    
 
What would I be required to do? 
 
You will participate in an interview of approximately 1 hour in duration to discuss your experiences of using 
the Ultralux API. 
 
Will my participation be Anonymous and Confidential?  
 
Only the researcher and supervisors will have access to the data which will be kept strictly confidential.   
Your permission maybe sought in the Participant Consent form for the data you provide, which can be 
anonymised if you choose, to be used for future scholarly purposes. 
 
Storage and Destruction of Data Collected 
 
The data we collect will be accessible by the researcher and supervisors involved in this study only, unless 
explicit consent for wider access is given by means of the consent form.   Your data will be stored for a 
period of at least 3 years before being destroyed, and prior to that will be held securely in an office in the 
University of St Andrews’ Department of Computer Science.  
 
What will happen to the results of the research study? 
 
The results will be finalised by 2017 and written up as part of my PhD Thesis. 
 
Are there any potential risks to taking part? 
 
The risks of taking part should be no different from those you experience on a normal working day. 
 
Questions  
 
You will have the opportunity to ask any questions in relation to this project before giving completing a 
Consent Form. 
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Consent and Approval 
 
This research proposal has been scrutinised and been granted Ethical Approval through the University 
ethical approval process. 
 
 
What should I do if I have concerns about this study? 
 
A full outline of the procedures governed by the University Teaching and Research Ethical Committee is 
available at http://www.st-andrews.ac.uk/utrec/Guidelines/complaints/ 
 
Contact Detai ls  
 
Researcher:  Julian Petford 
Contact Details: jp438@st-andrews.ac.uk 
Supervisor:  Dr. Miguel Nacenta, Prof. Carl Gutwin 
Contact Details:         mans@st-andrews.ac.uk, gutwin@cs.usask.ca 
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Participant Consent Form 
Anonymous Data 
Project Tit le  
A Full-Coverage Display System Built from Low-Cost Off-the-Shelf Components 
 
Researcher(s) Name(s)  
Julian Petford 
University of St Andrews Department of Computer 
Science 
jp438@st-andrews.ac.uk 
Supervisors Names 
Dr Miguel Nacenta 
University of St Andrews Department 
of Computer Science 
mans@st-andrews.ac.uk 
 
Dr Carl Gutwin 
University of Saskatchewan Department 
of Computer Science 
gutwin@cs.usask.ca 
 
 
The University of St Andrews attaches high priority to the ethical conduct of research.  We therefore ask you to 
consider the following points before signing this form. Your signature confirms that you are happy to participate 
in the study. 
 
What is Anonymous Data? 
 
The term ‘Anonymous Data’ refers to data collected by a researcher that has no identifier markers so that even 
the researcher cannot identify any participant.  Consent is still required by the researcher, however no link 
between the participant’s signed consent and the data collected can be made. 
 
Consent 
 
The purpose of this form is to ensure that you are willing to take part in this study and to let you understand what 
it entails.   Signing this form does not commit you to anything you do not wish to do. 
 
Material gathered during this research will be anonymous, so it is impossible to trace back to you.   It will be 
securely stored for a maximum of three years within an office in the University of Computer Science Department 
of the University of St Andrews. Please answer each statement concerning the collection and use of the 
research data. 
 
 
I have read and understood the information sheet.  Yes   No 
I have been given the opportunity to ask questions about the study.  Yes  No 
I have had my questions answered satisfactorily.  Yes  No 
I understand that I can withdraw from the study without having to give an explanation.  Yes  No 
I understand that my data once processed will be anonymous and that only the 
researcher(s) (and supervisors) will have access to the raw data which will be kept 
confidentially. 
 Yes   No 
I understand that my data will be stored for a period of 3 years before being destroyed   Yes  No 
I have been made fully aware of the potential risks associated with this research and am 
satisfied with the information provided. 
 Yes   No 
I agree to take part in the study  Yes   No 
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Participation in this research is completely voluntary and your consent is required before you can participate in 
this research.   
 
Name in Block Capitals 
 
Signature 
 
Date 
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API Documentation
Julian Petford
Computer Science Department
University of St Andrews
St Andrews, UK
jp438@st-andrews.ac.uk
1. API CALLS
1.1 Initializing a connection
After running server.py then creating an instance of message-
Sender, you need to log into the server so that it can give
objects you create appropriate identifiers. You do this by
making both of the following calls.
1.1.1 login(username)
Logs the user in with the given username.
1.1.2 setapp(appname)
Sets the application name for the current application.
1.2 Surface Management
Surfaces act as the lowest level of the GUI tree that represents
what is being shown on the walls. The outer curves of a
surface dictate the transformations that occur to make the
image appear unwarped on the wall. Surface creation is
generally handled by the configuration program, however the
following API calls exist for surface management.
1.2.1 newSurface()
This call creates a surface object and returns its surface
number (surfaceNo) to be used as an identifier by future
calls.
1.2.2 newSurfaceWithID(ID)
This call creates a new surface with an identifier of the user’s
choice and returns its surface number (surfaceNo) to be used
as an identifier by future calls.
1.2.3 getSurfaceID(surfaceNo)
This call returns the ID of the surface with the given surface
number.
1.2.4 setSurfaceID(surfaceNo, ID)
This call sets the ID of the surface with the given surface
number.
1.2.5 getSurfaceOwner(surfaceNo)
This call returns the owner name of the surface with the
given surface number.
1.2.6 getSurfaceAppDetails(surfaceNo)
This call returns the application details of the surface with the
given surface number. This is returned as a tuple containing
the application name and the instance number.
1.2.7 getSurfacesByID(ID)
This call returns a list of surface numbers containing all
surfaces that have the queried ID.
1.2.8 getSurfacesByOwner(owner)
This call returns a list of surface numbers containing all
surfaces that have the queried owner.
1.2.9 getSurfacesByAppName(name)
This call returns a list of surface numbers containing all
surfaces that have the queried application name.
1.2.10 getSurfacesByAppDetails(name, instance)
This call returns a list of surface numbers containing all
surfaces that have the queried application name and instance
number.
1.2.11 setSurfaceEdges(surfaceNo, topPoints, bottom-
Points, leftPoints, rightPoints)
Sets the edge points of the surface with the given surface
number. topPoints, bottomPoints, leftPoints and rightPoints
should all be lists of (x,y) coordinate tuples.
1.2.12 undefineSurface(surfaceNo)
Undefines the edge points allocated to a surface. It will no
longer be rendered until the points are redefined.
1.2.13 saveDefinedSurfaces(filename)
Saves the defined surface layout in the room at the server
name with the requested file name.
1.2.14 loadDefinedSurfaces(filename)
Loads a layout from the server-side file with the given name
and returns a (count, surfaceslist, connections) tuple.
1.2.15 getSavedLayouts()
Returns a list of all the layouts stored on the server side.
1.2.16 deleteLayout(name)
Deletes the surface layout with the given name from the
server.
1.2.17 setSurfacePixelHeight(surfaceNo, height)
Sets the height in pixels of the texture which is going to be
applied to the given surface.
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1.2.18 setSurfacePixelWidth(surfaceNo, width)
Sets the width in pixels of the texture which is going to be
applied to the given surface.
1.2.19 getSurfacePixelHeight(surfaceNo)
Gets the height in pixels of the texture which is going to be
applied to the given surface.
1.2.20 getSurfacePixelWidth(surfaceNo)
Gets the width in pixels of the texture which is going to be
applied to the given surface.
1.2.21 setSurfaceRealHeight(surfaceNo, height)
Sets the height in centimetres of the texture which is going
to be applied to the given surface.
1.2.22 setSurfaceRealWidth(surfaceNo, width)
Sets the width in centimetres of the texture which is going
to be applied to the given surface.
1.2.23 getSurfaceRealHeight(surfaceNo)
Gets the height in centimetres of the texture which is going
to be applied to the given surface.
1.2.24 getSurfaceRealWidth(surfaceNo)
Gets the width in centimetres of the texture which is going
to be applied to the given surface.
1.2.25 clearSurface(surfaceNo)
Removes all windows and elements from the given surface.
1.2.26 rotateSurfaceTo0(surfaceNo)
Makes it so that the top left of the surface matches up with
the top left of the surface’s texture.
1.2.27 rotateSurfaceTo90(surfaceNo)
Makes it so that the top right of the surface matches up with
the top left of the surface’s texture.
1.2.28 rotateSurfaceTo180(surfaceNo)
Makes it so that the bottom right of the surface matches up
with the top left of the surface’s texture.
1.2.29 rotateSurfaceTo270(surfaceNo)
Makes it so that the bottom left of the surface matches up
with the top left of the surface’s texture.
1.2.30 mirrorSurface(surfaceNo)
mirrors the texture of the surface around the top left / bottom
right diagonal.
1.2.31 connectSufaces(surfaceNo1, side1, surfaceNo2,
side2)
Creates a connection between a side of one surface and a
side of another surface so that cursors can move between the
surfaces. Sides should be given as one of the strings ”top”,
”bottom”, ”left” or ”right”.
1.2.32 disconnectSurfaces(surfaceNo1, side1, surfaceNo2,
side2)
Removes the connection between two surface sides. Sides
should be given as one of the strings ”top”, ”bottom”, ”left”
or ”right”.
1.3 Window Management
Windows are placed on surfaces, so that users can attach
elements to them. When windows are moved all the elements
they contain will be moved too, this can be used to implement
grouping behaviour.
1.3.1 newWindow(surfaceNo, x, y, width, height, coorSys,
name)
This call creates a new window object and returns its window
number (windowNo) to be used as an identifier by future
calls. The user must supply the number of the surface the
window is being applied to, the x and y coordinates on the
surface it should be positioned at, and its width and height.
The coordinate system that the user wants to use should also
be stated as either ”pix” for pixels, ”prop” for the proportion
of the height/width of the surface (between 0 and 1) or ”real”
for centimetres.
1.3.2 newWindowWithID(ID, surfaceNo, x, y, width,
height, coorSys, name)
This call creates a new window object with an identifier of the
user’s choice and returns its window number (windowNo) to
be used as an identifier by future calls. The user must supply
the number of the surface the window is being applied to, the
x and y coordinates on the surface it should be positioned
at, and its width and height. The coordinate system that
the user wants to use should also be stated as either ”pix”
for pixels, ”prop” for the proportion of the height/width of
the surface (between 0 and 1) or ”real” for centimetres.
1.3.3 getWindowID(windowNo)
This call returns the ID of the window with the given window
number.
1.3.4 setWindowID(windowNo, ID)
This call sets the ID of the window with the given window
number.
1.3.5 getWindowOwner(windowNo)
This call returns the owner name of the window with the
given window number.
1.3.6 getWindowAppDetails(windowNo)
This call returns the application details of the window with
the given window number. This is returned as a tuple con-
taining the application name and the instance number.
1.3.7 getWindowsByID(ID)
This call returns a list of window numbers containing all
windows that have the queried ID.
1.3.8 getWindowsByOwner(owner)
This call returns a list of window numbers containing all
windows that have the queried owner.
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1.3.9 getWindowsByAppName(name)
This call returns a list of window numbers containing all
windows that have the queried application name.
1.3.10 getWindowsByAppDetails(name, instance)
This call returns a list of window numbers containing all
windows that have the queried application name and instance
number.
1.3.11 moveWindow(windowNo, xDistance, yDistance,
coorSys)
This call moves the stated window by the given x and y
distances.
1.3.12 relocateWindow(windowNo, x, y, coorSys, sur-
faceNo)
This call relocates the stated window to the given position
on the given surface.
1.3.13 getWindowPosition(windowNo)
This call returns the position of the stated window as an
(x,y) tuple.
1.3.14 setWindowWidth(windowNo, width, coorSys)
This call resets the width of the stated window to the chosen
value.
1.3.15 setWindowHeight(windowNo, height, coorSys)
This call resets the height of the stated window to the chosen
value.
1.3.16 getWindowWidth(windowNo, width)
This call returns the width of the stated window.
1.3.17 getWindowHeight(windowNo, height)
This call returns the height of the stated window.
1.3.18 stretchWindowDown(windowNo, distance, coorSys)
This call stretches the stated window down by the chosen
number of pixels.
1.3.19 stretchWindowUp(windowNo, distance, coorSys)
This call stretches the stated window up by the chosen num-
ber of pixels.
1.3.20 stretchWindowLeft(windowNo, distance, coorSys)
This call stretches the stated window left by the chosen
number of pixels.
1.3.21 stretchWindowRight(windowNo, distance, coorSys)
This call stretches the stated window right by the chosen
number of pixels.
1.3.22 setWindowName(windowNo, name)
This call sets the name of the stated window to the chosen
value.
1.3.23 getWindowName(windowNo)
This call returns the name of the stated window.
1.4 Cursor Management
Cursor calls can be locked to mouse events to control a cursor
on the wall. For instance, a program could track how much
a mouse has moved regularly, and send a message using
shiftCursor() to duplicate this action on screen. When the
user clicks a button on the mouse getCursorPosition() can
be used to find the position of the mouse at the moment of
the click and act accordingly.
1.4.1 newCursor(surfaceNo, x, y, coorSys)
This call creates a new cursor object and returns its cursor
number (cursorNo) to be used as an identifier by future calls.
The user must supply the number of the surface the circle is
being added to and the x and y coordinates of the cursor on
the surface. The coordinate system that the user wants to
use should also be stated as either ”pix” for pixels, ”prop” for
the proportion of the height/width of the surface (between 0
and 1) or ”real” for centimetres.
1.4.2 newCursorWithID(ID, surfaceNo, x, y, coorSys)
This call creates a new cursor object with an identifier of the
user’s choice and returns its cursor number (cursorNo) to be
used as an identifier by future calls. The user must supply
the number of the surface the circle is being added to and
the x and y coordinates of the cursor on the surface. The
coordinate system that the user wants to use should also be
stated as either ”pix” for pixels, ”prop” for the proportion of
the height/width of the surface (between 0 and 1) or ”real”
for centimetres.
1.4.3 shiftCursor(cursorNo, xDistance, yDistance)
This call moves the cursor with the given cursor number
the requested x and y distances from its current location.
Corrections are automatically made for cursor rotation.
1.4.4 testShiftCursor(cursorNo, xDistance, yDistance)
This call tests moving the cursor with the given cursor number
the requested x and y distances from its current location.
The hypothetical new coordinates are returned as an (x,y)
tuple.
1.4.5 relocateCursor(cursorNo, x, y, surfaceNo)
This call relocates the cursor with the given cursor number
to the requested x and y coordinates on the surface with the
given surface number.
1.4.6 getCursorPosition(cursorNo)
This call returns the coordinates of the cursor with the given
cursor number as an (x,y) tuple.
1.4.7 rotateCursorClockwise(cursorNo, degrees)
This call rotates the cursor with the given cursor number
clockwise by the requested number of degrees.
1.4.8 rotateCursorAnticlockwise(cursorNo, degrees)
This call rotates the cursor with the given cursor number
anticlockwise by the requested number of degrees.
1.4.9 getCursorRotation(cursorNo)
This call returns the current clockwise rotation of the cursor
with the given cursor number.
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1.4.10 getCursorMode(cursorNo)
This call returns the mode of the cursor with the given cursor
number as a string.
1.4.11 setCursorDefaultMode(cursorNo)
This call sets the mode of the cursor with the given cursor
number to ”default”.
1.4.12 setCursorWallMode(cursorNo)
This call sets the mode of the cursor with the given cursor
number to ”wall”.
1.4.13 setCursorBlockMode(cursorNo)
This call sets the mode of the cursor with the given cursor
number to ”block”.
1.4.14 setCursorScreenMode(cursorNo)
This call sets the mode of the cursor with the given cursor
number to ”screen”.
1.4.15 showCursor(cursorNo)
This call makes the cursor with the given cursor number
visible.
1.4.16 hideCursor(cursorNo)
This call makes the cursor with the given cursor number
invisible.
1.4.17 isCursorVisible(cursorNo)
This call returns a boolean stating whether the cursor with
the given cursor number is visible.
1.5 General Element Management
Elements are objects that can be placed on windows. There
are many different types of element including rectangles, lines
and text. Here are the calls that can be used for all types of
element.
1.5.1 getElementID(elementNo)
This call returns the ID of the element with the given element
number.
1.5.2 setElementID(elementNo, ID)
This call sets the ID of the element with the given element
number.
1.5.3 getElementOwner(elementNo)
This call returns the owner name of the element with the
given element number.
1.5.4 getElementAppDetails(elementNo)
This call returns the application details of the element with
the given element number. This is returned as a tuple con-
taining the application name and the instance number.
1.5.5 getElementsByID(ID)
This call returns a list of element numbers containing all
elements that have the queried ID.
1.5.6 getElementsByOwner(owner)
This call returns a list of element numbers containing all
elements that have the queried owner.
1.5.7 getElementsByAppName(name)
This call returns a list of element numbers containing all
elements that have the queried application name.
1.5.8 getElementsByAppDetails(name, instance)
This call returns a list of element numbers containing all
elements that have the queried application name and instance
number.
1.5.9 getElementsOnWindow(windowNo)
This call returns a list of element numbers containing all
elements that are contained within the given window.
1.5.10 getElementType(elementNo)
This call returns a string stating the type of element the
given element is. (e.g. ”circle”)
1.5.11 showElement(elementNo)
This call makes the given element visible.
1.5.12 hideElement(elementNo)
This call makes the given element invisible.
1.5.13 checkElementVisibility(elementNo)
This call return a boolean value stating if the given element
is visible.
1.5.14 removeElement(elementNo, windowNo)
This call deletes the given element from the given window.
1.6 Circle Management (Element Subclass)
1.6.1 newCircle(windowNo, x, y, radius, coorSys, lineCol,
lineWidth, fillCol, sides)
This call creates a new circle object and returns its element
number (elementNo) to be used as an identifier by future
calls. The user must supply the number of the window the
circle is being added to, the x and y coordinates of the center
point on the window, and its radius, line color (currently
ignored), fill color and the number of sides the circle has (this
defines the quality of the circle). Colors should be passed
in as an (r,g,b,α) tuple where the values of r, g, b and α
are between 0 and 1. The coordinate system that the user
wants to use should also be stated as either ”pix” for pixels,
”prop” for the proportion of the height/width of the surface
(between 0 and 1) or ”real” for centimetres.
1.6.2 newCircleWithID(ID, windowNo, x, y, radius,
coorSys, lineCol, lineWidth, fillCol, sides)
This call creates a new circle object with an identifier of the
user’s choice and returns its element number (elementNo) to
be used as an identifier by future calls. The user must supply
the number of the window the circle is being added to, the
x and y coordinates of the center point on the window, and
its radius, line color (currently ignored), fill color and the
number of sides the circle has (this defines the quality of
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the circle). Colors should be passed in as an (r,g,b,α) tuple
where the values of r, g, b and α are between 0 and 1. The
coordinate system that the user wants to use should also be
stated as either ”pix” for pixels, ”prop” for the proportion of
the height/width of the surface (between 0 and 1) or ”real”
for centimetres.
1.6.3 relocateCircle(elementNo, x, y, coorSys, win-
dowNo)
This call relocates the circle with the given element number
to the given position on the given window.
1.6.4 shiftCircle(elementNo, xDist, yDist, coorSys)
This call shifts the circle with the given element number by
the given distances on the x and y axes.
1.6.5 getCirclePosition(elementNo)
This call returns an (x,y) tuple containing the coordinates of
the circle with the given element number.
1.6.6 setCircleLineColor(elementNo, color)
This call sets the line color of the circle with the given element
number. Colors should be passed in as an (r,g,b,α) tuple
where the values of r, g, b and α are between 0 and 1.
1.6.7 setCircleLineWidth(elementNo, width)
This call sets the line width of the circle with the given
element number.
1.6.8 setCircleFillColor(elementNo, color)
This call sets the fill color of the circle with the given element
number. Colors should be passed in as an (r,g,b,α) tuple
where the values of r, g, b and α are between 0 and 1.
1.6.9 getCircleLineColor(elementNo)
This call gets the line color of the circle with the given element
number. Colors are returned as an (r,g,b,α) tuple where the
values of r, g, b and α are between 0 and 1.
1.6.10 getCircleLineWidth(elementNo, width)
This call gets the line width of the circle with the given
element number.
1.6.11 getCircleFillColor(elementNo)
This call gets the fill color of the circle with the given element
number. Colors are returned as an (r,g,b,α) tuple where the
values of r, g, b and α are between 0 and 1.
1.6.12 setCircleRadius(elementNo, radius, coorSys)
This call sets the radius of the circle with the given element
number.
1.6.13 getCircleRadius(elementNo)
This call returns the radius of the circle with the given
element number.
1.6.14 setCircleSides(elementNo, sides)
This call sets the number of sides that are used to define the
circle with the given element number.
1.6.15 getCircleSides(elementNo)
This call returns the number of sides that are used to define
the circle with the given element number.
1.7 Line Management (Element Subclass)
1.7.1 newLine(windowNo, xStart, yStart, xEnd, yEnd,
coorSys, color, width)
This call creates a new line object and returns its element
number (elementNo) to be used as an identifier by future
calls. The user must supply the number of the window the
line is being added to, the x and y coordinates of both the
start and end points on the window, its width and color.
Colors should be passed in as an (r,g,b,α) tuple where the
values of r, g, b and α are between 0 and 1. The coordinate
system that the user wants to use should also be stated
as either ”pix” for pixels, ”prop” for the proportion of the
height/width of the surface (between 0 and 1) or ”real” for
centimetres.
1.7.2 newLineWithID(ID, windowNo, xStart, yStart,
xEnd, yEnd, coorSys, color, width)
This call creates a new line object with an identifier of the
user’s choice and returns its element number (elementNo)
to be used as an identifier by future calls. The user must
supply the number of the window the line is being added to,
the x and y coordinates of both the start and end points on
the window, its width and color. Colors should be passed
in as an (r,g,b,α) tuple where the values of r, g, b and α
are between 0 and 1. The coordinate system that the user
wants to use should also be stated as either ”pix” for pixels,
”prop” for the proportion of the height/width of the surface
(between 0 and 1) or ”real” for centimetres.
1.7.3 relocateLine(elementNo, refPoint, x, y, coorSys,
windowNo)
This call relocates the line with the given element number
to the given position on the given window using either the
start (0) or the end (1) as a reference point.
1.7.4 shiftLine(elementNo, xDist, yDist, coorSys)
This call shifts the line with the given element number by
the given distances on the x and y axes.
1.7.5 getLineStart(elementNo)
This call returns the start location of the line with the given
element number as a (x,y) tuple.
1.7.6 setLineStart(elementNo, x, y, coorSys)
This call sets the start location of the line with the given
element number.
1.7.7 getLineEnd(elementNo)
This call returns the end location of the line with the given
element number as a (x,y) tuple.
1.7.8 setLineEnd(elementNo, x, y, coorSys)
This call sets the end location of the line with the given
element number.
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1.7.9 setLineColor(elementNo, color)
This call sets the color of the line with the given element
number. Colors should be passed in as an (r,g,b,α) tuple
where the values of r, g, b and α are between 0 and 1.
1.7.10 getLineColor(elementNo)
This call gets the color of the line with the given element
number. Colors are returned as an (r,g,b,α) tuple where the
values of r, g, b and α are between 0 and 1.
1.7.11 setLineWidth(elementNo, width)
This call sets the width of the line with the given element
number.
1.7.12 getLineWidth(elementNo)
This call gets the width of the line with the given element
number.
1.8 Line StripManagement (Element Subclass)
1.8.1 newLineStrip(windowNo, x, y, coorSys, color,
width)
This call creates a new line strip object and returns its
element number (elementNo) to be used as an identifier by
future calls. The user must supply the number of the window
the line strip is being added to, the x and y coordinates of
the start point on the window, its width and color. Colors
should be passed in as an (r,g,b,α) tuple where the values of
r, g, b and α are between 0 and 1. The coordinate system
that the user wants to use should also be stated as either
”pix” for pixels, ”prop” for the proportion of the height/width
of the surface (between 0 and 1) or ”real” for centimetres.
1.8.2 newLineStripWithID(ID, windowNo, x, y, coorSys,
color, width)
This call creates a new line strip object with an identifier of
the user’s choice and returns its element number (elementNo)
to be used as an identifier by future calls. The user must
supply the number of the window the line strip is being
added to, the x and y coordinates of the start point on the
window, its width and color. Colors should be passed in as an
(r,g,b,α) tuple where the values of r, g, b and α are between
0 and 1. The coordinate system that the user wants to use
should also be stated as either ”pix” for pixels, ”prop” for
the proportion of the height/width of the surface (between 0
and 1) or ”real” for centimetres.
1.8.3 addLineStripPoint(elementNo, x, y, coorSys)
This call adds a new point with the given coordinates onto
the end of the line strip with the given element number.
1.8.4 addLineStripPointAt(elementNo, x, y, coorSys,
index)
This call adds a new point with the given coordinates at the
chosen index of the line strip with the given element number.
1.8.5 relocateLineStrip(elementNo, refPoint, x, y, coorSys,
windowNo)
This call relocates the line strip with the given element
number to the given position on the given window using
either the point number supplied by the user as a reference
point.
1.8.6 shiftLineStrip(elementNo, xDist, yDist, coorSys)
This call shifts the line strip with the given element number
by the given distances on the x and y axes.
1.8.7 getLineStripPoint(elementNo, pointNo)
This call returns the coordinates of the chosen point of the
line strip with the given element number as an (x,y) tuple.
1.8.8 moveLineStripPoint(elementNo, pointNo, x, y,
coorSys)
This call resets the coordinates of the chosen point of the
line strip with the given element number.
1.8.9 setLineStripColor(elementNo, color)
This call sets the color of the line strip with the given element
number. Colors should be passed in as an (r,g,b,α) tuple
where the values of r, g, b and α are between 0 and 1.
1.8.10 getLineStripColor(elementNo)
This call gets the color of the line strip with the given element
number. Colors are returned as an (r,g,b,α) tuple where the
values of r, g, b and α are between 0 and 1.
1.8.11 setLineStripWidth(elementNo, width)
This call sets the width of the line strip with the given
element number.
1.8.12 getLineStripWidth(elementNo)
This call gets the width of the line strip with the given
element number.
1.8.13 getLineStripPointCount(elementNo)
This call returns the number of points in the line strip with
the given element number.
1.8.14 setLineStripContent(elementNo, content)
This call sets all the points of the line strip with the given
element number when passed in as a list of (x,y) tuples.
1.9 Polygon Management (Element Subclass)
1.9.1 newPolygon(windowNo, x, y, coorSys, lineColor,
lineWidth, fillColor)
This call creates a new polygon object and returns its element
number (elementNo) to be used as an identifier by future
calls. The user must supply the number of the window the
polygon is being added to, the x and y coordinates of the
first point on the window, its line color (currently ignored)
and fill color. Colors should be passed in as an (r,g,b,α) tuple
where the values of r, g, b and α are between 0 and 1. The
coordinate system that the user wants to use should also be
stated as either ”pix” for pixels, ”prop” for the proportion of
the height/width of the surface (between 0 and 1) or ”real”
for centimetres.
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1.9.2 newPolygonWithID(ID, windowNo, x, y, coorSys,
lineColor, lineWidth, fillColor)
This call creates a new polygon object with an identifier of
the user’s choice and returns its element number (elementNo)
to be used as an identifier by future calls. The user must
supply the number of the window the polygon is being added
to, the x and y coordinates of the first point on the window,
its line color (currently ignored) and fill color. Colors should
be passed in as an (r,g,b,α) tuple where the values of r, g,
b and α are between 0 and 1. The coordinate system that
the user wants to use should also be stated as either ”pix”
for pixels, ”prop” for the proportion of the height/width of
the surface (between 0 and 1) or ”real” for centimetres.
1.9.3 addPolygonPoint(elementNo, x, y, coorSys)
This call adds a new point with the given coordinates onto
the end of the list for the polygon with the given element
number.
1.9.4 relocatePolygon(elementNo, refPoint, x, y, coorSys,
windowNo)
This call relocates the polygon with the given element number
to the given position on the given window using either the
point number supplied by the user as a reference point.
1.9.5 shiftPolygon(elementNo, xDist, yDist, coorSys)
This call shifts the polygon with the given element number
by the given distances on the x and y axes.
1.9.6 getPolygonPoint(elementNo, pointNo)
This call returns the coordinates of the chosen point in the
polygon with the given element number as an (x,y) tuple.
1.9.7 movePolygonPoint(elementNo, pointNo, x, y, coorSys)
This call resets the coordinates of the chosen point in the
polygon with the given element number.
1.9.8 getPolygonFillColor(elementNo)
This call gets the fill color of the polygon with the given
element number. Colors are returned as an (r,g,b,α) tuple
where the values of r, g, b and α are between 0 and 1.
1.9.9 setPolygonFillColor(elementNo, color)
This call sets the fill color of the polygon with the given
element number. Colors should be passed in as an (r,g,b,α)
tuple where the values of r, g, b and α are between 0 and 1.
1.9.10 setPolygonLineColor(elementNo, color)
This call sets the line color of the polygon with the given
element number. Colors should be passed in as an (r,g,b,α)
tuple where the values of r, g, b and α are between 0 and 1.
1.9.11 getPolygonLineColor(elementNo)
This call gets the line color of the polygon with the given
element number. Colors are returned as an (r,g,b,α) tuple
where the values of r, g, b and α are between 0 and 1.
1.9.12 setPolygonLineWidth(elementNo, width)
This call sets the line width of the polygon with the given
element number.
1.9.13 getPolygonLineWidth(elementNo)
This call gets the line width of the polygon with the given
element number.
1.9.14 getPolygonPointCount(elementNo)
This call returns the number of points in the polygon with
the given element number.
1.10 RectangleManagement (Element Subclass)
1.10.1 newRectangle(windowNo, x, y, width, height,
coorSys, lineColor, lineWidth, fillColor)
This call creates a new rectangle object and returns its
element number (elementNo) to be used as an identifier by
future calls. The user must supply the number of the window
the rectangle is being added to, the x and y coordinates of
the top-left point on the window, its width, height, line color
(currently ignored) and fill color. Colors should be passed
in as an (r,g,b,α) tuple where the values of r, g, b and α
are between 0 and 1. The coordinate system that the user
wants to use should also be stated as either ”pix” for pixels,
”prop” for the proportion of the height/width of the surface
(between 0 and 1) or ”real” for centimetres.
1.10.2 newRectangle(ID, windowNo, x, y, width, height,
coorSys, lineColor, lineWidth, fillColor)
This call creates a new rectangle object with an identifier of
the user’s choice and returns its element number (elementNo)
to be used as an identifier by future calls. The user must
supply the number of the window the rectangle is being
added to, the x and y coordinates of the top-left point on the
window, its width, height, line color (currently ignored) and
fill color. Colors should be passed in as an (r,g,b,α) tuple
where the values of r, g, b and α are between 0 and 1. The
coordinate system that the user wants to use should also be
stated as either ”pix” for pixels, ”prop” for the proportion of
the height/width of the surface (between 0 and 1) or ”real”
for centimetres.
1.10.3 relocateRectangle(elementNo, x, y, coorSys,
windowNo)
This call sets the coordinates of the top-left corner of the
rectangle with the given element number.
1.10.4 shiftRectangle(elementNo, xDist, yDist, coorSys)
This call shifts the rectangle with the given element number
by the given distances on the x and y axes.
1.10.5 getRectangleTopLeft(elementNo)
This call returns the coordinates of the top-left of the rect-
angle with the given element number as an (x,y) tuple.
1.10.6 getRectangleTopRight(elementNo)
This call returns the coordinates of the top-right of the
rectangle with the given element number as an (x,y) tuple.
1.10.7 getRectangleBottomRight(elementNo)
This call returns the coordinates of the bottom-right of the
rectangle with the given element number as an (x,y) tuple.
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1.10.8 getRectangleBottomLeft(elementNo)
This call returns the coordinates of the bottom-left of the
rectangle with the given element number as an (x,y) tuple.
1.10.9 setRectangleWidth(elementNo, width, coorSys)
This call sets the width of the rectangle with the given
element number.
1.10.10 getRectangleWidth(elementNo)
This call gets the width of the rectangle with the given
element number.
1.10.11 setRectangleHeight(elementNo, height, coorSys)
This call sets the height of the rectangle with the given
element number.
1.10.12 getRectangleHeight(elementNo)
This call gets the height of the rectangle with the given
element number.
1.10.13 getRectangleFillColor(elementNo)
This call gets the fill color of the rectangle with the given
element number. Colors are returned as an (r,g,b,α) tuple
where the values of r, g, b and α are between 0 and 1.
1.10.14 setRectangleFillColor(elementNo, color)
This call sets the fill color of the rectangle with the given
element number. Colors should be passed in as an (r,g,b,α)
tuple where the values of r, g, b and α are between 0 and 1.
1.10.15 setRectangleLineColor(elementNo, color)
This call sets the line color of the rectangle with the given
element number. Colors should be passed in as an (r,g,b,α)
tuple where the values of r, g, b and α are between 0 and 1.
1.10.16 getRectangleLineColor(elementNo)
This call gets the line color of the rectangle with the given
element number. Colors are returned as an (r,g,b,α) tuple
where the values of r, g, b and α are between 0 and 1.
1.10.17 setRectangleLineWidth(elementNo, width)
This call sets the line width of the rectangle with the given
element number.
1.10.18 getRectangleLineWidth(elementNo)
This call gets the line width of the rectangle with the given
element number.
1.11 Textured RectangleManagement (Element
Subclass)
1.11.1 newTexRectangle(windowNo, x, y, width, height,
coorSys, texture)
This call creates a new textured rectangle object and returns
its element number (elementNo) to be used as an identifier by
future calls. The user must supply the number of the window
the rectangle is being added to, the x and y coordinates of the
top-left point on the window, its width, height and texture
file name. The coordinate system that the user wants to use
should also be stated as either ”pix” for pixels, ”prop” for
the proportion of the height/width of the surface (between 0
and 1) or ”real” for centimetres.
1.11.2 newTexRectangle(ID, windowNo, x, y, width,
height, coorSys, texture)
This call creates a new textured rectangle object with an
identifier of the user’s choice and returns its element number
(elementNo) to be used as an identifier by future calls. The
user must supply the number of the window the rectangle is
being added to, the x and y coordinates of the top-left point
on the window, its width, height and texture file name. The
coordinate system that the user wants to use should also be
stated as either ”pix” for pixels, ”prop” for the proportion of
the height/width of the surface (between 0 and 1) or ”real”
for centimetres.
1.11.3 relocateTexRectangle(elementNo, x, y, coorSys,
windowNo)
This call sets the coordinates of the top-left corner of the
textured rectangle with the given element number.
1.11.4 shiftTexRectangle(elementNo, xDist, yDist, coorSys)
This call shifts the textured rectangle with the given element
number by the given distances on the x and y axes.
1.11.5 getTexRectangleTopLeft(elementNo)
This call returns the coordinates of the top-left of the textured
rectangle with the given element number as an (x,y) tuple.
1.11.6 getTexRectangleTopRight(elementNo)
This call returns the coordinates of the top-right of the
textured rectangle with the given element number as an (x,y)
tuple.
1.11.7 getTexRectangleBottomRight(elementNo)
This call returns the coordinates of the bottom-right of the
textured rectangle with the given element number as an (x,y)
tuple.
1.11.8 getTexRectangleBottomLeft(elementNo)
This call returns the coordinates of the bottom-left of the
textured rectangle with the given element number as an (x,y)
tuple.
1.11.9 getTexRectangleTexture(elementNo)
This call returns the name of the texture which is being used
for the textured rectangle with the given element number.
1.11.10 setTexRectangleTexture(elementNo, texture)
This call sets the texture which is being used for the textured
rectangle with the given element number by name.
1.11.11 setTexRectangleWidth(elementNo, width, coorSys)
This call sets the width of the textured rectangle with the
given element number.
1.11.12 getTexRectangleWidth(elementNo)
This call gets the width of the textured rectangle with the
given element number.
1.11.13 setTexRectangleHeight(elementNo, height, coorSys)
This call sets the height of the textured rectangle with the
given element number.
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1.11.14 getTexRectangleHeight(elementNo)
This call gets the height of the textured rectangle with the
given element number.
1.12 Text Management (Element Subclass)
1.12.1 newText(windowNo, text, x, y, coorSys, ptSize,
font, color)
This call creates a new text block object and returns its
element number (elementNo) to be used as an identifier by
future calls. The user must supply the number of the window
the text is being added to, the string that is being displayed,
the x and y coordinates of the text on the window, it’s point
size, font and color. Colors should be passed in as an (r,g,b,α)
tuple where the values of r, g, b and α are between 0 and 1.
The coordinate system that the user wants to use should also
be stated as either ”pix” for pixels, ”prop” for the proportion
of the height/width of the surface (between 0 and 1) or ”real”
for centimetres.
1.12.2 newTextWithID(windowNo, text, x, y, coorSys,
ptSize, font, color)
This call creates a new text block object with an identifier of
the user’s choice and returns its element number (elementNo)
to be used as an identifier by future calls. The user must
supply the number of the window the text is being added to,
the string that is being displayed, the x and y coordinates of
the text on the window, it’s point size, font and color. Colors
should be passed in as an (r,g,b,α) tuple where the values of
r, g, b and α are between 0 and 1. The coordinate system
that the user wants to use should also be stated as either
”pix” for pixels, ”prop” for the proportion of the height/width
of the surface (between 0 and 1) or ”real” for centimetres.
1.12.3 setText(elementNo, text)
This call sets the string which is shown for the text with the
given element number.
1.12.4 getText(elementNo)
This call returns the string which is shown for the text with
the given element number.
1.12.5 relocateText(elementNo, x, y, coorSys, win-
dowNo)
This call resets the position of the text with the given element
number.
1.12.6 shiftText(elementNo, xDist, yDist, coorSys)
This call shifts the text with the given element number by
the given distances on the x and y axes.
1.12.7 getTextPosition(elementNo)
This call returns the position of the text with the given
element number as an (x,y) tuple.
1.12.8 getTextWidth(text, font, pointSize)
This call returns the width in pixels of a suggested string in
advance.
1.12.9 getTextHeight(text, font, pointSize)
This call returns the height in pixels of a suggested string in
advance. (Not including the descender height which can be
retrieved with getTextDescenderHeight(font, pointSize))
1.12.10 getTextLineHeight(font, pointSize)
This call returns the line height of the text in advance. The
line height is the height of the letters plus padding that would
go between the lines in multi-line text.
1.12.11 getTextDescenderHeight(font, pointSize)
This call returns the descender height of the text in advance.
This can be added to the text height to get the full height.
1.12.12 setPointSize(elementNo, pointSize)
This call sets the point size of the text with the given element
number.
1.12.13 getPointSize(elementNo, pointSize)
This call returns the point size of the text with the given
element number.
1.12.14 setFont(elementNo, font)
This call sets the font being used for the text with the given
element number. This currently has to be one of the fonts
that the server supports. (”Free Serif”, ”Free Mono” or ”Free
Sans”)
1.12.15 getFont(elementNo)
This call returns the font being used for the text with the
given element number.
1.12.16 setTextColor(elementNo, color)
This call sets the color of the text with the given element
number. Colors should be passed in as an (r,g,b,α) tuple
where the values of r, g, b and α are between 0 and 1.
1.12.17 getTextColor(elementNo)
This call returns the color of the text with the given element
number. Colors are returned as an (r,g,b,α) tuple where the
values of r, g, b and α are between 0 and 1.
1.13 General Calls
1.13.1 quit()
This call stops the looping of the message sender in prepara-
tion to close the program and sends the server a message to
close as well.
1.13.2 quitClientOnly()
This call stops the looping of the message sender in prepara-
tion to close the program.
1.13.3 uploadImage(file)
This call sends the image file that the user stated the location
of to the server so that it can be used within future programs
as a texture.
1.13.4 getSavedImages()
Returns a list of all the images stored on the server side.
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1.13.5 deleteImage(filename)
Deletes the image with the given file name from the server.
2. HELLOWORLD
Here is a hello world program that can be run after the walls
have been set up in the configuration program. It assumes
the user has set up surface 1 and displays the text ”Hello
World” in the center.
from messageSender import ∗
#Create Connection
sender = messageSender ( )
#Log in to the s e r v e r
sender . l o g i n ( ”username ”)
sender . setapp ( ”he l l owor ld ”)
#Check the width and he ight o f the s u r f a c e
he ight = sender . g e tSur f a c eP ixe lHe ight (1 )
width = sender . getSur facePixe lWidth (1 )
#Create a window that cover s the whole
#s u r f a c e
win = sender . newWindow(1 , 0 , he ight , width ,
height , ”pix ” , ”HWwin”)
#Render the words ”He l lo World ” in the
#middle o f the window .
sender . newText ( win , ”He l lo World ” ,
he ight /2−150 , width /2−25 , ”pix ” , 60 ,
”Free Sans ” , ( 1 , 1 , 1 , 1 ) )
3. REST API
If the server is run using ”restServer.py” instead of ”server.py”
it will take take http messages instead of standard API
calls. These are formatted as ”/api/<CALL NAME>”. Ones
which add or change information are ”POST” requests while
those which just request information are ”GET” requests.
Parameters should be passed into these REST calls as JSON
structures. Returned information is returned as a JSON
structure.
Logging in takes place automatically when using the REST
server, so there is no need to call login() or setApp()
4. SENDING IMAGES WITH REST API
To display images with the rest API, a different method is
used than the usual one that exists outside REST. Images
are sent in the same calls that ask for them to be displayed.
So, instead of a reference to the texture being included in
the JSON for a call to /api/newTexRectangle, /api/new-
TexRectangleWithID, or /api/setTexRectangleTexture, the
calls take the image data itself (converted to base64) and
the file extension. These JSON parameters should be called
”textureData” and ”extension” respectively. I have created a
python library called ”jsonImageSender.py” which contains
the class jsonImageSender which allows for easy sending of
images. Here are the calls that this class provides.
4.0.6 Constructor - jsonImageSender(host,port)
Creates an instance of the class and tells it the host name
and port number for the rest server for use in the provided
call functions.
4.0.7 newTexRectangle(windowNo, filename, x, y, width,
height)
Creates a base64 representation of the image with the chosen
filename and sends it to the rest server to be displayed with
the stated parameters.
4.0.8 newTexRectangleWithID(ID,windowNo, filename,
x, y, width, height)
Creates a base64 representation of the image with the chosen
filename and sends it to the rest server to be displayed with
the stated parameters.
4.0.9 setTexRectangleTexture(elementNo, filename)
Creates a base64 representation of the image with the chosen
filename and sends it to the rest server to replace the texture
being used for the existing texRectangle with the stated
element number.
5. REST HELLOWORLD
This example would be run in a UNIX terminal using ”curl”
assuming that the server is running on the same computer
on port 5000.
c u r l − i −H ”Content−Type : a p p l i c a t i o n / j son ”
−X POST −d ”{\ sur faceNo \ ”: 0 , \ ”x \ ”: 0 ,
\”y \”: 5 1 2 ,\”width \”: 5 1 2 ,
\”he ight \”: 5 1 2 ,\”coorSys \ ”: \ ” pix \” ,
\”name \ ”: \ ”HWwin\”} ”
http :// l o c a l h o s t :5000/ api /newWindow
c u r l − i −H ”Content−Type : a p p l i c a t i o n / j son ”
−X POST −d ”{\”windowNo \ ”: 1 ,
\”text \ ”: \ ” He l lo World \” ,\”x \”: 3 0 0 ,
\”y \”: 3 0 0 ,\”coorSys \ ”: \ ” pix \” ,
\”ptS i z e \”: 6 0 ,\” font \ ”:
\”Free Sans \” ,\” c o l o r \ ”: \ ”1 : 1 : 1 : 1 \ ”
} ” http :// l o c a l h o s t :5000/ api /newText
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Room Configuration Program 
 
Intuitiveness 
 
• How easy, on a scale of 1 to 10 with 10 being extremely easy, did you find the configuration 
program (roomSetup.py) to use? 
• How intuitive, on a scale of 1 to 10 with 10 being extremely intuitive, did you find the 
configuration program (roomSetup.py) to use? 
• Was there any particular feature that you found difficult to work out how to use? 
• Do you have any suggestions of better ways you feel that any of the features could work 
while retaining a low-cost target? 
 
Power 
 
• How well do you feel that the room configuration program met your needs while you were 
setting up on a scale of 1 to 10 with 10 being extremely well? 
• Are there any other features which you feel may have been useful within the room 
configuration program? 
 
 
API 
 
Power 
 
• How well do you feel that the API program met your needs while you were setting up on a 
scale of 1 to 10 with 10 being extremely well? If not well, what features do you feel would 
have been beneficial to have? 
• Are there any other features that you didn’t need in your program, but which you feel might 
be useful to have in such an API?  
Intuitiveness 
 
• Can you recall a case where you predicted how you would do something using the API and 
it turned out to be true? 
• Can you recall a case where you predicted how you would do something using the API and 
it turned out to be wrong? 
• How intuitive, on a scale of 1 to 10 with 10 being extremely intuitive, did you find the API 
to use? 
• Do you feel that any previous experiences you have had with graphics APIs, such as 
OpenGL helped you understand how to use this one? 
 
Verboseness 
 
• Do you feel that using the API caused your code to seem unnecessarily verbose? 
• In terms of verbosity, how do you feel it compares to other graphical API's you have used in 
the past, such as OpenGL? 
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Reliability 
 
• Did you encounter any instances where the API didn't work or the server crashed? 
• Were there any problems that you had with the API which you felt slowed your progress 
down? 
Ideas 
 
• Without being restricted by the currently available API calls, can you think of any situations 
where you feel this toolkit may be useful in: 
o An office environment? 
o A home environment? 
o Your own work or personal life? 
• If it was very affordable, do you feel that the ASPECTA toolkit would be something that 
you would want to use in your personal life or work life? 
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Participant Debriefing Form 
Project Tit le  
A Full-Coverage Display System Built from Low-Cost Off-the-Shelf Components 
 
Researcher’ s Name 
Julian Petford 
University of St Andrews Department of 
Computer Science 
jp438@st-andrews.ac.uk 
Supervisor’s Name  
Dr Miguel Nacenta 
University of St Andrews Department of 
Computer Science 
mans@st-andrews.ac.uk 
 
Prof. Carl Gutwin 
University of Saskatchewan Department of 
Computer Science 
gutwin@cs.usask.ca 
 
 
Nature of Project 
 
This postgraduate research project was conducted to investigate the effectiveness and usability of the 
Ultralux API when developing applications for full-coverage projected displays. The information gathered 
will be used to further improve the API in terms of features and usability. 
 
Storage of Data 
 
As outlined in the Participant Information Sheet your data will now be retained for a period of 3 years before 
being destroyed.   Your data will remain accessible to only the researchers and supervisors. If you no longer 
wish for your data to be used in this manner you are free to withdraw your consent by contacting any of the 
researchers and or Supervisor. 
 
What should I do if I have concerns about this study? 
 
A full outline of the procedures governed by the University Teaching and Research Ethical Committee are 
outline on their website http://www.st-andrews.ac.uk/utrec/Guidelines/complaints/  
 
 
Contact Detai ls  
 
Researcher:  Julian Petford 
Contact Details: jp438@st-andrews.ac.uk 
 
Supervisor:  Dr. Migual Nacenta, Prof. Carl Gutwin 
Contact Details: mans@st-andrews.ac.uk, gutwin@cs.usask.ca 
237

239

CAPPENDIX CSYDNEY PRATTE CASESTUDY MATERIALS
241
  
Participant Information Sheet 
Project Tit le  
A Full-Coverage Display System Built from Low-Cost Off-the-Shelf Components 
 
What is the study about? 
 
We invite you to participate in a research project about the effectiveness and usability of the Ultralux API 
when developing applications for Full Coverage Displays. 
 
This study is being conducted as part of my PhD Thesis in the School of Computer Science. 
 
Do I have to take Part? 
 
This information sheet has been written to help you decide if you would like to take part.   It is up to you and 
you alone whether or not to take part.   If you do decide to take part you will be free to withdraw at any time 
without providing a reason.    
 
What would I be required to do? 
 
You will participate in an interview of approximately 1 hour in duration to discuss your experiences of using 
the Ultralux API. 
 
Will my participation be Anonymous and Confidential?  
 
Only the researcher and supervisors will have access to the data which will be kept strictly confidential.   
Your permission maybe sought in the Participant Consent form for the data you provide, which can be 
anonymised if you choose, to be used for future scholarly purposes. 
 
Storage and Destruction of Data Collected 
 
The data we collect will be accessible by the researcher and supervisors involved in this study only, unless 
explicit consent for wider access is given by means of the consent form.   Your data will be stored for a 
period of at least 3 years before being destroyed, and prior to that will be held securely in an office in the 
University of St Andrews’ Department of Computer Science.  
 
What will happen to the results of the research study? 
 
The results will be finalised by 2017 and written up as part of my PhD Thesis. 
 
Are there any potential risks to taking part? 
 
The risks of taking part should be no different from those you experience on a normal working day. 
 
Questions  
 
You will have the opportunity to ask any questions in relation to this project before giving completing a 
Consent Form. 
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Consent and Approval 
 
This research proposal has been scrutinised and been granted Ethical Approval through the University 
ethical approval process. 
 
 
What should I do if I have concerns about this study? 
 
A full outline of the procedures governed by the University Teaching and Research Ethical Committee is 
available at http://www.st-andrews.ac.uk/utrec/Guidelines/complaints/ 
 
Contact Detai ls  
 
Researcher:  Julian Petford 
Contact Details: jp438@st-andrews.ac.uk 
Supervisor:  Dr. Miguel Nacenta, Prof. Carl Gutwin 
Contact Details:         mans@st-andrews.ac.uk, gutwin@cs.usask.ca 
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Participant Consent Form 
Anonymous Data 
Project Tit le  
A Full-Coverage Display System Built from Low-Cost Off-the-Shelf Components 
 
Researcher(s) Name(s)  
Julian Petford 
University of St Andrews Department of Computer 
Science 
jp438@st-andrews.ac.uk 
Supervisors Names 
Dr Miguel Nacenta 
University of St Andrews Department 
of Computer Science 
mans@st-andrews.ac.uk 
 
Dr Carl Gutwin 
University of Saskatchewan Department 
of Computer Science 
gutwin@cs.usask.ca 
 
 
The University of St Andrews attaches high priority to the ethical conduct of research.  We therefore ask you to 
consider the following points before signing this form. Your signature confirms that you are happy to participate 
in the study. 
 
What is Anonymous Data? 
 
The term ‘Anonymous Data’ refers to data collected by a researcher that has no identifier markers so that even 
the researcher cannot identify any participant.  Consent is still required by the researcher, however no link 
between the participant’s signed consent and the data collected can be made. 
 
Consent 
 
The purpose of this form is to ensure that you are willing to take part in this study and to let you understand what 
it entails.   Signing this form does not commit you to anything you do not wish to do. 
 
Material gathered during this research will be anonymous, so it is impossible to trace back to you.   It will be 
securely stored for a maximum of three years within an office in the University of Computer Science Department 
of the University of St Andrews. Please answer each statement concerning the collection and use of the 
research data. 
 
 
I have read and understood the information sheet.  Yes   No 
I have been given the opportunity to ask questions about the study.  Yes  No 
I have had my questions answered satisfactorily.  Yes  No 
I understand that I can withdraw from the study without having to give an explanation.  Yes  No 
I understand that my data once processed will be anonymous and that only the 
researcher(s) (and supervisors) will have access to the raw data which will be kept 
confidentially. 
 Yes   No 
I understand that my data will be stored for a period of 3 years before being destroyed   Yes  No 
I have been made fully aware of the potential risks associated with this research and am 
satisfied with the information provided. 
 Yes   No 
I agree to take part in the study  Yes   No 
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Participation in this research is completely voluntary and your consent is required before you can participate in 
this research.   
 
Name in Block Capitals 
 
Signature 
 
Date 
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Interview Questions 
Julian Petford 
Rest API 
 
Power 
 
 What features would you have liked to have seen added to the API to make it better cater to 
your needs? 
◦ Did you modify the API or your own code to fulfil these needs? 
 Are there any further features you feel would be beneficial to add to the API? 
 Do you feel that the API provided you with the features you required for your program? 
 
Intuitiveness 
 
 Can you recall a case where you predicted how you would do something using the API and 
it turned out to be true? 
 Can you recall a case where you predicted how you would do something using the API and 
it turned out to be wrong? 
 Did you feel that the API was generally intuitive to use? 
 Do you feel that previous experience with graphics APIs, such as OpenGL helped you 
understand how to use this one? 
 
Verboseness 
 
 Do you feel that using the API caused your code to seem unnecessarily verbose? 
 How do you feel it compares to other graphical API's you have used in the past, such as 
OpenGL? 
 
Reliability 
 
 Did you encounter any instances where the API didn't work or the server crashed? 
 
Normal API 
 
 Did you experiment with the non-rest API? 
 Do you feel that this API differed from the REST API in terms of intuitiveness? 
 Do you feel that this API differed from the REST API in terms of verboseness? 
 Do you feel that this API differed from the REST API in terms of power? 
 
Room Configuration Program 
 
Intuitiveness 
 
 Did you find the room configuration program (roomSetup2.py) easy and intuitive to use? 
 Was there any particular feature that you found difficult to work out how to use? 
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 Do you have any suggestions of better ways you feel that any of the features could work? 
 
Power 
 
 Do you feel that the room configuration program offers all the features that you need? 
 Are there any other features which you feel may have been useful within the room 
configuration program? 
 
Hardware 
 
Projector 
 
 What resolution of projector are you using? 
◦ Do you feel that this meets your requirements? 
 How many lumens is the projector you are using? 
◦ Do you feel that this meets your requirements? 
 
Mirror 
 
 What is the diameter of the hemispherical mirror you are using? 
 Do you feel that this is appropriate for your requirements? 
 
General Hardware 
 
 Did you consider any other projection methods before you chose to use the projector and 
mirror combination? 
 Do you feel that this projection method has been a good approach for your research? 
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Participant Debriefing Form 
Project Tit le  
A Full-Coverage Display System Built from Low-Cost Off-the-Shelf Components 
 
Researcher’ s Name 
Julian Petford 
University of St Andrews Department of 
Computer Science 
jp438@st-andrews.ac.uk 
Supervisor’s Name  
Dr Miguel Nacenta 
University of St Andrews Department of 
Computer Science 
mans@st-andrews.ac.uk 
 
Prof. Carl Gutwin 
University of Saskatchewan Department of 
Computer Science 
gutwin@cs.usask.ca 
 
 
Nature of Project 
 
This postgraduate research project was conducted to investigate the effectiveness and usability of the 
Ultralux API when developing applications for full-coverage projected displays. The information gathered 
will be used to further improve the API in terms of features and usability. 
 
Storage of Data 
 
As outlined in the Participant Information Sheet your data will now be retained for a period of 3 years before 
being destroyed.   Your data will remain accessible to only the researchers and supervisors. If you no longer 
wish for your data to be used in this manner you are free to withdraw your consent by contacting any of the 
researchers and or Supervisor. 
 
What should I do if I have concerns about this study? 
 
A full outline of the procedures governed by the University Teaching and Research Ethical Committee are 
outline on their website http://www.st-andrews.ac.uk/utrec/Guidelines/complaints/  
 
 
Contact Detai ls  
 
Researcher:  Julian Petford 
Contact Details: jp438@st-andrews.ac.uk 
 
Supervisor:  Dr. Migual Nacenta, Prof. Carl Gutwin 
Contact Details: mans@st-andrews.ac.uk, gutwin@cs.usask.ca 
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Dear all, 
 
Shortly I will be carrying out an experiment investigating how long it takes users to find and 
point at targets which are projected onto the walls and ceiling of a room. I’m looking for 
people willing to participate, no skills or previous knowledge are required. 
 
The session will last approximately 1 hour, and you will receive a £5 amazon voucher as 
thanks for your participation. Sessions will run between XX/XX/16 until XX/XX/16. 
 
The task involves using a mouse and a pointing device to point at targets. Data relating to the 
path and time taken to reach each target will be recorded anonymously. The anonymous 
results of this study will be analysed and may be published as part of an upcoming paper and 
presented at a conference. 
 
If you are interested in taking part in this study please email me back (jp438@st-
andrews.ac.uk) with times which would be suitable for you. 
 
Many thanks, 
 
Julian Petford 
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Participant Information Sheet 
Project Tit le  
Pointing devices and techniques in full-coverage display rooms 
 
What is the study about? 
We invite you to participate in a research project which explores pointing performance in digital 
environments where you are surrounded by displays with different techniques. 
This study is being conducted as part of my PhD Thesis in the School of Computer Science. 
 
Do I have to take Part? 
This information sheet has been written to help you decide if you would like to take part. It is up to you and 
you alone whether or not to take part. If you do decide to take part you will be free to withdraw at any time 
without providing a reason. 
 
What would I be required to do? 
First you will be asked to fill in a demographic questionnaire. Then you will be required to take part in a 
series of pointing tasks with both a wand and a regular PC mouse. We will record timings, distances and 
head movement for analysis and presentation in an academic paper. After each part of the experiment we 
will ask you to fill in a questionnaire indicating your preference for the different techniques and conditions.  
 
Will my participation be Anonymous and Confidential?  
Only the researcher(s) and supervisor(s) will have access to the raw data which will be kept strictly 
confidential Your explicit permission is sought in the Participant Consent form provided with this 
information sheet to share your anonymised data in the form of publications and scientific databases. 
 
Storage and Destruction of Data Collected 
The raw data will be accessible by the researcher and the supervisor involved in this study only. Your raw 
data will be stored for a period of at least 3 years before being destroyed, and prior to that will be held 
securely in an office in the University of St Andrews’ Department of Computer Science. The anonymised 
data will be available indefinitely. 
 
What will happen to the results of the research study? 
The results will be finalised by 2018 and written up as part of my PhD Thesis and possibly as other research 
publications and presentations. 
 
Are there any potential risks to taking part? 
The risks of taking part should be no different from those you experience on a normal working day. 
 
Questions 
You will have the opportunity to ask any questions in relation to this project before completing the Consent 
Form attached. 
 
Consent and Approval 
This research proposal has been scrutinised and been granted Ethical Approval through the University 
ethical approval process. 
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What should I do if I have concerns about this study? 
A full outline of the procedures governed by the University Teaching and Research Ethical Committee is 
available at http://www.st-andrews.ac.uk/utrec/Guidelines/complaints  
 
Contact Detai ls  
 
Researcher:  Julian Petford 
Contact Details: jp438@st-andrews.ac.uk  
 
Supervisor:  Dr. Miguel Nacenta 
Contact Details: mans@st-andrews.ac.uk Phone: +44 (0)1334 46 3265 
 
Researcher:  Prof. Carl Gutwin, University of Saskatchewan 
Contact Details: gutwin@cs.usask.ca  
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Participant Consent Form 
Coded Data 
 
Project Tit le  
Pointing devices and techniques in full-coverage display rooms 
 
Researcher(s) Name(s)  
Julian Petford 
School of Computer Science  
University of St Andrews 
jp438@st-andrews.ac.uk 
Supervisors Names 
Dr Miguel Nacenta 
School of Computer Science  
University of St Andrews 
mans@st-andrews.ac.uk 
 
Prof Carl Gutwin 
University of Saskatchewan 
gutwin@cs.usask.ca  
 
The University of St Andrews attaches high priority to the ethical conduct of research.  We therefore ask you to 
consider the following points before signing this form. Your signature confirms that you are happy to participate 
in the study. 
 
What is Coded Data? 
The term ‘Coded Data’ refers to when data collected by the researcher is identifiable as belonging to a particular 
participant but is kept with personal identifiers removed.   The researcher(s) retain a ‘key’ to the coded data 
which allows individual participants to be re-connected with their data at a later date.   The un-coded data is kept 
confidential to the researcher(s) (and Supervisors).   If consent is given to archive data (see consent section of 
form) the participant may be contacted in the future by the original researcher(s) or other researcher(s).  
 
Consent 
The purpose of this form is to ensure that you are willing to take part in this study and to let you understand what 
it entails.   Signing this form does not commit you to anything you do not wish to do and you are free to withdraw 
at any stage. 
 
Material gathered during this research will be coded and kept confidentially by the researcher with only the 
researcher and supervisor having access.   The raw data will be securely stored in a locked cabinet at the 
School of Computer Science.   
 
Please answer each statement concerning the collection and use of the research data. 
 
I have read and understood the information sheet.  Yes   No 
I have been given the opportunity to ask questions about the study.  Yes  No 
I have had my questions answered satisfactorily.  Yes  No 
I understand that I can withdraw from the study at any time without having to give an 
explanation. 
 Yes  No 
I understand that my data will be confidential and that it will contain identifiable personal 
data but that this raw data will be stored with personal identifiers removed by the researcher 
and that only the researcher/supervisor will be able to decode this information as and when 
necessary. The raw data will be destroyed after 3 years or less. 
 Yes   No 
I agree to my anonymised data (data without any identifiers) being stored and published as 
part of scientific publications and scientific databases indefinitely. 
 Yes  No 
I have been made fully aware of the potential risks associated with this research and am 
satisfied with the information provided. 
 Yes   No 
I agree to take part in the study  Yes   No 
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 Participation in this research is completely voluntary and your consent is required before you can participate in 
this research.   If you decide at a later date that data should be destroyed we will honour your request in writing. 
 
Name in Block Capitals 
 
Signature 
 
Date 
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Guide 
To fill out this questionnaire please draw a circle at the appropriate point on each of the scales as 
demonstrated below. Points should be drawn on one of the vertical lines. If you make a mistake, put 
a cross through your circle and draw another one. 
 
Mental Demand How mentally demanding was the task? 
          
          
Very Low       Very High 
 
Physical Demand How physically demanding was the task? 
          
          
Very Low       Very High 
 
Temporal Demand How hurried or rushed was the pace of the 
task? 
          
          
Very Low       Very High 
 
Performance How successful were you in accomplishing 
what you were asked to do? 
          
          
Perfect       Failure 
 
Effort How hard did you have to work to accomplish 
your level of performance? 
          
          
Very Low       Very High 
 
Frustration How insecure, discouraged, irritated, stressed 
and annoyed were you? 
          
          
Very Low       Very High 
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Pointing 
Asynchronous 
Mental Demand How mentally demanding was the task? 
          
          
Very Low       Very High 
 
Physical Demand How physically demanding was the task? 
          
          
Very Low       Very High 
 
Temporal Demand How hurried or rushed was the pace of the 
task? 
          
          
Very Low       Very High 
 
Performance How successful were you in accomplishing 
what you were asked to do? 
          
          
Perfect       Failure 
 
Effort How hard did you have to work to accomplish 
your level of performance? 
          
          
Very Low       Very High 
 
Frustration How insecure, discouraged, irritated, stressed 
and annoyed were you? 
          
          
Very Low       Very High 
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Pointing 
Synchronous 
Mental Demand How mentally demanding was the task? 
          
          
Very Low       Very High 
 
Physical Demand How physically demanding was the task? 
          
          
Very Low       Very High 
 
Temporal Demand How hurried or rushed was the pace of the 
task? 
          
          
Very Low       Very High 
 
Performance How successful were you in accomplishing 
what you were asked to do? 
          
          
Perfect       Failure 
 
Effort How hard did you have to work to accomplish 
your level of performance? 
          
          
Very Low       Very High 
 
Frustration How insecure, discouraged, irritated, stressed 
and annoyed were you? 
          
          
Very Low       Very High 
 
 
 
 
 
 
 
259
Mouse Control 
Asynchronous 
Mental Demand How mentally demanding was the task? 
          
          
Very Low       Very High 
 
Physical Demand How physically demanding was the task? 
          
          
Very Low       Very High 
 
Temporal Demand How hurried or rushed was the pace of the 
task? 
          
          
Very Low       Very High 
 
Performance How successful were you in accomplishing 
what you were asked to do? 
          
          
Perfect       Failure 
 
Effort How hard did you have to work to accomplish 
your level of performance? 
          
          
Very Low       Very High 
 
Frustration How insecure, discouraged, irritated, stressed 
and annoyed were you? 
          
          
Very Low       Very High 
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Mouse Control 
Synchronous 
Mental Demand How mentally demanding was the task? 
          
          
Very Low       Very High 
 
Physical Demand How physically demanding was the task? 
          
          
Very Low       Very High 
 
Temporal Demand How hurried or rushed was the pace of the 
task? 
          
          
Very Low       Very High 
 
Performance How successful were you in accomplishing 
what you were asked to do? 
          
          
Perfect       Failure 
 
Effort How hard did you have to work to accomplish 
your level of performance? 
          
          
Very Low       Very High 
 
Frustration How insecure, discouraged, irritated, stressed 
and annoyed were you? 
          
          
Very Low       Very High 
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Script Version: 6
MOUSE FIRST SCRIPT
Initial Preparation
 Ensure that files from last study are backed up and removed from the results folder
 Set user number
 Set age
 Set gender
 Set test flag to true
 Set POINTING_FIRST flag as appropriate for trial
 Start tracking
 Prepare servers
 Turn on projectors
 Adjust lighting
 Turn up sound volume
 Turn off cursor acceleration
 Lower cursor speed to lowest possible
Introduction Script
Thanks for offering to take part in my study. The aim of this research is to find out how the act of moving a 
cursor from one location to another compares when carried out with a mouse and a pointing device. (Such as a
laser pointer). Here is an information sheet explaining the experiment. Please read this through, and if you 
have any questions feel free to ask.
(Participant reads over information sheet)
Thank you. Unless you have any questions please now read through this consent form and if you agree with 
what it says sign it.
(Participant reads consent form and signs it)
Thank you. I will now demonstrate what I would like you to do during the experiment. You will then get the 
opportunity to do a trial run before we start recording the results, and this will give you the opportunity to 
familiarize yourself even further with the task.
For the duration of this experiment you will need to wear these headphones so the direction you are facing can
be tracked. For the second half of the experiment you will also need to hold this remote control so it can be 
used as a pointer. When using the pointer you will need to left click with the mouse, so please hold the pointer 
in your dominant hand, and the mouse in your non-dominant hand like this so that you can use it as a clicker. 
(Starts program)
When you first begin, you will see an empty box in the middle of this wall you should point at it with the mouse
and then left click to select it. All movements of the mouse will be corrected to your head orientation and 
position, so that moving the mouse left and right will always make the cursor move around your head 
anticlockwise and clockwise respectively. The surrounding walls and ceiling will be filled with images. The 
image that has appeared inside the box shows one that you are to look for around the room. You should 
immediately search for the matching image in the room and when you have found it click on the image in the 
box followed as quickly as possible afterwards by the matching image you have found. All the images will then 
disappear and you can click on the box, which is now empty again to restart the process. In this example and 
your trial run this will happen 5 times, but in the main experiment it will happen 60 times.
(Runs the task the other 4 times)
Once you have done this, the room will flash red a couple of times to indicate a task change. At this point in the
actual experiment you will take a break to fill out a survey. When you return to it, the box that previously would
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have been empty will now have an image in it. When you are ready to start searching you should click on the 
image and then all the other images will appear around the room. You should search for the matching image 
and click on it as soon as possible. Unlike in the last task you shouldn’t click on the image in the box to indicate 
you have found its matching image, you should just click on it as soon as you see it. The icons will then all 
vanish and the process will start over. Once again, this will happen 60 times in the main experiment and will, as 
before, end with a room flash.
(Runs the task the other 4 times)
Both tasks you have done so far will then repeat, but with one key difference. You will be pointing with this 
remote control instead of the mouse. However, you will still be clicking with the mouse. Hold the control in 
your dominant hand, and the mouse in your non-dominant hand. So, to remind you, the first task has you 
clicking on the empty box to reveal the image you are looking for, finding the matching symbol, clicking on the 
box then clicking on the matching symbol.
 (Runs the task 4 more times with the mouse)
And, once again, the second task requires you to click on the image in the box, then find and immediately click 
on the matching image.
(Runs the task 5 times)
Now that you have seen me do this, I would like you to have a try yourself. If, at any point, you have any 
questions about what you are meant to be doing just tell me. If you are struggling to point at any target due to 
the tracking not working properly, please double right click the mouse and that target will be skipped rather 
than keeping on trying. You can now start. here are the headphones and here is the remote control. However 
you won’t need to use this until the second half of the experiment. Once you have done 20 pointing tasks, 5 of 
each style, or once you are ready, we can move onto the main experiment. Please try to keep the chair close to 
the marked area on the floor as this will allow the tracking system to work better. It is also worth being aware 
that throughout this experiment we are not testing you or your ability in any way, we are only testing the 
system.
Testing Preparation
 Clear results files
 Restart process
Testing Script
Now, if you are ready we will move onto the main experiment. Whenever the room flashes red, tell me and I 
will give you a questionnaire to fill out on what you just did. If the program appears to crash at any point, 
please tell me and I will fix it. No data will be lost, so you will be able to continue from where you left off.
Main Experiment Preparation
 Cleat results files
 Change testing mode flag
 Start main experiment
Wrapping up script
Thank you for your participation, here is a reward as compensation for your time and here is a debriefing form 
explaining how the collected information will be used and how you can get in touch with us if you need to. 
Please could you sign this form to indicate that you have been given your voucher?
(Participant signs form)
Thank you for your time.
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POINTING FIRST SCRIPT
Initial Preparation
 Ensure that files from last study are backed up and removed from the results folder
 Set user number
 Set age
 Set gender
 Set test flag to true
 Set POINTING_FIRST flag as appropriate for trial
 Start tracking
 Prepare servers
 Turn on projectors
 Adjust lighting
 Turn up sound volume 
 Turn off cursor acceleration
 Lower cursor speed to lowest possible
Introduction Script
Thanks for offering to take part in my study. The aim of this research is to find out how the act of moving a 
cursor from one location to another compares when carried out with a mouse and a pointing device. (Such as a
laser pointer). Here is an information sheet explaining the experiment. Please read this through, and if you 
have any questions feel free to ask.
(Participant reads over information sheet)
Thank you. Unless you have any questions please now read through this consent form and if you agree with 
what it says sign it.
(Participant reads consent form and signs it)
Thank you. I will now demonstrate what I would like you to do during the experiment. You will then get the 
opportunity to do a trial run before we start recording the results, and this will give you the opportunity to 
familiarize yourself even further with the task.
For the duration of this experiment you will need to wear these headphones so the direction you are facing can
be tracked. For the first half of the experiment you will also need to hold this remote control so it can be used 
as a pointer. When using the pointer you will need to left click with the mouse, so please hold the pointer in 
your dominant hand, and the mouse in your non-dominant hand like this so that you can use it as a clicker. 
(Starts program)
When you first begin, you will see an empty box in the middle of this wall you should point at it with the 
remote control and then click on the mouse to select it. The surrounding walls and ceiling will be filled with 
images. The image that has appeared inside the box shows one that you are to look for around the room. You 
should immediately search for the matching image in the room and when you have found it click on the image 
in the box followed as quickly as possible afterwards by the matching image you have found. All the images will
then disappear and you can click on the box, which is now empty again to restart the process. In this example 
and your trial run this will happen 5 times, but in the main experiment it will happen 60 times.
(Runs the task the other 4 times)
Once you have done this, the room will flash red a couple of times to indicate a task change. At this point in the
actual experiment you will take a break to fill out a survey. When you return to it, the box that previously would
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have been empty will now have an image in it. When you are ready to start searching you should click on the 
image and then all the other images will appear around the room. You should search for the matching image 
and click on it as soon as possible. Unlike in the last task you shouldn’t click on the image in the box to indicate 
you have found its matching image, you should just click on it as soon as you see it. The icons will then all 
vanish and the process will start over. Once again, this will happen 60 times in the main experiment and will, as 
before, end with a room flash.
(Runs the task the other 4 times)
Both tasks you have done so far will then repeat, but with one key difference. You will be pointing with the 
mouse instead of the remote control. All movements of the mouse will be corrected to your head orientation 
and position, so that moving the mouse left and right will always make the cursor move around your head 
anticlockwise and clockwise respectively. So, to remind you, the first task has you clicking on the empty box to 
reveal the image you are looking for, finding the matching symbol, clicking on the box then clicking on the 
matching symbol.
 (Runs the task 4 more times with the mouse)
And, once again, the second task requires you to click on the image in the box, then find and immediately click 
on the matching image.
(Runs the task 5 times)
Now that you have seen me do this, I would like you to have a try yourself. If, at any point, you have any 
questions about what you are meant to be doing just tell me. If you are struggling to point at any target due to 
the tracking not working properly, please double right click the mouse and that target will be skipped rather 
than keeping on trying. You can now start. here are the headphones and here is the remote control, as you will 
be using it for pointing before moving onto using the mouse. Once you have done 20 pointing tasks, 5 of each 
style, or once you are ready, we can move onto the main experiment. Please try to keep the chair close to the 
marked area on the floor as this will allow the tracking system to work better. It is also worth being aware that 
throughout this experiment we are not testing you or your ability in any way, we are only testing the system.
Testing Preparation
 Clear results files
 Restart process
Testing Script
Now, if you are ready we will move onto the main experiment. Whenever the room flashes red, tell me and I 
will give you a questionnaire to fill out on what you just did. If the program appears to crash at any point, 
please tell me and I will fix it. No data will be lost, so you will be able to continue from where you left off.
Main Experiment Preparation
 Cleat results files
 Change testing mode flag
 Start main experiment
Wrapping up script
Thank you for your participation, here is a reward as compensation for your time and here is a debriefing form 
explaining how the collected information will be used and how you can get in touch with us if you need to. 
Please could you sign this form to indicate that you have been given your voucher?
(Participant signs form)
Thank you for your time.
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Participant Debriefing Form 
 
Project Tit le  
Pointing devices and techniques in full-coverage display rooms 
 
Researcher(s) Name(s)  
Julian Petford 
School of Computer Science  
University of St Andrews 
jp438@st-andrews.ac.uk  
 
Supervisor’s Name  
Dr. Miguel Nacenta 
School of Computer Science  
University of St Andrews 
mans@st-andrews.ac.uk 
 
Prof Carl Gutwin 
University of Saskatchewan 
gutwin@cs.usask.ca 
 
Nature of Project 
 
This postgraduate research project was conducted to explore the different ways in which digital pointing 
techniques can be applied to emerging interactive systems where the full room can be covered with 
projected information. 
 
We also plan to calculate the applicability of Fitts’ law (a way of calculating the time taken to point at a 
target) to these new environments. The information gathered will be analysed and anonymously written up 
as part of one or more academic papers for publication. 
 
Storage of Data 
 
As outlined in the Participant Information Sheet your raw data will now be retained for a period of 3 years 
before being destroyed.   Your data will remain accessible to only the researchers and supervisors. If you no 
longer wish for your data to be used in this manner you are free to withdraw your consent by contacting any 
of the researchers and supervisors. 
 
What should I do if I have concerns about this study? 
 
A full outline of the procedures governed by the University Teaching and Research Ethical Committee are 
outline on their website http://www.st-andrews.ac.uk/utrec/Guidelines/complaints/  
 
 
Contact Detai ls  
 
Researcher:  Julian Petford 
Contact Details: jp438@st-andrews.ac.uk  
 
Supervisor:  Dr. Miguel Nacenta 
Contact Details: mans@st-andrews.ac.uk Phone: +44 (0)1334 46 3265 
 
Researcher:  Prof Carl Gutwin 
Contact Details: gutwin@cs.st-andrews.ac.uk  
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University Teaching and Research Ethics Committee 
 
ethics-cs@st-andrews.ac.uk 
The University of St Andrews is a charity registered in Scotland: No SC013532 
 
 
 
11 April 2017 
 
 
Dear Julian Petford 
 
Thank you for submitting your amendment application which comprised the following documents: 
 
1. Ethical Amendment Application Form      
 
The School of Computer Science Ethics Committee is delegated to act on behalf of the University Teaching and 
Research Ethics Committee (UTREC) and has approved this ethical amendment application. The particulars of this 
approval are as follows –  
 
Original 
Approval Code: 
12018 Approved on: 06-Apr-2016 
Amendment 
Approval Date: 
11-Apr-2017 Approval Expiry Date:  
Project Title: Pointing devices and techniques in full-coverage display rooms 
Researcher(s): Julian Petford Supervisor(s): Miguel Nacenta 
 
 
Ethical amendment approval does not extend the originally granted approval period of three years, rather it validate 
the changes you have made to the originally approved ethical application. If you are unable to complete your 
research within the original five year validation period, you are required to write to your School Ethics Committee 
Convener to request a discretionary extension of no greater than 6 months or to re-apply if directed to do so, and 
you should inform your School Ethics Committee when your project reaches completion.  
  
Any serious adverse events or significant change which occurs in connection with this study and/or which may 
alter its ethical consideration, must be reported immediately to the School Ethics Committee, and an Ethical 
Amendment Form submitted where appropriate. 
 
Approval is given on the understanding that you adhere to the ‘Guidelines for Ethical Research Practice’ 
(http://www.st-andrews.ac.uk/media/UTRECguidelines%20Feb%2008.pdf). 
 
Yours sincerely 
 
 
Alex Bain 
SEC Administrator 
 
cc Miguel Nacenta 
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EAPPENDIX EBIPASWI MAN SHAKYAUSER STUDYMATERIALS
The below materials are an amendment to an unused approved ethical applica-
tion which can be seen in Appendix F.
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Participant Information Sheet 
Project Title  
Exploring the experiences of an researcher using the ASPECTA Toolkit 
 
 
What is the study about? 
 
We invite you to participate in a research project about the effectiveness and usability of the ASPECTA 
Toolkit when developing applications for Full Coverage Displays. 
 
This study is being conducted as part of my PhD Thesis in the School of Computer Science. 
 
Do I have to take Part? 
 
This information sheet has been written to help you decide if you would like to take part.   It is up to you and 
you alone whether or not to take part.   If you do decide to take part you will be free to withdraw at any time 
without providing a reason.    
 
What would I be required to do? 
 
Throughout your use of the ASPECTA Toolkit any queries you have will be noted down so as to help 
ascertain its usability. When you have finished your work with the toolkit you will participate in an 
interview of approximately 1 hour in duration to discuss your experiences of using it. 
 
Will my participation be Anonymous and Confidential? 
 
Only the researcher and supervisors will have access to the data which will be kept strictly confidential.   
Your permission maybe sought in the Participant Consent form for the data you provide, which can be 
anonymised if you choose, to be used for future scholarly purposes. 
 
Storage and Destruction of Data Collected 
 
The data we collect will be accessible by the researcher and supervisors involved in this study only, unless 
explicit consent for wider access is given by means of the consent form.   Your data will be stored on a 
permanent basis, and will be held securely in an office in the University of St Andrews’ Department of 
Computer Science. Your emails will be stored in a private, password-protected inbox. 
 
What will happen to the results of the research study? 
 
The results will be finalised by the end of 2018 and written up as part of my PhD Thesis. 
 
Are there any potential risks to taking part? 
 
The risks of taking part should be no different from those you experience on a normal working day. 
 
Questions 
 
You will have the opportunity to ask any questions in relation to this project before giving completing a 
Consent Form. 
 
 
270
 
 
 
 
 
Consent and Approval 
 
This research proposal has been scrutinised and been granted Ethical Approval through the University 
ethical approval process. 
 
 
What should I do if I have concerns about this study? 
 
A full outline of the procedures governed by the University Teaching and Research Ethical Committee is 
available at http://www.st-andrews.ac.uk/utrec/Guidelines/complaints/ 
 
Contact Details  
 
Researcher:  Julian Petford 
Contact Details: jp438@st-andrews.ac.uk 
Supervisor:  Dr. Miguel Nacenta, Prof. Carl Gutwin 
Contact Details:         mans@st-andrews.ac.uk, gutwin@cs.usask.ca 
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Participant Debriefing Form 
Project Title 
Exploring the experiences of an researcher using the ASPECTA Toolkit 
 
Researcher’s Name 
Julian Petford 
University of St Andrews Department of 
Computer Science 
jp438@st-andrews.ac.uk 
Supervisor’s Name 
Dr Miguel Nacenta 
University of St Andrews Department of 
Computer Science 
mans@st-andrews.ac.uk 
 
Prof. Carl Gutwin 
University of Saskatchewan Department of 
Computer Science 
gutwin@cs.usask.ca 
 
 
Nature of Project 
 
This postgraduate research project was conducted to investigate the effectiveness and usability of the 
ASPECTA Toolkit when developing applications for full-coverage projected displays. The information 
gathered will be written up and included in my PhD thesis. 
 
Storage of Data 
 
As outlined in the Participant Information Sheet your data will now be retained on a permanent basis. Your 
data will remain accessible to only the researchers and supervisors. If you no longer wish for your data to be 
used in this manner you are free to withdraw your consent by contacting any of the researchers and or 
Supervisor. 
 
What should I do if I have concerns about this study? 
 
A full outline of the procedures governed by the University Teaching and Research Ethical Committee are 
outline on their website http://www.st-andrews.ac.uk/utrec/Guidelines/complaints/  
 
 
Contact Details  
 
Researcher:  Julian Petford 
Contact Details: jp438@st-andrews.ac.uk 
 
Supervisor:  Dr. Migual Nacenta, Prof. Carl Gutwin 
Contact Details: mans@st-andrews.ac.uk, gutwin@cs.usask.ca 
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University Teaching and Research Ethics Committee 
 
ethics-cs 
The University of St Andrews is a charity registered in Scotland: No SC013532 
 
 
 
28 May 2018 
 
 
Dear Julian,  
 
Thank you for submitting your amendment application which comprised the following documents: 
 
1. Ethical Amendment Application Form  
2. Amended Participant Information  
3. Amended Debrief form     
 
The Computer Science Ethics Committee is delegated to act on behalf of the University Teaching and Research 
Ethics Committee (UTREC) and has approved this ethical amendment application. The particulars of this approval 
are as follows –  
 
Original 
Approval Code: 
CS11723 Approved on: 05-AUG-2015 
Amendment 
Approval Date: 
04.04.18 Approval Expiry Date: 05-AUG-2018 
Project Title: Exploring the experiences of an researcher using the ASPECTA Toolkit 
Researcher(s): Julian Petford Supervisor(s): Dr Miguel Nacenta 
 
 
Ethical amendment approval does not extend the originally granted approval period of three years, rather it validate 
the changes you have made to the originally approved ethical application. If you are unable to complete your 
research within the original five year validation period, you are required to write to your School Ethics Committee 
Convener to request a discretionary extension of no greater than 6 months or to re-apply if directed to do so, and 
you should inform your School Ethics Committee when your project reaches completion.  
  
Any serious adverse events or significant change which occurs in connection with this study and/or which may 
alter its ethical consideration, must be reported immediately to the School Ethics Committee, and an Ethical 
Amendment Form submitted where appropriate. 
 
Approval is given on the understanding that you adhere to the ‘Guidelines for Ethical Research Practice’ 
(http://www.st-andrews.ac.uk/media/UTRECguidelines%20Feb%2008.pdf). 
 
Yours sincerely 
 
Tristan Henderson  
 
SEC Convenor 
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University Teaching and Research Ethics Committee 
 
ethics-cs 
The University of St Andrews is a charity registered in Scotland: No SC013532 
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Participant Information Sheet 
Project Title  
Exploring the experiences of an researcher using the ASPECTA Toolkit 
 
 
What is the study about?  
 
We invite you to participate in a research project about the effectiveness and usability of the ASPECTA 
Toolkit when developing applications for Full Coverage Displays. 
 
This study is being conducted as part of my PhD Thesis in the School of Computer Science. 
 
Do I have to take Part? 
 
This information sheet has been written to help you decide if you would like to take part.   It is up to you and 
you alone whether or not to take part.   If you do decide to take part you will be free to withdraw at any time 
without providing a reason.    
 
What would I be required to do? 
 
Throughout your use of the ASPECTA Toolkit any queries you have will be noted down so as to help 
ascertain its usability. When you have finished your work with the toolkit you will participate in an 
interview of approximately 1 hour in duration to discuss your experiences of using it. 
 
Will my participation be Anonymous and Confidential?  
 
Only the researcher and supervisors will have access to the data which will be kept strictly confidential.   
Your permission maybe sought in the Participant Consent form for the data you provide, which can be 
anonymised if you choose, to be used for future scholarly purposes. 
 
Storage and Destruction of Data Collected 
 
The data we collect will be accessible by the researcher and supervisors involved in this study only, unless 
explicit consent for wider access is given by means of the consent form.   Your data will be stored on a 
permanent basis, and will be held securely in an office in the University of St Andrews’ Department of 
Computer Science.Your emails will be stored in a provate, password-portected inbox. 
 
What will happen to the results of the research study? 
 
The results will be finalised by 2017 and written up as part of my PhD Thesis. 
 
Are there any potential risks to taking part? 
 
The risks of taking part should be no different from those you experience on a normal working day. 
 
Questions 
 
You will have the opportunity to ask any questions in relation to this project before giving completing a 
Consent Form. 
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Consent and Approval 
 
This research proposal has been scrutinised and been granted Ethical Approval through the University 
ethical approval process. 
 
 
What should I do if I have concerns about this study? 
 
A full outline of the procedures governed by the University Teaching and Research Ethical Committee is 
available at http://www.st-andrews.ac.uk/utrec/Guidelines/complaints/ 
 
Contact Details  
 
Researcher:  Julian Petford 
Contact Details: jp438@st-andrews.ac.uk 
Supervisor:  Dr. Miguel Nacenta, Prof. Carl Gutwin 
Contact Details:         mans@st-andrews.ac.uk, gutwin@cs.usask.ca 
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Participant Consent Form 
Anonymous Data 
Project Title  
Exploring the experiences of an researcher using the ASPECTA Toolkit 
 
Researcher(s) Name(s)  
Julian Petford 
University of St Andrews Department of Computer 
Science 
jp438@st-andrews.ac.uk 
Supervisors Names 
Dr Miguel Nacenta 
University of St Andrews Department 
of Computer Science 
mans@st-andrews.ac.uk 
 
Dr Carl Gutwin 
University of Saskatchewan Department 
of Computer Science 
gutwin@cs.usask.ca 
 
 
The University of St Andrews attaches high priority to the ethical conduct of research.  We therefore ask you to 
consider the following points before signing this form. Your signature confirms that you are happy to participate 
in the study. 
 
What is Anonymous Data? 
 
The term ‘Anonymous Data’ refers to data collected by a researcher that has no identifier markers so that even 
the researcher cannot identify any participant.  Consent is still required by the researcher, however no link 
between the participant’s signed consent and the data collected can be made. 
 
Consent 
 
The purpose of this form is to ensure that you are willing to take part in this study and to let you understand what 
it entails.   Signing this form does not commit you to anything you do not wish to do. 
 
Material gathered during this research will be anonymous, so it is impossible to trace back to you.   It will be 
securely stored for a maximum of three years within an office in the University of Computer Science Department 
of the University of St Andrews. Please answer each statement concerning the collection and use of the 
research data. 
 
 
I have read and understood the information sheet.  Yes   No 
I have been given the opportunity to ask questions about the study.  Yes  No 
I have had my questions answered satisfactorily.  Yes  No 
I understand that I can withdraw from the study without having to give an explanation.  Yes  No 
I understand that my data, once processed, can be anonymised if I wish and that only the 
researcher(s) (and supervisors) will have access to the raw data which will be kept 
confidentially. 
 Yes   No 
I understand that my data will be stored on a permanent basis.   Yes  No 
I have been made fully aware of the potential risks associated with this research and am 
satisfied with the information provided. 
 Yes   No 
I agree to take part in the study  Yes   No 
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Participation in this research is completely voluntary and your consent is required before you can participate in 
this research.   
 
Name in Block Capitals 
 
Signature 
 
Date 
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Regular API 
 
Power 
 
 What features would you have liked to have seen added to the API to make it better cater to 
your needs? 
◦ Did you modify the API or your own code to fulfil these needs? 
 Are there any further features you feel would be beneficial to add to the API? 
 Do you feel that the API provided you with the features you required for your program? 
 
Intuitiveness 
 
 Can you recall a case where you predicted how you would do something using the API and 
it turned out to be true? 
 Can you recall a case where you predicted how you would do something using the API and 
it turned out to be wrong? 
 Did you feel that the API was generally intuitive to use? 
 Do you feel that previous experience with graphics APIs, such as OpenGL helped you 
understand how to use this one? 
 
Verboseness 
 
 Do you feel that using the API caused your code to seem unnecessarily verbose? 
 How do you feel it compares to other graphical API's you have used in the past, such as 
OpenGL? 
 
Reliability 
 
 Did you encounter any instances where the API didn't work or the server crashed? 
 
REST API 
 
 Did you experiment with the REST API? 
 Do you feel that this API differed from the regular API in terms of intuitiveness? 
 Do you feel that this API differed from the regular API in terms of verboseness? 
 Do you feel that this API differed from the regular API in terms of power? 
 
Room Configuration Program 
 
Intuitiveness 
 
 Did you find the room configuration program (roomSetup2.py) easy and intuitive to use? 
 Was there any particular feature that you found difficult to work out how to use? 
 Do you have any suggestions of better ways you feel that any of the features could work? 
 
Power 
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 Do you feel that the room configuration program offers all the features that you need? 
 Are there any other features which you feel may have been useful within the room 
configuration program? 
 
Hardware 
 
Projector 
 
 What resolution of projector are you using? 
◦ Do you feel that this meets your requirements? 
 How many lumens is the projector you are using? 
◦ Do you feel that this meets your requirements? 
 
Mirror 
 
 What is the diameter of the hemispherical mirror you are using? 
 Do you feel that this is appropriate for your requirements? 
 
General Hardware 
 
 Did you consider any other projection methods before you chose to use the projector and 
mirror combination? 
 Do you feel that this projection method has been a good approach for your research? 
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Participant Debriefing Form 
Project Title  
Exploring the experiences of an researcher using the ASPECTA Toolkit 
 
Researcher’s Name 
Julian Petford 
University of St Andrews Department of 
Computer Science 
jp438@st-andrews.ac.uk 
Supervisor’s Name  
Dr Miguel Nacenta 
University of St Andrews Department of 
Computer Science 
mans@st-andrews.ac.uk 
 
Prof. Carl Gutwin 
University of Saskatchewan Department of 
Computer Science 
gutwin@cs.usask.ca 
 
 
Nature of Project 
 
This postgraduate research project was conducted to investigate the effectiveness and usability of the 
ASPECTA Toolkit when developing applications for full-coverage projected displays. The information 
gathered will be used to further improve the API in terms of features and usability. 
 
Storage of Data 
 
As outlined in the Participant Information Sheet your data will now be retained on a permanent basis. Your 
data will remain accessible to only the researchers and supervisors. If you no longer wish for your data to be 
used in this manner you are free to withdraw your consent by contacting any of the researchers and or 
Supervisor. 
 
What should I do if I have concerns about this study? 
 
A full outline of the procedures governed by the University Teaching and Research Ethical Committee are 
outline on their website http://www.st-andrews.ac.uk/utrec/Guidelines/complaints/  
 
 
Contact Details  
 
Researcher:  Julian Petford 
Contact Details: jp438@st-andrews.ac.uk 
 
Supervisor:  Dr. Migual Nacenta, Prof. Carl Gutwin 
Contact Details: mans@st-andrews.ac.uk, gutwin@cs.usask.ca 
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Participants Needed for Awareness Experiement 
We are looking for participants to take part in an experiment investigating different ways to use 
projection to draw a user’s attention to targets behind them. No previous experience is required. 
However, participants must be aged 18 or over. 
Data relating to the path and time taken to reach each target will be recorded anonymously. The 
anonymous results of this study will be analysed and may be published as part of academic papers 
and presentations. 
The experiment generally takes between 50 minutes and an hour and 10 minutes, and you will 
receive a £5 amazon voucher as thanks for your participation. 
If you are interested in taking part in this study please email me at jp438@st-andrews.ac.uk with 
times which would be suitable for you. 
ETHICAL APPROVAL CODE – CS----- 
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Participant Information Sheet 
Project Title  
Increasing Awareness of Notifications in Full Room Environments 
 
What is the study about?  
We invite you to participate in a research project which explores various techniques to bring a user’s 
attention to notifications in digital environments in which they are surrounded by displays. 
This study is being conducted as part of my PhD Thesis in the School of Computer Science. 
 
Do I have to take Part? 
This information sheet has been written to help you decide if you would like to take part. It is up to you and 
you alone whether or not to take part. If you do decide to take part you will be free to withdraw at any time 
without providing a reason. 
 
What would I be required to do? 
The task requires that you find targets projected within the room after being given various visual cues. We 
will record timings, and head movement for analysis and presentation in an academic paper. After the 
experiment we will ask you to fill in a questionnaire indicating your preference for the different techniques 
and conditions. 
 
Will my participation be Anonymous and Confidential?  
Only the researcher(s) and supervisor(s) will have access to the raw data which will be completely 
anonymous and kept strictly confidential. Your explicit permission is sought in the Participant Consent form 
provided with this information sheet to share your anonymised data in the form of publications and scientific 
databases. 
 
Storage and Destruction of Data Collected 
The raw data will be accessible by the researcher and the supervisor involved in this study only. Your raw 
data will be stored for a period of at least 3 years before being destroyed, and prior to that will be held 
securely in an office in the University of St Andrews’ Department of Computer Science. 
 
What will happen to the results of the research study? 
The results will be finalised in 2018 and written up as part of my PhD Thesis and possibly as other research 
publications and presentations. 
 
Are there any potential risks to taking part? 
The risks of taking part should be no different from those you experience on a normal working day. 
 
Questions 
You will have the opportunity to ask any questions in relation to this project before completing the Consent 
Form attached. 
 
Consent and Approval 
This research proposal has been scrutinised and been granted Ethical Approval through the University 
ethical approval process. 
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What should I do if I have concerns about this study? 
A full outline of the procedures governed by the University Teaching and Research Ethical Committee is 
available at http://www.st-andrews.ac.uk/utrec/Guidelines/complaints  
 
Contact Details  
 
Researcher:  Julian Petford 
Contact Details: jp438@st-andrews.ac.uk  
 
Supervisor:  Dr. Miguel Nacenta 
Contact Details: mans@st-andrews.ac.uk Phone: +44 (0)1334 46 3265 
 
Researcher:  Prof. Carl Gutwin, University of Saskatchewan 
Contact Details: gutwin@cs.usask.ca  
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Participant Consent Form 
Coded Data 
 
Project Title  
Increasing Awareness of Notifications in Full Room Environments 
 
Researcher(s) Name(s)  
Julian Petford 
School of Computer Science  
University of St Andrews 
jp438@st-andrews.ac.uk 
Supervisors Names 
Dr Miguel Nacenta 
School of Computer Science  
University of St Andrews 
mans@st-andrews.ac.uk 
 
Prof Carl Gutwin 
University of Saskatchewan 
gutwin@cs.usask.ca  
 
The University of St Andrews attaches high priority to the ethical conduct of research.  We therefore ask you to 
consider the following points before signing this form. Your signature confirms that you are happy to participate 
in the study. 
 
What is Coded Data? 
The term ‘Coded Data’ refers to when data collected by the researcher is identifiable as belonging to a particular 
participant but is kept with personal identifiers removed.   The researcher(s) retain a ‘key’ to the coded data 
which allows individual participants to be re-connected with their data at a later date.   The un-coded data is kept 
confidential to the researcher(s) (and Supervisors).   If consent is given to archive data (see consent section of 
form) the participant may be contacted in the future by the original researcher(s) or other researcher(s).  
 
Consent 
The purpose of this form is to ensure that you are willing to take part in this study and to let you understand what 
it entails.   Signing this form does not commit you to anything you do not wish to do and you are free to withdraw 
at any stage. 
 
Material gathered during this research will be coded and kept confidentially by the researcher with only the 
researcher and supervisor having access.   The raw data will be securely stored in a locked cabinet at the 
School of Computer Science.   
 
Please answer each statement concerning the collection and use of the research data. 
 
I have read and understood the information sheet.  Yes   No 
I have been given the opportunity to ask questions about the study.  Yes  No 
I have had my questions answered satisfactorily.  Yes  No 
I understand that I can withdraw from the study at any time without having to give an 
explanation. 
 Yes  No 
I understand that my raw data will be confidential and, by nature, completely anonymous. I 
understand that this raw data will be stored by the researcher and that only the 
researcher/supervisor will be able to decode this information as and when necessary. The 
raw data will be destroyed after 3 years or less. 
 Yes   No 
I agree to my anonymised data (data without any identifiers) being stored and published as 
part of scientific publications and scientific databases indefinitely. 
 Yes  No 
I have been made fully aware of the potential risks associated with this research and am 
satisfied with the information provided. 
 Yes   No 
I agree to take part in the study  Yes   No 
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 Participation in this research is completely voluntary and your consent is required before you can participate in 
this research.   If you decide at a later date that data should be destroyed we will honour your request in writing. 
 
Name in Block Capitals 
 
Signature 
 
Date 
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Guide 
To fill out this questionnaire please draw a circle at the appropriate point on each of the scales as 
demonstrated below. Points should be drawn on one of the vertical lines. If you make a mistake, put 
a cross through your circle and draw another one. 
 
Mental Demand How mentally demanding was the task? 
          
          
Very Low       Very High 
 
Physical Demand How physically demanding was the task? 
          
          
Very Low       Very High 
 
Temporal Demand How hurried or rushed was the pace of the 
task? 
          
          
Very Low       Very High 
 
Performance How successful were you in accomplishing 
what you were asked to do? 
          
          
Perfect       Failure 
 
Effort How hard did you have to work to accomplish 
your level of performance? 
          
          
Very Low       Very High 
 
Frustration How insecure, discouraged, irritated, stressed 
and annoyed were you? 
          
          
Very Low       Very High 
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Point 
Mental Demand How mentally demanding was the task? 
          
          
Very Low       Very High 
 
Physical Demand How physically demanding was the task? 
          
          
Very Low       Very High 
 
Temporal Demand How hurried or rushed was the pace of the 
task? 
          
          
Very Low       Very High 
 
Performance How successful were you in accomplishing 
what you were asked to do? 
          
          
Perfect       Failure 
 
Effort How hard did you have to work to accomplish 
your level of performance? 
          
          
Very Low       Very High 
 
Frustration How insecure, discouraged, irritated, stressed 
and annoyed were you? 
          
          
Very Low       Very High 
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Wedge 
Mental Demand How mentally demanding was the task? 
          
          
Very Low       Very High 
 
Physical Demand How physically demanding was the task? 
          
          
Very Low       Very High 
 
Temporal Demand How hurried or rushed was the pace of the 
task? 
          
          
Very Low       Very High 
 
Performance How successful were you in accomplishing 
what you were asked to do? 
          
          
Perfect       Failure 
 
Effort How hard did you have to work to accomplish 
your level of performance? 
          
          
Very Low       Very High 
 
Frustration How insecure, discouraged, irritated, stressed 
and annoyed were you? 
          
          
Very Low       Very High 
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Trimmed Wedge 
Mental Demand How mentally demanding was the task? 
          
          
Very Low       Very High 
 
Physical Demand How physically demanding was the task? 
          
          
Very Low       Very High 
 
Temporal Demand How hurried or rushed was the pace of the 
task? 
          
          
Very Low       Very High 
 
Performance How successful were you in accomplishing 
what you were asked to do? 
          
          
Perfect       Failure 
 
Effort How hard did you have to work to accomplish 
your level of performance? 
          
          
Very Low       Very High 
 
Frustration How insecure, discouraged, irritated, stressed 
and annoyed were you? 
          
          
Very Low       Very High 
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Radar 
Mental Demand How mentally demanding was the task? 
          
          
Very Low       Very High 
 
Physical Demand How physically demanding was the task? 
          
          
Very Low       Very High 
 
Temporal Demand How hurried or rushed was the pace of the 
task? 
          
          
Very Low       Very High 
 
Performance How successful were you in accomplishing 
what you were asked to do? 
          
          
Perfect       Failure 
 
Effort How hard did you have to work to accomplish 
your level of performance? 
          
          
Very Low       Very High 
 
Frustration How insecure, discouraged, irritated, stressed 
and annoyed were you? 
          
          
Very Low       Very High 
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Flashing 
Mental Demand How mentally demanding was the task? 
          
          
Very Low       Very High 
 
Physical Demand How physically demanding was the task? 
          
          
Very Low       Very High 
 
Temporal Demand How hurried or rushed was the pace of the 
task? 
          
          
Very Low       Very High 
 
Performance How successful were you in accomplishing 
what you were asked to do? 
          
          
Perfect       Failure 
 
Effort How hard did you have to work to accomplish 
your level of performance? 
          
          
Very Low       Very High 
 
Frustration How insecure, discouraged, irritated, stressed 
and annoyed were you? 
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Participant Debriefing Form 
 
Project Title  
Increasing Awareness of Notifications in Full Room Environments 
 
Researcher(s) Name(s)  
Julian Petford 
School of Computer Science  
University of St Andrews 
jp438@st-andrews.ac.uk  
 
Supervisor’s Name  
Dr. Miguel Nacenta 
School of Computer Science  
University of St Andrews 
mans@st-andrews.ac.uk 
 
Prof Carl Gutwin 
University of Saskatchewan 
gutwin@cs.usask.ca 
 
Nature of Project 
 
This postgraduate research project was conducted to explore different ways to direct a user’s attention to a 
notification, using projection, when it is outside their field of view. 
 
The information gathered will be analysed and anonymously written up as part of one or more academic 
papers for publication. 
 
Storage of Data 
 
As outlined in the Participant Information Sheet your raw data will now be retained for a period of 3 years 
before being destroyed.   Your data will remain accessible to only the researchers and supervisors. If you no 
longer wish for your data to be used in this manner you are free to withdraw your consent by contacting any 
of the researchers and supervisors. 
 
What should I do if I have concerns about this study? 
 
A full outline of the procedures governed by the University Teaching and Research Ethical Committee are 
outline on their website http://www.st-andrews.ac.uk/utrec/Guidelines/complaints/  
 
 
Contact Details  
 
Researcher:  Julian Petford 
Contact Details: jp438@st-andrews.ac.uk  
 
Supervisor:  Dr. Miguel Nacenta 
Contact Details: mans@st-andrews.ac.uk Phone: +44 (0)1334 46 3265 
 
Researcher:  Prof Carl Gutwin 
Contact Details: gutwin@cs.st-andrews.ac.uk  
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 University Teaching and Research Ethics Committee 
_______________________________________________________________________________________________________________________________________________________________________ 
 
ethics-cs@st-andrews.ac.uk 
 
The University of St Andrews is a charity registered in Scotland: No SC013532 
 
04 January 2018 
Dear Julian Petford 
 
Thank you for submitting your ethical application which was considered at the School of Computer Science Ethics 
Committee meeting on 14th November when the following documents were reviewed:  
 
1. Ethical Application Form 
2. Participant Information Sheet 
3. Consent Form 
4. Debriefing Form 
 
     
The School of Computer Science Ethics Committee has been delegated to act on behalf of the University Teaching 
and Research Ethics Committee (UTREC) and has granted this application ethical approval. The particulars 
relating to the approved project are as follows -  
 
Approval Code: CS131172 Approved on: 20.11.17 Approval Expiry: 20.11.22 
Project Title: Increasing Awareness of Notifications in Full Room Environments 
Researcher(s): Julian Petford 
Supervisor(s): Dr. Miguel Nacenta 
 
Approval is awarded for five years. Projects which have not commenced within two years of approval must be re-
submitted for review by your School Ethics Committee.  If you are unable to complete your research within the  
five year approval period, you are required to write to your School Ethics Committee Convener to request a 
discretionary extension of no greater than 6 months or to re-apply if directed to do so, and you should inform your 
School Ethics Committee when your project reaches completion.  
 
If you make any changes to the project outlined in your approved ethical application form, you should inform your 
supervisor and seek advice on the ethical implications of those changes from the School Ethics Convener who may 
advise you to complete and submit an ethical amendment form for review. 
 
Any adverse incident which occurs during the course of conducting your research must be reported immediately to 
the School Ethics Committee who will advise you on the appropriate action to be taken. 
 
Approval is given on the understanding that you conduct your research as outlined in your application and in 
compliance with UTREC Guidelines and Policies (http://www.st-andrews.ac.uk/utrec/guidelinespolicies/ ). You are 
also advised to ensure that you procure and handle your research data within the provisions of the Data Provision 
Act 1998 and in accordance with any conditions of funding incumbent upon you. 
 
Yours sincerely 
 
Tristan Henderson  
 
Convener of the School Ethics Committee 
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