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Abstract—It is proved that network realizability of con-
trollers can be enforced without conservatism using convex
constraints on the closed loop transfer function. Once a network
realizable closed loop transfer matrix has been found, a
corresponding controller can be implemented using a network
structured version of Internal Model Control.
I. INTRODUCTION
The importance of closed loop convexity in the theory
for control system design has long been recognized [2]. A
large number of specifications, both in time and frequency
domain, can be stated as convex constraints on the closed
loop system. The convexity opens up for efficient synthesis
algorithms, as well as for computation of rigorous bounds
on achievable performance. However, there are also many
important specifications that cannot be expressed in a closed
loop convex manner. A notable example is controller com-
plexity, measured by the number of states needed in the
realization.
During the past decade, growing attention has been paid to
large scale networks and distributed control. In this context,
it is common to consider controller transfer matrices with a
pre-specified sparsity pattern. Such sparsity constraints are
generally not closed loop convex, but a number of important
closed loop convex structural constraints have been derived
and summarized under the framework known as quadratic
invariance [6]. However, with exception for positive systems
[5], solutions based on sparsity restricted transfer matrices
have a tendency to become computationally expensive and
poorly scalable. It was therefore an important discovery in
the theory for large-scale control when [8] recently proved
that optimization with finite impulse response constraints can
be used for scalable synthesis of distributed controllers.
The objective of this short note is to isolate an idea
used in “system level synthesis” [8], [1], to show that
network realizable controllers in the sense of [7] can be
synthesized using convex optimization. Moreover, we will
demonstrate that the classical idea of internal model control
[3] is useful to convert the optimization outcome into a
network compatible controller realization.
II. NOTATION
A transfer matrix denotes a matrix of rational functions
that can be written on the form G(z) = C(zI−A)−1B+D,
where A ∈ Rn×n, B ∈ Rp×n, C ∈ Rn×m and D ∈ Rp×m.
It is said to be strictly proper if D = 0.
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III. NETWORK REALIZABILITY
Following [7], we make the following definition.
Definition 1. Given a graph G = (V, E) with N nodes, a
transfer matrix G is said to be network realizable on G if it
has a stabilizable and detectable realization
[
A B
C D
]
=

A11 . . . A1N B1 0
...
...
. . .
AN1 . . . ANN 0 BN
C11 . . . C1n D1 0
...
...
. . .
CN1 . . . CNN 0 DN

(1)
where Aij = 0 and Cij = 0 for (i, j) 6∈ E . Such a realization
is said to be compatible with G. We need Aij ∈ Rni×nj ,
Bi ∈ Rni×mi , Cij ∈ Rmi×nj and Di ∈ Rpi×mi , where ni,
pi and mi are the number of states, outputs and inputs in
node i respectively.
Given a transfer matrix and a graph, no simple test for
network realizability is known. However, given a realization,
it is of course straightforward to verify the conditions of
Definition 1.
Theorem 1: Let the transfer matrices G1 and G2 be
network realizable on G. Then the following statements hold:
(i) G1 +G2 is network realizable on G.
(ii) If G1 and G2 are stable, then G1G2 is network
realizable on G.
(iii) If G1(∞) is invertible, then G−11 is network real-
izable on G.
Remark 1. Consider the graph with V = {1, 2, 3, 4} and
E = {(1, 1), (2, 2), (3, 3), (4, 4), (1, 3), (1, 4), (2, 3), (2, 4)}.
Notice that both the two transfer matrices
G1(z) =

0 0 0 0
0 0 0 0
1
z−2 1 0 0
1
z−2 1 0 0
 G2(z) =

1 0 0 0
0 1z−2 0 0
0 0 0 0
0 0 0 0

are network realizable on G, but, as was pointed out in [4],
this is not the case with their product
G1(z)G2(z) =

0 0 0 0
0 0 0 0
1
z−2
1
z−2 0 0
1
z−2
1
z−2 0 0
 .
This shows that the stability assumption is essential for
statement (ii) in Theorem 1.
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Proof of Theorem 1 Let Gi(z) = Ci(zI − Ai)−1Bi + Di
where
[
Ai Bi
Ci Di
]
=

Ai11 . . . A
i
1N B
i
1 0
...
...
. . .
AiN1 . . . A
i
NN 0 B
i
N
Ci11 . . . C
i
1n D
i
1 0
...
...
. . .
CiN1 . . . C
i
NN 0 D
i
N

,
Then G3(z) = G1(z) +G2(z) provided that
A3kl =
[
A1kl 0
0 A2kl
]
B3kl =
[
B1k
B2k
]
C3kl =
[
C1kl C
2
kl
]
for all k and l. The sparsity conditions, as well as stabiliz-
ability and detectability, follow trivially and (i) holds.
Similarly, G3(z) = G2(z)G1(z) provided that[
A3kl B
3
k
C3kl D
3
k
]
=
 A1kl 0 B1kB2kC1kl A2kl B2kD1k
D2kC
1
kl C
2
kl D
2
kD
1
k
 , (2)
so G3 satisfies the sparsity conditions. Both factors are
assumed to be stable, so stabilizability and detectability hold
trivially. Hence (ii) follows.
If G1(z) = C(zI −A)−1B+D and D is invertible, then
G−11 has the realization[
A−BD−1C BD−1
−D−1C D−1
]
.
where the needed sparsity structure, as well as stabilizability
and detectability, follow from network realizability of G1.
This proves (iii) . 2
IV. NETWORK REALIZABLE CONTROLLERS
The following theorem shows that in a number of cases,
network realizability conditions on the controller can be
mapped into similar conditions on closed loop transfer func-
tions. From Theorem 1, we know that such constraints are
convex, so they can be conveniently included in synthesis
procedures based on convex optimization.
Theorem 2: Consider P and C such that P is strictly
proper and define the closed loop matrix
H =
[
I −P
C I
]−1
=
[
(I +PC)−1 P(I +CP)−1
−C(I +PC)−1 (I +CP)−1
]
.
Then the following two statements are equivalent:
(i) Both P and C are network realizable on G.
(ii) H is network realizable on G.
The following two statements are also equivalent:
(iii) Both PC and C are network realizable on G.
(iv) Both (I +PC)−1 and C(I +PC)−1 are network
realizable on G.
Suppose in addition that P is stable and network realizable
on G, while H is stable. Then the following are equivalent:
(v) C is network realizable on G.
(vi) C(I +PC)−1 is network realizable on G.
Remark 2. The presentation in [8] is focusing on finite
impulse response representations of the closed loop maps.
However, nothing excludes the use of other denominators
when finite-dimensional parametrizations of closed loop dy-
namics are needed for computations. In fact, there is a rich
literature on heuristics for selection of closed loop poles.
Remark 3. The statement and proof of Theorem 2 is com-
pletely independent of how the set of stabilizing controllers is
parametrized. The Youla-Kucera parametrization is the most
well known option, but the parametrization suggested in [8]
appears to give simpler formulas for unstable plants.
Remark 4. Stability of the closed loop transfer matrix H
means that all poles should be strictly inside the left half
plane. In most applications the poles can actually restricted
to a smaller subset Ω of the complex plane. Such a stronger
assumption can be used to also get a stronger conclu-
sion, namely that the controller has a network compatible
realization with no uncontrollable or unobservable modes
corresponding to poles outside Ω.
Proof of Theorem 2. The strict properness of P implies that
H(0) is invertible, so the equivalence between (i) and (ii)
follows immediately from Theorem 1.
The equivalence between (iii) and (iv) follows from
statement (iii) in Theorem 1 and the identity[
I +PC 0
C I
]−1
=
[
(I +PC)−1 0
−C(I +PC)−1 I
]
,
since the strict properness of P gives both matrices an
invertible direct term.
Assume that (v) holds. Then (iii) follows and therefore
also (iv). This proves (vi).
Conversely, suppose that (vi) holds. Then C(I +PC)−1
and P are both stable and network realizable on G, so the
same holds for their product PC(I + PC)−1. The identity
(I + PC)−1 = I − PC(I + PC)−1 gives stability and
network realizable on G for (I +PC)−1. Hence (iv) holds
and the equivalence with (iii) proves that C is network
realizable on G, so the proof is complete. 2
A common situation in applications is that a network
realizable Q = C(I + PC)−1 has been designed and a
corresponding controller needed. The equivalence between
(v) and (vi) proves existence, but the proof of Theorem 2 is
not convenient for construction of a corresponding controller.
Instead, as will be seen in the next section, the classical
Internal Model Control [3] approach is useful for this task.
V. INTERNAL MODEL CONTROL ON NETWORKS
Given P andQ, consider a map from process output y and
reference value r to control input u, defined by the equation
u = Q[r +Pu− y]. (3)
See Figure 1. Here P is the “internal model” that is used
by the controller to predict the measured process output.
The difference Pu − y denotes a comparison between the
predicted output Pu and the measurement y. In the ideal
−1
Q(z) Process
P(z)
r
u
y
+
−
Controller
Fig. 1. If P and Q are networks realizable, then a network realization of
the controller can be obtained using Internal Model Control.
case that the difference is zero, the control law reduces to
u = Qr, so Q defines the desired map from reference to
input and PQ is the resulting map from reference r to output
y. The transfer matrix from r − y to u, given by (3), is
C = Q(I −PQ)−1.
Our interest in Internal Model Control stems from the fact
it generates network realizable controllers in a very natural
manner. Suppose that
P(z) = C(zI −A)−1B
Q(z) = G(zI − E)−1F +H
Then the controller C = Q(I −PQ)−1 has the realization[
xˆ+
ξ+
]
=
[
A+BHC BG
FC E
] [
xˆ
ξ
]
+
[
BH
F
]
(r − y)
u =
[
HC G
]
+H(r − y).
It is easy to see that if B, F and H are diagonal, while A,
C, E and G have a sparsity structure compatible with the
graph G, this realization is compatible with G after proper
ordering of the states and block partitioning of the matrices.
More specifically, if node i of the graph is hosting the process
state xi, it should also host the controller state (xˆi, ξi).
Example 1. Consider a simple model for control of water
levels in dams along a river:
x1(t+ 1) = 0.9x1(t)− u1(t)
x2(t+ 1) = 0.1x1(t) + 0.8x2(t) + u1(t)− u2(t)
x3(t+ 1) = 0.2x2(t) + 0.7x3(t) + u2(t)− u3(t)
Each state represents the water level in a dam and the control
variables are used to control the release of water from one
dam to the next. In this case, the transfer function from
(u1, u2, u3) to (x1, x2, x3) is P(z) = (zI −A)−1B where
A =
0.9 0 00.1 0.8 0
0 0.2 0.7
 B =
−1 0 01 −1 0
0 1 −1

A graph G, corresponding to downwards flow of information,
is defined by the node set V = {1, 2, 3} and the link
set E = {(1, 1), (2, 1), (2, 2), (3, 2), (3, 3)}. The realization
above does not have diagonal B-matrix, but the transfer
function from u to x is still network realizable on G, as
shown by the (non-minimal) realization
A¯ =

0.9 0 0 0 0
0 0.8 0 0 0
0.1 0 0.8 0 0
0 0.2 0 0.7 0
0 0 0.2 0 0.7
 B¯ =

−1 0 0
1 0 0
0 −1 0
0 1 0
0 0 −1

C¯ =
[
1 0 0 0 0
0 1 1 0 0
0 0 0 1 1
]
D¯ = 0.
Theorem 2 tells us that in order to find river dam controllers
that only exchange information along the graph G, it suf-
ficient to consider Q = (I + CP)−1C that are network
realizable on G. In particular, let Q have the state realization
[
E F
G H
]
=

E11 0 0 F1 0 0
E21 E22 0 0 F2 0
0 E32 E33 0 0 F3
G1 0 0 0 0 0
0 G2 0 0 0 0
0 0 G3 0 0 0

ThenC = (I−QP)−1Q mapping (e1, e2, e3) to (u1, u2, u3)
can be implemented as the Internal Model Controller
xˆ+1
ξ+1
xˆ+2
ξ+2
xˆ+3
ξ+3
 =

0.9 −G1 0 0 0 0
F1 E11 0 0 0 0
0.1 G1 0.8 −G2 0 0
0 E21 F2 E22 0 0
0 0 0.2 G2 0.7 −G3
0 0 0 E32 F3 E33


xˆ1
ξ1
xˆ2
ξ2
xˆ3
ξ3
−

0
e1
0
e2
0
e3

This realization has a structure compatible with the graph
G (in spite of the fact that it is based on the original state
matrices A,B rather than A¯, B¯).
VI. ACKNOWLEDGEMENT
Financial support from the Swedish Research Council and
the Swedish Foundation for Strategic Research is gratefully
acknowledged, The author is a member of the Linnaeus
center LCCC and the excellence center ELLIIT.
REFERENCES
[1] James Anderson and Nikolai Matni. Structured state space realizations
for sls distributed controllers. In 55th Annual Allerton Conference on
Communication, Control, and Computing, pages 982–987. IEEE, 2017.
[2] S.P. Boyd and C.H. Barratt. Linear Controller Design—Limits of
Performance. Prentice Hall, Englewood Cliffs, New Jersey 07632, 1991.
[3] Carlos E Garcia and Manfred Morari. Internal model control. a unifying
review and some new results. Industrial & Engineering Chemistry
Process Design and Development, 21(2):308–323, 1982.
[4] Laurent Lessard, Maxim Kristalny, and Anders Rantzer. On structured
realizability and stabilizability of linear systems. In 2013 American
Control Conference, Washington DC, June 2013.
[5] Anders Rantzer and Maria Elena Valcher. A tutorial on positive systems
and large scale control. In 2018 IEEE Conference on Decision and
Control (CDC), pages 3686–3697. IEEE, 2018.
[6] M. Rotkowitz and S. Lall. A characterization of convex problems in
decentralized control. IEEE Trans. on Automatic Control, 51(2):274–
286, Feb 2006.
[7] Andalam Satya Mohan Vamsi and Nicola Elia. Optimal distributed
controllers realizable over arbitrary networks. IEEE Transactions on
Automatic Control, 61(1):129–144, 2016.
[8] Yuh-Shyang Wang, Nikolai Matni, and John C Doyle. A system level
approach to controller synthesis. arXiv:1610.04815, 2016.
