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Notations
If C is a constant, the notation C(·) specifies the dependency of C on some quantities.
w.r.t with respect to
¤ end of a proof
N set of all nonnegative integers
R set of all real numbers
R+ set of all nonnegative real numbers
R∗+ set of all positive real numbers
Mn set of all real n× n-matrix
P probability measure
E expectation w.r.t. P
Var variance w.r.t. P
1lA indicator function of the set A
Card(A) cardinal of the set A
Ac complementary of the set A
dim(E) dimension of the linear space E
E⊥ orthogonal space to the linear space E
Span{v1, . . . , vk} linear span of the vectors v1, . . . , vk ∈ Rn
bxc largest integer smaller or equal to x
log x natural logarithm of x ∈ R∗+
|x| absolute value of x
x ∨ y maximum of x and y
x ∧ y minimum of x and y
x+ positive part of x, i.e. 0 ∨ x
x− negative part of x, i.e. 0 ∨ −x
argmin
x∈A
f(x) argument of the mimimum of f on the set A
argmax
x∈A
f(x) argument of the maximum of f on the set A
In unit matrix of size n
0n,m null matrix of size n×m
Tr(A) trace of the matrix A
rk(A) rank of the matrix A
ρ(A) spectral norm of the matrix A (see (3.1.16) in chapter 3)
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tA transpose of the matrix A
Im(A) image set of the matrix A
ker(A) kernel set of the matrix A
L2(A, dx) set of functions f : A ⊂ R→ R such that ∫
A
f(x)2dx <∞
(t1, . . . , tn)′ transposed version of the vector t ∈ Rn
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“The time has come,” the Walrus said,
“to talk of many things.”
Lewis Carroll
Les dernières décennies ont connu un fort essor des interactions entre les statistiques mathéma-
tiques et de nombreux domaines de recherche (génétique, écologie, imagerie médicale, finance, ...). De
la modélisation à l’analyse de données complexes, ces relations ont permis de meilleures approches de
certains phénomènes. Cependant, elles ont aussi grandement étendu le champ de recherche des statis-
ticiens. Ce lien entre les statistiques et le milieu des sciences appliquées trouve souvent sa source dans
le souhait du non-statisticien d’avoir accès à des outils et des procédures lui permettant de formaliser
son étude dans un cadre mathématique et de pouvoir traiter convenablement les données observées.
Cela se traduit pour lui par la construction de modèles simples à expliquer mais assez riches pour
prendre en compte la complexité du phénomène observé. C’est dans cette recherche de compromis
entre adéquation aux données et relative simplicité du modèle que la théorie de la sélection de modèle
trouve, entre autres, un vaste champ d’application.
Lors des interactions entre statisticiens et expérimentateurs, une des premières étapes consiste
à prendre les probabilités comme langage commun. En particulier, ils doivent s’accorder sur une
modélisation probabiliste satisfaisante pour les uns comme pour les autres. A la base de tout ce qui
se construira ensuite, cette étape est cruciale et doit rendre compte de la connaissance du phénomène
dont disposent les expérimentateurs.
Bien que les récents progrès des statistiques aient permis d’envisager des modèles de plus en
plus généraux, le paramètre de variance des variables aléatoires introduites lors de cette étape de
modélisation reste encore souvent supposé connu et constant. Dans le monde de l’expérimentateur,
cette quantité est, malheureusement, bien souvent inaccessible et doit être approchée pour mettre
en place les procédures proposées par le statisticien. Cela donne lieu à des méthodes utilisées en
pratique mais dont les propriétés mathématiques peuvent être difficiles (voire impossibles) à établir.
Ce constat fait apparaître la nécessité de prendre en compte la nature inconnue et potentiellement
variable de la variance dans la construction de nouveaux outils statistiques.
Cette thèse se situe dans le cadre de la théorie statistique de la sélection de modèle. Elle propose
une étude non-asymptotique de plusieurs problèmes liés à l’hétéroscédasticité. Les applications des
résultats, obtenus dans des cadres généraux, sont axées sur l’estimation de paramètres en régression.
Afin d’illustrer ces applications, des études de simulations sont réalisées à la fin de chaque chapitre.
Cette introduction présente les principales idées développées dans la thèse. Le chapitre 2 traite
de l’estimation simultanée de la moyenne et de la variance d’un vecteur gaussien à composantes
indépendantes. Dans la suite de la thèse, nous nous intéressons au cas de données inter-dépendantes.
Nous représentons la structure de dépendance des observations au moyen d’une matrice connue à
un facteur multiplicatif σ près. Dans ce cadre, au chapitre 3, nous présentons des résultats sur
l’estimation d’une composante dans un modèle additif pour σ connu ou inconnu.
1
2 chapitre 1. Introduction
1.1. Cadre de la régression
1.1.1. Régression hétéroscédastique. L’analyse des modèles régressifs est un sujet mathéma-
tique ancien. Les premiers travaux dans le domaine sont dus à Legendre [Leg05] et à Gauss [Gau09]
pour l’estimation des orbites de certains corps du système solaire. Etant données deux variables
X ∈ X ⊂ Rd et Y ∈ Y ⊂ R, les modèles régressifs permettent d’expliquer les variations de Y en
fonction de celles de X. De façon générale, ces modèles se présentent sous la forme
Y = s(X) + σ(X)ε (1.1.1)
où ε est un terme de bruit (ou d’erreur), s : X → Y est appelée fonction de régression et σ :
X → R∗+ s’appelle le niveau de bruit. La variable ε est supposée centrée et de variance unitaire
conditionnellement à X (mais pas forcément indépendante de X), ce qui donne une autre définition
de la fonction de régression,
s(x) = E[Y |X = x], x ∈ X .
Ainsi, expliquer comment Y fluctue en fonction de X revient à déterminer des fonctions s et σ de
telle sorte que (1.1.1) décrive au mieux la réalité du phénomène. D’un point de vue statistique, étant
données des observations X1, . . . , Xn ∈ X et Y1, . . . , Yn ∈ Y, le problème consiste à construire de telles
fonctions uniquement à partir des couples (Xi, Yi). Nous supposons donc qu’il existe deux fonctions
s et σ inconnues telles que
Yi = s(Xi) + σ(Xi)εi, i = 1, . . . , n , (1.1.2)
et l’objectif est d’en donner des estimateurs construits à partir des observations. Lorsque les Xi sont
des variables aléatoires, ce problème de régression est dit à support aléatoire. Inversement, lorsque les
Xi sont déterministes et connues, nous parlons de support fixe. Les résultats présentés dans la suite
de cette thèse sont tous établis dans le cadre de la régression à support fixe. Pour plus de précisions
sur ces deux situations, le lecteur pourra consulter [Bar00] et [Bar02].
Désormais, les variables du support seront notées en lettres minuscules afin de garder à l’esprit leur
nature déterministe. Considérons donc les observations (x1, Y1), . . . , (xn, Yn) ∈ X × Y et supposons,
dans un premier temps, qu’elles sont indépendantes et que le niveau de bruit σ(·) ≡ σ > 0 est constant.
Un tel cas est appelé régression homoscédastique. Il est possible de reformuler (1.1.2),
Yi = si + σεi, i = 1, . . . , n, (1.1.3)
où si = s(xi) et ε = (ε1, . . . , εn)′ est un vecteur aléatoire dont les composantes sont indépendantes,
centrées et de variance 1. L’estimation de la fonction s a partir de (1.1.3), que σ soit connue ou






Figure 1.1. Exemple de données d’une régression homoscédastique gaussienne à
coordonnées indépendantes (n = 128, X = [0, 1], s(x) = sin(2pix), σ2(x) = 1)
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Figure 1.2. Exemple de données d’une régression hétéroscédastique gaussienne à
coordonnées indépendantes (n = 128, X = [0, 1], s(x) = sin(2pix), σ2(x) = 1 −
3.96x(1− x))
inconnue, a été le sujet de nombreux travaux. Dans un cadre asymptotique (i.e. pour un nombre
d’observations n tendant vers l’infini), citons, par exemple, les travaux de Shibata [Shi81] dans le
cas où les εi sont gaussiens, Li [Li87] si les εi admettent un moment d’ordre 8 et Polyak et Tsybakov
[PT90] pour un moment d’ordre 4 seulement. Le cadre non-asymptotique (i.e. pour n fixe donné) a
été étudié, entre autres, par Barron, Birgé et Massart [BBM99] pour le cas gaussien et par Baraud
[Bar00] sous l’hypothèse que les εi admettent un moment d’ordre plus grand que 2.
Nous parlons de régression hétéroscédastique dès lors que le niveau de bruit σ n’est plus supposé
constant. Dans ce cas, (1.1.2) devient
Yi = si + σiεi, i = 1, . . . , n, (1.1.4)
où les σi = σ(xi) dépendent maintenant du support des observations et sont, a priori, inconnus. Les
résultats théoriques d’estimation des fonctions s et/ou σ dans le modèle (1.1.4) sont peu nombreux
et relativement récents. Dans un cadre gaussien, Comte et Rozenholc [CR02] estiment s puis σ dans
une procédure de sélection de modèle en deux étapes et Galtchouk et Pergamenshchikov [GP05] ont
construit un estimateur adaptatif de s avec σ inconnue. Dans le chapitre 6 de [Arl07], Arlot propose
une procédure d’estimation de s dans un modèle hétéroscédatique pour des données bornées. Enfin,
de récents travaux de Cai et Wang [CW08] et Wang [Wt08] ont porté sur l’estimation de σ avec s
inconnue ainsi que des effets de la régularité de s sur cette estimation. Une discussion plus étendue
sur le modèle (1.1.4) ainsi qu’une procédure d’estimation de s et σ feront l’objet du chapitre 2 de
cette thèse.
1.1.2. Modèle additif. Afin de décrire la façon dont Y varie en fonction de la variable explicative
x = (x(1), . . . , x(d))′ ∈ X = X1 × · · · × Xd ⊂ Rd, un modèle particulier est depuis longtemps étudié,
celui de la régression linéaire. Dans ce cadre, les observations se mettent sous la forme





i + σεi, i = 1, . . . , n ,
où les βj ∈ R sont inconnus. Ce modèle présente l’avantage d’être simple à interpréter en pratique et
permet un analyse composante par composante des effets de x sur Y . Cependant, ce modèle demeure
trop simple dans de nombreux cas et ne permet pas de modéliser des relations plus complexes que
la seule linéarité. Afin de palier à ce manque de flexibilité, on considère des modèles additifs pour
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lesquels les observations sont









+ σεi, i = 1, . . . , n , (1.1.5)
où les fonctions inconnues fj : Xj → R sont appelées les composantes de la fonction de régression. Les
premiers travaux dans ce cadre furent ceux de Leontief [Leo47] et de Scheffé [Sch59] qui qualifiaient
ces modèles de séparables additifs et additifs sans interaction respectivement. Ces modèles sont,
aujourd’hui encore, très répandus en économie théorique et en économétrie car ils y jouissent d’une
grande interprétabilité. Pour de nombreux exemples d’applications des modèles additifs à l’économie,
on pourra consulter les références données en fin du chapitre 8 de [HMSW04].
Pour le statisticien, étudier ces modèles signifie estimer les composantes fj à partir des observa-
tions (x1, Y1), . . . , (xn, Yn). Depuis les travaux de Stone [Sto85], il est bien connu que la vitesse de
convergence optimale pour estimer la fonction de régression s dans un cadre général homoscédastique
(1.1.3) est de l’ordre de n−α/(2α+d) où α > 0 est un indice de régularité de s. Cette vitesse est d’autant
plus faible que la dimension d de la variable explicative est grande (ce phénomène est appelé fléau de la
dimension). Stone [Sto85] a montré que dans un cadre additif (1.1.5), la vitesse optimale d’estimation
d’une composante fj est de l’ordre de la vitesse unidimensionnelle n−α/(2α+1). En d’autres termes,
l’estimation de la composante fj à partir de (1.1.5) peut être faite avec la même vitesse optimale que
celle atteignable par une procédure construite à partir des observations Y ′i = fj(x
(j)
i )+σεi. Ce fait no-
table a grandement motivé les études statistiques d’estimation de composantes dans un modèle additif
depuis le début des années 80. Les travaux de Buja et al. [BHT89], Hastie et Tibshirani [HT90], en
particulier, ont largement contribué à ce domaine. Il existe deux approches populaires pour estimer
ces composantes, le backfitting et l’intégration marginale. Les résultats théoriques obtenus par l’une
ou par l’autre sont de nature asymptotique et il existe peu de résultats non-asymptotiques sur le sujet.
En utilisant des méthodes de sélection de modèle, Baraud [Bar02], Comte et Viennet [BCV01] ont
proposé des méthodes d’estimation de la fonction de régression dans des modèles additifs sous des
hypothèses de moment sur les εi. Plus récemment, Brunel et Comte (voir [BC06] et [BC08]) ont
obtenu des résultats similaires pour des modèles additifs censurés.
Dans le chapitre 3 de cette thèse, nous présentons une nouvelle méthode d’estimation non-
asymptotique d’une composante dans un modèle additif. Le principe de celle-ci consiste à projeter
convenablement les observations (1.1.5) sur un sous-espace de Rn de façon à réduire l’impact des
composantes supplémentaires. Idéalement, pour estimer la composante f1 par exemple, l’opération
correspondrait à la donnée d’une matrice de projection P telle que E[(PY )i] = f1(x(1)i ). Les com-
posantes étant inconnues, une telle matrice n’est pas disponible pour le statisticien. En revanche, il
est possible de construire explicitement une matrice ayant des propriétés similaires à partir des points
du support. Plus généralement, si P est une matrice quelconque, nous établissons des résultats de
sélection de modèle dans le cadre régressif donné par
(PY )i = Y ′i = s
′
i + σ (Pε)i , i = 1, . . . , n . (1.1.6)
Notons, en particulier, que ces observations hétéroscédastique ne sont pas indépendantes contraire-
ment au cas (1.1.4).
Les schémas de régression (1.1.3), (1.1.4) et (1.1.6) admettent, par définition, des structures
probabilistes différentes. Les figures 1.1, 1.2 et 1.3 illustrent cette différence de nature entre les
phénomènes mis en jeu. La prise en compte de ces structures pour la construction de procédures
d’estimation fut un des principaux objectifs de cette thèse.
1.2. Sélection de modèle
Les travaux présentés dans cette thèse sont basés sur des méthodes de sélection de modèle dans un
cadre non-asymptotique. Afin d’introduire les concepts de base de cette théorie, nous présentons ici la
problématique de la sélection de modèle dans le cadre de la régression à composantes indépendantes.
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Figure 1.3. Exemple de données d’une régression hétéroscédastique gaussienne à
coordonnées dépendantes : projection des observations sur un espace trigonométrique
(n = 128, X = [−1, 1], s(x) = − sin(pix), σ2 = 1)
Nos principales références pour cette introduction sont le cours de Saint-Flour de Massart [Mas07]
et l’introduction de la thèse d’Arlot [Arl07].
Par souci de lisibilité, nous identifions implicitement les fonctions s et σ aux vecteurs (s1, . . . , sn)′
et (σ1, . . . , σn)′ respectivement. De plus, nous notons génériquement θ ∈ Θ le paramètre à estimer
qui pourra être s (Θ = Rn) ou (s, σ) (Θ = Rn × Rn) selon le cas dans lequel nous nous placerons.
1.2.1. Motivations. Un contraste empirique γn pour l’estimation de θ est une fonction réelle
définie sur Θ à partir des observations Yi telle que
θ′ ∈ Θ 7→ E[γn(θ′)]
admette un minimum en θ. Etant donné un espace linéaire S ⊂ Θ que nous appelons modèle, une
approche classique pour estimer θ dans S est de définir l’estimateur θˆ de θ comme un minimiseur de
γn sur S. A tout contraste empirique, il est possible d’associer une fonction de perte définie par
`(θ, θ′) = E[γn(θ′)]− E[γn(θ)] > 0, θ′ ∈ S .





(Yi − ti)2, t ∈ Rn ,
et sa fonction de perte associée vaut
`(s, t) = ‖s− t‖2 =
n∑
i=1
(si − ti)2 . (1.2.1)
Dans ce cas, l’estimateur de s est appelé estimateur des moindres carrés et correspond à la projection
orthogonale de Y sur S,
sˆ = piY = argmin
t∈S
γn(t) .
Si les termes de bruit εi sont gaussiens, la fonction de vraisemblance peut être utilisée comme










2piτ2i , t ∈ Rn, τ ∈ (0,∞)n .
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La fonction de perte associée est la divergence de Kullback-Leibler














et l’estimateur θˆ = (sˆ, σˆ2) ∈ S obtenu par minimisation de γn sur S est l’estimateur du maximum de
vraisemblance.
L’heuristique motivant le choix d’un estimateur par minimisation de contraste empirique consiste
à dire qu’un minimiseur de γn(θ′) sur S ne doit pas être trop “éloigné” de celui de E[γn(θ′)], au moins
dans le cas où θ appartient à S. En d’autres termes, nous espérons que le risque E[`(θ, θˆ)] de θˆ soit
relativement petit. Dans les situations qui nous intéressent ici (et sous certaines hypothèses dans le
cadre hétéroscédastique), ce risque est de l’ordre de la somme
inf
θ′∈S
`(θ, θ′) + σ2D
où D est la dimension de S. Le premier terme, dit de biais, représente la capacité de S à approcher θ.
Le second, dit de variance, est proportionnel à D et correspond à la “taille” du modèle. La quantité θ
étant inconnu, nous pourrions être tenter de prendre un “gros” modèle S (i.e. de grande dimension)
afin d’espérer avoir un petit terme de biais mais cela donnerait un bien mauvais risque du fait de
la taille du terme de variance. A l’opposé, choisir un petit modèle S (une constante par exemple,
D = 1) assure une faible variance mais un mauvais biais dès lors que θ est trop éloigné de S. Nous
comprenons ainsi pourquoi choisir un “bon” modèle revient à trouver un compromis entre le terme
de biais et celui de variance.
Afin d’illustrer ce problème à la base de la sélection de modèle, considérons l’estimation de s
dans le cadre de la régression homoscédastique (1.1.3) pour un modèle Sm d’histogrammes sur une




αλ1lλ : ∀λ ∈ m, αλ ∈ R
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. (1.2.3)










et son risque vaut
E
[‖s− sˆm‖2] = inf
t∈Sm
‖s− t‖2 + σ2Dm . (1.2.4)
La figure 1.4 montre trois choix possibles pour la partition m. Si Dm = 1, le modèle n’est visiblement
pas assez riche pour approcher s et, pour Dm = 42, l’estimateur donne trop d’importance aux données
et explique s par du bruit. Visuellement, le casDm = 8 semble être un bon candidat pour le compromis
biais-variance abordé précédemment.
1.2.2. Estimation par critère pénalisé. Considérons, plus généralement, une collection de
modèles {Sm, m ∈ M} au plus dénombrable et un contraste empirique γn. Pour chaque m ∈ M,
nous définissons l’estimateur θˆm comme un minimiseur de γn sur Sm, Dm la dimension de Sm et pim
la projection orthogonale sur Sm. Suivant la problématique décrite dans la sous-section précédente,
nous souhaitons construire une procédure basée sur les observations Yi qui nous permette de choisir
un estimateur parmi la collection {θˆm, m ∈M} qui ait un risque minimal.




La variable θˆm(θ) est appelé l’oracle par référence à [DJ94]. Notons que θˆm(θ) n’est pas un estimateur
de θ car le choix de m(θ) dépend de θ lui-même. Cependant, son risque étant minimal parmi ceux
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Figure 1.4. Estimation de s par un histogramme régulier sur 1, 8 et 42 blocs de
gauche à droite (n = 200, s(x) = sin(pix) et σ2 = 1)
des estimateurs θˆm, il servira de référence à notre procédure de sélection de modèle, l’objectif étant
de choisir un estimateur dont le risque est aussi proche que possible de celui de l’oracle.
Pour faire ce choix, nous procédons par pénalisation. Soit une fonction de pénalité pen :M→ R+,







et nous posons θ˜ = θˆmˆ. Les premiers résultats obtenus par critère pénalisé sont dus à Akaike [Aka73]
pour l’estimation de densité par vraisemblance pénalisée et à Mallows [Mal73] pour l’estimation
de la fonction de régression dans un cadre gaussien homoscédastique (1.1.3) à variance σ2 connue.
Dans les deux cas, l’heuristique consiste à prendre une pénalité de l’ordre du risque de θˆm. Pour
penAkaike(m) = Dm, Akaike obtint le critère AIC et, pour penMallows(m) = 2σ2Dm, le critère
s’appelle Cp de Mallows. Shibata [Shi81] et Birgé et Massart [BM01a] ont montré que ces critères
sont asymptotiquement optimaux à condition que la taille de M ne soit pas trop grande. Dans un
cadre non-asymptotique, Birgé et Massart [BM01a] ont introduit des pénalités plus générales que
celle de Mallows et ont obtenu un contrôle sur le risque de θ˜ quelque soit la taille de la collection de
modèle. La construction de leur procédure se base sur des résultats de concentration de la mesure
gaussienne.
A l’exception de AIC, ces critères nécessitent la connaissance de la variance σ2 dans (1.1.3) et ne
sont plus directement utilisables dans le cas ou celle-ci est inconnue. En pratique, une solution consiste
à remplacer σ2 dans la pénalité par un estimateur σˆ2. Apparaît alors le problème d’estimation de σ2:
ne connaissant pas, a priori, de “bon” modèle pour estimer s, lequel choisir pour estimer la variance?
Récemment, Baraud, Giraud et Huet [BGH09] ont étudié la minimisation du critère suivant,
mˆ ∈ argmin
m∈M
{‖Y − pimY ‖2(1 + pen(m))} , (1.2.6)
afin d’estimer s à partir de (1.1.3) avec un bruit gaussien de variance inconnue. Notons que, dans ce
critère, la pénalité est multiplicative et ‖Y − pimY ‖2 sert d’estimateur de la variance dans le modèle
Sm. Baraud et al. ramènent des critères classiques tels que FPE (voir [Aka70]), AIC ou BIC (voir
[Sch78]) à une forme (1.2.6) et, dans chacun des cas, étudient d’un point de vue non-asymptotique
le risque quadratique de pimˆY en fonction de la taille deM. En se basant sur des quantiles de Fisher,
ils introduisent aussi de nouvelles pénalités capables de prendre en compte la taille de la collection
de modèles. Pour l’estimation non-asymptotique de s en régression hétéroscédastique (1.1.4), Arlot a
donné des pénalités construites par rééchantillonage mais leurs descriptions sortent du cadre de cette
introduction.
1.2.3. Propriétés de l’estimateur. La qualité d’une procédure de sélection de modèle corre-
spond à sa capacité à choisir un estimateur θ˜ parmi une collection {θˆm, m ∈ M} qui ait un risque
faible. Afin d’évaluer cette qualité, nous pouvons considérer deux propriétés: les inégalités de type
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oracle et l’adaptativité. Nous présentons maintenant ces notions dans le cas où la fonction de perte
est celle des moindres carrés (1.2.1) ou la divergence de Kullback-Leibler (1.2.2).











`(θ, θ′) + pen(m)
}
+R
où C est une constante universelle et R un terme de reste. Pour une pénalité linéaire en la dimension
du modèle, la quantité dans l’infimum est de l’ordre du risque de l’estimateur θˆm. Ainsi, de telles
inégalités permettent de comparer le risque de θ˜ à celui de l’oracle θˆm(θ) qui sert de référence à notre
procédure. Sous certaines hypothèses sur la collection de modèles, ce type de résultat donne lieu à
















Reprenons l’exemple de l’estimation de s en régression gaussienne (1.1.3) à variance connue et








avec K > 1 et {Lm, m ∈ M} une collection de poids positifs, alors l’estimateur s˜ obtenu par
minimisation du critère des moindres carrés pénalisé est tel que
E
[‖s− s˜‖2] 6 C inf
m∈M
{‖s− pims‖2 + pen(m)}+ σ2Σ (1.2.7)





Cette quantité dépend de la collection de modèles et des poids Lm. Pour déduire une inégalité oracle
à partir de (1.2.7), il faut donc exhiber une majoration générale de Σ. Pour D ∈ N, nous notons ND
le nombre de modèles de dimension D dans la collection,
ND = Card {m ∈M : Dm = D} .
Le seul modèle de dimension nulle étant {0}, nous supposerons qu’il n’est pas présent plusieurs fois
dans la collection de modèles et donc que N0 6 1. En prenant des poids {LD, D ∈ N} identiques

















Pour majorer la série indépendamment de la forme des modèles, il suffit de prendre des poids vérifiant,
par exemple, LD > 2(ln(ND)/D)1lND>0, pour tout D > 0. Notons que la pénalité dépend alors de la
taille de la collection de modèles (i.e. du fait qu’elle contienne plus ou moins de modèles de même
dimension). Si, pour tout D > 0, ND 6 1 (c’est le cas de la sélection de variables ordonnées, voir
le chapitre 4 de [Mas07]), la collection est petite et nous pouvons prendre tous les LD égaux à une
constante L > 0. En faisant de sorte que K(1 +
√
2L)2 = 2, on retrouve d’ailleurs ainsi le critère de
Mallows. Dans ce cas, Σ est majoré par (eL − 1)−1 et l’inégalité (1.2.7) mène à
E
[‖s− s˜‖2] 6 C inf
m∈M
{‖s− pims‖2 + 2σ2Dm}+ σ2
eL − 1
6 C ′ inf
m∈M
{‖s− pims‖2 + σ2(Dm ∨ 1)} .
Pour les modèles de dimension non-nulle, la quantité dans l’infimum est le risque de sˆm et cette
inégalité est donc de type oracle. Dans le cas d’une plus grande collection de modèles, il se peut que
ln(ND)/D ne soit pas majoré par un terme indépendant de la taille n de l’échantillon. Considérons
le problème de la sélection de variables complète. Le nombre ND de modèles de dimension D vaut
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n!/(D!(n − D)!) ' nD et, pour majorer Σ, nous sommes donc amenés à prendre des poids LD de
l’ordre de lnn. Le coefficient de Dm dans la pénalité étant, a priori, grand, les modèles de grandes
dimensions sont défavorisés dans la procédure de choix de modèle (on parle de phénomène de sur-
pénalisation). Avec ce choix des poids, l’inégalité (1.2.7) donne alors une inégalité de type oracle à
un facteur logarithmique près
E
[‖s− s˜‖2] 6 C ′ inf
m∈M
{‖s− pims‖2 + σ2(Dm ∨ 1) lnn} .
Cependant, nous savons que ce facteur est inévitable dans le cas de la sélection de variables complète
(voir le chapitre 4 de [Mas07] pour une plus longue discussion sur le sujet).
Les inégalités de type oracle présentent l’avantage d’être valables quelque soit la véritable valeur
de θ. Néanmoins, elles ont aussi l’inconvénient de comparer le risque de θ˜ uniquement avec les risques
des estimateurs de la collection {θˆm, m ∈M}. Nous aimerions aussi pouvoir comparer ce risque avec
d’autres estimateurs de θ. Naturellement, nous souhaitons des comparaisons relativement uniformes
en θ puisque une constante θ0 est toujours un estimateur (parfait si θ = θ0 et très mauvais sinon). Une
méthode classique pour cela est de considérer le risque maximal sur certains espaces Tα caractérisés
par une propriété dépendante d’un paramètre α ∈ A (la régularité de la fonction de régression, par
exemple). Il s’agit du point de vue minimax: un estimateur est “bon” si son risque maximal sur Tα
est proche du risque minimax défini par




E [`(θ, T )]
où l’infimum porte sur tous les estimateurs de θ (en particulier, ceux dépendants de α). La qualité








et plus il est proche de un, meilleur est θ˜. Nous dirons que l’estimateur θ˜ est adaptatif (au sens
du minimax ) au paramètre α si, pour tout α ∈ A, ce rapport est borné indépendamment de n. En
d’autres termes, θ˜ est adaptatif à α si






6 CαR∞ (Tα, `)
où Cα est un facteur numérique pouvant dépendre de certains paramètres tels que α ou σ2 mais pas
de n.
Dans le cadre de la régression, un avantage connu des inégalités oracles est de permettre rela-
tivement aisément d’obtenir des propriétés d’adaptativité au sens du minimax à la régularité de la
fonction de régression dès lors que la collection de modèles a une bonne capacité d’approximation
(voir [BM97]). Prenons le cas de la régression gaussienne homoscédastique sur le support fixe donné
par les points i/n, i = 1, . . . , n. Le cadre statistique est (1.1.3) où les éléments si sont les valeurs de la
fonction de régression, notée s par identification, aux points i/n. Pour Dm ∈ {1, . . . , n}, considérons
le modèle Sm des histogrammes construits sur la partition régulière de [0, 1] à Dm blocs de même
taille. Puisque, pour tout D ∈ N, ND 6 1, nous savons que par minimisation d’un critère de Mallows,
nous pouvons obtenir une inégalité oracle pour le risque quadratique normalisé,
E







où C est une constante numérique ne dépendant pas de n. Pour α ∈]0, 1[, considérons la boule unité
de Hölder de coefficient α,
Hα = {f : [0, 1]→ R : ∀x, y ∈ [0, 1], |f(x)− f(y)| 6 |x− y|α} .
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La capacité d’approximation des fonctions de cet ensemble par les éléments de Sm est bien connue
(voir [DL93]) et, en particulier, si s ∈ Hα, nous avons
‖s− pims‖2n 6 D−2αm .






















6 Cα(1 + σ2)n−2α/(1+2α)
= Cα(1 + σ2)R∞
(Hα, ‖ · ‖2n)
où bxc est la partie entière de x ∈ R et Cα > 1 ne dépend que du paramètre α. L’estimateur s˜
construit par cette procédure est donc adaptatif au coefficient de Hölder de la fonction de régression.
1.3. Contributions de la thèse
Le chapitre 2 est consacré à l’estimation simultanée de la moyenne s et de la variance σ dans le
cadre de la régression hétéroscédastique (1.1.4) à partir de deux copies indépendantes d’un vecteur
gaussien Y . Ce chapitre a fait l’objet d’une publication [Gen08] dans Electronic Journal of Statistics.
Pour chaque m dans un ensemble d’indices M, nous considérons un modèle Sm × Σm où Sm et Σm
sont des espaces linéaires dévolus à l’estimation des vecteurs s et σ respectivement. Le couple (s, σ) est
estimé par les estimateurs (sˆm, σˆm) du maximum de vraisemblance légérement modifiés de telle façon
que l’estimation de la moyenne soit indépendante de celle de la variance dans chaque modèle. Notons
σ∗ (resp. σ∗) le supremum (resp. infimum) de σ sur le support des observations. En supposant connue
une quantité γ > 1 telle que σ∗/σ∗ 6 γ, nous proposons une méthode de sélection de modèle basée
sur un critère de vraisemblance pénalisé. Une majoration non-asymptotique du risque de Kullback
de l’estimateur selectionné est fournie ainsi que des vitesses de convergence sur les boules de Hölder
dans le cas de la régression. Ces résultats ainsi que les performances de l’estimateur sont illustrés par
plusieurs simulations à la section 2.3.
A partir du chapitre 3, nous nous concentrons sur la régression hétéroscédastique basée sur des
observations inter-dépendantes. A partir d’un jeu de donnée (1.1.6), nous construisons une procédure
de sélection de modèle non-asymptotique pour estimer une composante dans un modèle additif (1.1.5)
à variance σ2 connue ou non. Nous proposons des pénalités similaires à celles de Birgé et Massart
[BM01a]. En minimisant un critère des moindres carrés pénalisé, nous obtenons des majorations du
risque quadratique de notre estimateur sous l’hypothèse d’un bruit gaussien et sous une condition de
moment semblable à celle considérée par Baraud [Bar00]. S’en déduisent des vitesses de convergence
et des résultats d’adaptativité de nos estimateurs sur les boules de Hölder. Des simulations sont
proposées afin de décrire les performances de nos estimateurs en pratique.
Le lecteur pourra trouver l’intégralité des codes sources des simulations ainsi qu’une bibliothèque
C relative aux procédures statistiques du chapitre 3 sur la page de l’auteur. Celles du chapitre 2 sont




Simultaneous estimation of the mean and
the variance in heteroscedastic
Gaussian regression
Résumé. Considérons un vecteur gaussien Y dans Rn de moyenne s et de matrice de covariance
Γ diagonale. Dans ce chapitre, notre objectif est d’estimer s et les quantités σi = Γi,i, pour
i = 1, . . . , n, à partir de l’observation de deux copies indépendantes de Y . Notre approche ne
nécessite aucune hypothèse sur s mais demande la connaissance d’une borne supérieure γ sur
le rapport maxi σi/mini σi. Par exemple, le choix γ = 1 correspond au cas homoscédastique
où les composantes de Y sont supposées avoir la même variance inconnue. D’un autre côté, le
choix γ > 1 correspond au cas hétéroscédastique dans lequel les variances des composantes de
Y peuvent varier dans une certaine proportion. Notre procédure d’estimation est basée sur des
méthodes de sélection de modèle. Nous considérons une collection de modèles {Sm ×Σm, m ∈
M} où les Sm et les Σm sont des espaces linéaires. A chaque m ∈ M, nous associons un
couple d’estimateurs (sˆm, σˆm) de (s, σ) à valeurs dans Sm × Σm. Ensuite, nous décrivons une
procédure de sélection de modèle pour choisir un mˆ dans M de telle sorte que le risque de
Kullback de (sˆmˆ, σˆmˆ) soit aussi proche que possible du minimum des risques de Kullback des
estimateurs de la collection {(sˆm, σˆm), m ∈M}. Des vitesses de convergence sur les boules de
Hölder sont alors déduites pour la paire d’estimateurs (sˆmˆ, σˆmˆ). Nous finissons par présenter
des simulations pour illustrer les performances de nos estimateurs en pratique.
2.1. Introduction
Let us consider the statistical framework given by the distribution of a Gaussian vector Y with
mean s = (s1, . . . , sn)′ ∈ Rn and diagonal covariance matrix
Γσ =

σ1 0 · · · 0
0
. . . . . .
...
...
. . . . . . 0
0 · · · 0 σn

where σ = (σ1, . . . , σn)′ ∈ (0,∞)n. The vectors s and σ are both assumed to be unknown. Hereafter,
for any t = (t1, . . . , tn)′ ∈ Rn and τ = (τ1, . . . , τn)′ ∈ (0,∞)n, we denote by Pt,τ the distribution of
a Gaussian vector with mean t and covariance matrix Γτ and by K(Ps,σ, Pt,τ ) the Kullback-Leibler
divergence between Ps,σ and Pt,τ ,











where φ(u) = log u+1/u− 1, for u > 0. Note that, if the σi’s are known and constant, the Kullback-
Leibler divergence becomes the squared L2-norm and, in expectation, corresponds to the quadratic
risk.
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Let us suppose that we observe two independent copies of Y , namely Y [1] = (Y [1]1 , . . . , Y
[1]
n )′ and
Y [2] = (Y [2]1 , . . . , Y
[2]
n )′. Their coordinates can be expanded as
Y
[j]




i , i = 1, . . . , n and j = 1, 2 , (2.1.1)
where ε[1] = (ε[1]1 , . . . , ε
[1]
n )′ and ε[2] = (ε
[2]
1 , . . . , ε
[2]
n )′ are two independent standard Gaussian vectors.
We are interested here in the estimation of the two vectors s and σ. Indeed, their behaviors contain
substantial knowledge about the phenomenon represented by the distribution of Y . We have par-
ticularly in mind the case of a variance that stays approximately constant by periods and that can
take several values in the proceeding of the observations. Of course, we want to estimate the mean
s but, in this particular case, we are also interested in recovering the periods of constancy and the
values taken by the variance σ. The Kullback-Leibler divergence measures the differences between
two distributions Ps,σ and Pt,τ . Thus, it allows us to deal with the two estimation problems at the
same time. More generally, the aim of this chapter is to estimate the pair (s, σ) by model selection
on the basis of the observation of Y [1] and Y [2].
For this, we introduce a collection F = {Sm × Σm, m ∈ M} of products of linear subspaces
of Rn indexed by a finite or countable set M. In the sequel, these products will be called models
and, for any m ∈ M, we will denote by Dm the dimension of Sm × Σm. To each m ∈ M, we will
associate a pair of estimators (sˆm, σˆm) that is similar to the maximum likelihood estimator (MLE).
It is well known that, if the σi’s are equal, the estimators of the mean and the variance factor given
by maximization of the likelihood are independent. This fact does not remain true if the σi’s are
not constant. To recover the independence between the estimators of the mean and the variance, we
construct them separately from the two independent copies Y [1] and Y [2]. For the estimator sˆm of
s, we take the MLE based on Y [1] and for the estimator σˆm of σ, we take the MLE based on Y [2].
Thus, for each m ∈ M, we have a pair of independent estimators (sˆm, σˆm) = (sˆm(Y [1]), σˆm(Y [2]))
with values in Sm×Σm. The Kullback risk of (sˆm, σˆm) is given by E[K(Ps,σ, Psˆm,σˆm)] and is of order
of the sum of two terms,
inf
(t,τ)∈Sm×Σm
K(Ps,σ, Pt,τ ) +Dm . (2.1.2)
The first one, called the bias term, represents the capacity of Sm × Σm to approximate the true
value of (s, σ). The second, called the variance term, is proportional to the dimension of the model
and corresponds to the amount of noise that we have to control. To warrant a small risk, these
two terms have to be small simultaneously. Indeed, using the Kullback risk as a quality criterion,
a good model is one minimizing (2.1.2) among F . Clearly, the choice of a such model depends on
the pair of the unknown parameters (s, σ) and make good models unavailable to us. So, we have to
construct a procedure to select an index mˆ = mˆ(Y [1], Y [2]) ∈ M depending on the data only, such
that E[K(Ps,σ, Psˆmˆ,σˆmˆ)] is close to the smaller risk
R(s, σ,F) = inf
m∈M
E[K(Ps,σ, Psˆm,σˆm)] .
The art of model selection is precisely to provide procedure solely based on the observations in
that way. The classical way consists in minimizing an empirical penalized criterion stochastically close
to the risk. Considering the likelihood function with respect to Y [1],










+ log τi ,
we choose mˆ as the minimizer over M of the penalized likelihood criterion
Crit(m) = L(sˆm, σˆm) + pen(m) (2.1.3)
where pen is a penalty function mapping M into R+ = [0,∞). In this work, we give a form for the
penalty in such a way to obtain a pair of estimators (sˆmˆ, σˆmˆ) with a Kullback risk close to R(s, σ,F).
Our approach is free of any prior assumption on s but requires that we know some upper bound
γ > 1 on the ratio
σ∗/σ∗ 6 γ
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where σ∗ (resp. σ∗) is the maximum (resp. minimum) of the σi’s. The knowledge of γ allows us
to deal equivalently with two different cases. First, “γ = 1” corresponds to the homoscedastic case
where the components of Y [1] and Y [2] are independent with a common variance (i.e. σi ≡ σ) which
can be unknown. On the other side, “γ > 1” means that the σi’s can be distinct and are allowed
to vary within some range. This uncommonness of the variances of the observations is known as the
heteroscedastic case. Heteroscedasticity arises in many practical situations in which the assumption
that the variances of the data are equal is debatable.
The research field of the model selection has known an important development in the last decades
and it is beyond the scope of this chapter to make an exhaustive historical review of the domain. The
interested reader could find a good introduction to model selection in the first chapters of [MT98].
The first heuristics in the domain are due to Mallows [Mal73] for the estimation of the mean in
homoscedastic Gaussian regression with known variance. In more general Gaussian framework with
common known variance, Barron et al. [BBM99], Birgé and Massart ([BM01a] and [BM01b])
have designed an adaptive model selection procedure to estimate the mean for quadratic risk. They
provide non-asymptotic upper bound for the risk of the selected estimator. For bound of order of the
smaller risk among the collection of models, this kind of result is called oracle inequalities. Baraud
[Bar00] has generalized their results to homoscedastic statistical models with non-Gaussian noise
admitting moment of order larger than 2 and a known variance. All these results remain true for
common unknown variance if some upper bound on it is supposed to be known. Of course, the bigger
is this bound, the worst are the results. Assuming that γ is known does not imply the knowledge of
a such upper bound.
In the homoscedastic Gaussian framework with unknown variance, Akaike has proposed penalties
for estimating the mean for quadratic risk (see [Aka70], [Aka73] and [Aka74]). Replacing the vari-
ance by a particular estimator in his penalty term, Baraud [Bar00] has obtained oracle inequalities
for more general noise than Gaussian and polynomial collection of models. Recently, Baraud, Giraud
and Huet [BGH09] have constructed penalties able to take into account the complexity of the col-
lection of models for estimating the mean with quadratic risk in Gaussian homoscedastic model with
unknown variance. They have also proved results for the estimation of the mean and the variance
factor with Kullback risk. This problem is close to ours and corresponds to the case “γ = 1”. A
motivation for the present work was to extend their results to the heteroscedastic case “γ > 1” in
order to get oracle inequalities by minimization of penalized criterion as (2.1.3). Assuming that the








K (Ps,σ, Pt,τ ) +Dm log1+²Dm
}
+R
where C and R are positive constants depending in particular on γ and ² is a positive parameter.
A non-asymptotic model selection approach for estimation problem in heteroscedastic Gaussian
model was studied in few papers only. In the chapter 6 of [Arl07], Arlot estimates the mean in
heteroscedastic regression framework but for bounded data. For polynomial collection of models, he
uses resampling penalties to get oracle inequalities for quadratic risk. Recently, Galtchouk and Perga-
menshchikov [GP05] have provided an adaptive nonparametric estimation procedure for the mean in
a heteroscedastic Gaussian regression model. They obtain an oracle inequality for the quadratic risk
under some regularity assumptions. Closer to our problem, Comte and Rozenholc [CR02] have esti-
mated the pair (s, σ). Their estimation procedure is different from ours and it makes the theoretical
results difficultly comparable between us. For instance, they proceed in two steps (one for the mean
and one for the variance) and they give risk bounds separately for each parameter in L2-norm while
we estimate directly the pair (s, σ) for Kullback risk.
As described in [BM97], one of the main advantages of inequalities such as (2.1.4) is that they
allow us to derive uniform convergence rates for the risk of the selected estimator over many classes
of smoothness. Considering a collection of histogram models, we provide convergence rates over
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Hölderian balls. Indeed, for α1, α2 ∈ (0, 1], if s is α1-Hölderian and σ is α2-Hölderian, we prove that




where α = min{α1, α2} is the worst regularity. To compare this rate, we can think of the homoscedas-
tic case with only one observation of Y . Indeed, in this case, the optimal rate of convergence in the
minimax sense is n−2α/(2α+1) and, up to a logarithmic loss, our rate is comparable to this one. To our
knowledge, our results in non-asymptotic estimation of the mean and the variance in heteroscedastic
Gaussian model are new.
The chapter is organized as follows. The main results are presented in section 2.2. In section 2.3,
we carry out a simulation study in order to illustrate the performances of our estimators in practice
with the Kullback risk and the quadratic risk. The last sections are devoted to the proofs and to
some technical results.
2.2. Main results
In a first time, we introduce the collection of models, the estimators and the procedure. Next, we
present the main results whose proofs can be found in the section 2.4. In the sequel, we consider the
framework (2.1.1) and, for the sake of simplicity, we suppose that there exists an integer kn > 0 such
that n = 2kn .
2.2.1. Model collection and estimators. In order to estimate the mean and the variance,
we consider linear subspaces of Rn constructed as follows. Let M be a countable or finite set. To
each m ∈M, we associate a regular partition pm of {1, . . . , 2kn} given by the |pm| = 2km consecutive
blocks {
(i− 1)2kn−km + 1, . . . , i2kn−km} , i = 1, . . . , |pm| .
For any I ∈ pm and any x ∈ Rn, let us denote by x|I the vector of Rn/|pm| with coordinates
(xi)i∈I . Then, to each m ∈ M, we also associate a linear subspace Em of Rn/|pm| with dimension
1 6 dm 6 2kn−km . This set of pairs (pm, Em) allows us to construct a collection of models. Hereafter,
we identify each m ∈M to its corresponding pair (pm, Em).
For any m = (pm, Em) ∈M, we introduce the subspace Sm ⊂ Rn of the Em-piecewise vectors,
Sm = {x ∈ Rn such that ∀I ∈ pm, x|I ∈ Em} ,




gI1lI , ∀I ∈ pm, gI ∈ R
 .
The dimension of Sm × Σm is denoted by Dm = |pm|(dm + 1). To estimate the pair (s, σ), we only
deal with models Sm × Σm constructed in a such way. More precisely, we consider a collection of
products of linear subspaces
F = {Sm × Σm, m ∈M} (2.2.1)
where M is a set of pairs (pm, Em) as above. In the chapter, we will often make the following
hypothesis on the collection of models:
(Hθ): There exists θ > 1 such that
∀m ∈M, n > θ
θ − 1(γ + 2)Dm .
This hypothesis avoids handling models with dimension too great with respect to the number of
observations.
Let m ∈ M, we denote by pim the orthogonal projection on Sm. We estimate (s, σ) by the pair
of independent estimators (sˆm, σˆm) ∈ Sm × Σm given by
sˆm = pimY [1]



















Thus, we get a collection of estimators {(sˆm, σˆm), m ∈M}.
2.2.2. Risk upper bound. We first study the risk on a single model to understand its order.






σm,I1lI where ∀I ∈ pm, σm,I = 1|I|
∑
i∈I
(si − sm,i)2 + σi .
Easy computations proves that the pair (sm, σm) reaches the minimum of the Kullback-Leibler diver-
gence on Sm × Σm,
inf
(t,τ)∈Sm×Σm














The next proposition allows us to compare this quantity with the Kullback risk of (sˆm, σˆm).




6 E [K (Ps,σ, Psˆm,σˆm)] 6 K(Ps,σ, Psm,σm) + κγ2θ2Dm
where κ > 1 is a constant that can be taken equal to 1 + 2e−1.
As announced in (2.1.2), this result shows that the Kullback risk of the pair (sˆm, σˆm) is of order
of the sum of a bias term K(Ps,σ, Psm,σm) and a variance term which is proportional to Dm. Thus,
minimizing the risk E [K (Ps,σ, Psˆm,σˆm)] among m ∈ M corresponds to finding a model that realizes
a trade-off between these two terms.
Let pen be a non negative function on M, mˆ ∈M is any minimizer of the penalized criterion
mˆ ∈ argmin
m∈M
{L (sˆm, σˆm) + pen(m)} . (2.2.3)
In the sequel, we denote by (s˜, σ˜) = (sˆmˆ, σˆmˆ) the selected pair of estimators. It satisfies the following
result:
Theorem 2.2. Under the hypothesis (Hθ), suppose there exist A,B > 0 such that, for any
(k, d) ∈ N2,
Mk,d = Card
{
m ∈M such that |pm| = 2k and dm = d
}
6 A(1 + d)B (2.2.4)
where M is the set defined at the beginning of the section 2.2.1. Moreover, assume that there exist




, ∀m ∈M . (2.2.5)
If we take
∀m ∈M, pen(m) = (γθ + log1+²Dm)Dm (2.2.6)
then
E [K (Ps,σ, Ps˜,σ˜)] 6 C inf
m∈M
{K (Ps,σ, Psm,σm) +Dm log1+²Dm}+R (2.2.7)
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The inequality (2.2.7) is close to an oracle inequality up to a logarithmic factor. Thus, considering
the penalty (2.2.6) whose order is slightly larger than the dimension of the model, the risk of the
estimator provided by the criterion (2.1.3) is comparable to the minimum among the collection of
models F .
2.2.3. Convergence rate. One of the main advantages of an inequality as (2.2.7) is that it gives
uniform convergence rates with respect to many well known classes of smoothness. To illustrate this,
we consider the particular case of the regression on a fixed design. For example, in the framework
(2.1.1), we suppose that
∀1 6 i 6 n, si = sr(i/n) and σi = σr(i/n),
where sr and σr are two unknown functions that map [0, 1] to R.
In this section, we handle the normalized Kullback-Leibler divergence
Kn (Ps,σ, Pt,τ ) = 1
n
K (Ps,σ, Pt,τ ) ,
and, for any α ∈ (0, 1) and any L > 0, we denote by Hα(L) the space of the α-Hölderian functions
with constant L on [0, 1],
Hα(L) = {f : [0, 1]→ R : ∀x, y ∈ [0, 1], |f(x)− f(y)| 6 L|x− y|α} .
Moreover, we consider a collection of models FPC as described in the section 2.2.1 such that, for
any m ∈ M, Em is the space of dyadic piecewise constant functions on dm blocks. More precisely,
let m = (pm, Em) ∈ M and consider the regular dyadic partition p′m with |pm|dm blocks that is a




fI1lI such that ∀I ∈ p′m, fI ∈ R
 ,




gI1lI such that ∀I ∈ pm, gI ∈ R
 .
Then, the collection of models that we consider is
FPC = {Sm × Σm, m ∈M} .
Note that this collection satisfies (2.2.4) with A = 1 and B = 0. The following result gives a uniform
convergence rate for (s˜, σ˜) over Hölderian balls.
Proposition 2.3. Let α1, α2 ∈ (0, 1], L1, L2 > 0 and assume that (Hθ) is fulfilled. Consider the























where α = min{α1, α2} and C is a constant which depends on α1, α2, L1, L2, θ, γ, σ∗, δ and ².
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For the estimation of the mean s in quadratic risk with one observation of Y , Galtchouk and
Pergamenshchikov [GP05] have computed the heteroscedastic minimax risk. Under some assump-
tions on the regularity of σr and assuming that sr ∈ Hα1(L1), they show that the order of the
optimal rate of convergence in minimax sense is Cα1,σn−2α1/(2α1+1). Concerning the estimation of
the variance vector σ in quadratic risk with one observation of Y and unknown mean, Wang et al.





once sr ∈ Hα1(L1) and σr ∈ Hα2(L2). For α1, α2 ∈ (0, 1] the
maximum of these two rates is of order n−2α/(2α+1) where α = min{α1, α2} is the worst among the
regularities of sr and σr. Up to a logarithmic term, the rate of convergence over Hölderian balls given
by our procedure recover this rate for the Kullback risk.
2.3. Simulation study
To illustrate our results, we consider the following pairs of functions (sr, σr) defined on [0, 1] and,
for each one, we precise the true value of γ:
• M1 (γ = 2)
sr(x) =

4 if 0 6 x < 1/4
0 if 1/4 6 x < 1/2
2 if 1/2 6 x < 3/4
1 if 3/4 6 x 6 1
and σr(x) =
{
2 if 0 6 x < 1/2
1 if 1/2 6 x 6 1 ,
• M2 (γ = 1)
sr(x) = 1 + sin(2pix+ pi/3) and σr(x) = 1 ,
• M3 (γ = 7/3)
sr(x) = 3x/2 and σr(x) = 1/2 + 2 sin(4pi(x ∧ 1/2)2)/3 ,
• M4 (γ = 2)
sr(x) = 1 + sin(4pi(x ∧ 1/2)) and σr(x) = (3 + sin(2pix))/2 .
In all this section, we consider the collection of models FPC and we take n = 1024 (i.e. kn = 10).
Let us first present how our procedure performs on the examples with the true value of γ for each
simulation, ² = 10−2 and δ = 3 in the assumption (2.2.5) and the penalty (2.2.6) with θ = 2. The
estimators are drawn in plain line and the true functions in dotted line. In the case of M1, we
can note that the procedure choose the “good” model in the sense that if the pair (sr, σr) belongs
to a model of FPC , this one is generally chosen by our procedure. Repeating the simulation 100 000












Figure 2.1. Estimation on the mean (left) and the variance (right) in the case M1.
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Figure 2.2. Estimation on the mean (left) and the variance (right) in the case M2.












Figure 2.3. Estimation on the mean (left) and the variance (right) in the case M3.










Figure 2.4. Estimation on the mean (left) and the variance (right) in the case M4.
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times with the framework of M1 gives us that, with probability higher than 99.9%, the probability for
making this “good” choice is about 0.9978 (±4×10−4). Even if the mean does not belong to one of the
Sm’s, the procedure recover the homoscedastic nature of the observations in the case M2. By doing
100 000 simulations with the framework induced by M2, the probability to choose an homoscedastic
model is around 0.99996 (±1 × 10−5) with a confidence of 99.9%. For more general framework as
M3 and M4, the estimators perform visually well and detect the changements in the behaviour of the
mean and the variance functions.
The parameter γ is supposed to be known and is present in the definition of the penalty (2.2.6).
So, we naturally can ask what is its importance in the procedure. In particular, what happens if we
do not have the good value? The following table present some estimations of the ratio
E [K (Ps,σ, Ps˜,σ˜)] / inf
m∈M
E [K (Ps,σ, Psˆm,σˆm)]
for several values of γ. These estimated values have been obtained with 500 repetitions for each one.
The main part of the computation time is devoted to the estimation of the oracle’s risk. In the cases
γ 1 1.5 2 2.5 3
M1 0.98 1.02 1.02 1.04 1.01
M2 1.49 1.59 1.88 2.29 2.89
M3 1.77 1.78 1.81 1.90 1.94
M4 1.25 1.26 1.27 1.32 1.33
Table 2.1. Ratio between the Kullback risk of (s˜, σ˜) and the one of the oracle.
M1, M3 and M4, the ratio does not suffer to much from small errors on the knowledge of γ. The
more affected case is the homoscedastic one but we see that the best estimation is obtained for the
good value of γ as we could expect. More generally, it is interesting to observe that, even if there is
a small error on the value of γ, the ratio stays reasonably small.
In the regression framework with heteroscedastic noise, we can be interested in separate estima-
tions of the mean and the variance functions. Because our procedure provide a simultaneous estima-
tion of these two functions, we can ask how perform our estimators s˜ and σ˜ individually. Considering
the quadratic risks E
[‖s− s˜‖2] and E [‖σ − σ˜‖2] of s˜ and σ˜ respectively, it could be interesting to
compare them to the minimal quadratic risk among the collection of estimators. To illustrate this,
we give below two sets of estimations of the ratios
E
[‖s− s˜‖2] / inf
m∈M
E




in the frameworks presented in the beginning of this section. We can observe on the following es-
timations that the quadratic risks of our estimators are quite close to the minimal ones among the
collection of models.
γ 1 1.5 2 2.5 3
M1 0.98 1.01 0.95 1.04 0.98
M2 1.52 1.67 2.04 2.43 3.04
M3 1.73 1.76 1.82 1.88 1.96
M4 1.47 1.48 1.47 1.47 1.49
Table 2.2. Ratio between the L2-risk of s˜ and the minimal one among the sˆm’s.
20 chapitre 2. Simultaneous estimation ...
γ 1 1.5 2 2.5 3
M1 1.00 1.06 1.03 1.02 1.01
M2 1.11 1.56 1.68 2.21 3.36
M3 2.02 2.07 2.13 2.20 2.23
M4 1.18 1.37 1.34 1.44 1.49
Table 2.3. Ratio between the L2-risk of σ˜ and the minimal one among the σˆm’s.
2.4. Proofs








Let m ∈M, we will use several times in the proofs the fact that, for any I ∈ pm,
|I|σˆm,I > σ∗χ2(|I| − dm − 1) (2.4.1)
where χ2(|I| − dm − 1) is a χ2 random variable with |I| − dm − 1 degrees of freedom.
2.4.1. Proof of Proposition 2.1. Recalling (2.2.2) and using the independence between sˆm
and σˆm, we expand the Kullback risk of (sˆm, σˆm),

















































































































To upper bound the first expectation, note that
∀I ∈ pm, E[σˆm,I ] = σm,I − 1|I|
∑
i∈I







pim,i,iσi ∈ (0, 1) .
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|I| − dm − 2
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|I| − dm − 2
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|I| − γdm +
2κγ2|I|2




+ κγ2θ2|pm| . (2.4.4)






















We now sum (2.4.4) and (2.4.5) to obtain
E1 + E2 6 γ2θ|pm|dm + κγ2θ2|pm| 6 κγ2θ2Dm .
For the lower bound, the positivity of φ in (2.4.2) and the independence between sˆm and σˆm give
us























‖s− sm‖2I + (|I| − dm)σ∗
.
It is obvious that the hypothesis (Hθ) ensures dm 6 |I|/2. Thus, we get σ∗dm 6 (|I| − dm)σ∗ and












To conclude, we know that (sˆm, σˆm) ∈ Sm × Σm and, by definition of (sm, σm), it implies
E [K(Ps,σ, Psˆm,σˆm)] > K(Ps,σ, Psm,σm) .
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2.4.2. Proof of Theorem 2.2. We prove the following more general result:
Theorem 2.4. Let α ∈ (0, 1) and consider a collection of positive weights
{xm}m∈M. If the hypothesis (Hθ) is fulfilled and if
∀m ∈M, pen(m) > γθDm + xm , (2.4.6)
then
(1− α)E [K (Ps,σ, Ps˜,σ˜)]
6 inf
m∈M
{E [K (Ps,σ, Psˆm,σˆm)] + pen(m)}+R1(M) +R2(M)
































Before proving this result, let us see how it implies the theorem 2.2. The choice (2.2.6) for the
penalty function corresponds to xm = Dm log1+²Dm in (2.4.6). Applying the previous theorem with
α = 1/2 leads us to
E [K (Ps,σ, Ps˜,σ˜)]
6 2 inf
m∈M


























Using the upper bound on the risk of the proposition 2.1, we easily obtain the coefficient of the
infimum in (2.2.7). Thus, it remains to prove that the two quantities R1 and R2 can be upper








√|pm|dm log(1 + dm)






















2−k/2 log(1 + d)
(k log 2 + log(1 + d))1+²
)b2 log(1+d)c
6 A(R′1 +R′′1 ) .




























(k log 2 + log(1 + d))1+²
)b2 log(1+d)c
.

















′−² log log(1+d) <∞ .
We now handle R2. Our choice of xm = Dm log1+²Dm and the hypothesis (2.2.5) imply
|pm|xm
5γn
6 δ|pm| = 1− (δ|pm|+ 1)
−1
(δ|pm|+ 1)−1 .







































































We now have to prove theorem 2.4. For an arbitrary m ∈ M, we begin the proof by expanding
the Kullback-Leibler divergence of (s˜, σ˜),










= K(Ps,σ, Psˆm,σˆm) + [L(sˆm, σˆm)−K(Ps,σ, Psˆm,σˆm)]
+[L(s˜, σ˜)− L(sˆm, σˆm)] + [K(Ps,σ, Ps˜,σ˜)− L(s˜, σ˜)] .
By the definition (2.2.3) of mˆ, the inequality
L(s˜, σ˜)− L(sˆm, σˆm) 6 pen(m)− pen(mˆ) (2.4.7)
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is true for any m ∈M. The difference between the divergence and the likelihood can be expressed as


































Using (2.4.7) and (2.4.8), for any α ∈ (0, 1), we can write
(1− α)K(Ps,σ, Ps˜,σ˜) (2.4.9)
6 K(Ps,σ, Psˆm,σˆm) + pen(m) +G(m)
+W1(mˆ) +W2(mˆ) + Z(mˆ)− pen(mˆ)






























































We split the proof of theorem 2.4 in several lemmas.
Lemma 2.5. For any m ∈M, we have
E[G(m)] 6 0 .
Proof. Let us compute this expectation to obtain the inequality. By independence between ε[1]































∣∣ε[2] ]] 6 0. ¤
In order to control Z(m), we split it in two terms that we study separately,




































































Proof. We begin by setting, for all 1 6 i 6 n,
Ti(m) =
(σi/σˆm,i − 1)+(∑n
j=1 (σj/σˆm,j − 1)2+
)1/2









We lower bound the function φ by the remark



































































































































where the XI ’s are i.i.d. random variables with a χ2 (|I| − dm − 1) /|I| distribution.
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Take t = 2αx/γ to conclude. ¤

























































































































Take t = αx to get the announced result. ¤
It remains to control W1(m) and W2(m). For the first one, we now prove a Rosenthal-type inequality.
Lemma 2.8. Consider any m ∈M. Under the hypothesis (Hθ), for any x > 0, we have















e− 1 ≈ 43.131 .
Proof. Using the lemma 2.10 and the remark (2.4.1), we dominate W1(m),




|I| − dm − 1FI =
γndm




where the FI ’s are i.i.d. Fisher random variables of parameters (dm, n/|pm| − dm− 1). We denote by
Fm the distribution of the FI ’s and we have
γ
2
Dm 6 γ|pm|dm 6 E[W ′1(m)] 6 γθ|pm|dm 6 γθDm .
Take x > 0 and an integer q > 1, then
E
[





(W ′1(m)− E[W ′1(m)])q+
]
(q − 1)xq−1 . (2.4.11)
We set V =W ′1(m)− E[W ′1(m)]. It is the sum of the independent centered random variables
XI =
γndm

























We consider q = 1+ b2 log(1 + dm)c where b·c is the integral part. For this choice, q 6 1 + dm and it
implies
2|pm|q < n− |pm|(1 + dm) .
The hypothesis (Hθ) allows us to make a such choice. We roughly upper bound the maximum by the











|FI − E[FI ]|q
]










(2γθdm) (1 + 2(q − 1)/dm)





















|pm|dm (1 + b2 log(1 + dm)c) .
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Injecting this inequality in (2.4.11) leads to
E
[





































The distribution of W2(m) conditionally to ε[2] is Gaussian with mean equal to







If ζ is a standard Gaussian random variable, it is well known that, for any λ > 0,
P(ζ >
√
2λ) 6 e−λ . (2.4.12)
We apply the Gaussian inequality (2.4.12) to W2(m) conditionally to ε[2],
∀t > 0, P





































where the XI ’s are i.i.d. random variables with a χ2 (|I| − dm − 1) /|I| distribution. Finally, we
integrate following ε[2] and we get





























































In order to end the proof of theorem 2.4, we need to put together the results of the previous lemmas.















and, recalling (2.4.6), we get the following inequalities
(1− α)E[K(Ps,σ, Ps˜,σ˜)]
6 E[K(Ps,σ, Psˆm,σˆm)] + pen(m) + E
[(






















6 E[K(m)] + pen(m) +R1(M) +R2(M) (2.4.13)
where R1(M) and R2(M) are the sums defined in the theorem 2.4. As the choice of m is arbitrary,
we can take the infimum among m ∈M in the right part of (2.4.13).
2.4.3. Proof of Proposition 2.3. For the collection FPC , we have A = 1 and B = 0 in (2.2.4).
































because, for any x > 0, φ(x) 6 (x− 1/x)2.
Assuming (sr, σr) ∈ Hα1(L1)×Hα2(L2), we know (see [DL93]) that
‖s− sm‖22 6 nL21(|pm|dm)−2α1
and





















30 chapitre 2. Simultaneous estimation ...














For α1 > α2, this choice is not allowed because it would imply dm = 0. So, in this case, we take









In the two situation, we obtain the announced result.
2.5. Technical results
This section is devoted to some useful technical results. Some notations previously introduced
can have a different meaning here.
Lemma 2.10. Let Σ be a positive symmetric n× n-matrix and σ1, . . . , σn > 0 be its eigenvalues.
Let P be an orthogonal projection of rank D > 1. If we denote M = PΣP , then M is a non-negative










Proof. We denote by Σ1/2 the symmetric square root of Σ. By a classical result, M has the

















‖x2‖2 6 max16i6nσi .


































‖x‖2 = min16i6nσi .
¤
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Lemma 2.11. Let ε be a standard Gaussian vector in Rn, a = (a1, . . . , an)′ ∈ Rn and b1, . . . , bn >
















where κ > 1 is a constant that can be taken equal to 1 + 2e−1 ≈ 1.736.




































































































4λa2i bi(1 + λbi)
(1 + 2λbi)2
.
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Estimation of a component in
an additive model
Résumé. Considérons un vecteur aléatoire Y ∈ Rn de moyenne inconnue s et de matrice
de covariance σ2Pn tPn où Pn est une matrice connue quelconque. L’objet de ce chapitre
est l’estimation du vecteur s sous des hypothèses de moment sur les coordonnées de Y ou
bien pour un bruit gaussien. Les deux cas sont étudiés pour σ2 connu ou inconnu. Notre
approche ne nécessite aucune hypothèse sur s et est basée sur des méthodes de sélection de
modèle non-asymptotiques. Etant donnée une collection {Sm, m ∈ M} d’espaces linéaires,
pour chaque m ∈ M, nous considérons l’estimateur des moindres carrés sˆm de s dans Sm.
A partir de pénalités non-linéaires en la dimension des modèles, nous proposons un choix de
mˆ de telle façon que sˆmˆ ait un risque quadratique aussi proche que possible du minimum de
ceux des estimateurs sˆm. Des inégalités de type oracle et des résultats d’adaptativité sont
prouvés pour sˆmˆ d’un point de vue non-asymptotique. Un intérêt particulier est donné au
problème d’estimation d’une composante dans un modèle additif. Nous présentons comment
nos procédures peuvent être utilisées dans ce cadre. Enfin, les performances de nos estimateurs
sont illustrées sur des données simulées.
3.1. Introduction
3.1.1. Additive models. Regression analysis is a very old mathematical subject and the first
studies have occurred at the beginning of the 19th century with the works of Legendre [Leg05] and
Gauss [Gau09] about estimation of the orbits of astronomical bodies. The general form of a regression
model can be expressed as
Z = f(X) + σε (3.1.1)
where X = (X(1), . . . , X(k))′ is the k-dimensional vector of explanatory variables that belongs to some
product space X = X1×· · ·×Xk ⊂ Rk, the unknown function f : X → R is called regression function,
the positive real number σ is a variance factor and the real random noise ε is such that E[ε|X] = 0
and E[ε2|X] <∞ almost surely. In such a model, we are interested in the behavior of Z in accordance
with the fluctuations of X. In other words, we want to explain the random variable Z through the
function f(x) = E[Z|X = x]. For this purpose, many approaches have been proposed and, among





(i) + σε (3.1.2)
where µ and the βi are unknown constants. This model benefits from easy interpretation in practice
and, from a statistical point of view, allows componentwise analysis. However, a drawback of linear
regression is its lack of flexibility for modeling more complex dependencies between Z and the X(i)’s.
In order to bypass this problem while keeping the advantages of models like (3.1.2), we can generalize




fi(X(i)) + σε (3.1.3)
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where the unknown functions fi : Xi → R will be referred to as the components of the regression
function f . The object of this chapter is to construct a data-driven procedure for estimating one of
these components on a fixed design (i.e. conditionally to some realizations of the random variable
X). Our approach is based on nonasymptotic model selection and is free from any prior assumption
on f and its components. In particular, we do not make any regularity hypothesis on the function to
estimate except to deduce uniform convergence rates for our estimators.
Models (3.1.3) are not new and were first considered in the context of input-output analysis by
Leontief [Leo47] and in analysis of variance by Scheffé [Sch59] who called them additive separable
models and additive models without interaction respectively. This kind of model structure is widely
used in theoretical economics, in econometric data analysis,... and leads to many well known economic
results. For more details about interpretability of additive models in economics, the interested reader
could find many references at the end of Chapter 8 of [HMSW04].
As we precise above, regression models are useful for interpreting the effects of X on changes
of Z. To this end, the statisticians have to estimate the regression function f . Assuming that we
observe a sample {(X1, Z1), . . . , (Xn, Zn)} obtained from model (3.1.1), it is well known (see [Sto85])
that the optimal L2 convergence rate for estimating f is of order n−α/(2α+k) where α > 0 is an index
of smoothness of f . Note that, for large value of k, this rate becomes slow and the performances
of any estimation procedure suffer from what is called the curse of the dimension in literature. In
this connection, Stone [Sto85] has proved the notable fact that, for additive models (3.1.3), the
optimal L2 rate of convergence for estimating each component fi of f is the one-dimensional rate
n−α/(2α+1). In other terms, estimation of the component fi in (3.1.3) can be done with the same
optimal rate than the one achievable with the model Z ′ = fi(X(i)) + σε. Components estimation in
additive models has received a large interest since the eighties and this theory benefited a lot from
the the works of Buja et al. [BHT89], Hastie and Tibshirani [HT90]. Very popular methods for
estimating components in (3.1.3) are based on backfitting procedures (see [BF85] for more details).
These techniques are iterative and may depend on the starting values. The performances of these
methods deeply depends on the choice of some convergence criterion and the nature of the obtained
results is usually asymptotic (see, for example, the works of Opsomer and Ruppert [OR97] and
Mammen, Linton and Nielsen [MLN99]). More recent noniterative methods have been proposed
for estimating marginal effects of the X(i) on the variable Z (i.e. how Z fluctuates on average if
one explanatory variable is varying while others stay fixed). These procedures, known as marginal
integration estimation, were introduced by Tjøstheim and Auestad [TA94] and Linton and Nielsen
[LN95]. In order to estimate the marginal effect of X(i), these methods take place in two times. First,
they estimate the regression function f by a particular estimator f∗, called pre-smoother, and then
they average f∗ according to all the variables except X(i). The way for constructing f∗ is fundamental
and, in practice, one uses a special kernel estimator (see [RW94] and [SLS99] for a discussion on this
subject). To this end, one needs to estimate two unknown bandwiths that are necessary for getting
f∗. Dealing with a finite sample, the impact of how we estimate these bandwidths is not clear and,
as for backfitting, the theoretical results obtained by these methods are mainly asymptotic.
In contrast with these methods, we are interested here in nonasymptotic procedures to estimate
components in additive models. The following subsection of this introduction is devoted to introduce
some notations and the framework that we handle but also a short review of existing results in
nonasymptotic estimation in additive models.
3.1.2. Statistical framework. We observe a sample {(Z1, (x1, y1)), . . . , (Zn, (xn, yn))} where
the (xi, yi) are distinct deterministic design points with values in some product space X × Y. These
observations are such that
Zi = s(xi) + t(yi) + σεi , i = 1, . . . , n , (3.1.4)
where s : X → R and t : Y → R are unknown functions, σ is a positive variance factor and
ε = (ε1, . . . , εn)′ is an unobservable centered random vector with i.i.d. components of unit variance.
This framework is derived from the model (3.1.3) by denoting s for the component that we plan to
estimate and t for the sum of µ and the other components. Moreover, to avoid identification problem
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t(y)dy = 0 . (3.1.5)
This hypothesis is not restrictive since we are interested in how Z fluctuates with respect to the xi’s.
A shift on the components does not affect these fluctuations and the estimation proceeds up to an
additive constant. The results described in this chapter are obtained under two different assumptions
on the noise terms εi, namely
(HGauß): the random vector ε is a standard Gaussian vector in Rn,
and
(HMom): the variables εi satisfy the moment condition
∃p > 2 such that τp = E [|ε1|p] <∞ . (3.1.6)
So, our aim is to estimate the component s on the basis of the observations (3.1.4). For the sake
of simplicity of this introduction, we assume that the quantity σ2 > 0 is known (see Section 3.5 for
unknown variance) and we implicitly identify the functions s and t with the vectors (s(x1), . . . , s(xn))′
and (t(y1), . . . , t(yn))′ respectively. Moreover, we assume that we know two linear subspaces E,F ⊂
Rn such that s ∈ E, t ∈ F and E⊕F = Rn. Of course, such spaces are not available to the statisticians
in practice and, when we handle additive models in Section 3.3, we will not suppose that they are
known. Let Pn be the projection onto E along F , we derive from (3.1.4) the following regression
framework
Y = PnZ = s+ σPnε (3.1.7)
where Y = (Y1, . . . , Yn)′ belongs to E = Im(Pn) ⊂ Rn. This framework is similar to the classical
signal-plus-noise regression framework but the data are not independent and their variances are not
equal. Because of this uncommonness of the variances of the observations, we qualify (3.1.7) as an
heteroscedastic framework. The object of this chapter is to estimate the component s and, to this
end, we handle (3.1.7). However, the results that we introduce in the sequel consider the framework
(3.1.7) from a more general outlook and we do not make any prior hypothesis on Pn. We only assume
that it is a projector when we handle the problem of component estimation in an additive framework.
We now describe our estimation procedure in details. For any z ∈ Rn, we define the least-squares
contrast by





(Yi − zi)2 . (3.1.8)
Let us consider a collection of linear subspaces of Im(Pn) denoted by F = {Sm, m ∈ M} where
M is a finite or countable index set. Hereafter, the Sm’s will be called the models. Denoting by
pim the orthogonal projection onto Sm, the minimum of γn over Sm is achieved at a single point
sˆm = pimY called the least-squares estimator of s in Sm. Note that the expectation of sˆm is equal to
the orthogonal projection sm = pims of s onto Sm. We have the following identity for the quadratic
risk of sˆm’s,
Proposition 3.1. Let m ∈M, the least-squares estimator sˆm = pimY of s on Sm satisfies
E
[‖s− sˆm‖2n] = ‖s− sm‖2n + Tr( tPnpimPn)n σ2 . (3.1.9)
Proof. By orthogonality, we have
‖s− sˆm‖2n = ‖s− sm‖2n + σ2‖pimPnε‖2n . (3.1.10)
Because the components of ε are independent and centered with unit variance, we easily compute
E
[‖pimPnε‖2n] = Tr( tPnpimPn)n .
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We conclude by taking the expectation on both side of (3.1.10). ¤
A “good” estimator is such that its quadratic risk is small. The decomposition given by (3.1.9)
shows that this risk is a sum of two terms that can be interpreted as follows. The first one, called bias
term, corresponds to the capacity of the model Sm to approximate the true value of s. The second,
called variance term, is proportional to Tr( tPnpimPn) and measures, in a certain sense, the complexity
of Sm. Indeed, if Pn is the identity matrix, for example, then Tr( tPnpimPn) is equal to the dimension
of Sm. If Sm is the space of constant vectors of Rn, then the variance term is small but the bias term
is as large as s is far from a constant. Conversely, if Sm is a “huge” model, whole Rn for instance, the
bias is null but the price is a great variance term. Thus, the formula (3.1.9) illustrate why choosing
a “good” model corresponds to find a trade-off between bias and variance terms.
In the particular case of Gaussian errors with possibly unknown variance factor σ2 and invertible
matrix Pn, another popular way to proceed is to minimize some likelihood criterion. Such approach






where pi(Pn)m is the orthogonal projection onto P−1n Sm. Thanks to the invertibility of Pn, the basic
idea to estimate s in this case is to consider the classical homoscedastic data given by P−1n Y . The
mean vector P−1n s is estimated in the models of the collection {P−1n Sm, m ∈M} and the estimators
are next transposed to the Sm’s. For simultaneous estimation of s and σ2 with the Kullback risk
in such a framework, we refer to the works of Baraud, Giraud and Huet [BGH09]. Indeed, their
procedures can easily be generalized to any invertible matrix by the slight change on the collection
of models precised above. The quadratic risk of the maximum likelihood estimator can be computed
likewise the one of sˆm and we obtain a similar decomposition
E
[‖s− sˆLm‖2n] = ‖s− Pnpi(Pn)m P−1n s‖2n + Tr(Pnpi(Pn)m tPn)n σ2 . (3.1.11)
Note that the orders of the variance terms in the risk of sˆm and sˆLm are similar. Since Pnpi
(Pn)
m P−1n s ∈
Sm, the bias term of sˆm is always no larger than the one of sˆLm. Our present aim is to construct
estimators with a small quadratic risk and thus, in the sequel of this chapter, we only focus on the
least-squares estimators sˆm. For a further discussion, see Appendix A that is devoted to illustrate
the behaviours of the quadratic risks of sˆm and sˆLm on an example.
Clearly, the choice of a model that minimizes the risk (3.1.9) depends on the unknown vector
s and make good models unavailable to the statisticians. So, we need a data-driven procedure to
select an index mˆ ∈M such that E[‖s− sˆmˆ‖2n] is close to the smaller L2 risk among the collection of





To choose such a mˆ, a classical way in model selection consists in minimizing an empirical penal-
ized criterion stochastically close to the risk. Given a penalty function pen :M→ R+, we define mˆ
as any minimizer over M of the penalized least-squares criterion
mˆ ∈ argmin
m∈M
{γn(sˆm) + pen(m)} . (3.1.12)
This way, we select a model Smˆ and we have at our disposal the penalized least-squares estimator
s˜ = sˆmˆ. Note that, by definition, the estimator s˜ satisfies
∀m ∈M, γn(s˜) + pen(mˆ) 6 γn(sˆm) + pen(m) . (3.1.13)
To study the performances of s˜, we have in mind to upperbound its quadratic risk. To this end, we
establish inequalities of the form
E
[‖s− s˜‖2n] 6 C inf
m∈M
{‖s− sm‖2n + pen(m)}+ Rn (3.1.14)
where C and R are numerical terms that do not depend on n. Note that if the penalty is proportional
to Tr( tPnpimPn)σ2/n, then the quantity involved in the infimum is of order of the L2 risk of sˆm.
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Consequently, under suitable assumptions, such inequalities allows us to deduce upperbounds of order
of the minimal risk among the collection of estimators {sˆm, m ∈ M}. This result is known as an
oracle inequality
E
[‖s− s˜‖2n] 6 CR(s,F) = C inf
m∈M
E
[‖s− sˆm‖2n] . (3.1.15)
This kind of procedure is not new and the first results in estimation by penalized criterion are due
to Akaike [Aka70] and Mallows [Mal73] in the early seventies. Since these works, model selection
has known an important development and it would be beyond the scope of this chapter to make
an exhaustive historical review of the domain. We refer to the first chapters of [MT98] for a more
general introduction. Nonasymptotic model selection approach for estimating components in an
additive model was studied in few paper only. Considering penalties that are linear in the dimension
of the models, Baraud, Comte and Viennet [BCV01] have obtained general results for geometrically
β-mixing regression models. Applying it to the particular case of additive models, they estimate the
regression function. They obtain nonasymptotic upperbound similar to (3.1.14) on condition ε admits
a moment of order larger than 6. For additive regression on a random design and alike penalties,
Baraud [Bar02] proved oracle inequalities on the estimation of the regression function for polynomial
collection of models and a noise that admits a moment of order 4. Recently, Brunel and Comte
[BC06] have obtained results with the same flavor for the estimation of the regression function in an
censored additive model and a noise admitting a moment of order larger than 8. Pursuant to this
work, Brunel and Comte [BC08] have also proposed a nonasymptotic iterative method to achieve the
same goal. Combining ideas from sparse linear modeling and additive regression, Ravikumar et al.
[RLLW08] have recently developed a data-driven procedure, called SpAM, for estimating a sparse
high-dimensional regression function. Some of their empirical results have been proved by Meier, van
de Geer and Bühlmann [MvB09] in the case of a sub-Gaussian noise and some sparsity-smoothness
penalty.
The methods that we use are similar to the ones of Baraud et al., Comte and Viennet and are
inspired from [Bar00]. Nevertheless, the objects of the procedure differ. The works cited above are
all connected to the estimation of the whole regression function by estimating simultaneously all its
components. Since these components are each treated in the same way, their procedures can not focus
on the properties of one of them. The procedure that we purpose in this chapter estimates one of the
components and is based on penalties that are not linear in the dimension of the models. Moreover,
under mild assumptions on F , we obtain oracle inequalities under Gaussian assumption on the noise
or only under a weak moment condition. Then, we deduce uniform convergence rates over Hölderian
balls and adaptivity of our estimators. Up to the best of our knowledge, our results in nonasymptotic
estimation of a nonparametric component in an additive regression model are new.
The chapter is organized as follows. In the section 3.2, we study the properties of the estimation
procedure under the hypotheses (HGauß) and (HMom) with a known variance factor σ2. As a
consequence, we deduce oracle inequalities and we discuss about the size of the collection of models.
In Section 3.3, we apply these results to the particular case of the additive models and, in the next
section, we give rates of convergence for our estimators over Hölderian balls. The case of unknown
variance factor is presented in Section 3.5 and the results of the first section are extended to this
situation. Finally, in Section 3.6, we illustrate the performances of our estimators in practice by a
simulation study. The last sections are devoted to the proofs and to some technical lemmas.
Notations: in the sequel, we denote by ρ the spectral norm on Mn as the norm induced by ‖ · ‖n,




In particular, for any A,B ∈Mn, the norm ρ satisfies these properties:
1. ρ(AB) 6 ρ(A)ρ(B) (sub-multiplicativity),
2. ρ(A) = ρ( tA) (self-adjoint),
3. ρ( tAA) = ρ(A tA) = ρ2(A),
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4. ρ(A) = max{√λ : λ is an eigenvalue of tAA}.
For more details on ρ, see Chapter 5 of [HJ90].
3.2. Main results
Throughout this section, we assume that the variance factor σ2 in (3.1.7) is known. Moreover, in
the sequel of this chapter, for any d ∈ N, we define Nd as the number of models of dimension d in F ,
Nd = Card {m ∈M : dim(Sm) = d} .
We first introduce general model selection theorems under hypotheses (HGauß) and (HMom).
Theorem 3.2. Assume that (HGauß) holds and consider a collection of nonnegative numbers
{Lm,m ∈M}. Let θ > 0, if the penalty function is such that
pen(m) > (1 + θ + Lm)
Tr( tPnpimPn)
n
σ2 for all m ∈M , (3.2.1)
then the penalized least-squares estimator s˜ given by (3.1.12) satisfies
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If the errors are not supposed to be Gaussian but only to satisfy the moment condition (HMom),
the following upperbound on the qth moment of ‖s− s˜‖2n holds.
Theorem 3.3. Assume that (HMom) holds and take q > 0 such that 2(q + 1) < p. Consider
θ > 0 and some collection {Lm, m ∈M} of positive weights. If the penalty function is such that
pen(m) > (1 + θ + Lm)
Tr( tPpimP )
n
σ2 for all m ∈M , (3.2.3)
then the penalized least-squares estimator s˜ given by (3.1.12) satisfies
E
[‖s− s˜‖2qn ]1/q 6 C inf
m∈M
{‖s− sm‖2n + pen(m)}+ ρ2(Pn)σ2n Rn(p, q, θ)1/q (3.2.4)
where we have set











and C = C(q, θ), C ′ = C ′(p, q, θ) are positive constants.
The proofs of these theorems give explicit values for the constants C that appear in the upper-
bounds. In both cases, this constant goes to infinity as θ tends to 0 or increases toward infinity. In
practice, it does neither seem reasonable to choose θ close to 0 nor very large. Thus this explosive
behavior is not restrictive but we still have to choose a “good” θ. The values for θ suggested by
the proofs are around the unity but we make no claim of optimality. Indeed, this is a hard problem
to determine an optimal choice for θ from theoretical computations since it could depend on all the
parameters and on the choice of the collection of models. A solution to calibrate it in a particular
case could be a simulation study.
For penalties of order of Tr( tPnpimPn)σ2/n, Inequalities (3.2.2) and (3.2.4) are not far from being
oracle. Let us denote by Rn the remainder term Rn(θ) or Rn(p, q, θ) according to (HGauß) or (HMom)
holds. To deduce oracle inequalities from that, we need some additional hypotheses as the following
ones:
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σ2, for all m ∈M ,
(A2): there exists some constant R > 0 such that
sup
n>1
Rn 6 R ,
(A3): there exists some constant ρ > 1 such that
sup
n>1
ρ2(Pn) 6 ρ2 .
Thus, under the hypotheses of Theorem 3.2 and these three assumptions, we deduce from (3.2.2) that
E












where C is a constant that does not depend on s, σ2 and n. By Proposition 3.1, this inequality
corresponds to (3.1.15) up to some additive term. To derive similar inequality from (3.2.4), we need
on top of that to assume that p > 4 in order to be able to take q = 1.
Assumption (A3) is subtle and strongly depends on the nature of Pn. The case of oblique
projector that we use to estimate a component in an additive framework will be discussed in section
3.3. Let us replace it, for the moment, by the following one
(A′3): there exists some factor c ∈ (0, 1) that does not depend on n such that
cρ2(Pn) dim(Sm) 6 Tr( tPnpimPn) .
By the properties of the norm ρ, note that Tr( tPnpimPn) admits an upperbound with the same flavor
Tr( tPnpimPn) = Tr(pimPn t(pimPn))
6 ρ(pimPn t(pimPn))rk(pimPn t(pimPn))
6 ρ2(pimPn)rk(pim)
6 ρ2(Pn) dim(Sm) .
In all our results, the quantity Tr( tPnpimPn) stands for a dimensional term relative to Sm. Hypothesis
(A′3) formalizes that by assuming that its order is the dimension of the model Sm up to the norm of
the covariance matrix tPnPn.
Let us now discuss about the assumptions (A1) and (A2). They are connected and they raise the
impact of the complexity of the collection F on the estimation procedure. Typically, condition (A2)
will be fullfilled under (A1) when F is not too “large”, that is, when the collection does not contain
too many models with the same dimension. We illustrate this phenomenon by the two following
corollaries.





6 A . (3.2.6)
Let L, θ and ω be some positive numbers that satisfy
L > 2(1 + θ)
3
cθ2
(A+ ω) . (3.2.7)
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Then, the estimator s˜ obtained from (3.1.12) with penalty function given by






[‖s− s˜‖2n] 6 C inf
m∈M
{
‖s− sm‖2n + (L ∨ 1)




where C > 1 only depends on θ, ω and c.
For errors that only satisfy moment condition, we have the following similar result.
Corollary 3.5. Assume that (HMom) and (A′3) hold with p > 6 and let A > 0 and ω > 0 such
that




6 A . (3.2.8)
Consider some positive numbers L, θ and ω′ that satisfy
L > ω′A2/(p−2) ,
then, the estimator s˜ obtained from (3.1.12) with penalty function given by






[‖s− s˜‖2n] 6 Cτp inf
m∈M
{
‖s− sm‖2n + (L ∨ 1)




where C > 1 only depends on θ, p, ω, ω′ and c.
Note that the assumption (A′3) guarantees that Tr( tPnpimPn) > cρ2(Pn) dim(Sm) and, at least
for the models with positive dimension, this implies Tr( tPnpimPn) > cρ2(Pn). Consequently, up to
the factor L, the upperbounds of E
[‖s− s˜‖2n] given by Corollaries 3.4 and 3.5 are of order of the
minimal risk R(s,F). To deduce oracle inequalities for s˜ from that, (A1) needs to be fullfilled. In
other terms, we need to be able to consider some L independently from the size n of the data. It will
be the case if the same is true for the bounds A.
Let us assume that the collection F is small in the sense that, for any d ∈ N, the number of
models Nd is bounded by some constant term that neither depends on n nor d. Typically, collections
of nested models satisfy that. In this case, we are free to take L equal to some universal constant.
So, (A1) is true for K = 1 + θ + L and oracle inequalities can be deduced for s˜. Conversely, a large
collection F is such that there are many models with the same dimension. We consider that this
situation happens, for example, when the order of A is logn. In such a case, we need to choose L
of order logn too and the upperbounds on the risk of s˜ become oracle type inequalities up to some
logarithmic factor. However, we know that in some situation, this factor can not be avoided as in the
complete variable selection problem with Gaussian errors (see Chapter 4 of [Mas07]).
More generally, note that the assumption on Nd in Corollary 3.5 is more restrictive than the one
in Corollary 3.4. Indeed, in the Gaussian case, the quantity Nd is limited by eAd while the bound is
only polynomial in d under moment condition. Thus, the Gaussian assumption (HGauß) allows to
obtain oracle inequalities for more general collections of models.
3.3. Application to additive models
In this section, we focus on the framework (3.1.4) given by an additive model. To describe the
procedure to estimate the component s, we assume that the variance factor σ2 is known but it can
be easily generalized to the unknown factor case by considering the results of the section 3.5. Let
{(x1, y1), . . . , (xn, yn)} be deterministic design points of [−1, 1]2 and s and t be two unknown functions
that belong to L2([−1, 1], dx) and that satisfy (3.1.5). We recall that we observe
Zi = s(xi) + t(yi) + σεi, i = 1, . . . , n ,
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where the random vector ε = (ε1, . . . , εn)′ is such that (HGauß) or (HMom) holds. For legibility,
we identify the functions s and t with the vectors (s1, . . . , sn)′ and (t1, . . . , tn)′, respectively, where
si = s(xi) and ti = t(yi).
Let Sn and S ′n be two linear subspaces of L2([−1, 1], dx) with finite dimension Dn = dim(Sn)
and D′n = dim(S ′n) such that Dn +D′n 6 n. We consider two orthonormal bases {φ1, . . . , φDn} and
{ψ1, . . . , ψD′n} of Sn and S ′n respectively. The linear spans E,F ⊂ Rn are defined by
E = Span {(φi(x1), . . . , φi(xn))′, i = 1, . . . , Dn}
and
F = Span {(ψi(y1), . . . , ψi(yn))′, i = 1, . . . , D′n} .
We make the mild assumption that E ∩ F = {0}. Note that we do not assume that s belongs to E
neither that t belongs to F . Let G be the space (E+F )⊥, we obviously have E⊕F ⊕G = Rn and we
denote by Pn the projection onto E along F +G. Moreover, we define piE and piF+G the orthogonal
projections onto E and F +G respectively. Thus, we derive the following framework from (3.1.4),
Y = PnZ = s¯+ σPnε (3.3.1)
where we have set
s¯ = Pns+ Pnt
= s+ (Pn − In)s+ Pnt
= s+ (Pn − In)(s− piEs) + Pn(t− piF+Gt) = s+ h .
Let F = {Sm, m ∈M} be a finite collection of linear subspaces of E, we apply the procedure described
in the previous sections to Y given by (3.3.1), that is, we choose an index mˆ ∈ M as a minimizer
of (3.1.12) with a penalty function satisfying the hypotheses of Theorems 3.2 or 3.3 according to
(HGauß) or (HMom) holds. This way, we estimate s by s˜. From the triangular inequality we know
‖s− s˜‖n 6 ‖s¯− s˜‖n + ‖h‖n
and we derive that
E[‖s− s˜‖2n] 6 2E[‖s¯− s˜‖2n] + 2‖h‖2n .
As we discussed previously, under suitable assumptions on the complexity of the collection F , we can
assume that (A1) and (A2) are fullfilled. Moreover, we suppose in this section that (A3) is satisfied.
Note that, for anym ∈M, pim is an orthogonal projection onto the image set of the oblique projection
Pn. Consequently, we have Tr( tPnpimPn) > rk(pim) = dim(Sm) and Assumption (A3) implies (A′3)
with c = 1/ρ2. Since, for all m ∈M,
‖s¯− pims¯‖n 6 ‖s− pims‖n + ‖h− pimh‖n 6 ‖s− pims‖n + ‖h‖n ,
we deduce from Theorems 3.2 or 3.3 that we can find, independently from s and n, two positive
numbers C and C ′ such that
















To derive an interesting upperbound on the L2 risk of s˜, we need to control the remainder term.
Because ρ(·) is a norm on Mn, we dominate the norm of h by
‖h‖n 6 ρ(In − Pn)‖s− piEs‖n + ρ(Pn)‖t− piF+Gt‖n
6 (1 + ρ(Pn))(‖s− piEs‖n + ‖t− piF+Gt‖n)
6 (1 + ρ)(‖s− piEs‖n + ‖t− piF+Gt‖n) .
Note that, for any m ∈M, Sm ⊂ E and so, ‖s− piEs‖n 6 ‖s− pims‖n. Thus, Inequality (3.3.2) leads
to
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Under assumption on the regularity of the component t, the quantity ‖t − piF+Gt‖2n is reasonably
small. It mainly remains to understand the order of the multiplicative factor (1 + ρ)2 in practice.
Thus, we now discuss about the norm ρ(Pn) and the assumption (A3). This quantity depends on
how we construct the spaces E and F , i.e. on the choice of the functions φi and ψi and the structures
of Sn and S ′n inherited from these bases. Let us consider the two following particular sets of functions.
(T): Assume that D = Dn = D′n are even integers. The spaces Sn and S ′n are generated by
the trigonometric basis on [−1, 1] given by the functions
φ2k(t) = ψ2k(t) = sin(kpit), k = 1, . . . , D/2
and
φ2k−1(t) = ψ2k−1(t) = cos(kpit), k = 1, . . . , D/2 .
(Pr): Let K be a positive integer and consider the regular partition {I1, . . . , IK} of [−1, 1].
For some positive integer r, the functions φi and ψi are polynomials of degree less than r
on one of the Ij and zero outside such that Sn and S ′n are spaces of piecewise polynomials




Pj(t)1lIj , t ∈ [−1, 1] ,
where the Pj ’s are polynomials of degree less than r given by linear combinations of the φi
(resp. ψi) for Sn (resp. S ′n). In this case, we have Dn, D′n 6 (r + 1)K.
As we described above, the spaces Sn and S ′n are constructed on the design given by the points
(x1, y1), . . . , (xn, yn) ∈ [−1, 1]2. Hereafter, the (xi, yi) will be assumed to be known realizations of
an uniform random variable on the square [−1, 1]2. In other terms, these points are random and we
proceed conditionally to them. We have to choose Dn and D′n with a good order for ensuring that
(A3) occurs for some reasonable value ρ (i.e. of order of one). Let us illustrate it by the figures
3.1 and 3.2 that show estimations of the fluctuations of the mean value of ρ(Pn) according to n for
several choices of Dn (D′n is of the same order) in the frameworks obtained from (T) and (P2). For
getting a ρ(Pn) close to some constant, these simulations suggest empirical upperbounds on Dn that
are similar to the ones given by Baraud [Bar02]. Indeed, ρ(Pn) seems to be harder to control for
a basis as (T) than for a localized basis like (P2). In the trigonometric case, taking Dn of order of√
n/ log(n) appears to be a reasonably choice to allows ρ to be close to 1. On Figure 3.2, we see that
the polynomial case is more flexible and let us take Dn of order
√
n to empirically satisfy condition
(A3). These bounds are not theoretical but give good results in practice as it is illustrated in Section
3.6.
3.4. Convergence rates
The previous sections have introduced various upperbounds on the L2 risk of the penalized least-
squares estimators s˜. Each of them is connected to the minimal risk of the estimators among a
collection {sˆm,m ∈M}. One of the main advantages of such inequalities is that it allows us to derive
uniform convergence rates with respect to many well known classes of smoothness (see [BM97]).
In this section, we give such results over Hölderian balls for the estimation of a component in an
additive framework. To this end, for any α ∈ (0, 1) and L > 0, we introduce the space Hα(L) of the
α-Hölderian functions with constant L on [−1, 1],
Hα(L) = {f : [−1, 1]→ R : ∀x, y ∈ [−1, 1], |f(x)− f(y)| 6 L|x− y|α} .
Considering the framework (3.1.4), we define the projector Pn constructed via the basis (P2)
with Dn = 3×2kn for some positive integer kn. By applying Pn to the data vector Z = (Z1, . . . , Zn)′,






0 100 200 300 400 500
Dn = n/4







Figure 3.1. Estimation of ρ(Pn) for random design points uniformly taken in
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Figure 3.2. Estimation of ρ(Pn) for random design points uniformly taken in
[−1, 1]2 and collection of functions (P2)
we handle the framework (3.3.1) and we have in mind to estimate the component s. The image set
of Pn is the space of piecewise polynomials of degree 2 constructed on the regular partition of [−1, 1]
whose blocks are given by
Ii =
[





, i = 1, . . . , 2kn .
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Let M be the set of integers {0, . . . , kn}, for any m ∈ M, we define the model Sm as the space of






Ij , i = 1 . . . , 2kn−m .
We denote by FDP the collection of models Sm constructed in this way.
Proposition 3.6. Assume that (HGauß) or (HMom) holds with p > 6 in the second case. Let
η > 0 and s˜ be the estimator selected by the procedure (3.1.12) applied to the collection of models
FDP with the penalty








∧ 1 > 0 .




[‖s− s˜‖2n] 6 Cαn−2α/(2α+1) (3.4.2)
where Cα > 1 only depends on α, ρ, σ2, L, θ and p (under (HMom) only).
Note that the supremum is taken over Hölderian balls for the two components of the regression
function, i.e. the regression function is itself supposed to belong to an Hölderian space. As we mention
in the introduction, Stone [Sto85] has proved that the rate of convergence given by (3.4.2) is optimal
in the minimax sense. The parameter α belongs to (ζn, 1) that depends on the dimension Dn. For
the empirical bound δ
√
n with δ > 1, discussed in the previous section, ζn 6 1/2.
3.5. Estimation when σ2 is unknown
In contrast with Section 3.2, in this section, the variance factor σ2 is assumed to be unknown in
(3.1.7). Since the penalties given by Theorems 3.2 and 3.3 depend on σ2, the procedure introduced
in the previous sections does not remain available to the statisticians. Thus, we need to estimate σ2
in order to replace it in the penalty functions. The results of this section give upperbounds for the
L2 risk of the estimators s˜ constructed in such a way.
To estimate the variance factor, we use a residual least-squares estimator σˆ2 that we define as
follows. Let V be some linear subspace of Im(Pn) such that
Tr( tPnpiPn) 6 Tr( tPnPn)/2 (3.5.1)
where pi is the orthogonal projection onto V . We define
σˆ2 =
n‖Y − piY ‖2n
Tr ( tPn(In − pi)Pn) . (3.5.2)
First, we assume that the errors are Gaussian. The following result holds.
Theorem 3.7. Assume that (HGauß) holds. For any θ > 0, we define the penalty function




Then, for some positive constants C, C ′ and C ′′ that only depend on θ, the penalized least-squares
estimator s˜ satisfies
E
[‖s− s˜‖2n] 6 C ( inf
m∈M
E
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where we have set






















If the errors are only assumed to satisfy moment condition, we have the following theorem.
Theorem 3.8. Assume that (HMom) holds. Let θ > 0, we consider the penalty function defined
by




For any 0 < q 6 1 such that 2(q + 1) < p, the penalized least-squares estimator s˜ satisfies




E[‖s− sˆm‖2n] + 2‖s− pis‖2n
)
+ ρ2(Pn)σ2R¯n(p, q, θ)
where C = C(q, θ) and C ′ = C ′(p, q, θ) are positive constants,
R¯n(p, q, θ) =
Rn(p, q, θ)1/q
n








with Rn(p, q, θ) defined as in Theorem 3.3, (κn)n∈N = (κn(p, q, θ))n∈N is a sequence of positive numbers
that tends to κ = κ(p, q, θ) > 0 as Tr( tPnPn)/ρ2(Pn) tends to infinity and
αp = (p/2− 1) ∨ 1 and βp = (p/2− 1) ∧ 1 .
Penalties given by (3.5.3) and (3.5.6) are random and allow to construct estimators s˜ when σ2 is
unknown. This approach leads to theoretical upperbounds for the risk of s˜. Note that we use some
generic model V to construct σˆ2. This space is quite arbitrary and is pretty much limited to be an
half-space of Im(Pn). The idea is that taking V as some “large” space can lead to a well approximation
of the true s and, thus, Y − piY is not far from being centered and its normalized norm is of order
σ2. However, in practice, it is known that the estimator σˆ2 inclined to overestimate the true value
of σ2 as illustrated by Lemmas 3.12 and 3.13. Consequently, the penalty function tends to be larger
and the procedure overpenalizes models with high dimension. To offset this phenomenon, a practical
solution could be to choose some smaller θ when σ2 is unknown than when it is known as we discuss
at the end of Section 3.6.
3.6. Simulation study
In this section, we study simulations based on the framework given by (3.1.4) with Gaussian
errors. First, we introduce the collections of models that we handle and, next, we illustrate the
performances of the estimators in practice by many examples.
3.6.1. Collections of models. To perform the simulation study, we consider four collections of
models with various complexities. Let us begin with the two collections based on the trigonometric
space generated by the functions (T). The dimensions Dn and D′n of E and F , respectively, are
positive even integers and such that, for some δ > 0, Dn = D′n 6 δ
√
n/ log n. The space E is
generated by the vectors
φ2k = (sin(kpix1), . . . , sin(kpixn))′ and φ2k−1 = (cos(kpix1), . . . , cos(kpixn))′, k = 1, . . . , Dn/2 ,
and F by
ψ2k = (sin(kpiy1), . . . , sin(kpiyn))′ and ψ2k−1 = (cos(kpiy1), . . . , cos(kpiyn))′, k = 1, . . . , D′n/2 .
As we discuss at the end of Section 3.3, the projection Pn onto E along F + (E + F )⊥ admits a
spectral norm ρ(Pn) that is supposed to be close to 1 (we give explicit values below). Let MT be the
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set of integers {1, . . . , Dn}, for any subset m ⊂MT , the model Sm ⊂ E = Im(Pn) is the linear span
of {φi, i ∈ m}. For any k ∈ {1, . . . , Dn/2}, we set
mNT,1k = {1, . . . , 2k} , mNT,2k = {2i : 1 6 i 6 k} , mNT,3k = {2i− 1 : 1 6 i 6 k} ,




: k = 1 . . . , Dn/2, i = 1, 2, 3
}
.
Note that, for any i ∈ {1, 2, 3} and k ∈ {1, . . . , Dn/2 − 1}, SmNT,ik ( SmNT,ik+1 , i.e. the models are
nested. In particular, it implies that this collection has a small complexity since Nd 6 3, for any
d ∈ N. Concerning our estimation procedure, Corollary 3.4 allows to take some penalty function of
the form




where C is some positive constant. In contrast, we also consider the larger collection
FCT = {Sm, m ⊂MT}
that has an higher complexity since Nd = Dn!/(d!(Dn − d)!) is roughly of order ed logDn . Thus, we
need to take a larger penalty as




Similarly, we construct a small and a large collections of models based on the functions (P2) as
follows. As suggested by Figure 3.2, to get a small spectral norm ρ(Pn), we take Dn = 3D′n/2 6 δ
√
n,
for some δ > 0, such that Dn = 3K where K ∈ N is the number of blocks of the regular partition of
[−1, 1]. To construct E and F , we use the three first Legendre polynomials defined on [−1, 1], namely









Lj (K(x+ 1)− 2i+ 1) , if x ∈ Ii
0 , otherwise , i = 1, . . . ,K, j = 0, 1, 2 ,
where the regular blocks are given by
Ii =
[





, i = 1, . . . ,K .
So, the polynomials given by (P2) can be written
φ3i+j(x) = L
(i)




j+1(x), i = 1, . . . ,K, j = 0, 1 .
Thus, the vectors that generate E and F are given by
φk = (φk(x1), . . . , φk(xn))′, k = 1, . . . , Dn and ψk = (ψk(x1), . . . , ψk(yn))′, k = 1, . . . , D′n .
The image set Im(Pn) is the approximation space of piecewise polynomials of degree no larger than
2 on the regular partition Π = {I1, . . . , IK}. Let us denote by m a pair (Πm, dm) where Πm is a
partition of [−1, 1] finer than Π and dm ∈ {0, 1, 2}, we define the model Sm as the linear subspace of
Im(Pn) of the piecewise polynomials of degree dm on the partition Πm. Note that, a priori, we do not
suppose that the partitions Πm are regular. Let MP2 be the set of such pairs m and assume that Π






, l = 0, . . . , lK , i = 0, 1, 2 ,








0 1 2 3 4 5 6 7
s(x) = sin(pix)
s(x) = sin(pix) + 2 cos(6pix)/3
Figure 3.3. Estimation of the dimension of Smˆ according to the value of C (100 repetitions).





: l = 0, . . . , lK , i = 0, 1, 2
}
.
This collection is nested and have a small complexity since, for any l ∈ {0, . . . , lK} and i ∈ {0, 1, 2},
the dimension of the model SmNP,il is 2
l(i + 1) and, so, Nd 6 3, d ∈ N. Again, we can consider the
penalty given by




If the partition Π is only assumed to be regular with K blocks (and no longer supposed to be a power
of 2), we introduce the set MP2cons formed by all the elements (Πm, dm) of MP2 such that the blocks
of Πm are consecutive,









Finally, we define the collection
FCP = {Sm, m ∈MP2cons}
that has a large complexity. Indeed, for any d ∈ N, Nd is around (K − 1)!/((d− 1)!(K − d)!) that is
of order ed log(Dn/3). To deal with this collection, we will consider a penalty function of the form




3.6.2. The choice of C. To apply our procedure, we need to consider some explicit penalty
function. For each collection introduced above, we give a penalty up to some positive constant C
that we have to choose in order to proceed. As we mention in the introduction of this chapter, the
aim of a model selection procedure is to find some trade-off between a bias term and a variance term.
The last one corresponds to the complexity of the model and measures a quantity similar to the
dimension. Taking a small value for C will favour the “large” models because the bias term would be
more significant than the variance term. In opposite, a large value of C would put the large models
at a disadvantage.
Let us illustrate that by considering the estimation of the component s in the framework (3.1.4)
with the collection FNT , n = 200, δ = 2, t(y) = 2y2 − 2/3 and a known variance factor σ2 = 1. The
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figure 3.3 depicts the value of the selected dimension dim(Smˆ) when C goes from 0 to 7. When the
component s belongs to some small model (namely SmNT,31 for s(x) = sin(pix)), the selected model
has a dimension as small as C is large. Conversely, if s is in some model with a large dimension
(s(x) = sin(pix) + 2 cos(6pix)/3 belongs to SmNT,16 ), the procedure will ignore the large models for the
benefit of the small ones as C grows.
This phenomenon is well known in model selection theory and, from a theoretical point of view,
finding an optimal C is a very hard problem. In order to perform in practice, one usually consider a
value slightly larger than 1 for overpenalizing a bit. This choice is empirical and does not claim for
optimality. We discuss further about several choices of C.
3.6.3. Numerical simulations. We now illustrate our results and the performances of our
estimation procedure by applying it to simulated data
Zi = s(xi) + t(yi) + σεi , i = 1, . . . , n ,
where (x1, y1), . . . , (xn, yn) are known realizations of an uniform random variable on the square [−1, 1]2
and the errors εi are i.i.d. standard Gaussian random variables. We handle this framework with known
or unknown variance factor σ2 according to the cases. The unknown functions s and t are chosen
among the following ones.
f1(t) = sin(pit) f2(t) = cos(pit) + cos(3pit) f3(t) = sin(pit) + cos(3pit)
f4(t) = 2t2 − 2/3 f5(t) = 3 sin(2pi(t ∨ 0))/2 f6(t) = 21l|t|60.2 − 0.4
f7(t) = 2t f8(t) = 2
(
1lt6−1/2 − 1l−1/2<t60
)− 1l0<t61/2 + 1l1/2<t
f9(t) = e2t − sinh(2)/2 f10(t) = 24(|t| − 3/4)|t|+ 1 f11(t) = 4(1 + 2t)1l0<t<1/3 − 8/9
f12(t) =
{
27(t+ 1)− 67/9 , if t 6 −1/3
95/9 + (9t+ 3)(2t− 3) , if t > −1/3
When the variance factor is assumed to be unknown, we estimate it by the procedure described in
Section 3.5 and we substitute the quantity σ2 in the penalties (3.6.1), (3.6.2), (3.6.3) and (3.6.4) by its
estimator σˆ2. Moreover, in the sequel of this subsection, we take samples of size n = 200, a variance
σ2 = 1 and a factor δ = 2. On all the following figures, the true function s is plotted in dotted line
and the estimator s˜ in plain line.
Let us begin with the trigonometric collections of models FNT and FCT . In both cases, the
second component t is taken equal to the function f4. To proceed with FNT , we use the penalty
(3.6.1). A Mallows’ heuristic suggests to take a factor equal to two. As we discussed previously, it
is usual to slightly overpenalize and we take C = 1.5. The figure 3.4 shows the estimator s˜ of the
first component s for the choices f1, f2, f3 and f4 with known and unknown variance factor σ2. The
estimator performs visually well in the known variance case for functions that belongs to one of the
models (f1, f2, f3) or not (f4). When the variance is unknown, the third case gives a poor estimation
of the component s. This particular case illustrates the drawback of estimating σ2 in some general
half-space V . Indeed, it is known that least-squares estimators like σˆ2 overestimate the true value of
σ2. Consequently, the penalty is large and the procedure does not select model of high dimension as
SmNT,13
. Only the low-dimensional part of the signal (the sinus term) is detected, the remainder part
is considered as noise by the procedure. In the other case, we see that the method does not suffer
from the fact that the variance is unknown.
We next handle the collection FCT with the penalty (3.6.2). Since log(Dn) < 2.51, we take some
C > 0 such that 1 + C + log(Dn) = 3.5. Figure 3.5 illustrates estimations of f3, f4, f5 and f6 for
known and unknown σ2. This time, the collection contains a model of adapted dimension to estimate






































































-1 -0.5 0 0.5 1
Figure 3.4. Estimation of the component s = f1, f2, f3, f4 (from top to bottom) in
FNT with t = f4 for known (left) and unknown (right) variance factor σ2 (s˜ in plain
line, s in dotted line).
f3 and the procedure select it even if the variance is unknown (i.e. the capacity of approximation
compensates the overpenalization). As for the nested collection, the quadratic function f4 is visually
well approximated. Moreover, the estimation procedure is able to take into account the changes in
the behavior of the component s like in the cases f5 and f6. Another time, we note that the method
does not suffer from an unknown variance factor.
We now turn to the piecewise polynomials collections FNP and FCP with component t = f2.
For the nested one, we consider the penalty (3.6.3) with C = 1.5 again and we estimate the first
component when it is equal to f4, f7, f8 and f9 (see Figure 3.6). In the three first situations, we see
that we choose the good model for polynomials of degree 0, 1 or 2 for known or unknown σ2. For
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Figure 3.5. Estimation of the component s = f3, f4, f5, f6 (from top to bottom) in
FCT with t = f4 for known (left) and unknown (right) variance factor σ2 (s˜ in plain
line, s in dotted line).
some more general function like f9, the true function is correctly approximated for known or unknown
σ2.
Finally, we estimate f9, f10, f11 and f12 with the collection FCP and the penalty (3.6.4). Since the
quantity log(Dn/3) is not larger than 2.24, we take the constant C > 0 such that 1+C+log(Dn/3) =
3.5. As with the nested collection, the procedure performs well for f9. The discontinuities of the
components f10, f11 and f12 are detected even in the unknown σ2 case. Again, we can note that
the procedure selects models of lower dimension when the variance is unknown. This is due to our
previous remark about the tendency of σˆ2 to overestimate σ2.
3.6.4. Estimation of L2 ratio. In Section 3.3, we discussed about assumptions that ensure a
small remainder term in Inequality (3.3.3). This result corresponds to some oracle type inequality












































































-1 -0.5 0 0.5 1
Figure 3.6. Estimation of the component s = f4, f7, f8, f9 (from top to bottom) in
FNP with t = f2 for known (left) and unknown (right) variance factor σ2 (s˜ in plain
line, s in dotted line).
for our estimation procedure of a component in an additive framework. Thus, to quantify the perfor-
mances of our estimator, we are intersted in the value of the factor C(1+ ρ(Pn))2. To illustrate that,
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Figure 3.7. Estimation of the component s = f9, f10, f11, f12 (from top to bottom)
in FCP with t = f2 for known (left) and unknown (right) variance factor σ2 (s˜ in
plain line, s in dotted line).
with various values of C > 0. We estimate r(s˜) by the mean value of the 100 experiments. The
obtained results are given for samples of size n = 200 and n = 500 with known and unknown variance
in each situation in Tables 3.1, 3.2, 3.3 and 3.4. When n = 500, we restrict our procedure to δ = 1.25
in order to keep the computation time reasonable.
These results show that taking some penalty factor close to 1 is not a good thing, at least in known
variance case. When σ2 is unknown, we recover the phenomenon introduced previously. The values
of C that give the small ratios inclined to be smaller than when σ2 is known. Indeed, to compensate
the overpenalization due to large estimation of σ2 by σˆ2, we need to consider some smaller factor C.
Moreover, the critical estimation of s = f3 with FNT and unknown σ2 is now clear. The half-space V
is not large enough to correctly approximated the mean of Y and leads to a (very) large value of σˆ2.
More generally, we see that the ratios admit order reasonably small for C ' 2.5 in the nested cases
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f1(x) 9.1 5.9 4.0 3.1 2.8 2.0 1.5 1.3 1.2
f2(x) 2.7 2.1 1.6 1.3 1.2 1.1 1.0 1.0 1.0
f3(x) 1.5 1.2 1.2 1.1 1.0 1.0 0.9 0.9 0.9




f1(x) 7.4 4.3 3.3 2.8 2.4 2.4 2.3 2.2 2.0
f2(x) 0.9 0.8 0.8 0.8 1.7 27 30 30 30
f3(x) 1.0 14 15 15 15 15 15 15 15




f1(x) 11 7.8 4.7 3.5 2.4 2.3 2.0 2.0 1.8
f2(x) 3.9 2.8 2.0 1.4 1.2 1.2 1.1 1.0 1.0
f3(x) 2.3 1.7 1.4 1.2 1.1 1.1 1.1 1.1 1.1




f1(x) 8.1 5.1 3.8 3.3 2.8 2.4 2.2 2.2 2.1
f2(x) 3.8 2.4 2.0 1.7 1.6 1.4 1.3 1.3 1.2
f3(x) 2.0 1.4 1.2 1.2 1.1 1.1 1.1 1.1 1.1
f4(x) 2.4 1.8 1.6 1.5 1.5 1.6 1.6 1.6 1.7
Table 3.1. Ratio r(s˜) for the estimation of s with FNT and δ = 2.00.




f3(x) 2.7 2.4 2.2 2.1 1.8 1.7 1.6 1.4 1.3
f4(x) 2.0 2.0 1.9 1.9 1.9 2.0 2.0 2.0 2.0
f5(x) 1.7 1.6 1.5 1.4 1.4 1.3 1.3 1.3 1.3




f3(x) 0.9 0.9 1.8 4.8 10 19 38 51 51
f4(x) 1.7 1.6 1.7 1.7 1.8 1.8 1.8 1.8 1.8
f5(x) 3.6 4.8 6.4 10 13 15 16 16 16




f3(x) 3.8 3.3 2.9 2.5 2.2 1.9 1.8 1.7 1.5
f4(x) 2.5 2.4 2.4 2.3 2.2 2.2 2.1 2.1 2.0
f5(x) 2.1 2.1 2.0 1.8 1.7 1.6 1.6 1.6 1.5




f3(x) 0.8 0.8 0.8 0.8 0.8 0.8 0.8 3.2 9.3
f4(x) 2.2 2.0 2.0 1.9 1.8 2.0 1.9 2.0 2.2
f5(x) 1.3 1.2 1.2 1.1 1.1 1.4 1.7 3.0 4.7
f6(x) 1.1 1.1 1.2 1.2 1.2 1.3 1.4 1.6 1.9
Table 3.2. Ratio r(s˜) for the estimation of s with FCT and δ = 1.25.
FNT and FNP and C ' 3.0 for FCT and FCP when σ2 is known. In the case of unknown variance
factor, taking smaller values for C could be a way for bypassing the overpenalization in practice.
3.7. Proofs
In the proofs, we repeatedly use the following elementary inequality that holds for any α > 0 and
x, y ∈ R,
2|xy| 6 αx2 + α−1y2 . (3.7.1)
3.7.1. Proofs of Theorems 3.2 and 3.3.
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f4(x) 12 9.5 6.0 4.2 3.3 2.5 2.3 2.2 2.1
f7(x) 16 11 6.8 4.8 4.0 3.1 2.7 2.4 2.4
f8(x) 8.7 6.7 4.5 3.7 3.2 2.7 2.4 2.0 1.7




f4(x) 6.6 4.4 3.6 3.1 2.6 2.4 2.3 2.2 2.0
f7(x) 10 5.7 4.3 3.3 2.6 2.3 2.2 2.2 2.1
f8(x) 6.1 3.8 3.3 2.8 2.4 2.2 1.9 1.7 1.6




f4(x) 11 8.0 5.4 3.4 2.6 2.4 2.0 1.8 1.8
f7(x) 16 11 6.1 3.7 3.2 2.0 1.6 1.6 1.4
f8(x) 8.8 6.5 4.2 2.8 2.4 2.2 1.9 1.7 1.6




f4(x) 6.0 4.3 3.5 3.0 2.5 1.9 1.8 1.7 1.6
f7(x) 10 5.4 4.1 3.0 2.0 1.8 1.7 1.6 1.5
f8(x) 4.9 3.3 2.8 2.5 2.1 2.0 1.9 1.8 1.7
f9(x) 3.2 2.4 2.1 2.1 2.1 2.1 2.2 2.2 2.3
Table 3.3. Ratio r(s˜) for the estimation of s with FNP and δ = 2.00.




f9(x) 4.4 4.1 3.8 3.5 3.3 3.1 2.9 2.9 2.9
f10(x) 2.7 2.6 2.4 2.3 2.1 2.1 2.0 2.0 2.0
f11(x) 1.2 1.2 1.2 1.2 1.1 1.1 1.1 1.2 1.2




f9(x) 4.0 3.2 2.9 2.9 2.9 2.9 2.9 3.0 3.0
f10(x) 2.6 2.2 2.1 2.1 2.1 2.1 2.1 2.1 2.3
f11(x) 1.6 2.1 2.1 2.1 2.1 2.7 4.0 5.1 5.4




f9(x) 8.0 7.3 6.5 5.7 5.1 4.9 4.7 4.2 4.1
f10(x) 5.4 5.0 4.7 4.2 3.7 3.4 3.2 3.0 2.9
f11(x) 1.8 1.7 1.7 1.6 1.5 1.4 1.3 1.3 1.3




f9(x) 6.0 4.5 3.7 3.4 3.3 3.5 3.6 3.9 4.2
f10(x) 4.4 3.3 2.6 2.3 2.2 2.2 2.2 2.3 2.4
f11(x) 1.2 1.2 1.5 2.0 2.2 2.4 2.4 2.9 4.1
f12(x) 2.9 2.0 1.7 1.6 1.6 1.6 1.6 1.6 1.6
Table 3.4. Ratio r(s˜) for the estimation of s with FCP and δ = 1.25.
Proof of Theorem 3.2. By definition of γn, for any t ∈ Rn, we can write
‖s− t‖2n = γn(t) + 2σ〈t− Y, Pnε〉n + σ2‖Pnε‖2n .
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Let m ∈M, since sˆm = sm + σpimPnε, this identity and (3.1.13) lead to
‖s− s˜‖2n = ‖s− sm‖2n + γn(s˜)− γn(sm) + 2σ〈s˜− sm, Pnε〉n
= ‖s− sm‖2n + γn(s˜)− γn(sˆm)− σ2‖pimPnε‖2n
−2σ〈s− s˜, Pnε〉n + 2σ〈s− sm, Pnε〉n
6 ‖s− sm‖2n + pen(m)− pen(mˆ) + 2σ2‖pimˆPnε‖2n (3.7.2)
−2σ〈s− smˆ, Pnε〉n + 2σ〈s− sm, Pnε〉n − σ2‖pimPnε‖2n .
Consider an arbitrary am ∈ S⊥m such that ‖am‖n = 1, we define
um =
{




‖s− s˜‖2n 6 ‖s− sm‖2n + pen(m)− pen(mˆ) + 2σ2‖pimˆPnε‖2n (3.7.4)
+2σ‖s− smˆ‖n|〈umˆ, Pnε〉n|+ 2σ〈s− sm, Pnε〉n − σ2‖pimPnε‖2n .
Take α ∈ (0, 1) that we precise later and we use the inequality (3.7.1),
(1− α)‖s− s˜‖2n 6 ‖s− sm‖2n + pen(m)− pen(mˆ) + (2− α)σ2‖pimˆPnε‖2n (3.7.5)
+α−1σ2〈umˆ, Pnε〉2n + 2σ〈s− sm, Pnε〉n − σ2‖pimPnε‖2n .
We choose α = 1/(1+θ) ∈ (0, 1) but for legibility we keep using the notation α. Let us now introduce
two functions p1, p2 :M→ R+ that will be specified later to satisfy, for all m ∈M,
pen(m) > (2− α)p1(m) + α−1p2(m) . (3.7.6)
We use this bound in (3.7.5) to obtain






σ2〈umˆ, Pnε〉2n − p2(mˆ)
)
+ 2σ〈s− sm, Pnε〉n
−σ2‖pimPnε‖2n














Taking the expectation on both side, it leads to
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Because the choice of m is arbitrary among M, we can infer that
(1− α)E [‖s− s˜‖2n] 6 inf
m∈M








We now have to upperbound E1,m and E2,m in (3.7.7). Let start by the first one. If Sm = {0},
then pimPn = 0 and p1(m) > 0 suffices to ensure that E1,m = 0. So, we can consider that the









because ρ(pimPn) 6 ρ(pim)ρ(Pn) 6 ρ(Pn). Let β = θ2/(1 + 2θ) > 0, (3.7.1) and (3.7.8) lead to
P
(
n‖pimPnε‖2n > (1 + β)Tr( tPnpimPn) + (1 + β−1)ρ2(Pn)x
)
6 e−x . (3.7.9)
Let δ = θ2/((1 + θ)(1 + 2θ + 2θ2)) > 0, we set











































We now focus on Em,2. The random variable 〈um, Pnε〉n = 〈 tPnum, ε〉n is a centered Gaussian
variable with variance ‖ tPnum‖2n/n. For any x > 0, the standard Gaussian deviation inequality gives












that is equivalent to
P
(
n〈um, Pnε〉2n > 2ρ2(Pn)x
)
6 e−x . (3.7.11)
We set
np2(m) = 2δLmTr( tPnpimPn)σ2











































[‖s− s˜‖2n] 6 inf
m∈M



























(1 + θ)(1 + 2θ + 2θ2)
θ2




Finally, (3.7.6) gives a penalty as (3.2.1) and the announced result follows.
Proof of Theorem 3.3. In order to prove Theorem 3.3, we show the following stronger result.
Under the assumptions of the theorem, there exists a positive constant C that only depends on p and



















where the quantity H is defined by











and we have set













Thus, for any q > 0 such that 2(q + 1) < p, we integrate (3.7.13) via Lemma 3.9 to get
E
[Hq+] = ∫ ∞
0























where we have set































{‖s− sm‖2n + pen(m)}+ E [Hq+]1/q) . (3.7.15)
Inequality (3.2.4) directly follows from (3.7.14) and (3.7.15).
We now turn to the proof of (3.7.13). Inequality (3.7.5) does not depend on the distribution of ε
and we start from here. Let α = α(θ) ∈ (0, 1), for any m ∈M we have
(1− α)‖s− s˜‖2n 6 ‖s− sm‖2n + pen(m)− pen(mˆ) + (2− α)σ2‖pimˆPnε‖2n
+α−1σ2〈umˆ, Pnε〉2n + 2σ〈s− sm, Pnε〉n
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where um is defined by (3.7.3). Use again (3.7.1) with α to obtain
(1− α)‖s− s˜‖2n 6 ‖s− sm‖2n + pen(m)− pen(mˆ) + (2− α)σ2‖pimˆPnε‖2n
+α−1σ2〈umˆ, Pnε〉2n + 2σ‖s− sm‖n|〈um, Pnε〉n|
6 (1 + α)‖s− sm‖2n + pen(m)− pen(mˆ) + (2− α)σ2‖pimˆPnε‖2n
+α−1σ2〈umˆ, Pnε〉2n + α−1σ2〈um, Pnε〉2n . (3.7.16)
Let us now introduce two functions p¯1, p¯2 :M→ R+ that will be specified later and that satisfy,
∀m ∈M, pen(m) > (2− α)p¯1(m) + α−1p¯2(m) . (3.7.17)
Thus, Inequality (3.7.16) implies
(1− α)‖s− s˜‖2n 6 (1 + α)‖s− sm‖2n + pen(m) + α−1p¯2(m)
+(2− α) (σ2‖pimˆPnε‖2n − p¯1(mˆ))
+α−1
(




σ2〈um, Pnε〉2n − p¯2(m)
)
6 (1 + α)














Because the choice of m is arbitrary among M, we can infer that, for any ξ > 0,















































We first bound P1,m(ξ). Form ∈M such that Sm = {0} (i.e. pim = 0), p¯1(m) > 0 leads obviously
to P1,m(ξ) = 0. Thus, it is sufficient to bound P1,m(ξ) for m such that pim is not the null matrix.
This ensures that the symmetric nonnegative matrix A˜ = tPnpimPn lies in Mn \ {0}. Thus, under
hypothesis (3.1.6), Corollary 5.1 of [Bar00] gives us, for any xm > 0,
P
(






where C1(p) is a constant that only depends on p. The properties of the norm ρ imply
ρ(A˜) = ρ( t(pimPn)(pimPn)) = ρ(pimPn)2 6 ρ2(Pn) . (3.7.19)








































Thus, Inequality (3.7.20) leads to
P1,m(ξ) = P
(


































We now focus on P2,m(ξ). Let ym be some positive real number, the Markov Inequality leads to
P (|〈um, Pnε〉n| > ym) 6 y−pm E [|〈um, Pnε〉n|p] = y−pm E
[∣∣〈 tPnum, ε〉n∣∣p] . (3.7.22)
Since p > 2, the quantity τp is lower bounded by 1,




= 1 . (3.7.23)
Moreover, we can apply the Rosenthal inequality (see Chapter 2 of [Pet95]) to obtain
E
[∣∣〈 tPnum, ε〉n∣∣p] 6 C3(p)n−p(τp n∑
i=1
∣∣( tPnum)i∣∣p + np/2‖ tPnum‖pn
)
(3.7.24)
where C3(p) is a constant that only depends on p. Since p > 2, we have
n∑
i=1




= np/2‖ tPnum‖pn 6 np/2ρp(Pn) .
Thus, the Inequality (3.7.24) becomes
E
[∣∣〈 tPnum, ε〉n∣∣p] 6 2C3(p)ρp(Pn)τpn−p/2
and, putting this inequality in (3.7.22), we obtain






























(〈um, Pnε〉2n > y2m)
6 C4(p, θ)τp
(
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Putting together Inequalities (3.7.18), (3.7.21) and (3.7.26) leads us to




































LmTr( tPnpimPn) + nξ/σ2
ρ2(Pn)
)−p/2



















For z > 0, take ξ = ρ2(Pn)σ2z/n to obtain (3.7.13). We conclude the proof by computing the
lowerbound (3.7.17) on the penalty function,








1 + θ +
θ2 + 8θ + 8






Since (θ2 +8θ+8)/(4(θ+1)(θ+2)) 6 1, the penalty given by (3.2.3) satisfies the condition (3.7.17).
3.7.2. Proofs of Theorems 3.7 and 3.8.
Proof of Theorem 3.7. Given θ > 0, we can find two positive numbers δ = δ(θ) < 1/2 and
η = η(θ) such that (1 + θ)(1− 2δ) > (1 + 2η). Thus we define
Ωn =
{
σˆ2 > (1− 2δ)σ2} .
On Ωn, we know that




Taking care of the random nature of the penalty, we argue as in the proof of Theorem 3.2 with Lm = η
to get
E
[‖s− s˜‖2n1lΩn] 6 η + 1η infm∈M
{


























We use Lemma 3.11 and (3.5.1) to get an upperbound for E[pen(m)],
E[pen(m)] 6 (1 + θ)Tr(
tPnpimPn)
n
σ2 + (1 + θ)
Tr( tPnpimPn)‖s− pis‖2n
Tr ( tPn(In − pi)Pn)
6 (1 + θ)Tr(
tPnpimPn)
n
σ2 + (1 + θ)
Tr( tPnPn)‖s− pis‖2n
Tr ( tPn(In − pi)Pn)
6 (1 + θ)Tr(
tPnpimPn)
n
σ2 + 2(1 + θ)‖s− pis‖2n .
The Proposition 3.1 and (3.7.27) give
E
[‖s− s˜‖2n1lΩn] 6 C(θ) inf
m∈M
E





where C(θ) > 1.
We now bound E[‖s− s˜‖2n1lΩcn ]. Note that
‖s− s˜‖2n = ‖s− smˆ‖2n + σ2‖pimˆPnε‖2n
6 ‖s‖2n + σ2‖Pnε‖2n
and thus, by the Cauchy–Schwarz Inequality,
















Tr( tPnPn) (Tr( tPnPn) + 2ρ2(Pn))
6 Tr(



































(‖s‖2n + 2ρ2(Pn)σ2) exp(−θ2Tr( tPnPn)32ρ2(Pn)
)
(3.7.29)
where C ′(θ) > 1. The inequality (3.5.4) follows by collecting (3.7.28) and (3.7.29).
Proof of Theorem 3.8. Given θ > 0, we can find two positive numbers δ = δ(θ) < 1/3 and
η = η(θ) such that (1 + θ)(1− 3δ) > (1 + 2η). Thus we define
Ω′n =
{
σˆ2 > (1− 3δ)σ2} .
On Ω′n, we know that
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Let m¯ be any element of M that minimize ‖s− sm′‖2n + σ2Tr( tPnpim′Pn)/n among m′ ∈M. Taking
care of the random nature of the penalty, we argue as in the proof of Theorem 3.3 with Lm = η to
get
E


















Since q 6 1, by a convexity argument and Jensen’s inequality we deduce
E





Rn(p, q, θ)1/q . (3.7.30)












σ2 + 2‖s− pis‖2n .
Thus, by the definition of m¯ and Proposition 3.1, (3.7.30) becomes
E





Rn(p, q, θ)1/q . (3.7.31)
We now bound E[‖s− s˜‖2qn 1lΩ′cn ]. Note that
‖s− s˜‖2n = ‖s− smˆ‖2n + σ2‖pimˆPnε‖2n
6 ‖s‖2n + σ2‖Pnε‖2n .
Since q 6 1, we have
E[‖s− s˜‖2qn 1lΩ′cn ] 6 ‖s‖2qn P(Ω′
c
n) + σ
2qE[‖Pnε‖2qn 1lΩ′cn ] .
Hölder’s inequality with exponent p/2q > 1 gives





E[‖Pnε‖pn]2q/p 6 ρ2q(Pn)E[‖ε‖pn]2q/p 6 ρ2q(Pn)τ2q/pp ,
we obtain by using Lemma 3.13 that
E[‖s− s˜‖2qn 1lΩ′cn ]
6 (‖s‖2qn + σ2qρ2q(Pn)τ2q/pp )P(Ω′cn)1−2q/p






αp = (p/2− 1) ∨ 1 and βp = (p/2− 1) ∧ 1 .
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Thus, we get
E[‖s− s˜‖2qn 1lΩ′cn ]1/q






The announced result follows from (3.7.31) and (3.7.32).
3.7.3. Proofs of Corollaries and Propositions.
Proof of Corollary 3.4. Let us begin by applying Theorem 3.2 with constant weights Lm = L,
E
[‖s− s˜‖2n] 6 (1 + θ−1) inf
m∈M
{

















































The last bound is clearly finite and we denote it by R = R(θ, ω). Thus, we derive from (3.7.33)
E









and hypothesis (A′3) gives
E
[‖s− s˜‖2n] 6 (1 + θ−1) inf
m∈M
{
‖s− sm‖2n + (θ + L+R/c)
(




that concludes the proof.
Proof of Corollary 3.5. Since p > 6, we can take q = 1 and apply Theorem 3.3 with constant
weights Lm = L to get
E
[‖s− s˜‖2n] 6 C inf
m∈M
{








Rn(p, 1, θ) . (3.7.34)
To upperbound the remainder term, we use Assumption (A′3) and bounds on Nd and L to get
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The last bound is clearly finite and we denote it by Rτp = R(θ, p, ω, ω′, c)τp. Thus, as we did in the
previous proof, we derive from (3.7.34) and (A′3)
E
[‖s− s˜‖2n] 6 C ′′ inf
m∈M
{
‖s− sm‖2n + (1 + θ + L+Rτp/c)
(





Since τp > 1, the announced result follows.
Proof of Proposition 3.6. The collection FDP is nested and, for any d ∈ N, we have Nd 6 1.
For Gaussian errors, Condition (3.2.6) is satisfied with A = 0 and, under moment condition, (3.2.8)
is fullfilled with A = 1. In both cases, we are free to take L = θ = η/2 and (A1) is true for K = η.
Assumption (A′3) is fullfilled with c = 1/ρ2 and, since dim(Sm) > 0 for any m ∈ M, we can apply
Corollary 3.4 or 3.5 according to, respectively, (HGauß) or (HMom) holds. We argue in the same
way than in Section 3.3 and we use (A3) to get
E































Thanks to the approximation properties of Sm and F + G, the following inequalities hold for any
s, t ∈ Hα(L) (see [DL93]),
‖s− sm‖2n 6 C(α,L) dim(Sm)−2α
and, since F ⊥ G = (E + F )⊥,
‖t− piF+Gt‖2n = ‖t‖2n − ‖piF t‖2n − ‖piGt‖2n
= ‖t− piF t‖2n − ‖t− piE+F t‖2n
















Since α > ζn, we can consider some model in FDP with dimension Dm of order n1/(2α+1) and derive
that
E




This section is devoted to some technical results and their proofs.
Lemma 3.9. Let p, q > 0 be two real numbers such that 2q < p. For any θ > 0, the following




dz 6 C(p, q)θq−p/2
where C(p, q) = p/(p− 2q).































The next lemma is a variant of a lemma due to Laurent and Massart.
Lemma 3.10. Let A ∈ Mn \ {0} and ε = (ε1, . . . , εn)′ be a standard Gaussian vector of Rn. For
any x > 0, we have
P
(












6 e−x . (3.8.2)
Proof. It is known that Aε is a centered Gaussian vector of Rn of covariance matrix given by
the positive symmetric matrix A tA. Let us denote by a1, . . . , an > 0 the eigenvalues of the A tA.




i . We have
ρ(A)2 = max
i=1,...,n




Because the ai’s are nonnegative,
n∑
i=1
a2i 6 ρ(A)2Tr(A tA)
and we can apply the Lemma 1 of [LM00] to obtain the announced inequalities. ¤
We now introduce some properties that are satisfied by the estimator σˆ2 defined in (3.5.2).







Tr ( tPn(In − pi)Pn) .
Proof. We have the following decomposition
‖Y − piY ‖2n = ‖s− pis‖2n + σ2‖(In − pi)Pnε‖2n + 2σ〈s− pis, Pnε〉n . (3.8.3)
The components of ε are independent and centered with unit variance. Thus, taking the expectation
on both side, we obtain
E
[‖Y − piY ‖2n] = ‖s− pis‖2n + σ2Tr( tPn(In − pi)Pn)n .
¤
Lemma 3.12. Consider the estimator σˆ2 defined in the Gaussian case. For any 0 < δ < 1/2,
P
(
σˆ2 6 (1− 2δ)σ2) 6 Cδ exp(−δ2Tr( tPnPn)16ρ2(Pn)
)
where Cδ > 1 can be taken equal to 1 + exp(δ/2).
Proof. Let a ∈ V ⊥ such that ‖a‖2n = 1, we set
u =
{
(s− pis)/‖s− pis‖n if s 6= pis ,
a otherwise .
We have
2σ|〈s− pis, Pnε〉n| = 2σ|〈u, Pnε〉n| × ‖s− pis‖n
6 ‖s− pis‖2n + σ2〈u, Pnε〉2n
and we deduce from (3.8.3)
‖Y − piY ‖2n > σ2‖(In − pi)Pnε‖2n − σ2〈u, Pnε〉2n
= σ2
(‖Pnε‖2n − (‖piPnε‖2n + 〈u, Pnε〉2n))
= σ2
(‖Pnε‖2n − ‖pi′Pnε‖2n) (3.8.4)
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where pi′ is the orthogonal projection onto V ⊕ Ru. Consequently,
P
(
σˆ 6 (1− 2δ)σ2) 6 P (n‖Pnε‖2n − n‖pi′Pnε‖2n 6 (1− 2δ)Tr( tPn(In − pi)Pn))
6 P
(




n‖pi′Pnε‖2n − Tr( tPnpiPn) > δTr( tPn(In − pi)Pn)
)
= P1 + P2 . (3.8.5)














By the properties of the norm ρ, we deduce that
Tr( tPnpi′Pn) = Tr( tPnpiPn) + Tr( tPnpiuPn) 6 Tr( tPnpiPn) + ρ2(Pn) (3.8.7)
where we have defined piu as the orthogonal projection onto Ru. We now apply (3.8.1) with A = pi′Pn
to obtain, for any x > 0,
P
(
















Obviously, this inequality can be extended to x ∈ R,
P
(






















































































∧ 1 . (3.8.9)
To conclude, we use (3.8.6) and (3.8.9) in (3.8.5). ¤
Lemma 3.13. Consider the estimator σˆ2 defined under moment condition. For any 0 < δ <
1/3, there exists a sequence (κδ,n)n∈N of positive numbers that tends to a positive constant κδ as
Tr( tPnPn)/ρ2(Pn) tends to infinity, such that
P
(
σˆ2 6 (1− 3δ)σ2) 6 C(p, δ)κδ,nτpρ(p−2)∨2(Pn)Tr( tPnPn)−((p/2−1)∧1) .
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Proof. We define the vector u ∈ V ⊥ and the projection matrix pi′ as we did in the proof of
Lemma 3.12. The lowerbound (3.8.4) does not depend on the distribution of ε and gives
P
(
σˆ2 6 (1− 3δ)σ2)
6 P
(
n‖Pnε‖2n − n‖pi′Pnε‖2n 6 (1− 3δ)Tr( tPn(In − pi)Pn)
)
. (3.8.10)
Since the matrix tPnPn is symmetric, we have the following decomposition
















Thus, (3.8.10) leads to
P
(
σˆ2 6 (1− 3δ)σ2) 6 P¯1 + P¯2 + P¯3 (3.8.11)


















n‖pi′Pnε‖2n − Tr( tPnpiPn) > δTr( tPn(In − pi)Pn))
)
.
Note that P¯1 concerns a sum of independent centered random variables. By Markov’s inequality





( tPnPn)ii(ε2i − 1)
∣∣∣∣∣ > δTr( tPn(In − pi)Pn)
)





















( tPnPn)ii(ε2i − 1)
∣∣∣∣∣
p/2
















( tPnPn)ii(ε2i − 1)
∣∣∣∣∣
p/2
 6 2C ′(p)τpρp/2(Pn)Tr( tPnPn)p/4 .





( tPnPn)ii(ε2i − 1)
∣∣∣∣∣
p/2
 6 2 n∑
i=1
∣∣( tPnPn)ii(ε2i − 1)∣∣p/2
6 C ′′(p)τpρp−2(Pn)Tr( tPnPn) .
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In both cases, (3.8.12) becomes
P¯1 6 C(p)δ−p/2τpρp/2(Pn)Tr( tPnPn)−β (3.8.13)
with β = (p/2− 1) ∧ p/4.








∣∣∣∣∣∣ > δTr( tPn(In − pi)Pn)



















( tPnPn)ij( tPnPn)pqE[εiεjεpεq] .
Note that, by independence between the components of ε, the expectation in the last sum is nonnull
if and only if i = p and j = q (in this case, its value is 1). Thus, we have






6 4δ−2Tr( tPnPn)−2Tr(( tPnPn)2)
6 4δ−2ρ2(Pn)Tr( tPnPn)−1 . (3.8.14)
We finally focus on P¯3. Recalling (3.8.7), we apply Corollary 5.1 of [Bar00] with A˜ = tPnpi′Pn
to obtain, for any x > 0,
P
(













6 C(p)τpTr( tPnPn)ρp−2(Pn)x−p/2 .
Thus, for any x ∈ R, we define
ψ(x) =
{
C(p)τpTr( tPnPn)ρp−2(Pn)x−p/2 ∧ 1 if x > 0
1 if x 6 0
and ψ(x) is an upperbound for
P
(













































P¯3 6 C ′(p, δ)τp
Tr( tPnPn)ρp−2(Pn)
(δTr( tPnPn)/4− (1 + δ/2) ρ2(Pn))p/2+
∧ 1
6 C ′′(p, δ)τp
Tr( tPnPn)1−p/2ρp−2(Pn)
(1− 2 (1 + 2/δ) ρ2(Pn)/Tr( tPnPn))p/2+
∧ 1 (3.8.15)
To conclude, we use (3.8.13), (3.8.14) and (3.8.15) in 3.8.11. ¤

Appendice A
Quadratic risk of the LSE and the MLE
in a Gaussian framework with
dependent data : an example
In this appendix, we consider the framework (3.1.7) given by the n dimensional vector
Y = s+ σPε
where s = (s1, . . . , sn)′ ∈ Rn and σ > 0 are unknown, P is some known square matrix of size n and
ε = (ε1, . . . , εn)′ is an unobservable standard Gaussian vector. The estimation of the vector s in such
a framework for a general matrix P was one of the objects of Chapter 3. In the introduction of this
chapter, we mentioned some differences between the risks of the LSE (Least-Squares Estimator) and
the MLE (Maximum Likelihood Estimator) of s in the case of an invertible matrix P . This appendix
is devoted to illustrate these different behaviours on a particular example.
A.1. Notations and recalls
Hereafter, we mainly use the same notations than in Chapter 3. Let us introduce some known
square matrix A = (aij)i,j=1,2. We assume that A is invertible and we denote by A−1 = (αij)i,j=1,2




A 02,2 · · · 02,2
02,2
. . . . . .
...
...
. . . . . . 02,2
02,2 · · · 02,2 A





A−1 02,2 · · · 02,2
02,2
. . . . . .
...
...
. . . . . . 02,2
02,2 · · · 02,2 A−1
 .
For any m ∈M = {0, . . . , n}, we consider the model Sm generated by the m first coordinates,
Sm = {(x1, . . . , xm, 0, . . . , 0)′ ∈ Rn : x1, . . . , xm ∈ R} .
Clearly, the dimension of Sm is equal to m and we denote by pim the orthogonal projector onto Sm.
The LSE of s in Sm is the projection of the data, sˆm = pimY . Proposition 3.1 gives its quadratic risk
E
[‖s− sˆm‖2n] = ‖s− sm‖2n + Tr( tPpimP )n σ2 (A.1.1)
where sm = pims. Since P is invertible, we also can consider the likelihood function according to Y .
Denoting by pi(P )m the orthogonal projection onto P−1Sm, we derive from an easy computation that
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The identity (3.1.11) corresponds to its quadratic risk,
E






A.2. Study of the risk
In both cases, the order of the risk is a sum of two terms. The first one is called the bias term
and corresponds to the capacity to approximate the true value of s. The other one, called variance
term, is similar to a dimensional term and measures the complexity of the underlying model. We saw
in Chapter 3 that we need to find some trade-off between these two quantities in order to get a small
quadratic risk. Note that, since Ppi(P )m P−1s ∈ Sm, the bias in (A.1.1) is always no larger than the
bias in (A.1.2). We also claimed that the variances terms in (A.1.1) and (A.1.2) are similar. Indeed,
in our example, if 0 < ρ1 6 ρ2 are the two eigenvalues of the symmetric matrix A tA, then we know
ρ1m 6 Tr( tPpimP ) 6 ρ2m and ρ1m 6 Tr( tPpi(P )m P ) 6 ρ2m .
Consequently, up to some known multiplicative factor, the variance terms are comparable. These
remarks led us to restrict our study only to the LSE in Chapter 3. In order to clarify this compar-
ison between the risks of the LSE and the MLE, we now explicitly compute them in our particular
framework.













Let us first assume that the dimension of Sm is even, namely m = 2k. In such a case, note
that P−1S2k = S2k and, thus, pi2k = pi
(P )
2k . So, the variance terms are both equal to kTr(A
tA)σ2/n.
Moreover, we easily obtain that the bias terms are the same. Consequently, for an even dimensional
model, we have
E
[‖s− sˆ2k‖2n] = E [∥∥s− sˆL2k∥∥2n] .
We now focus on the odd case m = 2k + 1. The projection matrices can be expanded as follows


















Thus, we can compute the trace in the variance term of (A.1.1),
Tr( tPpi2k+1P ) = kTr(A tA) + (A tA)11
= kTr(A tA) + a211 + a
2
12 .
Note that the condition α11 = 0 is equivalent to a22 = 0. So, by classical linear algebra results, we
obtain the value of the trace in (A.1.2),
Tr(Ppi(P )2k+1
tP ) = kTr(A tA) +
a11
α11 + α211lα11=0




A.2. Study of the risk 73
Since A is invertible, the denominator is not null. These identities illustrate the fact that the variance
terms of the LSE and the MLE in an odd dimensional model are both of order of kTr(A tA)σ2/n up to
some additional term. Consequently, according to the matrix A, we can compare the variance terms
in the decomposition of the risks of sˆ2k+1 and sˆL2k+1.
















and we denote by P1, P2 and P3, respectively, the corresponding square matrices of size 2n. For these
matrices, we have
Tr(A1 tA1) = 3 Tr(A2 tA2) = 7 Tr(A3 tA3) = 7
and so, for m = 2k + 1,













For the choice A2, the MLE has a smaller variance term. Since the bias term is unknown, we can
not compare the quadratic risks. For the matrices A1 and A3, since we know that the bias term of
the LSE is not larger than the one of the MLE, we deduce from the above inequalities that, for any
m ∈ {0, . . . , n},
E
[‖s− sˆm‖2n] 6 E [∥∥s− sˆLm∥∥2n] .
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Quand j’aurai mon niveau huit, j’achèterai une baliste,




Estimation par sélection de modèle en régression hétéroscédastique
Résumé : cette thèse s’inscrit dans les domaines de la statistique non-asymptotique et de la théorie
statistique de la sélection de modèle. Son objet est la construction de procédures d’estimation de
paramètres en régression hétéroscédastique. Ce cadre reçoit un intérêt croissant depuis plusieurs
années dans de nombreux champs d’application. Les résultats présentés reposent principalement sur
des inégalités de concentration et sont illustrés par des applications à des données simulées.
La première partie de cette thèse consiste dans l’étude du problème d’estimation de la moyenne
et de la variance d’un vecteur gaussien à coordonnées indépendantes. Nous proposons une méthode
de choix de modèle basée sur un critère de vraisemblance pénalisé. Nous validons théoriquement cette
approche du point de vue non-asymptotique en prouvant des majorations de type oracle du risque de
Kullback de nos estimateurs et des vitesses de convergence uniforme sur les boules de Hölder.
Un second problème que nous abordons est l’estimation de la fonction de régression dans un cadre
hétéroscédastique à dépendances connues. Nous développons des procédures de sélection de modèle
tant sous des hypothèses gaussiennes que sous des conditions de moment. Des inégalités oracles
non-asymptotiques sont données pour nos estimateurs ainsi que des propriétés d’adaptativité. Nous
appliquons en particulier ces résultats à l’estimation d’une composante dans un modèle de régression
additif.
Mots-clés : statistique non-asymptotique, sélection de modèle, pénalisation, inégalité oracle, régres-
sion non-paramétrique, hétéroscédastique, modèle additif, adaptativité, vitesse minimax, risque de
Kullback.
Model selection in heteroscedastic regression
Abstract : this thesis takes place within the theories of nonasymptotic statistics and model selec-
tion. Its goal is to provide data-driven procedures to estimate some parameters in heteroscedastic
regression. This framework is receiving a large interest in various domains of applied mathematics.
Our procedures rely in particular on some concentration inequalities and their practical efficiency is
assessed on simulated data.
The first part is devoted to simultaneous estimation of the mean and the variance of a Gaussian
vector with independent coordinates. To this end, we introduce a model selection procedure based on
some penalized likelihood criterion. We prove nonasymptotic results for this method, such as oracle
type inequalities and uniform convergence rates over Hölderian balls.
We also consider the problem of estimation of the regression function in an heteroscedastic regres-
sion framework with known dependencies. Model selection procedures are constructed for Gaussian
errors and under moment conditions. Nonasymptotic oracle type inequalities and adaptivity are
proved for the estimators. In particular, we apply these procedures to estimate a component in an
additive regression model.
Keywords : nonasymptotic statistics, model selection, penalization, oracle inequality, nonparametric
regression, heteroscedastic, additive model, adaptivity, minimax rate, Kullback risk.
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