Abstract. We consider a general planar reaction diffusion equation which we hypothesize has a localized traveling wave solution. Under assumptions which are no stronger than those needed to prove the stability of a single pulse, we prove that the PDE has solutions which are roughly the linear superposition of two pulses, so long as they move along trajectories which are not parallel. In particular, we prove that if the initial data for the equation is close to the sum of two separated pulses, then the solution converges exponentially fast to such a superposition so long as the distance between the two pulses remains sufficiently large.
into (1.1), we find
where the linearization of (1.1) about the pulse is
We use y to denote the independent spatial variable of W , which corresponds to the frame moving with the pulse. Note that the kernel of A contains Q y 1 and Q y 2 due to the translation invariance of (1.1), and also y ⊥ · ∇Q because of its rotational invariance. (Here (y 1 , y 2 ) ⊥ := (−y 2 , y 1 ).) We assume that these three eigenvalues fully characterize the kernel and that the rest of the spectrum is stable. To wit, we have the following. and b ∈ [0, b 0 ] (see [14] ). We refer the reader to [7] for discussion of when one can expect Hypotheses 1.1 and 1.3 to be satisfied for a fairly general class of equations of type (1.1).
Description of main results.
We are interested, however, in multipulse solutions. In the planar setting, pulses can approach or separate from one another obliquely, and this complicates our analysis in comparison with our work in one-dimensional problems in [20, 22] . For instance, two pulses may be separated by a great distance while at the same time be moving along nearly parallel trajectories; the effect of each pulse on the other is small but acts over very long times. Thus we must carefully quantify the interaction between pulses. To this end, we define for j = 1, 2 r j (t) := r j (t; θ j0 , r j0 ) := r j0 + ctv(θ j0 ), which gives the projected location of a pulse indexed by j if it travels along a straight line pointing in the direction θ j0 and is initially located at r j0 . Let Δr 0 := r 20 − r 10 We define the first set of function spaces on which we will work. For 0 < T ≤ ∞, a ≥ 0, and b ≥ 0,
See section 2 for further discussion of these particular choices. We now precisely state our result concerning exit solutions, as follows. Theorem 1.7. Given Hypotheses 1.1 and 1.3, for all 0 > 0 there exist positive constants δ exit , M 0 , and K 0 so that imply that u(x, t), the solution of (1.1) with initial data u 0 , satisfies
where a = min{α/2, b 0 k /8}. The functions r j (t) and θ j (t) (j = 1, 2) are defined by
where p j and θ j are C 1 functions 1 for which
Remark 1.8. In the proof, we find that
When dealing with shooting solutions, we work with the function spaces 
Note that this theorem implies the following. Corollary 1.12. The function Φ(x, t; r 10 , r 20 , θ 10 , θ 20 ) is the unique function with properties described in Theorem 1.9.
(Note that, in the definition of M shoot , Φ is the solution of (1.1) described in Theorem 1.9.) Since Q and Φ are in W 8/5,5 and depend differentiably on r 10 , r 20 , θ 10 , and θ 20 , these are sixdimensional C 1 manifolds in W 8/5,5 . Each has a boundary. Note that M shoot is an invariant manifold for (1.1) since Φ solves this equation exactly, whereas M exit is not. Nevertheless, our main results indicate that both are attracting sets for (1.1). That is, we have the following corollaries of our main theorems (and also (2.2)). Corollary 1.13. Suppose that
Then there exists a > 0 so that
for all t ≥ 0. Corollary 1.14. Suppose that 
This implies that there are choices for r 10 , r 20 , θ 10 , and θ 20 so that Φ(·, t; r 10 , r 20 , θ 10 , θ 20 ) is in the attracting region for M exit for some t ≤ 0. Thus there are global-in-time solutions of (1.1) which converge exponentially quickly for |t| → ∞ to the linear superposition of two pulses.
The embedding and general strategy.
Our strategy is to embed (1.1) into a larger system within which the multipulse problem can be viewed, in some sense, as a small perturbation of single pulse problem. To wit, we consider
where we choose G 1 and G 2 so that
With this, if U and V solve (1.2), then u = U + V solves (1.1). Note that this idea is very similar to the "freezing" method used in [4] . The idea is then to show that there are solutions of (1.2) roughly of the form
where the parameters θ j0 and r j0 are taken so that μ 0 is large.
We select G 1 and G 2 as follows. Suppose that at time t our pulses are located at r 1 (t) and r 2 (t). Let L(t) be the perpendicular bisector of the segment connecting these two points. (See Figures 2 and 3 .) The line L(t) divides R 2 into a disjoint union of two sets, Σ 1 (t) (which contains the pulse labeled "1") and Σ 2 (t) (which contains the other). For concreteness, we assume L(t) ⊂ Σ 1 (t).
Let χ j (x; r 1 (t), r 2 (t)), j = 1, 2, be a C ∞ partition of unity subordinate to the sets Σ j (t) and which have derivatives whose support lies in {x : dist(x, L(t)) ≤ 1}. More compactly we will write these as χ 1 (x, t) and χ 2 (x, t). We set
We are thinking of U as being the pulse which lies in Σ 1 , and V as being the one in Σ 2 . Our choice for G is motivated by the following heuristic. A straightforward application of Taylor's theorem, together with the fact that F (0) = 0, implies 
Of the four terms here, three are "small." • Q 1 and Q 2 are exponentially localized, and so |Q 1 | |Q 2 | is exponentially small in the separation distance. The following toy model linear algebra problem demonstrates the core idea of why this is so. Let A be an invertible n by n matrix (which is our stand-in here for the linearization A). Suppose we are trying to solve the equation
where B is a matrix that has the following properties: . Now consider the augmented system
The first equation can solved for any j in R n . Since B maps everything into X b , we can solve the second equation. Moreover, adding these two equations shows that w = w i + w l solves (1.3). Specifically, the solution map is
The remainder of this paper is organized as follows. In section 2 we discuss the functional setting for our results. We compute the "almost" linearization of (1.2) about a multipulse solution in section 3 and collect a number of useful estimates. Section 4 concerns exit solutions and in particular contains the proof of Theorem 1.7. Section 5 is about the shooting manifold and has the proofs of Theorems 1.9 and 1.11 and Corollary 1.12. In the appendix we prove a local-in-time existence theorem for solutions of a system needed in section 4.
Functional setting and maximal regularity.
In this section we discuss important properties of A and solutions of equations of the form (2.1)
Specifically, we summarize the maximal regularity results for Sobolev spaces, found in section III.4 of [3] . The domain of A viewed as an operator on L p is of course W 2,p , and so we set 
The space
where (·, ·) θ,q is the real interpolation functor. We have (see, for instance, [21] ) that
Also, Theorem 4.10.2 in [3] tells us that
Our equation is nonlinear, and so, at the very least, we would like W 2−2/p ⊂⊂ C(R 2 ); this together with the above inclusion implies that Y is an algebra. At several points, we require
. From Sobolev embedding we get this inclusion when 1 − 2/p > 2/p or rather p > 4. We take p = 5. Now we restate Theorem 4.10.7 and Remark 4.10.9(a) of [3] here, adapted to our problem. 
and
2. For all η < 0, the map
Remark 2.2. Point 1 will be used to prove the stability of exiting pulses, point 2 the existence of shooting solutions, and point 3 the stability of shooting solutions. For a further discussion of these results and how they follow from [3] , see [20] .
Finally, we note that Theorem 4.10.2 gives
3. The "almost" linearization of (1.2) around a multipulse.
3.1. Reduction. We consider (1.2) with initial conditions
The following lemma tells us that we can without loss of generality assume that W 10 
Proof. The proof follows immediately from applying the implicit function theorem to the map:
Now we let
where
The collective coordinates r j (t) and θ j (t) are specified in sections 4 and 5. Note here that the "spatial coordinates" of the pulses Q and the error functions W 1 and W 2 are not all the same. The coordinates on the right-hand side for U are "centered" at the point r 1 (t), and those for V at r 2 (t). Moreover, the coordinates for the W 's have their rotation matrices fixed at their initial values, θ j (0) = θ j0 .
We use
(with p j , φ j defined as in Theorem 1.7) to refer to the collective coordinates in the aggregate, and define
as the separation distance of the two pulses. Inserting (3.1) into (1.2), we find
t).
These terms correspond to the problematic term χ 1 |Q 1 | from the introduction. The J 1 term is given by
The terms in K 1 and J 1,mod are small due to the choice of the collective coordinates, those in J 1,int due to the types interactions described in the introduction, and those in J 1,nl because they are nonlinear. We define J 2 analogously. 
In particular, we point out that the B j are nonlocal operators.
3.2.
Estimates on B j and J j . The following lemma, though easy to prove, is key to our strategy.
Lemma 3.3. For j = 1, 2 and for
The constant C > 0 is independent of b and of m. Proof. We carry out the details for j = 1. First notice that since F is C 2 and Q is exponentially localized we have
Next,
By assumption, χ 1 is zero outside Σ 1 ∪ {x : dist(x, L(t)) ≤ 1}, and Σ 1 is the set of points "on same side" of L(t) as r 1 . Also recall that L(t) is equidistant from r 1 and r 2 . Thus we conclude that the minimum value of |x − r 2 | in Σ 1 occurs halfway between r 1 and r 2 , i.e., at x 0 = (r 1 (t) + r 2 (t))/2. The minimum value of |x − r 2 | in the slightly larger set suppχ 1 must occur within a distance of 1 of x 0 , and so
Taking the L 5 norm of (3.4) and using this last inequality finishes the proof. Notice two important features of this lemma. First, setting b = 0 and b = b 0 , we see that B j V decays in space more rapidly than V does, although the norm of B j as a map from
is exponentially small in the separation distance.
The next set of lemmas gives L 5 estimates for the terms which comprise J j . Lemma 3.4. There exists a constant C > 0 so that for j = 1, 2, t ≥ 0, and
Lemma 3.5. We have a constant C > 0 so that for all 0 ≤ b ≤ b 0 , j = 1, 2, and all t ≥ 0,
Lemma 3.6. We have a constant C > 0 so that for all 0 ≤ b ≤ b 0 , j = 1, 2, and all t ≥ 0,
Lemma 3.7. There exists C > 0 so that for j = 1, 2, t ≥ 0, and |φ j (t)| ≤ π/2,
We now prove these in order.
Proof of Lemma 3.4. We have |R[θ 1 − θ 10 ] − id| ≤ C|φ 1 |, and so the first term in J 1,mod is handled easily.
For the second term, we use that F ∈ C 2 to see
By the mean value theorem there is a y * on the line segment connecting z 1 to y so that
Since |z 1 | = |y| and y * is on the segment connecting them, we have |y * | ≥ |y| cos(φ 1 /2) ≥ √ 2|y|/2. This implies |y| |e −β|y * | | ≤ C, and we are done. Proof of Lemma 3.5. The estimate for the first term goes as follows: We have F ∈ C 2 and F (0) = 0, and therefore there exists a constant C > 0 so that for all
The proof can be obtained by the mean value theorem (see [22] ). Thus
Note that we have used the same estimate as appeared in the proof of Lemma 3.3. Since e −β|y| is in L 5 b we have completed the estimate for the first term. The proof for the second term is nearly identical to the proof for Lemma 3.3, though it is easier. To wit, we have
Proof of Lemma 3.6. This estimate follows from Taylor's theorem applied to F , combined with the fact that W 8/5,5 is an algebra.
Proof of Lemma 3.7. First,
Then an argument nearly identical to that used in the proof of Lemma 3.4 shows that for 
The exit manifold.

Isolating the center directions.
So long as U and V are not too far from the set of translations and rotations of Q in W 8/5,5 , we can use Lemma 3.1 to select the collective coordinates r j (t) and θ j (t) so that
Applying Π s to (3.2) and (3.3), we have, because of (4.1),
We can isolate the equations of motion for r j and θ j by applying Π c to (3.2) and (3.3). If we coordinatize E c as
applying the projections gives
Since K 1 and K 2 depend explicitly onṙ j (t) andθ j (t), (4.3) does not quite constitute the equations of motion. The following lemma helps us isolateṙ j (t) andθ j (t).
Lemma 4.1.
Proof. Notice that we can rewrite Π c K 1 as
Thus we have (4.4). Now we estimate the various terms in Π c K 1 . We use the estimates in Lemma 3.7 to observe that the second line above can be bounded above by
Similarly, we saw in the proof of Lemma 3.7 that ∇Q(z 1 ) − ∇Q(y) L 2 ≤ C |φ 1 (t)|, and since we know from Hypothesis 1.3 that Π c is computed by taking an L 2 inner product with the adjoint function, we have
Finally, we have by an integration by parts and Hölder's inequality
Recall that Hypothesis 1.3 guarantees that ∇ψ † L 5/4 < ∞. This completes the proof. With this lemma, provided that m and W are small, we have no problem inverting id+L j . Therefore
andǨ 2 is defined analogously. Our previous estimates show that there is a constant C > 0 so that if |m|
Recalling their definitions, we see that the evolution equations for p j and φ j are Equations (4.2) and (4.6) are equivalent to (1.2), and our goal now is to solve this system. To compress notation, we let
, and then we see that (4.2) and (4.6) become
Note that if we take the appropriate L 5 [0, T ] norms of the estimates in Lemmas 3.4-3.7, we arrive at the following estimates for J s and J cc .
Lemma 4.2. There is a constant
and (4.9)
Here
.
The constant C does not depend on 0 ≤ T ≤ ∞.
Stability of exits.
We now can prove Theorem 1.7. We must first show that (given appropriate initial pulse positions and orientations) smallness of the modulation parameters m(t) implies that μ(t) is large. This in turn implies that J s , J cc , and K cc will be small. Recall that μ (t) is the separation distance between pulses if m = 0 and that μ 0 is the minimum separation distance in this situation. We need the following result. 
Proof of Lemma 4.3. Recall from the introduction that
where k is as in the statement of the lemma. Take
The definition of p j and φ j together with the triangle inequality give
The integral estimate follows from this. Here is the calculation:
Proof of Theorem 1.7. If the operator B was small in norm on X a,0 , we could use this and a straightforward perturbation argument to prove our result. Instead we must make one change to (4.7), which is motivated by (1.4) . Consider the system
with initial conditions 
for some 0 < T 1 ≤ ∞, where we have taken a = min {α/2, b 0 k /8}. δ 2 > 0 is a universal constant. Such a solution satisfies the integral equation
Here, 0 < T ≤ T 1 , and we assume that K(T ) ≤ δ 1 , which allows us to apply Lemma 4.3 when needed. Applying Theorem 2.1 to (4.11) tells us that
(4.12)
The estimates in Lemmas 4.2 and 4.3 yield
. Similarly if we apply Lemma 3.3, we get
, which, if we combine it with the last inequality for
We wish to estimate m in C 1 [0, T ]. We begin with
To estimate (4.16) we first apply Lemma 3.3:
We want a bound independent of t. We have by Hölder's inequality for a general function F and 0
(4.17)
Applying this to all but the K cc term, we have
Using (4.9), Lemma 4.3 and the estimate (4.13) tell us that the first line above is bounded by
For the second line, applying (4.5) gives (where IN T is the right-hand-side integral)
The embedding (2.2) and (4.17) then imply
We consolidate the estimate for the two pieces to get
|K cc (t)| .
5.
The shooting manifold.
Existence of shooting solutions.
We now prove the existence of the shooting solution described in Theorem 1.9.
Proof of Theorem 1.9. Recall from section 3 that for an arbitrary choice m, equations (3.2)-(3.3) describe the evolution of W = (W 1 , W 2 ). In the previous sections it was desirable to choose m so that W ∈ E s × E s for all t > 0. Now it is useful to set m = 0, which is to say we take r j (t) = r j (t) = r j0 + ctv(θ j0 ) and θ j (t) = θ j0 . We make the assumption that Δr 0 · Δv 0 ≤ 0, which implies that
In this case (1.2) becomes
which we write compactly as
Let η = −b 0 c |Δv 0 | /8, and consider the map Ψ :
We prove that there exists K 1 > 0 with the property that
This implies that Ψ has a unique fixed point W * = (W * 1 , W * 2 ) ∈ Z η,b 0 which solves (5.1). These are the functions described in Theorem 1.9, and once we establish their existence, the proof is complete.
To prove the estimate (5.2) we apply Theorem 2.1, part 2:
Lemmas 3.5 and 3.6 imply 
Similarly,
To estimate the J j,nl terms, recall that F is C 2 , so we have the following pointwise estimate
, where W γ lies on the line segment connecting W toW . Then
This yields
then we have (5.2) and (5.3). We are done. Before we move on to the stability of the shooting solution, we make a few remarks about the dependence of the functions W * on the trajectory parameters n = (r 10 , r 20 , θ 10 , θ 20 ). We claim that there exists a constant C > 0 so that
Notice that
by Theorem 2.1 and (2.2). Provided that we can show that the right-hand side of this is bounded by a constant C, independent of n, the embedding (2.2) will yield the claim. There is one minor complication, which is that D n B(0)W * contains terms like
Likewise, we can control the derivatives with respect to r 10 , r 20 , and θ 20 . We conclude
The secular growth here seems problematic; however, te −ηt/2 is bounded for t ≤ 0, and therefore
In exactly the same way we can show
Stability of shooting solutions.
To study the stability of the shooting solutions to (1.1) we can just as well study the stability of the solution W * to (5.1). Letting W = W * + V and inserting this into (5.1), we find that V satisfies (5.6)
(Since W * is defined for t ≤ 0, we choose here to shift the initial data to −T ≤ 0 instead of shifting W * forward in time.) The definition of J shoot gives
with J int = (J 1,int , J 2,int ) and J nl = (J 1,nl , J 2,nl ). A direct computation shows that
Note that this term is linear in V, unlike J int on its own, which contains an inhomogeneous term. This means that we can improve the similar estimate in Lemma 3.5 to
Recalling that J nl consist of terms which are O(|W| 2 ), it is straightforward to conclude the pointwise estimate
which implies
The embedding (2.2) tells us that
Since B is not small for general L 5 functions, and we wish to allow arbitrary initial data, we introduce, as before, the decomposition V = V ic + V loc , where
Given that A has a triple eigenvalue, the above estimates will not allow us to conclude that V is exponentially decaying. Note here that we have already specifiedṁ = 0, and so we cannot demand that V ∈ E s × E s as we did when proving the stability of exit solutions. Instead of the Cauchy problem for (5.7), we proceed as in [20] and [22] and consider the boundary value problem
A solution of the boundary value problem will be a fixed point of the modified Duhamel integral function:
We compress notation:
, and Ψ b = (Ψ ic , Ψ loc ). The third estimate in Theorem 2.1, along with Lemma 3.3 and those for H above, gives the following estimates:
where C * is a constant independent of T . We have in the above estimate taken T 3 sufficiently large so that e If we were in a situation where
the solution of the initial value problem for (5.7) would decay exponentially quickly and we would be done.
We know that there is a T 2 > T so that for j = 1, 2 and any γ > 0 Applying Theorem 1.11 gives
Since γ is free to choose, we can take it to be h/20K 3 . This is a contradiction. .
To estimate the linear terms above we use (2.2) and Hölder's inequality: Proving (6.3) is largely similar, though care must be taken with B(m)W (as well as some terms in J j,int ) because it is not immediately obvious that this term is Lipschitz. Of particular concern is the fact that these operators involve spatial translations and thus are nonlocal.
The most difficult term is Γ loc , Γ loc (S) − Γ loc (S) = Here we use the shorthand W = W ic +W loc . The first term we can estimate by CT 2/9 S−S Y using the same strategy used for (6.2).
We claim that From the definition of B and the operators B j we see that we must estimate terms of the form
≤ χ 1 (x, t) F (Q(z 1 ) + Q(z 2 )) − F (Q(z 2 )) (W 2 (y 2 , t) − W 2 (ỹ 2 , t)) Additionally, we know from the proof of Lemma 3.3 that
which is in L 5 b . Therefore 
