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Where ௝ܽ is the Zernike coefficient. The polynomials can be written as 
ܼ௘௩௘௡௝ሺߩǡ ߠሻ ൌ ඥʹሺ݊ ൅ ͳሻܴ௡௠ሺߩሻܿ݋ݏ݉ߠǡ݉ ് Ͳ (2)       
ܼ௢ௗௗ௝ሺߩǡ ߠሻ ൌ ඥʹሺ݊ ൅ ͳሻܴ௡௠ሺߩሻݏ݅݊݉ߠǡ݉ ് Ͳ  (3) 
௝ܼሺߩǡ ߠሻ ൌ ξ݊ ൅ ͳܴ௡଴ሺߩሻǡ݉ ൌ Ͳ  (4)







ߩ௡ିଶ௦ሺ௡ି௠ሻȀଶ௦ୀ଴                           (5) 
The index j is a polynomial-ordering number and has relationship with n and m in the form 
 ൌ ሾሺʹ݆ െ ͳሻ଴Ǥହ ൅ ͲǤͷሿ௜௡௧௘௚௘௥ െ ͳ            (6) 
 ൌ ቊ
ʹሼሾʹ݆ ൅ ͳ െ ݊ሺ݊ ൅ ͳሻሿȀͶሽ௜௡௧௘௚௘௥ݓ݄݁݊݊݅ݏ݁ݒ݁݊
ʹሼሾʹሺ݆ ൅ ͳሻ െ ݊ሺ݊ ൅ ͳሻሿȀͶሽ௜௡௧௘௚௘௥ െ ͳݓ݄݁݊݊݅ݏ݋݀݀
         (7) 
The Zernike polynomials and the relationship among j, n, and m are given in Table 1[4]. 
Table 1 
 Zernike polynomials 
j n m Zernike polynomials Aberration name 
1 0 0 1 Piston 
2 1 1 ɏߠ x tilt 
3 1 1 ɏߠ y tilt 
4 2 0 ξ͵ሺʹɏଶ െ ͳሻ 
5 2 2 ξ͸ɏଶʹ ߠ Primary astigmatism at Ͷͷι
6 2 2 ξ͸ɏଶʹ ߠ Primary astigmatism at Ͳι
7 3 1 ξͺሺ͵ɏଷ െ ʹɏሻߠ Primary y coma 
8 3 1 ξͺሺ͵ɏଷ െ ʹɏሻ ߠ Primary x coma 
9 3 3 ξͺɏଷ͵ ߠ
10 3 3 ξͺɏଷ͵ߠ
11 4 0 ξͷሺ͸ɏସ െ ͸ɏଶ ൅ ͳሻ Primary spherical 
12 4 2 ξͳͲሺͶɏସ െ ͵ɏଶሻʹ ߠ Secondary astigmatism at Ͳι
13 4 2 ξͳͲሺͶɏସ െ ͵ɏଶሻʹ ߠ Secondary astigmatism at Ͷͷι
14 4 4 ξͳͲɏସͶߠ
15 4 4 ξͳͲɏସͶߠ
3. Generation of orthogonal polynomials by Gram-Schmidt orthogonalization 
Zernike polynomials are orthogonal on continuous unitary circle but not on discrete unitary circle. Thus, Gram-
Schmidt orthogonalization is carried out to construct a set of polynomials which are orthogonal on the discrete 
unitary circle 
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ͳ Ͳ ǥ Ͳ Ͳ
ܿଶǡଵ ͳ ǥ Ͳ Ͳ
ڭ ڭ ڰ ڭ ڭ
௝ܿିଵǡଵ ௝ܿିଵǡଶ ǥ ͳ Ͳ
௝ܿǡଵ ௝ܿǡଶ ǥ ௝ܿǡ௝ିଵ ͳی
ۋ
ۊ
                      (9)
In a general way 
௝ܸ ൌ ௝ܼ ൅ σ ௝ܿǡ௜ܼ௜
௝ିଵ
௜ୀଵ                (10)
On the discrete unitary circle, the polynomials ௝ܸሺɏǡ Ʌሻ satisfy the following condition 
σ ௝ܸሺɏ௜ǡ Ʌ௜ሻே௞ୀଵ ௣ܸሺɏ௜ǡ Ʌ௜ሻ ൌ Ͳ    (11) 
Then the ௝ܿǡ௜ can be written 
௝ܿǡ௜ ൌ σ ൛ ௝ܿି௟ǡ௜ൣሺσ ௝ܼሺɏ௞ǡ Ʌ௞ሻ ௝ܸି௟ሺɏ௞ǡ Ʌ௞ሻሻே௞ୀଵ ሺσ ௝ܸି௟ଶே௞ୀଵൗ ሺɏ௞ǡ Ʌ௞ሻሻ൧ൟ
௝ିଵ
௟ୀଵ  (12) 
Where ݅ ൌ ͳǡʹǡ͵ǡ ǥ ǡ ݆ െ ͳ௝௝ ൌ ͳ.We get the wavefront expressed by orthogonal polynomials ௝ܸ
ܹሺɏǡ Ʌሻ ൌ σ ௝ܾ ௝ܸ௝ ሺɏǡ Ʌሻ      (13) 
Here, we define the mean value of the wavefront as 
ഥܹ ൌ ଵ
௅




σ ௝ܸே௞ୀଵ ሺɏ௞ǡ Ʌ௞ሻ, L is the maximum value of the index j.
Then we reconstruct the Eq.13 by subtracting the mean value of the wavefront 
ܹሺɏǡ Ʌሻ െ ഥܹ ൌ σ ௝ܾሺ ௝ܸሺɏǡ Ʌሻ െ ఫܸഥሻ௝    (15) 
For the first term of the orthogonal polynomials is piston terms, which mean value is a constant. So we reset the 
orthogonal polynomials as ሺ ଶܸ െ ଶܸതതതሻǡ ǥ ǡ ൫ ௝ܸ െ ఫܸഥ൯ , it is easy to verify polynomials’ orthogonality on discrete 
unitary circle. The Eq.15 can be written as 
ܹሺɏǡ Ʌሻ െ ഥܹ ൌ σ ௝ܾሺ ௝ܸሺɏǡ Ʌሻ െ ఫܸഥሻ௅௝ୀଶ     (16) 
4. Least squares fitting 
We define the measured wavefront data as ܹሺɏ௞ǡ Ʌ௞ሻ , the deviation of fitting is Ɂଶ . The wavefront and 
orthogonal polynomials are fitted with least squares method 
Ɂଶ ൌ σ ൫ܹሺɏ௞ǡ Ʌ௞ሻ െ ഥܹ െ σ ௝ܾሺ ௝ܸሺɏ௞ǡ Ʌ௞ሻ௅௝ୀଶ െ ఫܸഥሺɏ௞ǡ Ʌ௞ሻሻ൯
ଶே
௞ୀଵ (17)










ൌ Ͳ                       (18) 






                                                                                   (19) 
Where ݆ ൌ ʹǡ͵ǡǥ ܮ.
The first piston term ଵܸ is composed of ܹ െ ഥܹ െ σ ௝ܾሺ ௝ܸ െ ఫܸഥሻ௅௝ୀଶ ,ܹǡതതതത and σ ௝ܾ ఫܸഥ௅௝ୀଶ , so the coefficient of the 
piston term can be written as  
ܾଵ ൌ ഥܹ െ σ ௝ܾ ఫܸഥ௅௝ୀଶ ൅






        (20) 
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Table 2 
Simulation and the fitting results 
Index j Coefficients by simulation Least squares method modified method 
1 0.1 0.0908 0.0994 
2 -0.1 -0.1514 -0.1133 
3 0.1 0.1494 0.1000 
4 -0.1 -0.0705 -0.1041 
5 0.1 -0.0083 0.1000 
6 -0.1 -0.0719 -0.0976 
7 -0.1 -0.1000 -0.1000 
8 0.1 0.1000 0.1014 
9 -0.1 -0.1013 -0.1000 
10 -0.1 -0.0965 -0.0998 
11 -0.1 -0.1000 -0.0998 
12 -0.1 -0.1000 -0.1000 







Standard deviation 0.1125 0.0124 
7. Conclusions 
The proposed method changes form of wavefront fitting by dividing it into two parts. By introducing a mean 
value of the wavefront, the first part is finished by fitting the wavefront subtracting of mean value with the 
orthogonal polynomials subtracting of each polynomial’s mean value. The other part just contains piston term. 
Coefficient of piston term can be obtained easily by fitting the wavefront removal of σ ܾ݆ܸ݆ܮ݆ൌʹ . To both parts, the 
orthogonal polynomials coefficients are obtained by least squares method. It can achieve well-fitting results without 
iterations. 
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