The combination of Multiple-Input Multiple-Output (MIMO) and Orthogonal Frequency Division Multiplexing (OFDM) technologies gives wireless communications systems the advantages of lower bit error rate (BER) and higher data rate in frequency-selective fading environments. However, the main drawbacks of MIMO systems are their high complexity and high cost. Therefore, antenna selection in MIMO systems has been shown to be an effective way to overcome the drawbacks. In this paper, we propose two receive antenna selection methods for a MIMO-OFDM system with radio frequency (RF) switches and polarization antenna elements at the receiver side, taking into consideration low computational complexity. The first method selects a set of polarization antenna elements which gives lower correlation between received signals and larger received signal power, thus achieves a lower BER with low computational complexity. The second method first selects a set of polarization antenna elements based on the criterion of the first method and another set of polarization antenna elements based on the criterion of minimizing the correlation between the received signals; it then calculates the signalto-interference-plus-noise power ratio (SINR) of the two sets and selects a set with larger SINR. As a result, the second method achieves a better BER than the first one but it also requires higher computational complexity than the first one. We use the measured channel data to evaluate the performance of the two methods and show that they work effectively for the realistic channel.
Introduction
Multiple-Input Multiple-Output (MIMO) wireless systems are those having multiple antennas at both transmitter and receiver [1] , where the parallel data streams from the transmitter are combined at the receiver in such a way that the bit error rate (BER) or the data rate can be improved. In MIMO systems, the fading characteristic over the channel between each pair of transmit and receive antennas should be frequency non-selective, therefore, Orthogonal Frequency Division Multiplexing (OFDM) is employed to this end.
MIMO-OFDM systems have the advantages of both MIMO systems and OFDM, namely, they can achieve lower BER and higher data rate even in scattering-rich environments. For instance, the IEEE 802.11n standard ensures over-100 Mbps data transmission under a mandatory 2 × 2 MIMO-OFDM mode [2] . However, their main drawback is the increase of complexity and thus cost. While additional antenna elements such as patch antennas or dipole antennas are usually inexpensive, radio frequency (RF) devices including up/down-converters, low-noise amplifiers, digitalto-analog/analog-to-digital converters, etc. are still expensive. Hence, the need for decreasing the number of antennas while maintaining the good quality of transmission becomes more important and has gained much attention over the past few years. In order to overcome the drawback, several antenna selection techniques in MIMO systems have been proposed and they proved to be effective [3] - [7] .
On the other hand, among RF switches, Micro Electro Mechanical Systems (MEMS) switches have recently drawn much attention. As compared with semiconductor RF switches, MEMS switches have lower insertion loss and higher linearity. For instance, a MEMS switch with an insertion loss of around 0.1 dB and an isolation of more than 30 dB over a 5 GHz frequency band is available now and it offers the promise of low price [8] . In addition, polarization antenna elements at the receiver side of the MIMO systems have the advantage of diversity and small size [9] . Therefore, MIMO systems with RF switches and polarization antenna elements at mobile user terminal side promise good performance as well as small size, low cost and low power consumption. However, suitable antenna selection methods need to be considered to reduce the computational and hardware complexity while keeping good transmission performance.
In this paper, we propose two receive antenna selection methods for a MIMO-OFDM receiver with RF-switched polarization antenna elements, which can be applied to future wireless local area network (WLAN) standards such as the IEEE 802.11n standard. The first method selects a set of polarization antenna elements which gives lower correlation between received signals and larger received signal power, thus achieves a lower BER with low computational complexity. The second method first selects a set of polarization antenna elements based on the criterion of the first method and another set of polarization antenna elements based on the criterion of minimizing the correlation between the re-ceived signals; it then calculates the signal-to-interferenceplus-noise power ratio (SINR) of the two sets and selects a set with larger SINR. Therefore, the second method achieves a better BER than the first one but it also requires higher computational complexity than the first one. We conducted a channel measurement campaign and used the measured channel impulse responses to evaluate the performance of the system with the proposed methods by computer simulation.
The rest of the paper is organized as follows. Section 2 describes the considered MIMO-OFDM system with RFswitched polarization antenna elements. Section 3 presents the two proposed receive antenna selection methods. Numerical results based on measured data and detailed discussions are related in Sect. 4. Finally, Sect. 5 draws the conclusions of the paper.
System Description and Signal Seperation

Considered MIMO-OFDM System
Figures 1 and 2 show the block diagrams of the transmitter and receiver of the considered spatially multiplexing MIMO-OFDM system, respectively. The data stream originating at the data source is convolutionally encoded, bit-interleaved and Quadrature Phase Shift Keying (QPSK)-mapped. The QPSK mapped data are then converted into parallel, and frequency-division multiplexed by N-point Inverse Fast Fourier Transform (IFFT). The outputs of IFFT are converted back to serial sequence and a cyclic prefix (CP) is inserted in each OFDM symbol. The OFDM signals are then forwarded to the M t antenna elements. The signals are upconverted to passband, amplified by a power amplifier and filtered. In our model, we omit these stages as well as their equivalents at the receiver, which allows us to treat the system in equivalent baseband expression.
The receiver has M r antenna branches, and each antenna branch connects to only one out of L polarization antenna elements through an RF switch. We define the index of antenna element as l (l = 1, . . . , L), where the l-th antenna element has the same polarization and directivity for all the antenna branches. Furthermore, defining the index of the selected antenna element at the i-th receive antenna branch as l i ( 
It should be noted here that the antenna elements at each receive antenna branch have different polarizations and directional patterns, so selection of a suitable set out of L M r sets of {l 1 , . . . , l M r } depends on both the polarization and directivity.
The received OFDM signals from the selected polarization antenna elements are first CP removed, and Npoint Fast Fourier Transform (FFT) is performed to convert the signals back to the frequency domain. The frequency domain-converted signals are then detected with the minimum mean square error (MMSE) filter. Finally, de-mapping, de-interleaving, and Viterbi decoding are performed and the resulting data are re-arranged to obtain the original binary sequence.
Channel Estimation
In the IEEE 802.11n standard, antenna selection for transmitter and/or receiver can be optionally done based on instantaneous or averaged channel state information [10] . Figure 3 shows the signal burst format enabling receive antenna selection, where the same Preamble j is transmitted L times from the j-th transmit antenna ( j = 1, . . . , M t ). The Preamble j is orthogonal to each other for the transmit antennas ( j = 1, . . . , M t ) because the training sequence for channel estimation in the Preamble j is inserted in a time division manner. At the receiver, when receiving the l-th set of the Preambles, the l-th polarization antenna element is selected at all the antenna branches (i = 1, . . . , M r ). This means that when the receiver has finished receiving the L-th set of the Preambles, it can have the received data to estimate M t × L × M r CIRs required for selecting a suitable set of receive antenna elements.
MMSE Signal Separation
Paying attention only to information transmitted over N subcarriers, we write the received signal at the n-th (n = 1, . . . , N) subcarrier after the CP removal and N-point FFT as
where the transmitted signal vector X(n), received signal vector Y(n), noise vector Z(n), and channel matrix H(n) are respectively defined as
where T is the transpose operation. An (M r × M t ) weight matrix W of the MMSE filter is then applied to the received signal Y(n) to obtain an estimate of the transmitted signal as followŝ
where superscript H denotes the Hermitian transpose. The weight matrix W is obtained from the mean square error (MSE) criterion
where E[(·)] denotes the ensemble average of (·). The solution is given by [11] 
where I M r is the (M r × M r ) identity matrix and S NR is the signal-to-noise power ratio per subcarrier per receive antenna element.
Receive Antenna Selection Criteria
In this section, we review some conventional antenna selection methods and describe the two proposed antenna selection methods. We select one out of L polarization antenna elements for each of M r receive antenna branches, therefore, the number of possible sets for the receive antenna selection is L M r . In the following, we call the antenna element "antenna" in short and we assume that one out of L polarization antenna elements has been selected at each antenna branch.
Capacity Selection Method
In MIMO systems, the Shannon capacity has been considered as a criterion to evaluate the performance of the system [12] . As a result, a lot of papers have discussed the maximization of the capacity in antenna selection for MIMO systems [5] , [6] . In this subsection, we consider capacity as a criterion to select the suitable antennas at the receiver side of the considered MIMO-OFDM system.
The capacity for each set of {l 1 , . . . , l M r } is given as
where C n is the capacity of the MIMO-OFDM system calculated at the n-th subcarrier and is defined as in [13] C n = log 2
where E X and σ 2 Z denote the total transmit power per subcarrier and the noise power per receive antenna per subcarrier, respectively. The capacity selection method thus can be given by
The capacity selection method requires matrix multiplication and determinant calculation with the order of O(M 3 r ). As a result, the implementation of the capacity selection method in real systems requires heavy computation, namely, high complexity and cost.
SINR Selection Method
The SINR has been considered as an effective criterion to evaluate the performance of Single-Input Multiple-Output (SIMO) systems [14] as well as MIMO systems [15] , [16] . Therefore, we consider the SINR selection in selecting a proper set of the antennas at the receiver side for the considered MIMO-OFDM system.
The SINR for the received signal of the n-th subcarrier at the j-th MMSE filter output is written as
where
. . , M t ) denote the j-th row vector of the matrix W H (n) and the j -th column vector of the channel matrix H(n), respectively.
Defining the S INR for each set of {l 1 , . . . , l M r } as
the SINR selection method can be given by
The SINR selection method promises to approach the performance of the lower bound, however, the problem is that it requires high computational complexity to calculate matrix multiplication and matrix inversion with the order of O(M 3 r ).
Proposed Receive Antenna Selection Methods
MAPMIC Selection Method
As a solution to the high computational complexity problem, we propose a receive antenna selection method which promises good performance and requires low computational complexity. The method proposes a cost function which maximizes the received signal power and minimizes the correlation between the received signals for a selected set of antennas.
Assume that a signal from the j-th (also j -th) transmit antenna arrives at the i-th receive antenna. For a better transmission performance, the received signal power should be larger. In addition, the correlation between the received signals from the j-th and j -th transmit antennas should be lower in order that the receiver can separate the received signals well.
Defining H j (n) ( j = 1, . . . , M t ) as the j-th column vector of the matrix H(n), we can calculate the power σ 2 j of the signal from the j-th transmit antenna to all the receive antennas as well as the correlation r j j between the signals from the j-th and the j -th transmit antennas at all the receive antennas as follows
Note that the received signal power in (20) and the correlation between received signals in (21) are averaged over the N subcarriers. The received signal power should be larger whereas the correlation should be smaller, so we introduce the following cost function:
Equation (22) is not a simple sum of the normalized correlations over all the subcarriers. Each term in (22) (23)
The advantage of the MAPMIC selection method is that it reduces the computational complexity because it does not calculate the determinant, matrix inversion and matrix multiplication.
Hybrid Selection Method
The advantage of the MAPMIC selection method is that it reduces the computational complexity. However, in some environments where the MIMO channels are strongly correlated, the performance of the MIMO system is not determined by the received signal power but is mainly determined by the correlation between the arriving signals. Therefore, in such environments, the performance of the system with the MAPMIC selection method often becomes worse. Therefore, another criterion based on minimizing the normalized correlation between the arriving signals, namely, the min − correlation (MIC) criterion should also be taken into consideration. Defining the normalized correlation between the arriving signals as
where COST β is averaged over all the N subcarriers, the MIC selection method searches through L M r sets of {l 1 , . . . , l M r } to find a set which minimizes the cost function COST ; it then calculates the SINRs for sets α and β and selects a set with larger SINR. Figure 4 shows the block diagram of the proposed hybrid selection method.
The hybrid selection method can be summarized as 
The hybrid selection method promises a better performance than the MAPMIC selection method but it requires more computational complexity because it combines the criteria of the MAPMIC selection method and the MIC selection method and needs the calculation of the SINR values. However, as the hybrid selection method calculates SINR values only for two sets, it requires less computational complexity than the SINR selection method which requires L M r values of SINR.
Further Reduction of Computational Complexity in the Proposed Selection Methods
In the IEEE 802.11a standard [17] , the lengths of the FFT window and cyclic prefix are 64 and 16, respectively, and multipaths spread within the cyclic prefix. This implies that successive subcarriers are correlated [18] , so we do not have to average the received signal power in (20) and the correlation between received signals in (21) as well as the SINR in (18) over the N subcarriers. Namely, in calculating σ 2 j , r j j and S INR, we can replace averaging over all the N subcarriers by equi-distant N ave subcarriers (N ave ≤ N), thus can reduce the computational complexity in the proposed MAP-MIC selection method and hybrid selection method. Figure 5 shows the layout of a room (1205 cm × 662 cm× 250 cm) and a corridor where we conducted the channel measurement campaign. The room provided a typical office where several desks and chairs were set up. A transmitter (Tx) had 2 × 4 uniform rectangular antenna array of dualpolarized patch antenna elements (see Fig. 6(a) ), however, as we considered a 2 × 2 MIMO system with transmit antennas having horizontal polarization, we used only 2 horizontally polarized patch antennas (M t = 2) with adjacent spacing of 0.5λ. On the other hand, a receiver (Rx) had two antenna branches (M r = 2), and each branch had three polarization antenna elements (L = 3) (D 1 and D 2 directions in horizontal polarization, and D 3 direction in vertical polarization; D 1 direction, D 2 direction and D 3 direction were orthogonal to each other) (see Fig. 6(b) ). The adjacent antenna branch spacing was 0.5λ.
Experimentation and Performance Evaluation
Wireless Channel Measurement
The channel measurements were performed during the time when there were no people and moving objects except those who took part in the experiment. There were total 45 positions used for CIR measurement and we tried to keep unmoved during a measurement at a position. During the channel measurement campaign, the calibration was done to remove the system response of the measuring equipments. We placed the transmitter on a stand in the corridor. The transmitter sent a periodic multi-tone signal (period of 0.8 μsec) with a center frequency of 4.5 GHz and a bandwidth of 120 MHz, which was captured by the receiver. The receiver estimated the CIRs and saved them in the frequency domain, which were later re-sampled to be changed from the data of 120 MHz bandwidth to the data of 20 MHz bandwidth. The receiver was placed on a hand cart and moved from position 1 to 45 (pointed by black arrows). At each position, we slightly moved the receiver to make the fading and measured the snapshots of CIRs ('snapshot of CIRs' was defined as the CIRs from all the transmit antennas to all the polarization antenna elements while 'vector snapshot of CIR' was defined as a CIR from a transmit antenna to a polarization antenna element). There were 12 vector snapshots of CIR for each snapshot of CIRs, where a vector snapshot of CIR was taken by the receiver through switching control circuits. The measurement time for a snapshot of CIRs in the experiment was 32 μsec, which was well within the coherence time of the experimental indoor environment. We measured ten snapshots of CIRs in total at each position and used them in the simulation of evaluating the performance of the antenna selections at each position.
Simulation Conditions
We evaluate the performance of the system by computer simulation with the measured CIRs. Table 1 summarizes the main parameters used for the computer simulation. The transmitter sends data through two antennas with horizontal γ Antenna set Antenna polarization
polarization. On the other hand, the receiver has two antenna branches and selects one of three polarization antenna elements at each of the two antenna branches. We assume a coherent QPSK and a half-rate convolutional coding/Soft Viterbi decoding with a constraint length of 7, and set the depth length of interleaving to (12 × 8). The subcarrier arrangement in this paper is based on that of the IEEE 802.11a standard. A payload contains data symbols and is 10 OFDM symbols long. One OFDM symbol is composed of 80 samples, where the cyclic prefix length is 16 samples and the useful symbol length is 64 samples. Here, the OFDM symbol is generated with the 64-point IFFT, where only 48 subcarriers convey information, 4 subcarriers are known pilot signals and the other 12 subcarriers are virtual subcarriers. In the following figures, the noise power is set to −100 dBm. Furthermore, as the number of receive antenna branches and the number of polarization antenna elements at each branch are 2 and 3, respectively, there are 9 (L M r = 3 2 ) sets of polarization antenna elements. The receiver selects a suitable set out of these 9 sets to achieve a better performance. Table 2 shows the relationship between the antenna set index γ of {l 1 , l 2 } and the polarization antenna element l 1 at the receive branch 1 and the polarization antenna element l 2 at the receive branch 2, where l 1 and l 2 can take the value 
Performance Evaluation
We use 10 snapshots of CIRs at each of 45 positions to evaluate the performance of the system with seven antenna selections: the MAPMIC selection, the hybrid selection, the capacity selection, the selective diversity (SELDIV) selection (see Appendix), the random selection (the one which randomly selects a polarization antenna element at each receive antenna branch), the SINR selection and the lowest BER selection (the one which selects a set of polarization antenna elements with the lowest BER).
Received Power Performance
Figures 7 and 8 show the received power for a snapshot of CIRs for the polarization antenna elements 1, 2 and 3 (directions D 1 , D 2 and D 3 ) at antenna branches 1 and 2, respectively. The received power of each polarization antenna element varies for all the receive antenna positions. Furthermore, there is no polarization antenna element whose the received power is always smaller than the received powers of the other polarization antenna elements at all the re- ceive antenna positions. It means that all the polarization antenna elements used in the channel measurement campaign received the signal well and the data processing for all the polarization antenna elements in the measurement campaign worked effectively too. Therefore, the channel measurement campaign was valid. In addition, although the transmitter sent signals through the antennas with horizontal polarization, the received power of the antenna elements with vertical polarization (polarization antenna element 3) at the two branches are not always smaller than the received powers of the antenna elements with horizontal polarization (polarization antenna elements 1 and 2). It proves that the use of polarization antenna elements at the receiver side is effective.
From Figs. 7 and 8, it can be seen that the received powers at different polarization antenna elements are different, which leads to different received powers for different selected sets of polarization antenna elements. Figures 9 and  10 show the received power per receive antenna versus the transmit power for selected sets of polarization antenna elements for a snapshot of CIRs at positions 18 and 34, respectively. Note that the transmit power is measured at the transmit antennas as shown in Fig. 1 while the received power per receive antenna is measured at the selected polarization antenna elements as shown in Fig. 2 . The random selection randomly selects a set of polarization antenna elements out of 9 sets during 10000 loops of the simulation for each of 10 snapshots of CIRs, it thus gives the received power equivalent to the average of those obtained from selecting 9 sets of polarization antenna elements. The SELDIV selection selects a polarization antenna element which gives the largest received signal power at each antenna branch, therefore, it gives the largest received power. In Fig. 9 , the received powers for the SELDIV selection, MAPMIC selection, hybrid selection, capacity selection, SINR selection and lowest BER selection are the same and larger than that for the random selection. In Fig. 10 , the received powers for the MAPMIC selection, hybrid selection, capacity selection, SINR selection and lowest BER selection are the same and larger than that for the random selection but is smaller than that for the SELDIV selection. However, it should be noted that the lowest BER selection promises to find a set of polarization antenna elements which gives the lowest BER. Therefore, in Fig. 10 , the SELDIV selection does not select the same set of polarization antenna elements as the lowest BER selection, and its performance gets worse. It is because the performance of the MIMO systems depends on the received signal power and the correlation of the arriving signals, and selecting a set of polarization antenna elements which maximizes the received power does not always help to achieve a lower BER.
Antenna Selection and BER Performance
As shown in Sect. 4.3.1, we defined the received power at the RF switch outputs, so even for the same transmit power, different antenna selections gave different received powers. Therefore, in the following, we show the BER versus the transmit power instead of the received power. Figure 11 shows the antenna set index γ versus the receive antenna position for a snapshot of CIRs selected for the lowest BER selection, proposed MAPMIC selection and hybrid selection, respectively. The set index γ varies from 0 to 8, which shows that the use of polarization antenna elements is effective. In addition, the set index obtained with the hybrid selection matches the one obtained with the lowest BER selection at 28 points while the set index obtained with the MAPMIC selection matches the one with the lowest BER selection at only 20 points. Therefore, the hybrid selection promises to be more effective than the MAPMIC selection.
We calculate the BER at 45 positions for the seven antenna selections. The BER at each position is the average of those calculated with 10 snapshots of CIRs, where the chanel temporal variation is ignored for each snapshot (in other word, block fading is assumed). Note that for each snapshot of CIRs, we run the simulation 10000 times. Therefore, the number of samples used for calculating the BER for each receive antenna position is 96000000 (the result comes from the multiplication of 2, 10, 48, 10000 and 10 which correspond to the number of transmit antennas, OFDM symbols in the payload, data subcarriers in one OFDM symbols, loops for simulation and snapshots of CIRs, respectively) and it is enough for calculating the BER down to 10 −6 . Figures 12-16 show the BER versus the transmit power at positions 1, 18, 32, 34 and 44, respectively. In addition, Tables 3 and 4 show the received signal power P 1 , P 2 and P (P 1 , P 2 are the received signal powers averaged for antenna branch 1 and 2, respectively; P is the received signal power averaged for two antenna branches), the correlation COST β and the SINR for a snapshot of CIRs selected for the MAP-MIC selection, hybrid selection and SELDIV selection at positions 1 and 34, respectively. The data in Tables 3 and 4 are calculated at the transmit power of −5 dBm with all the subcarriers, and they are used as examples for explaining the performance of the considered selections at positions 1 and 34.
The random selection randomly selects a set of polar- 2.67×10
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3.29×10 ization antenna elements. Therefore, there is no guarantee that it always selects a proper set of polarization antenna elements out of 9 sets of polarization antenna elements during 10000 loops of the simulation for each of 10 snapshots of CIRs. As a result, the BER obtained from the random selection is equivalent to the average BER obtained from the selection of 9 sets of polarization antenna elements. In addition, the average BER depends much on the worst BERs obtained from the wrong selections of antennas. Therefore, the BER performance of the random selection is usually worse than those of the other selections, except for the case that those selections happen to select the wrong sets of polarization antenna elements (see Fig. 15 ). The lowest BER selection selects the set of polarization antenna elements which gives the lowest BER. However, it requires a kind of computer simulation to calculate the BERs for 9 sets of polarization antenna elements for each measured CIR, therefore, its performance means the lower bound but is difficult to be reached in real systems. The SINR selection performs the best as its performance reaches that of the lower bound in Figs. 12, 13, 15 and 16, and its BER curve is the closest to that of the lower bound in Fig. 14 . The SELDIV tries to maximize the received signal power and it performs better than the random selection in Figs. 12, 13, 14 and 16 but its performance is worse in Fig. 15 . It should be noted that the performance of the MIMO systems depends on the received signal power and the correlation of the MIMO channels. In Fig. 15 , the correlation obtained with the SELDIV selection is very high and the obtained SINR is low, which means that the SELDIV selection selects a wrong set of polarization antenna elements when it only tries to maximize the received signal power (see Table 4 ). Therefore, it can be concluded that only maximizing the received signal power is not a good choice in MIMO systems. The MAPMIC selection proves to be effective as its performance is equivalent to (see Figs. 12, 13, 14 and 15) or even better than that of the capacity selection (see Fig. 16 ).
It should be noted that the capacity selection is a general selection and not specialized to a specific receiver. Therefore, it is expected that for certain channels, optimal selection in terms of capacity may yield supoptimal performance particularly for suboptimal receivers [7] . The hybrid selection shows to be more effective than the MAPMIC selection as its performance is the same as that of the MAPMIC selection (see Figs. 13, 15 and 16) or even better (see Figs. 12 and 14) . The superior performance of the hybrid selection over the MAPMIC selection in Fig. 12 can be explained with the aid of Table 3 (the explanation for Fig. 14 can be done in the similar way). The hybrid selection calculates the SINRs for the set of polarization antenna elements obtained from the criterion of the MAPMIC selection and another set obtained from the criterion of minimizing the correlation. In this case, it finds that the SINR for the set of polarization antenna elements obtained by minimizing the correlation is higher and it selects this set. Higher SINR means better performance, therefore, the performance of the hybrid selection is better than that of the MAPMIC selection, which also means that the combination of COST α and COST β is effective. Figure 17 shows the cummulative distribution function (CDF) of the BERs of the seven antenna selections at the transmit power of −5 dBm. At the point of 0.5 of the CDF curves, the BERs of the MAPMIC selection, hybrid selection, capacity selection, SELDIV selection, random selection, SINR selection and lowest BER selection are 8.5×10 and 2.5 × 10 −6 , respectively. It should be noted again that the lowest BER selection requires a kind of computer simulation to calculate the BER for each measured CIR and its performance is the lower bound of the system but is difficult to be reached. The performance of the random selection is the worst while that of the SINR selection is the best as it outperforms the other selections and its CDF curve is the closest to that of the lower bound. The proposed MAP-MIC selection and hybrid selection show to be effective as they outperform the capacity selection, SELDIV selection and random selection. Furthermore, the performance of the hybrid selection is superior to that of the MAPMIC selection and its CDF curve is the second closest to that of the lower bound. Figures 18 and 19 show the CDF of the BERs of the MAPMIC selection and hybrid selection at the transmit power of −5 dBm, where the number of subcarriers are changed from 52 to 1, respectively. The CDF curves of both selections do not change when the number of subcarriers are 52, 32 and 16, respectively, which shows that the number of subcarriers used in both selections can be reduced to 16 without performance degradation (see Sect. 3.3.3). The performance of the hybrid selection and MAPMIC selection begin to degrade when the number of subcarriers used for averaging are smaller than 16 and 8, respectively. Therefore, the computational complexity can be reduced more but there is a trade-off between the computational complexity and the performance of the system. Figure 20 shows the BER versus the number of subcarriers for averaging the received signal power, the correlation between received signals, the SINR and the capacity at the transmit power of −5 dBm (see (20), (21), (18) and (12)). The BERs of random selection and lowest BER selection do not depend on the number of subcarriers and are equal to 4.5 × 10 −2 and 2.5 × 10 −6 , respectively (see Fig. 17 ). The BER of the SELDIV selection is obtained in the case when the number of subcarriers used for calculating the received signal power is 52 and it is equal to 4 × 10 −3 (see Fig. 17 ). For each of the remaining selections, we first calculate the CDF of the BERs at the transmit power of −5 dBm with the number of subcarriers as a parameter (refer Figs. 18 and 19) ; we secondly calculate the BERs at the point of 0.5 of the CDF curves; and finally we have the BER versus the number of subcarriers. It can be seen that the BERs of the four selections do not change when the number of subcarriers decreases from 52 to 16, and begin to get worse when the number of subcarriers is smaller than 16 . This means that the number of subcarriers used for calculation in the four selections can be reduced to 16 without performance degradation. Though the SELDIV selection uses 52 subcarriers for averaging the power, its performance is still worse than that of the capacity selection when the number of subcarriers used for averaging the capacity is equal to or larger than 4. The BER performance of the MAPMIC selection is better than those of the capacity selection and random selection when the number of subcarriers is not smaller than 2. However, there is still a large gap between the performance of the MAPMIC selection and that of the SINR selection. The BER performance of the hybrid selection is better than that of the MAPMIC selection when the number of subcarriers is not smaller than 4. Furthermore, the gap between the BER performance of the hybrid selection and that of the SINR selection is considerably smaller than the gap between the BER performance of the MAPMIC selection and that of the SINR selection. When the number of subcarriers is equal to 1, there is no difference in the BER performance of the hybrid selection, MAPMIC selection and capacity selection. Their BERs then are slightly worse than that of the SINR selection but are still better than that of the random selection, which implies that the use of antenna selection is useful even when the number of subcarriers used for calculation is 1.
Computational Complexity
Here, we discuss the computational complexity of the MAP-MIC selection, hybrid selection, capacity selection and SINR selection only in terms of complex multiplications to see how much the computational complexity can be reduced. Table 5 shows the computational complexity for calculating L M r values of the cost functions used in the MAPMIC selection, hybrid selection, capacity selection and SINR selection, respectively. Note that N ave may take the values of 52, 32, 16, . . ., as mentioned in Sect. 3.3.3. Table 6 shows the computational complexity for the four selections, where M t and M r are set to 2, L is set to 3, and the number of subcarriers N ave is set to 52, 32 and 16, respectively. Note again that we can reduce the number of subcarriers for averaging the received signal power, the correlation between received signals, the SINR and the capacity to 16 without any performance degradation (see Fig. 20 ). From Table 6 , we can see that the computational complexity of the MAPMIC selection, hybrid selection and capacity selection is around 7.1%, 29.4% and 25.6% of that of the SINR selection when N ave = 52 and is around 7.3%, 29.7% and 25.6% of that of the SINR selection when N ave = 16. The complexity of the MAPMIC selection thus is the smallest. The complexity of the hybrid selection is higher than that of the MAPMIC selection and capacity selection, but it is lower than that of the SINR selection. It should be noted the computational complexity needs L M r values of SINR for the SINR selection while it only needs 2 values of SINR for the hybrid selection. Furthermore, L M r values of capacity needs L M r calculations of the determinant and matrix multiplication. Therefore, the computational complexity of the SINR selection and capacity selection becomes huge quickly when L and M r get large while it does not happen for the hybrid selection. For instance, when M t = M r = 4, L = 3 and N ave = 52, the computational complexity of the hybrid selection, capacity selection and SINR selection is 268172, 501309 and 3925989, respectively. The computational complexity of the hybrid selection and capacity selection thus is 6.8% and 12.8%, respectively, which shows that the computational complexity of the hybrid selection is lower than that of the capacity selection and SINR selection.
Conclusions
In this paper, we have proposed two antenna selection methods for a MIMO-OFDM system with RF-switched polarization antenna elements at receiver side, taking into low computational complexity. To evaluate the performance of the system in a real environment, we have conducted a channel measurement campaign to obtain the channel impulse responses and used them as parameters when evaluating the performance.
The proposed MAPMIC selection method works effectively in the real environment and promises to decrease a great deal of computational complexity. The hybrid selection performs better than the MAPMIC selection but it also requires more computational complexity. There is a tradeoff between the performance and the computational complexity, therefore, the choice of the MAPMIC selection or hybrid selection depends on the requirement for better performance or lower computational complexity.
