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一般に全ての Web ページを収集することは不可能であり，Web クローラの開発者は目的
に応じた Web ページをより早く，より多く集めるためカスタマイズを施している．さらに



















目 次  
第 1 章 はじめに .............................................................................................................................. 6 
第 2 章 Web クローラ ..................................................................................................................... 8 
2. 1 Web クローラに求められる条件.................................................................................. 8 
2. 2 Web クローラの構成...................................................................................................... 9 
2. 3 まとめ ............................................................................................................................ 11 
第 3 章 Web クローラ設計の既存研究 ....................................................................................... 12 
3. 1 概要 ................................................................................................................................ 12 
3. 2 初期の Web クローラ設計........................................................................................... 12 
3. 3 高速性・スケーラビリティを意識したクローラデザイン .................................... 13 
3. 3. 1 Mercator[21].............................................................................................................. 13 
3. 3. 2 An Adaptive Model for Optimizing Performance of an Incremental Web 
Crawler[30] ............................................................................................................................... 13 
3. 3. 3 UbiCrawler[31] ......................................................................................................... 14 
3. 3. 4 Design and Implementation of a High-Performance Distributed Web 
Crawler[32] ............................................................................................................................... 14 
3. 3. 5 IRLbot[18] ................................................................................................................. 15 
3. 4 エンドユーザへのデータ提供を意識したデザイン ................................................ 16 
3. 4. 1 Stanford WebBase Components and Applications [19] ......................................... 16 
3. 4. 2 The Architecture and Implementation of an Extensible Web Crawler[16] ......... 17 
3. 5 Web ページの再収集を目的としたデザイン ............................................................ 18 
3. 5. 1 多周期的更新アクセスに適した二次記憶管理技法[25] ...................................... 18 
3. 6 まとめ ............................................................................................................................ 18 
第 4 章 パイプライン型 Web クローラの提案........................................................................... 21 
4. 1 要求条件 ........................................................................................................................ 21 
4. 2 提案手法 ........................................................................................................................ 21 
4. 3 まとめ ............................................................................................................................ 24 
4 
 
第 5 章 パイプライン型 Web クローラの実装........................................................................... 25 
5. 1 構成するモジュール .................................................................................................... 25 
5. 1. 1 URL フィルタ ........................................................................................................... 25 
5. 1. 2 名前解決 .................................................................................................................... 26 
5. 1. 3 robots.txt 処理 ........................................................................................................... 26 
5. 1. 4 URL 重複検出 ........................................................................................................... 27 
5. 1. 5 スケジューラ ............................................................................................................ 28 
5. 1. 6 ダウンローダ ............................................................................................................ 28 
5. 1. 7 HTML パーサ ........................................................................................................... 29 
5. 1. 8 ファイル出力 ............................................................................................................ 29 
5. 2 QueueLinker[41]との連結 ........................................................................................... 29 
5. 3 まとめ ............................................................................................................................ 29 
第 6 章 評価実験 ............................................................................................................................ 31 
6. 1 実験概要 ........................................................................................................................ 31 
6. 2 評価実験動作確認とパフォーマンステスト ............................................................ 32 
6. 2. 1 Web クローラの基本動作確認................................................................................ 32 
6. 2. 2 Web クローラの性能確認........................................................................................ 36 
6. 2. 3 現状の Web クローラの課題点............................................................................... 39 
6. 2. 4 仮想 Web サーバの課題点....................................................................................... 39 
6. 3 カスタマイズ性とストリームデータ提供に関する実験 ........................................ 41 
6. 3. 1 モジュールの変更 .................................................................................................... 41 
6. 3. 2 モジュールの追加 .................................................................................................... 42 
6. 3. 3 ユーザへの任意モジュール間データのストリーム送信 .................................... 43 
6. 4 Future Work .................................................................................................................. 44 
6. 5 まとめ ............................................................................................................................ 45 
第 7 章 おわりに ............................................................................................................................ 46 
付録 A プログラムの説明 ............................................................................................................ 52 












ある Web クローラは必要不可欠な存在となっている．それを受けて Apache Project の一つで
ある Lucene[5]とそのサブプロジェクトである Nutch[6]，Solr[7]， YaCy[8]のようなオープ
ンソースの Web クローラ・検索エンジンの開発が盛んであり，Web クローリングそのもの
を提供するサービス[9]も存在している． 
また，新たにインターネットを利用したサービスとして Social Networking Service(以下
SNS)が発達し，より多くのユーザに受け入れられている．SNS の 1 つである Twitter はユー
ザ層の幅広さだけでなく，その情報のリアルタイム性の高さが特に注目を集めている．例
えば 2011 年 3 月 11 日の東日本大震災時には，日本の各地域から多くの最新情報が Twitter
上で発信され，多くの Twitter ユーザが自分の望む情報を入手することができた． 
可能であれば，Web 全体が持つ莫大な情報と，Twitter に代表されるリアルタイム性を兼
ね備えた情報を，柔軟に収集し，活用できることが望ましい．ここでの柔軟さとは，収集
する Web ページの内容をフィルタリングする[10][11][12]，あるいは収集する Web ページの
優先順位を変更する[13][14]といったWebクローラのカスタマイズやストラテジーの変更が
容易であることを意味する．一方で Web クローラが収集した情報を利用するエンドユーザ







しかし，Nutch や Solr のオープンソースクローラはモジュール間の依存が強く，ストラ
テジーの変更や新たなモジュールを追加することが難しい設計となっている．また，80legs
によるサービス等は，集めたデータはファイルに纏められた後にユーザに提供され，
Streaming API 程のリアルタイム性は期待できない．2010 年に発表された Jonathan[16]らの設
計では，ユーザは任意の文字列によるフィルタ(正規表現も可能)をクローラに登録すること
でフィルタにマッチする Web ページのテキストをリアルタイムにエンドユーザに提供でき













本論文は以下の構成をとる．まず，第 2 章で Web クローラについて説明し，第 3 章で関
連研究について説明する．第 4 章で提案するパイプライン型 Web クローラの設計について
説明し，第 5 章で Web クローラの具体的な構成と実装について述べる．第 6 章で実験と結




第2章 Web クローラ 
Web クローラ(別名 Web Spider)は Web 上を巡回し，世界中に存在する Web 上のデータを
自動的に収集するプログラムを指す．本章では Web クローラに必要とされる条件，Web ク
ローラを構成する要素についてまとめる． 
2. 1 Web クローラに求められる条件 
クローラの１つの最大の目標は，ある瞬間に存在する Web 上のデータを全てダウンロー
ドして記録することである．実際にはネットワーク帯域，CPU，Memory, ディスク I/O とい
ったハードウェア面の制限に加え，動的に生成される Web ページも存在するため，Web 空
間全体のスナップショットを捉え保存することは不可能である．現実には， 
1. 可能な限り多くの Web ページを収集する 
2. より高速に Web ページを収集する 







要である．通常，politeness policy はどの Web ページにいつアクセスを試みるかをスケジュ
ーリングすることで実現される．また，各 Web サーバのドメイン直下に robots.txt が設定さ




ンジンを代表する Googlebot， Bingbot/MSNbot，Yetibot，Baiduspider といった全ての Web
クローラは RES に対応するように努めていると公式サポートページに記載している．また，
テキサス大学の Lee らによって作成された IRLBot[18]や，スタンフォード大学で作成された
WebBase[19]といった Web クローラはいずれも RES に対応しており，相手 Web サーバに対
する配慮に努めている． 
さて，実際には 2008 年７月時点で，1 兆を超える web ページが世界中には存在している
と報告されている[20]．日々変化を続ける莫大な量の Web ページを全て収集することは不可
能なので，望む Web データを優先的に収集できるように，様々な Web クローラが考案され
てきた．例えば下記に示すトピックに関する研究は特に盛んである． 
5. 望むコンテンツの Web ページを優先して収集する[10][11][12] 
6. 質の高いとされる Web ページを優先的に収集する[13][14] 




2. 2 Web クローラの構成 
Web クローラを構成する要素は様々なものがある．例えば 1998 年に発表された




図 1 基本的な WebCrawler の構成例 
図 1 に示すように，Web クローラは module1～module6 に示されたプロセスを繰り返し
処理するソフトウェアである．バッチ処理のように逐次処理をそれぞれのプロセスで実行
するのでなく，ストリーム処理として，それぞれの処理をパイプライン的に非同期に実行
することが可能である．図 1 の各 module の要素は以下の処理を担っている． 
module1. URL に対応した Web データをダウンロード 
module2. ダウンロードされたデータから新たな URL を抽出 
module3. 対象 URL をダウンロードしてよいかチェック 
module4. 既にクロール済みの URL を除去 
module5. 次にダウンロードすべき URL の決定 
module6. ダウンロードしたデータの保存 
また，より実用性の高いクローラを構成するために，上記の要素以外にも以下の機能を




















module9. 収集済み URL のデータ更新[24][25][26] 
module10. エンドユーザへのストリームデータの提供[16] 




の Web 上のマルウェアを検出したいのであれば，例えば Clam virus database[28]から公開さ
れているマルウェアのパターンにマッチした Web ページをモジュール 10 と組み合わせ，リ
アルタイムにマルウェアを解析するエンドユーザ，あるいはアプリケーションにデータを
提供すればよい． 
2. 3 まとめ 
本節では Web クローラに求められる条件と，Web クローラの構成を説明した．2. 1 節と
2. 2 節で示したように，柔軟なモジュールの変更・追加・削除が可能であり，エンドユーザ






という 2 つの条件を満たす Web クローラの設計を提案する． 
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第3章 Web クローラ設計の既存研究 
本章では，既存研究でどのような Web クローラが設計されてきたのかを分類し，まとめ
る． 
3. 1 概要 
2. 1 節で説明した通り，Web クローラは多くの条件を満たす必要がある．また，2. 2 節で
説明した通り，クローラは様々な観点からアプローチがなされ，開発されてきた．3. 2 節で
は初期の Web クローラについて触れ，3. 3 節では高速性とスケーラビリティに重点を置い
たクローラの構成について説明する．3. 4 節ではクローリングしたデータをどのようにして
エンドユーザに提供するかについての既存研究について説明し，3. 5 節では再クローリング
の設計について説明する．最後に 3. 6 節でまとめる． 
3. 2 初期の Web クローラ設計 
本節では，1994 年に提案された最初期の Web クローラの 1 つである The RBSE Spider[29]
について説明する． 
The RBSE Spider は幅優先探索法によってスケジューリングする方法，辿る深さを限定し
てスケジューリングする方法，Web ページを収集した後のインデックス作成方法，データ












3. 3. 1 Mercator[21] 
Mercatorとは，1999年にHeydonらによって実装されたWebクローラである．Mercator
は Worker スレッドがそれぞれ非同期に，並列に実行できることに大きな特徴がある．1







3. 3. 2 An Adaptive Model for Optimizing Performance of an 
Incremental Web Crawler[30] 
Edwards らによって提案された設計は IBM が開発した Web Fountain Crawler の設計に類
似している．Web Fountain Crawler は大きく 3 つのコンポーネントに分類できる． 
1. ダウンロードするコンポーネント(Ants) 




1 と 2 のコンポーネントに関しては非同期に分散実行が可能であり，高速且つスケールする
ように設計されている．またコンポーネント間のデータの受け渡しは MPI(Message Passing 
Interface)によってストリーム的に行われており，その点で本研究と類似している．しかし，




3. 3. 3 UbiCrawler[31] 
UbiCrawler は，Boldi らによって提案された Peer to Peer による分散クローラである．








3. 3. 4 Design and Implementation of a High-Performance 
Distributed Web Crawler[32] 
2002 年に Shkapenyuk らによって考案されたクローラで，本論文と非常に近い主旨を持




図 2 Shkapenyuk の Web クローラの設計図 
([32]Fifure.2:small crawler configuration を参考) 
名前解決，Web ページのダウンロードの 2 つのタスクを非同期に実行できる設計であり，
そのコンポーネント間のタスク伝達はメッセージによって行われる．また，ダウンロード
した Web ページのデータをエンドユーザアプリケーションへストリーム形式で提供できる
設計にもなっている．本提案手法と Shkapenyuk らの手法と大きく異なる点は，図 2 の Crawl 
Manager に該当する部分である．提案手法では Crawl Manager に該当する機能も完全にモジ
ュールが分離されており，メッセージによるタスク伝搬を徹底している．それに伴い，提
案手法は任意のモジュール間を流れるデータをエンドユーザにストリーム形式で容易に提
供できる．Crawl Manager に備わっている機能としては，どの Web ページをどのタイミング
でアクセスするかを決定するスケジューリング機能のモジュール，あるいは URL の重複チ
ェックモジュールといった Web クローラに欠かせない機能等が列挙される． 
3. 3. 5 IRLbot[18] 























でのクローリングでありながら，毎秒 1,789 ページと 1 台の計算機当たりでは最も高速な収
集を行っており，収集規模も 60 億と大規模である．ソフトウェアデザインというよりは，
各モジュールの機能説明にフォーカスしている． 





3. 4. 1 Stanford WebBase Components and Applications [19] 
Cho らは，Web を解析するためのツールとして WebBase を開発した．WebBase に含まれ









ほぼ線形にスケールしており，最大で 40 プロセス時に毎秒 6000 ページで収集している．
また，リポジトリから検索されたクエリに対応するデータをストリームとして流す際には，




3. 4. 2 The Architecture and Implementation of an Extens





















3. 5 Web ページの再収集を目的としたデザイン 
Web ページの再収集は，Web ページをできる限り新しい状態に保つために行われる．主
に検索エンジンに組み込まれるソフトウェアとしての Web クローラで行われる． 
3. 5. 1 多周期的更新アクセスに適した二次記憶管理技法[25] 
田村らの手法はWebページごとに独立して更新間隔の推定と再アクセスのスケジューリ
ングを行う．また，同一の Web サーバに属する Web ページに逐次にアクセスするために，
Web ページごとのアクセス間隔をもとに Web サーバごとへのアクセス間隔を決定する．エ
ンドユーザへはアーカイブとしてデータを提供できることを目標とした設計で，扱うデー
タがスケールするように設計されている． 
3. 6 まとめ 
本章では，これまでに Web クローラがどのようなことを考慮し，設計されてきたかをま
とめた．表 1 に，3. 3 節～3. 5 節で述べた既存研究と，本研究との比較をまとめる．表 1 中
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第4章 パイプライン型 Web クローラの提案 
本章では上記に挙げた項目を満たす Web クローラを作成するため，パイプライン型の処
理が可能な Web クローラを提案する．提案する Web クローラは全てのモジュールが完全独
立な設計であり，それぞれのタスクを非同期に実行することができる．タスクの伝搬は全
てメッセージによって行われる．4. 2 節では検証用に開発した Web クローラの設計につい
て説明する．本実験のために作成した Web クローラの実装に関しては第 5 章で説明する． 






4. 2 提案手法 
提案する Web クローラは，マルチスレッドプログラミングのデザインパターンのひとつ












セージの中身は，主に図 4 のメンバーを持つデータである. 本実験のモジュールで必要なデ
ータは URL, IP アドレス, Web データ(HTML or IMAGE)なので図 4 に示す StreamWebData と
いうデータ構造とした．この StreamWebData のデータ構造はあくまでも一例であり，目的
に応じて変更可能である.  
各モジュールに割り当てられたスレッドは図 5，図 6 で示すように，自分のタスクとし
て渡された StreamWebData から必要な情報を参照して処理をする．そして，処理した結果
を新たな StreamWebData’として次の接続先モジュールに伝搬させる方式を取る構成となっ
ている．例えば，Parser であれば StreamWebData の中から HTML データを抽出し，パーシ
ングを行う．そして，パーシングされた URL を新たな StreamWebData’として接続先のモジ
ュールに流す．また，重複除去モジュールであれば StreamWebData 中から URL を参照し，
既に巡回済みの URL であれば StreamWebData を破棄し，そうでなければ次のモジュールに
StreamWebData’としてそのまま流す．なお，モジュールの処理をマルチスレッドで行う際
には，図 6 中の Queue に関わる処理は全て同期するように構成する． 
 




Data 構造 : StreamWebData 
struct StreamWebData { 
   URL url;       // URL 
   byte[] ipaddress; // 対象 url の IP アドレス 
   String extension; //何のファイルかを示す拡張子 
   byte[] data;     // 対象 URL 先のデータ 
} 
図 4 ストリームで流れるデータ 
 
図 5 モジュールのタスク処理フローチャート 
Algorithm : 各モジュールの処理 
Queue<WebStreamData> inputQueue; // このモジュール内で処理すべきデータ 
Queue<WebStreamData> outputQueue; // 次のモジュールで処理すべきデータ 
While (true) { 
   WebStreamData data = inputQueue.take(); 
   WebStreamData nextWebStream = executeOwnJob(data); //自分のタスクを実行 
   followToNextNode(nextWebStream); // 次のノードへタスクを流す 
} 





























第5章 パイプライン型 Web クローラの実装 
本章では，提案する Web クローラの実装に関して記述する．なお，第 6 章の一部の評価
実験の際に，本章の 5. 1. 1 節～5. 1. 7 節で説明する一部のモジュールに関して機能変更を加
えて評価実験を行っている．実験の際のモジュールの変更に関する詳細は第 6 章にて適宜
記述する． 
5. 1 構成するモジュール 
本クローラを構成するモジュールは，(1) URL フィルタモジュール，(2) 名前解決モジュ
ール，(3) robots.txt 処理モジュール，(4) URL 重複削除モジュール，(5) スケジューラモジュ
ール，(6) ダウンローダモジュール，(7) HTML パーサモジュール，(8)ファイル出力モジュ
ールの 8 種類である．各モジュールは FIFO キューで環状に接続され，パイプライン効果で




を流す push 方式をとる．以下，各モジュールの機能について順に概要を述べる． 
5. 1. 1 URL フィルタ 
本モジュールでは RFC1738[23]に従わない不正な URL の除去と，存在しないトップレベ
ルドメインの URL を除去する．また，ユーザが明示的にクローリングの対象外に指定した
URL を検出し除去する．すなわち，モジュール 7 のパーサから流れてきた URL をチェック




5. 1. 2 名前解決 
本モジュールは，URL の名前解決，すなわち URL から IP アドレスへの変換を担う．DNS
サーバへの過剰な負荷を避けるために，一度名前解決した IP アドレスはローカルにキャッ
シュする．この DNS キャッシュには，トライ型データ構造である HAT-trie[24]を用いている．
HAT-trie は文字列検索用のデータ構造であり，我々は URL から IP アドレスを検索できるよ
う拡張している．図 7 に DNS モジュール内でのデータの流れを実線の矢印で示し，DNS キ
ャッシュに対する問い合わせを破線の矢印で示した． 
 
図 7 名前解決の流れ 
 
5. 1. 3 robots.txt 処理 
本モジュールは robots.txt[17]の記述を処理してクローリングの制御を行う．Web ページの
管理者は，クローラによるアクセスを制限あるいは許可するために，ホストのルートディ
レクトリに robots.txt を配置することができる．robots.txt には，ホスト内のディレクトリご
















理の流れを矢印で示し，分岐条件を併記した．対象 URL のクローリングが robots.txt で制限
されているなら，その URL を破棄し，許可されているなら次のモジュールへ送信すること
で管理者の意図に沿ったクローリングができる．robots.txt にサイトマップを記述すること
により Web クローラに URL の追加情報を与えることが可能であるが，本 Web クローラの
実装ではサイトマップは考慮に入れていない． 
 
図 8robots.txt の処理の流れ 
5. 1. 4 URL 重複検出 
ダウンロード済みの URL を再びダウンロードしないように URL の重複削除を行う．図
9 に URL 重複削除の流れを矢印で示し，重複削除の条件を併記した．本クローラでは高速
化のため，我々が過去に開発した手法[38]をもとに，LRU キャッシュと Bloom Filter を組み

























図 9URL 重複削除の流れ 
5. 1. 5 スケジューラ 
本モジュールは，我々が過去に提案した手法[39]を用いて構成される．我々のスケジュ
ーラはいくら巡回する URL 数が多くても，URL1 つに対するスケジュールに必要な計算量
は変わらない O(1)であるスケジューラを実装している．URL にはドメイン名が異なっても
IP が同じ場合が存在する．我々のモジュールは IP ごとに物理的にサーバが異なるものと判
断し，IP によるスケジューリングを行い，任意のアクセス間隔を保証できる．詳しくは論
文[39]を参照されたい 





















5. 1. 7 HTML パーサ 
ダウンロードした HTML 文書からリンク先の URL を抽出する．このとき，同時に head
タグ内の meta タグに記述可能な，クローラに対するアクセス許可指定も抽出することがで
きる．また，HTML 文書とともに画像ファイルの URL も抽出する設計となっている． 
5. 1. 8 ファイル出力 
本モジュールはダウンロードした HTML や画像などのデータをファイルに出力する．本








を定義することである．6. 3 節の実験では 5. 1 節で説明した個々のモジュールを実装し，
QueueLinker 上で Web クローラを動作させている．なお，今回の実験は分散環境下では行わ
れていない． 











本章では，第 4 章で提案したパイプライン型の Web クローラが 4. 1 節で掲げた要求条件
をクリアできるかを確認するために行った実験について説明する．6. 2 節の実験では提案す
るパイプライン型の Web クローラの動作確認と性能評価を，6. 3 節ではモジュールの追加・
変更・削除が可能なことの確認に加え，任意のモジュール間メッセージをエンドユーザへ
ストリームとして提供できることの確認を行っている． 
6. 1 実験概要 
実際の Web 空間は，新たな Web ページの出現・リンク構造の変化・Web ページのアッ
プデートといった変化が日々取り巻いている．しかし，いくつかの基本的な Web クローリ
ングのテストを行い結果の比較をする際には同じ Web 空間に対して Web クローリングのテ
ストを試行することが望ましい．そのため，6. 2 節の基本的な実験に際しては，WebGraph[40]
のプロジェクトで提供されているデータを基に仮想 Web 空間を 1 つの Web サーバ上に構築
した．表 2 に今回の実験で用いたデータセットを記し表 3 に Web サーバとして用いたマシ
ンのスペックを記載する．表 2 中の uk-2007-05 のデータセットは 2007 年 5 月時点のイギリ
スの Web 空間が記録されており，URL と Web のグラフ構造を取得することができる． 
表 2 実験データ 
Data Set URL Unique Domain link 
uk-2007-05 105,896,555 114,506 3,738,733,648 
 
表 3 実験環境 
 CPU メモリ 考慮事項 
実験環境 1 
Quad-Core Operation(tm) 






仮想 Web サーバを構築する際には，GNU libmicrohttpd[42]のライブラリを用いており，
実験環境 1 のマシン上で動作している．GNU libmicrohttpd は C++で記述されており，GNU 
libmicrohttpd が動作しているサーバに HTTP プロトコルによる通信を行うことができる．な
お，本実験ではルータによるボトルネックを回避するため，仮想 Web サーバに localhost と
してアクセスすることで Web クローリングテストを行っている．仮想 web サーバはアクセ
スされた URL に対し，その URL が持つリンク先一覧 URL を uk-2007-05 のグラフ構造に従
ってレスポンスするように構成されている． 
6. 2 評価実験動作確認とパフォーマンステスト 
6. 1 節で述べたように，本節の実験は uk-2007-05 のデータセットに基づいた仮想 Web 空
間に対して行う．本節では 2 パターンの簡単な実験結果を記載すると共に，本実験で用い
たクローラの特性と性能を説明する．また，今回の仮想 Web サーバの実験で解決できなか
った課題点についても 6. 2. 3 節と 6. 2. 4 で考察する． 
なお，今回の仮想 Web サーバをクローリングする実験では 5. 1. 3 節で記述した robots.txt
処理のモジュールに関しては何の処理もしないように変更を施してある． 
6. 2. 1 Web クローラの基本動作確認 
本節では提案したWebクローラの基本動作を確認するために行った実験について説明す
る．我々が過去に提案したスケジューリング手法[39]によって，同一 IP アドレスに対する
クローリング間隔を最低 30 秒間に設定した場合のクローリング結果を図 10～図 14 に示す．
各図は，それぞれ以下の対応となっている．なお，シードに用いたデータはアウトリンク
数が多かった 50 個の URL を使用している． 
図 10 クローリング経過時間とダウンロードした HTML の数の関係 
図 11 クローリング経過時間と検出したドメイン数の関係 
図 12 クローリング経過時間と平均ダウンロード速度[pages/s] 
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図 13 クローリング経過時間とスケジューラにストアされた URL 数の総和 




秒周期でダウンロードを試行していることが図 10 から確認できる．また，図 13 は多くの
URL は同一ドメインであるため，スケジューラの中でストアされる StreamWebData が増加


































6. 2. 2 Web クローラの性能確認 
本節では，実験で作成した Web クローラが高速且つスケールすることを確認するために
仮想 Web サーバに対して行った実験について説明する．6. 2. 1 節の実験では同一 IP アドレ
スに対して最短でも 30 秒間のアクセス間隔を保証して実験を行ったが，本節の実験では
50ms という時間を設定して実験を行っている．また，シードに使用する URL 数もアウトリ
ンク数の多い 10,000 の URL を使用している．これらの設定に変更したクローリング結果を
図 15～図 19 に示す．各図は，それぞれ以下の対応を示している． 
図 15 クローリング経過時間とダウンロードした HTML の数の関係 
図 16 クローリング経過時間と平均ダウンロード速度[pages/s] 
図 17  HTML のダウンロード速度[KBps] 
図 18 各モジュールにストアされている Queue のサイズ 
図 19 クローリング経過時間とスケジューラにストアされた URL 数の総和 
図 16 より，平均して 2000-3000[url/s]のペースでダウンロードができていることが分かる．
この値は IRLBot[18]のダウンロード速度と非常に近い値となっている．収集する URL の規
模やマシンの性能差から一概に述べることは言えないが，IRLBot に近いパフォーマンスを
期待できる．その際の HTML テキストのダウンロード速度は 12-14[MBps]程度となってい













図 15 クローリング経過時間とダウンロードした HTML の数の関係 
 
 
図 16 クローリング経過時間と平均ダウンロード速度[pages/s] 
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図 17 HTML のダウンロード速度[KBps] 
 
 





図 19 クローリング経過時間とスケジューラにストアされた URL 数の総和 
 






ョン処理に CPU 時間を大きく取られてしまい，性能が大幅に低下する可能性もある． 
6. 2. 4 仮想 Web サーバの課題点 





は対応しきれていない特殊文字が存在しており，全体で一億強ある Web ページ全ての URL
にアクセスできず，クローリングできる仮想 Web 空間が全体の 10%-15%程度縮小される現
象が課題として残っている．対応できていない特殊文字の対応を表 4 に記載する． 
 




文字 URLエンコード 文字 URLエンコード 文字 URLエンコード 文字 URLエンコード
バックスペース %08 ¥ %A5 À %C0 à %E0
タブ %09 | %A6 Á %C1 á %E1
改行(Line Feed) %0A § %A7 Â %C2 â %E2
復帰(Carr iage  Re tu rn ) %0D « %AB Ã %C3 ã %E3
スペース %20 ¬ %AC Ä %C4 ä %E4
! %21 ¯ %AD Å %C5 å %E5
"  	%22 º %B0 Æ %C6 æ %E6
# %23 ± %B1 Ç %C7 ç %E7
$ %24 ª %B2 È %C8 è %E8
% %25 ` 60% É %C9 é %E9
& %26 { %7B Ê %CA ê %EA
' %27 | %7C Ë %CB ë %EB
( %28 } %7D Ì %CC ì %EC
) %29 ~ %7E Í %CD í %ED
* %2A ¢ %A2 Î %CE î %EE
+ %2B £ %A3 Ï %CF ï %EF
, %2C ¥ %A5 Ð %D0 ð %F0
; %3B | %A6 Ñ %D1 ñ %F1
< %3C § %A7 Ò %D2 ò %F2
> %3E « %AB Ó %D3 ó %F3
[ %5B ¬ %AC Ô %D4 ô %F4
\ %5C ¯ %AD Õ %D5 õ %F5
] %5D º %B0 Ö %D6 ö %F6
^ %5E ± %B1 Ø %D8 ÷ %F7
_ I ª %B2 Ù %D9 ø %F8
` 0.6 , %B4 Ú %DA ù %F9
{ %7B µ %B5 Û %DB ú %FA
| %7C » %BB Ü %DC û %FB
} %7D ¼ %BC Ý %DD ü %FC
~ %7E ½ %BD Þ %DE ý %FD
¢ %A2 ¿ %BF ß %DF þ %FE
£ %A3 ÿ %FF
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6. 3 カスタマイズ性とストリームデータ提供に関する実験 





6. 3. 1 モジュールの変更 
本節では，モジュールの変更が容易であり，提案する Web クローラがソフトウェアアー
キテクチャの観点から粗な結合であることを確認するために行った実験について説明する．
なお，本実験でのモジュールの変更は 5. 1. 4 節で説明した重複削除の手法を変更している．
図 20 の紫色で示された部分が，重複削除モジュールを変更した様子を表している． 











図 20 重複削除モジュールのストラテジーの変更 




の Web サイトを優先して収集できるように，指定したワードを含んだ Web ページのみをフ
ィルタするモジュールを追加した．その様子を図 21 に示す．図 21 の赤色で示された矢印
はキューを介したモジュールの接続関係が変更された部分を示しており，紫色部分で示さ
れたモジュール 9 が実際に新たな追加されたモジュールである．モジュール 9 の Word Filter
は HTML テキストに指定されたワードが含まれていた場合のみ Parser にその HTML を通過
させるフィルタリング機能を持つモジュールである．本実験により，キューの接続関係を
変更することで，新たなモジュールの追加を行える設計となっていることを確認した．な
お，QueueLinker 上で moduleA,moduleB 間に新たな moduleC を挿入する際の疑似コードを図
22 に記載する．図 22 中の 6 行目の赤色で示されたコードを 7,8 行目に示された青色のコー
ドに変更するだけでキューの接続関係を変更することができるため，QueueLinker を用いた
際にはキューの接続関係をわずか数行で変更可能である． 





























図 21 指定したワードを含む Web ページをフィルタするモジュール 
Algorithm : 各モジュールの処理 
1. LogicalGraph graph;  //モジュールの接続関係を表すグラフ 
2. LogicalVertex moduleA; //モジュール A 
3. LogicalVertex moduleB; //モジュール B 
4. LogicalVertex moduleC; //追加するモジュール C  
5.  
6. Graph.addLogicalEdge(moduleA, moduleB); //接続関係 moduleA⇒moduleB 
7. Graph.addLogicalEdge(moduleA, moduleC); //接続関係 moduleA⇒moduleC 
8. Graph.addLogicaEdge(moduleC, moduleB); // 接続関係 moduleC⇒moduleB 
図 22 QueueLinker によるキューの接続関係定義 
6. 3. 3 ユーザへの任意モジュール間データのストリーム送信 
本節では，提案する Web クローラが任意のモジュール間のストリームをエンドユーザア
プリケーションに提供できることを確認するために行った実験について説明する．本実験
では 2 つのエンドユーザアプリケーションを想定した．1 つはドメイン名と IP アドレスの
対応表を作成する DNS 対応表のアプリケーション，1 つは Web 上の単語の出現頻度をカウ
ントする，単語出現頻度カウントのモジュールである． 
DNS対応表を作成するアプリケーションは名前解決モジュールの後から流れるストリー





































図 23 モジュール間を流れるストリームデータの利用 













































Web クローラを流れるストリーム形式のデータ構造を StreamWebData として定義したが，
JSON や XML 形式によって自由にデータを付加できる状態にしておいた方が，より柔軟な
Web クローラを作成することに結びつくことも考えられる． 
6. 5 まとめ 
本章では，6. 1 節にて実験概要について述べ，6. 2 節にて提案する Web クローラの動作
確認と性能評価を，6. 3 節では(1).モジュールの変更・追加が可能なこと (2).クローラのモ
ジュール間データを，リアルタイムストリームとして受信可能．という二点を満たしてい
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付録 A プログラムの説明 
本実験中で用いたプログラムの実行方法と簡潔な説明をここに記載する． 
 




I. cd /home/work/uchida/mhttdpd 
II. g++ -o dummyserv –O2 –L/usr/local/lib –lmicrohttpd mhttpd.cpp  
III.  export LD_LIBRARY_PATH=/usr/local/lib 
IV.  ./dummyserv18080(←ポート番号は自由に変更可能) 
 
3. 使用する URL, リンク先データ保存場所 




4. 仮想 Web サーバの対象 URL へ HTTP でアクセスする方法 
ex. http:// yama.info.waseda.ac.jp/index.html を仮想 Web サーバに登録した場合 
http://HOSTNAME:18080/yama.info.waseda.ac.jp/index.html にてアクセス可能 
 
5. Web クローラからアクセスする方法 
・module.download の Downloader クラス 
getOperation(URL url, FileType type) メソッドを変更 




実行例(HOST = mach.yama.info.waseda.ac.jp) 























Ⅱ Web クローラ 
リポジトリ： 
https://fs.yama.info.waseda.ac.jp/svn/repos/share/Crawler 
  ./conf/より各モジュールのオプションを設定可能 








・ 各 IP に対するアクセス間隔の設定が可能 
 file.properies.xml 
・ ファイル出力の可否を設定可能 























  HTML ダウンロード数，発見ホスト数，ダウンロード速度，各モジュールに蓄積された
キューのサイズ，使用メモリを監視可能 
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