ABSTRACT. The paper continues the study of one of the complex interpolation methods for families of finite-dimensional normed spaces {C n , II • liz} zEG ' where G is open and bounded in C k . The main result asserts that (under a mild assumption on the datum) the norm function (z, w) -+ IIwll; belongs to some anisotropic Sobolew class and is characterized by a nonlinear PDE of second order. The proof uses the duality theorem for the harmonic interpolation method (obtained earlier by the author). A new, simpler, proof of this duality relation is also presented in the paper.
INTRODUCTION
This paper is a continuation of [17, 19] . As in those papers, we study interpolation families of finite-dimensional normed spaces of the form {C n , 11·11 z} zEG ' where G is an open subset of C k • To set our results in perspective, we start with some historical comments.
The basis work of Coifman et al. [3] dealt with the case of G = the unit disc. Rochberg reinterpreted and expanded their results using a notion of curvature for complex Finsler bundles, due to Kobayashi [21] . He has shown, among other things (see Rochberg [12] , Rochberg and Weiss [13] ), that interpolation families [3] are characterized by a vanishing curvature condition which is a relation between second-order derivatives of f(z, w) = !lIwll;. If the norms are defined by inner product, i.e., Ilwll; = (Q(z)w, w), where Q(z) is an n x n matrix, z E G, the characterization takes the particularly simple form
8(Q(z)-18Q(z)) = O. Coifman has proposed the following generalization of this equation to higher dimensions:
One of the main results of [17, Theorem 6 .1] was a duality theorem for a class of complex interpolation methods. Specified to the harmonic interPolation case, it reads as follows.
Theorem 0.7. Let {C n , 1I·ll z } zEG be a harmonic interpolation family ofnormed spaces. Then the dual normed spaces {C n , 1·l z } zEG form a harmonic interpolation family.
In §2 we present a new, direct proof of this fact, considerably simpler than the general one given in [17, §2) . It is based on elementary analysis of quadratic forms, carried out in § 1.
The major part of the paper is devoted to the proof of regularity results, Theorems 0.10 and 0.11. Their setup is motivated by the following observation from [19, Corollary 2.11, Theorem 2.12).
Property 0.8. Let {C n , II . liz} zEG be a harmonic interpolation family, with G bounded. Assume that the boundary norms are uniformly convex and uniformly smooth, in the following sense: 2 2 2fc(W) + 2elhl ~ fc(w + h) + fc(w -h) ~ 2fc(w) + 2Klhl , 
. (x, y) E n x R n the Jacobian matrix of F at (x, y) is equal to the inverse of the Jacobian matrix of G at F(x, y).
Finally, the information on the dual complex Hessian is extracted from that on the real Hessian through an algebraic formalism described in §3.
DECOMPOSITION OF A SYMMETRIC BILINEAR FORM RELATIVE TO A PROJECTION
The essential part of the proof of duality for harmonic interpolation families relies on the following fact. 
Assume that m $ n and that for every ( For the proof (which is given at the end of this section) we have to relate the Hessian forms of u and v. To facilitate this, as well as other instances of dealing with Hessian forms, we introduce the notion of decomposition of a quadratic form, which we discuss first. Definition 1.2. (a) Let E, Z be finite-dimensional real vector spaces, n: E -+ Z an epimorphism, and b: E x E -+ R a symmetric bilinear form. Denote 
xEE, are independent of the choice of s satisfying (b) and
Proof. If a canonical decomposition (1.2) exists, we get by polarization b(
Hence, the condition Dw cD is necessary.
Its sufficiency will follow from parts (a) through (d). We assume Dw cD for the rest of the proof. 
, the form blW x W is nondegenerate and so dim N = dim E -dim W , and consequently N + TV = E . 
(d) Let (1.2) be a canonical decomposition of b and let DI = {xo E E: 
Furthermore, for every z E Z, s z is the unique critical point of the function
Proof. By Lemma 1.3(a), if Dw = (0) , then NnW == (0) and the uniqueness of s is obvious, namely
Fix z E Z and Xo E n-I(z). If we parametrize n-I(z) by x = Xo + w, The next observation, which follows directly from the last corollary, hints at a connection between Lemma 1.1 and the operation of projection defined above.
Remark 1.5. With E, Z , n, b as in Definition 1.2, assume, in addition, that the restriction of the form b to ker n is positive definite. Then (This is a reinterpretation of a well-known consequence of the implicit function theorem [17, ' one obtains (nb)(OEB~I' OEB~I) = 0, (nb)(OEBJ~I' OEBJ~I) = 0, which means that the Hermitian part of nb, which is equal to Hv by Remark 1.7, vanishes in the direction of 0 EB ~I E C k EB C n , as required.
In the second case, the subspace n(Nh n N a ) is equal to the graph of a C-linear map So: C k ~ C n • Since sin (Nh n N a ) is the inverse of a bijective Clinear map nlNh n Na (note that Nh n Na is a complex subspace), sln(Nh n N a )
is C-linear and of the form s( 
DUALITY FOR HARMONIC INTERPOLATION
In this section we give a new, direct proof of the duality theorem for the harmonic interpolation method, which has already been obtained as a special case of a more general duality result for a class of complex interpolation methods in [17 
Proof. We first prove the claim when u is C(2)-smooth and the slice functions W ~ u(z, ~" w), (z,~) E G x C n , are strongly convex. We use the following assertion. (Its proof is practically identical to that of Assertion 2, given below, and is omitted.)
Suppose that for a compact K c U n V and Is as above, In the remaining case there exist e-linear maps So and S as in Lemma 1.1; in particular, (1.1) holds. By the definition of P subh ' the function z ---+ u( z EElS z) is subharmonic, and so the form z ---+ Hu(z EEl Sz, z EEl Sz) has nonnegative trace. By (1.1), the form z ---+ Hv(z EEl Soz, z EEl Soz) has nonnegative trace (recall that Hv = Hess c v(zo' ~o))· Since Is E e(2) n P subh ' the form z ---+ Hfs (ZEEISoZ' zEEISoz) also has nonnegative trace (where Hfs = Hess c Is(zo' ~o)) . 
Consequently, z ---+ Hv+fs+l(z EEl
and so v E PS:bh(G X en), when u is smooth and strongly convex in w. To handle the case of general u, we need the next assertion.
Then there exist functions Us E (e oo n Psubh)(Gs X en x em), s = 1,2, ... , where
Assuming this, apply (2.4) to vs(z,~) = inf{us(z, ~, w): w E em} and obtain (2.5)
By the properties of Us and the special construction of ut5 , we get vs(z,~) "'. 
As for Assertion 2, the special form of the functions ut5 , 0 > 0, is not used in the proof (of the assertion), only the fact that each of them is bounded from below.
Let K s ' s = 1, 2, ... , be the standard, radically symmetric smooth nonnegative convolution kernels on Ck+n+m with decreasing supports, constructed as in Hayman and Kennedy [7, Theorem 3.8] . Seeing that function ut5 is, in particular, subharmonic in the usual sense on G x C n x C m [19, (1.6)], we get by [7, Theorem 3.8] 
4]).
In view of Definition 0.1, we have to prove that whenever ~ = f( z) is an analytic mapping, the function v(z) = qz(f(z)) is subharmonic. Clearly, this is equivalent to showing that for every harmonic function h(z) and every
is of class P subh and so, seeing that the multifunction z -W(z), where W(z) = {w E C n : pz(w) ~ I}, is harmonic (we have superinterpolation family), we get, by Definition 0.
Proof of Characterization 0.6. In view of the duality properties of subinterpolation and superinterpolation families, it is now clear that {C n , p z} zEG is a harmonic interpolation family if and only if it is a subinterpolation family and the dual spaces {C n , qz}zEG form a subinterpolation family. This observation reduces Characterization 0.6 to the next assertion. (Hess c f(z, w) 
The next proposition explains the role of Lemma 3.1 in the smooth case. Further computation yields 
Ho -H12H22 H21 = -H I2 (S -NS N)H 21 ·

CHARACTERIZATION OF HARMONIC INTERPOLATION FAMILIES IN TERMS OF SECOND-ORDER DERIVATIVES
We first characterize functions of class P subh in terms of their complex Hessian (Lemma 4.4) and then compute real and complex Hessians of the partial Fenchel conjugate (Lemma 4.6). From these two facts, Theorems 0.10 and 0.11 will follow quickly. (iii) the map
is a homeomorphism onto.
Proof (sketch). As is well known, (4.1) is equivalent to both functions y ---->
KlyI2-f(x,y) andy---->f(x,y)-elyI 2 being convex for (x,y) near (xo'Yo)'
Since a function in RN is convex if and only if its real Hessian is a matrixvalued distribution with positive semidefinite values, (i) holds; in particular, (4.6) This motivates the setup of the next lemma. We will use the following observations (presumably well known) in the proof of Lemma 4.4. 
Lemma 4.4. Let u(z, w) be a continuous function on U
is a nonnegative measure on U. By standard computations on test functions, distribution (4.9) is equal to the composition of the distribution 
.12) dm(x)+tr((H I2 u)(x)S+S (H 2I u)(x)+S (H 22 U)(X)S)
~ 0, a.e. dm.
Assume first that (H 22 U)(X)
is a nonsingular matrix for a.a. x (and so, positive definite a.e.); (4.12) is equivalent to Furthermore, ( 4.14) The proof is based on the next three propositions and Lemma 0.12, which play the role of chain rule in our context. 
where R(x) = (H 22 U)(X)-1/2(H 2I u)(x) + (H 22 u)(X)I/2S,
The proofs of Proposition 4.8 and Lemmas 4.9,4.10 are delayed to §5.
Proof of Lemma 4.6(a). It is well known that under the assumptions of Proposition 4.
By the assumptions and by Lemma 0.12, V' f E L~oc and D f E L~oc' Thus, the chain rule (4.18) is applicable and yields
Proceeding in like manner (or using the standard facts on the Fenchel conjugate), we get
In our notation the (distributional) Jacobian matrix of G is 
By ( 
the topology of distributions on n x Rn. In view of these observations and The remainder of this section is devoted to the proof of Lemma 0.12. First, we make some rather obvious observations. Remark 5.1. In the context of Lemma 0.12, the following integration by substitution formula is valid:
where w(x, y) is equal a.e. to the Jacobian determinant of G. The proof follows from the fact that the Jacobian matrix of G(x, y) = (x, Gx(Y)) has the block lower-triangular form relative to the decomposition Rk X R n , and the diagonal blocks are the identity matrix and the Jacobian matrix of the map y ~ Gx(Y): R n ~ R n • Thus, w(x, y) = J(Gx(Y)) a.e. Since G x: R n ~ R n is bi-Lipschitz, it is well known that where I, 0, B(x, y), C(x, y) are the blocks of (DG)(x, y), of sizes k x k, k x n, n x k ,and n x n ,respectively. Since G x is bi-Lipschitz (locally uniformly in x), C, C-I E L;:, and since B E L~c' by assumptions, (-C-I B) E L~c.
Proof of Lemma 4.13 (sketch). To make the argument more transparent, we will employ the specific structure of our maps G, F only at the end of the proof.
Thus, at the beginning we assume only that G is a homeomorphism of °1 onto Q, where °1, Q C R N , with the inverse F(v) = u. (Eventually, we will let
We assume also that the distributional Jacobian matrix is represented by a locally square-integrable matrix-valued function, denoted (DG)(u) , whose determinant w(u) is positive a.e. Assume further that w, w-I E L;:(QI) and that the formula 
holds for all g = (gl' ... , gN) E C;;"(Q). in order to prove this identity, we will first reduce it to a statement on G(·). We have to show that In a = 0, which we will do by constructing a sequence of smooth and exact forms ae(n) , with compact support in Q, so that the coefficient functions of ae(n) converge to those of a, in the weak-star topology of L1(Q) .. By writing down in the standard way each minor M ij , e(s) of Ae(s) as the sum of (N -I)! products, each consisting of N -1 factors, we represent each coefficient function of ue(s) (and parallely those of u) as a sum of some products. If we discount all those zero products which contain at least one of the zero entries of the k x n block of the matrix D[G(u)e(s)) (or DG(u» , the remaining products are of the following two kinds:
First kind contains at most one term a[G~(y)e(s))/axi' i = 1, ... , k, j = 1, ... , n, one term pp(x, y)e(s) , and several terms of the form a[G;(y)e(s))/aYj. Second kind is similar, but factor pp(x, y)e(s) is replaced by a p;(S) /aU q (U q = Xi or Yi) and factor u, is added.
We now claim that each such product in u is the limit, in the weak-star topology of L 1 (E) , of the corresponding products in Ue(s) , S = 1 , 2, .... The following observations make it clear.
(a) Since l -+ p uniformly on E and 8(l)/8u j -+ a p/au j in L2(E) , and by (5.12), we obtain that both To prove these is an exercise in the algebra of determinants. Q.E.D.
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