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Abstract
We study the smoothness property of a function f with absolutely convergent Fourier series, and give
best possible sufficient conditions in terms of its Fourier coefficients to ensure that f belongs either to one
of the Lipschitz classes Lip(α) and lip(α) for some 0 < α  1, or to one of the Zygmund classes Λ∗(1)
and λ∗(1). Our theorems generalize some of those by Boas [R.P. Boas Jr., Fourier series with positive
coefficients, J. Math. Anal. Appl. 17 (1967) 463–483] and one by Németh [J. Németh, Fourier series with
positive coefficients and generalized Lipschitz classes, Acta Sci. Math. (Szeged) 54 (1990) 291–304]. We
also prove a localized version of a theorem by Paley [R.E.A.C. Paley, On Fourier series with positive
coefficients, J. London Math. Soc. 7 (1932) 205–208] on the existence and continuity of the derivative of f .
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let {ck: k ∈ Z} be a sequence of complex numbers, in symbol: {ck} ⊂ C, such that∑
k∈Z
|ck| < ∞. (1.1)
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k∈Z
cke
ikx =: f (x) (1.2)
is the Fourier series of its sum f .
In this paper, we consider only periodic functions with period 2π . Let α > 0. We recall that
the Lipschitz class Lip(α) consists of all functions f for which∣∣f (x + h) − f (x)∣∣ C|h|α for all x and h,
where C is a constant depending only on f , but not on x and h; the little Lipschitz class lip(α)
consists of all functions f for which
lim
h→0 |h|
−α[f (x + h) − f (x)]= 0 uniformly in x.
Furthermore, the Zygmund class Λ∗(α) consists of all continuous functions f for which∣∣f (x + h) − 2f (x) + f (x − h)∣∣ C|h|α for all x and h,
where C is a constant depending only on f ; while the little Zygmund class λ∗(α) consists of all
continuous functions f for which
lim
h→0 |h|
−α[f (x + h) − 2f (x) + f (x − h)]= 0 uniformly in x.
It is well known (see, for example [3, Chapter 2] or [6, Chapter 2, §3]) that if f ∈ Lip(α)
for some α > 1, then f is a constant function; if f ∈ Λ∗(α) for some α > 2, then f is a linear
function, and due to periodicity, f is a constant function. Furthermore, we have
Λ∗(α) = Lip(α), λ∗(α) = lip(α) for 0 < α < 1,
Λ∗(1) ⊃ Lip(1), λ∗(1) ⊃ lip(1).
2. New results
Our first theorem is concerned with the Lipschitz class Lip(α), where 0 < α  1. It is a
generalization of [2, Theorems 1 and 2] and that of a particular case of [4, Theorem 3].
Theorem 1. If {ck} ⊂ C is such that∑
|k|n
|kck| = O
(
n1−α
)
, n = 1,2, . . . , (2.1)
for some 0 < α  1, then f ∈ Lip(α).
Conversely, let {ck} be a sequence of real numbers such that kck  0 for all k ∈ Z, in symbol:
{kck} ⊂ R+. If condition (1.1) is satisfied and the sum f in (1.2) belongs to Lip(α) for some
0 < α  1, then (2.1) holds.
We note that condition (2.1) holds for α = 1 if and only if∑
k∈Z
|kck| < ∞.
The counterpart of Theorem 1 for the little Lipschitz class lip(α) reads as follows.
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(2.1) is replaced by little ‘o’ and f ∈ Lip(α) is replaced by f ∈ lip(α).
Problem 1. How to find best possible condition(s) in terms of {ck} to ensure f ∈ lip(1)?
The next theorem is concerned with the Zygmund class Λ∗(1). It is a generalization of [2,
Theorem 3].
Theorem 3. If {ck} ⊂ C is such that∑
|k|>n
|ck| = O
(
n−1
)
, n = 1,2, . . . , (2.2)
then f ∈ Λ∗(1).
Conversely, let {ck} be a sequence of real numbers such that {kck} ⊂ R+. If condition (1.1) is
satisfied and the sum f in (1.2) belongs to Λ∗(1), then (2.2) holds.
The counterpart of Theorem 3 for the little Zygmund class λ∗(1) reads as follows.
Theorem 4. If {ck} ⊂ C is such that∑
|k|>n
|ck| = o
(
n−1
)
as n → ∞, (2.3)
then f ∈ λ∗(1).
Conversely, let {ck} be a sequence of real numbers such that {kck} ⊂ R+. If condition (1.1) is
satisfied and the sum f in (1.2) belongs to λ∗(1), then (2.3) holds.
Problem 2. How to find best possible conditions in terms of {ck} to ensure f ∈ Λ∗(α) or f ∈
λ∗(α) for some 1 < α  2?
Our last theorem is concerned with the existence and continuity of the derivative of the sum
f in (1.2). It is a generalization of [2, Theorem 5].
Theorem 5. If {ck} ⊂ C is such that condition (2.3) is satisfied, then the formally differentiated
series of the series in (1.2):
i
∑
k∈Z
kcke
ikx (2.4)
converges at a particular x if and only if f is differentiable at x.
Furthermore, the derivative function f ′ is continuous if and only if series (2.4) is uniformly
convergent.
According to Theorem 4, if {ck} ⊂ C is such that∑′
|k|>n
∣∣k−1ck∣∣= o(n−1) as n → ∞, (2.5)
where
∑′ means that the summation is taken over all k ∈ Z \ {0}, then we have
G(x) :=
∑′
k−1ckeikx ∈ λ∗(1). (2.6)k∈Z
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Corollary. Under condition (2.5), the formal derivative of the series in (2.6) converges at a
particular x if and only if G is differentiable at x.
Consequently, if∑′
k∈Z
cke
ikx (2.7)
is itself the Fourier series of an integrable function g, then series (2.7) converges a.e. In particu-
lar, if g is continuous and {kck} ⊂ R+, then series (2.7) converges everywhere and uniformly.
The above corollary may be considered to be a localized version of the following theorem of
Paley [5] (see also [1, Chapter 4, §2]), which says the following: If the Fourier coefficients
ak := 1
π
∫
T
f (x) cos kx dx, bk := 1
π
∫
T
f (x) sin kx dx, k = 0,1,2, . . . ,
of a continuous function f are nonnegative, then the Fourier series of f converges uniformly.
3. Auxiliary results
We shall need the following two auxiliary results.
Lemma 1. Let {ck: k = 1,2, . . .} ⊂ R+ with ∑ ck < ∞.
(i) If δ > β  0 and
n∑
k=1
kδck = O
(
nβ
)
, n = 1,2, . . . , (3.1)
then
∞∑
k=n
ck = O
(
nβ−δ
)
, n = 1,2, . . . . (3.2)
(ii) Conversely, if δ  β > 0 and (3.2) holds, then (3.1) also holds.
Comparing statements (i) and (ii) shows that in case δ > β > 0 conditions (3.1) and (3.2)
are equivalent. This equivalence was stated in [2, Lemma 1] without proof. For the reader’s
convenience and for the sake of the endpoint cases (that is, when β = 0 or δ = β , respectively),
we present a proof.
Proof. (i) By (3.1), there exists a constant C such that
sk :=
k∑
=1
δc Ckβ, k = 1,2, . . . . (3.3)
Let n 2. A summation by parts, while using (3.3), gives
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∞∑
k=n
ck =
∞∑
k=n
sk − sk−1
kδ
= − sn−1
nδ
+
∞∑
k=n
(
1
kδ
− 1
(k + 1)δ
)
sk

∞∑
k=n
δ
kδ+1
Ckβ  Cδ
∞∫
n−1
tβ−δ−1 dt = Cδ
δ − β (n − 1)
β−δ = O(nβ−δ), (3.4)
which is (3.2) to be proved.
(ii) By (3.2), there exists a constant C (different from that in part (i)) such that
rk :=
∞∑
=k
c  Ckβ−δ, k = 1,2, . . . . (3.5)
Again, a summation by parts, while using (3.5), gives
sn :=
n∑
k=1
kδck =
n∑
k=1
kδ(rk − rk+1) =
n∑
k=1
[
kδ − (k − 1)δ]rk − nδrn+1
 r1 + max
{
1,21−δ
} n∑
k=2
δkδ−1rk  r1 + max
{
1,21−δ
} n∑
k=2
δkδ−1Ckβ−δ
 r1 + Cδ max
{
1,21−δ
}
max
{ n∫
1
tβ−1 dt,
n+1∫
2
tβ−1 dt
}
 r1 + Cδ max
{
1,21−δ
} (n + 1)β
β
= O(nβ), (3.6)
which is (3.1) to be proved.
The proof of Lemma 1 is complete. 
Lemma 2. Let {ck: k = 1,2, . . .} ⊂ R+ with ∑ ck < ∞, and let δ > β > 0. Both statements in
Lemma 1 remain valid if the big ‘O’ is replaced by little ‘o’ in (3.1) and (3.2).
Proof. (i) By (3.1) with little ‘o’ in place of big ‘O’, for every ε > 0 there exists a natural number
k0 = k0(ε) such that
sk  εkβ whenever k > k0. (3.7)
Let n > k0. Analogously to (3.4), while using (3.7) in place of (3.3), we obtain
rn 
∞∑
k=n
δ
kδ+1
εkβ  εδ
δ − β (n − 1)
β−δ, n > k0.
Since ε > 0 is arbitrary, it follows that
rn :=
∞∑
k=n
ck = o
(
nβ−δ
)
as n → ∞,
which is (3.2) with little ‘o’ in place of big ‘O’.
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that
rk  εkβ−δ whenever k > k0. (3.8)
Analogously to (3.6), while using (3.8) in place of (3.5), we obtain
sn  εδ max
{
1,21−δ
} (n + 1)β
β
, n > k0.
Since ε > 0 is arbitrary, it follows that
sn :=
n∑
k=1
kδck = o
(
nβ
)
as n → ∞,
which is (3.1) with little ‘o’ in place of big ‘O’.
The proof of Lemma 2 is complete. 
4. Proofs of Theorems 1–5
Proof of Theorem 1. First, assume that (2.1) is satisfied for some 0 < α  1. By (1.1) and (1.2),
we estimate as follows:∣∣f (x + h) − f (x)∣∣= ∣∣∣∣∑
k∈Z
cke
ikx
(
eikh − 1)∣∣∣∣
{∑
|k|n
+
∑
|k|>n
}
|ck|
∣∣eikh − 1∣∣=: An + Bn,
(4.1)
say, where
n :=
[
1
|h|
]
, h 	= 0, (4.2)
and [·] means the integral part.
Using the inequality
∣∣eikh − 1∣∣= ∣∣∣∣2 sin kh2
∣∣∣∣ |kh|, k ∈ Z,
by (2.1) and (4.2), we find that
|An| |h|
∑
|k|n
|kck| = |h|O
(
n1−α
)= O(|h|α). (4.3)
On the other hand, by (4.2) and Lemma 1 (applied with β := 1 − α and δ := 1), we have
|Bn| 2
∑
|k|>n
|ck| = 2O
(
n−α
)= O(|h|α). (4.4)
Combining (4.1), (4.3) and (4.4) yields f ∈ Lip(α). This proves the first statement in Theorem 1.
Conversely, assume that {kck} ⊂ R+, condition (1.1) is satisfied, and f ∈ Lip(α) for some
0 < α  1. Then there exists a constant C = C(f ) such that
∣∣f (x) − f (0)∣∣= ∣∣∣∣∑ ck(eikx − 1)
∣∣∣∣ Cxα, x > 0.k∈Z
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k∈Z
ck sinkx
∣∣∣∣ Cxα, x > 0. (4.5)
By uniform convergence (due to (1.1)), the series ∑ ck sinkx can be integrated term by term on
any interval (0, h), where it is enough to assume that h > 0. As a result, we obtain∣∣∣∣∑′
k∈Z
ck
k
2 sin2
kh
2
∣∣∣∣=
∣∣∣∣∑′
k∈Z
ck
1 − coskh
k
∣∣∣∣C hα+1α + 1 , h > 0. (4.6)
Taking into account the well-known inequality
sin t  2
π
t, 0 t  2
π
, (4.7)
and the fact that kck  0 for all k ∈ Z, by (4.6) we conclude that
2
∑
|k|n
kck
h2
π2
 2
∑′
k∈Z
ck
k
sin2
kh
2
 C h
α+1
α + 1 , h > 0, (4.8)
where n is defined in (4.2). From (4.2) and (4.8) it follows that∑
|k|n
kck 
Cπ2
2(α + 1)h
α−1 = O(n1−α). (4.9)
This proves the second statement in Theorem 1.
The proof of Theorem 1 is complete. 
Proof of Theorem 2. It goes essentially along the same lines as the proof of Theorem 1. We
recall that this time 0 < α < 1.
By (2.1) with little ‘o’ in place of big ‘O’, for every ε > 0 there exists n0 = n0(ε) such that∑
|k|n
|kck| εn1−α whenever n > n0. (4.10)
Again, we begin with estimate (4.1). It follows from (4.2) and (4.10) that
|An| |h|εn1−α  ε|h|α, n > n0
(cf. (4.3)). Since ε > 0 is arbitrary, we conclude that
|An| = o
(|h|α) as n → ∞. (4.11)
On the other hand, by virtue of Lemma 2 and (4.2), we find that
|Bn| 2
∑
|k|>n
|ck| = o
(
n−α
)= o(|h|α) as n → ∞ (4.12)
(cf. (4.4)). Combining (4.1), (4.11) and (4.12) yields f ∈ lip(α). This proves the first statement
in Theorem 2.
Conversely, assume that {kck} ⊂ R+, condition (1.1) is satisfied, and f ∈ lip(α) for some
0 < α < 1. Analogously to (4.5), this time for every ε > 0 there exists h0 = h0(ε) > 0 such that∣∣∣∣∑ ck sinkx
∣∣∣∣ εxα whenever 0 < x < h0.
k∈Z
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2
∑
|k|n
kck
h2
π2

∣∣∣∣∑′
k∈Z
ck
k
2 sin2
kh
2
∣∣∣∣ ε hα+1α + 1 , 0 < h < h0, (4.13)
where n is defined in (4.2). From (4.2) and (4.13) it follows that
∑
|k|n
kck 
επ2
2(α + 1)h
α−1  επ
2
2(α + 1)n
1−α whenever n > 1
h0
(cf. (4.9)). Since ε > 0 is arbitrary, we conclude that∑
|k|n
kck = o
(
n1−α
)
as n → ∞,
which is the second statement in Theorem 2.
The proof of Theorem 2 is complete. 
Proof of Theorem 3. First, assume that condition (2.2) is satisfied. By (1.2), we have
∣∣f (x + h) − 2f (x) + f (x − h)∣∣ {∑
|k|n
+
∑
|k|>n
}
|ck|
∣∣eikh − 2 + e−ikh∣∣=: An + Bn,
(4.14)
say, where n is defined in (4.2) (these An, Bn are different from those which occur in the proofs
of Theorems 1 and 2). Using the inequality
∣∣eikh − 2 + e−ikh∣∣= 4 sin2 kh
2
 k2h2,
Lemma 1 (applied for δ = 2 and β = 1), as well as (2.2) and (4.2) yield
|An| h2
∑
|k|n
k2|ck| = h2O(n) = O(h). (4.15)
On the other hand, by (2.2) and (4.2), we find that
|Bn| 4
∑
|k|>n
|ck| = O
(
n−1
)
. (4.16)
Combining (4.14)–(4.16) gives f ∈ Λ∗(1). This proves the first statement in Theorem 3.
Second, assume that {kck} ⊂ R+, condition (1.1) is satisfied and the sum f in (1.2) belongs
to Λ∗(1). Let h > 0, then by (1.2) we may write that∣∣f (x + h) − 2f (x) + f (x − h)∣∣= ∣∣∣∣∑
k∈Z
cke
ikx(2 coskh − 2)
∣∣∣∣Ch,
where C is a constant depending only on f . Taking only the imaginary part of the series between
the absolute value bars, we even have that∣∣∣∣∑ ck sin kx(2 coskh − 2)
∣∣∣∣ Ch. (4.17)
k∈Z
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may be integrated term by term with respect to x on the interval (0, h), h > 0. As a result, we
obtain∣∣∣∣∑′
k∈Z
ck
1 − coskh
k
(2 coskh − 2)
∣∣∣∣Ch22 , h > 0.
Since kck  0 for all k ∈ Z, it follows that
2
∑′
k∈Z
ck
(1 − coskh)2
k
= 8
∑′
k∈Z
ck
k
sin4
kh
2
 Ch
2
2
.
By (4.2) and (4.7), we conclude that
∑
|k|n
k3ck 
Cπ4
16
h−2 = O(n2).
Applying Lemma 1 (with δ = 3 and β = 2) gives (2.2). This proves the second statement in
Theorem 3.
The proof of Theorem 3 is complete. 
Proof of Theorem 4. It goes essentially along the same lines as the proof of Theorem 3, while
we use Lemma 2 instead of Lemma 1. We do not enter into details. 
Proof of Theorem 5. Part 1. Let h 	= 0. By (1.2), we have
f (x + h) − f (x) =
∑
k∈Z
cke
ikx
(
eikh − 1)=: Ah + iBh, (4.18)
say, where
Ah :=
∑
k∈Z
cke
ikx(coskh − 1) and Bh :=
∑
k∈Z
cke
ikx sin kh.
Let n be defined in (4.2), then we estimate as follows:
|Ah|
∑
k∈Z
|ck| sin2 kh2 
∑
|k|n
|ck|k
2h2
4
+ 2
∑
|k|>n
|ck|.
By (2.3) and Lemma 2, we conclude that
|Ah| h
2
4
o(n) + o
(
1
n
)
= o(h) as h → 0. (4.19)
Next, we estimate Bh as follows:
Bh = −
∑
|k|n
cke
ikx(kh − sin kh) +
∑
|k|n
khcke
ikx +
∑
|k|>n
cke
ikx sin kh
=: B(1)h + B(2)h + B(3)h , (4.20)
say. Using the well-known inequality that
|t − sin t | |t |
3
, |t | π ,6 2
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∣∣B(1)h ∣∣ |h|36
∑
|k|n
∣∣k3ck∣∣= |h|36 O
(
n2
)= o(h). (4.21)
Furthermore, by (2.3) and (4.2), we have∣∣B(3)h ∣∣ ∑
|k|n
|ck| = o
(
n−1
)= o(h). (4.22)
Combining (4.18)–(4.22) yields
f (x + h) − f (x)
h
= i
∑
|k|[1/|h|]
kcke
ikx + o(1) as h → 0, (4.23)
where the little o(1)-term is independent of x. Now, it is clear that f is differentiable at x if and
only if the series in (2.4) is convergent; and if this is the case, then the derivative f ′ at x equals
the sum of series (2.4). This proves the first statement in Theorem 5.
Part 2. Assume that the derivative f ′(x) exists and continuous at every x. By the mean value
theorem, it follows that the limit of the difference quotient on the left-hand side of (4.23) is
uniformly convergent in x as h → 0. Consequently the series on the right-hand side of (4.23)
is also uniformly convergent in x as h → 0 (due to the fact that the little o(1)-term in (4.23) is
independent of x, as we have observed above).
The converse statement is trivial. Indeed, if the convergence of series (2.4 ) is uniform in x,
then its sum, which equals f ′(x) as we have seen above, is continuous. This proves the second
statement in Theorem 5.
The proof of Theorem 5 is complete. 
References
[1] N.K. Bary, A Treatise on Trigonometric Series, Pergamon, Oxford, 1964.
[2] R.P. Boas Jr., Fourier series with positive coefficients, J. Math. Anal. Appl. 17 (1967) 463–483.
[3] R. DeVore, G.G. Lorentz, Constructive Approximation, Springer, Berlin, 1993.
[4] J. Németh, Fourier series with positive coefficients and generalized Lipschitz classes, Acta Sci. Math. (Szeged) 54
(1990) 291–304.
[5] R.E.A.C. Paley, On Fourier series with positive coefficients, J. London Math. Soc. 7 (1932) 205–208.
[6] A. Zygmund, Trigonometric Series, vol. 1, Cambridge Univ. Press, UK, 1959.
