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In this paper we present a Lagrangian method that allows the physical degree of
freedom count for any Lagrangian system without having to perform neither Dirac
nor covariant canonical analyses. The essence of our method is to establish a map
between the relevant Lagrangian parameters of the current approach and the Hamil-
tonian parameters that enter in the formula for the counting of the physical degrees
of freedom as is given in Dirac’s method. Once the map is obtained, the usual Hamil-
tonian formula for the counting can be expressed in terms of Lagrangian parameters
only and therefore we can remain in the Lagrangian side without having to go to
the Hamiltonian one. Using the map it is also possible to count the number of first
and second-class constraints within the Lagrangian formalism only. For the sake of
completeness, the geometric structure underlying the current approach–developed for
systems with a finite number of degrees of freedom–is uncovered with the help of the
covariant canonical formalism. Finally, the method is illustrated in several examples,
including the relativistic free particle.
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I. INTRODUCTION
To analyze singular Lagrangian systems from the Hamiltonian viewpoint there exists a
powerful and well-established approach known as Dirac’s method1,2 (see also Refs. 3 and
4). This method spoils some desirable features of the theory under study, such as explicit
general covariance, for instance. A way to avoid this fact is to perform the analysis of the
system in the framework of the covariant canonical formalism.5 As is clear, both approaches
have advantages and disadvantages and they complement to each other.
Nevertheless, as practitioners of both approaches we feel that sometimes we need “some-
thing in between” these two approaches, something that be practical enough (as Dirac’s
method) but Lagrangian. Something that leads to the right counting of the physical degrees
of freedom in the Lagrangian framework but without having to handle all the geometry
involved in the covariant canonical formalism. As far as we know, there is not any approach
of this kind reported in the literature.
In this paper we report an approach of this kind and, in this sense, we think that we fill
out a gap present in the literature of Hamiltonian and Lagrangian systems.
As is well-known, gauge systems (in Dirac’s terminology) are particular cases of singular
Lagrangian systems. Any Lagrangian formula for the counting of the physical local degrees
of freedom must deal with this kind of systems. The formula we report below does it. Our
work is just a mixing of ideas previously reported in the literature on the subject, but the
formula for the counting is new. It had not been reported before.
(i) The first idea involved in our approach is just the handling of the gauge symmetries in
the Lagrangian framework, an issue that goes back to Noether’s theorem obviously6 (see also
Refs. 3, 7, and 8 for the purposes of the present paper). Because of this, Section II contains
a summary of Noether’s theorem for uncovering the gauge symmetries of the Lagrangian
equations of motion with the goal of fixing the notation employed in the rest of the paper
too. The details of this construction are contained in the Appendix A. Applications of this
procedure can already be found in Refs. 9 and 10.
(ii) The second idea involved in the analysis consists in choosing the relevant Lagrangian
parameters.
With ingredients (i) and (ii) at hand, a Lagrangian formula to count the number of the
physical local degrees of freedom is cooked, and it is reported in Section III, which includes
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the main result of this paper. It is worth mentioning that an attempt for the formula was
reported in Ref. 11 for systems having irreducible first-class constraints only. This is quite
restrictive and excludes systems with all kind of constraints from the Hamiltonian viewpoint
(reducible constraints, second-class constraints, etc.)
The idea to get the formula reported in Section III is very simple: it lies in relating the
relevant parameters of the Lagrangian and Hamiltonian approaches employing two results
proved in Appendix B. With this relationship between the Lagrangian and Hamiltonian
parameters, the formula for the counting of the physical degrees of freedom–known from
Dirac’s method–can be expressed in terms of the Lagrangian parameters only. With this
Lagrangian formula for the counting we can stay in the Lagrangian framework without
having to perform the Hamiltonian analysis of the system and to know the physical content
of the theory under study from the Lagrangian perspective only. As a bonus, and due to the
fact we know the relationship between the Lagrangian and Hamiltonian parameters we can
count the number of first- and second-class constraints if we were interested in performing
Dirac’s analysis.
Section IV contains an illustration of the procedure developed in Sect. III. The appli-
cations include point particle systems and the relativistic free particle. The last example
shows how this procedure works in the case where the gauge symmetry is associated with
reparametrization invariance, giving the right counting. We also count the physical degrees
of freedom of systems that violate the Dirac’s conjecture, this is reported in the Appendix
C.
Section V is devoted to uncover the geometrical content of the approach through the
covariant canonical formalism. All the examples discussed in the Section IV are also analyzed
in this framework in order to make further clarifications.
Finally, our conclusions are collected in Section VI.
II. ALGORITHM TO UNCOVER THE LAGRANGIAN GAUGE
SYMMETRIES
In this section we follow the notation and convention of Refs. 7 and 8 and we present a
summary of their approach (see also Refs. 4 and 12 for a generic discussion on the Lagrangian
and Hamiltonian formalisms). The relevance–for the present paper–of the material contained
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in this section is to analyze how the evolution of the variational derivatives is related to the
so-called Lagrangian constraints and the gauge identities.
So, let us begin with the Lagrangian action principle for a system described with N
degrees of freedom qi, i = 1, . . . , N , that label the points of the configuration space C. The
motion of the system is described by the curve that makes the action
S[qi] =
∫ t2
t1
L(q, q˙)dt, i = 1, . . . , N, (1)
stationary under arbitrary functional variations δqi(t) that vanish at the end points t1 and
t2, δq
i(t1) = 0 = δq
i(t2).
The action principle leads to the Euler-Lagrange equations of motion
E0i = 0, i = 1, . . . , N, (2)
where
E0i :=
d
dt
(
∂L
∂q˙i
)
−
∂L
∂qi
≡ W 0ij(q, q˙)q¨
j +K0i (q, q˙), (3)
is minus the “variational derivative”.4 Also
W 0ij(q, q˙) :=
∂2L
∂q˙i∂q˙j
, K0i (q, q˙) :=
∂2L
∂q˙i∂qj
q˙j −
∂L
∂qi
. (4)
The superscript “0” in E0i , W
0
ij , and K
0
i is introduced because the form of (3) will system-
atically appear in the approach we are ready to describe and “0” means that (3) comes
just from the definition of the variational derivatives and there is not time evolution at this
stage. The system of equations (2) falls into three categories:
(a)W 0 = 0, K0 6= 0,
(b)W 0 6= 0, K0 = 0,
(c)W 0 6= 0, K0 6= 0, (5)
where W 0 =
(
W 0ij
)
, K0 = (K0i ), and E
0 = (E0i ). In the case (a) the system of equations (2)
is of first-order in the time derivative.
The singular case is characterized by the vanishing of the determinant of the Hessian
matrix W 0. Therefore, Rank W 0 = N −R′1 where R
′
1 is the number of linearly independent
left (right) null vectors λa1(q, q˙) = (λ
i
a1
) of W 0
λia1(q, q˙)W
0
ij(q, q˙) = 0, a1 = 1, . . . , R
′
1. (6)
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The left null vectors are linearly independent with the understanding that all q’s and q˙’s are
treated as independent variables.
The procedure we are ready to describe involves a finite number of steps only in the cases
(a) and (c) (K0 6= 0) whereas in the case (b) (K0 = 0) the procedure begins and ends at
step “0,” and in this sense is “trivial.”
Step 0. Contracting (3) with each one of the null vectors λa1(q, q˙), we get in the cases
(a) and (c)
λia1E
0
i = λ
i
a1
(q, q˙)K0i (q, q˙), (7)
while in the case (b) we have K0 = 0 from the very beginning and so, instead of (7), we have
λia1E
0
i = 0. (8)
Notice that these relations among the E0i hold “off-shell,” they are named gauge identities.
The number of gauge identities is equal to the number of independent null vectors of W 0
(the action for the relativistic free particle analyzed in SubSection IVD is an example of the
case (b) and so of (8)).
More generally, gauge identities are relations among the E0i and their time derivatives
only that hold “off-shell.” The name comes from the fact that relations of this type are
related to the gauge transformations of the q′s (this is explained later in this section).
Let us now say some words about relations (7). Because of the presence of K0i (q, q˙),
(7) are not gauge identities generically. Nevertheless, it might happen–depending on the
specific form of λia1 and K
0
i (q, q˙)–that some combinations of these relations might lead to
some gauge identities (an example of this fact is given in SubSection IVB). Let us denote
by g0 the number of gauge identities coming from (7).
On the other hand, “on-shell” (i.e., assuming that (2) holds) the LHS of (7) vanishes and
this implies
λia1(q, q˙)K
0
i (q, q˙) = 0, (9)
which are equations among the q′s and q˙′s only. They are named Lagrangian constraints.
The number of Lagrangian constraints is equal to the number of independent null vectors
of W 0, which is R′1. Nevertheless, not all the Lagrangian constraints in (9) are functionally
independent to each other. Let us denote the independent ones by
ψa¯1 (q, q˙) = 0, a¯1 = 1, . . . , R
′
1 − g0. (10)
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Therefore, in opposition to gauge identities, Lagrangian constraints hold “on-shell” whereas
gauge identities hold “off-shell.” End of step 0.
Step 1. In the case (b) we do nothing because no Lagrangian constraints arose at step
0. In the cases (a) and (c) we have to handle all the Lagrangian constraints that might
have been arisen at step 0. The method demands that all the independent Lagrangian
constraints (10) must be preserved under time evolution, i.e., the time evolution of the
independent Lagrangian constraints must vanish too
d
dt
ψa¯1 =
∂ψa¯1
∂q˙i
q¨i +
∂ψa¯1
∂qi
q˙i = 0. (11)
These equations must be added to Eqs. (2), and they are arranged as
E1i1 :=

 E0i
d
dt
ψa¯1

 = 0, i1 = 1, . . . , N +R′1 − g0, (12)
with
E1i1 =W
1
i1j
q¨j +K1i1(q, q˙). (13)
Obviously, W 1ij = W
0
ij, W
1
N+a¯1,j
=
∂ψa¯1
∂q˙j
, K1i = K
0
i , and K
1
N+a¯1
=
∂ψa¯1
∂qi
q˙i. Due to the fact
K1 6= 0 we are now either in the case (a) or (c) described above. We again apply the same
procedure, namely, we find the left null vectors of W 1 and look for the gauge identities and
Lagrangian constraints that come from (13). In the generic case, at step 1 we get g1 new
gauge identities and new Lagrangian constraints, ψa¯2 (q, q˙) = 0 different from those of the
step 0.
Step 2. We have to add to E1i1 = 0 the evolution of the Lagrangian constraints found at
step 1, d
dt
ψa¯2 = 0, to build E
2
i2
and so on.
The procedure ends at a some finite step either because no new Lagrangian constraints
emerge or because only new gauge identities arise. Along the procedure we have to restrict
the analysis to the surface defined by the Lagrangian constraints. This is important because
the rank of the matrices W ’s might change leading to a different set of left null vectors.
At the end, we get g0 + g1 + . . . = g gauge identities and l Lagrangian constraints. As we
already mentioned, the gauge identities are related to the gauge transformations of the q’s.
This is explained in what follows.
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The gauge identities, that we already get at the k-th step, have the general structure (see
Appendix A for its derivation)
Gk
gk
:=
k∑
s=0
ds
dts
(
M (k)
i
sE
0
i
)
= 0, (14)
where gk = 1, . . . , gk andM
(k)i
s are specific functions of q’s and their time derivatives defined
by the theory we are dealing with. It is worth noting that time derivatives in (14) are not of
arbitrary order and are limited by the step number, k, at which the gauge identity belongs.
In particular the maximum order that can appear in the whole set of gauge identities is the
number of step at which the procedure ends.
In this way we exhaust all possible independent relations between variational derivatives and
time derivatives of variational derivatives that vanish “off-shell” and, because the converse
of the Noether’s theorem,6 we can find a generating set of gauge transformations in the sense
described in Ref. 4. Let us go into details and multiply (14) by arbitrary functions of time,
ε(k). Using the product rule for derivatives as many times as necessary, we arrive to the
expression
k∑
s=0
[
(−1)s
dsε(k)
dts
M (k)
i
s
]
E0i −
d
dt
B(k) = 0, (15)
where B(k) is in general a function of ε(k), the coordinates and time derivatives thereof. By
the converse of Noether construction6 (see also Refs. 13 and 14) these are Noether identities
and, because of that, (14) sign the gauge invariance of the theory. Therefore the contribution
of this step to the gauge transformation at fixed time is
δεq
i(k) =
k∑
s=0
(−1)s
dsε(k)
dts
M (k)
i
s. (16)
Because the iterative procedure described above leads to g gauge identities of the form (14)
and for each one we get Noether’s identities of the form (15), a generating set of the gauge
transformation of the Lagrangian action is
δεq
i =
g∑
α=1
δεq
i(kα) =
g∑
α=1
kα∑
s=0
(−1)s
dsε(kα)
dts
M (kα)
i
s . (17)
For each gauge identity appears a relation of the form (16) with an arbitrary function of
time ε(k). Therefore the total number of arbitrary functions in the gauge transformation
(17) is g. This observation will be fundamental in Section III.
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Before ending this section, let us make some remarks:
(1) It was explicitly shown in Ref. 7 that the Lagrangian action is invariant under the
transformation (17), a fact that is not surprising because of the converse of Noether’s
theorem.6
(2) The procedure described above generates gauge transformations at fixed time and
from these we can get information for the physical degree of freedom count as we will see
later in this paper.
III. PHYSICAL DEGREE OF FREEDOM COUNT
It was shown in Ref. 15 that the number of degrees of freedom in the Hamiltonian for-
malism is that of the Lagrangian formalism. Therefore we will obtain from the Hamiltonian
formalism all the information necessary to make the counting in the Lagrangian formalism
and present a closed expression which contains data coming from the Lagrangian procedure
only (see also Ref. 16).
Let us denote the number of first-class constraints by N1, the number of second-class
constraints by N2 and the number of primary first-class constraints by N
(p)
1 . We will relate
the quantities N1, N2, N
(p)
1 with those coming from the current Lagrangian procedure. To
get an insight about it, let us recall that in the Hamiltonian and the Lagrangian approaches
the number of primary Hamiltonian constraints and the number of primary Lagrangian
constraints plus gauge identities at level zero, respectively, are equal to Rank W 0. As a
next step in both procedures, we evolve the constraints until no new information emerges.
Then, it is natural to think that the number of relations we get in both processes are equal.
Thus, the total number of Hamiltonian constraints must be equal to the total number of
Lagrangian constraints l plus the number of gauge identities g, i.e.,
N1 +N2 = l + g. (18)
As another fact, the gauge invariance of the Lagrangian theory is represented by the gauge
parameters ε’s. Since at any given time we can choose arbitrarily any value for the gauge
parameters and its time derivatives, it is pointed out that the gauge generators of the
Hamiltonian theory (the first-class constraints) must be related to the gauge parameters
and its time derivatives. In fact, if the total number of gauge parameters plus its successive
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derivatives is denoted by e, we have that
N1 = e. (19)
Combining (18) and (19), we get
N2 = l + g − e, (20)
and the classical Hamiltonian formula for the physical degree of freedom count becomes
= N −N1 −
1
2
N2
= N − e−
1
2
(l + g − e)
≡ N −
1
2
(l + g + e) . (21)
In order to proof the previous insight, we need the following two results:
Result 1. The total number of arbitrary independent functions of time (g) appearing in
the Lagrangian form of the gauge transformation law is equal to the number of first-class
primary constraints, i.e,
N
(p)
1 = g. (22)
Result 2. The total number of “effective” gauge parameters (e) is equal to the to-
tal number of first-class constraints, where by “effective” it is understood that we count
independently the gauge parameters and its successive time derivatives, i.e,
N1 = e. (23)
The proof of the results 1 and 2 can be found in the Appendix B. The proof is close in
form to the one reported in Refs. 4 and 11 for first-class systems but now it is generalized
to include all kind of systems.
To continue, we recall a result contained in the theorem 2 of Ref. 17, which states that
if l is the total number of independent Lagrangian constraints and the total number of
independent Hamiltonian constraints is N1 +N2, then
l = N1 +N2 −N
(p)
1 . (24)
Combining this fact with (22) and (23), we obtain
N2 = l +N
(p)
1 −N1 ≡ l + g − e. (25)
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Finally, the number of physical degrees of freedom is
N −N1 −
1
2
N2 = N − e−
1
2
(l + g − e) = N −
1
2
(l + g + e) , (26)
in agreement with the insight (21).
IV. EXAMPLES
We now illustrate the theoretical framework developed in Section III.
A. An example of the case (a)
Let us consider the system reported in Ref. 18 and defined by the Lagrangian
L(qi, q˙i) = q˙1q2 − q˙2q1 − (q1 − q2)q3. (27)
1. Getting the gauge identities and the Lagrangian constraints:
We have
E0 =


2q˙2 + q3
−2q˙1 − q3
q1 − q2

 =W 0


q¨1
q¨2
q¨3

+K0 = K0. (28)
Because of W 0 = 0 we are in the case (a) and the left null vectors of W 0 are trivial, i.e.,
λ1 = (1, 0, 0) , λ2 = (0, 1, 0) , λ3 = (0, 0, 1) . (29)
Therefore, the contraction of (28) with the null vectors (29) gives
E0 = K0, (30)
which is the original relation (28). These relations are independent among themselves and
we do not have gauge identities step 0.
Now, from (30) and E0 = 0 we get
K0 = 0. (31)
Because the components of K0 are independent among themselves, we get the constraints
ψ := K0 = 0. (32)
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Therefore, at step 0 we get no gauge identities, g0 = 0, and three constraints (32), l0 = 3.
Step 1. The constraints (32) must be preserved under time evolution, so we have to add
ψ˙ = 0 to the equations of motion E0 = 0, and again look for the left null vectors
E1 =

 E0
d
dt
ψ

 =


2q˙2 + q3
−2q˙1 − q3
q1 − q2
2q¨2 + q˙3
−2q¨1 − q˙3
q˙1 − q˙2


, (33)
and rewrite it as
E1 =W 1


q¨1
q¨2
q¨3

 +K1
=


0 0 0
0 0 0
0 0 0
0 2 0
−2 0 0
0 0 0




q¨1
q¨2
q¨3

+


2q˙2 + q3
−2q˙1 − q3
q1 − q2
q˙3
−q˙3
q˙1 − q˙2


. (34)
The left null vectors of W 1 are
λ1 = (1, 0, 0, 0, 0, 0) , λ2 = (0, 1, 0, 0, 0, 0) ,
λ3 = (0, 0, 1, 0, 0, 0) , λ4 = (0, 0, 0, 0, 0, 1) . (35)
The first three vectors are those of (29) but augmented by 3 zeros and the contraction of E1
with them gives again (30). λ4 is a new left null vector and its contraction with E
1 gives
d
dt
ψ3 = q˙
1 − q˙2, (36)
where ψ3 is the third component of ψ. Now, using (30) and (32), we rewrite ψ3 as ψ3 = E
0
3
and the RHS of (36) as q˙1 − q˙2 = −1
2
E02 −
1
2
E01 and therefore (36) acquires the form
G11 :=
d
dt
E03 +
1
2
E01 +
1
2
E02 = 0. (37)
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Because (37) holds off-shell, it corresponds to a genuine gauge identity. Therefore, the
method stops here, at step 1, which involves one gauge identity (37), g1 = 1, and no
Lagrangian constraints, l1 = 0.
2. Local gauge symmetries:
The gauge symmetries come from the gauge identities. Therefore, multiplying (37) by an
arbitrary function of time ε and rewriting it, we get the Noether’s identity
ε
2
E01 +
ε
2
E02 − ε˙E
0
3 +
d
dt
(
εE03
)
= 0, (38)
and, from inspection, we can directly read the gauge transformation
δεq
1 =
ε
2
, δεq
2 =
ε
2
, δεq
3 = −ε˙, (39)
which involves the parameter ε as well as its time derivative ε˙, i.e. two effective gauge
parameters.
3. Degree of freedom count:
In summary, we have l = l0 + l1 = 3 + 0 = 3 independent Lagrangian constraints,
g = g0 + g1 = 0 + 1 = 1 gauge identities, and e = 2 effective gauge parameters (ε and ε˙).
Using the expression (26), the number of physical degrees of freedom is
3−
1
2
(3 + 1 + 2) = 0. (40)
Furthermore, we can get information about the Hamiltonian analysis without having to
perform it. For instance, from (19) and (20) the number of first-class constraints is N1 =
e ≡ 2 and the number of second-class constraints is N2 = l+g−e ≡ 2, which is in agreement
with the Hamiltonian analysis reported in Ref. 18.
B. An example where gauge identities emerge from the very beginning
Let us start with the Lagrangian
L(qi, q˙i) = (q˙1 + q˙2)q3 +
1
2
(
q˙3
)2
. (41)
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1. Lagrangian analysis:
We have (qi) = (q1, q2, q3) as coordinates for the configuration space. The variational
derivatives associated with (41) are
E0 =


q˙3
q˙3
q¨3 − q˙1 − q˙2

 ≡W 0


q¨1
q¨2
q¨3

 +K0, (42)
with
W 0 =


0 0 0
0 0 0
0 0 1

 , K0 =


q˙3
q˙3
−q˙1 − q˙2

 . (43)
A basis for the left null vectors of W 0 is given by
λ1 = (1, 0, 0) , λ2 = (0, 1, 0) . (44)
The contraction of (42) with the null vectors leads to
E01 = q˙
3, E02 = q˙
3. (45)
Even though λ1 and λ2 are linearly independent, the contractions in (45) are not functionally
independent. From (45) we get
G0 := E01 −E
0
2 = 0, (46)
which holds off-shell and thus it corresponds to a genuine gauge identity.
Now, from (45) and E0 = 0 (on-shell) we get
q˙3 = 0, q˙3 = 0, (47)
implying just one independent constraint
ψ1 := q˙
3 = 0. (48)
End of step 0, which involves g0 = 1 gauge identity (46) and l0 = 1 Lagrangian constraint
(48).
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Step 1. The constraint (48) must be preserved under time evolution, ψ˙1 = 0, and we have
to add this equation to the equations of motion E = 0. By doing this, we get
E1 =

 E0
d
dt
ψ1

 =


q˙3
q˙3
q¨3 − q˙1 − q˙2
q¨3

 (49)
=W 1


q¨1
q¨2
q¨3

 +K1, (50)
with
W 1 =


0 0 0
0 0 0
0 0 1
0 0 1

 , K
1 =


q˙3
q˙3
−q˙1 − q˙2
0

 . (51)
A basis for the left null vectors of W 1 is
λ1 = (1, 0, 0, 0), λ2 = (0, 1, 0, 0), λ3 = (0, 0,−1, 1). (52)
The first two vectors are those of (44) augmented by one zero and their contraction with E1
gives again (45). On the other hand, λ3 is a new left null vector and its contraction with E
1
gives
− E03 +
d
dt
ψ1 = q˙
1 + q˙2. (53)
This relation is not a gauge identity. Therefore, imposing E1 = 0 (not just E0), we get the
Lagrangian constraint
ψ2 := q˙
1 + q˙2 = 0. (54)
End of step 1, which includes g1 = 0 gauge identities and l1 = 1 Lagrangian constraint (54).
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Step 2. We have to add ψ˙2 = 0 to E
1 = 0
E2 =


E0
d
dt
ψ1
d
dt
ψ2

 =


q˙3
q˙3
q¨3 − q˙1 − q˙2
q¨3
q¨1 + q¨2


(55)
=W 2


q¨1
q¨2
q¨3

 +K2, (56)
where
W 2 =


0 0 0
0 0 0
0 0 1
0 0 1
1 1 0


, K2 =


q˙3
q˙3
−q˙1 − q˙2
0
0


. (57)
A basis for the left null vectors of W 2
λ1 = (1, 0, 0, 0, 0) , λ2 = (0, 1, 0, 0, 0) , λ3 = (0, 0,−1, 1, 0) . (58)
All vectors are those of (52) augmented by zeros and their contraction with E2 gives again
(45) and (53). Therefore, the procedure ends at step 2, which includes g2 = 0 gauge identities
and l2 = 0 Lagrangian constraints.
Now we use the gauge identities to get the gauge transformations. The product of (46)
with an arbitrary function of time ε(t) gives the Noether’s identity
εE01 − εE
0
2 = 0. (59)
By inspection, we can read the gauge transformation
δεq
1 = ε, δεq
2 = −ε, δεq
3 = 0. (60)
Notice that just ε (and not ε˙) is involved in the gauge transformation, i.e., there is one
effective gauge parameter ε .
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In summary, we have 2 independent Lagrangian constraints (l = l0+l1+l2 = 1+1+0 = 2),
1 gauge identity (g = g0 + g1 + g2 = 1 + 0 + 0 = 1) and e = 1 effective gauge parameter.
Using the expression (26), the number of physical degrees of freedom is
3−
1
2
(2 + 1 + 1) = 1. (61)
Moreover (19) and (20) indicate that in the Hamiltonian analysis we must get N1 = e ≡ 1
first-class constraints and N2 = l+ g− e ≡ 2 second-class constraints. This is indeed so and
it is explained in what follows.
2. Hamiltonian analysis:
Dirac’s method calls for the definition of the momenta (pi) canonically conjugate to the
configuration variables (qi). Therefore, from (41)
p1 :=
∂L
∂q˙1
= q3, p2 :=
∂L
∂q˙2
= q3, p3 :=
∂L
∂q˙3
= q˙3, (62)
which imply the primary constraints
φ1 = p1 − q
3 ≈ 0, φ2 = p2 − q
3 ≈ 0. (63)
The primary Hamiltonian is H0 =
1
2
p23 and then the total Hamiltonian is
HT = H0 + µ1φ1 + µ2φ2, (64)
where µ1 and µ2 are Lagrange multipliers. The evolution of the primary constraints, φ˙1 =
{φ1, HT} ≈ 0 and φ˙2 = {φ2, HT} ≈ 0, implies the secondary constraint
χ := −p3 ≈ 0. (65)
The evolution of the secondary constraints, χ˙ = {χ,HT} ≈ 0, implies the relation between
the Lagrange multipliers −µ1 − µ2 ≈ 0. Therefore, no more constraints arise and Dirac’s
procedure calls for the classification of the constraints. It turns out that Ω(1) = −φ1 + φ2
is first-class and that there are two second-class constraints, for instance φ1 and χ, in fully
agreement with the prediction of the previous Lagrangian analysis. Furthermore, H0 is
first-class because χ is second-class.
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C. An example involving a high order gauge transformation
We would like to illustrate the procedure in a theory of first order with gauge transforma-
tions of second order. Let us consider the system described by the first order Lagrangian11
L =
1
2
[(
q˙2 − eq
1
)2
+
(
q˙3 − q2
)2]
. (66)
The variational derivatives associated with (66) are
E01 :=
d
dt
(
∂L
∂q˙1
)
−
∂L
∂q1
= eq
1
(
q˙2 − eq
1
)
, (67a)
E02 :=
d
dt
(
∂L
∂q˙2
)
−
∂L
∂q2
= q¨2 − q˙1eq
1
+ q˙3 − q2, (67b)
E03 :=
d
dt
(
∂L
∂q˙3
)
−
∂L
∂q3
= q¨3 − q˙2. (67c)
Step 0: We can rewrite (67) as
E0 = W 0


q¨1
q¨2
q¨3

+K0, (68)
with
W 0 =


0 0 0
0 1 0
0 0 1

 , K0 =


eq
1
(
q˙2 − eq
1
)
−q˙1eq
1
+ q˙3 − q2
−q˙2

 . (69)
A basis for the left null vectors of W 0 is given by
λ1 = (1, 0, 0) . (70)
The contraction of (68) with the null vector leads to
E01 = e
q1
(
q˙2 − eq
1
)
, (71)
which “on-shell”(E0 = 0) turns out to be the Lagrangian constraint
ψ1 := e
q1
(
q˙2 − eq
1
)
= 0. (72)
End of step 0, which involves g0 = 0 gauge identities and l0 = 1 Lagrangian constraint (72).
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Step 1: The constraint (72) must be preserved under time evolution, ψ˙1 = 0, and we have
to add this equation to the equation of motion E0 = 0. By doing this we get
E1 =

 E0
d
dt
ψ1

 ≡W 1


q¨1
q¨2
q¨3

 +K1, (73)
where
W 1 =


0 0 0
0 1 0
0 0 1
0 eq
1
0

 , K
1 =


eq
1
(
q˙2 − eq
1
)
−q˙1eq
1
+ q˙3 − q2
−q˙2
eq
1
(
q˙1q˙2 − 2q˙1eq
1
)


. (74)
A basis for the left null vectors of W 1 is
λ1 = (1, 0, 0, 0) , λ2 =
(
0,−1, 0, e−q
1
)
. (75)
The first vector is that of (70) augmented by one zero and its contraction with E1 gives
again (71). On the other hand, λ2 is a new left null vector and its contraction with E
1 gives
− E02 + e
−q1 d
dt
ψ1 = q˙
1
(
q˙2 − eq
1
)
− q˙3 + q2. (76)
This relation is not a gauge identity. Therefore, imposing E1 = 0 (not just E0 = 0) and
ψ1 = 0 from (72), we get the Lagrangian constraint
ψ2 := −q˙
3 + q2 = 0. (77)
End of step 1, which includes g1 = 0 gauge identities and l1 = 1 Lagrangian constraint (77).
Step 2: We have to add ψ˙2 = 0 to E
1 = 0
E2 =


E0
d
dt
ψ1
d
dt
ψ2

 ≡W 2


q¨1
q¨2
q¨3

 +K2, (78)
where
W 2 =


0 0 0
0 1 0
0 0 1
0 eq
1
0
0 0 −1


, K2 =


eq
1
(
q˙2 − eq
1
)
−q˙1eq
1
+ q˙3 − q2
−q˙2
eq
1
(
q˙1q˙2 − 2q˙1eq
1
)
q˙2


. (79)
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A basis for the left null vectors of W 2
λ1 = (1, 0, 0, 0, 0) , λ2 =
(
0,−1, 0, e−q
1
, 0
)
, λ3 = (0, 0,−1, 0,−1) . (80)
The first two vectors are those of (75) augmented by one zero and their contraction with E2
gives again (71) and (76). On the other hand, λ3 is a new left null vector and its contraction
with E2 gives
− E03 −
d
dt
ψ2 = 0. (81)
Using (71) and (72), we rewrite ψ1 as ψ1 = E
0
1 . Additionally from (76), (77) and (71) we
can rewrite ψ2 as ψ2 = −E
0
2 + e
−q1 d
dt
E01 − q˙
1e−q
1
E01 . Therefore (81) acquires the form
G2 := E03 +
d
dt
(
−E02 + e
−q1 d
dt
E01 − q˙
1e−q
1
E01
)
= 0. (82)
Rewriting it leads to
G2 := e−q
1 d2
dt2
E01 − 2q˙
1e−q
1 d
dt
E01 −
d
dt
E02
− q¨1e−q
1
E01 + (q˙
1)2e−q
1
E01 + E
0
3 = 0. (83)
Because (83) holds off-shell, it corresponds to a genuine gauge identity. Notice (83) has
the general structure (14) depicted in Section II. Therefore the method ends here, at step
2, which involves one gauge identity (83), g2 = 1, and no Lagrangian constraints, l2 = 0.
Now we use the gauge identity to get the gauge transformation. Multiplying (83) with an
arbitrary function of time ε(t) and rewriting the resulting expression gives the Noether’s
identity
(
e−q
1
ε¨
)
E01 + (ε˙)E
0
2 + (ε)E
0
3 −
d
dt
[
εq˙1e−q
1
E01 + εE
0
2
+ε˙e−q
1
E01 − εe
−q1 d
dt
E01
]
= 0. (84)
Notice also that (84) has the structure (15) depicted in Section II. By inspection, we can
read the gauge transformation
δεq
1 = e−q
1
ε¨, δεq
2 = ε˙, δεq
3 = ε. (85)
Notice that ε, ε˙ and ε¨ are involved in the gauge transformation. Therefore the number of
effective parameters is e = 3.
Finally, we have 2 independent Lagrangian constraints (l = l0 + l1 + l2 = 1 + 1 + 0 = 2),
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1 gauge identity (g = g0 + g1 + g2 = 0 + 0 + 1 = 1) and e = 3 effective parameters. Using
expression (26), the number of physical degrees of freedom is
3−
1
2
(2 + 1 + 3) = 0. (86)
Moreover, (19) and (20) indicate that in the Hamiltonian analysis we must get N1 = e = 3
first-class constraints and N2 = l + g − e = 0 second-class constraints, a fact that will be
verified below.
It is worth noting that the order of the gauge identity always is less or equal to the numbers
of steps in the Lagrangian analysis and so it is not arbitrary.
The variation of the Lagrangian (66) under transformations (85) is
δεL = 0. (87)
Finally, it is worth mentioning that the gauge identity (83) agrees with the one found
in Ref. 19. Nevertheless, in Ref. 19 it was obtained from the knowledge of the gauge
transformation of the Hamiltonian analysis. Here, in opposition, we generate this gauge
identity from the Lagrangian formalism only and then we find the gauge transformation
(85), avoiding the Hamiltonian analysis.
Hamiltonian analysis
For the sake of completeness, and in order to compare the previous Lagrangian approach
with the Dirac’s Hamiltonian formalism, we review here the Hamiltonian analysis of the
Lagrangian (66), which was originally reported in Ref. 11.
Dirac’s method calls for the definition of the momenta (pi) canonically conjugate to the
configuration variables (qi). Therefore, from (66)
p1 :=
∂L
∂q˙1
= 0, p2 :=
∂L
∂q˙2
= q˙2 − eq
1
, p3 :=
∂L
∂q˙3
= q˙3 − q2, (88)
which imply the primary constraint
φ1 = p1 ≈ 0. (89)
The primary Hamiltonian is
H0 =
1
2
(
p22 + p
2
3
)
+ eq
1
p2 + q
2p3, (90)
and then the total Hamiltonian is
HT = H0 + µφ1, (91)
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where µ is a Lagrange multiplier. The evolution of the primary constraint, φ˙1 = {φ1, HT} ≈
0, implies the secondary constraint
φ2 := e
q1p2 ≈ 0, (92)
and the evolution of the secondary constraint, φ˙2 = {φ2, HT} ≈ 0, implies a new secondary
constraint
φ3 := e
q1p3 ≈ 0. (93)
Finally, the evolution of φ3 does not generate a new constraint and the method ends here.
Now, Dirac’s procedure calls for the classification of the constraints. It turns out that the
nontrivial components of the constraint algebra are
{φ1, φ2} = −φ2, {φ1, φ3} = −φ3, {φ2, φ3} = 0. (94)
Therefore, all constraints are first-class (N1 = 3, N2 = 0), in fully agreement with the
prediction of the previous Lagrangian analysis. Furthermore,
H0 =
1
2
(
e−2q
1
φ22 + e
−2q1φ23
)
+ φ2 + e
−q1q2φ3 (95)
is first-class because it is a combination of first-class quantities.
D. An example of the case (b): the relativistic free particle
A Lagrangian action that describes the motion of a relativistic free particle in Minkowski
space-time (R4, η) is
S[xµ] = −mc
∫ r2
r1
√
−ηµν
dxµ(r)
dr
dxν(r)
dr
dr, (96)
where r is the evolution parameter, η = ηµνdx
µdxν is the Minkowski metric with (ηµν) =
diag(−1, 1, 1, 1), xµ are Minkowski coordinates. This action is generally covariant under
reparametrizations of the world line that do not change its orientation, namely
r′ = f(r), x′
µ
(r′) = xµ(r), (97)
with df(r)
dr
> 0.
21
In this case, we have
E0α = mc
{
−
(
x˙β x˙β
)
x¨α + x˙α
(
x˙β x¨
β
)
(−ηµν x˙µx˙ν)3/2
}
= W 0αβx¨
β +K0α, (98)
with
W 0αβ =
mc
(−ηµν x˙µx˙ν)
3/2
(−ηµν x˙
µx˙νηαβ + x˙αx˙β) ,
K0α = 0. (99)
Therefore, this means that we are in the case (b). The Hessian matrix W 0 has just one left
null vector given by
λ = (x˙β) (100)
The contraction of λ with (98) leads to the gauge identity
G0 := x˙αE0α = 0. (101)
As we already explained, there is no way to get Lagrangian constraints in the case (b).
The more we can get is gauge identities and we already have all of them. Therefore, the
procedure stops here, at step “0”. It is expected that the gauge identity (101) is related to
the gauge symmetry of the action (97) and, in fact, this is so by multiplying this equation
with −δr to get
(−x˙αδr)Eα = 0, (102)
from which,
δgaugex
α = −x˙αδr, (103)
that, together with r′ = r + δr, is the infinitesimal version of (97).
For the physical degree of freedom count we have no Lagrangian constraints (l = 0), 1
gauge identity (g = 1) and one effective parameter (e = 1). Thus, the expression (26) gives
4−
1
2
(0 + 1 + 1) = 3. (104)
The Hamiltonian counterpart yields N1 = 1 first-class constraints and N2 = 0 second-class
constraints. This shows the consistency of both procedures.
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E. An example of the case (c): the relativistic free particle
An equivalent Lagrangian action that describes the motion of a relativistic free particle
in the Minkowski space-time is given by
S[xµ, λ] =
∫ [
1
4λ
x˙µx˙νηµν − λm
2c2
]
dr. (105)
This action is invariant under reparametrizations of the world line
r′ = f(r), x′
µ
(r′) = xµ(r), λ′(r′) =
dr
dr′
λ(r). (106)
The variational derivatives are
E0α :=
d
dr
(
∂L
∂x˙α
)
−
∂L
∂xα
=
1
2λ
x¨α −
λ˙
2λ2
x˙α,
E0λ :=
d
dr
(
∂L
∂λ˙
)
−
∂L
∂λ
=
1
4λ2
x˙αx˙α +m
2c2. (107)
Therefore
E0 :=

 E0α
E0λ

 =W 0

 x¨α
λ¨

+K0, (108)
with
W 0 =

 12λI4X4 0
0 0

 , K0 =

 − λ˙2λ2 x˙α
1
4λ2
x˙αx˙α +m
2c2

 . (109)
This means that we are in the case (c). The Hessian matrix has just one left null vector
Λ1 = (0, 0, 0, 0, 1) . (110)
The contraction of Λ1 with (108) gives
E0λ = K
0
λ. (111)
This is not a gauge identity. From (111) and E0 = 0, we get the constraint
ψ0 := K
0
λ = 0. (112)
End of step 0, which includes g0 = 0 gauge identities and l0 = 1 Lagrangian constraint (112).
Step 1. Adding ψ˙0 = 0 to E
0 = 0 we get
E1 :=

 E0
d
dr
ψ0

 =

 E01
2λ2
x˙αx¨α −
λ˙
2λ3
x˙αx˙α

 (113)
= W 1

 x¨α
λ¨

 +K1, (114)
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with
W 1 =


1
2λ
I4X4 0
0 0
x˙α
2λ2
0

 , K0 =


− λ˙
2λ2
x˙α
1
4λ2
x˙αx˙α +m
2c2
− λ˙
2λ3
x˙αx˙α

 . (115)
The matrix W 1 has two left null vectors
λ2 = (0, 0, 0, 0, 1, 0) , λ3 = (−x˙
α/λ, 0, 1) . (116)
λ2 corresponds to Λ1 augmented by one zero and its use gives again (111). On the other
hand, the contraction of λ3 with E
1 leads to
G1 := −
x˙α
λ
E0α +
d
dr
ψ0 = 0. (117)
Using (111) and (112) we rewrite ψ0 as ψ0 = E
0
λ and therefore (117) is a gauge identity
G1 := −
x˙α
λ
E0α +
d
dr
E0λ = 0. (118)
End of step 1, which involves g1 = 1 gauge identities and l1 = 0 Lagrangian constraints.
Multiplying (118) by an arbitrary function ε(r) and rewriting we get the Noether’s iden-
tity
−
εx˙α
λ
E0α − ε˙E
0
λ +
d
dr
[
εE0λ
]
= 0, (119)
from which it is possible to read the gauge transformation
δgaugex
α = −
εx˙α
λ
, δgaugeλ = −ε˙. (120)
Without loss of generality we can take ε := λδr , and then the gauge transformation looks
like
δgaugex
α = −x˙αδr, δgaugeλ = −
d
dr
(λδr) , (121)
which, together with r′ = r+ δr, is the infinitesimal version of (106). Notice that the gauge
transformation involves δr and its time derivative.
In summary, we have N = 5 configuration variables (xα, λ), l = l0 + l1 = 1 + 0 = 1
Lagrangian constraint (112), g = g0+g1 = 0+1 = 1 gauge identity (118) and e = 2 effective
parameters (120). Inserting these data into (26), we get
5−
1
2
(1 + 1 + 2) = 3, (122)
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physical degrees of freedom, as it must be.
Moreover, the relation (19) and (20) allows us to know the number of first-class constraints
N1 = e = 2 and second-class constraints N2 = l + g − e = 0 that should appear if the
Hamiltonian analysis were done. This is in agreement with what we get from Dirac’s analysis.
V. THE APPROACH FROM THE COVARIANT CANONICAL
FORMALISM VIEWPOINT
In Section III we developed a procedure to obtain all the relevant Lagrangian information
(Lagrangian constraints, gauge transformations, effective parameters) to count the number
of physical degrees of freedom for a Lagrangian system. However, the geometric structure
underlying the approach is missing. In this section we show that one can understand what
is happening geometrically: the geometrical meaning of the constraints and the geometrical
significance of the Lagrangian parameters included in the Lagrangian formula for the count
of the physical degrees of freedom. Furthermore, it is shown that in order to make the
counting it is not necessary to know the gauge transformation of the theory because the
presymplectic structure after being restricted to the Lagrangian constraints contains the
necessary information to do it.
There exists a geometric approach for revealing the Lagrangian constraints that was first
developed in a more general form in the context of global infinite-dimensional symplectic
geometry and from the Hamiltonian side, showing that it improves and generalizes the Dirac-
Bergman analysis.20 When we are working in the Lagrangian side we have to deal with two
separate things: the constraint algorithm21 and the second-order equation problem.22 This
issues would give rise to the Lagrangian constraints.
Furthermore, in the geometric approach one can only obtain the gauge transformations
on-shell (as degenerate directions of the presymplectic structure),5 which contrasts with the
preceding discussion where the gauge transformations are considered off-shell.
Here, we give a brief summary of the geometric approach based on Refs. 21 and 22 and
for the sake of simplicity we work in a natural bundle chart (see Ref. 21 for a coordinate
free formulation).
We take C to be the configuration space of some physical system; TC is the velocity phase
space (tangent bundle). With the help of the Lagrangian function it is possible to define a
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preferred presymplectic two-form on TC written in local coordinates qi and q˙i as
Ω =
∂2L
∂q˙i∂qj
dqi ∧ dqj +
∂2L
∂q˙i∂q˙j
dqi ∧ dq˙j. (123)
(see Ref. 5 for fields). The Lagrangian L is said to be regular iff Ω is non-degenerate,
otherwise L is singular or irregular. Note that Ω is non-degenerate iff the Hessian W 0 =(
∂2L
∂q˙i∂q˙j
)
is invertible. On the other hand, in the singular case, the Legendre map (FL) from
the tangent bundle TC to the cotangent bundle (or phase space ) T ∗C is no longer invertible.
Therefore, there are functions on TC that can not be projected to functions on the phase
space.
(i) Algorithm to get the Lagrangian constraints (constraint algorithm).
When Ω is non-degenerate the Lagrangian equations of motion (2) can be written in the
form
X Ω− dE = 0, (124)
where E(qi, q˙i) = q˙i ∂L
∂q˙i
−L is called the “energy” (even though it does not need to correspond
with a notion of physical energy) and X is a unique vector on the tangent bundle. From
this viewpoint, Lagrange’s equations (2) are those that correspond to the integral curves of
the vector field X . On the other hand, when Ω is degenerate we can still try to write the
Lagrange equations of motion (2) as the integral curves of a (to be determined) vector field
X = αi ∂
∂qi
+ βi ∂
∂q˙i
on the tangent bundle but we have to be careful because X and X + Z
where Z is an arbitrary null vector of Ω also satisfy
X Ω− dE = 0, (125)
and so X is not unique. Moreover, notice that there are points on the tangent bundle where
X dE 6= 0. This fact is inconsistent with (125). The inconsistency is solved by using
the constraint algorithm described below, it tells us whether or not these equations have
solutions.
This algorithm generates a sequence of sub-manifolds
TC =: P1 ⊇ P2 ⊇ P3 ⊇ · · · , (126)
defined by
Pr+1 := {m ∈ Pr | φr’s := TP
⊥
r dE(m) = 0}, (127)
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where
TP⊥r := {Z ∈ T (TC) | Ω(Z, TPr) = 0}, (128)
in shorthand notation. The algorithm must end with some final constraint sub-manifold
P := Ps 6= ∅, 1 ≤ s <∞. Thus, on P we have completely consistent equations of motion
(X Ω− dE) |P= 0 (129)
and at least one solution X ∈ TP exists. Note that the solutions to (129) may not be
unique, we can add to the solution a vector field in ker Ω∩TP and still it will be a solution.
The final constraint submanifold P is maximal.
For practical calculations note that TP⊥1 = ker Ω, if Z ∈ TP
⊥
1 , then Z X Ω =
Ω(X,Z) = 0, then (125) require that Z dE = 0. Therefore, the points of TC where
Eqs. (125) are inconsistent are those for which Z dE 6= 0 for any Z ∈ ker Ω. Thus
P2 = {m ∈ TC | φ1
′s := ker Ω dE (m) = 0}. (130)
We now try to solve
(X Ω− dE) |P2= 0. (131)
This equation can be solved algebraically for X , but also, physically, we must demand that
the motion of the system takes place on P2, X must be tangent to P2; this requirement is
not automatically accomplished, generating more Lagrangian constraints. That is the origin
of P3, P4, etc. For practical calculations it is much better to use that X is tangent to P2 iff
X(φ1
′s) = 0, this requirement gives rise to some constraints φ2
′s which define P3, then we
require X to be tangent to P3, and so on.
In this way we get N1 +N2 −N
(p) Lagrangian constraints (where N (p) is the number of
primary constraints) that correspond to the projectable ones; this means that FL(φ′s) is a
Hamiltonian constraint (all the secondary ones).21
(ii) The second-order equation problem.
Variational as well as physical considerations require that the Lagrange equations (125)
be a set of second-order differential equations.23 This requirement means
X(qi) = q˙i ⇐⇒ αi = q˙i. (132)
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This condition together with (125) generate more Lagrangian constraints (φ′s) and they
must satisfy X(φ′s) = 0, and so on. The new Lagrangian constraints are the strictly non-
projectable (N (p) − N
(p)
1 ).
17 In the regular case (132) is not imposed because (124) always
implies αi = q˙i.22
Therefore it is possible to obtain all the Lagrangian constraints l = (N1 +N2 −N
(p)) +
(N (p) −N
(p)
1 ) = N1 +N2 −N
(p)
1 , and their origin is clear (if they come from the constraint
algorithm or the second-order problem), one advantage is that we know which constraints
are the projectable ones and which are not.
We could now compute the number of degrees of freedom, this corresponds to 1
2
Rank Ω |φ′s
(Ref. 4 for the Hamiltonian side, chapter 2), something equivalent was shown in Ref. 15:
it is shown that after taking into account the Lagrangian constraints one needs N1 + N
(p)
1
conditions to fix the norm on the Lagrangian side, that means that Ω |φ’s has N1+N
(p)
1 null
vectors, therefore 1
2
Rank Ω |φ′s=
1
2
(2N − l − (N1 + N
(p)
1 )) and using the results 1 and 2 of
Section III (N1 = e, N
(p)
1 = g)
1
2
Rank Ω |φ′s= N −
1
2
(l + g + e), which of course coincides
with (26). Thus the geometrical meaning of g + e is the number of null vectors of Ω |φ′s.
Obtaining the Lagrangian constraints is not the whole story, we should be able to get
the gauge transformations in order to identify the parameters g and e (note, if we know the
rank of the restricted presymplectic structure then we know g+ e). This is possible (at least
on-shell), in fact is well known that the gauge transformations are degenerate directions of
the presymplectic form (123) over the space of solutions,5,24 equivalently, one can look for
the degenerate directions
(X˜ Ω) |φ′s= 0, with X˜ = (δεq
i)
∂
∂qi
+ (δεq˙
i)
∂
∂q˙i
, (133)
and δεq
i, δεq˙
i must satisfy the l Lagrangian constraints (δεφ
′s = 0). We now illustrate the
procedure using the examples of Section IV (see also Appendix C).
A. Example of the SubSection IVA
Consider the Lagrangian system given in (27)
L(qi, q˙i) = q˙1q2 − q˙2q1 − (q1 − q2)q3,
28
from which
Ω = 2dq1 ∧ dq2,
E = q3(q1 − q2), (134)
and so dE = (q1−q2)dq3+q3(dq1−dq2). A basis of ker Ω is given by
{
∂
∂q3
,
∂
∂q˙i
}
, i = 1, 2, 3.
Nevertheless, notice that among the elements of this set only Z :=
∂
∂q3
generates a La-
grangian constraint given by φ1 = Z dE = q
1 − q2 = 0. Continuing with the approach, we
must demand that X(φ1) = 0, but because X satisfies (125) (see (135) below) this is auto-
matically fulfilled. Thus, the constraint algorithm gives us just one Lagrangian constraint,
which is projectable.
We now look for non-projectable Lagrangian constraints. Following the procedure, Eqs.
(125) become:
2α1 + q3 = 0,
−2α2 − q3 = 0,
−(q1 − q2) = 0. (135)
and the requirement αi = q˙i implies that q˙i must satisfy the new Lagrangian constraints
φ2 := 2q˙
1 + q3 = 0,
φ3 := −2q˙
2 − q3 = 0. (136)
These are non-projectable. That X overrides these constraints is a consequence of the La-
grange’s equations of motion (βi = q¨i) and the fact the motion takes place on the constraint
surface φ˙2 = 0 and φ˙3 = 0. More precisely, X(φ2) = φ˙2 = 0, X(φ3) = φ˙3 = 0. Summarizing,
we have l = 3 Lagrangian constraints (see SubSection IVA), and if we restrict Ω to them,
we have
Ω |φ′s= 0, (137)
and therefore the number of physical degrees of freedom is
1
2
Rank Ω |φ′s= 0. (138)
In order to get the gauge transformation, we have to compute (133),
0 = (X˜ Ω) |φ′s= 2(δεq
1 − δεq
2)dq1. (139)
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Therefore δεq
1 = δεq
2, and taking into account (136), δεq
3 = −2δεq˙
1, hence by redefining
δεq
2 = 1
2
ε(t) the gauge transformation reads
δεq
1 =
ε
2
, δεq
2 =
ε
2
, δεq
3 = −ε˙,
in agreement with (39).
B. Example of the SubSection IVB
Let us consider the Lagrangian system (41)
L(qi, q˙i) = (q˙1 + q˙2)q3 +
1
2
(
q˙3
)2
.
Thus
Ω = (dq1 + dq2) ∧ dq3 + dq3 ∧ dq˙3,
E =
1
2
(
q˙3
)2
⇒ dE = q˙3dq˙3. (140)
A basis of ker Ω is {Z1, Z2, Z3, Z4} with
Z1 :=
∂
∂q1
+
∂
∂q˙3
, Z2 :=
∂
∂q2
+
∂
∂q˙3
,
Z3 :=
∂
∂q˙1
, Z4 :=
∂
∂q˙2
. (141)
Notice that just Z1, Z2 give rise to Lagrangian constraints. Nevertheless, they generate the
same constraint φ1 = q˙
3 = 0. We now demand that X(φ1) = 0 and because X satisfies (125)
(see also (143) below), we have
0 = X(φ1) = α
1 + α2 =: φ2, (142)
but this expression is unsuitable, because we do not have αi in terms of qi, q˙i. Continuing,
if we now use αi = q˙i, then φ2 becomes φ2 = q˙
1 + q˙2 = 0. Because we have used αi = q˙i
then φ2 is a non-projectable constraint. That X(φ2) = 0 is a consequence of φ˙2 = 0 and the
equations of motion, because X(φ2) = φ˙2.
Up to here, we have two Lagrangian constraints, φ1 which is projectable and φ2 which is
non-projectable.
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There could be more non-projectable constraints, Eqs. (125) become
α3 = 0,
(α1 + α2)− β3 = 0,
α3 − q˙3 = 0. (143)
and the requirement αi = q˙i implies that q˙i must satisfy
q˙3 = 0,
β3 − (q˙1 + q˙2) = 0. (144)
The first one is just φ1 and the second one, taking into account that β
3 = q¨3, reduces to φ2.
Therefore, we have just one non-projectable Lagrangian constraint.
Thus, we have l = 2 Lagrangian constraints (in agreement with SubSection IVB), and
restricting Ω to them gives
Ω |φ′s= (dq
1 + dq2) ∧ dq3, (145)
and so the number of physical degrees of freedom is
1
2
Rank Ω |φ′s=
1
2
2 = 1. (146)
We now look for the gauge transformation. Equation (133) acquires the form
0 = (X˜ Ω) |φ’s
= (δεq
1 + δεq
2)dq3 − δεq
3(dq1 + dq2). (147)
By inspection, we get δεq
1 = −δεq
2 and δεq
3 = 0, and from these we get δεφ1 = 0 = δεφ2;
hence by redefining δεq
1 = ε(t) the gauge transformation reads
δεq
1 = ε, δεq
2 = −ε, δεq
3 = 0,
in agreement with the result of SubSection IVB (see Eq. (60)).
C. Example of the SubSection IVC
For the Lagrangian system (66), the presymplectic two-form and the “energy” function
are
Ω = eq
1
dq1 ∧ dq2 + dq2 ∧ dq3 + dq2 ∧ dq˙2 + dq3 ∧ dq˙3,
E =
1
2
[(
q˙2
)2
+
(
q˙3
)2
−
(
q2
)2
− e2q
1
]
. (148)
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and so dE = q˙2dq˙2 + q˙3dq˙3 − q2dq2 − e2q
1
dq1. A basis of ker Ω is {Z1, Z2} with
Z1 := e
−q1 ∂
∂q1
+
∂
∂q˙2
, Z2 :=
∂
∂q˙1
. (149)
Notice that just Z1 gives rise to the Lagrangian constraint φ1 := Z1 dE = q˙
2− eq
1
= 0. We
now demand X(φ1) = 0, which leads us to the condition
X(φ1) = β
2 − α1eq
1
= 0. (150)
Now, let us analyze if (150) is automatically satisfied or imposes any restriction. Recalling
that X must satisfy the equation of motion (124), it follows that
eq
1
(
eq
1
− α2
)
= 0,
β2 − eq
1
α1 + α3 − q2 = 0,
α2 − β3 = 0,
α2 − q˙2 = 0,
α3 − q˙3 = 0. (151)
The substitution of β2 and α3 given in (151) into (150) gives the new constraint
φ2 := −q˙
3 + q2 = 0. (152)
Up to here we have two projectable Lagrangian constraints φ1 and φ2, a fact that can be
easily verified by substituting φ1 and φ2 into (88), which implies the Hamiltonian constraints
φ2 given in (92) and φ3 given in (93).
Nevertheless, there could be non-projectable constraints as consequence of (151). The re-
quirement αi = q˙i into (151) implies that q˙i must satisfy
eq
1
(
eq
1
− q˙2
)
= 0,
β2 − eq
1
q˙1 + q˙3 − q2 = 0,
q˙2 − β3 = 0. (153)
The first one is just −φ1 = 0. Because φ1 = 0 implies q˙
2 = eq
1
, then β2 = q¨2 = q˙1eq
1
and the
second one reduces to −φ2. Since φ2 = −q˙
3 + q2 = 0, the third one (−q¨3 + q˙2 = 0) follows
from φ˙2 = 0. Therefore, we do not have non-projectable Lagrangian constraints.
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Thus, we have l = 2 Lagrangian constraints (in agreement with the Lagrangian analysis),
and restricting Ω to them gives
Ω |φ′s= 0, (154)
and so the number of physical degrees of freedom is
1
2
Rank Ω |φ′s= 0. (155)
We now look for the gauge transformation. Equation (133) acquires the form
0 = (X˜ Ω) |φ′s
=
(
eq
1
δεq
1 − δεq˙
2
)
dq2 +
(
δεq
2 − δεq˙
3
)
dq3. (156)
By inspection, we get δεq
1 = e−q
1
δεq˙
2 and δεq
2 = δεq˙
3, and from these we get δεφ1 = 0 = δεφ2;
hence by redefining δεq
3 = ε(t) the gauge transformation reads
δεq
1 = e−q
1
ε¨, δεq
2 = ε˙, δεq
3 = ε, (157)
in agreement with the result of the Lagrangian analysis (see Eq. (85)).
D. Example of the SubSection IVD
The starting point is the action (96)
S[xµ] = −mc
∫ r2
r1
√
−ηµν
dxµ(r)
dr
dxν(r)
dr
dr,
which leads to the presymplectic two-form Ω and the energy E
Ω1 = Aµνdx
µ ∧ dx˙ν
=
(
mcηµν x˙
αx˙α −mcx˙µx˙ν√
−ηαβ x˙αx˙β
)
dxµ ∧ dx˙ν ,
E = 0⇒ dE = 0. (158)
A basis of ker Ω1 is
{
x˙µ
∂
∂xµ
, x˙µ
∂
∂x˙µ
}
and because of dE = 0 there are no (projectable)
Lagrangian constraints.
Continuing with the algorithm, one set of Eqs. (125) acquires the form
Aµνα
µ = 0, (159)
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we now require αµ = x˙µ in Eq. (159), but Aµν x˙
µ identically vanishes, so there are not any
non-projectable Lagrangian constraints. Therefore, we have l = 0 Lagrangian constraints
in agreement with the result of SubSection IVD. Thus Rank Ω1 = 6, and the number of
physical degrees of freedom is
1
2
Rank Ω1 =
6
2
= 3. (160)
Finally, in order to get the gauge transformation, we compute
0 = (X˜ Ω1) = Aµνδεx
µdx˙ν −Aµνδεx˙
µdxν , (161)
and from inspection δεx
µ ∝ x˙µ and δεx˙
µ ∝ x˙µ, hence by redefining δεx
µ = −x˙µδr (with
ε = δr) in agreement with the result of SubSection IVD (see Eq. (103)). Of course, it also
satisfies δεx˙
µ ∝ x˙µ (on-shell).
E. Example of the SubSection IVE
Consider now the action principle (105)
S[xµ, λ] =
∫ [
1
4λ
x˙µx˙νηµν − λm
2c2
]
dr.
It leads to
Ω2 = −
1
2λ2
ηµν x˙
µdxν ∧ dλ+
ηµν
2λ
dxµ ∧ dx˙ν ,
E =
ηµν x˙
µx˙ν
4λ
+ λm2c2,
⇒ dE =
(
m2c2 −
ηµν x˙
µx˙ν
4λ2
)
dλ+
ηµν x˙
µ
2λ
dx˙ν . (162)
A basis of ker Ω2 is
{
∂
∂λ
+
x˙µ
λ
∂
∂x˙µ
,
∂
∂λ˙
}
but only the first one generates a Lagrangian
constraint
φ =
ηµν x˙
µx˙ν
4λ2
+m2c2 = 0. (163)
That X(φ) = 0 is a consequence of φ˙ = 0 and the equations of motion, because X(φ) = φ˙.
Thus, the constraint algorithm gives us just one Lagrangian constraint, which is projectable.
Finally, if we require αµ = x˙µ, α = λ˙ in (125) it identically vanishes; then no more
constraints are generated. Thus, there are not any non-projectable Lagrangian constraints.
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Therefore, we have l = 1 Lagrangian constraints (in agreement with SubSection IVE).
We have Ω2|φ = Ω1, then Rank Ω2|φ = 6, and the number of physical degrees of freedom is
1
2
Rank Ω2|φ =
6
2
= 3.
We now look for the gauge transformation. Equation (133) acquires the form
0 = (X˜ Ω2)|φ
=
(
−
x˙µx˙ν
2λx˙αx˙α
+
ηµν
2λ
)
δεx
µdxν
+
(
ηµν
2λ
δ˜x˙µ −
ηµνx˙
µ
2λ2
δελ
)
dxν . (164)
Therefore δεx
µ ∝ x˙µ, δελ =
λ
x˙µ
δεx˙
µ, hence by redefining δεx
µ = −x˙µδr (with ε = δr), then
δελ = −
d
dr
(λδr), where we have made use of φ, in agreement with the result of SubSection
IVE.
Even though in the previous examples we were able to obtain the “same” gauge trans-
formations than those of the Section IV (in this section δεq
i, δεq˙
i are solutions of the con-
straints), this is not always possible, this is because the gauge transformations (on-shell)
not necessarily coincide with the gauge transformation (off-shell), see Appendix C. Another
possible discrepancy is attached to the choice of the vectors of the different basis employed
in the two approaches.
VI. CONCLUDING REMARKS
In this paper we have reported a method involving a formula to count the number of
physical degrees of freedom of a Lagrangian system employing only Lagrangian parameters.
The approach has the advantage that there is no need to go into Dirac’s canonical formalism
to make the counting. Other advantage is that in spite of being a Lagrangian method, there
is no need to go into all the details of the geometry involved in the covariant canonical
formalism. Indeed, the method is robust enough to give information about the number of
first-class and second-class constraints without having to perform neither Dirac’s canonical
analysis nor the covariant canonical formalism.
Finally, further investigation is needed to see how the approach works with fermions and
to compare it with the case of bosonic variables developed in this paper. Furthermore,
it would be also interesting to apply the approach to field theory and theories of gravity.
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Nevertheless, we expect minor and natural modifications that are always involved in these
cases.
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Appendix A: Algorithm for getting the gauge symmetries, further details
Section II makes use of a general structure for the gauge identities (14) at step k-th in the
consistency algorithm. Nevertheless there is no proof of such structure there. This appendix
fills out this gap and proves (14) providing, by the way, a general scheme to work out gauge
identities.
Let us start by recalling that in the k-th step of the procedure described in Section II we
have the following situation:
Ekik :=


W 0ij q¨
j +K0i , i = 1, . . . , N,
d
dt
ψa¯1(q, q˙) , a¯1 = 1, . . . , R1 − g0,
...
d
dt
ψa¯k(q, q˙) , a¯k = 1, . . . , Rk − gk−1,
(A1)
where ik = 1, . . . , N+(R1−g0)+ . . .+(Rk−gk−1); ψa¯1(q, q˙) = 0 are independent Lagrangian
constraints that emerge at step 0, ψa¯2(q, q˙) = 0 are independent Lagrangian constraints that
emerge at step 1, and so on.
Once again (A1) can be summarized as
Ekik := W
k
ikj
q¨j +Kkik . (A2)
Now, we look for left null vectors of W k. These vectors include those of the previous step
augmented by an appropriate number of zeros and their contraction with Ek gives relations
that we already have in steps behind. Taking out these ones, let us suppose there are Rk+1
and called λak+1 . Their contractions with E
k produce the functions
λikak+1E
k
ik
= λikak+1(q, q˙)K
k
ik
(q, q˙), ak+1 = 1, . . . , Rk+1, (A3)
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which vanish imposing Ek = 0 and ψa¯m = 0 for 1 ≤ m ≤ k(“on-shell”). Nevertheless, it is
possible that not all functions in (A3) are independent among themselves nor with the set
of independent functions of the steps above, ψa¯1 , . . . , ψa¯k . This lead us to Rk+1 − gk new
independent functions ψa¯k+1(q, q˙) and, by mean of general dependence, gk new independent
nontrivial relations
C
ak+1
gk
λikak+1E
k
ik
= C a¯m
gk
ψa¯m ,

 gk = 1, . . . , gk,m = 1, . . . , k, (A4)
for appropriate coefficients C that, in general, depend on q’s and time derivatives thereof.
The rearrangement of the relations in (A4) leads to the “off-shell” relation
Gk
gk
:= C
ak+1
gk
λikak+1E
k
ik
− C a¯m
gk
ψa¯m = 0, (A5)
which are gauge identities.
Now, taking into account (A1), expression (A5) can be rewritten as
Gk
gk
= C
ak+1
gk
[
λiak+1E
0
i + λ
a¯m
ak+1
d
dt
ψa¯m
]
− C a¯m
gk
ψa¯m = 0. (A6)
Now we go back step by step and recover the form of ψa¯m in terms of E
0 and their time
derivatives(see examples). This is always possible since each ψa¯1 comes from contractions in
the form (7), which can be thought as relations between the variational derivatives E0i . ψa¯2
comes from combinations of contractions similar to (7):
λi1a2E
1
a1
= λi1a2K
1
a1
. (A7)
Moreover, (E1)T =
(
E0, d
dt
ψa¯1
)
and then (A7) becomes
λia2E
0
i + λ
a¯1
a2
d
dt
ψa¯1 = λ
i1
a2
K1a1 . (A8)
Thus, such combination ψa¯2 can be expressed in terms of E
0
i and
d
dt
ψa¯1 , which could be
thought entirely in terms of E0i and their first time derivatives by rewriting ψa¯1 in terms
of E0i as we described before. Something similar occurs for ψa¯3 , with the corresponding
increase in the order of the time derivative, and so on.
Substitution of ψa¯m into (A6), and appropriate use of the product rule for derivatives to
construct total derivatives leads to
Gk
gk
=
k∑
s=0
ds
dts
(
M (k)
i
sE
0
i
)
= 0,
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where M (k)
i
s are some functions of q’s and their derivatives, emerging from Cgk and λak+1
given by the specific theory.
This proves (14) and the rest of the procedure continues as it was described in Section
II.
Appendix B: Proof of the results 1 and 2 of Section III
It follows the proof of the results 1 and 2 of Section III. Let us denote by Ω the Hamiltonian
constraints. In order to simplify our notation we will add an index that describes the level
of appearance of each constraint in the consistency algorithm. Thus, for instance, any
secondary constraint Ωp that appears at level s in the consistency algorithm will be denoted
Ωps and the primary constraints Ωα will be noted Ωα0 . The convention sum is adopted in
the rest of the paper and the sum symbol will be used when considered necessary to clarify
arguments.
Now, we will find the local gauge symmetries of ST . In terms of Dirac’s theory,
4 the
dynamics of the total formalism is ruled by HT = H
(1) + vβ0(1)Ω
(1)
β0
, where the superscript (1)
means first-class. The consistency requirement for constraints tells us
Ω˙α0 = {Ωα0 , H
(1)}+ vβ0(1){Ωα0 ,Ω
(1)
β0
} ≈ 0. (B1)
It is noteworthy that the consistency algorithm is subtle and all kind of possibilities can arise
in principle (first-class constraints generate second-class constraints or vice versa, there is
or not a global separation in first- and second-class constraints, etc).4 However many of this
complications are atypical and we can establish some condition that are satisfied in most of
the cases and illustrate the general behavior of the theory. We will assume that:
(i) The rank of the Poisson bracket matrix of constraints is constant on the constraint
surface Γ, i.e., Rank [{ΩA,ΩB}] constant on Γ, where A and B run in the whole set of
constraints. This guarantees a global separation in first- and second-class constraints and
that the generation to which a constraint belongs is well defined.
(ii) The first- and second-class constraints are not mixed in the consistency algorithm.
This means that the Poisson brackets of first-class constraints do not involve squares of
second-class constraints and the consistency conditions Ω˙pi = 0 for second class constraints
do not generate first-class constraints.
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(iii) The first-class constraints are irreducible. This is done in order to have the theory
simpler and clear as possible.
As result of the assumption (i) and the fact that Ω
(1)
β0
are first-class quantities, on Γ1
{Ωα0 ,Ω
(1)
β0
} = C¯γ0α0β0Ωγ0 . (B2)
Using again (i) and since {Ωα0 , H
(1)} ≈ V¯ p1α0Ωp1, the constructive methodology guarantees
that
{Ωα0 , H
(1)} = V¯ γ0α0Ωγ0 + V¯
p1
α0Ωp1 . (B3)
In the other hand Ω˙α0 = 0 on Γ1. Then (B1) and expressions below, on Γ1, means
V¯ p1α0Ωp1 = 0. (B4)
Let us suppose that there are M0 primary constraints Ωα0 and M1 first-stage secondary
constraints Ωp1. The unique way in which the present expression implies Ωp1 = 0 ∀ p1 is that
M1 ≤ M0 and Rank[V
p1
α0
] =M1 maximal. Similar assumptions on the ranks of the subsequent
matrices V ns+1ns that appear below will also be made, justified in similar arguments.
The next step in the consistency algorithm is to demand the preservation in time of the
secondary constraints Ωp1 on Γ2, being Γ2 defined by Ωp0 = 0 and Ωp1 = 0. A similar
reasoning leads us to
{Ωp1,Ω
(1)
β0
} = C¯γ0p1β0Ωγ0 + C¯
q1
p1β0
Ωq1,
{Ωp1, H
(1)} = V¯ γ0p1 Ωγ0 + V¯
q1
p1
Ωq1 + V¯
p2
p1
Ωp2. (B5)
To illustrate this point we present in SubSection B1 of this appendix an example of the con-
structive methodology for a system that reaches the first level in the consistency algorithm.
Following the procedure, at level (s + 1) the consistency algorithm of the s-stage con-
straints, Ωns = 0, on Γs+1 leads us to
{Ωns ,Ω
(1)
β0
} =
∑
i≤s C¯
ni
nsβ0
Ωni , (B6)
{Ωns , H
(1)} =
∑
i≤s+1 V¯
ni
ns Ωni , (B7)
where ns denotes collectively (α0, p1, p2, . . .). If the algorithm ends at level L:
{ΩnL, H
(1)} =
∑
i≤s
V¯ ninLΩni . (B8)
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As result of assumption (ii) and because the Poisson bracket of first-class quantities is again
a first-class quantity, the equations above for first-class constraints take the form
{Ω
(1)
β0
,Ω(1)ns } =
∑
i≤sC
ni
β0ns
Ω
(1)
ni ,
{H(1),Ω(1)ns } =
∑
i≤s+1 V
ni
ns Ω
(1)
ni . (B9)
If the algorithm for first-class constraints ends at level L:
{H(1),Ω(1)nL} =
∑
i≤s
V ninLΩ
(1)
ni
. (B10)
Now, we recall that the gauge transformation leaving the total action invariant implies the
relations4
ε˙pi(1) = v
γ0
(1)ε
B1
(1)C
pi
γ0B1
+ εB1(1)V
pi
B1
, (B11)
δvβ0(1) = ε˙
β0
(1) − v
γ0
(1)ε
B1
(1)C
β0
γ0B1
− εB1(1)V
β0
B1
. (B12)
From (B9), Cniβ0ns = 0 ∀ i > s and V
ni
ns = 0 ∀ i > s+ 1. Thus, we can write (B11) in the form
ε˙pi(1) = v
γ0
(1)
∑
s≥i
εns(1)C
pi
γ0ns
+
∑
s≥i−1
εns(1)V
pi
ns . (B13)
The solution of (B13) regarded as a system of equations for the ε’s can be constructed step
by step, starting from the last expression with i = L and going back until reaching i = 1.
So, i = L in (B13) implies
ε
nL−1
(1) V
pL
nL−1
= ε˙pL(1) − v
γ0
(1)ε
nL
(1)C
pL
γ0nL
− εnL(1)V
pL
nL
. (B14)
Let us now suppose there are m0 ≡ N
(p)
1 first-class constraints at level zero, m1 at level one
and so on until mL at level L. Notice from the RHS of (B14) there are mL functions ε
nL
(1)
that cannot be determined by the same equation. Assuming Rank [V pLnL−1 ] = mL maximal,
Eq. (B14) determines mL of the parameters ε
nL−1
(1) in terms of ε
nL
(1), ε˙
pL
(1), v
γ0
(1), q and p.
The remaining mL−1 − mL parameters are still arbitrary. Thus, at this stage, there are
mL+(mL−1−mL) = mL−1 arbitrary functions and mL appear together with their first time
derivatives ε˙pL(1).
At next level, i = L− 1:
ε
nL−2
(1) V
pL−1
nL−2
= ε˙
pL−1
(1) − v
γ0
(1)ε
nL−1
(1) C
pL−1
γ0nL−1
− vγ0(1)ε
nL
(1)C
pL−1
γ0nL
−ε
nL−1
(1) V
pL−1
nL−1
− εnL(1)V
pL−1
nL
. (B15)
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By replacing the parameters ε
nL−1
(1) that we solve in the previous step in ε˙
pL−1
(1) , we observe
that the time derivative increase by one unit. Additionally, rank [V
pL−1
pL−2 ] = mL−1 and then
we can solve mL−1 of the parameters ε
nL−2
(1) and mL−2 −mL−1 remain arbitrary. In sum we
have at this stage mL + (mL−1 −mL) + (mL−2 −mL−1) arbitrary functions.
If we continue the procedure back until the step i = k, (B13) takes the form
ε
nk−1
(1) V
pk
nk−1
= ε˙pk(1) − v
γ0
(1)
∑
j≥k
ε
nj
(1)C
pk
γ0nj
−
∑
j≥k
ε
nj
(1)V
pk
nj
. (B16)
Replacing the parameters already solved in steps i > k, we reach the following situation:
The RHS of (B16) depends on q’s, p’s, vα0(1) and their time derivatives up to order L− k + 1
introduced by the term ε˙ni(1) step by step, as well as on the remaining arbitrary function ε
ns
(1)
s ≥ k introduced in the analysis for i > k, and their time derivatives.
Because V pknk−1 is of maximal rank mk, we determine mk of the mk−1 functions ε
nk−1
(1)
and the remaining mk−1 − mk still arbitrary. Thus, at this stage we increase the order of
time derivatives of the previously introduced gauge parameters by one unit and introduce
mk−1 −mk new arbitrary functions.
If we continue the procedure until reach the stage i = 1, we end with a number of totally
arbitrary functions of
mL + (mL−1 −mL) + . . .+ (mk−1 −mk) +
+ . . .+ (m0 −m1) = m0 ≡ N
(p)
1 . (B17)
Since the Lagrangian and the Hamiltonian gauge transformation law δεF ≈ {F, ε
A
(1)Ω
(1)
A }
have to be equivalents,11 they must have the same quantity of arbitrary independent func-
tions of time. Thus,
N
(p)
1 = g. (B18)
This proves the Result 1.
On the other hand, the first mL arbitrary parameters appear with derivatives up to
order L + 1, the following mL−1 − mL up to L and so on until the last m0 − m1 gauge
parameters appear undifferentiated. The total number of parameters plus their successive
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time derivatives is
e = (L+ 1)mL + L(mL−1 −mL) + . . .+ k(mk−1 −mk) +
(k − 1)(mk−2 −mk−1) + . . .+ 2(m1 −m2) + (m0 −m1)
= mL +mL−1 + . . .+m1 +m0
≡ N1, (B19)
which completes the proof of the Result 2.
1. Illustrating the constructive methodology, an example
In order to get some insight about the sequential pattern described in (B5) we want to
illustrate it with an example. We will take the example considered in the SubSection IVA.
The Lagrangian action is characterized by the action (27)
L(qi, q˙i) = q˙1q2 − q˙2q1 − (q1 − q2)q3.
The Hamiltonian analysis reported in Ref. 18 involves three primary constraints (α0 =
{1, 2, 3})
Ω1 := p1 − q
2 ≈ 0, Ω2 := p2 + q
1 ≈ 0, Ω3 := p3 ≈ 0, (B20)
and a primary Hamiltonian H0 = (q
1 − q2)q3. The evolution of the primary constraints
using the total Hamiltonian HT = H0 + v
α0Ωα0 gives the secondary constraint (p1 = 4)
Ω4 := q
2 − q1 ≈ 0. (B21)
Classifying the constraints, the first-class ones are
Ω
(1)
1 := Ω3 = p3, Ω
(1)
2 := Ω1 + Ω2 + 2, Ω4 = p1 + p2 + q
2 − q1,
and the second-class constraints can be chosen as
Ω
(2)
1 := Ω1, Ω
(2)
2 := Ω2. (B22)
Thus, N1 = 2 and N2 = 2. If we compare with the Lagrangian analysis of the current
approach carried out in SubSection IVA. is easy to see that N1 +N2 = 4 ≡ l + g, which is
consistent with our general result.
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Now, computing the first-class Hamiltonian:
H(1) =
q3
2
(q1 − q2 − p1 − p2), (B23)
and then HT = H
(1) + v1(1)Ω
(1)
1 .
We already have all the constraints and we have classified them. Now, we will see how
the Poisson brackets that we need for the evolution look like. First notice that
Ω˙α0 = {Ωα0 , H
(1)}+ v1(1){Ωα0 ,Ω
(1)
1 } ≈ 0,
and then we need {Ωα0 ,Ω
(1)
1 } and {Ωα0 , H
(1)}. Computing{
Ω1,Ω
(1)
1
}
=
{
Ω2,Ω
(1)
1
}
=
{
Ω3,Ω
(1)
1
}
= 0 =⇒ C¯γ0α0β0 = 0, (B24)
and {
H(1),Ω1
}
=
{
H(1),Ω2
}
= 0,{
H(1),Ω3
}
= −1
2
Ω1 −
1
2
Ω2 − Ω4,

 =⇒ V¯
1
3 = −
1
2
= V¯ 23 ,
V¯ p13 = −1,
(B25)
where p1 = 4 and the other coefficients vanish. As we see in the second line of (B25), the
Poisson bracket
{
H(1),Ω3
}
is a combination of the primary constraints and the secondary
constraint generated by the method at the actual (first) order in the consistency procedure.
Because Ω3 = Ω
(1)
1 is a first-class constraint,
{
H(1),Ω3
}
is a strong combination of first-class
constraints. In fact,
{
H(1),Ω3
}
= −1
2
Ω
(1)
2 . This is of the same type as the general case
expressed by Eq. (B9).
At next order in the consistency method
Ω˙p1 = {Ωp1, H
(1)}+ v1(1){Ωp1 ,Ω
(1)
1 } ≈ 0,
and then we need to compute {Ωp1, H
(1)} and {Ωp1 ,Ω
(1)
1 }. In this case
{Ω4,Ω
(1)
1 } = 0 =⇒ C¯
γ0
p1β0
= 0 = C¯q1p1β0,
{Ω4, H
(1)} = 0 =⇒ V¯ γ0p1 = V¯
q1
p1 = V¯
p2
p1 = 0,
(B26)
which implies that the algorithm ends at level L = 1.
a. Reduction procedure
As we saw above, the evolution of the primary first-class constraint Ω
(1)
1 requires to
compute {
Ω
(1)
1 ,Ω
(1)
1
}
= 0 =⇒ Cγ0α0β0 = 0,{
Ω
(1)
1 , H
(1)
}
= −1
2
Ω
(1)
2 =⇒ V
γ0
α0 = 0, V
2
1 = −
1
2
.
(B27)
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The evolution of the new constraint Ω
(1)
2 requires{
Ω
(1)
2 ,Ω
(1)
1
}
= 0 =⇒ Cγ0p1β0 = 0 = C
q1
p1β0
,{
Ω
(1)
2 , H
(1)
}
= 0 =⇒ V γ0p1 = V
q1
p1 = V
p2
p1 = 0.
(B28)
Thus the algorithm stops here, at level L = 1, as expected.
Applying the Eq. (B14) for L = 1 we get
εn0(1)V
p1
n0
= ε˙p1(1) − v
γ0
(1)ε
n1
(1)C
p1
γ0n1
− εn1(1)V
p1
n1
. (B29)
With the information in (B27)-(B28), the Eq. (B29) takes the form
ε1(1)V
2
1 = ε˙
2
(1) =⇒ ε
1
(1) = −2ε˙
2
(1), (B30)
where we realize that we reduce by one the number of free parameters and increase by one
the order of the time derivative, in agreement with the general discussion of this appendix.
If we had had more levels L in the consistency procedure we would have to continue from
the later i = L until get i = 1 in a closed form to the one described here. Let us pointed
out that in the actual case e = 2 = N1 and g = 1 = N
(p)
1 , which is a general result.
Appendix C: A counterexample to Dirac’s conjecture
One of the main statements used in the proof of the formula for the physical degree of
freedom count (26) was that Lagrangian and Hamiltonian gauge transformations should be
equivalents in the total formalism. However it is well known this is not true in counterex-
amples to Dirac’s conjecture and it is natural to ask if there are any changes to (26)? Let
us study a particular example defined by the Lagrangian
L =
1
2
eyx˙2, (C1)
which is a counterexample to Dirac’s conjecture.4
1. Hamiltonian analysis
For the sake of completeness, and in order to compare with the Lagrangian approach
carried out in Subsection C2 of this Appendix, here we review the Dirac’s Hamiltonian
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formalism of the Lagrangian (C1), which is reported in Ref. 4. The momenta canonically
conjugate to (x, y) are given by
px = x˙e
y, py = 0, (C2)
which imply the primary constraint γ1 := py ≈ 0 and the primary Hamiltonian is
H0 =
1
2
p2xe
−y. (C3)
The evolution of the primary constraint leads to the secondary constraint satisfying the
regularity condition γ2 := px ≈ 0. The consistency algorithm applied to γ2 does not lead
to new Hamiltonian constraints and the procedure stops here. It is worth noting that even
though the election of constraints Γ1 = γ1 and Γ2 = (γ2)
2 made in Ref. 25 leads to the
same (Hamiltonian) gauge transformation as that coming from the Lagrangian analysis,
that choice of the constraints does not satisfy the regularity condition.4
It is clear that {γ1, γ2} = 0 and therefore all constraints are first-class : N1 = 2, N2 = 0
and the number of physical degrees of freedom is
2− 2−
0
2
= 0. (C4)
Following Dirac’s conjecture, all constraints are generators of gauge transformations, which
are
δεx = ε
2, δεy = ε
1,
δεpx = 0, δεpy = 0, (C5)
where ε1 and ε2 are independent arbitrary gauge parameters. The total Hamiltonian for-
malism can be obtained by setting to zero the Lagrangian multipliers related to first-class
secondary constraints in the extended action, and this has as consequence relations (B11)
and (B12). Since {H0, γ1} = −
1
2
x˙γ2 ≈ 0 and {H0, γ2} = 0 we have that H0 is a first-class
quantity, V 21 = −
1
2
x˙ and the others components of the matrix V vanish. Additionally,
{γ1, γ2} = 0 implies that C is the zero matrix. Inserting in (B11): ε˙
2 = ε1V 21 ≡ −
1
2
x˙ε1 and
therefore ε1 = −2ε˙2/x˙. Defining ε := ε2 we get in the total formalism
δtotalε x = ε, δ
total
ε y = −
2ε˙
x˙
, δtotalε px = δ
total
ε py = 0. (C6)
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2. Analysis using the approach of the Section III
The variational derivatives
E0 =

 E01
E02

 =

 (x¨+ x˙y˙)ey
−1
2
x˙2ey


= W 0

 x¨
y¨

+K0,
(C7)
with
W 0 =

 ey 0
0 0

 , K0 =

 x˙y˙ey
−1
2
x˙2ey

 . (C8)
The solution to the Euler-Lagrange equations, E0 = 0, is x = x0 = cte and y arbitrary.
On the other hand, (C6) means that there are arbitrary shifts in x that do not correspond
with any arbitrariness in the general solution x = x0 and therefore γ2 is generating gauge
transformations that do not correspond with the Lagrangian dynamics (counterexample).4
A basis for the left null vectors of W 0 is
λ1 = (0, 1), (C9)
and contracting (C7) with (C9) gives
E02 = K
0
2 . (C10)
This is not a gauge identity. From (C10) and E0 = 0, we get the constraint
ψ0 := K
0
2 = 0. (C11)
End of step 0, which includes g0 = 0 gauge identities and l0 = 1 Lagrangian constraints.
Step 1. We add ψ˙0 = 0 to E
0 = 0
E1 =

 E0
d
dt
ψ0

 =


(x¨+ x˙y˙)ey
−1
2
x˙2ey
−(x˙x¨+ 1
2
x˙2y˙)ey


= W 1

 x¨
y¨

+K1,
(C12)
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where
W 1 =


ey 0
0 0
−x˙ey 0

 , K1 =


x˙y˙ey
−1
2
x˙2ey
−1
2
x˙2y˙ey

 . (C13)
A basis for the left null vectors of W 1
λ1 = (0, 1, 0) , λ2 = (x˙, 0, 1) . (C14)
λ1 is (C9) with an additional zero entry and by contracting E
1 with it we get (C10). On
the other hand, contracting E1 with λ2
x˙E01 +
d
dt
ψ0 =
1
2
x˙2y˙ey (C15)
Using (C10) and (C11) we rewrite ψ0 as ψ0 = E
0
2 and identifying in the RHS of (C15)
−1
2
x˙2ey = E02 , we rewrite (C15) as
G1 := x˙E01 +
d
dt
E02 + y˙E
0
2 = 0. (C16)
This is a gauge identity. The procedure ends here at step 1, which includes g1 = 1 gauge
identities and l1 = 0 Lagrangian constraints.
Contracting (C16) with an arbitrary parameter ε(t) and rewriting we get the Noether’s
identity
x˙εE01 + (y˙ε− ε˙)E
0
2 +
d
dt
(
εE02
)
= 0, (C17)
where we can directly read the gauge transformation law for the coordinates
δεx = x˙ε , δεy = y˙ε− ε˙. (C18)
In summary, we have 2 original variables (x and y), l = l0 + l1 = 1 + 0 = 1 independent
Lagrangian constraints, g = g0 + g1 = 0 + 1 = 1 gauge identity and e = 2 effective gauge
parameters (ε and ε˙). Using the expression (26), the number of physical degrees of freedom
is
2−
1
2
(1 + 1 + 2) = 0, (C19)
which is the same that we get in the Hamiltonian analysis. Furthermore, relations (19) and
(20) give N1 = 2 first-class constraints and N2 = 0 second-class constraints, in agreement
with the Hamiltonian analysis.
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It is worth mentioning that the gauge identity (C16) agrees with the one found in Ref.
25. Nevertheless, in Ref. 25 it was obtained from the knowledge of the gauge transformation
of the Hamiltonian analysis. Here, in opposition, we generate this gauge identity from the
Lagrangian formalism only and then we find the gauge transformation (C18), avoiding the
Hamiltonian analysis.
From (C6) and (C18) it is not clear that total and Lagrangian gauge transformation laws
are equivalent. In fact, they are not equivalent since requiring δtotalε x = δεx and δ
total
ε y = δεy
we run into difficulties (x˙ is no longer zero on shell). This is consistent with the claim made
in Ref. 26, even when the calculations are wrong there. As a matter of fact this example
shows that, even getting different gauge transformation laws in both treatments, the direct
application of the original theory gives the right physical information and reinforce the
fundamental character of the construction.
3. The approach from the covariant canonical formalism
The Lagrangian (C1) leads to the presymplectic two-form Ω and the energy E
Ω = eyx˙dx ∧ dy + eydx ∧ dx˙,
E =
1
2
eyx˙2,
⇒ dE = eyx˙
(
x˙dy
2
+ dx˙
)
. (C20)
A basis of ker Ω is
{
∂
∂y
− x˙
∂
∂x˙
,
∂
∂y˙
}
. Notice that only the first one generates a Lagrangian
constraint, given by φ = − x˙
2
2
ey = 0. We now demand that X(φ) = 0, but because X
satisfies (125) this is accomplished. Therefore, the constraint algorithm gives us just one
Lagrangian constraint which is the projectable one.
Following the procedure, Eqs. (125) become
− (x˙α2 + β1)ey = 0,
eyx˙(α1 −
x˙
2
) = 0,
ey(α1 − x˙) = 0, (C21)
and the requirement α1 = x˙, α2 = y˙ implies that x˙ must satisfy
x˙ = 0, (C22)
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which is consequence of φ. Thus, there are not any non-projectable constraints.
Therefore, we have l = 1 Lagrangian constraints (in agreement with the result of Sub-
Section C2) and if we restrict Ω to them, we have
Ω|φ = 0, (C23)
and the number of physical degrees of freedom is
1
2
Rank Ω|φ = 0. (C24)
In order to get the gauge transformation, we compute
0 = (X˜j Ω)|φ = e
yδεx˙dx. (C25)
Therefore δεx˙ = 0, and we do not get information on δεy. This transformation law is, of
course, in agreement with (C18) on-shell. Why do not we get (C18)? It is because we get a
degenerate direction over the space of solutions.
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