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We study properties of quantim wires with spin-orbit coupling and time reversal symmetry break-
ing, in normal and superconducting states. Electronic band structures are classified according to
quasi-one-dimensional magnetic point groups, or magnetic classes. The latter belong to one of three
distinct types, depending on the way the time reversal operation appears in the group elements.
The superconducting gap functions are constructed using antiunitary operations and have different
symmetry properties depending on the type of the magnetic point group. We obtain the spectrum of
the Andreev boundary modes near the end of the wire in a model-independent way, using the semi-
classical approach with the boundary conditions described by a phenomenological scattering matrix.
Explicit expressions for the bulk topological invariants controlling the number of the boundary zero
modes are presented in the general multiband case for two types of the magnetic point groups,
corresponding to DIII and BDI symmetry classes.
Keywords: noncentrosymmetric superconductors; magnetic symmetry; Andreev bound states; bulk-boundary
correspondence
I. INTRODUCTION
Inspired by both the fundamental interest and also potential applications to quantum computing, the search for
Majorana fermions (MFs) has become one of the central topics in condensed matter physics, see Refs. 1–4 for
reviews. One of the most promising routes to the MFs is based on the observation that a one-dimensional (1D) lattice
model of a spin-polarized p-wave superconductor, known as the Kitaev chain,5 can have unpaired, or “dangling”,
zero-energy boundary states near its ends (although these states are not usual fermions, in particular, they have a
non-Abelian exchange statistics, we will still call them MFs, following a considerable precedent in the literature). One
can engineer a Kitaev chain-like system in a quantum wire with the spin-orbit coupling (SOC) and a sufficiently strong
time reversal (TR) symmetry breaking, in which superconductivity is induced by proximity with a conventional bulk
superconductor.6,7 It is in this setup that experimental signatures consistent with the MFs have been observed, in
InSb nanowires in an applied magnetic field,8 and also in ferromagnetic chains on a superconducting Pb substrate.9
Both crucial ingredients of the recent MF proposals, the asymmetric SOC and TR symmetry breaking, are known
to fundamentally affect superconductivity. The asymmetric, or Rashba, SOC (Refs. 10 and 11) requires the absence
of inversion symmetry, which naturally occurs in a quantum wire placed on a substrate. It lifts the spin degeneracy of
the electron states, resulting in nondegenerate Bloch bands characterized by a nontrivial momentum-space topology.
This has profound consequences for superconductivity in three-dimensional (3D) and two-dimensional (2D) materials,
which have been extensively studied in the last decade, see Refs. 12 and 13 for reviews. On the other hand, a TR
symmetry-breaking field, either intrinsic (e.g., the exchange field in ferromagnets) or externally applied, also lifts the
spin degeneracy of the bands and significantly changes the symmetry properties of the Cooper pairs.14,15
The first goal of this work is to present a complete symmetry-based analysis of the electronic bands and the
superconducting states in the presence of both the asymmetric SOC and a TR symmetry-breaking field. Regardless
of the microscopic mechanism of pairing, the symmetry approach has proven to be an extremely powerful tool in
the studies of unconventional superconductivity, helping to identify possible stable states and determine the gap
structure.16 We focus on the quasi-1D case and develop our analysis without any model-specific assumptions, for an
arbitrary number of bands. We emphasize, in particular, the crucial role of antiunitary symmetries in defining the
proper gap function.
Our second goal is to calculate the spectrum of the subgap Andreev bound states (ABS) near the ends of su-
perconducting quantum wires, again in a model-independent way. The presence of these states, observed, e.g., in
high-Tc cuprates and other materials,
17 is an important signature of an unconventional pairing. The ABS energies are
obtained by solving the Bogoliubov-de Gennes (BdG) equations in the semiclassical, or Andreev, approximation.18
The MFs emerge as zero-energy ABS protected by topology against sufficiently small perturbations. According to
the bulk-boundary correspondence principle, the number of the boundary zero modes is determined by a certain
topological invariant in the bulk.19,20 We prove this statement in the systems under consideration and present explicit
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2expressions for the number of zero modes for different magnetic symmetry types.
The rest of the paper is organized as follows. In Secs. II and III, we introduce the 1D magnetic points groups, or
magnetic classes, and develop a symmetry classification of quasi-1D electron band structures. In Sec. IV, supercon-
ducting pairing is analyzed for different types of the magnetic classes. In Sec. V, we use the semiclassical approach to
calculate the ABS spectrum in a general multiband quasi-1D superconductor, in particular, to count the number of
zero-energy modes protected against symmetry-preserving perturbations. Sec. VI contains a summary of our results.
Throughout the paper we use the units in which ~ = 1, neglecting the difference between the quasiparticle momentum
and wavevector, and denote the absolute value of the electron charge by e.
II. MAGNETIC CLASSES IN ONE DIMENSION
We consider a quasi-1D wire oriented along the x direction on a xy-plane substrate. The full 3D potential energy
U(x, y, z) affecting the electrons is periodic in x, with the period d, but confining in both y and z directions. This
system lacks an inversion center, because the substrate breaks the z → −z mirror reflection symmetry. In the presence
of a uniform external magnetic field H =∇×A, the single-particle Hamiltonian has the following form:
Hˆ =
Pˆ 2
2m
+ U(r) +
1
4m2c2
σˆ[∇U(r)× Pˆ ] + µBσˆH . (1)
Here Pˆ = pˆ+(e/c)A(r) and pˆ = −i∇ are the kinetic and canonical momenta operators, respectively, σˆ = (σˆ1, σˆ2, σˆ3)
are the Pauli matrices, and µB is the Bohr magneton. The third term describes the SOC of electrons with the
potential U(r) and the last term is the Zeeman interaction. It is convenient to choose the vector potential in the form
A = A(y, z) (for instance, Ax = Hyz −Hzy, Ay = −Hxz, Az = 0), then the quasimomentum along x is conserved
and the Bloch states are labelled by the wavevector k = kxxˆ, which takes values in the first Brillouin zone (BZ):
−G/2 < kx ≤ G/2. Here G = 2π/d is the basis vector of the 1D reciprocal lattice.
The rotations and reflections leaving U(r) invariant form a point group G. In the quasi-1D case, there are just
two basic point-group operations – the mirror reflections σx and σy, which act as follows: σxU(x, y, z) = U(−x, y, z)
and σyU(x, y, z) = U(x,−y, z), while their product is equivalent to a π-rotation about the z axis: σxσyU(x, y, z) =
U(−x,−y, z) = C2zU(x, y, z) (our notations for the symmetry operations are the same as in Ref. 21). It is easy to
see that there are only five quasi-1D point groups: C1 = {E}, Dx = {E, σx}, Dy = {E, σy}, C2 = {E, σxσy}, and
V = {E, σx, σy, σxσy}, see Ref. 22.
The symmetry analysis can be extended to include the quasi-1D systems in which the normal state breaks TR
symmetry. In this case, the crystal symmetry is characterized by one of the magnetic point groups, or the magnetic
classes, GM , whose elements leave both U(r) and H invariant.
23 We use the notation H in a broad sense, for
any spatially uniform TR symmetry-breaking field, which transforms as a pseudovector under the reflections, i.e.,
σxH = (Hx,−Hy,−Hz) and σyH = (−Hx, Hy,−Hz), and also changes sign under the TR operation K. In a
ferromagnetic system, H can be taken to represent the exchange field or the spontaneous magnetization.
According to general theory,23 the magnetic classes can be grouped into three types. Type I classes do not involve
the TR operation at all, neither by itself nor in combination with the reflections σx and σy and, therefore are formally
the same as the ordinary point groups, i.e., GM = G. These classes, which are listed in Table I, describe TR symmetry-
breaking systems with H 6= 0
¯
, the only exception being GM = V, which does not allow the existence of a uniform
pseudovectorH . Type II classes contain the TR operation K itself and, therefore describe TR invariant systems, with
H = 0
¯
. These classes are obtained from the ordinary point groups as direct products GM = G × K. Finally, Type
III magnetic classes contain the TR operation only in combination with the reflections σx and σy. In the notation
for these classes, GM = G(G˜), the unitary subgroup G˜ includes all elements of G which are not multiplied by the
antiunitary operation K. In order to obtain Type III magnetic classes, one has to identify all subgroups G˜ of index 2
for each ordinary point group G. Then, GM = G˜+ (Kg˜)G˜, where g˜ is any element of G that is not in G˜. The resulting
list is shown in Table II.
Thus we conclude that there are altogether sixteen quasi-1D magnetic classes of all three types. One can see from
Tables I and II that, if TR symmetry is broken by a uniform field H , then there are ten possible “ferromagnetic”
classes:
GM = C1,Dx,Dy,C2,Dx(E),Dy(E),C2(E),V(Dx),V(Dy),V(C2). (2)
For a given orientation of the field, only certain symmetries can be realized. In general, i.e., if all three components
of H are nonzero, then the magnetic class is C1 (Type I), regardless of the symmetry of the potential U(r). If the
magnetic field is along a high-symmetry direction, then the number of possibilities increases. For example, H ‖ xˆ
3TABLE I: Type I magnetic classes in quasi-1D, with the corresponding directions of a uniform TR symmetry-breaking field.
The magnetic class V does not allow ferromagnetism (i.e., the existence of a uniform pseudovector H).
GM H
C1 = {E} Hxxˆ+Hyyˆ +Hzzˆ
Dx = {E, σx} Hxxˆ
Dy = {E, σy} Hyyˆ
C2 = {E, σxσy} Hzzˆ
V = {E, σx, σy , σxσy} 0
¯
TABLE II: Type III magnetic classes in quasi-1D, with the corresponding directions of a uniform TR symmetry-breaking field.
GM H
Dx(E) = {E,Kσx} Hyyˆ +Hzzˆ
Dy(E) = {E,Kσy} Hxxˆ+Hzzˆ
C2(E) = {E,Kσxσy} Hxxˆ+Hyyˆ
V(Dx) = {E, σx,Kσy,Kσxσy} Hxxˆ
V(Dy) = {E,Kσx, σy ,Kσxσy} Hyyˆ
V(C2) = {E,Kσx,Kσy , σxσy} Hzzˆ
can be realized in five classes: C1, Dx, Dy(E), C2(E), and V(Dx), while H ‖ zˆ can be realized in C1, C2, Dx(E),
Dy(E), and V(C2).
Diagonalization of the Hamiltonian (1) produces the Bloch states |kx, n〉, labelled by the band index n, with the
corresponding dispersions ξn(kx) (the energies are counted from the chemical potential and the difference between the
latter and the Fermi energy ǫF is neglected). Due to the absence of inversion symmetry, the bands are nondegenerate
almost everywhere in the BZ, see Sec. III, and, other than being periodic in the reciprocal space, ξn(kx+G) = ξn(kx),
do not have generically any additional symmetries. However, for some magnetic classes there is enough symmetry to
ensure that
ξn(kx) = ξn(−kx). (3)
We call such magnetic classes “superconducting”, because symmetric bands are favorable for the formation of the
Cooper pairs with zero center-of-mass momentum through a Bardeen-Cooper-Schrieffer (BCS)-like mechanism, see
Sec. IV. This does not mean though that superconductivity is impossible if the property (3) does not hold. For
instance, some kind of a nonuniform superconducting state might be stabilized in asymmetric bands. We do not
consider such possibilities here.
The property (3) obviously holds for all five Type II classes, i.e., for
GM = C1 ×K, Dx ×K, Dy ×K, C2 ×K, V ×K, (4)
in which case the Bloch states with opposite momenta form the Kramers pairs. For Type I and Type III magnetic
classes, the bands are even in kx only if there is a group element which transforms kx into −kx, i.e., at least one of
σx, Kσy , or σxσy . It is easy to see that this requirement is satisfied for only three of Type I classes:
GM = Dx, C2, V, (5)
and three of Type III classes:
GM = Dy(E), V(Dx), V(C2). (6)
Note that all “superconducting” magnetic classes correspond to Hy = 0, therefore any deviation of the magnetic field
from the xz plane produces asymmetric bands and is, therefore detrimental for superconductivity.
III. ELECTRONIC BAND STRUCTURE
In order to get more detailed information about the band structure, in this section we derive an effective momentum-
space Hamiltonian of noninteracting electrons. We adapt the general approach developed in Ref. 24 to the quasi-1D
4case, with modifications required in the presence of magnetic field. The starting point is Eq. (1), which can be
represented in the form Hˆ = Hˆs + Hˆa, where
Hˆs =
pˆ2
2m
+ Us(r) +
1
4m2c2
σˆ[∇Us(r)× pˆ], (7)
Hˆa = Ua(r) +
1
4m2c2
σˆ[∇Ua(r)× pˆ] +
e
4m2c3
σˆ[∇U(r)×A] +
e
2mc
(pˆA+Apˆ) +
e2
2mc2
A2 + µBσˆH . (8)
Here
Us(r) =
U(r) + U(−r)
2
, Ua(r) =
U(r)− U(−r)
2
are respectively the inversion-symmetric and antisymmetric parts of the potential U(r). Note that Hˆs is invariant
with respect to both the full 3D inversion I and time reversal K (recall that the TR operation for spin-1/2 particles
is K = iσˆ2K0, where K0 is complex conjugation), while Hˆa has neither of these symmetries.
Diagonalizing Hˆs one obtains the Bloch bands ǫµ(kx), with the properties ǫµ(kx) = ǫµ(−kx) and ǫµ(kx+G) = ǫµ(kx).
Due to the combined symmetry KI, which leaves the wavevector unchanged, the bands are twofold degenerate, and
one can introduce the “pseudospin” index α to distinguish two degenerate Bloch states at each kx (Ref. 25). These
states, denoted by |kxµα〉, can be chosen to transform under TR and the point group operations in the same way as
the pure spin eigenstates, which justifies using the same notation for the pseudospin, α =↑ or ↓, as for the usual spin.
In the gauge A = A(y, z), it is easy to see that Hˆa, see Eq. (8), is lattice-periodic in the x direction and, therefore
diagonal in kx. Its matrix elements in the pseudospin basis can be written as
〈kxµα|Hˆa|kxνβ〉 = iLµν(kx)δαβ +Mµν(kx)σαβ . (9)
All effects of the breaking of TR and 3D inversion symmetries are contained in the matrices Lµν and Mµν =
(M1,µν ,M2,µν ,M3,µν). Thus we arrive at the following second-quantized form of the noninteracting electron Hamil-
tonian:
Hˆ =
∑
kx,µν
∑
αβ
[ǫµ(kx)δµνδαβ + iLµν(kx)δαβ +Mµν(kx)σαβ ]aˆ
†
kxµα
aˆkxνβ , (10)
where aˆ† and aˆ are the fermionic creation and annihilation operators in the pseudospin states. The bands ξn(kx) are
obtained by diagonalizing the above Hamiltonian. It is easy to see that the twofold pseudospin degeneracy at given
kx is lifted only ifMµν(kx) 6= 0
¯
.
The matrices Lµν(kx) and Mµν(kx) must satisfy certain conditions imposed by symmetry. It follows from the
general requirements of the lattice periodicity and Hermiticity that
Lµν(kx) = Lµν(kx +G), Mµν(kx) =Mµν(kx +G), (11)
Lµν(kx) = −L
∗
νµ(kx), Mµν(kx) =M
∗
νµ(kx). (12)
Under time reversal, we have
K : Lµν(kx)→ −L
∗
µν(−kx), Mµν(kx)→ −M
∗
µν(−kx), (13)
while under the reflections,
σx : Lµν(kx)→ Lµν(−kx), Mµν(kx)→ C2xMµν(−kx), (14)
σy : Lµν(kx)→ Lµν(kx), Mµν(kx)→ C2yMµν(kx). (15)
Here C2x and C2y are π-rotations about the x and y axes, respectively.
For Type II classes, we have H = 0
¯
and A = 0
¯
, therefore Hˆa is odd in r. Then it follows from Eq. (9) that
Lµν(kx) = −Lµν(−kx), Mµν(kx) = −Mµν(−kx). (16)
Using Eqs. (12) and (13), we obtain that Lµν is a real antisymmetric matrix, whileMµν is a real symmetric matrix,
at each kx. The point group symmetries can impose additional constraints. For example, if the magnetic class is
Dx × K, then the invariance under σx dictates that Lµν(kx) = Lµν(−kx) andMµν(kx) = C2xMµν(−kx), see Eq.
(14). Comparing this with Eq. (16) yields Lµν(kx) = 0 and M1,µν(kx) = 0 at all kx. We leave it to an interested
reader to derive the permitted forms of the noninteracting Hamiltonian (10) for other magnetic classes.
5The property (16) leads to unavoidable isolated band degeneracies. Indeed, consider the TR invariant wavevectors
kx = K, satisfying −K = K +G. There are just two such points in the 1D BZ, given by K1 = 0 and K2 = π/d. At
these points, we haveMµν(K) = −Mµν(−K) = −Mµν(K +G) = −Mµν(K), thereforeMµν(K1,2) = 0
¯
. For the
same reason, Lµν(K1,2) = 0. Thus the bands ξn(kx) in a Type II system remain degenerate at kx = K1,2, coming in
pairs connected at the center and the boundaries of the BZ, as shown in Fig. 1. The number of bands crossing the
Fermi level, which we denote by N , is even, barring some exceptional values of the chemical potential, at which either
ξn(0) = 0 or ξn(π/d) = 0.
In contrast, for Type I and Type III magnetic classes, Hˆa is no longer odd in r, and the property (16) does not hold.
By inspecting the magnetic point group symmetries, one can verify that there are no reasons for all elements ofMµν
to simultaneously vanish at kx = K1,2, or anywhere else in the BZ. The only exception is the nonferromagnetic Type
I class V, for which it follows from Eqs. (14) and (15) that Lµν(kx) = Lµν(−kx),M1,µν(kx) = 0,M3,µν(kx) = 0, and
M2,µν(kx) = −M2,µν(−kx), producing the bands which are symmetric and pairwise degenerate at kx = K1,2, see Fig.
1. In all other Type I and Type III cases, see Eq. (2), the band degeneracy is completely lifted at all wavevectors,
and the number of bands crossing the Fermi level can be odd or even, as shown in Fig. 2. For the “superconducting”
Type I and Type III classes, listed in Eqs. (5) and (6), the bands are symmetric, ξn(kx) = ξn(−kx), as shown in Fig.
3.
A. Rashba model
The band structure peculiarities in noncentrosymmetric quasi-1D systems can be illustrated using a minimal model
with just one pseudospin-degenerate band, corresponding to µ = 0. The general Hamiltonian (10) is then reduced to
Hˆ =
∑
kx,αβ
[ǫ0(kx)δαβ + iL00(kx)δαβ +M00(kx)σαβ ]aˆ
†
kxα
aˆkxβ ,
where the band index in the fermionic operators has been dropped for brevity. It is easy to check that for all magnetic
classes,M00 is real, while L00 is either zero or purely imaginary, i.e., L00(kx) = −iγ0(kx), where the even in kx part
of γ0 can be absorbed into the “bare” band dispersion ǫ0(kx). Introducing the notationM00(kx) = Γ(kx), separating
the odd and even in kx parts, and neglecting the momentum dependence of the latter, we finally arrive at the following
expression:
Hˆ =
∑
kx,αβ
[ǫ0(kx)δαβ + γ0(kx)δαβ + Γ(kx)σαβ ] aˆ
†
kxα
aˆkxβ , (17)
where ǫ0(kx) = ǫ0(−kx), γ0(kx) = −γ0(−kx), and
Γ(kx) = γ(kx) + h, (18)
with γ(kx) = −γ(−kx). With the exception of the γ0 term, the Hamiltonian (17) has the same form as the 1D version
of the well-known Rashba model10 in an external magnetic field.
The first and second terms in Eq. (18) are usually called the “asymmetric SOC” and the “Zeeman interaction”,
respectively. The simplest form of the parameters of the Rashba model which is compatible with the reciprocal lattice
periodicity is γ0(kx) = γ0 sin(kxd) and γ(kx) = γ sin(kxd). The values of γ0, γ, and h depend on the magnetic class and
can be obtained by adapting the symmetry properties of Lµν andMµν discussed above, see Eqs. (11,12,13,14,15,16),
to the one-band case. The results are shown in Table III. Note some magnetic classes are indistinguishable at the
level of the Rashba model, e.g., Dy×K, V×K, and V. This is because the model (17) contains less information than
the full noninteracting Hamiltonian (10) and, therefore cannot capture all details of the quasi-1D electron structure.
Diagonalizing the Rashba Hamiltonian (17), we obtain two bands:
ξλ(kx) = ǫ0(kx) + γ0(kx) + λ|Γ(kx)|, (19)
which are labelled by the index λ = ±, sometimes called “helicity” (note that λ is not the actual helicity, which is
defined as the projection of the spin on the wavevector). The corresponding eigenstates can be chosen in the following
form:
|kx,+〉 =
(
cos α2
eiβ sin α2
)
, |kx,−〉 =
(
sin α2
−eiβ cos α2
)
, (20)
6TABLE III: Parameters of the 1D Rashba model, see Eq. (17). The last column indicates whether the Rashba bands have the
symmetry (3).
GM γ0 γ h SC
C1 6= 0 (γ1, γ2, γ3) (h1, h2, h3) N
Dx 0 (0, γ2, γ3) (h1, 0, 0) Y
Dy 6= 0 (0, γ2, 0) (0, h2, 0) N
C2 0 (γ1, γ2, 0) (0, 0, h3) Y
V 0 (0, γ2, 0) (0, 0, 0) Y
C1 ×K 0 (γ1, γ2, γ3) (0, 0, 0) Y
Dx ×K 0 (0, γ2, γ3) (0, 0, 0) Y
Dy ×K 0 (0, γ2, 0) (0, 0, 0) Y
C2 ×K 0 (γ1, γ2, 0) (0, 0, 0) Y
V ×K 0 (0, γ2, 0) (0, 0, 0) Y
Dx(E) 6= 0 (0, γ2, γ3) (0, h2, h3) N
Dy(E) 0 (0, γ2, 0) (h1, 0, h3) Y
C2(E) 6= 0 (γ1, γ2, 0) (h1, h2, 0) N
V(Dx) 0 (0, γ2, 0) (h1, 0, 0) Y
V(Dy) 6= 0 (0, γ2, 0) (0, h2, 0) N
V(C2) 0 (0, γ2, 0) (0, 0, h3) Y
where we used the spherical-angle parametrization: Γ = |Γ|(sinα cosβ, sinα sinβ, cosα). All three types of the band
structure, shown in Figs. 1, 2, and 3, can be obtained from Eq. (19) by choosing the appropriate values of the
parameters. For example, according to Table III, in all “superconducting” ferromagnetic classes we have γ0 = 0,
γ ⊥ h, and h ⊥ yˆ. Therefore ξλ(kx) = ǫ0(kx) + λ
√
γ2(kx) + h2 = ξλ(−kx), in agreement with Eq. (3).
In the theoretical proposal of Ref. 6, which was used in experiment to detect the MFs in semiconducting nanowires
with proximity-induced superconductivity,8 the external magnetic field is directed parallel to the wire, i.e., H ‖ xˆ.
This restricts the possible magnetic symmetries to the following list: GM = Dx, Dy(E), or V(Dx). The actual
magnetic class is determined by the details of the wire potential, the substrate, the gates, etc. In Ref. 6, the band
structure was described by the Rashba model and it was assumed that the asymmetric SOC is perpendicular to the
wire, namely, γ ‖ yˆ. According to Table III, this is consistent with any one of the three magnetic classes listed above.
IV. SUPERCONDUCTIVITY IN 1D NONDEGENERATE BANDS
Suppose we have a normal state described by one of the “superconducting” magnetic classes, see Eqs. (4), (5),
and (6). We further assume that if TR symmetry is broken, it is due to a uniform field H , thus eliminating the
nonferromagnetic class V from the consideration. In a BCS-like mechanism of superconductivity, the Cooper pairs
are formed by quasiparticles with opposite momenta and the pairing interaction is only effective near the Fermi
surface. The “Fermi surface” is given by the set of 2N Fermi wavevectors ±kF,n, which are the roots of the equations
ξn(kx) = 0. Here N is the number of nondegenerate bands crossing the Fermi level. As shown in the previous section,
for Type II classes N is even (Fig. 1), while for Type I and Type III classes N can be even or odd (Fig. 3).
The exact band states |kx, n〉, which include all effects of the lattice potential, the SOC, and the TR symmetry-
breaking field, provide a natural basis for constructing the pairing interaction. Our analysis does not rely on any
specific pairing mechanism, the only assumption being that the band splitting is large enough to suppress the pairing
of quasiparticles from different bands. The interaction Hamiltonian has the following form:
Hˆint =
1
2L
∑
kxk′xq
∑
nn′
Vnn′(kx, k
′
x)cˆ
†
kx+q,n
cˆ†−kx,ncˆ−k′x,n′ cˆk′x+q,n′ ,
where Vnn characterize the same-band pairing strength, Vnn′ with n 6= n′ describe the pair scattering between different
bands, and L is the length of the wire. Treating the pairing interaction in the mean-field approximation and assuming
a uniform superconducting state, we obtain:
Hˆ =
∑
kx,n
ξn(kx)cˆ
†
kx,n
cˆkx,n +
1
2
∑
kx,n
[
∆n(kx)cˆ
†
kx,n
cˆ†−kx,n +H.c.
]
. (21)
7The first term describes noninteracting quasiparticles, while the second term, with ∆n(kx) = −∆n(−kx), represents
the intraband Cooper pairing between the states |kx, n〉 and | − kx, n〉. The Hamiltonian (21) can also be used to
describe an “extrinsic” superconductivity in the wire, which is induced by proximity with a bulk superconductor.
Unfortunately, perfunctory application of the above form of the mean-field pairing leads to a number of unpleasant
consequences, which had been recognized a long time ago, see Ref. 26.
A. General analysis
In order to understand the issues with the expression (21), we start with a general form of the mean-field fermionic
pairing Hamiltonian in some arbitrary basis of single-particle states |i〉:
Hˆ =
∑
ij
εij cˆ
†
i cˆj +
1
2
∑
ij
(
∆ij cˆ
†
i cˆ
†
j +H.c.
)
=
1
2
∑
ij
(cˆ†i , cˆi)Hij
(
cˆj
cˆ†j
)
+ const. (22)
Here εij = 〈i|εˆ|j〉 are the matrix elements of the single-particle Hamiltonian εˆ and
Hij =
(
εij ∆ij
∆∗ji −εji
)
. (23)
Due to the anticommutation of the fermionic creation and annihilation operators, the off-diagonal terms satisfy the
condition ∆ij = −∆ji.
It was pointed out by Blount in Ref. 26 that ∆ij cannot be interpreted as a matrix element of a first-quantization
operator and, therefore the matrix (23) does not represent a proper BdG Hamiltonian. To show this, let us make a
change of the single-particle basis, |i〉 =
∑
p |p〉Upi, with the coefficients Upi = 〈p|i〉 forming a unitary matrix. The
creation and annihilation operators transform as follows:
cˆ†i =
∑
p
cˆ†pUpi, cˆi =
∑
p
U∗picˆp, (24)
and Eq. (22) takes the form
Hˆ =
∑
pq
(∑
ij
UpiεijU
∗
qj
)
cˆ†pcˆq +
1
2
∑
pq
[(∑
ij
Upi∆ijUqj
)
cˆ†pcˆ
†
q +H.c.
]
.
The coefficients in the first term transform as expected, i.e., as the matrix elements of εˆ:∑
ij
UpiεijU
∗
qj =
∑
ij
〈p|i〉〈i|εˆ|j〉〈j|q〉 = 〈p|εˆ|q〉.
However, if one tries, by analogy, to write ∆ij = 〈i|∆ˆ|j〉, where ∆ˆ is the “gap operator”, then∑
ij
Upi∆ijUqj =
∑
ij
〈p|i〉〈i|∆ˆ|j〉〈q|j〉 6= 〈p|∆ˆ|q〉. (25)
Therefore the operator ∆ˆ does not actually exist.
One can obtain a meaningful definition of the gap operator by modifying the pairing terms in the mean-field
Hamiltonian as follows. Consider an antiunitary operation A, which may or may not be a symmetry of the system
in the normal state, i.e., may or may not commute with εˆ. We assume that A2 is either +1 or −1, when acting
on spin-1/2 wave functions. For instance, one can use as A the time reversal operation K, as in Ref. 26, or the
latter’s combination with one of the point group elements, see below. For each single-particle state |i〉, we introduce
its A-transformed counterpart A|i〉, as well as the corresponding creation and annihilation operators
ˆ˜c†i = Acˆ
†
iA
−1, ˆ˜ci = AcˆiA
−1.
Then, for each pair of states |i〉 and |j〉 we define the gap function ∆˜ij as a measure of the pairing between |i〉 and
A|j〉 and write the mean-field Hamiltonian in the form
Hˆ =
∑
ij
εij cˆ
†
i cˆj +
1
2
∑
ij
(
∆˜ij cˆ
†
i
ˆ˜c†j +H.c.
)
. (26)
8It is easy to see that the gap functions ∆˜ij have the desired transformation properties and can therefore be interpreted
as matrix elements of a first-quantization operator ˆ˜∆. Indeed, due to the antilinearity of A we have
ˆ˜c†i =
∑
p
ˆ˜c†pU
∗
pi, ˆ˜ci =
∑
p
Upiˆ˜cp,
instead of Eq. (24), and ∑
ij
Upi∆˜ijU
∗
qj =
∑
ij
〈p|i〉〈i| ˆ˜∆|j〉〈j|q〉 = 〈p| ˆ˜∆|q〉,
instead of Eq. (25).
The anticommutation of the fermionic operators imposes a certain constraint on the matrix ∆˜ij . Since the basis
|i〉 is complete, one can write
A|j〉 =
∑
i
|i〉Aij , Aij = 〈i|A|j〉. (27)
Using the antiunitary adjoint definition, 〈i|A|j〉 = 〈j|A†|i〉, it is straightforward to show that the matrix formed by
the coefficients Aji is unitary: Aˆ
−1 = Aˆ†, and also
〈i|A−1|j〉 = 〈i|A†|j〉 = Aji. (28)
Next, we transform the pairing terms in Eq. (26) as follows:∑
ij
∆˜ij cˆ
†
i
ˆ˜c†j =
∑
ijk
∆˜ijAkj cˆ
†
i cˆ
†
k = −
∑
ijk
∆˜ijAkj cˆ
†
kcˆ
†
i = −
∑
ijk
∆˜kjAij cˆ
†
i cˆ
†
k.
Therefore
ˆ˜∆Aˆ⊤ = −Aˆ ˆ˜∆⊤, (29)
or, in other words, the matrix ˆ˜∆Aˆ⊤ = ∆ˆ is antisymmetric, which was already evident from Eq. (22). Depending on
whether the antiunitary operation A squares to +1 or −1, its matrix representation is symmetric or antisymmetric.
We obtain from Eq. (27): 〈j|A2|i〉 = 〈j|
∑
kl A
∗
kiAlk|l〉 = (AˆAˆ
∗)ji. If A2 = −1, then
Aˆ⊤ = −Aˆ, ˆ˜∆⊤ = Aˆ† ˆ˜∆Aˆ, (30)
but if A2 = +1, then
Aˆ⊤ = Aˆ, ˆ˜∆⊤ = −Aˆ† ˆ˜∆Aˆ. (31)
Here we used the unitarity of Aˆ and the property (29).
One can now write the mean-field pairing Hamiltonian (26) in the form
Hˆ =
1
2
∑
ij
(
cˆ†i ,
ˆ˜ci
)
H˜ij
(
cˆj
ˆ˜c†j
)
+ const. (32)
The two-component fermionic operators that appear here are called the Gor’kov-Nambu operators, and the matrix
connecting them is given by
H˜ij =
(
εij ∆˜ij
∆˜∗ji −(Aˆ
†εˆAˆ)ji
)
. (33)
In contrast to Eq. (23), the last expression can be represented as H˜ij = 〈i|HˆBdG|j〉, i.e., as the matrix element of a
certain first-quantization operator, which is called the BdG Hamiltonian:
HˆBdG =
(
εˆ ˆ˜∆
ˆ˜∆† −εˆA
)
. (34)
9where εˆA = A−1εˆA. In particular, for the bottom-right entry we have, using Eqs. (27), (28), and the Hermiticity of
εˆ:
〈i|εˆA|j〉 = 〈i|A
−1
∑
kl
εlkAkj |l〉 =
∑
kl
ε∗lkA
∗
kjAli = (Aˆ
†εˆAˆ)ji.
The eigenstates and eigenvalues of the operator (34) determine the wave functions and the energies of the Bogolibov
quasiparticle excitations in our superconductor.
It is easy to see that the matrices (23) and (33) are related by a unitary transformation: H = UH˜U−1, where
Uij =
(
δij 0
0 A∗ij
)
.
Therefore their eigenvalues are the same, coming in particle-hole symmetric pairs. The actual calculation has to be
done using the BdG Hamiltonian (34), whose spectrum can be found by utilizing various tools of quantum mechanics,
e.g., the semiclassical approximation. Another advantage of working with the gap functions ∆˜ij is that, unlike ∆ij ,
they transform in a simple way under the symmetry group operations, see the next subsection, and therefore lend
themselves nicely to the standard symmetry-based analysis.16
B. Gap symmetry in the band representation
The above arguments can be made more explicit by using the basis of the Bloch states, |i〉 = |kx, n〉, labelled by
quasimomentum kx and the band index n. To ensure that the Cooper pairs have zero center-of-mass momentum, the
antiunitary operation A should transform kx into −kx, and it follows from Eq. (27) that
A|kx, n〉 =
∑
m
| − kx,m〉Amn(kx), Amn(kx) = 〈−kx,m|A|kx, n〉, (35)
where the matrix Aˆ(kx) is unitary at each kx.
Suppose that A is a symmetry of the single-particle Hamiltonian, i.e., [εˆ,A] = 0, therefore εˆA = εˆ. Both Aˆ(kx) and
the gap function matrix can be chosen in a band-diagonal form:
Amn(kx) = tn(kx)δmn, (36)
where tn are phase factors, and ∆˜n(kx) = t
∗
n(kx)∆n(kx). For a uniform superconducting state in a symmetric band,
ξn(kx) = ξn(−kx), the mean-field Hamiltonian (26) takes the following form:
Hˆ =
∑
kx,n
ξn(kx)cˆ
†
kxn
cˆkxn +
1
2
∑
kx,n
[
∆˜n(kx)cˆ
†
kxn
ˆ˜c†kxn +H.c.
]
, (37)
where ˆ˜c†kxn = Acˆ
†
kxn
A−1 = tn(kx)cˆ
†
−kx,n
, and the BdG Hamiltonian (34) can be written as
HˆBdG(kx) =
∑
n
|kx, n〉
(
ξn(kx) ∆˜n(kx)
∆˜∗n(kx) −ξn(kx)
)
〈kx, n|. (38)
In order to make further progress, in particular, to determine the parity of the gap functions, one has to identify
which A should be used for each magnetic class.
1. Type II
For Type II classes, the TR operation K is a symmetry element on its own, and it is natural to choose
A = K. (39)
This is the standard convention in superconductivity theory, see Refs. 25 and 26. Since A2 = K2 = −1, we obtain
from Eq. (30) that tn(−kx) = −tn(kx) and
∆˜n(kx) = ∆˜n(−kx), (40)
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i.e., the gap functions in nondegenerate TR-invariant bands are even in momentum. For the Rashba model, see Eq.
(20), the phase factors are given by tλ(kx) = λe
−iβ(kx).
Now let us see how the gap functions transform under various symmetry operations. The action of an element g of
the point group G is given by gcˆ†kxng
−1 =
∑
m cˆ
†
gkx,m
Dmn,kx(g), where D is the unitary representation matrix of g in
the Bloch basis. Since g is a symmetry of the single-particle Hamiltonian and [g,K] = 0, the representation matrix
is band-diagonal and we have gcˆ†kxng
−1 = eiΦkxn(g)cˆ†gkx,n and g
ˆ˜c†kxng
−1 = e−iΦkxn(g) ˆ˜c†gkx,n. Under the TR operation,
Kcˆ†kxnK
−1 = ˆ˜c†kxn and K
ˆ˜c†kxnK
−1 = −cˆ†kxn. Then it follows from Eq. (37) that the gap function in each band
transforms as a complex scalar, i.e., ∆˜n(kx)→ ∆˜n(g−1kx) under the point group symmetries and ∆˜n(kx)→ ∆˜∗n(kx)
under time reversal. Taken together with Eq. (40), this means that the gap functions are invariant under all point
group operations, thus corresponding to a 1D “s-wave” pairing.22 Neglecting the momentum dependence of the gap
functions near the Fermi points, one can write
∆˜n(kx) = ηn, (41)
where the complex quantities ηn are the components of the superconducting order parameter. Under the antiunitary
symmetry operation A = K they transform as ηn → η∗n.
2. Type III
For all three Type III “superconducting” magnetic classes, see Eq. (6), there is only one antiunitary symmetry
operation which transforms kx into −kx, namely,
A = Kσy . (42)
In contrast to Type II classes, now we have A2 = +1. Indeed, σ2y = (IC2y)
2 = C22y , but a 2π-rotation of a spin-1/2
wave function about any axis is equivalent to the multiplication by −1, therefore K2σ2y = 1. Then it follows from Eq.
(31) that tn(−kx) = tn(kx) and
∆˜n(kx) = −∆˜n(−kx), (43)
i.e., the gap functions for Type III classes are odd in momentum. For the Rashba model, the action of the antiunitary
opration (42) on the eigenstates (20) is equivalent to complex conjugation. By inspecting the Type III Rashba model
parameters, see Table III, it is easy to show that α(−kx) = α(kx) and β(−kx) = −β(kx), therefore the phase factors
are given by tλ(kx) = 1.
While all elements of the unitary subgroup G˜ of GM act on the gap functions in the same way as in the Type
II case, i.e., ∆˜n(kx) → ∆˜n(g−1kx) under g ∈ G˜, the antiunitary element acts differently: from Eq. (37) we have
∆˜n(kx)→ −∆˜∗n(kx) under A = Kσy. According to general theory, the superconducting order parameter components
can be introduced by expanding the gap functions in terms of “building blocks” – the basis functions of the irreducible
representations (IREPs). However, instead of the usual IREPs, in the present case one should use the corepresentations
of the magnetic point group GM , which are derived from the IREPs of the unitary component G˜ (Ref. 27).
It is straightforward to show that, since all group elements commute and the antiunitary elements all square to +1,
the corepresentations of the magnetic classes (6) are one-dimensional. Using the property (43), we obtain:
∆˜n(kx) = iηnφn(kx), φn(kx) = −φn(−kx), (44)
where ηn are the order parameter components and φn(kx) are real basis functions. The latter can be different in
different bands and taken to be φn(kx) ∝ kx, which corresponds to a 1D “p-wave” pairing. Therefore a Type III
superconductor can be regarded as a multiband continuum generalization of the Kitaev chain.5 The imaginary factor
in Eq. (44) is introduced for convenience, to make sure that, as in the Type II case, the action of the antiunitary
operation on the order parameter components is equivalent to complex conjugation, i.e., we have ηn → η∗n under
A = Kσy .
3. Type I
There are only two Type I magnetic classes that are simultaneously “ferromagnetic” and “superconducting”, Dx
and C2, see Eqs. (2) and (5). Since Type I classes do not have any antiunitary elements, there is no obvious choice
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for A. While the pairing can be defined using, for instance, the TR operation, the matrix representation of A = K
and the gap function are no longer band-diagonal, nor does the gap functions ˆ˜∆ have a definite parity, see Eq. (30).
Due to these complications, Type I systems have to be treated differently and will be studied elsewhere.
We would like to note that, while it is the band representation of pairing that is best suited for the semiclassical
analysis, see Sec. V, it is possible to translate the results of this section into the more traditional spin representation.
This can be done though only if an explicit model of the band structure is available. In Appendix A, we discuss the
relation between the band and spin representations for a two-band Rashba wire.
C. Stable states
We have shown in Sec. IVB that the superconducting order parameter in both Type II and Type III quantum
wires is given by a set of η1, ..., ηN , which transform into their complex conjugates under the action of the antiunitary
symmetry operation A. The actual values of the order parameter components can be obtained by minimizing the
Ginzburg-Landau (GL) free energy. Assuming a uniform state, the most general second- and fourth-order terms in
the free energy density have the following form:
F =
∑
mn
αmnη
∗
mηn +
∑
klmn
βklmnη
∗
kη
∗
l ηmηn. (45)
In a phenomenological theory, the values of the coefficients are only constrained by the requirement that F is a real
scalar, which is invariant under all symmetry operations, including A. It is then straightforward to show that the
coefficients are real and satisfy αmn = αnm, βklmn = βlkmn = βklnm = βmnkl.
In the case of N = 1, which is possible only in a Type III superconductor, one can make the single component
of the order parameter real by a phase rotation, therefore the superconducting state is always invariant under the
antiunitary operation (42). For N > 1, in both Type II and Type III cases, Eq. (45) has the same form as the usual
multiband generalization of the GL energy. The latter can have real minima, as well as intrinsically complex ones
with the interband phase differences other than 0 or π (Ref. 28). Therefore in addition to the A-invariant states
characterized by real ηn, various antiunitary symmetry-breaking superconducting states are also phenomenologically
possible.
V. ANDREEV BOUNDARY MODES
The Bogoliubov quasiparticle energies in an infinite uniform superconductor are obtained by diagonalizing the BdG
Hamiltonian (38), with the following result: En(kx) = ±
√
ξ2n(kx) + |∆˜n(kx)|
2. The gap functions are given by Eq.
(41) or Eq. (44). While the bulk excitations are gapped, there might exist subgap states localized near various
inhomogeneities, in particular, near the boundaries of the system. In this section, we calculate the spectrum of these
states in a half-infinite (x ≥ 0) clean wire using the semiclassical, or Andreev, approach.18 To make analytical progress,
we neglect self-consistency and assume that the order parameters η1, ..., ηN do not depend on x.
A. Semiclassical analysis of the boundary modes
The quasiparticle wave function in the nth band is an electron-hole spinor, which can be represented in the semi-
classical approximation as eirkF,nxψn,r(x), where r = ± characterizes the direction of the Fermi wavevector rkF,n.
The “envelope” function ψn,r(x) varies slowly on the scale of the Fermi wavelength k
−1
F,n and satisfies the Andreev
equation: 
 −ivn,r
d
dx
∆˜n(rkF,n)
∆˜∗n(rkF,n) ivn,r
d
dx

ψn,r = Eψn,r. (46)
Here vn,r = (∂ξn/∂kx)|kx=rkF,n is the quasiparticle group velocity near the Fermi point rkF,n (note that |vn,±| = vF,n).
Focusing on the subgap states with |E| < |∆˜n|, the solution of Eq. (46) has the form ψn,r(x) = φ(rkF,n)e−Ωnx/vF,n ,
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where
φ(rkF,n) = C(rkF,n)

 ∆˜n(rkF,n)E − iΩn sgn vn,r
1

 , (47)
Ωn =
√
|∆˜n(rkF,n)|2 − E2, and C is a coefficient.
The semiclassical approximation breaks down near the boundary due to a rapid variation of the confining potential,
which causes elastic transitions between the states corresponding to different Fermi wavevectors. This can be described
by an effective boundary condition for the Andreev wave functions, which is obtained as follows. Depending on the
sign of the group velocity, the Fermi wavevectors are classified as either incident, for which vn,r < 0, or reflected, for
which vn,r > 0. We denote the former k
in
1 , ..., k
in
N and the latter k
out
1 , ..., k
out
N , with k
out
n = −k
in
n . From Eq. (47), the
Andreev wave functions at x = 0 corresponding to the incident and reflected wavevectors can be written as
φ(kinn ) = C(k
in
n )
(
αinn
1
)
, φ(koutn ) = C(k
out
n )
(
αoutn
1
)
, (48)
where
αinn =
∆˜n(k
in
n )
E + i
√
|∆˜n(kinn )|
2 − E2
, αoutn =
∆˜n(k
out
n )
E − i
√
|∆˜n(koutn )|
2 − E2
.
According to Ref. 29, the boundary conditions have the form of a linear relation between the “in” and “out” Andreev
amplitudes:
φ(koutn ) =
N∑
m=1
Snmφ(k
in
m), (49)
with the coefficients Snm forming a unitary N × N matrix. The S matrix is an electron-hole scalar, determined by
the details of the boundary scattering at the Fermi level in the normal state. If a manageable microscopic description
of the electron band structure is available, then the S matrix can be calculated analytically, see Ref. 30. In general,
it should be regarded as a phenomenological input.
Inserting the expressions (48) into the boundary conditions (49), we obtain a system of 2N linear equations for
C(kinn ) and C(k
out
n ). It has a nontrivial solution if
det Wˆ (E) = 0, (50)
where
Wˆ (E) = Sˆ − Mˆ †out(E)SˆMˆin(E),
with Mˆin = diag (α
in
1 , ..., α
in
N ) and Mˆout = diag (α
out
1 , ..., α
out
N ). Below we focus on calculating the number of the
zero-energy solutions of Eq. (50) in an A-invariant superconducting state.
B. Counting the zero modes
The number of the ABS zero modes localized near x = 0 is given by
N0 = dimker Wˆ (0). (51)
Using Eqs. (40) and (43), we find Wˆ (0) = Sˆ ± ˆ˜P †Sˆ ˆ˜P , where the upper (lower) sign corresponds to superconductors
with a Type II (Type III) symmetry and
ˆ˜P = diag
[
∆˜1(k
out
1 )
|∆˜1(kout1 )|
, ...,
∆˜N (k
out
N )
|∆˜N (koutN )|
]
.
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In terms of the order parameter components, as defined by Eqs. (41) and (44), we obtain:
Wˆ (0) = Sˆ ± Pˆ †SˆPˆ , (52)
where
Pˆ = diag
(
η1
|η1|
, ...,
ηN
|ηN |
)
.
In the Type III case, we neglected the momentum dependence of the “p-wave” basis functions near the Fermi points
and used the convention φn(kx) = sgn (k
out
n ) sgn (kx) in Eq. (44). Thus the sign of ηn is defined by the value of the
gap function ∆˜n at the reflected wavevector kx = k
out
n .
We consider only the superconducting states in which the antiunitary symmetry A is not broken. For Type II
classes, these are the usual TR invariant states, in which the order parameter components ηn can be made real by
a gauge transformation. For Type III classes, the states invariant under A = Kσy are also characterized by a real
order parameter. We label the bands in such a way that the first N+ bands have positive ηn, while the remaining
N− = N −N+ bands have negative ηn, so that Pˆ = diag (1+,−1−). Here and below, vectors subscripted with “+”
(“−”) have N+ (N−) components. Representing the S matrix in the block form as
Sˆ =
(
Rˆ++ Rˆ+−
Rˆ−+ Rˆ−−
)
, (53)
where Rˆss′ is a Ns ×Ns′ matrix (s, s′ = ±), Eq. (52) takes the following form:
Wˆ (0) = 2
(
Rˆ++ 0
0 Rˆ−−
)
(Type II), (54)
or
Wˆ (0) = 2
(
0 Rˆ+−
Rˆ−+ 0
)
(Type III). (55)
Further steps require a more detailed knowledge of the S matrix. The latter is a normal-state property and has to
satisfy, in addition to unitarity, certain constraints imposed by the antiunitary symmetry.
1. Type II
As shown in Sec. III, in Type II systems N is even and, therefore N+ and N− have the same parity. We obtain
from Eqs. (51) and (54) that
N0 = dimker Rˆ++ + dim ker Rˆ−−.
According to Appendix B, in the Type II case the scattering matrix can be made antisymmetric, therefore both
Rˆ++ and Rˆ−− are antisymmetric. If N+ and N− are even, then there is no reason for Rˆ++ and Rˆ−− to have zero
eigenvalues. However, if N+ and N− are odd, then both Rˆ++ and Rˆ−− are singular, i.e., have at least one zero
eigenvalue each. Thus we arrive at the following result:
N0 =
{
2, if N+, N− = odd,
0, if N+, N− = even,
(56)
which means that the zero-energy ABS can only exist if there is an odd number of bands with the same sign of the
gap. These zero modes form one Kramers pair per each end of the wire.
The bulk-boundary correspondence principle states that the number of the boundary zero modes is related to a
topological invariant in the bulk.19,20 Since the antiunitary symmetry in Type II case is the usual time reversal, which
squares to −1, our system belongs to the symmetry class DIII and can be characterized in 1D by a Z2 invariant.31
According to Ref. 32, this invariant is given by
∏N
n=1 sgn (ηn) = (−1)
N− = (−1)N+ , therefore the states with N+
and N− odd are Z2-nontrivial and should have a pair of the ABS zero modes, in agreement with Eq. (56). If TR
symmetry is broken, either due to a magnetic boundary scattering or intrinsically in the superconducting state, then
the Kramers pairs of the zero modes are split. The same effect is produced by TR symmetry-breaking fluctuations,
even if the mean-field state is TR invariant (Ref. 33).
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2. Type III
In Type III systems, there can be any number of bands crossing the Fermi level. As shown in Appendix B,
the scattering matrix is now symmetric, therefore Rˆ−+ = Rˆ
⊤
+−. The number of the zero modes of Eq. (55) can be
calculated using the rank-nullity theorem. Namely, we write the zero-mode eigenvectors of Wˆ (0) in the form (v⊤+ ,v
⊤
−),
where v+ and v− satisfy the equations
Rˆ+−v− = 0+, Rˆ−+v+ = 0−. (57)
If N+ > N−, then v− = 0− and the second equation (57) has N+−N− nonzero solutions. If N+ < N−, then v+ = 0+
and the first equation (57) has N− −N+ nonzero solutions. Finally, if N+ = N−, then the equations (57) generically
have no nontrivial solutions. Collecting everything together, we obtain:
N0 = |N+ −N−|, (58)
i.e., there can be any integer number of the zero-energy ABS.
The result (58) can also be understood using the MF language. Consider N Kitaev chains in the nontrivial phase,5
which is the lattice version of our quasi-1D N -band Type III superconductor. The chains are labelled by the index
n, while the lattice sites are labelled by the discrete position 1 ≤ x ≤ L (we assume a half-infinite geometry, with
L→∞). Let us first neglect the boundary scattering between the chains, making them completely decoupled. Each
chain has one zero-energy ABS located at x = 1, corresponding to an unpaired, or “dangling”, MF. Next, we turn on
the interchain boundary scattering, which will hybridize the MFs, and ask how many of the N MFs will survive.
The mixing of the dangling MFs can be described phenomenologically by a quadratic Hamiltonian of the form
Hˆmix = i
N∑
m,n=1
Tmnγˆmγˆn, (59)
where γˆn are the Majorana operators, satisfying the anticommutation relations {γˆm, γˆn} = 2δmn, and Tmn’s form a
real antisymmetric matrix. Additionally, the above Hamiltonian has to be invariant under the antiunitary operation
(42). According to Appendix C, the transformation rules for the Majorana operators read
AγˆnA
−1 = sgn (ηn)γˆn. (60)
Using this in Eq. (59), we obtain the following antiunitary symmetry-imposed constraint on the mixing matrix:
Tmn = − sgn (ηmηn)Tmn. Therefore an A-invariant boundary scattering can hybridize only MFs from the bands with
opposite gap signs, i.e.,
Tˆ =
(
0 Tˆ+−
Tˆ−+ 0
)
, (61)
where Tˆss′ is a Ns × Ns′ matrix and Tˆ−+ = −Tˆ⊤+−. Next, we observe that any real antisymmetric matrix can be
brought by an orthogonal transformation Qˆ to a canonical block-diagonal form:
Qˆ−1Tˆ Qˆ = diag
{
0, ..., 0,
(
0 λ1
−λ1 0
)
,
(
0 λ2
−λ2 0
)
, ...
}
,
with real λ’s, see Ref. 34. Substituting this into Eq. (59), we see that the number of the zero-energy MFs which are
not affected by the interchain boundary scattering is equal to the number of zero eigenvalues of Tˆ .
While a generic antisymmetric matrix has at least one zero eigenvalue only if it is odd-dimensional, in our case
there are more possibilities due to special structure of the mixing matrix, see Eq. (61). The analysis is similar to the
calculation of the number of zero modes of Wˆ (0) given earlier in this subsection. The zero-mode eigenvectors of Tˆ
have the form (f⊤+ ,f
⊤
− ), where f+ and f− satisfy the equations Tˆ+−f− = 0+ and Tˆ−+f+ = 0−. If N+ > N−, then
f− = 0−, while the second equation has N+ −N− nontrivial solutions. If N+ < N−, then f+ = 0+, while the first
equation has N−−N+ nontrivial solutions. If N+ = N−, then the mixing matrix is even-dimensional and has no zero
eigenvalues. Thus the number of the zero-energy MFs which are immune against the symmetry-preserving boundary
scattering is equal to |N+ −N−|, in agreement with Eq. (58).
The conclusion that a Type III superconducting wire can have any integer number of the zero-energy MFs is
also supported by a topological argument. The antiunitary symmetry A = Kσy squares to +1, placing a Type III
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superconductor into the symmetry class BDI, which is characterized in 1D by a Z invariant.31,35 Our expression (58)
gives an explicit form of this invariant. We would like to note that the possibility of a Z topological invariant in certain
models of superconducting nanowires has been previously argued in Refs. 36 and 3. The Z2 invariant proposed in
Ref. 5, see also Refs. 37 and 38, is more “coarse-grained” in the sense that it does not take into account the fact that
the antiunitary symmetry forbids certain couplings between the MFs, see Eq. (61).
VI. SUMMARY
We have developed a theory of normal-state and superconducting properties of quasi-1D quantim wires, in which
the full 3D inversion symmetry is broken by a substrate. The effects of the electron-lattice SO coupling and TR
symmetry breaking have been studied in a model-independent way, by using general symmetry arguments.
The symmetry of a quasi-1D noncentrosymmetric crystal is described by one of the sixteen magnetic point groups,
or magnetic classes, with only ten of them consistent with a uniform magnetic field (or a uniform magnetization).
Superconductivity of the BCS type can potentially exist in eleven magnetic classes. The magnetic classes fall into
one of three types, depending on the way the TR operation K enters the symmetry elements. The electronic band
structure, in particular, the number and location of the Fermi points, is qualitatively different for different types of
magnetic classes. As a by-product, we have shown how a generalized Rashba model can be derived in the quasi-1D
case.
We have emphasized the crucial role of antiunitary symmetries in ensuring that the superconducting gap function
has the right transformation properties. The standard approach of superconductivity theory, in which the Cooper
pairs are built from time-reversed states, see Refs. 25 and 26, has been extended to the case of an arbitrary magnetic
symmetry. We have identified the appropriate antiunitary symmetry operations A for Type II and Type III classes.
Regardless of the pairing mechanism, superconductivity in Type II systems corresponds to a quasi-1D multiband
version of a conventional s-wave pairing. In contrast, Type III systems exhibit a “p-wave” pairing and thus represent
multiband generalizations of the Kitaev model.
We have studied the spectrum of the Andreev bound states near the end of a superconducting wire using the
semiclassical approach. The boundary conditions for the Andreev equations are formulated phenomenologically, in
terms of the normal-state boundary scattering matrix. In a superconducting state invariant under the antiunitary
symmetry A, we have calculated the number of the zero-energy ABS which are protected against symmetry-preserving
perturbations. In the Type II case, we have A = K, therefore A2 = −1 (class DIII, according to the “tenfold”
classification of Ref. 31) and the number of zero modes is given by the Z2 invariant (56). In the Type III case, we
have A = Kσy , therefore A2 = +1 (class BDI), and the number of zero modes is given by the Z invariant (58).
Our work might be extended in several directions. One obvious omission is Type I case, in which the lack of an
antiunitary symmetry in the magnetic class makes analysis more complicated. In particular, the classification of the
gap functions according to their parity is no longer possible. Also, our counting of the zero-energy ABS is expected to
be significantly modified by the interactions beyond the mean-field treatment of the pairing. Such interactions would
lead to higher-order mixing terms in the MF Hamiltonian, thus reducing the number of protected zero modes.39
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Appendix A: Spin representation of pairing
Suppose we have a Type II or Type III quantum wire with two single-electron bands described by the Rashba
model. Using the relations
cˆ†kxλ =
∑
α=↑,↓
aˆ†kxα〈kxα|kxλ〉,
ˆ˜c†kxλ =
∑
α=↑,↓
ˆ˜a†kxα〈kx, λ|kx, α〉,
where λ = ± and ˆ˜a†kxα = Aaˆ
†
kxα
A−1 =
∑
β aˆ
†
−kx,α
Aβα, cf. Eq. (35), the pairing Hamiltonian can be written as∑
kx,λ
∆˜λ(kx)cˆ
†
kxλ
ˆ˜c†kxλ =
∑
kx,αβ
∆αβ(kx)aˆ
†
kxα
aˆ†−kx,β .
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The gap function on the right-hand side is a 2× 2 spin matrix: ∆ˆ(kx) =
∑
λ ∆˜λ(kx)Πˆλ(kx)Aˆ
⊤, where
Πˆλ(kx) = |kx, λ〉〈kx, λ| =
1 + λΓˆ(kx)σˆ
2
is the projection operator onto the λth helicity band, with Γˆ = Γ/|Γ|, see Eq. (18). Therefore
∆ˆ(kx) =
∆˜+(kx) + ∆˜−(kx)
2
Aˆ⊤ +
∆˜+(kx)− ∆˜−(kx)
2
Γˆ(kx)(σˆAˆ
⊤)
= d0(kx)(iσˆ2) + d(kx)(iσˆσˆ2). (A1)
In the second line we used the standard representation of the gap function in terms of the spin-singlet component
d0(kx) = d0(−kx) and the spin-triplet components d(kx) = −d(−kx), see, e.g., Ref. 16.
For Type II classes, it follows from Eq. (39) that ˆ˜a†kxα = iσ2,αβ aˆ
†
−kx,β
, therefore Aˆ = −iσˆ2. Since in this case
Γ(kx) = γ(kx), we obtain from Eq. (A1):
d0(kx) =
∆˜+(kx) + ∆˜−(kx)
2
, d(kx) =
∆˜+(kx)− ∆˜−(kx)
2
γˆ(kx), (A2)
where ∆˜± are even in kx, according to Eq. (40). The second of these expressions describes the “protected” triplet
pairing, which survives the large SO band splitting.12
For Type III classes, it follows from Eq. (42) that ˆ˜a†kxα = aˆ
†
−kx,α
, therefore Aˆ = σˆ0. The gap function (A1) takes
the form
∆ˆ(kx) =
∆˜+(kx) + ∆˜−(kx)
2
+
∆˜+(kx)− ∆˜−(kx)
2
γ(kx)σˆ + hσˆ√
γ2(kx) + h2
, (A3)
where ∆˜± are odd in kx, according to Eq. (43). Note that γ ‖ yˆ and h ⊥ yˆ, see Table III. In the limit of strong
Zeeman field, |h| ≫ |γ|, the contribution of the asymmetric SOC to the band splitting can be neglected and we
obtain:
∆ˆ(kx) =
∆˜+(kx) + ∆˜−(kx)
2
+
∆˜+(kx)− ∆˜−(kx)
2
hσˆ
|h|
.
This expression has an entirely expected form, since in the large-h limit the difference between the helicity represen-
tation and the spin representation disappears. The electron spins in the two nondegenerate bands are fully polarized
either parallel or antiparallel to h, and the same-spin pairing is described by ∆˜+(kx) or ∆˜−(kx), respectively.
Appendix B: Antiunitary symmetry of the S matrix
In order to obtain the constraints imposed on the S matrix by the antiunitary symmetry of the normal state,
we express the wave function of normal electrons away from the boundary as a superposition of N incident and N
reflected states:
|Ψ〉 =
N∑
n=1
(
Cn|k
in
n 〉+ C˜n|k
out
n 〉
)
, (B1)
where |k〉 ≡ |kx, n〉 is a shorthand notation for the Bloch spinor state corresponding to the Fermi wavevector kx = kinn
or koutn . The scattering matrix is defined by the following relation between the coefficients:
C˜n =
∑
m
SnmCm. (B2)
Due to the particle number conservation in the boundary scattering, the S matrix is unitary.
Applying the antiunitary operation A to the wave function (B1) and using Eqs. (35) and (36), we obtain:
A|Ψ〉 =
∑
n
[
C∗ntn(k
in
n )| − k
in
n 〉+ C˜
∗
ntn(k
out
n )| − k
out
n 〉
]
=
∑
n
[
C˜∗ntn(k
out
n )|k
in
n 〉+ C
∗
ntn(k
in
n )|k
out
n 〉
]
.
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Note how the “in”- and “out”-states are interchanged by A. Since the normal-state Hamiltonian, including the
boundary, is invariant under A, one can expect the same S-matrix relations between the incident and reflected states
in |Ψ〉 and A|Ψ〉, i.e.,
C∗ntn(k
in
n ) =
∑
m
SnmC˜
∗
mtm(k
out
m ). (B3)
Comparing Eqs. (B2) and (B3) and taking into account the unitarity of the S-matrix, we obtain:
Smn = t
∗
n(k
in
n )Snmtm(k
out
m ) = t
∗
n(−k
out
n )Snmtm(k
out
m ).
Depending on whether A squares to −1 or +1, the phase factor tn is an odd or even function of kx, see Secs. IVB 1
and IVB2. Therefore
Smn = ∓t
∗
n(k
out
n )Snmtm(k
out
m ), (B4)
where the upper (lower) sign corresponds to the Type II (Type III) case.
The phase factors tn depend on the phase choice for the Bloch states. In particular, one can make tn(kx) real
and equal to +1 for kx = k
out
n . Then we obtain from Eq. (B4) that in this basis the scattering matrix is either
antisymmetric:
Sˆ⊤ = −Sˆ (Type II), (B5)
or symmetric:
Sˆ⊤ = Sˆ (Type III). (B6)
It follows from Eq. (B5) that Snn = 0, i.e., the backscattering of quasiparticles into the same band is forbidden by
TR symmetry.
Appendix C: Antiunitary symmetry of Majorana fermions
Consider a single Kitaev chain described by the Hamiltonian
Hˆ =
∑
x
(
−tcˆ†xcˆx+1 − ηcˆxcˆx+1 +H.c.
)
− µ
∑
x
cˆ†xcˆx, (C1)
where x = 1, ..., L labels the 1D lattice sites, t and µ are, respectively, the nearest-neighbor hopping and the chemical
potential, and η = |η|eiθ is the superconducting order parameter. The momentum representation of Eq. (C1)
reproduces the gap function (44), with φ(kx) = sin(kxd), where d is the lattice spacing. Following Ref. 5, we
introduce 2L Majorana operators
τˆ2x−1 = e
iθ/2cˆx + e
−iθ/2cˆ†x, τˆ2x = −ie
iθ/2cˆx + ie
−iθ/2cˆ†x. (C2)
In the nontrivial phase, with |η| 6= 0 and |µ| < 2|t|, there is one unpaired MF per each end of the chain, which are
described by the operators γˆ = τˆ1 and γˆ
′ = τˆ2L.
Since the action of the antiunitary operation (42) is given by A(f cˆx)A−1 = f∗cˆx and A(f cˆ†x)A
−1 = f∗cˆ†x, where f
is a c-number, an A-invariant superconducting state corresponds to a real η. If η is real positive (θ = 0), then one
obtains from Eq. (C2):
Aτˆ2x−1A
−1 = τˆ2x−1, Aτˆ2xA
−1 = −τˆ2x,
but if η is real negative (θ = π), then
Aτˆ2x−1A
−1 = −τˆ2x−1, Aτˆ2xA
−1 = τˆ2x.
Focusing on the unpaired MF at x = 1, we have
AγˆA−1 = sgn (η) γˆ. (C3)
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Therefore the response of the MF on the antiunitary symmetry operation depends on the sign of the order parameter.
This becomes important if there is more than one Kitaev chain, with different signs of the gap. Introducing the chain
index n in Eq. (C3), we arrive at Eq. (60).
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FIG. 1: The Bloch bands for Type II classes and the nonferromagnetic Type I class V. The bands are symmetric and remain
twofold degenerate at the TR invariant points kx = 0 and pi/d. The chemical potential shown corresponds to N = 2.
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FIG. 2: The Bloch bands for the “nonsuperconducting” ferromagnetic Type I or Type III classes. The bands are nondegenerate
everywhere in the BZ. The chemical potential shown corresponds to N = 1.
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FIG. 3: The Bloch bands for the “superconducting” ferromagnetic Type I or Type III classes. The bands are nondegenerate
everywhere in the BZ and symmetric with respect to kx → −kx. The chemical potential shown corresponds to N = 1.
