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Charge transport properties of the Majorana zero mode induced noncollinear spin
selective Andreev reflection
Xin Shang, Haiwen Liu,∗ and Ke Xia†
Department of Physics, Beijing Normal University, Beijing 100875, China
We study the charge transport of the spin-selective Andreev reflection(SSAR) effect between a spin
polarized scanning tunneling microscope(STM) tip and a Majorana zero mode(MZM). Considering
both the MZM and the excited states, we calculate the conductance and the shot noise power of
the noncollinear SSAR using scattering theory. We find the influence of first excited states cannot
be avoided when the spin polarization direction of the STM tip and the MZM are not collinear. In
this case, the first excited states give rise to inside peaks and change the conductance peak value
at zero energy. Moreover, we numerically calculate the shot noise power and the Fano factor of the
SSAR effect. Our calculation shows that the shot noise power and the Fano factor are related to the
angle between the spin polarization direction of the STM tip and that of the MZM. These transport
properties of the SSAR effect provide additional characteristics to detect the MZM via SSAR.
I. INTRODUCTION
The Majorana zero mode (MZM) is a special type
of Bogoliubov quasiparticle excitation with non-Abelian
statistics, which forms the base of topological quantum
computations1–6, and has received a large amount of re-
search interest since being proposed. There are a number
of methods that have been used to generate and detect
the MZM in condensed matter systems5,7,8;these include
a chiral p-wave superconductor9, the ν = 5/2 fractional
quantum Hall system1,2, topological insulator(TI)/s-
wave superconductor(SC) interfaces with the MZM in
the vortex core10, and proximity-induced superconduc-
tors for spin-orbit coupled nanowires6,11. An electron
with its spin direction aligned with the MZM will un-
dergo an Andreev reflection, while an electron with op-
posite spin direction will not12–16; this allows us to detect
the existence of the MZM using ferromagnetic STM12–16.
However, previous studies of 2D SSAR have only the
collinear spin transport, for example, the spin polariza-
tion of the lead being parallel or antiparallel to that of
the MZM. The excited states, which have low energy
above the MZM, were completely ingnored16. To obtain
more information concerning SSAR, we consider both the
MZM and the excited state in the SSAR effect when the
spin polarization direction of the STM tip and the MZM
are noncollinear. In addition, compared to the conduc-
tance, the shot noise may shed more light on the under-
lying physical properties of the system17. In particular,
the shot noise can be used to determine the charge and
statistics of the quasiparticles relevant to transport, and
to reveal information concerning the potential and inter-
nal energy scales of mesoscopic systems17. In this paper,
we calculate the shot noise power and the Fano factor of
the SSAR to provide additional approaches to detect the
MZM using SSAR.
The paper is organized as follows. In Section II, we
build a model to calculate the conductance and the shot
noise power using Green’s function and the Fisher–Lee
relation. In Section III, we discuss the conductance of
the noncollinear SSAR effect with different θ,i.e.with dif-
FIG. 1: The Majorana induced Spin Selective Andreev
Reflection. A MZM exists in the vortex core of a 3D
topological insulator, which is under an s-wave supercon-
ductor. An electron with the same spin as the MZM will
undergo an Andreev reflection, whereas an electron with
an opposite spin direction will not. The conductance
and the shot noise power of this SSAR induced current
may relate to the spin polarization of the STM tip.
ferent angles between the spin polarization of the FM
tip and that of the MZM, and that of different coupling
between the STM and the vortex core at different tem-
peratures. In Section IV, we discuss the shot noise power
and the Fano factor of noncollinear SSAR effect.
II. MODEL
As shown in Figure 1, we consider a topological insula-
tor(TI) covered by a superconductor. Superconductivity
is induced in the TI via the proximity effect , and a vortex
state is formed in the surface of the TI under a magnetic
field. At the center of the vortex core(r = 0), the spin
polarization of the MZM is parallel to the magnetic field.
2Let us construct the Hamiltonian of the vortex state
in a topological superconductor(TS). This TS is modeled
by a helical surface state with Rashba spin–orbit coupling
and proximity-induced superconductivity16. The helical
surface state is the surface state of a 3D topological in-
sulator in the x–y plane. We can generalize the Hamilto-
nian in the x–y plane to a spherical surface of radius R.
The single-electron Hamiltonian of a helical surface state
is16:
H0e = − α
R~
Lˆ× σˆ − µ, (1)
where α is the spin-orbit coupling strength, σˆ is the Pauli
matrices, Lˆ are the orbital angular momentum, and µ is
the chemical potential.
The Hamiltonian of the proximity-induced supercon-
ducting state can be described as:
H∆ = ∆(c↓c↑ − c↑c↓) + ∆∗(c+↓ c+↑ − c+↑ c+↓ ), (2)
where ∆ is the proximity induced superconducting order
parameter ans c
(+)
σ is the electron annihilation (creation)
operator with σ =↑↓ denoting the spin.
Then, in the standard Nambu representation, the field
operator can be defined as
ψˆ(r) ≡ [cˆ↑(r), cˆ↓(r), cˆ+↓ (r),−cˆ+↑ (r)]T . (3)
The Hamiltonian of the proximity-induced supercon-
ducting state in then
H∆ =
[
0 ∆I
∆∗I 0
]
, (4)
where I is the unit matrix.
The Hamiltonian of the vortex state can be written as:
Hv =
[
H0e ∆I
∆∗I H0h
]
, (5)
where, H0h is the single-hole Hamiltonian defined as
−σyH0eσy and σy is a pauli matrix.
The vortex state can be described as ∆ = ∆(θ)eiφ.
Here the factor eiφ describes a vortex with a winding
number of 1 and ∆(θ) = ∆0 tanh (
R sin θ
ξ0
), where ξ0 char-
acterizes the size of the vortex core.
By diagonalizing Hv, we can define a new quantum
number of Kz
16 where Kz|Φm >= m|Φm >, where m
and |Φm > are the eigenvalue and eigenfunction of Kz.
HereKz ≡ lz+σz+τz with lz is the orbital quantum num-
ber in the z direction, σ is the spin quantum number in
the z direction, τz is the spin-orbit-pseudospin quantum
number referring to the particle-hole degree of freedom
and |Φm > is the four-component wave function16.
|Φm >= [eimφu1, ei(m+1)φu2, ei(m−1)φv1, eimφv2]T (6)
where m is the eigenvalue of Kz.
The eigenvalue problem then becomes
Htot|Φm >= Em|Φm > . (7)
The four-component eigenfunction basis16,18 in
|Φm > can be expressed in terms of the spheri-
cal harmonic functions: eimφu1(m) =
∑
l alY
m
l ,
ei(m+1)φu2(m + 1) =
∑
l blY
m+1
l , e
i(m−1)φv1(m − 1) =∑
l clY
m−1
l , e
imφv2(m) =
∑
l dlY
m
l , where
Y ml (θ, φ) = P
m
l (cos θ)e
imφ/
√
2φ and Pml (cos θ) is
the associated Legendre polynomial.
By directly diagonalizing the Hv, we can obtain the
wave function and the energy spectrum. In our numer-
ical calculations, we set R = 50ξ0, α = 30 meV·nm,
ξ0=35 nm, ∆0 = 1 meV, and µ = 90 meV, which are
comparable to the experiment data in Bi2Se3
19. Taking
a cutoff in the orbital angular momentum l to be approxi-
mately 200 we find that for m = 0, E0 = zero (numerically
±4 × 10−6 meV). Here u1 = v2 6= 0, and u2 = v1 = 0;
this means that a spin up electron and a spin up hole oc-
cupy the MZM. For the m = 1 state, E−1 = −0.06 meV,
v1 6= 0, u2 = 0, u1 = 0, and v2 = 0; only a hole with a
down spin can occupy this state. Meanwhile, form = −1,
E1 = 0.06 meV, u2 6= 0, and u1, v1, and v2=0, only a
spin down electron can occupy this state. These are the
first excited states of the vortex. When |m| > 1,u1, u2,
v1, and v2 are equal to zero at the core of the vortex.
Next, let us consider the total Hamiltonian of a system
with a vortex state coupling to a spin polarization STM
tip. The Hamiltonian of the electron on the STM tip can
be described as
HL,e =
∑
σ
dˆ+L,σ(εσ − µL)dˆL,σ
+
∑
σσ′
dˆ+L,σ[
~M · ~σ]σσ′ dˆL,σ′ ,
(8)
where dˆ
(+)
L,σ denotes the electron annihilation (creation)
operator of theSTM tip with σ spin, µL indicates the
chemical potential of the STM tip (set to zero), εσ is the
kinetic energy of the STM tip with σ spin, ~M is the spin
related potential and ~σ are Pauli matrices.
The Hamiltonian of the STM tip is
HL =
[
HL,e 0
0 HL,h
]
, (9)
where HL,h = −σyHL,eσ∗y is the Hamiltonian of the hole
on the STM tip.
The coupling between the vortex states and the STM
tip can be described using the following Hamiltonian(the
STM tip is in contact with the vortex at the 0 site):
Hv−s =
∑
σ
{2tccˆ+σ dˆL,σ +H.c.}, (10)
where tc is the coupling strength between the vortex and
the STM tip.
3The total Hamiltonian of the system is
Htot =
[
HL tcI
tcI Hv
]
. (11)
The retarded Greens function of the system can be
obtained via Dyson’s equation:
Gtot =
1
(G(0,R))−1 − Σr . (12)
Here, the single-particle retarded Greens function G0R
can be constructed with the wave functions Ψˆm and the
eigenvalue (Em) of the vortex state:
G(0,R) =
∑
m
|Ψm >< Ψm|
E − Em + iδ , (13)
where Ψˆm = [e
imφu1, e
i(m+1)φu2, e
imφv2, e
i(m−1)φv1]
T
and δ is a positive infinitesimal.
We assume that the spin polarization of the FM tip
MˆL has an angle θ with respect to the z direction(the
direction of the MZM spin polarization).
The self-energy Σr = t2cλ
r , where λr =
∑
m
|φ1m><φ
1
m|
E−Em+iδ
,
is the single-particle retarded Greens function of the
STM tip. Em is the eigenvalue of HL and |φ1m >=
[φ1, φ2, φ4, φ3]
T , where [φ1, φ2, φ4, φ3]
T is the eigenfunc-
tion of HL).
Specifically, when θ = 00, λr is a diagonal matrix with
elements λe↑, λe↓, λh↑, and λh↓. In this case, λe↑ and λe↓
are the densities of states of the spin up and spin down
electrons, while λh↑ and λh↓ are the densities of states of
the spin-up and spin-down holes obtained by wide-band
limit.
Then, the general form of λr is
λr =
[ λe↑↑ λe↑↓ 0 0
λe↓↑ λe↓↓ 0 0
0 0 λh↑↑ λh↑↓
0 0 λh↓↑ λh↓↓
]
, (14)
where λe↑↑ = λe↑
1+cos(θ)
2 + λe↓
1−cos(θ)
2 , λe↑↓ = (λe↑ −
λe↓)
sin(θ)
2 , λe↓↑ = (λe↑ − λe↓) sin(θ)2 , λe↓↓ = λe↓ 1+cos(θ)2 +
λe↑
1−cos(θ)
2 , λh↑↑ = λh↑
1+cos(θ)
2 + λh↓
1−cos(θ)
2 , λh↑↓ =
(λh↑ − λh↓) sin(θ)2 , λh↓↑ = (λh↑ − λh↓) sin(θ)2 , and λh↓↓ =
λh↓
1+cos(θ)
2 + λh↑
1−cos(θ)
2 .
In our calculation, we use the parameters as λe↑ =
−0.125 − 0.08i,λe↓ = 0.05λe↑, λh↑ = 0.125 − 0.08i, and
λh↓ = 0.05λh↑. In this case, the STM is nearly fully
polarized. The S matrix can be obtained via the Fisher-
Lee formula20:
S = −I + iΓ1/2 ×Gtot × Γ1/2, (15)
where, Γ is the broadening function, which is defined as
Γ = i(Σr − Σr+). The S matrix is a 4× 4 matrix :
S =
[
ree reh
rhe rhh
]
, (16)
where ree(rhh) is a 2× 2 matrix describing the probabil-
ity of a electron(hole) being reflected as a electron(hole),
while reh(rhe) is a 2×2 matrix describing the probability
of a electron(hole) being reflected as a hole(electron) in
spin space. The current Ic can be defined as
Ic =
e
h
∫ ∞
0
[< a+e (E)ae(E) > − < b+e (E)be(E) >
− < a+h (E)ah(E) > + < b+h (E)bh(E) >]dE,
(17)
where a+e(h) is the generate (annihilation) operator of an
incoming electron(hole), b
(+)
e(h) is the generate (annihila-
tion) operator of a outgoing electron(hole). The differ-
ential conductance can also be obtained21.
The shot noise includes additional information con-
cerning the fluctuation and can be calculated as17
Sp(t− t′) = 1
2
< ∆IL(t)∆IL(t
′) + ∆IL(t
′)∆IL(t) >,
(18)
where ∆IL(t) = IL(t)− IL0 and IL0 is the average of IL.
The shot noise under the zero temperature limit can
be obtained as follows.
When eV>0,
Sp1 =
2e3V
h
[(r+eea
+
e (E)reeae(E))(r
+
eha
+
h (E)rehah(E))
−(r+eea+e (E)rheae(E))(r+hha+h (E)rehah(E))
−(r+hea+e (E)reeae(E))(r+eha+h (E)rhhah(E))
+(r+hea
+
e (E)rheae(E))(r
+
hha
+
h (E)rhhah(E))]
.
(19)
When eV<0, a
(+)
e should change to a
(+)
h and r
(+)
e(h)e(h)
should change to r
(+)
h(e)h(e). This is because the carrier
of the charge current is the change from electron to hole.
When eV=0, the shot noise power should be 12 (Sp1(eV >
0) + Sp1(ev < 0)). In other words, the shot noise power
is 0 at zero temperature.
When the spin polarization of the STM tip is parallel
or antiparallel to the MZM, the shot noise power17 can
be simplified as Sp:
Sp =
8e3V
h
r+ehrehr
+
eeree. (20)
The Fano factor17 is defined as
F = Sp/2eI. (21)
Both the shot noise power and the Fano factor can be
obtained from the S-matrix.
4FIG. 2: The angular dependence of the conduction in
the SSAR effect. The maximum value of the conduc-
tance at zero energy is 1 − cos θ. This value is the
same as two times the ratio of the electron spin pro-
jected in the direction of MZM spin polarization. In
addition, when θ 6= 00 or 1800, there are two more
peaks in the conductance line. These two peaks maybe
due to the contribution of the first excited states.
III. CONDUCTANCE OF NONCOLLINEAR
SSAR
As shown in Figure 2, when θ = 00, the conductance
line has only one broad peak with a maximum value of 2
at zero energy. This is because only the electron at zero
energy will be reflected by the MZM as a hole. When
θ = 1800, there is no conductance at all because there
are no electrons that have the same spin polarization as
the MZM.
However, in the noncollinear case, the maximum value
of the conductance is equal to 1+ cosθ (the ratio of elec-
tron that the spin direction is aligns with the MZM). In
addition, there are two more inside peaks in the conduc-
tance line.
In this case, the position of the valley between the zero-
energy peak and the nearest peak on the conductance
line is nearly equal to the eigenenergy of the first excited
states. To determine the influence of the first excited
states, we calculated the conductance with different θ for
two cases. In the first case, we ignore the first excited
states, and in the second case, we considered the first
excited states.
From Figure 3, we can see that the first excited states
have no influence on the conductance of the SSAR when
θ = 00 . However, in the noncollinear condition, the first
excited states have several novel features with different θ.
First, when θ 6 900, the first excited states can increase
the conductance at zero energy; meanwhile, when θ >
900, the first excited states can decrease the conductance.
FIG. 3: The conductance when considering the
first excited states (solid line) or not (dashed line).
The first excited states can increase the conduc-
tance when θ < 900 and reduce the conductance
when θ > 900 at zero energy as well as induc-
ing two more peaks far from the zero energy.
Second, the first excited states can induce two additional
valleys at the eigenenergy of the first excited states.
The different properties between the two conditions
can be explained using the Green’s function of system.
From the wave function of the vortex states, we find that
only the first term(u1 for the spin-up electron, e ↑) and
the third term (v2 for the spin-up hole, h ↑) of the wave
function(|Ψ0 >) have non-zero values when m = 0. How-
ever, when m = 1, only the fourth term (for the spin-
down hole, h ↓) of the wave function (|Ψ−1 >) has a
non-zero value, while for m = -1, only the second term
(for the spin-down electron, e ↓) of the wave function
(|Ψ1 >) has a non-zero value.
Let us focus on the single-particle retarded Greens
function of the vortex state G(0,R):
G(0,R) =
∑
m
|Ψm >< Ψm|
E − Em + iδ =


g0,r
e↑e↑
0 g0,r
h↑e↑
0
0 g−1,r
e↓e↓
0 0
g0,r
e↑h↑
0 g0,r
h↓h↓
0
0 0 0 g1,r
h↓h↓

 .
(22)
Here, g0,re↑e↑ =
u1u1
E−E0+iδ
, g0,rh↑e↑ =
v2u1
E−E0+iδ
, g0,re↑h↑ =
u1v2
E−E0+iδ
, and g0,rh↓h↓ =
v2v2
E−E0+iδ
are the four compo-
nents of the density of states of the MZM. The terms
g−1,re↓e↓ =
u2u2
E−E−
1
+iδ
and g1,rh↓h↓ =
v1v1
E−E1+iδ
are the densities
of states of the m = -1 and m = 1 states respectively.
This means that the MZM is only local at the spin up
channel of the hole and the electron, while the two first
excited states are local at the spin-down channels of the
electron and the hole, respectively. In the collinear case,
the self-energy is a diagonal matrix and there is no cou-
pling between the two spin channels. Only the coupling
between the electron and the hole is local at the spin-up
channel of the MZM. However, in the noncollinear case,
5FIG. 4: The probability of an electron being reflected
as a hole with ↑↓ denoting the spin polarization when
considering the first excited states (solid line) or ignor-
ing the first excited states (dashed line). When θ = 00
(a), the first excited states cannot affect the probabil-
ity of an electron being reflected as a hole. However,
in the noncollinear case, such as θ = 300 (b), the first
excited states can increase the probability of a spin-up
electron being reflected as a hole with the same spin and
reduce the probability of other channels at zero energy.
the self-energy is not diagonal and the two spin channels
of the STM tip, as well as the MZM and the first ex-
cited states will be coupled together. Therefore, the first
excited states can contribute to the conductance in the
noncollinear case.
These first excited state-induced novel features in the
noncollinear case can be explained as follows.: First, the
conductance is related to the probability of an electron
being reflected as a hole. Then, as shown in Figure 4,
the first excited states can increase the probability of a
spin up electron being reflected as a hole and decrease the
other channels at zero energy. At zero energy, the first
FIG. 5: Influence of the first excited states on
the conductance at zero energy when the SSAR oc-
curs. As the conductance line width decrease, the
influence of the first excited states decreases.
excited states can reduce the probability of an electron
being reflected as a hole with opposite spin. In addition,,
the first excited states can reduce the probability of a
spin up electron being reflected as a hole with the same
spin near the energy of the first excited states.
Moreover, the first excited states can increase the prob-
ability of a spin down electron being reflected as a hole
with opposite spin far from the zero energy. Note that
this influence becomes smaller when θ increase. How-
ever, the first excited states can reduce the probability
of a spin-up electron being reflected as a spin-down hole
and that of a spin-down electron being reflected as a spin-
down hole.
As mentioned before, the proportion of the spin-up
electrons on the FM tip is (1+cosθ)2 . This means that the
first excited states can increase the conductance at zero
energy and reduce the conductance near the energy of
the first excited states when θ < 900 (when the number
of spin-up electrons is greater than the number of spin-
down electrons). However, the first excited states can
reduce the conductance when θ > 900 (when the number
of spin-up electrons is less than the number of spin-down
electrons). When θ = 900, the first excited states have no
effect on the conductance because the number of spin-up
electrons is equal to spin-down electrons.
To separate the effect of the first excited states, we
focus on the energy broadening of the conductance which
can be influenced by tc. Here, we define the influence
of the first excited state as the conductance ignoring the
first excited states minus the conductance considering the
first excited states.
To calculate this influence, we change the full width
at half maximum as well as the energy broadening of
the conductance by changing tc. As shown in Figure 5,
6FIG. 6: The temperature dependence of the conductance
in the SSAR effect when θ = 300. With increasing tem-
perature, the conductance at zero energy is greatly de-
creased and the width of the conductance line increases.
In addition, when the temperature is low (1 K), the in-
fluence of the first excited states is still observable.
we find that if the full width at half maximum as well
as the coupling strength is very small, the effect of the
first excited states is weaker. Note that the influence of
the first excited states cannot be ignored at the energy
resolution of the STM(0.1 meV).
The previous analysis in this article was performed at
zero temperature. Here, we study the transport proper-
ties under finite temperature conditions in a specific case
with θ = 300. As shown in Figure 6, the conductance
decreases greatly with increasing temperature, while
the width of the conductance increases with increasing
temperature Due to the thermal broadening under finite
temperature, the width of the conductance increases
while the maximum value of the conductance decreases.
IV. SHOT NOISE POWER AND THE FANO
FACTOR
At zero energy, as shown in Figure 7, we find the shot
noise is zero due to the full reflection of the electrons
when θ = 00 . In the noncollinear case, the shot noise
power at zero energy will first increase (not more than
900) and then decrease later (more than 900) with in-
creasing θ. However, the Fano factor(F) increases mono-
tonically with increasing θ, which is very different from
normal Andreev reflection22–24, where F equals two17.
Further examining Fig 7, we find that F is propor-
tional to 1−cos θ2 and that S is proportional to (1−cos2 θ)×
the energy. Combined with the number of spin-up elec-
trons that can be reflected as holes is 1+cos θ2 of the total
electron. We find that the shot noise power is propor-
FIG. 7: The angular dependence of the shot
noise power and the Fano factor at zero en-
ergy. The shot noise power at zero energy is 1 −
cos2 θ. As opposed to normal Andreev reflection,
the Fano factor at zero energy is (1 − cos θ)/2.
FIG. 8: The angular dependence of the shot noise
power in the SSAR effect. When θ = 300, 600, 900,
1200, 1500, and 1800, there are shifts of 1.2, 2.4, 3.6,
4.8, 6, and 7.2, respectively. When θ = 00, the
shot noise power line has one valley with a minimum
value of 0 at zero energy. However, when θ 6= 0,
the shot noise power has more peaks. In addition,
the width of the valley is smaller with increasing θ.
tional to the number of spin up electrons times the num-
ber of spin-down electrons.
Let us focus on the formula of the shot noise
power, Eq. (19). As mentioned before, all
of the spin-up electrons can be reflected as holes
with the same spin while the spin-down electron
can be reflected as themselves at zero temperature.
7FIG. 9: The angular dependence of the Fano fac-
tor in the SSAR effect. When θ = 300, 600,
900, 1200, and 1500, there are shifts of 1.2, 2.4,
3.6, 4.8, and 6, respectively. The Fano factor
is proposed to be two minus the conductance..
The term that contains (r+eh(he)a
+
h(e)(E)rhh(ee)ah(e)(E))
should be zero at zero temperature. There-
fore, the shot noise power can be simplified as
Sp = 2e
3V
h [(r
+
eea
+
e (E)reeae(E))(r
+
eha
+
h (E)rehah(E)) +
(r+hea
+
e (E)rheae(E))(r
+
hha
+
h (E)rhhah(E))]. In other
words, the shot noise power is proportional to the prob-
ability of an electron being reflected as a hole times the
probability of an electron being reflected as itself at zero
energy. The Fano factor is equal to (1−cos θ)2 .
Now, let us look at the shot noise power and the Fano
factor at non-zero energy. As shown in Fig 8, we find
that, in the collinear case with increasing absolute energy,
the shot noise power is first increases and then decreases.
However, the Fano factor always increases with increasing
absolute energy.
In the noncollinear case, with increasing absolute en-
ergy, the shot noise power can first increase and then
decrease to form multiple peaks, i.e., for00 < θ ≦ 900.
However, the shot noise power always decreases with in-
creasing absolute energy when 900 ≦ θ < 1800. In addi-
tion, as shown in Fig 9, the Fano factor can first increase
and then decrease to form three valleys.
This can be explained by the probability of an elec-
tron being reflected as a hole. The shot noise power is
always proportional to the probability that an electron is
reflected as a hole times the probability that an electron
is reflected as itself. In the collinear case, the probability
that an electron is reflected as a hole is always reduced
from 1 to 0 with increasing absolute energy. Therefore,
the shot noise power is increased when the probability
isreduced from 1 to 0.5 and is decreased when the prob-
ability is reduced from 0.5 to 0. In the noncollinear case,
similar to the conductance, this probability will first in-
duce, then increase and finally reduce. Note that the shot
noise power increases monotonically as the probability in-
creases when the probability is large than 0.5, while the
shot noise power decreases monotonically as the prob-
ability increases when the probability id less than 0.5.
Therefore, the shot noise power will form a greater num-
ber of valleys and peaks in noncollinear case.
Moreover, the Fano factor is proportional to the prob-
ability that an electron is reflected as itself. In collinear
case, this probability always increases from 1 to 0 with
increasing absolute energy. Hence, the Fano factor is
always increases monotonically as the absolute energy
increases in this case. However, similar to the conduc-
tance, the Fano factor will first increase then decrease
and increase later with increasing absolute energy in the
noncollinear case.
In addition, as mentioned before, the first excited
states will influence the probability that an electron is
reflected as a hole. This means the first excited states
also have an influence on the shot noise power and the
Fano factor. In more detail, the first excited states
can increase the Fano factor and reduce the shot noise
power at zero energy when 00 < θ < 900. However,
when 900 < θ < 1800, the first excited states can reduce
the Fano factor and increase the shot noise power at
zero energy. Moreover, the first excited states can make
the two original peaks be closer due to the narrowing
width of the conductance. Further, the first excited
states can cause more peaks due to the new peak of the
conductance induced by the first excited states.
V. SUMMARY
We built a model to study the charge transport
property of the SSAR effect. Considering both the MZM
and the excited states, we studied the conductance and
the shot noise of the noncollinear SSAR effect using
Green’s function combined with scattering theory. First,
we numerically calculated the angular dependence of
the conductance in the SSAR effect. In our result, the
influence of the first excited states of the vortex core
on the conductance cannot be ignored when θ 6= 00 or
1800. Second, we found that the first excited states
can increase the conductance when θ < 900 and reduce
the conductance when θ > 900 at zero energy. Next,
we focused on the energy of the first excited states
and the MZM to separateisolate the contribution of
the first excited states. We found that decreasing the
coupling between the vortex core and the STM tip can
reduce the influence of the first excited states. Third, we
calculated the influence of the temperature under finite
temperature conditions. With increasing temperature,
the maximum of conductance decreases; however, the
width of conductance increases. At low temperatures,
the influence of the first excited states is also obvious.
Finally, we studied the shot noise power and the Fano
8factor of the SSAR effect. We found that, at zero energy,
the shot noise power is (1− cos2 θ)× the energy. At this
time, the Fano factor is 1−cos θ2 . This is very different
from normal Andreev reflection where the Fano factor
is two17. In addition, with increasing θ, the shot noise
power is also influenced by the first excited states of the
vortex state. These transport properties can provide
more information concerning the detection of MZM via
the SSAR effect.
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