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Resumen
El aprendizaje automa´tico esta´ adquiriendo cada vez ma´s importancia en di-
versas ramas de la ciencia, la tecnolog´ıa o los negocios. Este trabajo se articula,
concretamente, en torno al a´mbito me´dico y esta´ enmarcado en el paradigma
del aprendizaje supervisado.
En te´rminos generales, un sistema automa´tico debe ser capaz de proporcio-
nar una respuesta apropiada cuando se introduce informacio´n al mismo. En
el aprendizaje supervisado, el nu´cleo del sistema es un modelo predictivo que
asigna uno o varios valores de salida a cada elemento de entrada, en base al
conocimiento adquirido a partir de un conjunto de datos cuyas salidas son
conocidas. Sin embargo, la informacio´n disponible no siempre se puede o se
debe utilizar directamente para alimentar al modelo. Por ello, suele ser nece-
saria una fase denominada de preprocesamiento para adecuar las entradas, en
aras de maximizar el rendimiento del modelo. Asimismo, la salida que ofrece el
modelo puede no ser satisfactoria o quiza´s resulte dif´ıcil de interpretar. Por lo
tanto, en una u´ltima fase, de postprocesamiento, se evalu´a el rendimiento del
modelo y, en la medida de lo posible, se adaptan las salidas a las necesidades
del usuario.
En este trabajo se abordan distintos aspectos de cada una de las fases men-
cionadas. En primer lugar, se han revisado los principales algoritmos de entre-
namiento de modelos de aprendizaje automa´tico supervisado, valorando cua-
litativamente sus caracter´ısticas y su grado de adecuacio´n para ser aplicados
a problemas del a´mbito me´dico. A continuacio´n se estudian en profundidad
algunas de las te´cnicas empleadas en las otras dos fases. En la de preproce-
samiento, se analizan en detalle los me´todos de seleccio´n de atributos Relief,
ReliefF y RReliefF y se comparan con Minimum Redundancy Maximum Rele-
vance y Quadratic Programming Feature Selection, tanto a nivel teo´rico como
experimental. En la de postprocesamiento, el ana´lisis se ha focalizado en las
predicciones individuales, por tener especial relevancia en la medicina. Se es-
tudian algunas medidas de estimacio´n de fiabilidad en problemas de regresio´n
y, en base a ellas, se proponen e implementan algunos me´todos para tratar de
corregir los errores de prediccio´n. Finalmente, se estudia un me´todo general,
basado en la teor´ıa de juegos cooperativos, para explicar las predicciones de
un modelo en problemas de clasificacio´n. Se implementa dicho me´todo y se
muestra co´mo contribuye a hacer ma´s transparentes los modelos considerados
tradicionalmente como una caja negra.
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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n y objetivos
La creciente informatizacio´n del mundo permite recoger grandes volu´menes
de datos y surge la necesidad de explotarlos eficaz y eficientemente. Por ello, el
aprendizaje automa´tico esta´ adquiriendo cada vez ma´s importancia en diversas
ramas de la ciencia, la tecnolog´ıa o los negocios. En concreto, este trabajo
se centra en el a´mbito me´dico, que es un campo de intere´s para mı´, tanto
profesional como personalmente.
El primer objetivo del trabajo es realizar una revisio´n de las aplicaciones de
aprendizaje automa´tico en la medicina. Se presentan las caracter´ısticas de los
modelos ma´s exitosos, poniendo de manifiesto sus ventajas e inconvenientes.
Adema´s, se analizan detalladamente algunas te´cnicas que ayudan a potenciar
el rendimiento de los modelos o facilitan su uso por parte de los especialistas
me´dicos.
El segundo objetivo consiste en comprobar experimentalmente algunos de
los resultados establecidos por la teor´ıa. Se sigue el procedimiento habitual de
realizar las primeras pruebas sobre conjuntos de datos muy sencillos y des-
pue´s sobre otros ma´s complejos pero bien conocidos. Finalmente, se aplican
las te´cnicas estudiadas sobre nuevos problemas reales del a´mbito me´dico y se
valoran los resultados obtenidos.
1.2. Conceptos fundamentales
Es dif´ıcil proporcionar una definicio´n u´nica y precisa de lo que significa
aprender, ya que existen teor´ıas que defienden posturas diferentes, as´ı como
la existencia de distintos tipos de aprendizaje. No obstante, cualquiera que
sea el proceso de adquisicio´n de conocimientos o habilidades, si lo realiza una
ma´quina se denomina aprendizaje automa´tico.
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El objetivo principal del aprendizaje automa´tico es la creacio´n de un siste-
ma capaz de dar una respuesta satisfactoria cuando se introduce informacio´n
al mismo. En funcio´n de la realimentacio´n que reciba el sistema se distin-
guen varios paradigmas. Este trabajo se enmarca en el a´mbito del aprendizaje
supervisado, que se caracteriza por el conocimiento de cua´les son las salidas
esperadas para cierto conjunto de datos de entrada (datos etiquetados). Lo
que se pretende es que el sistema generalice esas asociaciones para responder
apropiadamente cuando reciba nuevas entradas. Otros paradigmas son el semi-
supervisado, en el que hay una parte de los datos iniciales cuya salida esperada
se desconoce, y el no supervisado, en el que no se tiene ningu´n conocimiento a
priori sobre el etiquetado de los datos iniciales.
La construccio´n del sistema suele comprender varias etapas que, a grandes
rasgos, se pueden agrupar en tres: preprocesamiento de los datos, entrenamien-
to de uno o ma´s modelos y postprocesamiento de los resultados. Los datos que
recibe el sistema pueden estar incompletos, contener informacio´n redundante
o irrelevante, sufrir perturbaciones a causa del ruido o presentar cualquier otra
dificultad que afecte al rendimiento. Por ello, en la etapa de preprocesamiento
se deben solventar todos esos inconvenientes. En la fase de entrenamiento se
recibe la informacio´n ya depurada y se construye el nu´cleo del sistema: un
modelo. Existen diferentes tipos de modelos, pero su funcio´n esencial es pro-
cesar una entrada y ofrecer una respuesta en consonancia con el conocimiento
extra´ıdo de los datos etiquetados. En la fase de postprocesamiento se debe eva-
luar la idoneidad de las respuestas proporcionadas por el/los modelo/s para
determinar su rendimiento y escoger el mejor, si procede. Adema´s, se pue-
den llevar a cabo otras acciones para facilitar la presentacio´n de las salidas al
usuario del sistema, incluyendo informacio´n adicional si es necesario.
A continuacio´n, se definen los elementos fundamentales del sistema: las en-
tradas, las salidas y el modelo. La notacio´n correspondiente se puede consultar
en la seccio´n 1.3.
Cada posible entrada al sistema es un vector de atributos y se denomina
instancia. Los atributos pueden ser nominales, si toman valores dentro de un
conjunto finito cualquiera, o nume´ricos, si toman valores reales (el conjunto de
posibles valores puede ser finito, infinito numerable o no numerable).
Existen dos tipos de modelos atendiendo a las posibles salidas que ofrecen.
Si los posibles valores de la salida se restringen a un conjunto finito, entonces
se trata de un problema de clasificacio´n. Si las salidas pueden tomar valores
dentro de un conjunto infinito de la recta de nu´meros reales, entonces es un
problema de regresio´n. En este trabajo aparecen ambos tipos.
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El modelo se puede interpretar como una aplicacio´n que asocia a cada instan-
cia de entrada una salida i. Dependiendo del modelo, dicha aplicacio´n puede
resultar extremadamente complicada de escribir expl´ıcitamente pero a nivel
teo´rico basta con una notacio´n sencilla, ya que en la pra´ctica el ordenador se
encarga de realizar los ca´lculos.
1.3. Notacio´n
En esta seccio´n se especifica la notacio´n general que se emplea a lo largo
del trabajo. Si algu´n apartado requiere notacio´n adicional, se indica donde
corresponda pero respetando siempre la presentada aqu´ı.
Una instancia gene´rica se representa con la letra I. Para referenciar diferentes
instancias se emplean sub´ındices (I1, I2, . . . , Ii, . . .). Se reserva el sub´ındice i
para indexar o recorrer conjuntos de instancias. A cada instancia le corresponde
una salida esperada o etiqueta t (o con el sub´ındice que proceda, ti). Es un
valor que indica la clase a la que pertenece la instancia (clasificacio´n) o el
valor objetivo (regresio´n). Cuando se desea hacer expl´ıcito el tipo de etiqueta,
se emplea, en lugar de t, Ω(I) en el caso de clasificacio´n y T (I) en el de
regresio´n. En clasificacio´n hay c posibles etiquetas Ck, k = 1, . . . , c. Es decir,
Ω(I) ∈ {C1, . . . , Cc}. En regresio´n, T (I) ∈ S ⊆ R.
De manera ana´loga a las instancias, se reserva una letra, la A, para los atri-
butos y el sub´ındice j para indexar los a atributos que forman cada instancia,
I = (A1, A2, . . . , Aj, . . . , Aa). Para indicar el valor que toma un atributo A en
una instancia I, se emplea la notacio´n Ψ(A, I). Los mj posibles valores que
toma un atributo Aj en un conjunto de instancias {Ii}ni=1, se denotan por αsj ,
sj = 1, . . . ,mj. Es decir, Ψ(Aj, Ii) ∈ {αsj}mjsj=1, ∀ i, j.
El conjunto de datos que se utiliza para entrenar un modelo se representa
con la letra E y esta´ compuesto de n instancias etiquetadas: E = {(Ii, ti)}ni=1,
donde cada instancia es un vector de atributos Ii = (A
(i)
j )
a
j=1.
Un modelo es una aplicacio´n f : A → Υ, donde A es el espacio completo de
atributos (contiene todas las posibles instancias) y Υ es el espacio de posibles
valores de la etiqueta (Υ = {C1, . . . , Cc} en clasificacio´n y Υ ⊆ R en regresio´n).
Dada una instancia I, la prediccio´n que ofrece el modelo f es f(I). En proble-
mas de clasificacio´n es posible que el modelo proporcione las probabilidades a
posteriori para las c clases: fˆ(I) = (P(C1 | I), . . . ,P(Cc | I)). En ese caso, la
iA lo largo del trabajo se emplea el te´rmino modelo para designar tambie´n a los para-
digmas o a los algoritmos de entrenamiento que permiten construir la aplicacio´n concreta
en cada conjunto de datos. No obstante, este pequen˜o abuso del lenguaje no supone ningu´n
problema para la comprensio´n del texto.
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prediccio´n final viene dada por f(I) = argmax
k
fˆk(I) = argmax
k
P(Ck | I). Es
decir, se selecciona la clase cuya probabilidad a posteriori es ma´xima segu´n el
modelo.
1.4. Contenidos y organizacio´n del trabajo
Como eje central y conductor de este trabajo se seleccionan algunas de las
publicaciones firmadas por el profesor doctor Igor Kononenko y varios colegas
del Departamento de Inteligencia Artificial de la Universidad de Liubliana,
Eslovenia. El motivo de esta eleccio´n es que mis a´reas de interes coinciden con
las l´ıneas de investigacio´n principales de dicho departamento. No obstante, se
consultan y estudian otras publicaciones para complementar o ampliar la infor-
macio´n disponible y comparar algunos resultados. A continuacio´n se exponen
brevemente los contenidos del trabajo.
En el Cap´ıtulo 2, Aprendizaje automa´tico en medicina, se analizan varios
modelos de aprendizaje automa´tico que se han aplicado en biomedicina. En su
trabajo en [1], Kononenko realiza un estudio del estado del arte y recoge las
caracter´ısticas principales y los requisitos que debe cumplir un modelo para
tener e´xito en dicho campo. Destaca los siguientes modelos: a´rboles de decisio´n,
Naive Bayes, vecinos ma´s cercanos, redes neuronales y ma´quinas de vectores
de soporte.
Previamente a la aplicacio´n de un modelo (fase de preprocesamiento), con-
viene recurrir a me´todos de seleccio´n de atributos, que eliminan la informacio´n
redundante e irrelevante. Existen te´cnicas sencillas, como establecer un ran-
king basado en correlaciones o informacio´n mutua con la variable objetivo. Sin
embargo, su rendimiento no es satisfactorio en problemas complejos como los
que suelen aparecer en el a´mbito me´dico. Por ello, en el Cap´ıtulo 3, Seleccio´n
de atributos, se estudian me´todos como Relief [9] y sus extensiones [10], [11],
[12], que son capaces de encontrar fuertes dependencias condicionales entre los
atributos. Adema´s, se han analizado otros dos me´todos que tambie´n toman
en consideracio´n las dependencias entre atributos a la hora de seleccionar los
ma´s informativos: mRMR (Minimum Redundancy Maximum Relevance) [13]
y QPFS (Quadratic Programming Feature Selection) [15].
Tras el entrenamiento del modelo (fase de postprocesamiento) se debe eva-
luar su rendimiento. En general, se emplean medidas globales, promediadas
sobre todos los casos analizados. En el a´mbito me´dico, sin desestimar dichas
medidas, es interesante conocer los detalles concernientes a cada prediccio´n in-
dividual cuando se trata de apoyar la toma de decisiones sobre el tratamiento
o el diagno´stico de un paciente. En el Cap´ıtulo 4, Ana´lisis de predicciones
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individuales, se abordan dos problemas: la estimacio´n de la fiabilidad de una
prediccio´n y la capacidad de proporcionar una explicacio´n basada en los valores
de los atributos.
Para estimar la fiabilidad de una prediccio´n, se puede aplicar el ana´lisis local
de sensibilidad generando perturbaciones en el conjunto de aprendizaje, como
se propone en [16]. Lo interesante es que no se requiere conocimiento previo
sobre el valor de la variable objetivo de la instancia que se analiza.
Existen diversas te´cnicas que tratan de dotar de mayor transparencia a los
modelos, especialmente aquellos considerados tradicionalmente como de caja
negra (p. ej. redes neuronales). Se ha estudiado la aproximacio´n propuesta en
[19], que valora la influencia de cada atributo en la prediccio´n, mediante una
te´cnica que se denomina descomposicio´n de la prediccio´n. Pronto se ve que tiene
una limitacio´n importante: no detecta las situaciones en las que un cambio en
el valor de la prediccio´n requiere de la ocurrencia de cambios en el valor de
ma´s de un atributo simulta´neamente. Por ello, se analiza [21], donde se supera
dicha limitacio´n pero con un coste computacional excesivamente elevado. Una
solucio´n satisfactoria, propuesta por Strumbelj y Kononenko en [22], proviene
de la teor´ıa de juegos cooperativos.
La teor´ıa de juegos cooperativos esta´ desarrollada desde mediados del siglo
XX pero no ha sido hasta principios del siglo XXI cuando se ha empezado
a aplicar al aprendizaje automa´tico. Para conocer las bases teo´ricas se han
estudiado los art´ıculos de Keinan y col. [23] y Cohen y col. [24]. Ambos esta´n
basados en el ce´lebre art´ıculo de Shapley [26], autor que da nombre a uno de los
conceptos centrales de la teor´ıa. Para poder realizar eficientemente los ca´lculos
necesarios que sustentan la aplicacio´n desarrollada en [22], se ha estudiado el
algoritmo de coste polino´mico presentado en [25].
En el Cap´ıtulo 5, Experimentos, se presenta el trabajo pra´ctico realizado.
Se divide en tres secciones, cada una con un objetivo diferente y bien definido.
En la primera se ampl´ıa el alcance de algunos de los experimentos reportados
en [10], extendiendo la comparativa a los algoritmos de seleccio´n de variables
mRMR y QPFS. En la segunda, se implementa el sistema de estimaciones de
fiabilidad propuesto en [16] y se propone una extensio´n para intentar corregir
los errores de prediccio´n en problemas de regresio´n. Por u´ltimo, en la terce-
ra, se implementa el me´todo de explicacio´n presentado en [22], se valida su
funcionamiento empleando un conjunto de datos bien conocido y se aplica a
un conjunto de datos real sobre un estudio reciente del Alzheimer mediante
resonancia magne´tica.
Finalmente, el Cap´ıtulo 6 recoge las conclusiones ma´s relevantes.
6 CAPI´TULO 1. INTRODUCCIO´N
Cap´ıtulo 2
Aprendizaje automa´tico en
medicina
El aprendizaje automa´tico puede aplicarse para resolver problemas de muy
diversos campos del conocimiento, siempre y cuando se disponga de datos con
los que alimentar a los modelos. Existe una gran variedad de modelos y cada
uno tiene sus propias caracter´ısticas, por lo que no todos son adecuados para
resolver cualquier tipo de problema. Concretamente, en el a´mbito me´dico la
toma de decisiones es un punto cr´ıtico, ya que esta´ en juego la salud de las
personas. Por ello, a la hora de emplear un modelo automa´tico para apoyar
los diagno´sticos me´dicos deben considerarse detenidamente las ventajas y los
inconvenientes, as´ı como los riesgos que conlleva.
2.1. Requerimientos del modelo
En [1] se revisan las te´cnicas y modelos de aprendizaje automa´tico que se
han aplicado tradicionalmente en medicina y se recogen los requerimientos
que deben cumplir para tener e´xito en este campo. A continuacio´n se exponen
dichos requerimientos y se comenta, para cada modelo, en que´ medida los
cumplen, as´ı como otras caracter´ısticas particulares.
2.1.1. Buen rendimiento
El rendimiento de un modelo se puede medir de varias formas. Para cual-
quiera de ellas, si se conoce (o se estima) el rendimiento que ofrece el diagno´sti-
co realizado por el me´dico, es deseable que el modelo lo supere. De no ser as´ı, es
fundamental que al menos sea similar y que ofrezca otras ventajas a la pra´ctica
me´dica como ahorro de tiempo o costes.
7
8 CAPI´TULO 2. APRENDIZAJE AUTOMA´TICO EN MEDICINA
2.1.2. Capacidad de explicar un diagno´stico
Si el sistema automa´tico proporciona un diagno´stico diferente al que el
profesional me´dico espera, se produce un conflicto en el que la decisio´n u´ltima
la toma siempre el me´dico. Si el sistema no ofrece explicacio´n alguna, el me´dico
sera´ muy reacio a cambiar de opinio´n (salvo, quiza´s, si se ha contrastado que
el rendimiento del modelo es claramente superior al del diagno´stico cl´ınico).
En cambio, si el sistema justifica su decisio´n razonadamente, el me´dico puede
analizar los motivos de la decisio´n y juzgar si estaba inicialmente equivocado
o no.
2.1.3. Transparencia del conocimiento adquirido
Es deseable que un modelo sea capaz de ofrecer, de alguna forma compren-
sible para el especialista en salud, el conocimiento adquirido sobre el problema.
De este modo, el me´dico puede estudiarlo y tener acceso a otro punto de vista
que quiza´s ayude a complementar sus conocimientos o a descubrir relaciones
entre los datos que han pasado desapercibidas hasta el momento. Adema´s, si el
conocimiento extra´ıdo es aprobado por un especialista, el sistema puede servir
para apoyar el aprendizaje de los estudiantes o de otros profesionales me´dicos
no especializados en el tema. Del mismo modo, esto sirve para consolidar una
base de datos robusta.
2.1.4. Manejo de valores perdidos y ruido
En los registros de datos de los pacientes es posible que, por diversas cir-
cunstancias, no se hayan cumplimentado todos los campos o que se haya in-
troducido algu´n valor incorrecto. Te´cnicamente, estos problemas se conocen
como la existencia de valores perdidos (desconocimiento del valor que tienen
algunos atributos) y ruido (datos erro´neos). El modelo debe ser lo suficiente-
mente robusto para tolerar unos niveles aceptables de falta o incorreccio´n de
informacio´n, sin que su comportamiento se vea afectado significativamente.
2.1.5. Reduccio´n del volumen de datos
En el dominio me´dico es muy costoso recoger informacio´n valiosa de los
pacientes. Por ello, un sistema automa´tico que sea capaz de ofrecer un buen
comportamiento con menos informacio´n es preferible a otros que requieran ma´s
datos para conseguir un comportamiento similar. Esta es la versio´n estad´ıstica
del principio conocido como Navaja de Occam, entendiendo menos informacio´n
como menor nu´mero de atributos, menor nu´mero de instancias o ambas.
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2.2. Modelos ma´s utilizados
En esta seccio´n se presentan cinco modelos de aprendizaje automa´tico que
gozan de amplia difusio´n entre los estudiosos de esta disciplina y que se aplican
exitosamente al dominio me´dico. Se explican brevemente su funcionamiento y
sus caracter´ısticas principales y se realiza una valoracio´n en te´rminos de los
requerimientos expuestos en la seccio´n 2.1.
Es importante tener en cuenta que ningu´n modelo es mejor que los dema´s
en todas las circunstancias posibles, sino que cada uno tiene sus ventajas e in-
convenientes dependiendo del problema al que se aplica. No obstante, es muy
dif´ıcil conocer a priori que´ modelo es ma´s adecuado para un caso determina-
do. Por ello, es muy aconsejable probar siempre varios modelos de diferentes
paradigmas y comparar los resultados.
2.2.1. A´rboles de decisio´n
Los a´rboles de decisio´n se ubican dentro de una rama del aprendizaje au-
toma´tico denominada aprendizaje simbo´lico, en la que tambie´n se encuentran
los modelos de reglas de decisio´n, estrechamente relacionados con los a´rboles.
Un a´rbol de decisio´n consta de nodos, ramas y hojas, que son como los nodos
pero no surge ninguna rama de ellas. De cada nodo nacen dos o ma´s ramas
en las que se formulan proposiciones lo´gicas excluyentes que particionan el es-
pacio de atributos. Esto quiere decir que cada instancia, dependiendo de los
valores de los atributos implicados en la proposicio´n lo´gica de un nodo, cumple
la condicio´n correspondiente a una de las ramas. De este modo, comenzando
en el nodo ra´ız, cada instancia se dirige hasta una de las hojas. A todas las
instancias pertenecientes a la misma hoja se les asigna una etiqueta comu´n
(va´lido tanto en problemas de clasificacio´n como de regresio´n).
La explicacio´n anterior se enfoca a un a´rbol ya construido. Previamente,
tiene que existir una fase de entrenamiento en la que se decide que´ preguntas
se van a formular en cada nodo. Para ello, existen diversos algoritmos, entre
los que se comentan ID3, C4.5, Assistant y Lookahead Feature Selection (LFC)
[1], [2].
El algoritmo ID3, propuesto por Quinlan, fue uno de los primeros me´todos
de construccio´n de a´rboles de decisio´n. Es recursivo y se basa en medidas de
entrop´ıa y de ganancia de informacio´n para determinar cua´l es el atributo ma´s
adecuado para la proposicio´n lo´gica de un nodo. Segu´n los valores del atributo
escogido, se particiona el conjunto de datos de entrenamiento en varios sub-
conjuntos, que corresponden a cada una de las ramas que surgen del nodo. Se
evalu´an los atributos restantes sobre cada subconjunto y se formulan las pro-
posiciones lo´gicas de los nodos del siguiente nivel del a´rbol. El proceso se aplica
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recursivamente sobre cada nuevo nodo hasta que no queden ma´s atributos que
evaluar, no queden ma´s datos que cumplan las condiciones que conducen a
dicho nodo o todos los datos tengan la misma etiqueta. Ante cualquiera de
dichas circunstancias, el nodo pasa a ser una hoja del a´rbol.
ID3 es relativamente sencillo de implementar pero tiene algunas limitaciones
importantes:
Solamente permite atributos discretos y que la variable clase sea binaria
(+,–).
No soporta valores desconocidos.
No poda, es decir, no limita o recorta de ningu´n modo la profundidad
del a´rbol, lo cual empeora su capacidad de generalizacio´n.
El algoritmo C4.5 es del mismo autor que el ID3 y es una extensio´n natural
del mismo. Supera todas las limitaciones mencionadas anteriormente, por lo
que puede aplicarse a un mayor nu´mero de problemas, es ma´s robusto y ofrece
una mayor capacidad de generalizacio´n.
El algoritmo Assistant, propuesto por Kononenko, tambie´n surge a ra´ız del
ID3. Permite atributos continuos pero la principal diferencia respecto al ID3
es que, en los problemas de clasificacio´n, las clases forman una jerarqu´ıa. Esta
novedad puede resultar u´til en problemas me´dicos. Por ejemplo, si se quie-
ren distinguir pacientes sanos de pacientes diabe´ticos pero tambie´n se quieren
considerar subtipos de diabetes (tipos 1 o 2). Se podr´ıa resolver con clases
disjuntas, considerando el conjunto {sano, tipo 1, tipo 2}, pero puede ser ma´s
conveniente registrar una superclase (diabetes) que agrupe a todos los enfer-
mos. De este modo, los posibles valores de la etiqueta forman una jerarqu´ıa:
{sano, diabetes:{tipo 1, tipo 2}}. Assistant tiene dos variantes: Assistant-I y
Assistant-R. La primera utiliza el criterio de ganancia de informacio´n para
decidir co´mo se ramifica cada nodo del a´rbol (igual que ID3), mientras que la
segunda emplea el algoritmo ReliefF, que se explica en la seccio´n 3.1.3.
El algoritmo LFC solamente maneja atributos binarios, por lo que deben
umbralizarse todos los que no lo sean. La particularidad de este algoritmo es
que genera nuevos atributos en cada nivel del a´rbol. Lo hace aplicando funcio-
nes lo´gicas (conjuncio´n, disyuncio´n y negacio´n) a diversas combinaciones de
los atributos originales o heredados de niveles superiores. La principal venta-
ja es que permite descubrir combinaciones de atributos que ofrezcan mejores
particiones que los atributos originales. Las desventajas son: una mayor carga
computacional y la posibilidad de que aparezcan expresiones muy complejas
que dificulten la interpretacio´n del a´rbol.
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Se ha visto que cada algoritmo tiene sus peculiaridades. No obstante, se
puede hacer una valoracio´n cualitativa global del grado de cumplimiento de
los requerimientos establecidos en la seccio´n 2.1. En general, los a´rboles de
decisio´n presentan un rendimiento apropiado, as´ı como un manejo aceptable
de valores perdidos y ruido. Tambie´n reducen la cantidad de datos necesaria
para evaluar a un paciente, ya que no suelen aparecer todos los atributos de
entrenamiento en el a´rbol construido. Sin embargo, las claves del e´xito de
los a´rboles de decisio´n son su gran transparencia (se puede observar toda la
estructura del conocimiento extra´ıdo de los datos) y su capacidad de explicar
cada una de las predicciones (registrando co´mo la instancia recorre el a´rbol
hasta llegar a la hoja correspondiente). Adicionalmente, en produccio´n no es
necesario realizar ningu´n ca´lculo y se pueden utilizar sin el ordenador, lo que
es muy bien recibido por los profesionales me´dicos no familiarizados con la
informa´tica.
2.2.2. Naive Bayes
Es un modelo probabil´ıstico [3] que debe su nombre a dos circunstancias:
aplicacio´n del Teorema de Bayes para extraer la regla de clasificacio´n y la
simplicidad de suponer que todos los atributos son condicionalmente indepen-
dientes dada la clase (naive ≡ ingenuo, simple). Dicha suposicio´n esta´ bastante
alejada de la realidad en la mayor´ıa de problemas. No obstante, este modelo
ofrece un rendimiento sorprendentemente bueno debido a que no hay que esti-
mar distribuciones de probabilidad conjuntas, evitando as´ı sufrir la maldicio´n
de la dimensionalidad i.
La funcio´n de clasificacio´n del me´todo Naive Bayes se define basa´ndose en
la regla del Ma´ximo A Posteriori (MAP) de las probabilidades de cada clase:
f(I) = argmax
k
P (Ω(I) = Ck | I) = argmax
k
P (Ω(I) = Ck | A1, . . . , Aa) .
Desarrollando la expresio´n anterior mediante el Teorema de Bayes y aplicando
la suposicio´n de independencia se obtiene:
f(I) = argmax
k
P(Ck)
a∏
j=1
P (Ψ(Aj, I) | Ck).
Los te´rminos P(Ck) y P(Ψ(Aj, I) | Ck) representan las probabilidades a priori
de que una instancia I sea de la clase Ck y de que el atributo Aj tome cierto
valor para las instancias de la clase Ck, respectivamente. Se pueden calcular
con facilidad a partir de los datos de entrenamiento, haciendo un recuento del
iMaldicio´n de la dimensionalidad es el nombre con el que se conoce comu´nmente al
siguiente hecho: el nu´mero de instancias necesarias para estimar convenientemente una dis-
tribucio´n conjunta crece exponencialmente con el nu´mero de atributos.
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nu´mero de instancias de cada clase y, entre ellas, el nu´mero de veces que apare-
ce cada valor del atributo. Finalmente, se divide cada cantidad entre el total de
casos posibles (total de instancias para P(Ck) y total de instancias de la clase
Ck para P(Ψ(Aj, I) | Ck)). Si los atributos son continuos se pueden discretizar
y tratarlos como tal, o bien ajustar los para´metros de una distribucio´n conoci-
da, t´ıpicamente una Gaussiana, para estimar las probabilidades buscadas. La
primera opcio´n es ma´s recomendable si se dispone de gran cantidad de datos.
Existen extensiones del modelo Naive Bayes que tratan de relajar la su-
posicio´n de independencia entre atributos [4]. Entre ellas, figura el me´todo
denominado Semi-Naive Bayes, cuya funcio´n de clasificacio´n es:
f(I) = argmax
k
P(Ck)
aˆ∏
jˆ=1
P
(
Ψ(Aˆjˆ, I) | Ck
)
.
Donde Aˆjˆ representa un vector de uno o ma´s atributos, de tal forma que
cada atributo original Aj solamente puede pertenecer a un Aˆjˆ (por tanto,
aˆ <= a). Cada Aˆjˆ agrupa los atributos Aj dependientes entre s´ı y se asume
independiente de cualquier otro Aˆlˆ, lˆ 6= jˆ.
El inconveniente de estas nuevas aproximaciones es que la complejidad compu-
tacional aumenta exponencialmente con el nu´mero de atributos. El orden ex-
ponencial se debe a la bu´squeda exhaustiva de subconjuntos o´ptimos entre los
2a posibles. Se puede reducir dra´sticamente el tiempo de computacio´n si se
aplica un algoritmo codicioso ii, con la contrapartida de que los subconjuntos
encontrados pueden no ser los o´ptimos.
Los modelos Bayesianos son los que ofrecen mayor capacidad para expli-
car sus predicciones. Determinan en que´ medida los valores de cada atributo
contribuyen positiva o negativamente a la decisio´n tomada. Este hecho, unido
a que presentan un rendimiento bastante bueno, manejan con solvencia valo-
res perdidos iii, toleran niveles aceptables de ruido y tienen un buen nivel de
transparencia (aunque no tanto como los a´rboles de decisio´n), es lo que hace
de los modelos Bayesianos los preferidos en el a´mbito me´dico. Tanto es as´ı,
que Kononenko afirma en [1] que deben probarse siempre en primer lugar y
solamente utilizar otros modelos si los resultados son claramente superiores.
iiSe dice que un algoritmo de optimizacio´n es codicioso si, en lugar de realizar una bu´sque-
da exhaustiva en el espacio de soluciones, construye la solucio´n final basa´ndose en criterios
locales de optimalidad.
iiiSi se desconoce el valor de un atributo para una instancia, el me´todo Naive Bayes lo
trata como si fuese aleatorio, repartiendo las probabilidades entre todos los posibles valores
del mismo.
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La necesidad de explicar co´mo los atributos intervienen en las prediccio-
nes da pie a que, en la seccio´n 4.2, se expongan me´todos generales que sean
aplicables a un gran nu´mero de modelos. Entre ellos, se encuentran todos los
mencionados en este trabajo y otros de extendido uso en sistemas de aprendi-
zaje automa´tico. Estos me´todos de explicacio´n se ejecutan despue´s de que el
modelo predictivo haya sido entrenado y consiguen extraer las contribuciones
de cada atributo y expresarlas de forma similar a la de los modelos Bayesianos.
2.2.3. Vecinos ma´s cercanos
Es un modelo perteneciente al paradigma de aprendizaje perezoso, que se
caracteriza por la ausencia de una fase de extraccio´n de conocimiento de los
datos. El funcionamiento esta´ dirigido por la demanda de clasificacio´n de una
nueva instancia. En ese momento se analiza el entorno de dicha instancia y se
emite una prediccio´n basada, como el propio nombre del algoritmo indica, en
las instancias vecinas ma´s cercanas a la demandada.
El modelo se puede aplicar tanto a problemas de clasificacio´n como de re-
gresio´n. El algoritmo de prediccio´n es muy sencillo. En primer lugar se fija un
natural (b iv) que determina el nu´mero de vecinos que se tendra´n en cuenta y
se hallan la b instancias ma´s cercanas a una dada, empleando alguna distancia
(eucl´ıdea, Mahalanobis, etc.). A continuacio´n, si se trata de un problema de
clasificacio´n, se hace un recuento de cua´ntos de los b-vecinos pertenecen a cada
clase y se asigna a la nueva instancia la clase mayoritaria; si se trata de un
problema de regresio´n, se calcula el promedio de los valores de las etiquetas
de los b-vecinos y se asigna el resultado a la etiqueta de la nueva instancia. En
ambos casos es posible ponderar la influencia de cada vecino con una funcio´n
dependiente de la distancia, de modo que, cuanto ma´s cercano sea el vecino,
ma´s peso tenga en la decisio´n.
En general, b-vecinos ma´s cercanos maneja aceptablemente valores perdidos
y ruido pero no presenta un rendimiento claramente mejor que ninguno de los
modelos anteriores. Su transparencia es muy pobre (por no decir inexistente)
ya que, por ser un algoritmo de aprendizaje perezoso, no extrae conocimiento
sino que se limita u´nicamente a emitir una prediccio´n como respuesta a una
demanda. El factor diferenciador que hace interesante el uso de este modelo, a
pesar de su falta de transparencia, es la forma de explicar las predicciones. Una
nueva instancia se etiqueta en funcio´n de co´mo esta´n etiquetadas sus vecinas.
Haciendo una analog´ıa, se puede identificar esta aproximacio´n con el me´todo de
diagno´stico cl´ınico basado en la experiencia adquirida al tratar casos similares
(≡ vecinos ma´s cercanos).
ivHabitualmente se emplea la letra k pero a lo largo de este trabajo se utiliza b por motivos
de notacio´n.
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2.2.4. Redes neuronales
Inicialmente, las redes neuronales surgieron por la motivacio´n de tratar de
reproducir el funcionamiento del cerebro. En 1943, McCulloch y Pitts elabo-
raron un modelo artificial de una neurona, que simulaba el procesamiento de
informacio´n que ten´ıa lugar en una neurona real [5]. A partir de entonces, se
ha tratado de construir redes cada vez ma´s complejas pero, de momento, el
objetivo de emular el comportamiento del cerebro esta´ lejos de alcanzarse. No
obstante, en este proceso de investigacio´n se han descubierto algunos modelos
que resultan muy u´tiles para abordar determinadas tareas, como la resolucio´n
de problemas de clasificacio´n o regresio´n.
Uno de los primeros modelos fue el Perceptro´n de Rosenblatt [6], que permite
establecer un hiperplano en un espacio a-dimensional mediante el ajuste de los
para´metros (≡ pesos sina´pticos) de las neuronas artificiales. Con este modelo
se pueden resolver problemas lineales. Sin embargo, como la mayor´ıa de pro-
blemas reales no son lineales, se desarrollo´ ma´s este enfoque incluyendo varias
capas de neuronas artificiales y generando un nuevo algoritmo de aprendizaje
(Backpropagation) para ajustar los pesos de la red [7]. El aprendizaje se basa
en descenso por gradiente del error de prediccio´n. Este nuevo modelo se deno-
mina Perceptro´n Multicapa y se demostro´ que es una Familia de Aproximacio´n
Universal, lo que significa que puede aproximar cualquier funcio´n continua con
tanta precisio´n como se desee (siempre que se disponga de un nu´mero suficiente
de instancias).
En la pra´ctica, dado un conjunto de datos etiquetados (problema de clasi-
ficacio´n o regresio´n), un Perceptro´n Multicapa es capaz de memorizarlos. Sin
embargo, el coste computacional puede ser muy elevado y, aunque no lo fuera,
no es conveniente que el modelo se ajuste excesivamente a los datos de en-
trenamiento (overfitting) ya que puede reducir notablemente su capacidad de
generalizacio´n para nuevos casos. Para reducir el overfitting se puede modificar
el algoritmo de entrenamiento de dos maneras:
Penalizando el nu´mero de pesos de la red (Backpropagation with weight
elimination).
Penalizando el taman˜o de los pesos (Backpropagation with weight decay).
Aunque el Perceptro´n Multicapa no ha alcanzado la precisio´n perfecta, como
se pudo pensar en un principio, ofrece un rendimiento muy bueno (mejor, en
general, que los modelos expuestos anteriormente). Los principales inconve-
nientes para su aplicacio´n en el a´mbito me´dico son su falta de transparencia y
su escasa capacidad de explicar las predicciones emitidas. Se han desarrollado
algunos me´todos para tratar de solventar estas deficiencias, como la extraccio´n
de reglas a partir de los pesos de la red. Sin embargo, como se cita en [1], las
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reglas extra´ıdas suelen ser bastante ma´s largas y complicadas de interpretar
que las que se derivan de un a´rbol de decisio´n. En la seccio´n 4.2 se exponen
algunas te´cnicas que permiten explicar las predicciones, incluso considerando
el modelo como una caja negra. De esta manera, se mitiga el impacto negativo
de los puntos de´biles de las redes neuronales para poder aprovechar mejor su
excelente rendimiento.
2.2.5. Ma´quinas de vectores de soporte
Este modelo es parecido a las redes neuronales en cuanto a su objetivo de
ajustar un conjunto de para´metros, que permiten establecer fronteras en el
espacio a-dimensional y aproximar funciones o separar patrones en diferentes
regiones del espacio de atributos. La diferencia radica en el me´todo de en-
trenamiento para ajustar los para´metros. Como se vio en 2.2.4, el Perceptro´n
Multicapa entrenado mediante Backpropagation se basa en descenso por gra-
diente del error de prediccio´n. En cambio, las ma´quinas de vectores de soporte
basan su entrenamiento en la maximizacio´n del margen existente entre el hi-
perplano separador y las instancias de las dos clases (inicialmente, este modelo
se disen˜o´ para resolver problemas de clasificacio´n de dos clases pero hay ex-
tensiones para problemas multi-clase y para problemas de regresio´n) [8].
En te´rminos de los requerimientos establecidos en la seccio´n 2.1, las ma´qui-
nas de vectores de soporte se comportan de manera muy similar a las redes
neuronales. Presentan un rendimiento muy bueno pero el hecho de que el en-
trenamiento consista en el ajuste de unos para´metros ocultos y la prediccio´n
consista u´nicamente en un resultado nume´rico, hace que tanto la transparen-
cia como la capacidad de explicacio´n sean muy pobres. Este u´ltimo aspecto
se mejora mediante la aplicacio´n de te´cnicas como las que se explican en la
seccio´n 4.2.
16 CAPI´TULO 2. APRENDIZAJE AUTOMA´TICO EN MEDICINA
Cap´ıtulo 3
Seleccio´n de atributos
Cuando se utiliza una base de datos para tratar de dar respuesta a una
cuestio´n o para realizar determinadas predicciones, es muy posible que exista
informacio´n irrelevante o redundante. Generalmente, un atributo (o combina-
cio´n de atributos) no se considera catego´ricamente como irrelevante o no, sino
que se puede establecer un grado de relevancia. Adema´s, conviene observar
que un atributo puede resultar muy poco relevante para emitir determinadas
predicciones pero ser muy valioso para otras. Si no se detecta y elimina la infor-
macio´n con menor valor predictivo antes de entrenar un modelo de aprendizaje
automa´tico, su rendimiento puede verse mermado; bien por una reduccio´n de
la precisio´n, bien por un aumento del coste computacional (por operar con ma´s
informacio´n de la necesaria) o ambos simulta´neamente.
Durante la resolucio´n de un problema de aprendizaje automa´tico existe una
fase, dentro de la etapa de preprocesado, denominada reduccio´n de dimensiona-
lidad, que se ocupa de la tarea expuesta en el pa´rrafo anterior. Hay numerosos
me´todos para reducir la dimensionalidad de un problema pero se clasifican en
dos categor´ıas principales:
Seleccio´n. Escogen un subconjunto de los atributos iniciales o bien esta-
blecen un ranking de todos los atributos y el usuario escoge los aˆ primeros
de acuerdo a algu´n criterio establecido, aˆ ≤ a.
Extraccio´n. Generan nuevos atributos mediante combinaciones (lineales
o no-lineales) o proyecciones de los atributos originales.
El t´ıtulo de este cap´ıtulo corresponde a la primera categor´ıa, debido a que
en el a´mbito me´dico son preferibles los me´todos de seleccio´n. Los me´todos
de extraccio´n dan lugar a atributos que ya no se corresponden con ninguna
medida del mundo real, dificultando su interpretacio´n. Por contra, los me´todos
de seleccio´n mantienen esa correspondencia intacta, simplemente indicando los
que ma´s informacio´n u´til aportan para resolver el problema abordado.
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En la medicina moderna existen aparatos que toman un gran nu´mero de
medidas del mundo real y se hace necesaria la automatizacio´n del procesado
de esa informacio´n. La seleccio´n de las medidas ma´s importantes, adema´s de
facilitar el ajuste de un modelo, aporta, en s´ı misma, un valor an˜adido a la
investigacio´n biome´dica. Permite descubrir factores asociados a determinadas
enfermedades o dependencias desconocidas entre diversos atributos.
En este cap´ıtulo se estudian en profundidad los algoritmos de la familia
Relief [10] y se comparan con otros algoritmos de seleccio´n de atributos como
mRMR [13] y QPFS [15]. Todos ellos son algoritmos de tipo filter, es decir,
no requieren el entrenamiento de ningu´n modelo para decidir cua´les son los
atributos ma´s importantes (los que s´ı lo requieren se denominan algoritmos
wrapper).
3.1. Relief y sus extensiones
Los algoritmos de la familia Relief son me´todos de estimacio´n de atribu-
tos. Generalmente tienen una aplicacio´n directa para seleccionar los mejores
atributos en un problema de aprendizaje automa´tico, aunque tambie´n sirven
para determinar co´mo ramificar un a´rbol de decisio´n o se pueden aplicar en
programacio´n lo´gica inductiva. Los algoritmos Relief son capaces de detectar
dependencias condicionales entre los atributos a escala local.
El algoritmo Relief original fue propuesto, para problemas de clasificacio´n
binaria, por Kira y Rendell en [9]. Kononenko desarrollo´ varias extensiones
que superan ciertas limitaciones del original, pudie´ndose aplicar tambie´n a
problemas multiclase [11]. Entre dichas extensiones, comprobo´ que la mejor
es la denominada ReliefF. Posteriormente, Robnik-Sikonja y Kononenko, en
su trabajo en [12], proponen una adaptacio´n para problemas de regresio´n:
RReliefF (Regressional ReliefF). Por u´ltimo, en [10], estudian en profundidad
todos estos algoritmos, desde los puntos de vista teo´rico y pra´ctico.
En primer lugar, se presenta la notacio´n espec´ıfica que se emplea en esta
seccio´n. A continuacio´n se explican los algoritmos de la familia Relief: Relief
(original), ReliefF y RReliefF. Posteriormente, se realizan varias observacio-
nes relevantes que afectan a los tres algoritmos y, por u´ltimo, se analiza la
complejidad computacional de los mismos.
3.1.1. Notacio´n
Los algoritmos de la familia Relief necesitan hallar los vecinos ma´s cercanos
a las instancias que analizan. Para referenciarlos, se escribe H (Hit) si perte-
nece a la misma clase o M (Miss) si pertenece a la otra clase (M(Ck) para
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problemas multi-clase, siendo Ck la clase a la que pertenece M). En problemas
de regresio´n, se utiliza la letra J . Si se considera ma´s de una instancia cercana
se indicara´ mediante el sub´ındice l: Hl, Ml(Ck) o Jl, con l = 1, . . . , b.
De las n instancias del conjunto de entrenamiento E, se deben escoger alea-
toriamente nˆ (nˆ ≤ n). Para ello, se genera una permutacio´n pi de n elementos
y se toman los nˆ primeros, referenciando a las instancias de E como Ipi(ˆi), de
modo que iˆ = 1, . . . , nˆ y 1 ≤ pi(ˆi) ≤ n.
3.1.2. Relief
Propuesto por Kira y Rendell en [9], Relief (Algoritmo 1) pretende estimar
la calidad de los atributos en base a lo bien que ayudan a distinguir la clase
entre instancias cercanas en el espacio de atributos. Solamente es aplicable a
problemas de clasificacio´n binaria pero los atributos pueden ser tanto nomi-
nales como nume´ricos. Tiene otra limitacio´n importante, ya que no soporta
valores perdidos.
Sean I1, I2, dos instancias cercanas cualesquiera. La idea intuitiva subya-
cente a Relief es la siguiente: un atributo A que tome valores distintos para
las instancias dadas (Ψ(A, I1) 6= Ψ(A, I2)) es bueno si las instancias son de
distinta clase y malo si las instancias son de la misma clase. En ambos casos,
la diferencia en el valor del atributo ayuda a separar las instancias en el espacio
de atributos, que es lo deseable en el primer caso pero no en el segundo.
Algoritmo 1 Relief
Entrada: E = {(Ii, ti)}ni=1. Conjunto de n instancias etiquetadas.
Salida: W ∈ [−1, 1]a. Vector de estimaciones de la calidad de cada atributo.
Procedimiento:
1: Inicializar los pesos W [j]← 0; j = 1, 2, . . . , a.
2: Generar una permutacio´n aleatoria pi, de n elementos.
3: for iˆ = 1→ nˆ (nˆ ≤ n) do
4: Encontrar la instancia ma´s cercana a Ipi(ˆi) de la misma (H) y de distinta
(M) clase.
5: for j = 1→ a do
6: W [j]← W [j]− diff(Aj ,Ipi(ˆi),H)
nˆ
+
diff(Aj ,Ipi(ˆi),M)
nˆ
.
7: end for
8: end for
9: return W
En el Algoritmo 1 falta determinar co´mo se hallan las instancias ma´s cerca-
nas y co´mo se calcula la funcio´n diff . Para la primera tarea, se debe escoger
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una medida de distancia en el espacio de atributos. Como dicha distancia de-
pende de la funcio´n diff , se define e´sta previamente. Se toman dos instancias
y un atributo gene´ricos, I1, I2 y Aj. Deben distinguirse dos casos, en funcio´n
de la naturaleza del atributo:
Atributo nominal.
diff(Aj, I1, I2) =
{
0 si Ψ(Aj, I1) = Ψ(Aj, I2)
1 en otro caso
.
Atributo nume´rico.
diff(Aj, I1, I2) =
|Ψ(Aj, I1)−Ψ(Aj, I2)|
max{αsj}mjsj=1 −min{αsj}
mj
sj=1
.
En el denominador de la expresio´n correspondiente a atributos nume´ricos, se
calcula la diferencia entre los valores ma´ximo y mı´nimo que toma el atributo.
mj indica el nu´mero de valores distintos (αsj) que toma el atributo Aj en la
muestra. Se puede objetar que, si existen outliers para algu´n atributo Aj, dicha
diferencia sera´ grande y diff (y en consecuencia W [j]) sera´ comparativamente
menor que para otros atributos que no presenten outliers en sus valores. No
obstante, los autores otorgan prioridad a la obtencio´n de unos pesos finales
normalizados en el intervalo [−1, 1]. Por ello, definen diff de esa manera y
no de otras ma´s robustas como, por ejemplo, dividiendo por la mediana del
atributo. Por el mismo motivo se divide por nˆ en el paso de actualizacio´n de
pesos del algoritmo. Es aconsejable, pues, eliminar los outliers antes de ejecutar
Relief.
Finalmente, hay que definir la distancia entre dos instancias, δ(I1, I2), que
permite hallar los vecinos ma´s cercanos en el espacio a-dimensional de atribu-
tos. Para ello, se toma como distancia en una sola dimensio´n (correspondiente
a un atributo) el valor de la funcio´n diff . Para el espacio completo se emplea
la distancia de Manhattan:
δ(I1, I2) =
a∑
j=1
diff(Aj, I1, I2).
3.1.3. ReliefF
En [11], Kononenko revisa el algoritmo Relief y propone varias extensiones
con el fin de hacerlo ma´s robusto y superar algunas de las limitaciones que tiene.
En primer lugar, aborda el problema de los valores perdidos y presenta cuatro
alternativas, a las que bautiza an˜adiendo a Relief los sufijos A, B, C o D. Una
vez superado ese punto, plantea dos extensiones basadas en ReliefD (que es la
mejor aproximacio´n de las cuatro iniciales) para dar soporte a problemas multi-
clase, nombra´ndolas con los sufijos E y F. En sus experimentos comprueba que
la que mejor funciona es la F. Dicha versio´n, ReliefF, es la que aqu´ı se presenta
(Algoritmo 2), explicando tambie´n las modificaciones respecto a Relief.
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Algoritmo 2 ReliefF
Entrada: E = {(Ii, ti)}ni=1. Conjunto de n instancias etiquetadas.
Salida: W ∈ [−1, 1]a. Vector de estimaciones de la calidad de cada atributo.
Procedimiento:
1: Inicializar los pesos W [j]← 0; j = 1, 2, . . . , a.
2: Generar una permutacio´n aleatoria pi, de n elementos.
3: for iˆ = 1→ nˆ (nˆ ≤ n) do
4: Encontrar las b instancias ma´s cercanas a Ipi(ˆi) de la misma clase (Hl,
l = 1, . . . , b).
5: for all Ck 6= Ω(Ipi(ˆi)) do
6: Encontrar las b instancias de clase Ck ma´s cercanas a Ipi(ˆi) (Ml(Ck),
l = 1, . . . , b).
7: end for
8: for j = 1→ a do
9: W [j]← W [j]−
∑b
l=1 diff(Aj ,Ipi(ˆi),Hl)
(nˆ·b)
+
∑
Ck 6=Ω(Ipi(ˆi))
[
P(Ck)
1−P(Ω(Ipi(ˆi)))
∑b
l=1 diff(Aj ,Ipi(ˆi),Ml(Ck))
]
(nˆ·b) .
10: end for
11: end for
12: return W
Al observar el Algoritmo 2, la primera diferencia que llama la atencio´n res-
pecto a Relief es que ahora, en lugar de considerar u´nicamente el vecino ma´s
cercano a la instancia analizada en cada iteracio´n, se consideran b vecinos ma´s
cercanos. Inmediatamente despue´s se aprecia la siguiente diferencia, considerar
varias clases en lugar de solamente dos. Se toman los b vecinos ma´s cercanos
de cada una de las c clases posibles (hay, por tanto, b · (c − 1) instancias
pertenecientes a las c− 1 clases distintas a Ω(Ipi(ˆi))).
Tomar b vecinos en lugar de uno, aporta mayor robustez al me´todo. Sin
embargo, no funciona mejor cuanto mayor sea b. Si se consideran demasiados
vecinos, se pierde la perspectiva local del me´todo y dejan de detectarse cier-
tas dependencias entre atributos. El valor ma´s apropiado para b depende del
problema y deber´ıa ser elegido, entre varios candidatos, mediante validacio´n
cruzada.
La actualizacio´n de los pesos W [j] es, en esencia, igual para c clases que
para 2 clases. Los cambios son consecuencia natural de considerar b vecinos
y de exigir que W [j] ∈ [−1, 1]. Al considerar ma´s vecinos, deben sumarse las
aportaciones de todos ellos y dividir por (nˆ · b), en lugar de hacerlo solamente
por nˆ, para respetar la restriccio´n impuesta a los valores de W [j]. Adema´s,
aparece un nuevo te´rmino de normalizacio´n
(
P(Ck)
1−P(Ω(Ipi(ˆi)))
)
para ajustar los
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pesos en funcio´n de las probabilidades a priori de cada clase.
Lo que no se aprecia en el Algoritmo 2 es co´mo tratar los valores perdidos.
Esta tarea queda enmascarada en la funcio´n diff . Si se conoce el valor del
atributo para las dos instancias que se analicen, diff se calcula igual que en
Relief (seccio´n 3.1.2). Sin embargo, si dicho valor es desconocido para alguna
o ambas instancias, diff(Aj, I1, I2) se calcula de la siguiente manera:
Supongamos, sin pe´rdida de generalidad, que es la instancia I1 para la
que se desconoce el valor de Aj, entonces
diff(Aj, I1, I2) = 1− P(Ψ(Aj, I2) | Ω(I1)).
Si el valor de Aj es desconocido para ambas instancias,
diff(Aj, I1, I2) = 1−
mj∑
sj=1
(
P(αsj | Ω(I1))× P(αsj | Ω(I2))
)
.
Los autores no dan ma´s detalles pero las expresiones anteriores solamente
permiten el manejo de valores perdidos para atributos nominales. Para abordar
el caso de atributos continuos existen al menos dos opciones:
Discretizarlos para poder aplicar las fo´rmulas anteriores.
Suponer que los valores del atributo siguen una determinada distribu-
cio´n de probabilidad y estimar sus para´metros a partir del conjunto de
entrenamiento.
3.1.4. RReliefF
Se ha visto en la seccio´n 3.1.3 que la extensio´n de Relief para soportar
problemas multi-clase y manejo de valores perdidos no requiere ningu´n cambio
en la esencia de los ca´lculos del algoritmo. Sin embargo, la situacio´n es diferente
en problemas de regresio´n, ya que la variable objetivo es continua y, por tanto,
no determina clases de manera catego´rica. Para abordar esta nueva extensio´n,
se parte desde un enfoque teo´rico. La estimacio´n que hace Relief sobre la
calidad de un atributo Aj es una aproximacio´n de la siguiente diferencia de
probabilidades:
W [j] ' P(Ψ(Aj, I1) 6= Ψ(Aj, I2) | vec(I1, I2), Ω(I1) 6= Ω(I2))
− P(Ψ(Aj, I1) 6= Ψ(Aj, I2) | vec(I1, I2), Ω(I1) = Ω(I2)). (3.1)
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El suceso vec(I1, I2) indica que las instancias I1 e I2 se encuentran lo sufi-
cientemente cerca en el espacio de atributos y se consideran vecinas. Con I1 e I2
no se hace referencia a instancias concretas, sino a cualquier par de instancias
en general. Expresado con palabras, lo que se esta´ estimando es la diferencia
entre la probabilidad de que el valor del atributo Aj sea diferente en instancias
vecinas de distinta clase y, la probabilidad del mismo suceso, en el caso de
vecinas de igual clase. De esta manera, se evalu´a localmente la capacidad de
discriminacio´n del atributo Aj.
En problemas de regresio´n ya no se puede hablar en te´rminos de clases, sino
de valor objetivo (T (I)). Por tanto, en lugar de los sucesos Ω(I1) 6= Ω(I2)
y Ω(I1) = Ω(I2) (diferente/misma clase), se emplean en regresio´n T (I1) 6=
T (I2) y T (I1) = T (I2) (diferente/mismo valor objetivo(T )), considerando una
precisio´n .
Para no extender en exceso el desarrollo de la ecuacio´n 3.1, se abrevian los
sucesos y determinadas probabilidades con la siguiente notacio´n (se prescinde
del sub´ındice j, ya que A representa un atributo cualquiera):
vec(I1, I2) (vecinas) → vec.
T (I1) 6= T (I2) / T (I1) = T (I2) (diferente/mismo T ) → difT /misT .
Ψ(Aj, I1) 6= Ψ(Aj, I2) (valor diferente de Aj) → difA.
PdifA = P(difA | vec).
PdifT = P(difT | vec).
PdifT |difA = P(difT | difA, vec).
PdifT &difA = P(difT , difA | vec).
Aplicando sucesivamente el Teorema de Bayes sobre la ecuacio´n 3.1, as´ı como
algunas propiedades ba´sicas de la probabilidad (teniendo en cuenta que los
sucesos difT y misT son complementarios), se obtiene que:
W [j] = P(difA | difT , vec)− P(difA | mis T , vec)
=
P(difA, difT , vec)
P(difT , vec) −
P(difA, mis T , vec)
P(mis T , vec)
=
P(difT | difA, vec)P(difA, vec)
P(difT | vec)P(vec)
−P(mis T | difA, vec)P(difA, vec)
P(mis T | vec)P(vec)
=
P(difT | difA, vec)P(difA, vec)
P(difT | vec)P(vec)
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−(1− P(difT | difA, vec))P(difA, vec)
(1− P(difT | vec))P(vec)
=
PdifT |difAP(difA | vec)P(vec)
PdifT P(vec)
−(1− PdifT |difA)P(difA | vec)P(vec)
(1− PdifT )P(vec)
=
PdifT |difAPdifA
PdifT
− (1− PdifT |difA)PdifA
1− PdifT
=
PdifT &difA
PdifT
− PdifA − PdifT &difA
1− PdifT .
El algoritmo RReliefF (Algoritmo 3) se presenta como una extensio´n de la
familia Relief para cubrir los problemas de regresio´n. Se identifica con el desa-
rrollo teo´rico expuesto anteriormente. De hecho, se puede observar que las tres
variables NdT , NdA y NdT &dA, empleadas por RReliefF, son las estimaciones
muestrales de PdifT , PdifA y PdifT &difA, respectivamente.
Algoritmo 3 RReliefF
Entrada: E = {(Ii, ti)}ni=1. Conjunto de n instancias etiquetadas.
Salida: W ∈ [−1, 1]a. Vector de estimaciones de la calidad de cada atributo.
Procedimiento:
1: Inicializar NdT , NdA[j], NdT &dA[j],W [j]← 0; j = 1, 2, . . . , a.
2: Generar una permutacio´n aleatoria pi, de n elementos.
3: for iˆ = 1→ nˆ (nˆ ≤ n) do
4: Encontrar las b instancias ma´s cercanas a Ipi(ˆi) (Jl, l = 1, . . . , b).
5: for l = 1→ b do
6: NdT ← NdT + diff(T (·), Ipi(ˆi), Jl) · d(ˆi, l).
7: for j = 1→ a do
8: NdA[j]← NdA[j] + diff(Aj, Ipi(ˆi), Jl) · d(ˆi, l).
9: NdT &dA[j]← NdT &dA[j]
+diff(T (·), Ipi(ˆi), Jl) · diff(Aj, Ipi(ˆi), Jl) · d(ˆi, l).
10: end for
11: end for
12: end for
13: for j = 1→ a do
14: W [j]← NdT&dA[j]
NdT
− (NdA[j]−NdT&dA[j])
(nˆ−NdT ) .
15: end for
16: return W
En el Algoritmo 3 se aplica la funcio´n diff a las etiquetas de las instancias,
adema´s de a los atributos. No se le da otro nombre porque la forma de calcularla
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para una etiqueta es similar a la de un atributo nume´rico. U´nicamente var´ıa la
notacio´n para acceder a los valores, como se observa en la siguiente expresio´n:
diff(T (·), I1, I2) = |T (I1)− T (I2)|
max{ti}ni=1 −min{ti}ni=1
.
El te´rmino d(ˆi, l) se emplea para ponderar la influencia que ejercen las ins-
tancias vecinas en la actualizacio´n de los pesos. La influencia de un vecino
debe ser menor cuanto ma´s alejado se encuentre de la instancia analizada.
Adema´s, dicha influencia se normaliza en funcio´n de la suma de las influencias
de los b-vecinos. Hay muchas alternativas para el ca´lculo de d(ˆi, l), siendo una
posibilidad:
d(ˆi, l) =
d1(ˆi, l)∑b
lˆ=1 d1(ˆi, lˆ)
,
d1(ˆi, l) = e
−
(
rank(Ipi(ˆi),Jl)
σ
)2
.
Donde, rank(Ipi(ˆi), Jl) indica la posicio´n que ocupa Jl en una lista de instancias
ordenadas de menor a mayor distancia a Ipi(ˆi) (calculada mediante la funcio´n
δ de la seccio´n 3.1.2) y σ es un para´metro que se debe adaptar a la muestra,
usando para su determinacio´n validacio´n cruzada.
En lugar de la funcio´n rank, se puede utilizar directamente la distancia
entre ambas instancias. En cuanto a la funcio´n d1, se pueden emplear otras
funciones decrecientes. Dependiendo del problema abordado, funcionan mejor
unas configuraciones u otras.
En el algoritmo ReliefF (seccio´n 3.1.3), ya existe una ponderacio´n encubierta
de la influencia de los vecinos, equivalente a tomar d1 = 1/b. No cumple la
condicio´n de ser decreciente con la distancia, ya que no surge de la intencio´n
de ponderar, sino porque es la forma ma´s sencilla de normalizar los pesos
de ReliefF. No obstante, se puede incluir en dicho algoritmo la funcio´n de
ponderacio´n d, con cualquiera de las alternativas para d1 propuestas en esta
seccio´n.
El nu´mero o´ptimo de vecinos (b∗) depende del problema. Si se escoge b
excesivamente grande, el algoritmo relega a un segundo plano las dependencias
locales y prevalece una estimacio´n global i, que no es lo deseable en este caso.
iLos autores, con ingenio y quiza´s con cierto tono humor´ıstico, califican el feno´meno
diciendo que el algoritmo se vuelve miope.
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3.1.5. Observaciones
3.1.5.1. Interpretacio´n teo´rica
Hay otra manera de interpretar el significado de los pesos obtenidos mediante
Relief o ReliefF, adema´s de la diferencia de probabilidades desarrollada en la
seccio´n 3.1.3. Para ello, se define el concepto de responsabilidad: se dice que un
atributo A es responsable del cambio de valor de la etiqueta t de una instancia
I, si el cambio de su valor (Ψ(A, I)) es uno de los cambios mı´nimos necesarios
para que se produzca un cambio en el valor de t.
Se puede cuantificar la responsabilidad, asignando una cuota a cada instancia
y repartie´ndola a partes iguales entre los conjuntos de atributos responsables
de los cambios en su etiqueta. Los valores de los atributos de cada conjunto
deben cambiar simulta´neamente para que se modifique el valor de la etiqueta,
por lo que cada uno recibe la cuota total del conjunto ii. La cuota de respon-
sabilidad de un atributo se obtiene sumando las cantidades recibidas en todas
las instancias.
En el caso de Relief, se define el ratio de responsabilidad del atributo Aj
como:
RAj ≡
cuota de responsabilidad del atributo Aj
no de instancias examinadas
.
Si se dispone de n instancias libres de ruido (recordar que solamente se
examinan nˆ, nˆ ≤ n, de dichas instancias), se cumple:
l´ım
n→∞
W [j] = RAj .
En el caso de ReliefF, los cambios en la etiqueta se distribuyen en funcio´n de
cua´l es la clase original de una instancia y cua´l es la nueva clase tras cambiar
el valor del atributo Aj. De esta forma, se puede desglosar RAj en funcio´n de la
transferencia entre clases (original, modificada) y se obtienen varios ratios de
responsabilidad, RAj(k, kˆ). En cada uno de esos ratios solamente se considera
la cuota de responsabilidad de Aj correspondiente a los cambios en los que la
etiqueta pase de clase Ck a Ckˆ. Si se emplean las probabilidades a priori de las
clases correspondientes para ponderar, se cumple:
l´ım
n→∞
W [j] =
c∑
k=1
c∑
kˆ 6=k
P(Ck)P(Ckˆ)
1− P(Ck) RAj(k, kˆ).
iiPor ejemplo, si los cambios mı´nimos deben producirse en {A1, A2} o {A1, A3}, a cada
conjunto le corresponde la mitad de la cuota de la instancia. A continuacio´n, los atributos
reciben la cuota completa de los conjuntos a los que pertenecen. Por tanto, A1, suma dos
mitades porque pertenece a los dos conjuntos y recibe en total la cuota completa asignada a
la instancia, mientras que A2 y A3 reciben la mitad cada uno porque solamente pertenecen
a uno de los conjuntos.
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En problemas pequen˜os y cuyo dominio es perfectamente conocido iii se pue-
den determinar con exactitud los ratios de responsabilidad de cada atributo y
se ha comprobado experimentalmente que el valor de los pesos se va aproxi-
mando a la expresio´n obtenida teo´ricamente, a medida que crece el nu´mero de
instancias. En el caso de problemas reales es pra´cticamente imposible traba-
jar con estos ratios porque, ni se suele conocer completamente el dominio del
problema, ni se suele disponer de un nu´mero suficiente de instancias libres de
ruido.
3.1.5.2. Me´trica
Se ha visto en la seccio´n 3.1.2 que, para el ca´lculo de las instancias ma´s
cercanas, se usa la distancia de Manhattan tomando como base la funcio´n
diff . Sin embargo, es posible emplear otras me´tricas:
An˜adir un te´rmino de ponderacio´n a cada atributo como, por ejemplo,
el propio peso que va estimando el algoritmo en cada momento.
δ(I1, I2) =
a∑
j=1
ω(j)diff(Aj, I1, I2).
Considerar la distancia eucl´ıdea, o en general una norma Lp (L1 es pre-
cisamente la distancia de Manhattan y L2 la eucl´ıdea).
δ(I1, I2) =
(
a∑
j=1
diff(Aj, I1, I2)
p
) 1
p
.
3.1.5.3. Funcio´n diff
La forma de definir la funcio´n diff (seccio´n 3.1.2) hace que se infraestime un
atributo nume´rico frente a otro nominal que contenga esencialmente la misma
informacio´n. Esta circunstancia es provocada por la normalizacio´n aplicada
a los atributos nume´ricos, al dividir por la diferencia entre el ma´ximo y el
mı´nimo de sus valores.
Para solucionarlo, se propone una nueva definicio´n de la funcio´n diff para
atributos nume´ricos:
diff(Aj, I1, I2) =

0 d ≤ γ1
1 d > γ2
d−γ1
γ2−γ1 γ1 < d ≤ γ2
.
Donde,
iiiEn ingle´s se suele emplear el te´rmino toy example para estos casos. No se corresponden
con la inmensa mayor´ıa de problemas reales pero permiten un estudio ma´s exhaustivo en un
entorno controlado.
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d = |Ψ(Aj, I1)−Ψ(Aj, I2)|. Es la diferencia (en valor absoluto) entre los
valores del atributo Aj en las instancias I1 e I2.
γ1 ≡ umbral de precisio´n. Si d es menor que γ1, los valores del atributo
en las dos instancias se consideran exactamente iguales.
γ2 ≡ umbral de diferencia. Si d es mayor que γ2, los valores del atributo
en las dos instancias se consideran completamente diferentes.
De esta forma, si d ≤ γ1 o d > γ2, el atributo nume´rico recibe el mismo
tratamiento que un nominal. Es fa´cil observar que si se toma γ1 = 0 y γ2 =
max{αsj}mjsj=1 − min{αsj}
mj
sj=1
, se obtiene la antigua definicio´n de diff . Si
se tienen conocimientos espec´ıficos sobre el dominio del problema se pueden
escoger otros umbrales o incluso otras funciones no tan abruptas, como, por
ejemplo, una sigmoidal. En caso contrario, se propone como norma general
fijar:
γ1 = 0,05 · (max{αsj}mjsj=1 −min{αsj}
mj
sj=1
).
γ2 = 0,10 · (max{αsj}mjsj=1 −min{αsj}
mj
sj=1
).
3.1.6. Complejidad computacional
Siendo n el nu´mero de instancias de entrenamiento, a el nu´mero de atributos
y nˆ el nu´mero de iteraciones del bucle principal en los Algoritmos 1, 2 y 3,
la complejidad computacional de todos ellos es O(nˆ · n · a). En los siguientes
pa´rrafos se justifica esta afirmacio´n.
En los tres algoritmos, en cada iteracio´n del bucle principal, es necesario
calcular las distancias entre la instancia seleccionada y todas las dema´s. Estas
operaciones conllevan un coste de O(n · a), ya que el ca´lculo de cada distancia
implica la realizacio´n de un sumatorio sobre todos los atributos. Por tanto, al
multiplicar dicho coste por el nu´mero de iteraciones del bucle, se obtiene que
la complejidad es, al menos, O(nˆ ·n ·a). A continuacio´n se muestra que el coste
del resto de operaciones del bucle es inferior a O(n · a).
En Relief, encontrar la instancia ma´s cercana de cada una de las clases tiene
coste O(1) si se computa al mismo tiempo que se calculan las distancias. El bu-
cle de actualizacio´n de pesos tiene coste O(a). Ambos o´rdenes de complejidad
son claramente inferiores a O(n · a).
En ReliefF, el bucle de actualizacio´n de pesos tambie´n tiene coste O(a). Sin
embargo, el hecho de tener que encontrar las b instancias ma´s cercanas de
cada una de las clases, implicar´ıa una mayor complejidad que la esperada si
no se implementa eficientemente. Una solucio´n posible consiste en utilizar la
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estructura de datos min-heap. Para cada una de las c clases se construye un
min-heap con las distancias entre la instancia seleccionada y las dema´s. Esta
operacio´n tiene coste O(c ·n) ≡ O(n) iv. La extraccio´n del primer elemento del
heap tiene coste O(log n) (debido al procesamiento posterior a la extraccio´n,
que permite mantener la estructura). Dicho elemento corresponde al de menor
distancia. Por tanto, para las c clases, el coste total de encontrar los b-vecinos
ma´s cercanos es de O(c · b · log n) ≡ O(log n). Nuevamente, los costes son
inferiores a O(n · a).
En RReliefF, el doble bucle de estimacio´n de NdT , NdA y NdT &dA tiene coste
O(b · a) ≡ O(a). Para seleccionar las b instancias que se consideran en dicho
doble bucle, se emplea la misma estrategia que en ReliefF y, como ahora no se
distinguen c clases, el coste es de O(b · log n) ≡ O(log n). Por tanto, se cumple
la afirmacio´n enunciada inicialmente.
El para´metro nˆ corresponde al nu´mero de instancias que se examinan, se
fija externamente por el usuario y su valor o´ptimo puede variar para cada
problema abordado. Lo que se deduce de los experimentos expuestos en [10]
es que dicho valor o´ptimo se situ´a en el rango log n << nˆ ≤ n.
3.2. Otros me´todos
Existen otros algoritmos de seleccio´n de variables, muchos de los cuales no
tienen en cuenta las relaciones entre los atributos, sino simplemente la relacio´n
de cada atributo con la variable objetivo. Los problemas del a´mbito me´dico
suelen ser complejos y, por tanto, es necesario valorar las dependencias entre
los atributos, como hacen los algoritmos de la familia Relief.
Los me´todos Minimum Redundancy Maximum Relevance (mRMR) [13] y
Quadratic Programming Feature Selection (QPFS) [15] son capaces de detec-
tar dichas dependencias. El enfoque de ambos es global, es decir, evalu´an todas
las instancias en lugar de solamente los entornos de un subconjunto de ellas. No
obstante, existe una diferencia fundamental entre mRMR y QPFS: el primero
sigue una estrategia codiciosa para detectar dependencias en subconjuntos de
atributos, mientras que el segundo toma en consideracio´n todas las posibles
interacciones entre atributos. A continuacio´n se explica muy brevemente el fun-
cionamiento de estos dos algoritmos, se comparan los costes computacionales
con los de la familia Relief y se propone una forma de evaluar el comporta-
miento de todos ellos frente a atributos ruidosos.
ivLa construccio´n eficiente de un heap tiene coste O(n). Si se construyese mediante inser-
ciones sucesivas, el coste ser´ıa de O(n · log n).
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3.2.1. Minimum Redundancy Maximum Relevance
Abreviado por las siglas mRMR, este me´todo de seleccio´n de variables, como
su propio nombre da a entender, trata de obtener un subconjunto de atributos
de tal manera que sean lo ma´s diferentes posible entre s´ı (mı´nima redundan-
cia) y que aporten la ma´xima informacio´n posible sobre la variable objetivo
(ma´xima relevancia) [13]. Para cuantificar las relaciones entre las variables se
emplean medidas de similitud, como el coeficiente de correlacio´n de Pearson o
la informacio´n mutua.
El algoritmo calcula, en primer lugar, la relevancia de los a atributos con
la variable objetivo, obteniendo una puntuacio´n nume´rica para cada uno. A
partir de ese momento, el funcionamiento sigue un esquema codicioso, ya que
el ca´lculo de las redundancias de todos los posibles subconjuntos de atribu-
tos conlleva una excesiva complejidad computacional. Por tanto, se escoge el
atributo cuya relevancia con la variable objetivo sea ma´xima y se calcula la
redundancia con cada uno de los otros a− 1 atributos. A mayor redundancia,
menor puntuacio´n se otorga al subconjunto correspondiente. Se toma ahora el
subconjunto con mayor puntuacio´n, nuevamente se calculan las redundancias
con los dema´s atributos (a− 2) y se repite el proceso hasta alcanzar el nu´mero
de atributos deseado.
El coste computacional es O(n · a2), ya que, para incluir un nuevo atributo
en el conjunto seleccionado, se deben calcular las redundancias con todos los
restantes, lo que implica recorrer todas las instancias para el ca´lculo de la
medida de similitud.
3.2.2. Quadratic Programming Feature Selection
Abreviado por las siglas QPFS, el objetivo principal del algoritmo es similar
al de mRMR. Es decir, minimizar las redundancias entre los atributos selec-
cionados a la vez que se maximiza la relevancia respecto a la variable objetivo.
De hecho, se pueden emplear las mismas medidas de similitud. Sin embargo,
QPFS s´ı considera todas las dependencias entre atributos [15].
En el algoritmo se plantea un problema de minimizacio´n cuadra´tico, basado
en una matriz de redundancias entre cada par de atributos y un vector de
relevancias de cada atributo con la variable objetivo. Resolver dicho problema
con exactitud disparar´ıa el coste computacional, por lo que se descartan los
autovalores menos significativos en el proceso de diagonalizacio´n de la matriz
de redundancias y se alcanza una solucio´n aproximada.
Au´n as´ı, la complejidad del me´todo sigue siendo elevada en el caso de proble-
mas con un gran nu´mero de atributos. Por ello, se aplica la te´cnica de Nystro¨m
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para aproximar matrices y sus autovalores y autovectores [15]. Dicha te´cnica
permite diagonalizar ma´s eficientemente la matriz de redundancias, ya que re-
quiere el ca´lculo exacto de solamente p · a filas de la matriz de redundancias
(0 < p ≤ 1). El inconveniente es la introduccio´n de un error adicional al que
ya se produce por la resolucio´n aproximada del problema de minimizacio´n.
No obstante, ambos errores esta´n acotados, lo cual garantiza un rendimiento
aceptable del me´todo.
La complejidad computacional de QPFS depende de la proporcio´n de atri-
butos (a) frente a instancias (n), ya que existen dos partes bien diferenciadas
que tienen costes diferentes. Por un lado se debe calcular inicialmente la ma-
triz de redundancias y, por otro lado, se resuelve el problema de minimizacio´n
para obtener el ranking de atributos. El coste computacional de QPFS es
max(O(n ·a2), O(a3)) y el de QPFS + Nystro¨m es max(O(n ·p ·a2), O(p2 ·a3)).
3.2.3. Comparativa con familia Relief
Se desea comparar dos aspectos de los algoritmos mRMR, QPFS y la familia
Relief: la complejidad computacional y el comportamiento que presentan ante
atributos ruidosos.
3.2.3.1. Coste computacional
La Tabla 3.1 recoge la complejidad computacional de los algoritmos de se-
leccio´n de atributos presentados. En ella se observa que QPFS es siempre igual
o ma´s costoso que mRMR, mientras que QPFS+Nystro¨m es ma´s eficiente que
mRMR si n > a. En el caso de que existan ma´s variables que instancias (a > n),
se puede disminuir el valor de p para que QPFS+Nystro¨m siga siendo ma´s efi-
ciente que mRMR pero teniendo en cuenta que, a menor valor de p, mayor
error se introduce en el ca´lculo del ranking de atributos.
Tabla 3.1: Complejidad computacional de varios algoritmos de seleccio´n de
atributos. n es el nu´mero de instancias, a el nu´mero de atributos, nˆ el nu´mero
de iteraciones de los algoritmos Relief y p la porcio´n de filas de la matriz de
redundancias que se debe calcular con exactitud para el me´todo de Nystro¨m.
Me´todo Complejidad
Relief (y extensiones) O(n · a · nˆ)
mRMR O(n · a2)
QPFS max(O(n · a2), O(a3))
QPFS+Nystro¨m max(O(n · a2 · p), O(a3 · p2))
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En los algoritmos de la familia Relief aparece el para´metro nˆ, correspon-
diente al nu´mero de instancias que se analizan (iteraciones del algoritmo). Se
sabe por los experimentos de [10] que dicho valor se debe fijar dentro del rango
log n << nˆ ≤ n para lograr resultados satisfactorios. Por tanto, en los proble-
mas en los que n >> a, Relief es ma´s costoso que el resto de algoritmos. En
cambio, en los problemas con a >> n, es el algoritmo ma´s eficiente, ya que
depende linealmente del nu´mero de atributos mientras que los dema´s dependen
cuadra´tica o cu´bicamente.
3.2.3.2. Comportamiento
La cualidad fundamental en cualquier me´todo de seleccio´n de atributos, es
que sea capaz de discriminar entre los atributos que contienen informacio´n u´til
y aquellos que se pueden considerar simplemente ruido. A partir de las puntua-
ciones asignadas por un algoritmo a cada atributo (el vector de pesos W ∈ Ra),
se puede analizar la eficacia de los algoritmos de seleccio´n de variables a la hora
de distinguir los atributos importantes (G) de los aleatorios o ruidosos (B).
Sea WG {mejor, peor} = {max, min}(Wg)g∈G y Wb mejor = max(Wb)b∈B, donde
Wg y Wb son los pesos correspondientes a atributos importantes y aleatorios,
respectivamente. Entonces, se definen los siguientes dos conceptos.
Separabilidad: es la diferencia entre la estimacio´n ma´s baja de los atri-
butos importantes y la ma´s alta de los aleatorios.
s = WG peor −WB mejor.
Usabilidad: es la diferencia entre la estimacio´n ma´s alta de los atributos
importantes y la ma´s alta de los aleatorios.
u = WG mejor −WB mejor.
Es trivial observar que u ≥ s. Adema´s, lo ideal para cualquier me´todo de
seleccio´n de atributos, es que se obtenga s > 0, lo que significa que se a´ısla
completamente el ruido. No obstante, basta con tener u > 0 para que el me´todo
sea u´til, ya que distinguir´ıa alguno de los atributos ma´s importantes respecto
al ruido.
En la seccio´n 5.1 se realizan algunos experimentos para comparar los algo-
ritmos de la familia Relief con mRMR y QPFS, en te´rminos de usabilidad y
separabilidad.
Cap´ıtulo 4
Ana´lisis de predicciones
individuales
Los modelos de aprendizaje automa´tico se suelen analizar y evaluar global-
mente, es decir, promediando ciertas medidas de error, eficiencia, etc. sobre
conjuntos completos de datos. Sin embargo, cuando se aplican a ciertos domi-
nios es ma´s conveniente un ana´lisis a nivel de instancia. Si se trata de diagnos-
ticar un paciente, el riesgo de error puede no corresponderse con el error global
del modelo. Adema´s, si cuando el sistema emite una prediccio´n, la acompan˜a
de informacio´n adicional que la justifique, el usuario podra´ valorar adecuada-
mente la decisio´n final, en lugar de solamente aceptar o rechazar, a ciegas, el
resultado del modelo.
Por ello, en este cap´ıtulo se estudiara´n algunas te´cnicas para estimar la
fiabilidad de las predicciones individuales en modelos de regresio´n (seccio´n
4.1) y para ofrecer explicaciones de la prediccio´n, en modelos de clasificacio´n,
basadas en la contribucio´n de cada atributo (seccio´n 4.2).
4.1. Estimacio´n de fiabilidad
Bosnic y Kononenko presentan en [16] una aproximacio´n a la estimacio´n de
la fiabilidad de predicciones individuales en modelos de regresio´n. Se basa en
dos ideas preexistentes en el aprendizaje automa´tico:
Ana´lisis local de sensibilidad. Se utiliza para determinar la estabilidad
de un modelo.
Perturbaciones del conjunto de aprendizaje para mejorar el rendimiento
de los modelos.
Cabe destacar que, para realizar las estimaciones de fiabilidad, no es necesa-
rio conocer a priori la etiqueta de la instancia, es decir, se puede aplicar en
prediccio´n de nuevas instancias.
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Tras un ana´lisis teo´rico que formaliza y justifica la intuicio´n inicial (sec-
cio´n 4.1.1), se propone una metodolog´ıa y algunas medidas de fiabilidad que
se aplican a varios modelos de regresio´n conocidos (seccio´n 4.1.2): regresio´n
lineal, regresio´n ponderada localmente, a´rboles de regresio´n, redes neuronales
artificiales y ma´quinas de vectores de soporte. Se observa que para los dos
primeros se puede determinar de forma sencilla y expl´ıcita co´mo afecta una
perturbacio´n a la prediccio´n. Por tanto, carece de intere´s aplicar la metodo-
log´ıa expuesta sobre ellos. En cambio, aplicada sobre los tres u´ltimos permite
obtener informacio´n valiosa.
4.1.1. Minimum Description Length
Fundamentado en la teor´ıa de la informacio´n y de la probabilidad, el prin-
cipio de MDL formaliza la suposicio´n de que la mejor hipo´tesis (modelo) es
aquella que permite una mayor compresio´n de los datos (Navaja de Occam).
Se pueden definir nociones de fiabilidad y se puede estudiar lo que sucede al
an˜adir nuevas instancias al conjunto de entrenamiento y co´mo afecta al modelo
y a la capacidad de compresio´n.
4.1.1.1. Notacio´n
Se dispone de un conjunto E = {(Ii, ti)}ni=1, de instancias de entrenamiento
etiquetadas, donde cada par (Ii, ti) se puede abreviar por ei. Si se an˜ade un
nuevo ejemplo en+1 = (In+1, tn+1) a E, se obtiene el conjunto E = E ∪{en+1}.
Un modelo (o hipo´tesis) entrenado sobre E, se denota por H y si se entrena
sobre E, se denota por H. La letra B representa el conocimiento a priori que
se tiene sobre un problema (background). Por u´ltimo, Z es una codificacio´n y
Z(·) indica el nu´mero de bits necesarios para representar cierta informacio´n.
Por ejemplo, Z(E | H,B) es el nu´mero de bits necesarios para codificar los
ejemplos de entrenamiento siendo H y B conocidos.
4.1.1.2. Modelo o´ptimo
El modelo o´ptimo (Hopt), dados E y B, es el que maximiza la probabilidad
condicionada o, en te´rminos de teor´ıa de la informacio´n, el que minimiza el
opuesto del logaritmo de dicha probabilidad:
Hopt = argmax
H
P(H | E, B) = argmin
H
− log2 P(H | E, B).
Aplicando el Teorema de Bayes, propiedades de logaritmos y sabiendo que
P(E | B) no depende de H (y por tanto no afecta a la minimizacio´n), se
obtiene:
Hopt = argmin
H
[− log2 P(E | H, B)− log2 P(H | B)] .
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El primer te´rmino (P(E | H,B)) corresponde a la minimizacio´n del error res-
pecto a los ejemplos observados y el segundo (P(H | B)) a la minimizacio´n de
la complejidad del modelo, primando la sencillez del mismo.
Para que la formulacio´n anterior se pueda emplear con absoluta precisio´n,
es necesario conocer la codificacio´n o´ptima para describir los ejemplos y el
modelo, lo cual es pra´cticamente imposible. En su lugar, se define H˜ como una
aproximacio´n de Hopt, basa´ndose en una codificacio´n prefijada y computable
(Z).
H˜ = argmin
H
[Z(E | H, B) + Z(H | B)] .
Introducir el uso de un modelo conlleva un coste adicional pero lo esperable
es que el nu´mero de bits necesarios para codificar los ejemplos se reduzca. En
caso contrario, no tiene sentido usar el modelo. Por tanto, se debe cumplir:
Z(E | H, B) + Z(H | B) < Z(E | B).
Basa´ndose en dicha desigualdad y en la suposicio´n de que el mejor modelo
(ma´s fiable) es el que permite una mayor compresio´n de la informacio´n, se
definen las fiabilidades (globales) absoluta y relativa de un modelo.
Fiabilidad absoluta (R):
R(H | E, B) = Z(E | B)− Z(E | H, B)− Z(H | B).
Fiabilidad relativa (Rrel):
Rrel(H | E, B) = 1− Z(E | H, B) + Z(H | B)
Z(E | B) =
R(H | E, B)
Z(E | B) .
4.1.1.3. Inclusio´n de nuevas instancias
Se desea estudiar ahora la fiabilidad a nivel de una prediccio´n individual,
en lugar de a nivel de modelo. Para ello, se define la fiabilidad para un nuevo
ejemplo en+1.
Fiabilidad individual (R1):
R1(en+1, H) = R(H | E, B)−R(H | E, B).
Para simplificar la expresio´n anterior se realizan las siguientes suposiciones:
Z(H | B) ≈ Z(H | B).
Z(ei | H, B) ≈ Z(ei | H, B), i = 1, . . . , n.
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Todos los ejemplos (ei, i = 1, . . . , n+ 1) son independientes. Entonces se
cumplen
• Z(E | B) = Z(e1 | B) + . . .+ Z(en | B).
• Z(E | H, B) = Z(e1 | H, B) + . . .+ Z(en | H, B).
• Z(E | H, B) = Z(e1 | H, B)+. . .+Z(en | H, B)+Z(en+1 | H, B).
De esta manera, se puede desarrollar R1 y se obtiene:
R1(en+1, H) = Z(en+1 | B)− Z(en+1 | B, H).
Se observa que R1 no depende del modelo original (H) y que el te´rmino
Z(en+1 | B) tampoco depende de H. Es decir, la fiabilidad de una prediccio´n
individual depende u´nicamente del nu´mero de bits que resulten de codificar
el nuevo ejemplo con el nuevo modelo (Z(en+1 | B, H)). Existen dos casos
extremos:
Z(en+1 | B, H) = 0. Esto quiere decir que H contiene la ma´xima infor-
macio´n para codificar en+1.
Z(en+1 | B, H) = Z(en+1 | B). En este caso, H no incluye informacio´n
adicional que ayude a codificar en+1 de manera ma´s compacta que la
obtenida con el conocimiento a priori (B).
En el primer caso (Z(en+1 | B, H) = 0), la fiabilidad relativa del modelo H
es mayor que la del modelo H. Se comprueba empleando las definiciones y las
suposiciones enunciadas:
Rrel(H | E, B) = R(H | E, B)
Z(E | B) =
R(H | E, B) +R1(en+1, H)
Z(E | B) + Z(en+1 | B)
≈ R(H | E, B) + Z(en+1 | B)
Z(E | B) + Z(en+1 | B) >
R(H | E, B)
Z(E | B) = Rrel(H | E, B).
En el segundo (Z(en+1 | B, H) = Z(en+1 | B)), la desigualdad es la contraria
(Rrel(H | E, B) < Rrel(H | E, B)) pero se comprueba de forma ana´loga.
Teorema 1. Sean en+1, H, H y B. Si Z(en+1 | H, B) = 0 para cierto
algoritmo de aprendizaje o´ptimo, entonces
Z(en+1 | H, B) = 0.
Demostracio´n. Segu´n la definicio´n de modelo o´ptimo:
H = argmin
T
[Z(E | T, B) + Z(T | B)].
H = argmin
T
[
Z(E | T, B) + Z(T | B)].
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Por tanto,
Z(E | H, B) + Z(H | B) ≤ Z(E | H, B) + Z(H | B).
Se puede separar el ejemplo en+1 aplicando la suposicio´n de independencia
entre ejemplos:
Z(E | H, B) + Z(en+1 | H, B) + Z(H | B)
≤ Z(E | H, B) + Z(en+1 | H, B) + Z(H | B).
Por reduccio´n al absurdo, si fuese Z(en+1 | H, B) > 0, entonces, como una
hipo´tesis del Teorema es Z(en+1 | H, B) = 0, se tiene:
Z(E | H, B) + Z(H | B) < Z(E | H, B) + Z(H | B)
y se llega a una contradiccio´n, ya que H no ser´ıa el modelo o´ptimo para E.
El Teorema 1 afirma que si el ejemplo en+1 ya esta´ perfectamente contenido
en el modelo H (Z(en+1 | H, B) = 0), entonces tambie´n lo esta´ en H. Si se
produce esta situacio´n, aunque la fiabilidad relativa aumente, en realidad el
modelo H no tiene la oportunidad de aprender nada nuevo. Por este motivo,
cuando se pretende mejorar un modelo an˜adiendo nuevos ejemplos, conviene
tomar aquellos que el modelo inicial (H) no cubra adecuadamente, es decir,
(Z(en+1 | H, B) > 0). En este principio se basan la mayor´ıa de me´todos de
boosting i, como por ejemplo AdaBoost [17].
4.1.2. Ana´lisis local de sensibilidad
El ana´lisis de sensibilidad es una te´cnica de estimacio´n de la robustez de
un modelo estad´ıstico, basada en el estudio de las variaciones de los valores
de salida respecto a los de entrada. El te´rmino local hace referencia al hecho
de que no se analizan cambios simulta´neos en los valores de varias instancias,
sino u´nicamente sobre una instancia. Se dice que un modelo es estable si, ante
pequen˜as variaciones de los datos de entrada, las salidas tambie´n var´ıan poco.
En problemas de regresio´n, se considera que, si el modelo es localmente estable,
la prediccio´n individual de la instancia analizada sera´ fiable. A continuacio´n se
formaliza esta idea y se proporcionan varias medidas que permiten aproximar
la fiabilidad de una prediccio´n.
iLos me´todos de boosting son me´todos de combinacio´n de clasificadores que seleccionan un
subconjunto de entrenamiento para cada clasificador. Se muestrean con mayor probabilidad
los ejemplos clasificados erro´neamente por los clasificadores entrenados previamente.
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4.1.2.1. Perturbaciones en el conjunto de aprendizaje
Se dispone de un conjunto de instancias etiquetadas E = {ei}ni=1, ei =
(Ii, ti). Adema´s, se dispone de una nueva instancia de la que se desconoce su
etiqueta (en+1 = (In+1, )). El objetivo es estimar la fiabilidad de un modelo
H, entrenado sobre E, en la prediccio´n de In+1. Dicha prediccio´n se representa
como fH(In+1) = K, se denomina prediccio´n inicial y sirve de referencia para
abordar el ana´lisis de sensibilidad.
La perturbacio´n de los datos de entrada consiste en construir un nuevo con-
junto de entrenamiento E = E∪{(In+1, K+γ)}, donde se ha incluido la nueva
instancia, asigna´ndole como etiqueta una modificacio´n de la prediccio´n inicial
K. El valor de γ es proporcional a la longitud del intervalo [a, b] en el que
esta´n contenidas las etiquetas de las instancias de E, es decir, γ = (b − a),
 ∈ R. Se entrena un modelo H sobre E y se obtiene la prediccio´n para la
nueva instancia (fH(In+1) = K), denominada prediccio´n de sensibilidad.
Se pueden generar tantas predicciones de sensibilidad como se desee, basta
escoger diferentes valores de . Sea 0 < l ∈ {1, . . . , m}. Se entrenan los 2 ·m
modelos correspondientes a generar E con las etiquetas correspondientes a los
l y −l, l = 1, . . . ,m. Con dichos modelos se generan las predicciones de
sensibilidad K1 , K−1 , . . . , Km , K−m .
Suponiendo, sin pe´rdida de generalidad, 1 < 2 < . . . < m, lo deseable es
que se cumpla que:
1. K−m < . . . < K−1 < K < K1 < . . . < Km .
2. Los intervalos [K−l , Kl ] sean lo ma´s pequen˜os posible.
3. La prediccio´n inicial K este´ centrada en cada uno de dichos intervalos.
En tal caso, el modelo ser´ıa estable (y, por tanto, la prediccio´n fiable), ya
que pequen˜as variaciones en las entradas producen pequen˜as variaciones en las
salidas y no provocan sesgos notables.
4.1.2.2. Estimaciones emp´ıricas de fiabilidad
Para valorar en que´ medida se cumplen las condiciones anteriores, se propo-
nen tres estimaciones de fiabilidad, denominadas RE1, RE2, y RE3:
RE1 =
∑m
l=1 |Kl−K−l |
m
.
RE2 =
∑m
l=1 |Kl−K|+|K−l−K|
2·m .
RE3 =
∑m
l=1(Kl−K)+(K−l−K)
2·m .
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Se desea analizar la bondad de estas estimaciones sobre diferentes modelos
de regresio´n. Se escogen dos de ellos simples y tres complejos.
Simples: regresio´n lineal y regresio´n ponderada localmente.
Complejos: a´rboles de regresio´n, redes neuronales artificiales y ma´quinas
de vectores de soporte.
Los simples tratan de modelar todo el espacio de entrada a la vez, mientras
que los complejos hacen una preseleccio´n antes de modelar, bien dividiendo el
espacio o bien escogiendo los ejemplos ma´s significativos.
A partir de las ecuaciones de los modelos simples, se pueden determinar
con exactitud las predicciones de sensibilidad, conocidas la prediccio´n inicial y
la nueva instancia. En cambio, en los modelos complejos, la inclusio´n de una
nueva instancia puede afectar a la estructura del modelo, haciendo inviable la
obtencio´n de una fo´rmula expl´ıcita para las predicciones de sensibilidad. Por
ello, u´nicamente se realizan experimentos con los modelos complejos, puesto
que para los simples ya se ha resuelto anal´ıticamente el problema.
En los experimentos realizados en [16], se estudian las correlaciones entre las
tres estimaciones de fiabilidad (RE1, RE2, RE3) y el error real de prediccio´n
(en el caso de RE1 y RE2 se toma el valor absoluto del error real). Se emplea
el Coeficiente de Correlacio´n de Pearson como medida de correlacio´n. Para
determinar si las correlaciones halladas son significativas se emplea el test t de
student.
Los autores reportan que la mejor estimacio´n es RE3, con un 48 % de co-
rrelaciones positivas significativas, frente a un 3 % de correlaciones negativas.
Adema´s, teniendo en cuenta que RE3 tiene signo, sugieren su utilizacio´n para
crear un mecanismo corrector de errores de prediccio´n. En este trabajo, en la
seccio´n experimental 5.2 se aborda dicha tarea.
Por otra parte, se analizan las correlaciones de otra medida conocida para
estimar la fiabilidad: la densidad del espacio de instancias. Es esperable que
un modelo se comporte mejor en aquellas zonas del espacio donde existan ma´s
instancias de entrenamiento, ya que se habra´ ajustado mejor. Entonces, en este
caso lo adecuado es que la densidad correlacione negativamente con el error
real de prediccio´n.
En los resultados mostrados en [16], se obtienen un 33 % de correlaciones
negativas significativas, frente a un 8 % de correlaciones positivas para la esti-
macio´n de densidad calculada mediante ventanas de Parzen [18]. Se concluye,
por tanto, que la estimacio´n de fiabilidad mediante RE3 es mejor (correlaciona
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ma´s significativamente con el error real de prediccio´n) que la estimacio´n de
densidad.
4.2. Explicacio´n de la clasificacio´n
En esta seccio´n se presentan dos me´todos generales de explicacio´n de la cla-
sificacio´n de una instancia concreta. El te´rmino generales hace referencia a que
no dependen de ningu´n modelo en concreto, sino que se pueden aplicar sobre
cualquier modelo que sea capaz de proporcionar la probabilidad a posteriori de
cada una de las clases. Estos me´todos pretenden estimar cua´l es la aportacio´n
de cada atributo en la decisio´n de asignar una determinada clase a una instan-
cia. Incluso se pueden aplicar a modelos que tradicionalmente se consideran
como una caja negra.
En ciertos campos de aplicacio´n, como la medicina, el profesional que em-
plea modelos de aprendizaje automa´tico demanda sistemas con capacidad de
explicar sus predicciones. De este modo, puede valorar ma´s informacio´n antes
de tomar su decisio´n final y, quiza´s, adquirir nuevos conocimientos sobre el pro-
blema abordado. Adema´s, el hecho de disponer de me´todos generales permite
presentar al usuario una interfaz comu´n, independientemente del modelo que
se este´ aplicando. Por tanto, el sistema automa´tico puede escoger el modelo
que ofrezca mejor rendimiento en cada caso, con total transparencia para el
usuario.
Hay que distinguir dos niveles de explicacio´n:
Nivel de dominio. Consiste en tratar de determinar con exactitud las
verdaderas relaciones causales entre todas las variables del problema.
Este nivel es pra´cticamente inalcanzable, salvo que se estudie un dominio
artificial perfectamente conocido (toy example).
Nivel de modelo. Trata de hacer transparente el proceso de prediccio´n,
mostrando co´mo contribuye el valor de cada atributo a la prediccio´n
emitida. Conviene remarcar que la buena calidad de una explicacio´n no
implica una gran precisio´n del modelo y viceversa.
Dada la extrema dificultad de alcanzar una explicacio´n satisfactoria a nivel
de dominio para la inmensa mayor´ıa de problemas, se estudia u´nicamente el
nivel de modelo. No obstante, cuanto mejor sea el modelo y ma´s correcta la
explicacio´n de sus predicciones, ma´s se aproximara´n dichas explicaciones al
nivel de dominio.
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4.2.1. Descomposicio´n de la prediccio´n
Robnik-Sikonja y Kononenko [19] proponen un me´todo que trata de asignar
un peso nume´rico al valor que toma cada atributo de una instancia, en funcio´n
de la contribucio´n de dicho valor a la prediccio´n de una clase determinada.
Teniendo en cuenta las contribuciones de todos los valores de un atributo,
tambie´n se puede valorar la influencia que tiene dicho atributo en las predic-
ciones. Para ello, lo u´nico que se requiere es un modelo capaz de proporcionar
probabilidades a posteriori de las clases.
La descomposicio´n de la prediccio´n para el atributo Aj consiste en analizar
la variacio´n de la prediccio´n de la instancia I cuando se conoce el valor de
todos los atributos y cuando se supone desconocido el valor de Aj (I\Aj):
predDiffj(I) = fˆ(I)− fˆ(I\Aj), j = 1, . . . , a.
Recordando que fˆ(I) = (P(C1 | I), . . . ,P(Cc | I)) y a es el nu´mero de atributos.
Cuanto mayor sea predDiffj, mayor sera´ la influencia del atributo Aj en la
prediccio´n de I. El ca´lculo se realiza componente a componente de fˆ(·), por lo
que, a partir de ahora se supone fijada una clase cualquiera (Ck) para la que
se desea obtener la explicacio´n. Los autores proponen tres maneras de evaluar
predDiffj.
Diferencia de informacio´n:
infDiffj(Ck | I) = log2 P(Ck | I)− log2 P(Ck | I\Aj).
Peso de la evidencia:
WEj(Ck | I) = log2(odds(Ck | I))− log2(odds(Ck | I\Aj)),
siendo odds(z) =
P(z)
P(¬z) =
P(z)
1− P(z) .
Diferencia directa de probabilidades:
probDiffj(Ck | I) = P(Ck | I)− P(Ck | I\Aj).
Las tres aproximaciones son cualitativamente similares, aunque cada una
tiene sus ventajas e inconvenientes. La diferencia de informacio´n representa la
ganancia de informacio´n respecto a la prediccio´n de I si se utiliza o no el valor
del atributo Aj. Un inconveniente es que se obtienen resultados asime´tricos
para probabilidades complementarias, debido al uso del logaritmo. El peso de
la evidencia corrige esa asimetr´ıa pero, al igual que la anterior, presenta los
problemas de la divisio´n por cero o tomar el logaritmo de cero, que aparecen
cuando las probabilidades valen 0 o 1. Por u´ltimo, la diferencia directa de pro-
babilidades no tiene ninguno de los inconvenientes anteriores pero, segu´n los
autores, es dif´ıcil evaluar e interpretar correctamente probabilidades, especial-
mente cuando son cercanas a 0 o a 1.
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Por tanto, se recomienda el uso del peso de la evidencia (WE) pero incor-
porando una pequen˜a correccio´n para evitar los casos problema´ticos. La co-
rreccio´n empleada se conoce como correccio´n de Laplace y consiste en sustituir
cualquier probabilidad p que aparezca en los ca´lculos, por la expresio´n
p · n+ 1
n+ c
, siendo
{
n ≡ no de instancias.
c ≡ no de clases.
La informacio´n que hay que obtener del modelo para determinar la contri-
bucio´n del valor de un atributo Aj a la prediccio´n de la clase Ck, consta de
las dos probabilidades siguientes: P(Ck | I) y P(Ck | I\Aj). La primera es
proporcionada directamente por la salida del modelo, como se observo´ en la
definicio´n de fˆ . Para extraer la segunda es necesario realizar procesamiento
adicional, que se explica a continuacio´n.
4.2.1.1. Obtencio´n de P(Ck | I\Aj)
Si se trabaja con un modelo que soporte prediccio´n con valores desconoci-
dos (como Naive Bayes), se obtiene la probabilidad buscada directamente. No
obstante, esta solucio´n no es apropiada porque no todos los modelos soportan
prediccio´n con valores desconocidos y se pretende que el me´todo de explicacio´n
sea general, independiente del modelo.
Por tanto, hay que simular la falta de informacio´n sobre el valor de Aj, para
lo que se propone la siguiente fo´rmula. Solamente se puede aplicar a atributos
nominales, por lo que los atributos continuos deben discretizarse, por ejemplo,
tomando el punto medio de cada intervalo (αsj) como valor representativo.
P(Ck | I\Aj) =
mj∑
sj=1
P(Aj = αsj | I\Aj) · P(Ck | I ← Aj = αsj),
donde I ← Aj = αsj corresponde a reemplazar, en la instancia I, el valor
original de Aj (Ψ(Aj, I)) por el valor αsj .
Para calcular P(Ck | I ← Aj = αsj), basta invocar el modelo para obtener
la prediccio´n fˆ(I ← Aj = αsj) y seleccionar la componente correspondiente
a Ck. En cambio, P(Aj = αsj | I\Aj) es dif´ıcil de computar y se aproxima
mediante la probabilidad a priori de cada valor, resultando
P(Ck | I\Aj) '
mj∑
sj=1
P(Aj = αsj) · P(Ck | I ← Aj = αsj).
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La expresio´n anterior es equivalente al ca´lculo que hace el modelo Naive
Bayes para predecir con valores desconocidos. Este hecho hace que la fo´rmula
propuesta se considere razonable y se pueda interpretar como una generaliza-
cio´n para otros modelos, aplicada a la explicacio´n de las predicciones en lugar
de a la prediccio´n en s´ı misma.
4.2.1.2. Interpretacio´n de resultados
Al calcular predDiffj(Ck | I) en cualquiera de sus formas (infDiff , WE
o probDiff), se esta´ computando la influencia que tiene el valor que toma el
atributo Aj en la instancia I (Ψ(Aj, I)) para que la clase de dicha instancia
sea Ck (que no tiene por que´ coincidir con su clase real ni con la predicha por
el modelo).
Se define la contribucio´n del valor αsj de un atributo Aj hacia la prediccio´n
de la clase Ck como E
I
[
predDiffj(Ck | I) | Ψ(Aj, I) = αsj
]
. El promedio de
predDiffj(Ck | I) sobre todas las instancias cuyo valor de Aj sea αsj es un
estimador de dicha esperanza.
Se define la contribucio´n global de un atributo Aj a que el modelo prediga
la clase Ck como E
αsj
[
E
I
[
predDiffj(Ck | I) | Ψ(Aj, I) = αsj
]]
. El promedio de
las contribuciones de todos los valores posibles de un atributo (discretizado si
originalmente fuera continuo) es un estimador de dicha esperanza.
Conviene normalizar las puntuaciones otorgadas de manera que la suma total
sea 1 (u otro valor establecido). De este modo, se pueden comparar las con-
tribuciones provenientes de diferentes modelos. Adema´s, si se analizan muchos
atributos y valores posibles de los mismos, se puede establecer un umbral para
visualizar los ma´s significativos, ya que, comparativamente, muchos tendra´n
una influencia irrelevante. No existe una regla fija para determinar dicho um-
bral. Una posibilidad es tomar los atributos cuyas contribuciones sumen el
95 % del total.
La herramienta de explicacio´n as´ı construida muestra claras similitudes con
la pra´ctica me´dica habitual de establecer puntuaciones en los criterios de
diagno´stico cl´ınico. Dichas puntuaciones, en funcio´n de las circunstancias de
cada paciente, juegan a favor o en contra de determinado prono´stico, suelen
estar normalizadas y sirven para apoyar la decisio´n final del profesional me´dico.
4.2.1.3. Calidad de las explicaciones
Como se adelanto´ en la introduccio´n de esta seccio´n, es pra´cticamente im-
posible que las explicaciones alcancen el nivel de dominio de un problema. En
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[19], se propone un marco experimental en el que comprobar si las explicacio-
nes ofrecidas se ajustan bien al modelo. En tal caso, cuanto mejor capture un
modelo la realidad del problema, ma´s se acercara´ el nivel de modelo al nivel
de dominio y, por tanto, ma´s se parecera´n las explicaciones a las reales.
Para ello se analizan los cinco modelos presentados en la seccio´n 2.2: Naive
Bayes, a´rboles de decisio´n, vecinos ma´s cercanos, ma´quinas de vectores de so-
porte y redes neuronales artificiales. Se construyen cinco dominios artificiales,
de modo que cada uno pueda ser aprendido mejor por cierto modelo que por
los dema´s, aprovechando las caracter´ısticas particulares que los diferencian.
Finalmente se define una medida de distancia entre la que ser´ıa la explicacio´n
correcta y la que ofrece el modelo:
dexp(I) =
1
C
 a∑
j=1
(
trueExplj(I)∑a
jˆ=1 |trueExpljˆ(I)|
− predDiffj(I)∑a
jˆ=1 |predDiffjˆ(I)|
)2 12
trueExplj(I) representa la contribucio´n verdadera del atributo Aj a la pre-
diccio´n de la instancia I. Solamente se puede determinar dicha contribucio´n
verdadera si el dominio es perfectamente conocido (toy example). C es una
constante de normalizacio´n.
Se define dexp = E
I
[dexp(I)], cuyo estimador es el promedio de dexp(I) sobre
todas las instancias de test. Se calcula dexp en los 25 casos de estudio, consis-
tentes en la aplicacio´n de cada uno de los cinco modelos a los cinco dominios.
Tambie´n se calcula la precisio´n de los modelos en cada situacio´n. Se observa
que, en cada dominio, el modelo de mayor precisio´n es justamente para el que
dexp es menor. Es decir, las explicaciones ofrecidas se aproximan ma´s a las
reales cuanto mejor capture el modelo el dominio del problema.
4.2.1.4. Limitaciones
A continuacio´n se citan algunas limitaciones del me´todo de explicacio´n ba-
sado en la descomposicio´n de la prediccio´n:
La principal limitacio´n del me´todo expuesto es su incapacidad para de-
tectar los casos en los que es necesario que se produzcan cambios en los
valores de varios atributos para provocar un cambio en la prediccio´n.
Esto se debe a que, al descomponer la prediccio´n, solamente se analiza
la variacio´n de un atributo cada vez. Una posible solucio´n que se plantea
es la exploracio´n del espacio de subconjuntos de atributos, simulando
la falta de informacio´n en todos ellos. En la siguiente seccio´n (4.2.2) se
ahonda en esta cuestio´n.
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El me´todo es sensible a la discretizacio´n de atributos continuos. Si no se
dispone de informacio´n a priori que permita realizar una discretizacio´n
eficaz, se recomienda utilizar la discretizacio´n ma´s fina posible (teniendo
en cuenta el incremento de coste computacional que ello conlleva).
Por u´ltimo, aunque no se trata de una limitacio´n intr´ınseca al me´todo,
conviene observar que si las probabilidades a posteriori ofrecidas por los
modelos predictivos no esta´n bien calibradas, la calidad de las explicacio-
nes se vera´ afectada. Los modelos ma´s proclives a presentar este problema
(si no se les aplica una adecuada calibracio´n posterior) son Naive Bayes,
las ma´quinas de vectores de soporte y la combinacio´n mediante la te´cnica
de boosting [20].
4.2.2. Mejora: aplicacio´n de teor´ıa de juegos cooperati-
vos
El me´todo de explicacio´n basado en la descomposicio´n de la prediccio´n (sec-
cio´n 4.2.1) tiene una limitacio´n fundamental: no detecta las situaciones en las
que el cambio del valor de prediccio´n requiera cambios en los valores de ma´s
de un atributo. En [21], Strumbelj, Kononenko y Robnik-Sikonja presentan un
algoritmo que supera dicha limitacio´n mediante la exploracio´n del espacio de
subconjuntos de atributos (tal y como se propuso para trabajo futuro en [19]).
No obstante, surgen nuevos inconvenientes, como la complejidad exponencial
debido a la explosio´n combinatoria del ana´lisis de subconjuntos. Strumbelj y
Kononenko encontraron la forma de reducir la complejidad computacional,
apoya´ndose en la teor´ıa de juegos cooperativos. En esta seccio´n se expone el
me´todo que plantean en [22].
4.2.2.1. Nociones ba´sicas de teor´ıa de juegos cooperativos
A mediados del siglo XX, Shapley, entre otros, contribuyo´ notablemente al
desarrollo de la teor´ıa matema´tica sobre juegos cooperativos, especialmente
con la publicacio´n en 1953 [26]. Sin embargo, hasta principios del siglo XXI
no se comenzo´ a aplicar al campo del aprendizaje automa´tico (Keinan et al.
[23], Cohen et al. [24]). La idea ba´sica consiste en identificar los jugadores con
atributos (o los valores que estos toman) y las coaliciones con subconjuntos de
atributos. De este modo se pueden emplear los resultados conocidos de la teor´ıa
de juegos cooperativos para determinar la influencia que tienen los atributos
sobre las predicciones de un modelo. A continuacio´n se presentan los conceptos
de la teor´ıa de juegos cooperativos necesarios para el desarrollo del me´todo de
explicacio´n.
Definicio´n 1. Juego Cooperativo.
Un juego cooperativo es una tupla 〈A, ν〉 donde A = {1, . . . , a} es un conjunto
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de a jugadores (atributos)ii y ν : P(A) iii → R (con ν(∅) = 0) es el valor de
la recompensa asignada a cada posible coalicio´n de jugadores (subconjunto de
atributos).
El objetivo que se persigue es repartir la recompensa total (ν(A), gran coali-
cio´n) de forma justa entre todos los jugadores, teniendo en cuenta la influencia
de cada jugador en todas las posibles sub-coaliciones en las que participe. El
resultado es un vector φ(ν) = (φ1, . . . , φa) ∈ Ra donde φj es la recompensa
asignada al jugador j. Dado un juego cooperativo, existen infinitas formas de
asignar φ(ν) pero solamente se consideran justas las que cumplan determinadas
condiciones, que se recogen en los siguientes cuatro axiomas:
Axioma 1. Eficiencia.
Se reparte toda la recompensa entre los jugadores, es decir, las recompensas
individuales deben asignarse de manera que su suma iguale a la recompensa de
la gran coalicio´n:
∑
j∈A φj(ν) = ν(A).
Axioma 2. Simetr´ıa.
Si ν(S ∪ {j}) = ν(S ∪ {jˆ}), ∀S ⊂ A, tal que j, jˆ /∈ S, entonces, la recompensa
asignada a ambos jugadores debe ser la misma: φj(ν) = φjˆ(ν).
Axioma 3. Irrelevancia.
Si ν(S ∪ {j}) = ν(S), ∀S ⊂ A, tal que j /∈ S, ese jugador no aporta valor
an˜adido a las coaliciones en las que participa y su recompensa debe ser nula:
φj(ν) = 0.
Axioma 4. Aditividad.
Para dos juegos cualesquiera (ν, ω), se debe cumplir φ(ν + ω) = φ(ν) + φ(ω),
con (ν + ω)(S) = ν(S) + ω(S), ∀S ⊂ A.
En [26], Shapley demuestra que solamente existe una manera de asignar φ(ν)
que cumpla los axiomas anteriores. A dicha solucio´n se la denomina Valor de
Shapley y es uno de los conceptos ba´sicos de la teor´ıa de juegos cooperativos.
El siguiente teorema recoge dicho resultado.
Teorema 2. Valor de Shapley.
Dado el juego cooperativo 〈A, ν〉, existe una u´nica solucio´n que satisface los
cuatro axiomas presentados anteriormente:
φj(ν) = Shj(ν) =
∑
S⊆A\{j}
(a− s− 1)! s!
a!
(ν(S ∪ {j})− ν(S)) ,
con a = |A|, s = |S|, j = 1, . . . , a.
iiEn esta seccio´n, para remarcar la analog´ıa entre jugadores y atributos, se representa el
conjunto de jugadores por A y el nu´mero de ellos por a.
iiiP(A) denota el conjunto de todos los subconjuntos de A.
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4.2.2.2. Generalizacio´n de la descomposicio´n de la prediccio´n
En la seccio´n 4.2.1 se simula la falta de informacio´n para un solo atributo.
Sin embargo, ahora es necesario considerar cualquier subconjunto posible de
atributos.
Definicio´n 2. Diferencia en la prediccio´n.
Sea S ⊆ A un subconjunto de atributos. Suponiendo conocidos los valores de
los atributos de S y desconocidos los de A\S, se define la diferencia en la
prediccio´n de la clase Ck para una instancia I como
∆(S) =
1
|AA\S|
∑
J∈AA\S
fˆk(λ(I, J, S))− 1|AA|
∑
J∈AA
fˆk(J),
donde:
AA representa el espacio completo de atributos, es decir, el espacio de-
terminado por todas las posibles instancias.
AA\S es el subespacio de AA correspondiente a fijar los valores de los atri-
butos de S y explorar todas las combinaciones de valores de los atributos
de A\S.
λ construye una nueva instancia, combinando la original (I) con otra
tomada de AA\S (J). Los atributos de S toman el valor que tienen en I,
mientras que los que no esta´n en S toman el valor que tienen en J .
λ(I, J, S) = (α1, α2, . . . , αa) αj =
{
Ψ(Aj, I) j ∈ S
Ψ(Aj, J) j /∈ S
fˆk(I) = P(Ck | I) representa la prediccio´n correspondiente a la clase Ck,
ofrecida por el modelo para la instancia I.
En [21], Strumbelj y Kononenko hab´ıan propuesto una definicio´n alternativa:
∆(S) = f˜k,S(I)− f˜k,∅(I),
siendo f˜k,W (I) la prediccio´n de la instancia I, para la clase Ck, resultante de
entrenar al clasificador u´nicamente con los atributos de W . De esta manera,
se evita la complejidad computacional asociada a la exploracio´n del espacio de
instancias.
No obstante, se deben reentrenar los modelos y lo deseable para el me´todo
de explicacio´n es operar exlusivamente en la etapa de postproceso, sobre un
modelo ya entrenado. Adema´s, tampoco se consigue evitar la complejidad ex-
ponencial debida a la exploracio´n de todos los subconjuntos de A. Por lo tanto,
esta definicio´n alternativa no satisface las necesidades del me´todo buscado y
se desecha.
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4.2.2.3. Conexio´n con la teor´ıa de juegos cooperativos
La Definicio´n 2 otorga puntuaciones nume´ricas a subconjuntos de atributos,
por lo que se puede interpretar, en te´rminos de la teor´ıa de juegos cooperativos,
como una funcio´n de recompensa. A continuacio´n se propone una manera de
determinar la contribucio´n individual de cada atributo.
En primer lugar, se reescribe la diferencia en la prediccio´n como
∆(S) =
∑
W⊆S
ξ(W ), S ⊆ A,
donde se esta´ definiendo impl´ıcitamente el concepto de interaccio´n entre atri-
butos de un subconjunto (ξ(·)). De esta manera, las interacciones de los atri-
butos de los 2|S| subconjuntos de S, contribuyen a formar ∆(S). Asumiendo
que ξ(∅) = 0, se obtiene la siguiente definicio´n recursiva:
ξ(S) = ∆(S)−
∑
W⊂S
ξ(W ).
En segundo lugar, se deben distribuir las contribuciones entre los a atributos.
Para ello, se asume que en una interaccio´n todos los atributos son igualmente
importantes, ya que, de lo contrario, la interaccio´n no se producir´ıa. A ca-
da atributo j, se le asigna la porcio´n correspondiente del valor de todas las
interacciones en las que participa, siendo su contribucio´n total:
Definicio´n 3. Contribucio´n teo´rica que el me´todo de explicacio´n otorga al
atributo j.
ϕj(∆) =
∑
W⊆A\{j}
ξ(W ∪ {j})
|W ∪ {j}| , j = 1, 2, . . . , a.
El siguiente teorema identifica el reparto propuesto con el concepto de Valor
de Shapley.
Teorema 3. Sea 〈A,∆〉, un juego cooperativo y ϕ(∆) = (ϕ1, . . . , ϕa) con ϕj
como en la Definicio´n 3. Entonces, ϕ corresponde al Valor de Shapley del juego
〈A,∆〉, Sh(∆) = ϕ(∆).
Demostracio´n. Ver ape´ndice A.
Si el me´todo de explicacio´n asigna las contribuciones de cada atributo segu´n
la Definicio´n 3, entonces, gracias a la relacio´n establecida por el Teorema 3,
tendra´ las siguientes propiedades basadas en los axiomas que cumple el Valor
de Shapley:
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Por el Axioma 1, eficiencia, se dispone de un mecanismo sencillo para
normalizar las contribuciones, dividiendo por la recompensa otorgada a
la gran coalicio´n. Por tanto, se pueden comparar las explicaciones de
diferentes instancias o modelos.
Por el Axioma 2, simetr´ıa, a los atributos que tienen la misma influencia
en la prediccio´n se les asigna la misma contribucio´n.
Por el Axioma 3, irrelevancia, a un atributo que no influya en la predic-
cio´n se le asigna una contribucio´n de 0.
Dichas propiedades son deseables para cualquier me´todo de explicacio´n general
y, en este caso, son consecuencia directa de la aplicacio´n de la teor´ıa de juegos
cooperativos.
4.2.2.4. Reduccio´n de la complejidad computacional
La aproximacio´n basada en la Definicio´n 2, junto con la exploracio´n de todos
los subconjuntos de atributos, hace que el ca´lculo de las explicaciones tenga un
coste computacional excesivo. Una vez demostrada su conexio´n con la teor´ıa de
juegos cooperativos, se pueden aprovechar los resultados de [25] para reducir
el coste computacional del me´todo.
La formulacio´n original del Valor de Shapley, basada en subconjuntos, difi-
culta su ca´lculo. Sin embargo, existe una formulacio´n alternativa (Proposicio´n
1) que se basa en permutaciones, las cuales son ma´s sencillas de manejar por
los algoritmos de computacio´n.
Proposicio´n 1. Formulacio´n alternativa del Valor de Shapley.
La formulacio´n del Valor de Shapley que se establece en el Teorema 2 es equi-
valente a la siguiente:
Shj(∆) =
1
a!
∑
pi∈Π(A)
(
∆(Prej(pi) ∪ {j})−∆(Prej(pi))) , j = 1, . . . , a.
Siendo
Π(A) el conjunto de las permutaciones del conjunto A = {1, . . . , a}.
Prej(pi) el conjunto de elementos (atributos) que preceden a j en la per-
mutacio´n pi.
Demostracio´n. Fijado un subconjunto S ⊆ A\{j}, se define ΠS como el sub-
conjunto de permutaciones pi de Π(A) para las que se cumple S = Prej(pi).
Tomando los ΠS de todos los posibles S ⊆ A\{j}, se tiene una particio´n dis-
junta de Π(A), ya que cualquier permutacio´n pi ∈ Π(A) pertenece a algu´n ΠS
y una misma permutacio´n no puede pertenecer a ΠS1 y ΠS2 , con S1 6= S2.
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Por otro lado, siendo s = |S| y a = |A|, el nu´mero de permutaciones de ΠS
es s! (a− s− 1)!, ya que las permutaciones son de la forma
(µ1, . . . , µs, j, η1, . . . , ηa−s−1), con µl ∈ S, l = 1, . . . , s y ηlˆ ∈ A\{S ∪ {j}},
lˆ = 1, . . . , a− s− 1.
Aplicando los dos pasos anteriores se llega desde la formulacio´n alternativa
a la original, demostrando su equivalencia.
Shj(∆) =
1
a!
∑
pi∈Π(A)
(
∆(Prej(pi) ∪ {j})−∆(Prej(pi))) =
=
1
a!
∑
S⊆A\{j}
∑
pi∈ΠS
(∆(S ∪ {j})−∆(S)) =
=
∑
S⊆A\{j}
(a− s− 1)! s!
a!
(∆(S ∪ {j})−∆(S)) .
Antes de introducir ∆(S) en la formulacio´n alternativa del Valor de Shapley,
se reescribe de forma ligeramente diferente a la presentada en la Definicio´n 2.
Teniendo en cuenta que |AA| = |AA\S| · |AS|, se puede escribir
∆(S) =
1
|AA|
∑
J∈AA
(
fˆk(λ(I, J, S))− fˆk(J)
)
,
donde fˆk(λ(I, J, S)) aparece |AS| veces.
Incorporando ∆(S) en la formulacio´n alternativa del Valor de Shapley, se
obtiene la contribucio´n teo´rica que el me´todo de explicacio´n otorga a cada
atributo.
ϕj(∆) =
1
a!
∑
pi∈Π(A)
[
1
|AA|
∑
J∈AA
(
fˆk(λ(I, J, Pre
j(pi) ∪ {j}))− fˆk(J)
)
− 1|AA|
∑
J∈AA
(
fˆk(λ(I, J, Pre
j(pi)))− fˆk(J)
)]
=
1
a! |AA|
∑
pi∈Π(A)
∑
J∈AA
[
fˆk(λ(I, J, Pre
j(pi) ∪ {j}))
−fˆk(λ(I, J, Prej(pi)))
]
.
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Se define la variable aleatoria X : Π(A)×Aiv → R como
Xpi∈Π(A), J∈A = fˆk(λ(I, J, Prej(pi) ∪ {j}))− fˆk(λ(I, J, Prej(pi))).
Se observa que ϕj = E [Xpi, J ] y se define ϕˆj = 1m
∑m
l=1Xl, donde {Xl}ml=1 es un
conjunto de variables aleatorias independientes e ide´nticamente distribuidas
(v.a. iid) con distribucio´n igual a la de X y m es el cardinal de dicho conjunto.
Entonces, por el Teorema del L´ımite Central, ϕˆj tiende a una distribucio´n
normal de media ϕj y varianza
σ2j
m
. Por tanto, ϕˆj es un estimador de ϕj no
sesgado (E(ϕˆj) = ϕj) y consistente (
σ2j
m
→ 0).
Basa´ndose en ello, se propone el Algoritmo 4 para estimar las contribuciones
de cada atributo.
Algoritmo 4 Estimacio´n mediante teor´ıa de juegos cooperativos de la contri-
bucio´n de un atributo
Entrada: Modelo entrenado para la clase Ck (fˆk), instancia I.
Salida: Valor estimado de la contribucio´n del atributo Aj para clasificar I
como perteneciente a la clase Ck.
Procedimiento:
1: Fijar m.
2: ϕj ← 0.
3: for l = 1→ m do
4: Seleccionar aleatoriamente una permutacio´n pi ∈ Π(A).
5: Seleccionar aleatoriamente una instancia J ∈ A.
6: ν1 ← fˆk(λ(I, J, Prej(pi) ∪ {j})).
7: ν2 ← fˆk(λ(I, J, Prej(pi))).
8: ϕj ← ϕj + (ν1 − ν2).
9: end for
10: ϕj ← ϕjm .
11: return ϕj
El valor de m se fija en funcio´n del error ma´ximo que se desee tolerar (e). Al
tratarse de un muestreo aleatorio, no se puede garantizar que el 100 % de las
contribuciones ϕˆj calculadas mediante el Algoritmo 4 tengan error menor que
e. Sin embargo, en virtud del Teorema del L´ımite Central se puede escoger una
probabilidad 1− α con la que s´ı se cumpla, como se muestra a continuacio´n:
P (|ϕˆj − ϕj| < e) = 1− α⇒ P
(∣∣∣∣∣ 1m
(
m∑
l=1
Xl
)
− ϕj
∣∣∣∣∣ < e
)
= 1− α
ivAA ≡ A.
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⇒ P
( |(∑ml=1Xl)−m · ϕj|
σj
√
m
<
m · e
σj
√
m
)
= 1− α.
Tomando z de forma que P(N (0, 1) ≤ z) = 1 − α
2
y sustituyendo sobre la
expresio´n anterior:
z =
m · e
σj
√
m
⇒ m = z
2 · σ2j
e2
.
σj no se conoce a priori pero se puede observar que la cota superior es σj = 1,
en el caso de que X estuviese uniformemente distribuida entre sus dos extremos
(−1 y 1). Por ejemplo, para que el 99 % de las contribuciones tengan un error
menor que 0,01, z es 2,57 y m = 2,57
2
0,012
' 65000 iteraciones.
Se ha implementado este me´todo y en la seccio´n 5.3 se presentan algunos
de los resultados que permite obtener, poniendo de manifiesto co´mo refleja
el conocimiento que ha adquirido un modelo, contribuyendo a aumentar la
transparencia del mismo y facilitando la interpretacio´n de sus predicciones.
Cap´ıtulo 5
Experimentos
En este cap´ıtulo se expone el trabajo experimental llevado a cabo para com-
plementar el estudio teo´rico desarrollado en los cap´ıtulos anteriores. Se divide
en tres secciones: Seleccio´n de atributos (seccio´n 5.1), Estimaciones de fiabi-
lidad en regresio´n (seccio´n 5.2) y Explicaciones en clasificacio´n (seccio´n 5.3).
Todas ellas siguen una estructura similar. En primer lugar se explica el obje-
tivo del experimento y co´mo se lleva a cabo. En segundo lugar se describen
los conjuntos de datos utilizados. A continuacio´n se muestran los resultados
obtenidos en forma de gra´ficas o tablas y, por u´ltimo, se realiza una valoracio´n
de dichos resultados.
En cada seccio´n se proporciona informacio´n espec´ıfica sobre la implemen-
tacio´n pero hay algunos elementos comunes a todos los experimentos que se
citan a continuacio´n. El sistema operativo empleado es Linux Ubuntu 11.04.
Todo el co´digo se lanza mediante scripts de Bash [32], que en algunas ocasio-
nes actu´a como un mero intermediario para invocar a otros programas pero en
otras tambie´n ejecuta parte de los algoritmos y te´cnicas desarrollados. Entre
otras herramientas ofrecidas por GNU [31] que se emplean, destaca Gawk [33].
Para generar las gra´ficas que se muestran en las secciones de resultados, se
emplea R [30].
5.1. Seleccio´n de atributos
En [10] se reportan varios experimentos cuya finalidad es analizar el com-
portamiento de los algoritmos de la familia Relief en los te´rminos de usabilidad
y separabilidad definidos en la seccio´n 3.2.3.2. Adema´s, se realiza una com-
paracio´n con un me´todo de seleccio´n de atributos basado en la ganancia de
informacio´n. En este trabajo se pretende extender la comparativa a los algo-
ritmos mRMR y QPFS.
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La implementacio´n utilizada de los algoritmos mRMR [27] y QPFS [15] es la
que proporcionan los respectivos autores. Los algoritmos de la familia Relief se
ejecutan a trave´s de la herramienta WEKA [28]. Para cada uno de los conjuntos
de datos descritos en la seccio´n 5.1.1 se ejecutan los tres algoritmos con los
siguientes para´metros:
ReliefF. 10 vecinos ma´s cercanos.
RReliefF. 70 vecinos ma´s cercanos, ponderacio´n decreciente exponencial-
mente segu´n distancia con σ = 2.
mRMR. Umbrales de discretizacio´n situados en ±1 desviaciones t´ıpicas
respecto a la media de cada atributo, ca´lculo de los pesos por MID (Mu-
tual Information Difference).
QPFS. Umbral de discretizacio´n de ±1 desviacio´n t´ıpica, Informacio´n
Mutua como medida de similitud.
Adicionalmente, los algoritmos Relief se pueden ejecutar tanto para atributos
nominales como nume´ricos, independientemente de si la variable objetivo se
interpreta como correspondiente a un problema de clasificacio´n o a uno de
regresio´n.
5.1.1. Conjuntos de datos
El ca´lculo apropiado de la usabilidad y la separabilidad requiere conocer con
certeza que´ atributos contribuyen a la formacio´n de la variable objetivo. No
basta con an˜adir atributos aleatorios a conjuntos de datos tomados del mundo
real, ya que se desconoce si todos los atributos existentes son verdaderamente
importantes. Por tanto, el ana´lisis debe abordarse generando artificialmente
los conjuntos de datos para poder determinar con seguridad cua´les son los
atributos importantes y cua´les los aleatorios.
En la Tabla 5.1 se describen los conjuntos de datos utilizados en esta seccio´n.
La letra I en la nomenclatura de los conjuntos indica el nu´mero de atributos
importantes del mismo y la letra p el mo´dulo. En el problema modulo-p-I, los
atributos pueden tomar cualquier valor entero del intervalo [0, p), en los pro-
blemas linEq-I y linInc-I toman valores nume´ricos en el intervalo [0, 1] y en los
problemas monk depende de cada atributo, por lo que se citan a continuacio´n:
Atributos A1, A2 y A4. Posibles valores 1, 2 o 3.
Atributos A3 y A6. Posibles valores 1 o 2.
Atributos A5. Posibles valores 1, 2, 3 o 4.
Adema´s, en monk-M3 se introduce ruido en la variable objetivo, generando el
5 % de las instancias mal clasificadas.
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Tabla 5.1: Conjuntos de datos empleados en los experimentos de seleccio´n de
variables. La columna etiquetada con n indica el nu´mero de instancias, con a
el nu´mero de atributos, la columna siguiente indica el tipo de los mismos y la
u´ltima el modo de calcular la variable objetivo. Los valores de los atributos se
generan aleatoriamente, salvo en el problema modulo-p-I que se cubre exhaus-
tivamente el dominio si p = 2. De los a atributos, aquellos que no participen en
el ca´lculo de la variable objetivo son los considerados como aleatorios.
Nombre n a Tipo Variable objetivo
modulo-p-I 512 9 nominal
(∑I
j=1Aj
)
mod p
monk-M1 124 6 nominal (A1 = A2) o (A5 = 1)
monk-M2 169 6 nominal
1 si exactamente dos atributos
toman el valor 1.
0 en caso contrario.
monk-M3 122 6 nominal ((A5 = 3) y (A4 = 1)) o ((A5 6=
4) y (A2 6= 3))
linEq-I 1000 I + 10 nume´rico
(∑I
j=1 j · Aj
)
linInc-I 1000 I + 10 nume´rico
(∑I
j=1Aj
)
5.1.2. Resultados
A continuacio´n se muestra una serie de gra´ficas y tablas que recogen los resul-
tados obtenidos. En el caso de los problemas linEq-I y linInc-I, se representan
las gra´ficas de usabilidad y separabilidad para varios valores de I (nu´mero de
atributos importantes). Para el problema modulo-p-I, se revisa desde dos pun-
tos de vista: fijar p = 2, variando el valor de I y fijar I = 2, variando el valor
de p (mo´dulo). Para los problemas monk no tiene sentido una representacio´n
gra´fica, por lo que los pesos asignados a cada atributo se presentan en forma
de tabla y se explicitan los valores de separabilidad y usabilidad obtenidos
por cada algoritmo. Dichos pesos se calculan promediado 10 ejecuciones sobre
sendos muestreos aleatorios de instancias.
Al pie de cada figura o cabecera de tabla solamente se proporciona informa-
cio´n descriptiva de la misma. La interpretacio´n y valoracio´n de resultados se
realiza en la seccio´n 5.1.3. En las otras dos secciones dedicadas a experimentos
se sigue el mismo esquema.
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(a) Usabilidad (b) Separabilidad
Figura 5.1: Gra´ficas de usabilidad y separabilidad para el problema
modulo-2-I. Las l´ıneas de mRMR y QPFS se representan de manera ide´nti-
ca ya que son ambas constantes iguales a 0.
(a) Usabilidad (b) Separabilidad
Figura 5.2: Gra´ficas de usabilidad y separabilidad para el problema
modulo-p-2. Tanto la usabilidad como la separabilidad de RReliefF y RReliefF-
nominal (atributos interpretados como nominales) son siempre positivas, aun-
que el comportamiento asinto´tico del primero es ma´s estable. La separabilidad
de mRMR y QPFS siempre es negativa. La usabilidad y la separabilidad de
ReliefF y ReliefF-numeric son positivas hasta 20 y 41 atributos importantes,
respectivamente, y a partir de ese punto oscilan en torno a 0.
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(a) Usabilidad (b) Separabilidad
Figura 5.3: Gra´ficas de usabilidad y separabilidad para el problema linEq-I.
La usabilidad es siempre positiva para los tres algoritmos. La separabilidad
se hace negativa por primera vez con 18 atributos importantes para mRMR y
QPFS y con 20 para RReliefF. Tras algunas oscilaciones, a partir de 29 atributos
importantes siempre es negativa para los tres algoritmos.
(a) Usabilidad (b) Separabilidad
Figura 5.4: Gra´ficas de usabilidad y separabilidad para el problema linInc-I.
La usabilidad siempre es positiva para los tres algoritmos. La separabilidad con
6 atributos importantes es muy pro´xima a 0 (ligeramente negativa para QPFS)
y, a partir de 7, siempre es negativa para los tres algoritmos.
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Tabla 5.2: Resultados de seleccio´n de atributos para los problemas monk. En
la primera columna de cada subtabla se indica el nombre del atributo y, en-
tre pare´ntesis, una I si es importante o una R (de random) si no influye en
la variable objetivo. En las otras tres columnas se muestran las puntuaciones
otorgadas por los algoritmos ReliefF, mRMR y QPFS, respectivamente, pro-
mediando las ejecuciones realizadas sobre 10 muestreos aleatorios de instancias.
En las u´ltimas dos filas de las subtablas de monk-M1 y monk-M3 se calculan los
valores de la usabilidad y separabilidad. No´tese que para el problema monk-M2
no se pueden calcular los valores de usabilidad y separabilidad, ya que todos los
atributos son importantes. Los atributos ma´s contribuyentes de cada me´todo
se resaltan en negrita.
monk-M1
Atributo ReliefF mRMR QPFS
A1(I) 0,180 −0,008 0,106
A2(I) 0,169 −0,010 0,107
A3(R) −0,027 0,003 0,182
A4(R) −0,068 −0,009 0,108
A5(I) 0.223 0.310 0.321
A6(R) −0,046 −0,002 0,175
Usabilidad 0,249 0,308 0,139
Separabilidad 0,196 −0,012 −0,076
monk-M2
Atributo ReliefF mRMR QPFS
A1(I) 0,040 0,004 0,142
A2(I) 0.065 0.012 0,142
A3(I) 0,047 0,003 0.221
A4(I) 0,048 0,003 0,138
A5(I) 0,037 −0,005 0,142
A6(I) 0,058 −0,003 0.216
monk-M3
Atributo ReliefF mRMR QPFS
A1(R) −0,010 −0,004 0,090
A2(I) 0.297 0.248 0.267
A3(R) −0,021 −0,007 0,143
A4(I) −0,004 −0,005 0,097
A5(I) 0.293 0.248 0.262
A6(R) −0,030 −0,008 0,141
Usabilidad 0,307 0,253 0,124
Separabilidad 0,006 −0,001 −0,046
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5.1.3. Discusio´n
En la Figura 5.1, correspondiente al problema modulo-2-I, se observa que
tanto la usabilidad como la separabilidad de los algoritmos mRMR y QPFS
es constante e igual a 0. Esto se debe al muestreo exhaustivo del espacio de
atributos, que hace que la informacio´n mutua de cualquier atributo con la
variable objetivo o de cualquier par de atributos entre s´ı sea 0. Por lo tanto,
este experimento pone de manifiesto una diferencia fundamental entre ReliefF,
que realiza un ana´lisis local del espacio de atributos, y mRMR y QPFS, que
se basan en una medida global (la informacio´n mutua) que involucra a todas
las instancias. En este caso, dicha diferencia supone una ventaja evidente para
ReliefF, ya que le permite valorar los atributos, mientras que mRMR y QPFS
son incapaces de hacerlo. Es importante recordar que si se toman excesivos
vecinos cercanos en ReliefF, el algoritmo se vuelve miope, perdiendo la visio´n
local del dominio y queda´ndose u´nicamente con la global.
En este problema, interpretar los atributos como nume´ricos o nominales no
supone ninguna diferencia, ya que existen u´nicamente dos valores posibles.
Por lo tanto, solamente se representa una l´ınea para ReliefF (interpretando
el problema como clasificacio´n) y otra para RReliefF (interpreta´ndolo como
regresio´n). Se observa que RReliefF tolera perfectamente el aumento de atri-
butos importantes, mientras que ReliefF, a partir de 6, no logra usabilidad ni
separabilidad positivas.
En la Figura 5.2, correspondiente al problema modulo-p-2, los algoritmos Re-
liefF y RReliefF se han ejecutado tanto con atributos nominales como nume´ri-
cos i. El mejor comportamiento lo tienen RReliefF y RReliefF-nominal, que
logran siempre usabilidad y separabilidad positivas. No obstante, el primero
es asinto´ticamente ma´s estable. ReliefF y ReliefF-numeric logran resultados
positivos hasta p = 20 y p = 41, respectivamente, y para valores mayores, la
usabilidad y la separabilidad oscilan en torno a 0. Finalmente, mRMR y QPFS
son incapaces de seleccionar los atributos importantes. Obtienen siempre se-
parabilidad negativa y casi siempre, excepto para algunos valores puntuales de
p, usabilidad negativa.
Se puede concluir que mRMR y QPFS no son capaces de abordar con efec-
tividad problemas de tipo modulo, a diferencia de los algoritmos de la familia
Relief. Dentro de estos u´ltimos, se obtienen mejores resultados si se interpreta
el dominio como un problema de regresio´n y se consideran los atributos como
nume´ricos.
iLos valores de los atributos en realidad no cambian pero s´ı la forma interna de interpre-
tarlos por el algoritmo de seleccio´n.
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Los dos siguientes problemas (linEq-I y linInc-I) son de regresio´n y los algo-
ritmos mRMR y QPFS solamente se pueden aplicar a problemas de clasifica-
cio´n. Por tanto, la variable objetivo se ha discretizado, asignando cada valor al
entero inmediatamente menor ii. El algoritmo RReliefF se ejecuta sin realizar
dicha discretizacio´n.
En las Figuras 5.3 y 5.4 se muestran los resultados de los problemas linEq-I y
linInc-I, respectivamente. En ambos, el comportamiento de los tres algoritmos
es cualitativamente similar, en el sentido de que no es tan relevante el valor
concreto de la usabilidad y separabilidad, sino en que´ punto cruzan la l´ınea
0. La usabilidad de los tres algoritmos es siempre positiva y presentan una
tendencia decreciente asinto´ticamente. La separabilidad de todos ellos pasa a
ser negativa para, aproximadamente, el mismo nu´mero de atributos impor-
tantes (I). Dicho nu´mero es considerablemente mayor en el problema linEq-I
(∼ 18, 20) que en linInc-I (∼ 6, 7), debido a que la ponderacio´n realizada en
este u´ltimo provoca que los atributos con menor peso se confundan antes con
los atributos aleatorios.
En la Tabla 5.2 se recogen los resultados de los problemas monk. En monk-
M1, los tres algoritmos detectan sin problemas la importancia del atributo A5,
logrando puntuaciones positivas para la usabilidad. No obstante, no ocurre lo
mismo para A1 y A2, que influyen en la variable objetivo segu´n la expresio´n
lo´gica A1 = A2. ReliefF es capaz de detectar esta fuerte dependencia condicio-
nal y su separabilidad es positiva, mientras que mRMR y QPFS no, obteniendo
una puntuacio´n negativa para la separabilidad.
En el problema monk-M2, la variable objetivo es 1 cuando exactamente dos
atributos toman el valor 1 y 0 en cualquier otro caso. Dado que los valores de
los atributos se generan aleatoriamente con una distribucio´n uniforme, es razo-
nable esperar que los atributos con menos valores posibles son ma´s influyentes
porque toman el valor 1 ma´s veces. Segu´n esta suposicio´n, los atributos ma´s
importantes son A3 y A6 (con solo dos valores posibles), seguidos de A1, A2
y A4 (tres valores) y, finalmente A5 (cuatro valores). QPFS otorga la mayor
puntuacio´n correctamente a los atributos A3 y A6 pero no es capaz de discernir
ma´s alla´. Por contra, mRMR y ReliefF detectan el atributo menos influyente
(A5) pero otorgan la ma´xima puntuacio´n al atributo A2, sin que exista un mo-
tivo aparente para ello. Este es el u´nico experimento, de todos los realizados
en esta seccio´n, en el que el comportamiento de mRMR es cualitativamente
diferente al de QPFS, aproxima´ndose ma´s al de ReliefF.
iiEste proceso se realiza automa´ticamente al ejecutar cada uno de los dos algoritmos,
dado que en la lectura de datos se fuerza a la variable objetivo a ser discreta y se toma el
suelo (entero inmediatamente menor) de los valores nume´ricos.
5.2. ESTIMACIONES DE FIABILIDAD EN REGRESIO´N 61
Por u´ltimo, en el problema monk-M3, todos los algoritmos tienen una usabi-
lidad positiva, ya que puntu´an acertadamente los atributos A2 y A5. Por otro
lado, se puede deducir de la expresio´n lo´gica que forma la variable objetivo, que
el atributo A4 tiene una influencia muy pequen˜a. No obstante, ReliefF es capaz
de distinguirlo de los otros tres atributos aleatorios, mientras que mRMR y
QPFS no, por lo que estos u´ltimos presentan una separabilidad negativa.
5.2. Estimaciones de fiabilidad en regresio´n
En la seccio´n 4.1.2.2 se presentan tres medidas para estimar la fiabilidad
de las predicciones en un problema de regresio´n, tomadas de [16]. En dicha
publicacio´n se analiza la correlacio´n de las mencionadas medidas con el error
real de prediccio´n y se sugiere la posibilidad de crear un mecanismo corrector de
errores basado en ellas. En este trabajo se proponen algunas aproximaciones
a dicho objetivo y se aplican a cuatro conjuntos de datos para valorar los
resultados.
En primer lugar se implementa el sistema para generar las predicciones ini-
ciales y las predicciones de sensibilidad, tal y como se expone en la seccio´n
4.1.2.1. Se escogen dos modelos diferentes: a´rboles de regresio´n y ma´quinas de
vectores de soporte, en concreto se toman REPTree de WEKA [28] y LIBSVM
[29], respectivamente. Se realiza validacio´n cruzada de 10 hojas para obtener
las predicciones de todas las instancias. Finalmente, mediante Gawk [33], se
computan las medidas RE1, RE2 y RE3 expuestas en la seccio´n 4.1.2.2.
Para explicar los me´todos de correccio´n propuestos en este trabajo, se co-
mienza definiendo el error real de la prediccio´n de la instancia Ii como erri =
T (Ii) − f(Ii), donde T (Ii) es el valor real de la variable objetivo y f(Ii)
la prediccio´n realizada inicialmente por el modelo. El objetivo es encontrar
un valor θ(RE1, RE2, RE3) que se aproxime al error erri. De este modo, se
puede generar una prediccio´n corregida an˜adiendo θ a la prediccio´n inicial
(f ∗(Ii) = f(Ii) + θ).
RE3 tiene signo y en [16], se muestra que suele correlacionar positivamente
con el error de prediccio´n, por lo que se toma como un factor base de θ. Por
otro lado, se sugiere que cuanto menores sean RE1 y RE2, menor es el valor
absoluto del error de prediccio´n. Teniendo en cuenta estas ideas, se proponen
tres fo´rmulas sencillas:
f ∗(Ii) = f(Ii) +RE3(Ii, f).
f ∗(Ii) = f(Ii) +RE3(Ii, f) ·RE1(Ii, f).
f ∗(Ii) = f(Ii) +RE3(Ii, f) ·RE2(Ii, f).
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El grado de correlacio´n de las medidas de fiabilidad con los errores de pre-
diccio´n var´ıa en funcio´n del conjunto de datos utilizado. Por ello, se plantea
una alternativa adicional, ma´s dina´mica que las fo´rmulas anteriores. La idea
es entrenar otro modelo (fˆ) para tratar de cuantificar el error de la prediccio´n.
Dado un conjunto de instancias de test (T ), se divide el conjunto de entrena-
miento disponible (E) en dos subconjuntos (E1 y E2). Empleando el conjunto
E1 se generan las predicciones iniciales, de sensibilidad y las medidas de fiabi-
lidad para las instancias de E2 y T . A continuacio´n, se entrena fˆ empleando
como atributos los valores de RE1, RE2 y RE3 de las instancias de E2 y como
variable objetivo el error real de prediccio´n. Finalmente, se aplica dicho modelo
sobre el conjunto de test y se escoge θ para cada instancia igual al valor de
salida del modelo:
f ∗(Ii) = f(Ii) + fˆ(RE1(Ii, f), RE2(Ii, f), RE3(Ii, f)).
Para aplicar este sistema con validacio´n cruzada, se debe hacer la divisio´n
del conjunto de entrenamiento de cada hoja (E) en los E1 y E2 descritos
anteriormente. Este es, a priori, un punto de´bil del sistema, especialmente
para conjuntos de datos con pocas instancias, ya que es necesario fraccionarlo
ma´s au´n. En los experimentos realizados se han incluido en E1 y E2 el 60 % y
el 40 % de las instancias de E, respectivamente. No obstante, el valor o´ptimo
de estos porcentajes puede ser objeto de un futuro estudio.
5.2.1. Conjuntos de datos
En la Tabla 5.3 se citan los conjuntos de datos empleados, todos ellos pro-
blemas de regresio´n. Breast cancer Wisconsin, Concrete y Wine quality se han
descargado del repositorio UCI [34]. El primero tiene como variable objetivo el
nu´mero de meses que tarda en recurrir un ca´ncer de mama, el segundo, la fuer-
za compresiva que soporta un bloque de hormigo´n y el tercero, la puntuacio´n
de calidad de un vino otorgada por un experto.
El u´ltimo conjunto de datos (denominado DEMCAM), esta´ compuesto por
numerosos atributos nume´ricos obtenidos tras el postprocesamiento de ima´ge-
nes del cerebro capturadas mediante resonancia magne´tica. Las ima´genes fue-
ron tomadas en las instalaciones de la Fundacio´n CIEN (Centro de Investi-
gaciones Neurolo´gicas) [35] para un estudio de la Enfermedad de Alzheimer,
cuyos investigadores principales son los doctores Ana Frank y Juan A´lvarez-
Linera. Ambos pertenecen al grupo de investigacio´n DEMCAM (DEMencias
de la Comunidad Auto´noma de Madrid), del que se ha tomado el nombre para
citar el conjunto de datos en este trabajo. Tanto DEMCAM como la Funda-
cio´n CIEN reciben el apoyo de la Fundacio´n Reina Sof´ıa [36]. El director del
equipo encargado del tratamiento de las ima´genes es el doctor Juan Herna´ndez
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Tamames. Dicho tratamiento incluye diversas te´cnicas: Volumetr´ıa, Espectros-
cop´ıa, Tensor de Difusio´n y Perfusio´n mediante Etiquetado de Spines (Arterial
Spin Labelling). El Instituto de Ingenier´ıa del Conocimiento (IIC) [37] se in-
corporo´ al proyecto y tiene acceso a los datos, totalmente anonimizados, en
cumplimiento de la L.O.P.D. (Ley Orga´nica de Proteccio´n de Datos). A trave´s
de mi vinculacio´n laboral al IIC, he solicitado y recibido los permisos oportunos
para utilizar estos datos en el presente trabajo.
La variable objetivo es el estado cognitivo de una persona entre 4 posibles,
que van desde sano hasta enfermo de Alzheimer, pasando por dos estados
intermedios de deterioro cognitivo de diferente consideracio´n. Desde el punto
de vista diagno´stico, se debe interpretar como un problema de clasificacio´n.
No obstante, la Enfermedad de Alzheimer es un proceso progresivo, por lo que
desde el punto de vista de la investigacio´n, tambie´n tiene sentido tratarlo como
un problema de regresio´n. En este trabajo se consideran ambas opciones, segu´n
las te´cnicas aplicadas. En esta seccio´n se interpreta como una regresio´n y en
la seccio´n 5.3 como un problema de clasificacio´n.
Tabla 5.3: Conjuntos de datos sobre los que se aplican mecanismos correctores
de errores para problemas de regresio´n. n indica el nu´mero de instancias, a el
nu´mero de atributos y la u´ltima columna indica el tipo de los mismos.
Nombre n a Tipo
Breast cancer Wisconsin 47 32 nume´rico
Concrete 1030 8 nume´rico
Wine quality 1599 11 nume´rico
DEMCAM 78 238 nume´rico
5.2.2. Resultados
Para evaluar la calidad de las predicciones y as´ı poder comparar las iniciales
con las corregidas, se emplean cuatro medidas de error calculadas a partir de
los errores individuales (erri) definidos al comienzo de la seccio´n.
Error absoluto medio: ErrAbs =
∑
i |erri|
n
.
Error absoluto relativo: ErrAbsRel = 100·ErrAbs
(max{T (Ii)}ni=1−min{T (Ii)}ni=1)
.
Ra´ız del error cuadra´tico medio: RMSE =
√∑
i err
2
i
n
.
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RMSE relativo: RMSErel = 100·RMSE
(max{T (Ii)}ni=1−min{T (Ii)}ni=1)
.
Para cada uno de los conjuntos de datos, se calculan las cuatro medidas de
error tanto para las predicciones iniciales como para todas las resultantes de
corregir las iniciales segu´n las diferentes fo´rmulas expuestas al comienzo de
esta seccio´n. Se calcula tambie´n el Coeficiente de Correlacio´n de Pearson de
cada una de las tres medidas de fiabilidad (RE1, RE2 y RE3) con el error real
de prediccio´n (en el caso de RE3) o su valor absoluto (en los casos de RE1 y
RE2).
Los modelos empleados para el sistema automa´tico de correccio´n de las pre-
dicciones son los mismos que para las predicciones iniciales (a´rboles REPTree
[28] y ma´quinas de vectores de soporte LIBSVM [29]). En la Tabla 5.5 se
recogen los resultados correspondientes a la generacio´n de las predicciones ini-
ciales mediante a´rboles de regresio´n y en la Tabla 5.6 los correspondientes a
las ma´quinas de vectores de soporte. Dentro de cada una de ellas existen dos
filas (A´rbol y SVM) que indican que el me´todo de correccio´n de predicciones
es automa´tico y esta´ basado en el entrenamiento del modelo homo´nimo. En
la Tabla 5.4 se muestran las correlaciones de las medidas de fiabilidad con el
error de prediccio´n.
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Tabla 5.4: Coeficientes de Correlacio´n de Pearson de las medidas de fiabili-
dad con el error real de prediccio´n en problemas de regresio´n. Cada subtabla
corresponde a un conjunto de datos diferente. La primera columna indica el
modelo utilizado para generar las predicciones de sensibilidad. Las siguientes
columnas corresponden a las correlaciones de cada medida con el error o su
valor absoluto.
Breast cancer Wisconsin
Modelo Corr(RE1, |err|) Corr(RE2, |err|) Corr(RE3, err)
A´rbol 0,245 0,136 0,073
SVM −0,275 −0,275 −0,089
Concrete
Modelo Corr(RE1, |err|) Corr(RE2, |err|) Corr(RE3, err)
A´rbol 0,105 0,162 0,334
SVM 0,072 0,072 0,019
Wine quality
Modelo Corr(RE1, |err|) Corr(RE2, |err|) Corr(RE3, err)
A´rbol 0,036 0,155 0,270
SVM 0,145 0,147 0,031
DEMCAM
Modelo Corr(RE1, |err|) Corr(RE2, |err|) Corr(RE3, err)
A´rbol 0,165 0,216 0,284
SVM −0,105 −0,106 −0,004
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Tabla 5.5: Resultados de los experimentos para intentar mejorar las prediccio-
nes en problemas de regresio´n. Las predicciones iniciales se generan mediante
a´rboles de regresio´n. Cada subtabla corresponde a un conjunto de datos dife-
rente. La primera columna indica co´mo se calcula θ (f∗(I) = f(I) + θ). Las
siguientes columnas corresponden a las medidas de error. Se resalta una casilla
en negrita cuando el error sea menor que el de las predicciones iniciales.
Breast cancer Wisconsin
θ ErrAbs ErrAbsRel RMSE RMSErel
0 19,30 25,07 24,09 31,29
RE3 19,95 25,91 24,51 31,83
RE3 ·RE1 86,71 112,61 134,68 174,91
RE3 ·RE2 63,64 82,65 82,90 107,67
A´rbol 19,54 25,38 25,29 32,85
SVM 18,52 24,05 25,50 33,12
Concrete
θ ErrAbs ErrAbsRel RMSE RMSErel
0 5,22 6,51 6,91 8,61
RE3 5,79 7,21 7,49 9,33
RE3 ·RE1 113,80 141,77 166,84 207,84
RE3 ·RE2 66,26 82,55 97,79 121,82
A´rbol 5,99 7,46 7,93 9,89
SVM 6,03 7,51 8,19 10,20
Wine quality
θ ErrAbs ErrAbsRel RMSE RMSErel
0 0,525 10,50 0,700 13,99
RE3 0,541 10,83 0,700 13,98
RE3 ·RE1 0,552 11,04 0,728 14,55
RE3 ·RE2 0,534 10,67 0,701 14,01
A´rbol 0,551 11,01 0,712 14,24
SVM 0,523 10,46 0,691 13,81
DEMCAM
θ ErrAbs ErrAbsRel RMSE RMSErel
0 0,812 27,07 0,990 32,99
RE3 0,808 26,92 0,983 32,76
RE3 ·RE1 0,815 27,17 1,000 33,32
RE3 ·RE2 0,796 26,52 0,994 33,15
A´rbol 1,001 33,38 1,234 41,13
SVM 0,887 29,56 1,16 38,52
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Tabla 5.6: Resultados de los experimentos para intentar mejorar las prediccio-
nes en problemas de regresio´n. Las predicciones iniciales se generan mediante
ma´quinas de vectores de soporte. Cada subtabla corresponde a un conjunto de
datos diferente. La primera columna indica co´mo se calcula θ (f∗(I) = f(I)+θ).
Las siguientes columnas corresponden a las medidas de error. Se resalta una ca-
silla en negrita cuando el error sea menor que el de las predicciones iniciales.
Breast cancer Wisconsin
θ ErrAbs ErrAbsRel RMSE RMSErel
0 17,45 22,67 24,54 31,88
RE3 17,47 22,68 24,52 31,85
RE3 ·RE1 17,48 22,70 24,52 31,84
RE3 ·RE2 17,47 22,68 24,53 31,86
A´rbol 19,32 25,09 23,39 30,37
SVM 18,48 24,01 25,00 32,47
Concrete
θ ErrAbs ErrAbsRel RMSE RMSErel
0 9,12 11,36 11,30 14,08
RE3 9,12 11,36 11,30 14,08
RE3 ·RE1 9,12 11,36 11,30 14,08
RE3 ·RE2 9,12 11,36 11,30 14,08
A´rbol 10,03 12,50 12,53 15,60
SVM 10,04 12,51 12,44 15,50
Wine quality
θ ErrAbs ErrAbsRel RMSE RMSErel
0 0,497 9,93 0,650 13,01
RE3 0,497 9,93 0,650 13,00
RE3 ·RE1 0,497 9,93 0,650 13,01
RE3 ·RE2 0,497 9,93 0,650 13,01
A´rbol 0,525 10,49 0,678 13,57
SVM 0,501 10,03 0,658 13,16
DEMCAM
θ ErrAbs ErrAbsRel RMSE RMSErel
0 0,673 22,42 0,845 28,18
RE3 0,673 22,42 0,846 28,19
RE3 ·RE1 0,672 22,40 0,845 28,18
RE3 ·RE2 0,673 22,41 0,845 28,18
A´rbol 0,807 26,89 0,970 32,34
SVM 0,750 25,02 0,938 31,27
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5.2.3. Discusio´n
En la Tabla 5.4 se muestran las correlaciones de las tres medidas de fiabilidad
(RE1, RE2 y RE3) con el error real de prediccio´n. Se observa que ninguna de
las correlaciones es muy elevada, aunque en el caso de los a´rboles es positiva
para los cuatro conjuntos mientras que en el caso de las ma´quinas de vectores
de soporte depende del conjunto de datos. Esta percepcio´n coincide con los
resultados mostrados en [16], donde los a´rboles de regresio´n se comportan
mejor, en te´rminos de las medidas analizadas, que las ma´quinas de vectores de
soporte. No obstante, se puede afirmar que las medidas no son tan robustas
como ser´ıa deseable, ya que dependen del conjunto de datos y del modelo
utilizados.
A continuacio´n se valoran los resultados de los me´todos de correccio´n de
errores propuestos en este trabajo.
En las Tablas 5.5 y 5.6 se recogen las medidas de error (definidas en la
seccio´n 5.2.2) para las predicciones resultantes de aplicar las cinco fo´rmulas
de correccio´n de errores propuestas anteriormente. En la primera de las tablas
se emplean a´rboles de regresio´n para generar las predicciones iniciales y en la
segunda, ma´quinas de vectores de soporte.
Se puede observar que, en varias situaciones, se logra mejorar la prediccio´n
inicial (valores resaltados con negrita). Sin embargo, dicha mejor´ıa suele ser
muy pequen˜a, incluso aparentemente nula debido al nu´mero de cifras significa-
tivas reportadas. La mayor diferencia se produce en la Tabla 5.5, en el conjunto
Breast cancer Wisconsin, donde al aplicar la correccio´n mediante SVM, el error
absoluto pasa de 19,30 a 18,52. No obstante, no supone una mejora efectiva, ya
que en la Tabla 5.6 se observa que el error absoluto de las predicciones iniciales
para el mismo conjunto pero con ma´quinas de vectores de soporte es 17,45.
Ninguno de los cinco mecanismos correctores produce mejoras consisten-
temente en los diversos conjuntos de datos. Tampoco se puede concluir que
ninguno de ellos sea mejor que los dema´s. Lo que s´ı se observa es el riesgo que
tienen las fo´rmulas RE1 ·RE3 y RE2 ·RE3 de disparar el error, como sucede
en los dos primeros conjuntos de la Tabla 5.5.
Finalmente, se sugiere como trabajo futuro la inclusio´n de nuevos atributos
en el modelo entrenado para la correccio´n de errores de prediccio´n. Por ejemplo,
pueden incluirse los propios valores de los atributos de las instancias, junto a
los existentes RE1, RE2 y RE3.
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5.3. Explicaciones en clasificacio´n
El objetivo fundamental de esta seccio´n consiste en implementar el Algorit-
mo 4 expuesto en la seccio´n 4.2.2.4 y mostrar las ventajas que puede ofrecer,
tanto a expertos en modelos como a cualquier usuario que utilice un sistema
de aprendizaje automa´tico como apoyo a su labor. Para ello, se valida la imple-
mentacio´n realizada empleando un conjunto de datos bien conocido que ayude
a verificar que el funcionamiento es correcto y, finalmente, se aplica a un nuevo
conjunto de datos del a´mbito me´dico.
Los modelos entrenados son a´rbol de clasificacio´n (J48 de WEKA [28]) y
ma´quina de vectores de soporte (LIBSVM [29]). El primero sirve para contras-
tar las explicaciones ofrecidas por el algoritmo con las que se pueden deducir
del propio a´rbol, gracias a su transparencia. La aplicacio´n sobre una ma´quina
de vectores de soporte muestra el verdadero potencial del algoritmo, que con-
siste en proporcionar explicaciones de las predicciones de un modelo de tipo
caja negra, haciendo que sea ma´s transparente.
El algoritmo de generacio´n de las explicaciones se implementa mediante
scripts Bash [32] y Gawk [33]. Se hace validacio´n cruzada de 10 hojas para
obtener las explicaciones de las predicciones de todas las instancias de un con-
junto de datos. Adema´s, las explicaciones de las predicciones individuales se
promedian para obtener las contribuciones de un valor (o rango de valores) de
un atributo y, a su vez, promediando e´stas se generan las contribuciones globa-
les del atributo hacia la prediccio´n de una clase u otra. A la hora de promediar,
se consideran por separado las contribuciones positivas y las negativas, ya que,
de lo contrario, la contribucio´n de un valor o de un atributo puede resultar casi
nula cuando en realidad es muy influyente en ambos sentidos. Se implementa
en R [30] un sistema de visualizacio´n de resultados similar al que aparece en
[19] y [22], facilitando su interpretacio´n.
5.3.1. Conjuntos de datos
En la Tabla 5.7 se muestran los conjuntos de datos empleados en esta seccio´n.
El conjunto Iris, tomado del repositorio UCI [34], es ampliamente conocido en
el mundo del aprendizaje automa´tico y se escoge precisamente por ello. As´ı, es
ma´s sencillo e intuitivo comprobar la validez de las explicaciones obtenidas me-
diante la aplicacio´n del Algoritmo 4. El otro conjunto, denominado DEMCAM,
ya se ha presentado en la seccio´n 5.2 por lo que simplemente cabe an˜adir que
en esta seccio´n se toman u´nicamente cuatro de sus atributos ma´s informativos,
para simplificar el ana´lisis y la visualizacio´n de los resultados.
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Tabla 5.7: Conjuntos de datos empleados en los experimentos para explicar
las predicciones en problemas de clasificacio´n. n indica el nu´mero de instancias,
a el nu´mero de atributos y la u´ltima columna indica el tipo de los mismos.
Nombre n a Tipo
Iris 150 4 nume´rico
DEMCAM 78 238 (se toman 4) nume´rico
5.3.2. Resultados
En primer lugar, en la Figura 5.5 se muestran las proyecciones de los con-
juntos de datos Iris y DEMCAM sobre los subespacios definidos por cada par
de atributos. A continuacio´n, en la Figura 5.6 se representa el a´rbol de clasi-
ficacio´n entrenado sobre una de las hojas de la validacio´n cruzada realizada
para el conjunto Iris. Dicho a´rbol esta´ acompan˜ado de dos gra´ficas que recogen
las explicaciones globales de los cuatro atributos hacia la prediccio´n de dos de
las clases del conjunto Iris. A continuacio´n, se presentan varias gra´ficas so-
bre ma´s explicaciones generadas en diversas situaciones. En cada una de ellas
se especifica si las explicaciones corresponden a una instancia concreta, a las
contribuciones de los valores de un atributo o a las contribuciones globales de
todos los atributos.
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(a) Iris
(b) DEMCAM
Figura 5.5: Representaciones bidimensionales de los conjuntos de datos Iris y
DEMCAM. En cada recuadro se situ´an las instancias del conjunto de datos en
funcio´n de los valores que toman los dos atributos implicados. Ambos son pro-
blemas de clasificacio´n, por lo que se representan las clases a las que pertenecen
las instancias con s´ımbolos diferentes.
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(a) A´rbol de clasificacio´n.
(b) Contribuciones a la prediccio´n de la clase
1.
(c) Contribuciones a la prediccio´n de la clase
3.
Figura 5.6: A´rbol de clasificacio´n y contribuciones globales de los atributos
para el conjunto de datos Iris. El a´rbol se ha entrenado para la hoja corres-
pondiente al conjunto de test al que pertenecen las instancias que se analizan
posteriormente.
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Figura 5.7: Contribuciones globales de los atributos para un modelo de ma´qui-
nas de vectores de soporte.
(a) Contribuciones a la clase 1
para un a´rbol.
(b) Contribuciones a la clase 2
para una SVM.
Figura 5.8: Contribuciones de un atributo a la prediccio´n de dos clases dife-
rentes del conjunto Iris. La primera barra (Promedio) representa el promedio
de las contribuciones de todos los rangos de valores.
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(a) Contribuciones para un a´rbol. (b) Contribuciones para una SVM.
Figura 5.9: Explicaciones de la prediccio´n de una instancia bien clasificada
del conjunto Iris mediante a´rboles. Las contribuciones se calculan para la clase
predicha (que coincide con la real, 3) y para la clase 1.
(a) Contribuciones para un a´rbol. (b) Contribuciones para una SVM.
Figura 5.10: Explicaciones de la prediccio´n de una instancia mal clasificada del
conjunto Iris mediante dos modelos diferentes. La instancia pertenece realmente
a la clase 3 pero se clasifica como 2. Las contribuciones se calculan para la clase
2.
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(a) Contribuciones a la prediccio´n
de la clase 1.
(b) Contribuciones a la prediccio´n
de la clase 4.
Figura 5.11: Contribuciones globales de los atributos a la prediccio´n de dos
clases diferentes en el conjunto de datos DEMCAM.
(a) Contribuciones a la prediccio´n
de la clase 1.
(b) Contribuciones a la prediccio´n
de la clase 4.
Figura 5.12: Contribuciones de los diferentes valores de un atributo a la pre-
diccio´n de dos clases diferentes en el conjunto de datos DEMCAM. La primera
barra (Promedio) representa el promedio de las contribuciones de todos los
rangos de valores.
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5.3.3. Discusio´n
En la Figura 5.5 se puede apreciar la diferente complejidad de los dos con-
juntos de datos empleados. El conjunto Iris tiene tres clases, de las cuales una
de ellas esta´ claramente separada de las dema´s y las otras dos, salvo una pe-
quen˜a zona de contacto son separables incluso por modelos lineales. En cambio,
el conjunto DEMCAM tiene cuatro clases que no son tan fa´cilmente separa-
bles, como se puede observar en la gra´fica. Por ello, se emplea el primero para
explicar las distintas circunstancias que se pueden analizar con el me´todo de
explicacio´n implementado.
En la Figura 5.6 se presenta el a´rbol de clasificacio´n entrenado para el con-
junto Iris, que sirve para contrastar los resultados de las contribuciones calcu-
ladas con lo que realmente ha aprendido el modelo. Se observa que solamente
intervienen dos de los cuatro atributos a la hora de emitir las predicciones.
Al lado de dicho a´rbol se muestran dos gra´ficas correspondientes a las con-
tribuciones globales de los cuatro atributos hacia la prediccio´n de la clase 1
y de la clase 3. Se verifica que las contribuciones de los dos atributos que no
aparecen en el a´rbol valen exactamente 0. Adicionalmente, en el caso de la
clase 1, la contribucio´n del atributo petal length tambie´n es nula. Observando
el a´rbol, se comprueba que la decisio´n de pertenencia o no a la clase 1 se toma
u´nicamente en el primer nivel, en funcio´n del valor de petal width, siendo los
dema´s irrelevantes.
En la Figura 5.7 se reportan las contribuciones globales de los atributos del
conjunto Iris en las predicciones de un modelo de ma´quinas de vectores de
soporte. A diferencia del a´rbol de clasificacio´n, en el caso de las SVM no se
dispone de una representacio´n del conocimiento extra´ıdo por el modelo con la
que contrastar los resultados. Precisamente el objetivo del me´todo es aumentar
la transparencia de estos modelos de tipo caja negra. Se aprecia que en este
caso todos los atributos tienen cierta influencia, aunque la de los dos que no
aparecen en el a´rbol de la Figura 5.6 es significativamente menor que la de los
otros dos.
En la Figura 5.8 se representan las contribuciones de los diferentes rangos
de valores del atributo Petal Width, as´ı como el promedio de las positivas y
las negativas para todos ellos. Se ha establecido una divisio´n en cinco rangos,
aunque la implementacio´n realizada permite especificar cualquier nu´mero de
rangos en los que dividir el intervalo de posibles valores de un atributo. Las
contribuciones de la imagen de la izquierda se han calculado para el modelo
de a´rbol y para la clase 1 y las de la derecha para el modelo de SVM y para la
clase 2. La primera refleja lo que sucede en el a´rbol de la Figura 5.6, que todas
las instancias de la clase 1 esta´n confinadas en la zona de valores pequen˜os
del atributo Petal Width. De la segunda, se deduce que es ma´s probable que
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el modelo SVM asigne la clase 2 a una instancia para valores intermedios del
atributo, mientras que en los valores extremos la contribucio´n es fuertemente
negativa, ya que corresponde a las zonas donde se concentran las instancias de
las otras dos clases.
Es importante remarcar que las contribuciones reflejan lo que ha aprendido
el modelo. No hacen referencia directa a la verdadera distribucio´n de las ins-
tancias en el espacio de atributos. Lo que sucede para el conjunto Iris es que
los modelos entrenados han capturado muy bien el dominio real del problema
y las contribuciones, adema´s de explicar el funcionamiento del modelo, reflejan
con bastante fidelidad dicho dominio.
En la Figura 5.9 se recogen las explicaciones de la prediccio´n de una instancia
bien clasificada. Se calculan las contribuciones de los valores de sus atributos
para predecir las clases 3 (la que realmente predice el modelo y es, adema´s, la
correcta) y 1. En el caso de la clase predicha, las contribuciones son positivas
y en el otro negativas. De hecho, para descartar la pertenencia a la clase 1,
solamente influye el valor de Petal Width, como se comento´ anteriormente.
En la Figura 5.10 se muestran las explicaciones para una instancia mal
clasificada tanto por el a´rbol como por la ma´quina de vectores de soporte. Las
contribuciones se calculan para la clase que predicen ambos modelos (que no
coincide con la clase real). En el caso del a´rbol, los valores de Petal Width
y Petal Length para la instancia analizada conducen claramente a una hoja
en la que se predice la clase 2, por lo que sus contribuciones son fuertemente
positivas, reflejando lo aprendido en el a´rbol pero, en este caso, la prediccio´n
es erro´nea. Las bajas contribuciones en el caso de la SVM pueden indicar que
la instancia se encuentra cerca de las fronteras de decisio´n. Si se localiza la
instancia en el diagrama de la Figura 5.5, se ve que esta´ en la zona donde se
mezclan ligeramente las clases 2 y 3 y donde, probablemente, la SVM haya
establecido una frontera cercana.
Una vez revisado el funcionamiento del me´todo y habiendo explicado co´mo
se pueden interpretar los diferentes resultados que ofrece, se muestran dos figu-
ras, a modo de ejemplo, resultantes de la aplicacio´n del algoritmo al conjunto
DEMCAM.
En la Figura 5.11 se recogen las contribuciones globales de los atributos
para hacia la prediccio´n de las clases 1 (sano) y 4 (enfermo de Alzheimer)
mediante ma´quinas de vectores de soporte. En ambos casos, el atributo ma´s
influyente en las decisiones del modelo es L-Hippoc, aunque con mayor claridad
en el caso de la clase 1. Dicho atributo corresponde al volumen del hipocampo
izquierdo. En la experiencia de trabajo junto a los profesionales del equipo
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DEMCAM, aprendimos que es una de las variables ma´s importantes en el
estudio del Alzheimer, por lo que se valora positivamente haber llegado a las
mismas conclusiones mediante me´todos de aprendizaje automa´tico, sin tener
ningu´n conocimiento a priori sobre el problema.
En la Figura 5.12 se muestran las contribuciones de varios rangos de valores
del citado atributo hacia la prediccio´n de las clases 1 y 4. Se observa que los
valores ma´s altos son los influyentes para la clase 1, correspondiente a pacientes
sanos, mientras que para los enfermos (clase 4), el hipocampo ya esta´ muy
dan˜ado y ha sufrido una pe´rdida importante de volumen. No obstante, la
existencia de contribuciones tanto positivas como negativas para casi todos
los rangos de valores, pone de manifiesto la extrema complejidad del problema
debido a la influencia de muchos otros factores en la enfermedad.
En el a´mbito me´dico, la implantacio´n de sistemas de aprendizaje automa´tico
para apoyar las labores de diagno´stico e investigacio´n, ser´ıa mejor recibida por
los profesionales si se incorporan te´cnicas como la aqu´ı presentada, que permi-
tan una visualizacio´n e interpretacio´n de resultados ma´s sencilla e intuitiva.
Cap´ıtulo 6
Conclusiones
El trabajo presentado se puede dividir en dos grandes bloques: una primera
parte de estudio teo´rico sobre modelos, algoritmos de seleccio´n de atributos y
me´todos de ana´lisis de predicciones individuales empleados en problemas de
aprendizaje automa´tico y una segunda, en la que se lleva a cabo un trabajo
pra´ctico implementando alguna de las te´cnicas estudiadas, ampliando el al-
cance de ciertos experimentos, proponiendo un sistema corrector de errores de
prediccio´n y valorando todos los resultados obtenidos.
El estudio teo´rico comienza introduciendo los conceptos ba´sicos que apare-
cen en todo problema de aprendizaje automa´tico, as´ı como las fases necesarias
para abordarlo. El nu´cleo de todo sistema de aprendizaje automa´tico es un mo-
delo capaz de ajustarse o aprender de un conjunto de datos de entrenamiento
para emitir una prediccio´n sobre nuevos datos que reciba en un futuro. Se han
revisado los principales modelos de aprendizaje automa´tico supervisado, valo-
rando cualitativamente sus caracter´ısticas y su adecuacio´n para ser aplicados
a problemas del a´mbito me´dico. A continuacio´n se estudian en profundidad
algunas de las te´cnicas empleadas en otras fases, como son la de seleccio´n de
atributos y la de postprocesamiento, para evaluar y presentar los resultados
generados por el modelo.
Se han estudiado en detalle los algoritmos de seleccio´n de atributos Relief,
ReliefF y RReliefF, que analizan el espacio de atributos localmente, detectando
aquellos que mejor permiten discernir entre las clases a las que pertenece cada
instancia. Se presentan brevemente otros me´todos de seleccio´n de atributos,
mRMR y QPFS, comparando las complejidades computacionales de todos ellos
y planteando una forma de evaluar su comportamiento, la cual se emplea en
la seccio´n experimental correspondiente.
Sobre la fase de postprocesamiento, el ana´lisis se ha focalizado en las predic-
ciones individuales. Normalmente, la valoracio´n del rendimiento de los modelos
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se hace mediante medidas globales pero en el a´mbito me´dico cobra especial re-
levancia una evaluacio´n individualizada. Para ello se ha estudiado un me´todo
para estimar la fiabilidad de una prediccio´n para problemas de regresio´n. A
partir de esas ideas, se propone y se implementa en la seccio´n de experimentos
un sistema para tratar de corregir las predicciones emitidas por un modelo.
Se ha estudiado una te´cnica, tambie´n correspondiente a la etapa de post-
procesamiento pero para problemas de clasificacio´n, que permite conocer co´mo
contribuye el valor de cada atributo a la prediccio´n de una instancia concre-
ta. Agregando la informacio´n se pueden obtener las contribuciones globales de
cada valor de un atributo y del atributo en s´ı. Surge de una idea sencilla pero
con serias limitaciones y, para superarlas, se recurre a la teor´ıa matema´tica
de juegos cooperativos. Durante el desarrollo teo´rico que da lugar al algorit-
mo final, se proporciona una demostracio´n alternativa a uno de los teoremas
importantes que intervienen (ver Ape´ndice A). En la seccio´n experimental se
han implementado el algoritmo y un sistema apropiado para visualizar los
resultados.
El trabajo pra´ctico realizado aborda las tareas que se han ido mencionan-
do anteriormente. En cada una de las secciones en las que se divide se han
discutido en detalle los resultados obtenidos. A continuacio´n se resumen las
conclusiones ma´s relevantes de cada uno.
Los algoritmos de la familia Relief analizan localmente el espacio de atribu-
tos, lo que les permite encontrar dependencias que pasan desapercibidas para
los algoritmos mRMR y QPFS por su enfoque global. Esto supone una ventaja
para los Relief en ciertos dominios. En los dema´s analizados, la capacidad de
distinguir los atributos importantes de los aleatorios ha sido muy similar para
todos los algoritmos.
Las medidas estudiadas para estimar la fiabilidad de las predicciones depen-
den en exceso del problema abordado y del modelo utilizado. Por lo tanto no
son tan robustas como ser´ıa deseable, aunque en algunos casos s´ı resultan de
utilidad. El sistema automa´tico que se ha propuesto para corregir los errores de
prediccio´n no ha presentado un comportamiento satisfactorio en los conjuntos
de datos sobre los que se ha aplicado. No obstante, se plantean algunas ideas
para mejorarlo en futuros trabajos, como la inclusio´n de atributos adicionales.
Los resultados obtenidos tras la implementacio´n y aplicacio´n del algoritmo
de explicacio´n de las predicciones han sido muy satisfactorios. Se ha compro-
bado que las contribuciones calculadas explican co´mo emite un modelo las
predicciones a partir de los valores de los atributos, reflejando el conocimiento
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que ha adquirido. Esto permite hacer ma´s transparentes los modelos considera-
dos tradicionalmente como una caja negra y facilitan su uso, por ejemplo, para
especialistas me´dicos que empleen un sistema de aprendizaje automa´tico como
apoyo a sus labores de diagno´stico e investigacio´n. Finalmente, se ha aplicado
a un conjunto de datos procedente de dicho a´mbito y que recoge informacio´n
sobre resonancias magne´ticas tomadas para el estudio de la Enfermedad de
Alzheimer.
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Ape´ndice A
Demostracio´n del Teorema 3
Demostracio´n. Segu´n la Definicio´n 2, ∆(∅) = 0. Por tanto, se puede considerar
el juego cooperativo 〈A,∆〉. La funcio´n que asigna un valor a la interaccio´n
entre los atributos de un subconjunto S (ξ(S)) se ha definido recursivamente y
no es operativa. El primer paso consiste en obtener una definicio´n no recursiva
de ξ(S).
Lema 1. La forma no recursiva de ξ(S) es:
ξ(S) =
∑
W⊆S
(
(−1)|S|−|W |∆(W )) .
Demostracio´n. Se prueba por induccio´n matema´tica sobre el nu´mero de ele-
mentos de S (|S|).
El caso base (S = ∅) es trivial. Segu´n ambas definiciones (la recursiva y la
no recursiva):
ξ(∅) = ∆(∅) = 0.
Para el caso general se asume que la definicio´n no recursiva se cumple para
|S| ≤ a. Hay que demostrar que se cumple para |S| = a + 1. Agrupando los
subconjuntos de S segu´n su taman˜o, se puede escribir la definicio´n recursiva
(omitiendo el caso j = 0 porque ξ(∅) = 0) como:
ξ(S) = ∆(S)−
a∑
j=1
∑
W⊂S
|W |=j
ξ(W ).
Aplicando la hipo´tesis de induccio´n se tiene:
ξ(S) = ∆(S)−
a∑
j=1
∑
W⊂S
|W |=j
∑
V⊆W
(
(−1)j−|V |∆(V )) .
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Agrupando los subconjuntos de W segu´n su taman˜o:
ξ(S) = ∆(S)−
a∑
j=1
∑
W⊂S
|W |=j
j∑
jˆ=1
∑
V⊂W
|V |=jˆ
(
(−1)j−jˆ∆(V )
)
.
Reordenando te´rminos se tiene:
ξ(S) = ∆(S)−
a∑
j=1
j∑
jˆ=1
(−1)j−jˆ
∑
W⊂S
|W |=j
∑
V⊂W
|V |=jˆ
∆(V ).
En la expresio´n
∑
W⊂S
|W |=j
∑
V⊂W
|V |=jˆ
∆(V ), el te´rmino ∆(V ) correspondiente a un
subconjunto de S de taman˜o jˆ, aparece repetido tantas veces como esta´ con-
tenido V en subconjuntos de S de taman˜o j (j ≥ jˆ). El nu´mero combinatorio(a+1−jˆ
j−jˆ
)
indica dicho nu´mero de repeticiones. Por tanto:
ξ(S) = ∆(S)−
a∑
j=1
j∑
jˆ=1
(−1)j−jˆ
(
a− jˆ + 1
j − jˆ
) ∑
W⊂S
|W |=jˆ
∆(W ).
Cambiando los ı´ndices de sumacio´n:
ξ(S) = ∆(S)−
a∑
jˆ=1
a∑
j=jˆ
(−1)j−jˆ
(
a− jˆ + 1
j − jˆ
) ∑
W⊂S
|W |=jˆ
∆(W ).
Se puede reescribir el te´rmino
a∑
j=jˆ
(−1)j−jˆ
(
a− jˆ + 1
j − jˆ
)
=
a−jˆ∑
j=0
(−1)j
(
a− jˆ + 1
j
)
,
y aplicando el Teorema del Binomio de Newton se obtiene:
a−jˆ∑
j=0
(−1)j
(
a− jˆ + 1
j
)
= −(−1)a−jˆ+1 +
a−jˆ+1∑
j=0
(−1)j
(
a− jˆ + 1
j
)
= (−1)a−jˆ.
Por tanto:
ξ(S) = ∆(S)−
a∑
jˆ=1
(−1)a−jˆ
∑
W⊂S
|W |=jˆ
∆(W ) = ∆(S)−
a∑
jˆ=1
∑
W⊂S
|W |=jˆ
(−1)a−|W |∆(W ).
Finalmente, se deshace la agrupacio´n por taman˜os de W y se incluye ∆(S) en
el sumatorio (recordando que |S| = a+ 1):
ξ(S) =
∑
W⊆S
(
(−1)|S|−|W |∆(W )) .
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Con la expresio´n no recursiva de ξ obtenida en el Lema 1, se puede escribir
ϕj(∆) sin emplear ξ:
ϕj(∆) =
∑
W⊆A\{j}
ξ(W ∪ {j})
|W ∪ {j}| =
∑
W⊆A\{j}
∑
V⊆(W∪{j})
(
(−1)(|W∪{j}|−|V |)∆(V ))
|W ∪ {j}| .
Se pretende demostrar que
ϕj(∆) = Shj(∆) =
∑
S⊆A\{j}
(a− s− 1)! s!
a!
(∆(S ∪ {j})−∆(S)) ,
donde a = |A| y s = |S|.
Por tanto, fijado un subconjunto S ⊆ A\{j}, se debe contar el nu´mero de
apariciones de ∆(S ∪ {j}) y ∆(S) en ϕj(∆). Dado que el elemento {j} se
suprime en la seleccio´n de subconjuntos del sumatorio externo y se incluye en
el interno, ∆(S ∪ {j}) y ∆(S) aparecen el mismo nu´mero de veces pero con
el signo cambiado, debido a la diferente paridad del cardinal de los conjuntos
(S ∪ {j}) y S.
Fijado un subconjunto W ⊆ A\{j} (es decir, se escoge un sumando concreto
del sumatorio externo de ϕj(∆)), ∆(S ∪ {j}) y ∆(S) aparecen una vez si y
solo si S ⊆ W i. Entonces, hay que contar cua´ntas veces se cumple (S ⊆ W ⊆
A\{j}).
El nu´mero de subconjuntos de taman˜o w contenidos en A\{j} y que a su
vez contienen a S, viene dado por el nu´mero combinatorio
(
a−s−1
w−s
)
. Sumando
sobre todos los posibles taman˜os de W para cada S, se tiene
ϕj(∆) =
∑
S⊆A\{j}
a−1∑
jˆ=s
(−1)jˆ−s
jˆ + 1
(
a− s− 1
jˆ − s
)
(∆(S ∪ {j})−∆(S)) .
Lema 2.
a−1∑
jˆ=s
(−1)jˆ−s
jˆ + 1
(
a− s− 1
jˆ − s
)
=
(a− s− 1)! s!
a!
.
Demostracio´n. Se prueba por induccio´n matema´tica sobre las variables s y a.
Se debe cubrir la regio´n del plano cartesiano discreto (Z×Z) correspondiente
a 0 ≤ s ≤ a− 1. Para ello, se toma como caso base la diagonal s = a− 1:
a−1∑
jˆ=a−1
(−1)jˆ−a+1
jˆ + 1
(
a− (a− 1)− 1
jˆ − a+ 1
)
=
1
a
=
(a− (a− 1)− 1)! (a− 1)!
a!
.
iObse´rvese que si S 6⊆W , es imposible que S = V , ya que V ⊆ (W ∪{j}). Por otro lado,
el sumatorio interno recorre los subconjuntos de W ∪ {j} y no puede aparecer ma´s de una
vez cada uno.
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Para probar el caso general, se asume que la proposicio´n es verdadera para
ciertos s y a, s − 1 y a − 1 (s < a) y se demuestra que es cierta para s − 1 y
a. Intuitivamente, se parte del caso base ya demostrado, s = a− 1, y se cubre
toda la regio´n citada de arriba hacia abajo y de izquierda a derecha (con a en
el eje de abscisas y s en el de ordenadas).
Aplicando la propiedad de los nu´meros combinatorios
(
µ
η
)
=
(
µ−1
η
)
+
(
µ−1
η−1
)
,
se tiene:
a−1∑
jˆ=s−1
(−1)jˆ−s+1
jˆ + 1
(
a− s
jˆ − s+ 1
)
=
a−2∑
jˆ=s−1
(−1)jˆ−s+1
jˆ + 1
(
a− s− 1
jˆ − s+ 1
)
(A.1)
+
a−1∑
jˆ=s
(−1)jˆ−s+1
jˆ + 1
(
a− s− 1
jˆ − s
)
. (A.2)
Aplicando la hipo´tesis de induccio´n correspondiente a s−1 y a−1 sobre (A.1),
se tiene:
(A.1) =
(a−1)−1∑
jˆ=(s−1)
(−1)jˆ−(s−1)
jˆ + 1
(
(a− 1)− (s− 1)− 1
jˆ − (s− 1)
)
=
(a− s− 1)! (s− 1)!
(a− 1)! .
Extrayendo (−1) como factor comu´n de (A.2) y aplicando la hipo´tesis de in-
duccio´n correspondiente a s y a:
(A.2) = −
a−1∑
jˆ=s
(−1)jˆ−s
jˆ + 1
(
a− s− 1
jˆ − s
)
= −(a− s− 1)! s!
a!
.
Finalmente,
(A.1) + (A.2) =
(a− s− 1)! (s− 1)!
(a− 1)! −
(a− s− 1)! s!
a!
=
a (a− s− 1)! (s− 1)!
a!
− s (a− s− 1)! (s− 1)!
a!
=
(a− s) (a− s− 1)! (s− 1)!
a!
=
(a− s)! (s− 1)!
a!
.
Aplicando el Lema 2 sobre ϕj(∆) se concluye:
ϕj(∆) =
∑
S⊆A\{j}
(a− s− 1)! s!
a!
. (∆(S ∪ {j})−∆(S)) = Shj(∆).
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