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Abstract — A bio-inspired distributed detection pro-
tocol is proposed where the synchronization of pulsing
devices is used to reach a consensus in the decision
among sensor nodes. Each node encodes the local
decision into their pulsing time and reaches an agree-
ment when the pulsing instants converge to a common
value. The protocol has low complexity and scales fa-
vorably with the size of the network. In fact, we prove
that the probability of detection asymptotically goes
to 1 as the number of sensors goes to inﬁnity.
I. Problem Setup
Consider a network of N wireless sensor nodes engaged in
a distributed binary detection problem. Each node obtains
a sample si(t) that is conditionally independent from other
nodes’ samples given the hypothesis H0 or H1. Initially, node
i makes a local decision ui(t) based merely on the observation
si(t). Through iterative message exchanges, the nodes update
their local decisions and a consensus in decision is reached
eventually [1]. The goal is to possibly improve upon the local
decisions’ reliability. We develop a simple and scalable strat-
egy that enables the nodes to reach a consensus in decision
without the exorbitant amount of communication and com-
putation required by [1]. The algorithm we propose utilizes
simple pulse-transceivers with no routing and multiple access
required. The processing at each iteration is minimal.
II. Agreement in the form of Synchronization
Examples of distributed agreement is often observed in bi-
ological swarms such as the synchronous ﬂashing of ﬁreﬂies.
This form of consensus is displayed in time where the ﬁreﬂies
agree to a common pulsing instant. The synchronization strat-
egy proposed in [2] emulates the simple mechanics adopted in
these biological systems to achieve synchrony in wireless sen-
sor networks. The strategy utilizes, at each node, the so called
pulse-coupled oscillators (PCO) [3] where each oscillator emits
periodically a self-generated pulse which will cause a coupling
upon the pulsing time of other oscillators. The interaction
with the emission of pulses will eventually allow the nodes to
pulse simultaneously, thus, achieving a consensus.
In our model, the mechanics of the PCO’s are determined
by a state function xi(t) ∈ [0, 1]. Node i emits a pulse at time
t if xi(t
−) = 1 and resets immediately to the value 0. By
assuming that the propagation delay is negligible and that all
the nodes are within a single broadcast range, the dynamics
of each node i can be described by the following expression:
dxi(t)
dt
= S0−γxi(t)+
∑
j =i
∑
l
εδ(t−τ
(l)
j )+β[ui(t), xi(t)] (1)
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where τ
(l)
j is the lth ﬁring time of node j, ε the coupling
strength and δ(·) the Dirac delta function. In our design,
there are two contributions that can alter the evolution of the
state variable: a) the coupling signal generated by the recep-
tion of pulses at the times τ
(l)
j ; b) the contribution of the local
decision ui(t), through the coding function β[ui(t), xi(t)]. In
this paper, we choose a coding function that anticipates the
pulsing time by a constant phase delay ∆φ when the hypothe-
sisH1 is chosen. From [3], we know that the network of PCO’s
will eventually converge to a new equilibrium in the pulsing
time which maps into the consensus in decision.
Let ρ be the percentage of nodes that detected H1. If the
network is initially synchronized, a common shift in phase will
occur at the nodes that result in the same local decision, there-
fore, the network is partitioned into two synchronized groups.
The nodes will then resynchronize and pulse with a phase shift
∆θ compared to the previous synchronized phase. Therefore,
the consensus of the global decision is encoded in ∆θ. As a
consequence of [3, Th. 3.1-3.2], we obtain the following result.
Corollary 1 The consensus is reached with probability 1.
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We obtained nu-
merically the phase
shift ∆θ of the net-
work equilibrium as a
function of ρ, for vari-
ous values of ∆φ. We
note that the network
behavior is bi-static.
The system achieves
collectively a nonlin-
ear threshold eﬀect on
ρ since the phase shift
∆θ = 0 when ρ is small and ∆θ > 0, otherwise. This obser-
vation leads to the following:
Theorem 1 Denote the local false alarm probability by α and
the local detection probability by η. If η−α >  for  suﬃciently
large, there exists a detection region R ⊂ (0, 1) such that the
global detection probability Pr{∆θ ∈ R | H1} → 1 as N →∞.
In our numerical experiment, we considered the Gaussian
Shift-in-Mean problem to validate the result of the Theorem.
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