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ABSTRACT. We consider weakly and strongly asymptotically mean value harmonic (amv-harmonic)
functions on metric measure spaces which, in the classical setting, are known to coincide with harmonic
functions.
We demonstrate that, in non-collapsedRCD-spaceswith vanishingmetricmeasure boundary, Cheeger
harmonic functions are weakly amv-harmonic and that, in Carnot groups, weak amv-harmonicity equiv-
alently characterizes harmonicity in the sense of the sub-Laplacian. Moreover, in the first Heisenberg
group, we prove a Blaschke–Privaloff–Zaremba type theoremwhich yields the equivalence of both weak
and strong amv-harmonicity with harmonicity in the sense of the sub-Laplacian.
In doubling metric measure spaces we show that strongly amv-harmonic functions are Hölder contin-
uous for any exponent below one. More generally, we define the class of functions with finite amv-norm
and show that functions in this class belong to a fractional Hajłasz–Sobolev space and their blow-ups
satisfy the mean-value property.
In the toy model case of weighted Euclidean domains, we identify the elliptic PDE characterizing
amv-harmonic functions, and use this to point out that Cheeger harmonic functions in RCD-spaces need
not be weakly amv-harmonic without the non-collapsing condition.
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1. INTRODUCTION
1.1. Harmonic and amv-harmonic functions in singular spaces. A central feature of harmonic func-
tions on Euclidean domains is the mean value property. Although the Euclidean structure is crucial
for this its validity, the mean value property can be expressed using only the metric and the measure,
in terms of having vanishing r-laplacian. We define the r-laplacian of a function u ∈ L1loc(X) on a
metric measure spaceX = (X, d, µ) as follows
∆µru(x) = ∆ru(x) =
uBr(x) − u(x)
r2
, x ∈ X, (1)
where uBr(x) stands for the mean-value of u over a ball Br(x). The classical mean value property
states that, in a Euclidean domain Ω, a harmonic function u satisfies ∆ru(x) = 0, for all 0 < r <
dist(x, ∂Ω). Functions on a domain of a metric measure space with this property are called mean value
harmonic (mv-harmonic), see Definition 3.1.
It turns out that harmonic functions rarely enjoy the mean value property outside the Euclidean
setting and instead satisfy an asymptotic mean value property, where the pointwise limit r → 0 in (1)
vanishes. For example, this is the case of smooth Riemannian manifolds, whereas the mean value
property for harmonic functions on manifolds is known to hold only on the so-called harmonic man-
ifolds. The Lichnerowicz conjecture, proven for manifolds of dimension 2-5, characterizes harmonic
manifolds as either flat or rank-one symmetric, see Example 4 in [1] and references therein. The con-
verse statement, namely when the asymptotic mean value property implies that a function satisfies
the appropriate Laplace equation is known as the Blaschke–Privaloff–Zaremba (BPZ) theorem, and
will be discussed in more detail below, see Theorem 1.4.
Apart from the classical setting, the r-laplacian also arises in approximation problems of Rie-
mannian manifolds by graphs [14], and the mean value property plays a role in geometric group
theory in Kleiner’s proof of Gromov’s polynomial growth theorem [47] (see also [57] for a notion
of amv-laplacian on metric measure spaces). Furthermore, [21, Theorem 1] indirectly relates amv-
harmonicity to functions with bounded variation. Namely, the result characterizes C1-minimal sur-
faces S by observing that a certain piecewise constant function fS is pointwise amv-harmonic in the
sense that ∆rfS → 0 pointwise, as r → 0 on S. Moreover, the proof of [21, Theorem 1] uses the
relation between the amv-harmonic operator and a nondegenerate 1-Laplacian: div(∇/
√
1 + |∇|2).
In the setting of Carnot groups the r-Laplacian and its relations to the subelliptic harmonic functions
have been studied, for instance, in [2, 24, 25].
In this paper we consider two notions of asymptotically mean value harmonic (amv-harmonic) func-
tions, arising from different ways to interpret the limit in the equation
lim
r→0
∆ru = 0.
More precisely, we define strong and weak amv-harmonicity as follows.
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Definition 1.1. LetX = (X, d, µ) be a metric measure space.
(1) A function u ∈ L1loc(X) is strongly amv-harmonic, if
lim
r→0
‖∆ru‖L∞(K) = 0
for any compact setK ⊂ X;
(2) A function u ∈ L2loc(X) on a metric measure space X is weakly amv-harmonic if
lim
r→0
∫
X
ϕ∆rudµ = 0
for every compactly supported Lipschitz function ϕ.
We also say that a weakly (resp. strongly) amv-harmonic function has the weak (resp. strong) amv-
property.
Our first two results establish the existence of many weakly amv-harmonic functions in metric
measure spaces with strong geometric control. (In what follows, by harmonic functions we mean
continuous local minimizers of the Cheeger energy, cf. Definition 2.3.) In both theorems, two key
features play a central role: that the Korevaar–Schoen energy defines a Dirichlet form, and that the
spaces do not have boundary in a measure theoretic sense. We refer to Definitions 2.4 and 1.2 for the
precise formulations.
First we consider spaces satisfying synthetic Riemannian curvature conditions (RCD-spaces). We
refer, for instance, to [5, 6, 66] for more details on synthetic curvature bounds (see also Section 6.3).
An RCD(K,N)-space X = (X, d, µ) is called non-collapsed if µ = HN , where HN denotes the N -
dimensional Hausdorff measure.
Theorem 1.1. LetΩ ⊂ X be a domain in a non-collapsedRCD(K,N)-spaceX = (X, d,HN )with vanishing
metric measure boundary. Then harmonic functions in Ω are weakly amv-harmonic in Ω.
In particular harmonic functions on Alexandrov spaces with vanishing mm-boundary are weakly
amv-harmonic. At the end of the introduction we observe that the non-collapsing condition in Theo-
rem 1.1 is necessary. We remark that, for locally Lipschitz continuous functions, the converse impli-
cation in Theorem 1.1 also holds, see Remark 6.4.
Our second result demonstrates that rectifiability is not essential for the connection between har-
monic and weakly amv-harmonic functions. Namely, we identify a class of homogeneous norms
on Carnot groups under which harmonic functions have the weak amv-property. We remark that,
since the Cheeger energy arises from the horizontal gradient, harmonic functions in Carnot groups
are equivalently characterized as solutions to the sub-Laplacian equation, which are known to satisfy
certain weighted mean value properties, see [11, Chapter 5.5] and [2].
Recall that an s-step Carnot group G with Lie algebra g = V1 ⊕ . . .⊕ Vs can be identified with Rm,
wherem = v1+· · ·+vs and vi := dimVi, for i = 1, . . . , s (see Section 6.2). For the statement of our next
result, we denote by z = (z(1), z(2), . . . , z(s)) the coordinates in G, where z(i) ∈ Rvi . We furthermore
denote by z′ = (z(2), . . . , z(s)) the coordinates corresponding to the non-horizontal space.
Theorem 1.2. LetΩ ⊂ G be an open domain in a Carnot groupG and suppose ρ is a homogeneous pseudonorm
on G, given by
ρ(z) := F (|z(1)|, z′), z = (z(1), z′) ∈ G, (2)
for some function F : R× Rm−v1 → R that is C1 outside the origin and ∂1F > 0.
If Ω denotes the metric measure space (Ω, ρ,HQ), where HQ is the Haar measure on G, then a function
u ∈ HW 1,2loc (Ω) is harmonic if and only if it is weakly amv-harmonic.
In the claim above HW 1,2loc (Ω) denotes the horizontal Sobolev space. Pseudonorms satisfying (2)
include e.g. the Korányi–Reimann metric, see also Remark 6.2. In the special case that G = H1 is
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the first Heisenberg group, the results in [24] imply that harmonicity is also characterized by strong
amv-harmonicity.
Corollary 1.3. Let Ω ⊂ H1 be a domain in the first Heisenberg group equipped with the Korányi–Reimann
metric. Then a Sobolev function u ∈ HW 1,2loc (Ω) is harmonic if and only if it is strongly amv-harmonic.
Indeed, if u is harmonic, then by [24, Lemma 3.3] it is strongly amv-harmonic. The opposite im-
plication is a consequence of the following Blaschke–Privaloff–Zaremba type theorem, see also 7.1 in
Section 7.
Theorem 1.4. Let Ω ⊂ H1 be a domain in the first Heisenberg group H1 equipped with the Korányi–Reimann
metric dH1 and let f : Ω→ R be a continuous function satisfying
lim
r→0+
∆rf(x) = 0
for every x ∈ Ω. Then f is a sub-elliptic harmonic function, i.e. f ∈ C∞(Ω) and∆H1f = 0 in Ω.
Furthermore, similar results hold on Riemannian manifolds with Ricci curvature bounded below,
see Proposition 7.2, and in Alexandrov spaces, see Proposition 7.3.
The equivalence between harmonic and strongly amv-harmonic functions in non-collapsed RCD-
spaces is not known. By existing regularity theory, weakly amv-harmonic functions in RCD-spaces
and Carnot groups are a posteriori known to be locally Lipschitz regular, and exist in abundance, see
e.g. [39, Theorem 1.2] and [11].
Next we briefly discuss the two key features (KS-Dirichlet form and vanishing mm-boundary) men-
tioned after Definition 1.1.
Spaces with a Korevaar–Schoen Dirichlet form. Theorems 1.1 and 1.2 follow from a general principle
relating the approximate Korevaar–Schoen energy to a symmetrized r-laplacian. In contrast to the
r-laplacian, the symmetrized r-laplacian is a self-adjoint operator, defined for a locally integrable
function u on a metric measure space X = (X, d, µ) by
∆˜ru(x) :=
1
2
∫
Br(x)
[
1
µ(Br(x))
+
1
µ(Br(y))
]
u(y)− u(x)
r2
dµ(y), x ∈ X.
Suppose the Korevaar–Schoen energy is a Dirichlet form on X in the sense of Definition 2.4. Then
the symmetrized r-laplacians ∆˜ru converge in a suitable weak sense, as r → 0, to the Korevaar–
Schoen laplacian ∆KSu of u for any u ∈ D(∆KS), see Section 2.4 and Proposition 6.2. It follows that
local minimizers of the Korevaar–Schoen energy are characterized as functions whose symmetrized
r-laplacian vanishes in the weak sense, as r → 0.
Both RCD-spaces and Carnot groups have the property that the Korevaar–Schoen energy is a
Dirichlet form. For RCD-spaces, this follows from [31] (in the non-collapsed case also from work
of Sturm [63, 64]), while for Carnot groups it is implied by [65]. See Propositions 6.4 and 6.3 for
precise statements.
Vanishing metric measure boundary. To connect harmonic functions (continuous local energy minimiz-
ers) to weak amv-harmonicity, we need to prove that the difference∆r−∆˜r of the r-laplacian and the
symmetrized r-laplacian vanishes in the limit r → 0 in a suitable sense. The assumption of vanishing
metric measure boundary enters into play here. While in Carnot groups translation invariance of
the measure implies that ∆r − ∆˜r vanishes identically for all r > 0, the situation is more delicate in
RCD-spaces.
In this paper we will work with the notion of vanishing metric measure boundary (mm-boundary),
introduced in [41]. It can be defined in terms of the Bishop–Gromov densities at scale r. Here θN (µ, x)
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denotes the Bishop–Gromov density at point x ∈ X defined for a measure µ as follows
θN(µ, x) := lim sup
r→0
θNr (µ, x), θ
N
r (µ, x) :=
µ(Br(x))
ωNrN
. (3)
In the case µ = HN , we denote by θN(·) := θN(HN , ·).
Definition 1.2 (Definition 1.5 in [41]). LetX = (X, d, µ) be an N -rectifiable space. We say that X has
vanishing mm-boundary, if the signed Radon measures
1− θNr (µ, ·)
r
dµ, 0 < r ≤ 1
are uniformly bounded in the total variation norm, and converge weakly to zero as r → 0.
Examples of spaces with vanishing mm-boundary include Riemannian manifolds without bound-
ary with Lipschitz continuous metrics, convex hypersurfaces in Euclidean spaces and two-dimen-
sional Alexandrov spaces without boundaries, see Example 1.12, Theorem 1.8 and Theorem 5.3 in
[41].
By the Bishop–Gromov theorem (see Theorem 6.5), the limit in θN(x) exists and satisfies θN(x) ≤ 1
for every x ∈ X, and θN (x) = 1 forHN -almost every x ∈ X, for a non-collapsedRCD(K,N)-spaceX.
In Section 6we prove that, in non-collapsed RCD-spaceswith vanishingmm-boundary, the difference
∆r − ∆˜r indeed converges to zero as r → 0 in a suitable sense, cf. Lemma 6.7 and Corollary 6.8.
We remark that in the non-collapsed RCD-spaces one studies also other notions of boundary, defined
by using the stratification of its singular set, see [22, 42]. For a non-collapsed RCD(K,N)-space, the
singular set S can be characterized as
S = {x ∈ X : θN(x) < 1},
cf. [22, Corollary 1.7] and [42, (2.13)]. Having vanishing mm-boundary is a rather strong condition
that is not yet well understood. The relationship between vanishing topological and mm-boundary
is defined and investigated in [41] for Alexandrov spaces where it is conjectured that Alexandrov-
spaces with empty (topological) boundary have vanishing mm-boundary, see [41, Section 1.3]. In
RCD-spaces, no relationship is known to the authors of the present manuscript between vanishing
mm-boundary and the boundaries defined in [22] and [42], though Ricci-limit spaces with both-sided
curvature bounds are expected to have vanishing mm-boundary, cf. [41, Problem 8.13].
1.2. Amv-harmonicity in general doubling measure spaces. In doubling metric measure spaces, on
the other hand, neither of the essential features mentioned above is available, and no existence or
regularity results on weakly amv-harmonic functions are known to us. We instead consider strongly
amv-harmonic functions. While their existence in this generality is not clear (see the discussion pre-
ceding Theorem 1.6), the next theorem provides Hölder regularity, for all exponents below one, of
strongly amv-harmonic functions.
Theorem 1.5. Let Ω ⊂ X be a domain in a complete doubling metric measure space. Then any strongly
amv-harmonic function on Ω is locally α-Hölder continuous for any α ∈ (0, 1).
The proof of Theorem 1.5 is not quantitative, and we do not knowwhether strongly amv-harmonic
functions are locally Lipschitz continuous, even under some additional Sobolev regularity (see how-
ever Theorem 1.8 for local Lipschitz continuity of mv-harmonic functions).
Since the r-laplacians ∆r do not asymptotically agree with the self-adjoint operators ∆˜r, and there
is no meaningful limit operator defined on a large enough space of test functions, to achieve Theo-
rem 1.5 we instead define the space of functions with finite amv-norm; given a metric measure space
(X, d, µ), and a number p ∈ [1,∞], set
AMVp(X) := {u ∈ Lp(X) : ‖u‖AMVp <∞} , (4)
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where
‖u‖AMVp := lim sup
r→0
‖∆ru‖Lp(X)
is the amv-norm of u. The class AMVploc(X) is defined as the space of function u ∈ L
p
loc(X) for which
lim sup
r→0
‖∆ru‖Lp(K) <∞ for every compact K ⊂ X.
For functions with (locally) finite amv-norm, we prove that the blow-ups at almost every point
satisfy the global mean value property (see Definition 3.1), which in general is very rare. While on
Finsler manifolds Theorem 1.6 below is trivial – in the sense that the blow-ups are linear functions,
which always satisy the mean value property – it can be seen as an infinitesimal connection between
amv- and mean value harmonicity, and may serve as an obstruction to having many amv-harmonic
functions on metric spaces that are too irregular.
Theorem 1.6. Let Ω ⊂ X be an open subset of a proper locally doubling length space X = (X, d, µ), and let
1 < p < ∞. Suppose u ∈ M1,ploc (Ω) ∩ AMV
p
loc(Ω) and (rk) is a positive sequence converging to zero. Then
for µ-almost every x ∈ Ω, any approximate tangent map u∞ : X∞ → R at x, subordinate to a subsequence of
(rk), is mv-harmonic.
HereM1,ploc (Ω) is theHajłasz–Sobolev space, cf. Section 2.3. Hajłasz–Sobolev functions have approx-
imate tangents at almost every point (cf. Proposition 5.8), while having finite amv-norm guarantees
that any approximate tangent has the strong mean value property. See Section 5.3 for the proof of
Theorem 1.6.
We do not know whether the requirement u ∈ M1,ploc (Ω) in Theorem 1.6 is redundant. That is, we
do not know whether the amv-norm bounds the Hajłasz–Sobolev norm of a function. The following
theorem is a weaker statement in this direction, yielding fractional Hajłasz–Sobolev regularity of
functions with finite amv-norm.
Theorem 1.7. Let Ω ⊂ X be an open subset of a proper locally doubling metric measure space X = (X, d, µ),
and let u ∈ AMVploc(Ω). Then u ∈M
α,p
loc (Ω) for every 0 < α < 1.
Theorem 1.7 is not quantitative, and gives no explicit bounds on the fractional Hajłasz–Sobolev
gradient in terms of the amv-norm. We refer to Section 4 and Proposition 4.1 which directly implies
Theorem 1.7. Combined with the Morrey embedding theorem for fractional Hajłasz–Sobolev spaces
(see Proposition 2.1 and [69, Corollary 1.4]), we obtain Theorem 1.5 and the stronger Corollary 4.2
from Theorem 1.7.
The proof of Proposition 4.1 relies on an iterated argument involving a refined averaging operator,
introduced in Section 3. The action of the refined averaging operator leaves strongly mv-harmonic
functions invariant (in a local sense). This observation can be used to prove local Lipschitz regularity
of mv-harmonic functions, see Theorem 1.8 below. This improves Corollaries 5.1 and 5.2 in [1], where
local Lipschitz regularity is obtained, respectively, for uniformmeasures and measures satisfying the
annular decay condition and under the assumption that the underlying space supports the (1, p)-
Poincaré inequality.
Theorem 1.8. Let Ω ⊂ X be an open subset of a complete locally doubling metric measure space X =
(X, d, µ), and u ∈ L1loc(Ω) an mv-harmonic function on Ω. Then u is locally Lipschitz and satisfies the bound
LIP(u|Br(x0)) ≤
C
r
inf
c∈R
∫
B3r(x0)
|u− c|dµ (5)
whenever B¯3r(x0) ⊂ Ω.
Mean value harmonic functions with polynomial growth. In Section 3.2we studydimension upper bounds
for the linear space of mean-value harmonic functions on metric measure spaces with polynomial
growth rate at mostm, denotedHm. These results go back to [19, 20] for Riemannian manifolds with
non-negative Ricci curvature, see also [40, 39] for Alexandrov and RCD-spaces. We prove that in a
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complete doubling metric space X equipped with the measure satisfying the α-annular decay (cf.
Definition 2.1) it holds that
dimHm(X) ≤ CmQ−α,
where the constantC = C(Q,α) depends only on the doubling exponentQ and α, see Proposition 3.4
for the detailed formulation of our result. The proof is a straightforward adaptation of an argument
of Li [52].
1.3. Weighted Euclidean domains. As a toy model, we consider weighted Euclidean domains. Let
‖ · ‖ be a norm on Rn and Ω ⊂ Rn a domain. We denote by Hn the Hausdorff n-measure, taken with
respect to the metric induced by ‖ · ‖, restricted to Ω. By a weight on Ω we mean a strictly positive
locally Lipschitz function w : Ω→ (0,∞). In what follows, we consider the corresponding weighted
Euclidean domain Ωw := (Ω, ‖ · ‖, wdHn).
Observe that Ωw has vanishing mm-boundary if and only if w ≡ 1/J(‖ · ‖), where J(‖ · ‖) denotes
the Jacobian of the norm ‖ · ‖ (see Definition 5 and Lemma 6(ii) in [46]). Indeed, for any compact
K ⊂ Ω and r > 0 such that Br(x) ⊂ K , the estimate
|1− θnr (wdH
n, x)| ≥ |1− J(‖ · ‖)w(x)| − J(‖ · ‖) LIP(w|K)r, x ∈ K
implies that, if 1−θ
n
r (wdHn,)
r wdH
n is uniformly bounded in total variation norm, then w ≡ 1/J(‖ · ‖).
Thus the r-laplacian ∆wr on Ωw may fail to be asymptotically self-adjoint. Nevertheless, weak
amv-harmonicity in Ωw can characterized by an elliptic PDE. Consider the unbounded operator
Lwu :=
1
2
div(M∇u) +
1
w
〈∇w,M∇u〉, (6)
where 〈·, ·〉 is the standard Euclidean inner product, and M ∈ Rn×n denotes the positive definite
matrix of second moments of the unit ball Bn ⊂ Rn of ‖ · ‖ given by
mij :=
∫
Bn
yiyjdH
n(y), 1 ≤ i, j ≤ n,
see [45, Sections 4.1-4.3].
Theorem 1.9. Let u ∈W 1,2loc (Ω) for a domain Ω ⊂ R
n. Then the following are equivalent.
(1) Lwu = 0 in Ω in the weak sense,
(2) u is weakly amv-harmonic in Ωw, and
(3) u ∈ AMV 2loc(Ωw) and∆
w
r u→ 0 in L
2
loc(Ωw) as r → 0.
Moreover, if in addition w ∈ C∞(Ω), then (1), (2) and (3) are equivalent to
(4) u is strongly amv-harmonic in Ωw.
We refer to [57] and [13] for some related results. The non-trivial implications in Theorem 1.9 boil
down to regularity theory of elliptic PDE’s, and a characterization of AMV2loc(Ωw) as a second order
Sobolev space, see Theorem 8.2 in Section 8.
In view of classical existence theory, weakly and strongly amv-harmonic functions are abundant
under the hypotheses of Theorem 1.9 and their further studies in the weighted setting could be inter-
esting per se. In contrast, mean value harmonic functions (with Ω = Rn) satisfy an overdetermined
system of PDE’s – in particular, if ‖ · ‖ is an lp-norm (p 6= 2), mv-harmonic functions on (unweighted)
R2 form a finite dimensional space; see [45].
We finish the introduction by observing a consequence of Theorem 1.9: harmonic functions in RCD-
spaces need not be amv-harmonic without the non-collapsing condition. Indeed, consider Ω = Rn
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with the standard Euclidean norm, and w = e−f , where f ∈ C∞(Rn). Then Xw := (Rn, wdHn) is an
RCD(K,N)-space, forK ∈ R and N > n, if
Hess f ≥ K id⊗ id+
1
N − n
∇f ⊗∇f,
cf. [7] and [67]. In this case the Laplacian ∆w associated to the Cheeger energy
Chw(ϕ) :=
1
2
∫
Rn
|∇ϕ|2wdHn
is given by
∆wϕ = ∆ϕ− 〈∇f,∇ϕ〉, ϕ ∈ D(∆w),
whereas the “amv-operator” Lw in (6) satisfies
Lwϕ :=
1
n+ 2
[
1
2
∆ϕ− 〈∇f,∇ϕ〉
]
, ϕ ∈ AMV 2(Xw).
It follows that harmonic functions, i.e. weak solutions of ∆wu = 0, are distinct from weakly amv-
harmonic functions on Xw. It is also noteworthy that the factor 1/2 makes Lw a non-self-adjoint
operator unless w is constant.
2. PRELIMINARIES
2.1. Notation and conventions. Throughout this article, a metric measure space X = (X, d, µ) is a
separable metric space (X, d) equippedwith a Radon measure µ that is finite and non-trivial on balls,
i.e. 0 < µ(B) <∞ for all balls B ⊂ X.
Given a subset F ⊂ X of a metric space and r > 0, we denote
Nr(F ) = {x ∈ X : dist(x, F ) < r} and N r(F ) = {x ∈ X : dist(x, F ) ≤ r}
the open and closed r-neighbourhood of F (note that N r(F ) need not be the closure of Nr(F ) unless
X is a length space). For x ∈ X, we denote by Br(x) := Nr({x}) and Br(x) := N r({x}), respectively,
an open and closed ball centered at x with radius r. Given s ≥ 0, the Hausdorff s-measure Hs is
defined by
Hs(A) = lim
δ→0
inf
{∑
i
ωs(diamAi/2)
s : A ⊂
⋃
i
Ai, diam(Ai) ≤ δ
}
, A ⊂ X,
where ωs =
πs/2
Γ(s/2 + 1)
. The normalizing constant is chosen so that Hn coincides with the Lebesgue
measure on Rn.
The Lipschitz constant of a map f : (X, dx)→ (Y, dY ) between metric spaces is
LIP(f) := sup
x 6=y
dY (f(x), f(x))
dX(x, y)
,
and the pointwise Lipschitz slope is
Lip f(x) := lim sup
r→0
sup
0<d(y,x)<r
dY (f(x), f(y))
r
, x ∈ X.
Given u ∈ L1loc(X) and a µ-measurable set A ⊂ X with µ(A) > 0,
uA =
∫
A
udµ =
1
µ(A)
∫
A
udµ
denotes the average of u over A.
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2.2. Doubling measures and averaging operators. A measure µ on a separable metric space X is
called locally doubling if, for every compact K ⊂ X, there exists rK > 0 and a constant CK > 0, such
that
µ(B2r(x)) ≤ CKµ(Br(x)) (7)
for every x ∈ K and 0 < r ≤ rK . If µ is locally doubling, then for every compact K ⊂ X there exists
a constant C > 0 for which
µ(Br(y))
µ(BR(x))
≥ C
( r
R
)Q
, x ∈ K, y ∈ BR(x), 0 < r ≤ R ≤ rK , (8)
where Q = log2 CK . If the constant CK can be chosen independently of the setK ⊂ X, and rK =∞,
then we say that µ is doubling, denote CK = Cµ and the number Q = log2Cµ is called the doubling
exponent of µ.
The following definition is due to Buckley, see [15, Section 1], and is stronger than the doubling
condition.
Definition 2.1. Let (X, d, µ) be a metric measure space with a doubling measure µ. We say that X
satisfies the α-annular decay property with some α ∈ (0, 1] if there exists A ≥ 1 such that for all x ∈ X,
r > 0 and ǫ ∈ (0, 1) it holds that
µ (B(x, r) \B(x, r(1− ǫ))) ≤ Aǫαµ(B(x, r)). (9)
If α = 1, then we say thatX satisfies the strong annular decay property.
Examples of spaces with strong annular decay property include geodesic metric spaces with uni-
form measures and Heisenberg groups Hn equipped with a left-invariant Haar measures. By [15,
Corollary 2.2], a length space with a doubling measure has the α-annular decay property for some
α ∈ (0, 1] with α depending only on a doubling constant of the measure. (In fact, it is enough for
a metric measure space to be the so-called (α, β)-chain space to conclude that the space has the δ-
annular decay property, see Theorem 2.1 in [15]).
Let (X, d, µ) be a metric measure space and r > 0. Given a locally integrable function u ∈ L1loc(X),
we denote by
Aµru(x) = Aru(x) =
∫
Br(x)
udµ, x ∈ X,
the r-average function of u. Note that Aru(x) = uBr(x).
Wewill use the two notations interchangeably, depending onwhetherwewant to view the average
as a number, or an operator on a function space. Indeed, the function Aru : X → R is measurable,
and Ar defines a bounded linear operator Ar : L1(X)→ L1(X) if and only if ar ∈ L∞(X), where
ar(x) =
∫
Br(x)
dµ(y)
µ(Br(y))
, x ∈ X.
Moreover, in this case the operator norm satisfies ‖Ar‖L1→L1 = ‖ar‖L∞ , see [3, Theorem 3.3]. This is
true in particular when µ is a doubling measure. On the other hand, it is true that by the Lebesgue
differentiation theorem
u(x) = lim
r→0
Aru(x) for almost every x ∈ X,
if µ is infinitesimally doubling, cf. [38, Remark 3.4.29].
If X is doubling as a metric space, then there exists C > 0 so that ‖Ar‖Lp→Lp ≤ C for every r > 0
and every 1 ≤ p < ∞, cf. [3, Theorem 3.5]. However, Ar is not a self-adjoint operator; the formal
adjoint A∗r of Ar is given by
(Aµr )
∗u(x) = A∗ru(x) :=
∫
Br(x)
u(y)dµ(y)
µ(Br(y))
, x ∈ X,
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for u ∈ L1loc(X). Indeed, a direct computation using the Fubini theorem yields that∫
X
vArudµ =
∫
X
uA∗rvdµ, u ∈ L
p(X), v ∈ Lq(X), (10)
where 1/p + 1/q = 1.
We may express the r-laplacian using the averaging operator as
∆ru =
Aru− u
r2
, u ∈ L1loc(X).
Next, we denote by
∆∗ru :=
A∗ru− u
r2
, u ∈ L1loc(X), (11)
the formal adjoint of the r-laplacian. Note that ifAr : Lp(X)→ Lp(X) is bounded, then∆r : Lp(X)→
Lp(X) and ∆∗r : Lq(X)→ Lq(X) are both bounded, where 1/p + 1/q = 1.
Remark 2.1. Identity (10) togetherwith (11) imply the followingGreen-type formula for u ∈ Lp(X), v ∈
Lq(X) where 1/p + 1/q = 1: ∫
X
v∆rudµ =
∫
X
u∆∗rvdµ.
The asymptotic behaviour of ∆r −∆∗r as r → 0 plays an important role in Section 6.
Remark 2.2. While most of our results will be formulated for metric measure spaces, they encompass
the case of an open set Ω ⊂ X in the introduction. Indeed, an open subset Ω ⊂ X of a metric measure
space can be regarded as ametricmeasure spaceΩ = (Ω, d|Ω, µ|Ω). In particular, ifX is locally doubling,
then Ω is locally doubling.
2.3. Hajłasz–Sobolev spaces. Webriefly recall fractional Hajłasz–Sobolev spaces and their local vari-
ants.
Definition 2.2. Let (X, d, µ) be a metric measure space, and 1 ≤ p ≤ ∞, 0 < α ≤ 1. The local fractional
Hajłasz-Sobolev spaceMα,ploc (X) consists of all Borel functions u ∈ L
p
loc(X)with the following property:
there exists a null set N ⊂ X and, for every compact K ⊂ X, a non-negative function gK ∈ L
p
loc(X)
and rK > 0 such that
|u(x)− u(y)| ≤ d(x, y)α[gK(x) + gK(y)], x, y ∈ K \N, d(x, y) < rK . (12)
If we can choose gK = g ∈ Lp(X) independently of K , and rK = ∞, we say that u ∈ Mα,p(X), and
call g a Hajłasz gradient of u.
Fractional Sobolev–Hajłasz spaces on connected doubling spaces (and more generally RD-spaces,
cf. [50]) coincide with a Triebel–Lizorkin space for appropriate parameters. For more details on the
connection between Sobolev–Hajłasz, Triebel–Lizorkin and Besov spaces we refer to [50, 51]. Here
we record the following Morrey embedding theorem for fractionl Sobolev–Hajłasz spaces, see [69,
Corollary 1.4].
Proposition 2.1 (Fractional Morrey embedding). Let B ⊂ X be a compact ball in a doubling metric
measure space so that (8) holds in B with exponent Q. Let 0 < α ≤ 1, 0 < p <∞ and suppose that αp > Q.
Then there exists a constant C > 0 so that every u ∈Mα,p(B) satisfies
|u(x)− u(y)| ≤ Cd(x, y)α−Q/p
(∫
B
gpdµ
)1/p
, x, y ∈ B,
whenever g ∈ Lp(B) is a Hajłasz gradient of u.
Proposition 2.1 also follows from [34, Theorem 8.7] by considering the metric space (X, dα, µ). We
omit the details.
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2.4. Cheeger andKorevaar–Schoen energy, andDirichlet forms. In this sectionwe recall some basic
notions in calculus in metric measure spaces, needed in the discussion of the harmonic functions
according to Cheeger, see Theorems 1.1 and 1.2, in Section 6 and in the proof of Proposition 5.8.
Moreover, we discuss the Korevar–Schoen energy and its relation to the Dirichlet forms.
We say that a nonnegative Borel function g on metric space X is an upper gradient of a function
u : X → [−∞,∞], if for all nonconstant rectifiable curves γ : [0, ℓ(γ)] → X, parametrized by arc
length, we have
|u(x)− u(y)| ≤
∫
γ
g ds
where x and y are the two endpoints of curve γ. If at least one of the values |u(x)|, |u(y)| is infinite,
then we apply convention that
∫
γ g ds = ∞ . Recall that a family of rectifiable curves in X is of zero
p-modulus if there is a non-negative Borel measurable function g ∈ Lp(X) such that
∫
γ g ds = ∞ for
each γ ∈ Γ. We refer, for instance, to Chapter 5 in [38] for the definition of the p-modulus of a family
of curves and its basic properties. We say that g is a p-weak upper gradient of u if the above inequality
holds outside the collection of curves of p-modulus zero. However, it turns out that the more handy
unique gradient to work with, is the so called minimal p-weak upper gradient gu ∈ Lp(X), which is the
p-weak upper gradient with smallest Lp-norm, see e.g. the discussion in [38].
Let us recall the following version of Sobolev spaces on the metric measure space (X, d, µ); see [38]
for more on this space. Let u : X → [−∞,∞] be a measurable function and set
‖u‖p
N1,p(X)
:=
∫
X
|u|p dµ+ inf
g
∫
X
gp dµ,
where the infimum is taken over all p-weak upper gradients g of u. With this notation we define the
Newtonian space on X as follows: N1,p(X) = {u : ‖u‖N1,p(X) < ∞}/ ∼, where functions u and v are
equivalent, denoted u ∼ v, if ‖u − v‖N1,p(X) = 0. Similarly one defines the local Newtonian space
N1,ploc (Ω), for a domain Ω ⊂ X, see [38, Chapter 7] and [8] for precise definitions of these spaces and
their further properties.
If X = Rn with the Lebesgue measure and the Euclidean distance, then N1,p(Ω) (resp. N1,ploc (Ω))
coincides with the Sobolev spaceW 1,p(Ω) (resp. W 1,ploc (Ω)) and gu = |∇u|.
Cheeger energy. Let X = (X, d, µ) be a metric measure space and 1 ≤ p < ∞. Following Cheeger’s
original work [18], the Cheeger energy Chp : Lp(X) → [0,∞] is defined as the Lp-relaxation of the
slope
u 7→
1
p
∫
X
(Lipu)pdµ.
It follows from the work of Shanmugalingam and Ambrosio–Colombo—Di Marino, cf. [62, 4], that
for Newton–Sobolev functions the Cheeger energy coincides with the p-integral of the minimal p-
weak upper gradient, i.e.
Chp(u) =
1
p
∫
X
gpudµ, (13)
where gu is the minimal p-weak upper gradient of u. We refer to [38, 8] for an account of upper gradi-
ents and Newton–Sobolev spaces. Cheeger’s definition guarantees that Chp is lower semicontinuous
with respect to Lp-convergence.
Definition 2.3. LetΩ ⊂ X be a domain in ametric measure space. A continuous function u ∈ N1,2loc (Ω)
is called harmonic, if
Ch2(u) ≤ Ch2(u+ ϕ) (14)
for any ϕ ∈ LIPc(Ω).
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The continuity of Cheeger harmonic functions is imposed as a part of our definition. However,
in path-connected doubling metric measure spaces supporting the appropriate Poincaré inequality,
local Hölder continuity of Cheeger harmonic functions can be proven, also the Lipschitz regularity
under stronger assumptions, see [49, Theorem 1.1] for details.
Korevaar–Schoen energy. In [48], the authors defined a Sobolev space on a metric measure spaceX by
considering what is now called as the Korevaar–Schoen energy for u ∈ L2loc(X):
E2KS(u) := sup
ϕ∈Cc(X),0<ϕ≤1
lim sup
r→0
∫
X
ϕ(x)e2r(u)dµ, (15)
where the approximate energy densities e2r(u)dµ are given by
e2r(u)(x) =
1
2
∫
Br(x)
∣∣∣∣u(y)− u(x)r
∣∣∣∣2 dµ(y), x ∈ X.
For each r > 0, the approximate energy densities arise from a symmetric bi-linear form er :
L2loc(X)× L
2
loc(X)→ L
1
loc(X) given by
er(u, v)(x) =
1
2
∫
Br(x)
u(y)− u(x)
r
v(y)− v(x)
r
dµ(y), x ∈ X,
which satisfies
er(u, u) = e
2
r(u).
Furthermore, we define
Er(u, v) :=
∫
X
er(u, v)dµ.
The Sobolev space KS1,2(X) consisting of functions u ∈ L2(X) for which E2KS(u) < ∞, equipped
with the norm
‖u‖KS1,2 = (‖u‖
2
L2 +E
2
KS(u))
1/2
is known as the Korevaar–Schoen space. In doubling metric measure spaces it is known that there is a
continuous embedding M1,2(X) →֒ KS1,2(X) →֒ N1,2(X). Moreover, in complete doubling spaces
supporting a 2-Poincaré inequality the two spaces are equal with equivalent norms, cf. [38, Theorem
10.5.3].
Dirichlet forms. The Korevaar–Schoen energy does not give rise to a Dirichlet form in general metric
measure spaces, since the limit in (15) need not exist.
Here, we follow [12, Part I] and say that a Dirichlet form on L2(X) is a lower semicontinuous
quadratic functional E : F → [0,∞] on a dense domain F ⊂ L2(X), which itself is a Hilbert space
when equipped with the norm
‖f‖F := (‖f‖2L2 + E(f))
1/2, f ∈ F ,
satisfying
E(min{f, 1}) ≤ E(f), f ∈ F .
We denote by E : F × F → R the bi-linear form associated to E and assume, throughout this paper,
the following strong locality property: if f, g ∈ F and g is constant on a neighbourhood of spt f , then
E(f, g) = 0.
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The form E admits a generator ∆E – which we refer to as the laplacian associated to the Dirichlet
form. That is,∆E : D(∆E)→ L2(X) is a self-adjoint operator with domain D(∆E) ⊂ F satisfying the
following: ∫
f∆Egdµ = −E(f, g), f ∈ F , g ∈ D(∆E).
Moreover, E admits a Carré du champ, i.e. a positive, symmetric and continuous bi-linear operator
Γ : F ×F → L1(X)with the property that
E(f, g) =
∫
X
Γ(f, g)dµ, f, g ∈ F , and
E(hf, g) + E(f, hg) = E(h, fg) + 2
∫
X
hΓ(f, g)dµ, f, g, h ∈ F ∩ L∞(X).
We may localize a given Dirichlet form E on L2(X) to a domain Ω ⊂ X. We say that f ∈ Floc(Ω) if
there is a sequence (fk) ⊂ F and open sets Ωk ⊂ Ω such that Ωk ⊂ spt(fk), Ω =
⋃
k Ωk, and fk = f on
Ωk. By the strong locality, we may define the Carré du Champ
Γ : Floc(Ω)×Floc(Ω)→ L
1
loc(Ω), Γ(f, g) = Γ(fk, gk) on Ωk,
where
⋃
k Ωk = Ω and f = fk and g = gk on Ωk. We can correspondingly localize ∆E , and we denote
by D(∆E ; Ω) the domain of ∆E localized to Ω, cf. [12, Section 7].
The Cheeger and Korevaar–Schoen energies do not define Dirichlet forms in the sense defined
above in general. Indeed, while the Cheeger energy is lower semicontinuous, it need not be a qua-
dratic form, and the Korevaar–Schoen energy is neither quadratic nor lower semicontinuous in gen-
eral.
However, in RCD spaces and Carnot groups the Cheeger energy is quadratic and therefore a
Dirichlet form. In the former, this gives rise to Γ-calculus and the formulation of the Bochner in-
equality, and in the latter the Dirichlet structure arising from the Cheeger energy coincides with
horizontal gradients. We refer to Section 6 for a more precise discussion. In particular in these classes
the Korevaar–Schoen energy is known to be a constant multiple of the Cheeger energy and thus a
posteriori defines a Dirichlet form, see [31].
Spaces with a Korevaar–Schoen Dirichlet form. The Korevaar–Schoen energy has a distinguished role in
this paper due to its close connection with the symmetrized r-laplacian, see Section 6.1. For the sake
of a unified treatment of weakly amv-harmonic functions in Section 6, we introduce the following
terminology for spaces where the Korevaar–Schoen energy defines a Dirichlet form.
Definition 2.4. Let X = (X, d, µ) be a locally compact metric measure space. We say that X has
a Korevaar–Schoen Dirichlet form (abbreviated KS-Dirichlet form), if EKS is lower semicontinuous
with respect to L2-convergence and, for all u ∈ KS1,2(X), there exists an integrable function e2(u)
satisfying
lim
r→0
∫
X
ϕe2r(u)dµ =
∫
X
ϕe2(u)dµ
for all ϕ ∈ Cc(X). The function e2(u) is called the energy density of u.
By the previous discussion, elaborated in Section 6, RCD spaces and Carnot groups equipped
with certain homogeneous norms have a KS-Dirichlet form. Sturm [63, 64] introduced the class of
MCP (K,N)-spaces, which includes RCD-spaces and showed that an energy closely related to E2KS
is a Dirichlet form onMCP (K,N). Note that here we do not consider the existence and lower semi-
continuity of the limit in the Korevaar–Schoen energy for maps with metric space targets. This fact is
known for RCD andMCP-spaces while for Carnot groups it is – to our knowledge – an open question.
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If X has a KS-Dirichlet form, then the domain of E2KS is KS
1,2(X), and the Carré du Champ is
given by
e(u, v) :=
1
4
[e2(u+ v)− e2(u− v)] = lim
r→0
er(u, v),
where the convergence is in the weak sense of measures. We denote by EKS and ∆KS the bi-linear
form, and its generator, associated to E2KS .
3. REFINED AVERAGING AND MEAN VALUE HARMONIC FUNCTIONS
In this section we consider mean value harmonic functions. In particular, we show their local Lips-
chitz regularity assuming merely the doubling property of the underlying measure, see Theorem 1.8.
We also prove a dimension bound on the space of mv-harmonic functions with polynomial growth
in the spirit of the celebrated results of Colding–Minicozzi [19, 20] confirming Yau’s conjecture, see
Proposition 3.4. Our approach emphasizes the role of the averaging operators.
Definition 3.1. Let X = (X, d, µ) be a metric measure space. We say that a function u ∈ L1loc(X) is
mean value harmonic (or has the mean value property) if
∆ru = 0 onK
for any compact setK ⊂ X and r < rK := sup{ρ > 0 : N r(K) is compact}.
IfX is a complete doublingmetric measure space with doubling exponentQ, andΩ ⊂ X a domain,
we denote by H(Ω) the space of mv-harmonic functions on Ω. Note that, if u ∈ H(Ω), then
u(x) = uBr(x), x ∈ Ω, r < dist(x,X \ Ω). (16)
The mean value property (16) has strong implications. In particular, a Harnack inequality holds on
balls: if u ∈ H(Ω) is non-negative and B4r(x0) ⊂ Ω, then
sup
Br(x0)
u ≤ C inf
Br(x0)
u, (17)
where the constant depends only on the doubling constant of µ, see [1, Section 4]. A standard argu-
ment then gives the Harnack inequality for non-negative mv-harmonic functions, cf. [1, Proposition
4.2]. We refer to [1] for further properties of mv-harmonic functions in metric measure spaces. In
the next section we see that the mean value property (16) also yields more regularity than one might
initially expect.
3.1. Local Lipschitz continuity ofmean value-harmonic functions. If ameasure µ has the α-annular
decay property (see Definition 2.1), then [1, Theorem 4.2] shows that mv-harmonic functions are α-
Hölder continuous. In this section we will prove that in fact, mv-harmonic functions are Lipschitz
continuous even when the measure does not satisfy the annular decay condition. The idea of the
proof is to consider a refined averaging process, wherein we average over the radius as well as the
space variable. Throughout the subsection we use the abbreviation
ur := Aru
for u ∈ L1loc(X) and r > 0. Given such a function we define
Aru(x) = ur(x) :=
2
r
∫ r
r/2
ut(x)dt, x ∈ X. (18)
The following elementary lemmawill play a crucial role in the estimates proving thatAru is locally
Lipschitz. We use the notation
Ar,R(x) = B¯R(x) \Br(x)
for x ∈ X and r ≤ R, with the convention that Br(x) = ∅ for r ≤ 0 and Ar,R(x) = ∅ if r > R.
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Lemma 3.1. Let f ∈ L1loc(X) be a nonnegative function and x ∈ X. Let 0 ≤ r ≤ R < ∞, and −∞ < d1 ≤
d2 <∞ Then ∫ R
r
∫
At+d1,t+d2(x)
fdµ dt ≤ (d2 − d1)
∫
Ar+d1,R+d2(x)
fdµ.
Proof. Let g : R→ R be the function defined as follows: g(t) = 0 for t ≤ 0 and
g(t) =
∫
Bt(x)
fdµ, t ≥ 0
Then g is a nondecreasing function. If R + d1 ≤ r + d2, then R − r ≤ d2 − d1 and we have the trivial
estimate ∫ R
r
∫
At+d1,t+d2(x)
fdµ dt ≤
∫ R
r
∫
Ar+d1,R+d2 (x)
fdµdt ≤ (d2 − d1)
∫
Ar+d1,R+d2 (x)
fdµ.
Assume R+ d1 > r + d2. Then∫ R
r
∫
At+d1,t+d2(x)
fdµ dt =
∫ R
r
[g(t + d2)− g(t+ d1)]dt =
∫ R+d2
r+d2
gdt−
∫ R+d1
r+d1
gdt
=
∫ R+d2
R+d1
gdt−
∫ r+d2
r+d1
gdt ≤ (d2 − d1)g(R + d2)− (d2 − d1)g(r + d1)
=(d2 − d1)
∫
Ar+d1,R+d2 (x)
fdµ.

Proposition 3.2. Let X = (X, d, µ) be a locally doubling metric measure space, u ∈ L1loc(X). LetK ⊂ X be
compact and rK > 0 such that (7) holds for r < rK . Then, for any r < rK , the function ur is Lipschitz on K
and, for any c ∈ R, satisfies the Hajłasz type estimate
|ur(x)− ur(y)| ≤
Cd(x, y)
r
(∫
B2r(x)
|u− c|dµ+
∫
B2r(y)
|u− c|dµ
)
, x, y ∈ K, d(x, y) < r, (19)
where the constant C depends only on the doubling constant of µ onK . In particular
LIP(ur|Br(x0)) ≤
C
r
∫
B3r(x0)
|u− c|dµ
whenever B¯3r(x0) ⊂ X is compact.
Proof of Proposition 3.2. Let us first prove the Lipschitz estimate assuming (19). LetK = Br(x0), c ∈ R
and assume that x, y ∈ Br(x0)with d(x, y) < r. Then (19) directly yields
|u(x)− u(y)| ≤
Cd(x, y)
r
(∫
B2r(x)
|u− c|dµ+
∫
B2r(y)
|u− c|dµ
)
≤
Cd(x, y)
r
∫
B3r(x0)
|u− c|dµ.
If d(x, y) ≥ r, then d(x, x0) + d(y, x0) ≤ 2d(x, y), and therefore
|ur(x)− ur(y)| ≤|ur(x)− ur(x0)|+ |u
r(y)− ur(x0)| ≤
C(d(x, x0) + d(y, x0))
r
∫
B3r(x0)
|u− c|dµ
≤
2Cd(x, y)
r
∫
B3r(x0)
|u− c|dµ.
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Thus it suffices to prove (19). Let K and r be as in the claim and denote by CK the doubling
constant of µ in K . Given x, y ∈ K with d := d(x, y) ≤ r and r/2 ≤ t < r, we have that for the
symmetric difference of two balls it holds
Bt(x)△Bt(y) ⊂ At−d,t+d(x) ⊂ N2r(K).
Recall that N2r(K) stands for the 2r-neighbourhood ofK . This and the doubling property of µ onK
yield, for any c ∈ R, the estimate
|ut(x)− ut(y)| =
∣∣∣∣∣
∫
Bt(x)
(u− c)dµ −
∫
Bt(y)
(u− c)dµ
∣∣∣∣∣
≤
µ(Bt(x)△Bt(y))
µ(Bt(x))
∫
Bt(y)
|u− c|dµ +
1
µ(Bt(x))
∫
Bt(x)△Bt(y)
|u− c|dµ
≤
C2Kµ(At−d,t+d(x))
µ(Br(x))
∫
Br(y)
|u− c|dµ+
CK
µ(Br(x))
∫
At−d,t+d(x)
|u− c|dµ.
By Lemma 3.1 – applied twice (f ≡ 1 and f = |u− c|) with d1 = −d and d2 = d – the above inequality
implies∫ r
r/2
|ut(x)− ut(y)|dt ≤
2C2Kdµ(Ar/2−d,r+d(x))
µ(Br(x))
∫
Br(y)
|u− c|dµ+
2CKd
µ(Br(x))
∫
Ar/2−d,r+d(x)
|u− c|dµ
≤ 2C3Kd
(∫
B2r(y)
|u− c|dµ +
∫
B2r(x)
|u− c|dµ
)
,
where in the last inequality we also appeal to the doubling property (8) of µ . Using this estimate we
obtain
|ur(x)− ur(y)| ≤
2
r
∫ r
r/2
|ut(x)− ut(y)|dt ≤
4C3Kd(x, y)
r
(∫
B2r(y)
|u− c|dµ+
∫
B2r(x)
|u− c|dµ
)
,
proving (19). 
Proof of Theorem 1.8. By considering the metric measure space (Ω, d, µ|Ω)wemay assume that Ω = X,
cf. Remark 2.2. Since u is mv-harmonic, for every compact K ⊂ X there exists rK > 0 so that u = ur
on K for all r < rK . In particular, u = ur on K whenever r < rK . The Lipschitz continuity of u and
the estimate (5) then follows by Proposition 3.2. 
Remark 3.1. When X is complete and µ is globally doubling, mv-harmonic functions satisfy u = uR
on X, for any R > 0. Consequently (5) yields
LIP(u|BR(p)) ≤
C
R
∫
B3R(p)
|u− u(p)|dµ, p ∈ X.
Remark 3.1 together with Harnack’s inequality (17) imply, in particular, that there are no non-
constant mv-harmonic functions of sublinear growth. A function u is said to have sublinear growth,
if
lim sup
R→∞
1
R
sup
BR(p)
|u| = 0
for some, and hence any p ∈ X.
The following observation can be considered as a counterpart of Cheng’s result for harmonic func-
tions with sublinear growth on complete manifolds with nonnegative Ricci curvature, see Corollary
1.5 in [53], and it is also related to the celebrated Phragmen-Lindelöf theorem.
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Corollary 3.3. Let X = (X, d, µ) be a doubling metric measure space. If u is mv-harmonic and has sublinear
growth, then it is constant.
In the next section we discuss mean value harmonic functions with prescribed growth in more
detail.
3.2. Mean value-harmonic functions of polynomial growth. In [19, 20] Colding and Minicozzi
proved a conjecture of Yau on the finite dimensionality of the space of harmonic functions (in the
sense of solutions to the Beltrami–Laplace equation) with polynomial growth of degree m. The
showed that, in a Riemannian n-manifold M of non-negative Ricci curvature the following bound
holds:
dimHm(M) ≤ C(n)mn−1.
This result has been extended to Alexandrov and RCD-spaces, cf. [40, 39]. An argument of Li [52]
uses the doubling property and the mean value inequality of subharmonic functions to obtain the
estimate
dimHm(M) ≤ C(n)mQ (20)
for manifolds with a measure satisfying (8) and a global Poincaré inequality. Thus estimate (20)
remains valid in the context of mv-harmonic functions on doubling spaces.
In fact a modification of the same argument improves the bound (20) if µ satisfies an annular
decay property. We follow the strategy in [52], see Lemmas 3.6 and 3.7, and present the modifications
needed for our result.
For m > 0, let Hm(X) denote the space of u ∈ H(X) with growth rate at most m. A function
u ∈ H(X) is said to have growth rate at most m if, for some (and hence all) p ∈ X, there exists C > 0
so that
|u(x)| ≤ C(1 + dp(x))
m, x ∈ X,
where dp : X → R is the distance function x 7→ d(p, x).
Proposition 3.4. Let X = (X, d, µ) be a complete doubling metric measure space with doubling exponent
Q := log2 Cµ > 1, and suppose µ has α-annular decay, cf. (9). Then, for anym > 0, we have that
dimHm(X) ≤ CmQ−α,
where the constant C = C(Q,α) depends only on Q and α.
Doubling measures on length spaces always satisfy an annular decay property for some α, see the
discussion following Definition 2.1. Thus, Proposition 3.4 implies the following corollary.
Corollary 3.5. Let (X, d, µ) be a complete geodesic doubling metric measure space with Q > 1. Then there
exists δ > 0, depending only on the doubling constant of µ, so that
dimHm(X) ≤ C(Q)mQ−δ.
Let X = (X, d, µ) be a complete doubling metric measure space, where µ has α-annular decay.
Given R > 0, we define a bi-linear form
AR(u, v) :=
∫
BR(p)
uvdµ, u, v ∈ H(X),
and note thatAR is symmetric and positive semidefinite. It follows from the proof of [40, Lemma 3.4]
that, for any finite dimensional vector subspace V ⊂ H(X), there exists a radius R0 > 0 so that AR is
an inner product on V for every R > R0.
In order to prove Proposition 3.4 we need the following auxiliary results.
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Lemma 3.6. Let V be a k-dimensional linear subspace of Hm(X). For any p ∈ X, β > 1, δ > 0, R0 > 0
there exists R > R0 such that if u1, . . . , uk is an orthonormal basis for V with respect to the inner product
AβR, then ∫
BR(p)
(u21 + . . . + u
2
k) dµ ≥
k
β2m+Q+δ
.
Proof. The proof of [52, Lemma 2] for manifolds carries over to the setting of metric measure spaces
under our assumptions. See also [40, Lemma 3.7], where the lemma is proven in the setting of Alexan-
drov spaces, and [39, Lemma 5.2] for the formulation of the lemma in the RCD∗(0, N) spaces. 
Lemma 3.7. Let V be a k-dimensional linear subspace of Hm(X). Then, there exists a constant C = C(Q)
such that for any base u1, . . . , uk of V , any p ∈ X, R > 0 and any ǫ ∈ (0, 12) it holds that∫
BR(p)
(u21 + . . .+ u
2
k) dµ ≤
C
ǫQ−α
sup
∑k
i a
2
i=1
∫
B(1+ǫ)R(p)
|a1u1 + . . .+ akuk|
2dµ.
Proof. The proof of Lemma 3.7 is a modification of the corresponding one of [52, Lemma 1]. We
follow closely the proof of Lemma 5.3 in [39]. Fix q ∈ Br(p) and define Vq := {u ∈ V : u(q) = 0}. The
subspace Vq ⊂ V is of codimVq ≤ 1 (since, if u, v 6∈ Vq, then u−
u(q)
v(q)v ∈ Vq).
There exists an orthogonal change of variables A on V such thatA(ui) := vi for all i = 1, . . . , k with
vi ∈ Vq for i = 2, . . . , k.
We recall the relevant part of Proposition 3.1 in [1] which states that, if f ∈ H(X), then F ◦ f is
subharmonic provided F : f(X)→ R is convex. We apply this result for f = v1 and F (s) = s2 to obtain
that
k∑
i=1
u2i (q) =
k∑
i=1
v2i (q) = v
2
1(q) ≤
∫
B(1+ǫ)R−dp(q)(q)
v21(z) dµ(z)
≤ sup
ai∈R,i=1,...,k
∑
i a
2
i
=1
1
µ(B(1+ǫ)R−dp(q)(q))
∫
B(1+ǫ)R(p)
∣∣∣∣∣
k∑
i=1
aiui(z)
∣∣∣∣∣
2
dµ(z). (21)
We apply (8) to obtain that
1
µ(B(1+ǫ)R−dp(q)(q))
≤
C2µ
µ(B(1+ǫ)R(p))
(
(1 + ǫ)R
(1 + ǫ)R− dp(q)
)Q
.
Hence, upon integrating (21), we arrive at
k∑
j=1
AR(uj , uj) (22)
≤
C
µ(BR(p))
(∫
BR(p)
(
1 + ǫ−
dp(q)
R
)−Q
dµ(q)
)
sup
∑k
i a
2
i=1
∫
B(1+ǫ)R(p)
|a1u1 + . . . + akuk|
2dµ.
Denote
f : [0, 1]→ R, f(t) = (1 + ǫ− t)−Q,
and note that the claim follows directly from (22) and the estimate∫
BR(p)
f(dp/R)dµ ≤
C
ǫQ−α
. (23)
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To obtain this, note that f is smooth and increasing, and thus∫
BR(p)
f(dp/R)dµ =
∫ ∞
0
µ(BR(p) ∩ {f ◦ (dp/R) ≥ λ})dλ =
∫ 1
−∞
f ′(s)µ(BR(p) ∩ {dp ≥ sR})ds
after a change of variables f(s) = λ. The α-annular decay implies
µ(BR(p) ∩ {dp ≥ sR}) = µ(AsR,R(p)) ≤ C(1− s)
αµ(BR(p))
and therefore∫
BR(p)
f(dp/t)dµ ≤C
∫ 1
−∞
f ′(s)(1− s)αds ≤ CQ
∫ 1
−∞
(1 + ǫ− s)−Q−1+αds
=
CQ
Q− α
1
ǫQ−α
,
establishing (23). 
Proof of Proposition 3.4. Let R be large enough, β = 1 + ǫ and ǫ = 1/(2m). Let {u1, . . . , uk} be an
orthonormal basis with respect to AβR. Combining the estimates in Lemmas 3.6 and 3.7 we obtain
k
(1 + ǫ)2m+Q+δ
≤
k∑
j=1
AR(uj , uj) ≤
C(Q)
ǫQ−α
,
since
sup
∑k
i a
2
i=1
∫
B(1+ǫ)R(p)
|a1u1 + . . .+ akuk|
2dµ = 1.
Thus
k ≤ C(Q)(1 + 1/(2m))2m+Q+δ(2m)Q−α ≤ CmQ−α
after letting δ → 0. 
4. HÖLDER CONTINUITY OF STRONGLY AMV-HARMONIC FUNCTIONS
In this section we prove Theorems 1.5 and 1.7. Throughout the section X = (X, d, µ) denotes a
locally compact and doubling metric measure space with doubling exponentQ. We define the sharp
maximal functionM#u of a locally integrable function u onX as
M#Ru(x) := sup
0<r<R
∫
Br(x)
|u− uBr(x)|dµ, x ∈ X.
By standard maximal function estimates we have that, for any compact K ⊂ X,∫
K
(M#Ru)
pdµ ≤ C
∫
NR(K)
|u|pdµ
with a constant C depending only on p an the local doubling constant of µ on K , as long as R < rK
(cf. (7)). We use this observation in the proof of the next proposition without explicit mention.
Proposition 4.1. Let Ω ⊂ X be a domain, and u ∈ AMVp(Ω). Then u ∈ M1/2,ploc (Ω). Moreover, if u ∈
Mα,ploc (Ω) for some α ∈ (0, 1), then u ∈M
α′,p
loc (Ω), where
α′ =
2− 1/p
3− α− 1/p
> α.
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Proof. LetK ⊂ Ω be compact, and define
RK =
1
6
min{dist(K,X \Ω)2, r2K , 1},
where rK is given by the locally doubling condition (7). Let x, y ∈ K satisfy d(x, y) < RK . For any
r ∈ (d(x, y), rK) we have that
|u(x)− u(y)| ≤|u(x)−Aru(x)|+ |u(y)−Aru(y)|+ |Aru(x)−Aru(y)|
≤2r
∫ r
0
(|∆tu(x)|+ |∆tu(y)|)dt+
Cd(x, y)
r
∫
B3r(x)
|u− uB3r(x)|dµ,
(24)
where the third term is estimated using Proposition 3.2 with c = uB3r(x) and the first two terms follow
from the estimate
|u(z)−Aru(z)| ≤
2
r
∫ r
r
2
∣∣∣∣∣u(z)−
∫
Bt(z)
u(w)dµ(w)
∣∣∣∣∣dt = 2r
∫ r
r
2
t2 |∆tu(z)|dt
≤ 2r
∫ r
r
2
|∆tu(z)|dt ≤ 2r
∫ r
0
|∆tu(z)| dt, z = x, y.
By choosing r = d(x, y)1/2 we have that d(x, y) < r < rK and thus, by (24), we obtain
|u(x)− u(y)| ≤ d(x, y)1/2[g(x) + g(y)],
where
g(x) = 2
∫ rK
0
|∆tu(x)|dt+ CM
#
3rK
u(x).
This proves the first claim.
Suppose u ∈Mα,ploc (Ω), and let gK be the Hajłasz gradient and r˜K the radius in Definition 2.2. Set
RK =
1
6
min{r˜K ,dist(K,X \ Ω)
3−α−1/p, r2K}.
From (24) we obtain that as long as 6r < r˜K and d(x, y) < RK , then
|u(x)− u(y)| ≤ Cr2−1/p
(∫ r
0
(|∆tu(x)|
p + |∆tu(y)|
p)dt
)1/p
+C
d(x, y)
r1−α
[A6rgK(x) +A6rgK(y)]. (25)
Indeed, applying the Hölder inequality to the first term in the right-hand side of (24) we obtain, up
to a multiplicative constant, that
r
∫ r
0
|∆tu(x)|dt ≤ r
(∫ r
0
|∆tu(x)|
p dt
) 1
p
r
p−1
p = r
2− 1
p
(∫ r
0
|∆tu(x)|
p dt
) 1
p
.
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The second term in (24) is estimated using the Hajłasz inequality, up to a multiplicative constant, in
the following way
d(x, y)
r
∫
B3r
|u− uB3r(x)|dµ =
d(x, y)
r
∫
B3r(x)
∣∣∣∣∣u(w) −
∫
B3r(x)
u(z)dµ(z)
∣∣∣∣∣dµ(w)
≤
d(x, y)
r
∫
B3r(x)
∫
B3r(x)
|u(w)− u(z)| dµ(z)dµ(w)
≤
d(x, y)
r
∫
B3r(x)
∫
B3r(x)
d(w, z)α(gK(w) + gK(z))dµ(z)dµ(w)
≤
d(x, y)
r
(6r)α
∫
B3r(x)
∫
B3r(x)
(gK(w) + gK(z))dµ(z)dµ(w)
≤ C
d(x, y)
r1−α
[A6rgK(x) +A6rgK(y)].
We choose r in (25) such that
r2−1/p =
d(x, y)
r1−α
,
i.e.
r = d(x, y)1/(3−α−1/p) < r1/(3−α−1/p)K < r˜K ,
to obtain
|u(x)− u(y)| ≤ d(x, y)α
′
[g(x) + g(y)]
where
α′ =
2− 1/p
3− α− 1/p
and
g(x) = C
(∫ r˜K
0
|∆tu(x)|
pdt
)1/p
+ CMr˜KgK(x).

Theorem 1.7 follows immediately from Proposition 4.1.
Proof of Theorem 1.7. Define α0 = 1/2 and
αn+1 =
2− 1/p
3− αn − 1/p
, n ≥ 0.
We see that αn forms an increasing sequence converging to 1. By Proposition 4.1 we have that u ∈
Mαk ,ploc (Ω) for every k. The claim follows. 
In light of the fractional Morrey embedding (Proposition 2.1), Theorem 1.7 immediately yields the
following corollary, which also contains Theorem 1.5.
Corollary 4.2. Let Ω ⊂ X be a domain in a doubling metric measure space with doubling exponent Q. If
p > Q and u ∈ AMVploc(Ω), then u is locally β-Hölder continuous for every β < 1−Q/p.
In particular a strongly amv-harmonic function u on Ω is β-Hölder continuous for any β < 1.
Proof. Given β < 1−Q/p, choose α < 1 which satisfies αp > Q and β < α−Q/p. By Proposition 2.1
u is locally (α−Q/p)-Hölder continuous, and thus locally β-Hölder continuous.
If u is strongly amv-harmonic on Ω, then in particular u ∈ AMVploc(Ω) for every p < ∞. This
finishes the proof. 
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5. BLOW-UPS OF HAJŁASZ–SOBOLEV FUNCTIONS WITH FINITE AMV-NORM
To study blow-ups of functions with finite amv-norm, we first review pointed measured Gromov–
Hausdorff convergence (pmGH-convergence) of spaces and functions. In the literature there are
several variants of pmGH-convergence. Here we follow the presentation of [43, Section 2], and refer
the interested reader to [43, 38, 23] for more discussion and the relationship between the various
notions.
5.1. Pointed measured Gromov–Hausdorff convergence. Let Fm ⊂ Z for m = 1, 2, . . . and F ⊂ Z
be closed sets in a metric space Z . We say that a sequence (Fm) Hausdorff-converges to F , denoted
Fm → F , if
lim
m→∞ supz∈Fm∩BR(q)
distZ(z, F ) = 0 and lim
m→∞ supz∈F∩BR(q)
distZ(z, Fm) = 0
for every q ∈ Z and R > 0. If νm, for m = 1, 2, . . . and ν are Radon measures on Z , we say that a
sequence (νm) converges to ν weakly, denoted νm ⇀ ν, if
lim
m→∞
∫
Z
ϕdνm =
∫
Z
ϕdν
for every continuous function ϕ : Z → Rwith bounded support.
Lemma 5.1. Let (νm) be a sequence of measures on Z converging weakly to ν, and suppose (Fm) is a sequence
of compact sets Hausdorff-converging to a compact set F . Then
lim sup
m→∞
νm(Fm) ≤ ν(F ) ≤ lim inf
m→∞ νm(Nε(Fm))
for any ε > 0.
Proof. Given ε > 0 there exists m0 such that F ⊂ Nε(Fm) and Fm ⊂ Nε(F ), whenever m ≥ m0. By
[38, Remark 11.4.1] we obtain
lim sup
m→∞
νm(Fm) ≤ lim sup
m→∞
ν(N¯ε(F )) ≤ ν(N¯ε(F )).
Taking infimum over ε > 0 we obtain the left-hand side inequality in the assertion. Similarly, to see
the second inequality we use [38, Remark 11.4.1] and estimate
ν(F ) ≤ ν(Nε(F )) ≤ lim inf
m→∞ νm(Nε(F )) ≤ lim infm→∞ νm(N2ε(Fm)).

For the next definition, we recall that a pointed metric measure space X = (X, d, µ, p) consists of
a metric measure space (X, d, µ) and a distinguished point p ∈ X. We consider only proper spaces
here.
Definition 5.1. A sequence (Xm) = (Xm, dm, µm, pm) of pointed propermetric measure spaces pmGH-
converges to a pointed proper metric measure space X = (X, d, µ, p), denoted Xm
pmGH
−→ X, if there
exists a pointed proper metric space (Z, q) and isometric embeddings ιm : Xm → Z for m = 1, 2, . . .
and ι : X → Z so that
(1) ιm(pm) = ι(p) = q for allm, and ιm(Xm) Hausdorff-converges to ι(X);
(2) the measures ιm∗µm weakly converge to ι∗µ, asm→∞.
We also define Gromov–Hausdorff convergence for sequences of functions. Note that in Definition
5.2, the measures play no role. Since we consider pointed measured spaces, we nevertheless include
them (see also Definition 5.3).
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Definition 5.2. Let um : Xm → R for m = 1, 2, . . . and u : X → R be functions on pointed proper
metric measure spaces. We say that the sequence (um) Gromov–Hausdorff converges to u, denoted
um
GH
−→ u, if there are isometric embeddings ιm : Xm → Z m = 1, 2, . . . and ι : X → Z satisfying (1)
and (2) in Definition 5.1 and
(3) um(zm)→ u(z)whenever zm ∈ Xm, z ∈ X, and ιm(zm)→ ι(z), asm→∞.
The embeddings ιm : Xm → Z and ι : X → Z satisfying (1) and (2) (resp. (3)) in Definition 5.1 are
said to realize the convergenceXm
pmGH
−→ X (resp. um
GH
−→ u).
Two central properties of Gromov–Hausdorff convergence are its compactness properties (see
Proposition 5.2 below) and the stability of many important properties in metric geometry and anal-
ysis under the Gromov–Hausdorff convergence. For our purposes, the stability of length spaces and
the doubling property of the measure is important; for a detailed discussion see [38, Section 11] and
[43].
The following compactness property is proved in [43, Proposition 3], see also [38]. For a pointed
metric space (X, d, p) and ε,R > 0, let NX(ε,R) denote the maximal number of disjoint closed balls
of radius ε inside a ball BR(p). We say that a sequence (Xm, dm, pm) of pointed metric spaces is totally
bounded if
sup
m
NXm(ε,R) <∞
for every ε,R > 0.
Proposition 5.2 (cf. Proposition 3, [44]). Let (Xm) = (Xm, dm, µm, pm) be a totally bounded sequence of
proper metric measure spaces, satisfying
sup
m
µm(BR(pm)) <∞ for every R > 0. (26)
Then there exists a subsequence and a pointed proper metric measure space X = (X, d, µ, p) so thatXm
pmGH
−→
X.
There is also a compactness result for sequences of functions on pointed spaces, which can be
proved using Proposition 5.2 and a diagonal argument, as in the proof of the Arzela–Ascoli theorem.
Under a different notion of convergence (which is equivalent to ours under the hypotheses there),
Proposition 5.3 appears in [44]. For the additional statement (2), see [38, Section 11] and [43].
To state the result, let (Xm) = (Xm, dm, µm, pm) be a sequence of pointed proper metric measure
spaces. We say that a sequence (fm) of functions fm : Xm → R for m = 1, 2, . . . is equicontinuous
if, for every ε,R > 0, there exists δ > 0 such that if xm, ym ∈ BR(pm) satisfy d(xm, ym) < δ, then
|fm(xm)− fm(ym)| < ε uniformly inm.
Proposition 5.3. Let (Xm) = (Xm, dm, µm, pm) be a totally bounded sequence of pointed proper metric
measure spaces satisfying (26). If a sequence of functions (fm), where fm : Xm → R for m = 1, 2, . . ., is an
equicontinuous sequence of functions, for which
sup
m
|fm(pm)| <∞,
then there exists a subsequence of (fm) and a continuous function f : X → R, defined on a proper pointed
metric measure space X, for which fm
GH
−→ f .
Moreover,
(1) if each fm is L-Lipschitz, then f is L-Lipschitz;
(2) if each Xm is a doubling length space with doubling constants not exceeding a positive constant C ,
then X is a length space with doubling constant not exceeding C2.
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To study tangents of Hajłasz–Sobolev functions, we also consider a notion of weak convergence
for functions. The following definition is a slight modification of the weak convergence in [23].
Definition 5.3. Let (Xm) = (Xm, dm, µm, pm) and X = (X, d, µ, p) be pointed proper metric measure
spaces. A sequence (um) of functions um ∈ L1loc(Xm) converges weakly to u ∈ L
1
loc(X), denoted
um
GH
⇀ u, if there exist isometric embeddings ιm : Xm → Z , ι : X → Z satisfying (1) and (2) in
Definition 5.1, and for which
(3’) ιm∗((um)+dµm)⇀ ι∗(u+dµ) and ιm∗((um)−dµm) ⇀ ι∗(u−dµ), asm→∞.
Here, for a function f : Z → R we denote
f+ = max{f, 0} and f− = −min{f, 0}.
TheGromov-Hausdorff convergence of functions is analogous to the uniform convergence on com-
pact sets and indeed coincides with this notion if Xm = X = Z for all m. The weak convergence of
functions as in Defintion 5.3 corresponds to weak convergence of signed measures. In keeping with
these analogies, we indeed have the natural implication between the two notions.
Lemma 5.4. Let metric measure spaces (Xm) and X be as in Definition 5.3. Suppose further, that a sequence
(um) of functions um ∈ L1loc(Xm) Gromov–Hausdorff converges to a continuous function u : X → R. Then
(um) converges to u weakly.
More precisely, if ιm : Xm → Z , ι : X → Z realize the convergence um
GH
−→ u, then
lim
m→∞
∫
Xm
(ϕ ◦ ιm)(um)±dµm =
∫
X
(ϕ ◦ ι)u± dµ.
for any boundedly supported continuous ϕ : Z → R.
Proof. It is easy to see that if um
GH
−→ u, then (um)±
GH
−→ u±, and the embeddings realizing the first
convergence also realize the latter convergence. Thus we may assume that um is non-negative for all
m, and the embeddings ιm : Xm → Z, ι : X → Z realize the convergence um
GH
−→ u. It suffices to
show that ιm∗(umdµ)⇀ ι∗(udµ).
Let u˜ : Z → R be a continuous extension of u ◦ ι−1 : ι(X)→ R, and set
u˜m = um ◦ ι
−1
m |ιm(Xm).
Given any continuous ϕ : Z → Rwith bounded (thus compact) support, we have∫
Xm
(ϕ ◦ ιm)umdµm −
∫
X
(ϕ ◦ ι)u dµ =
∫
Z
ϕ (u˜m − u˜) ιm∗(dµm) +
∫
Z
ϕ u˜ ιm∗(dµm)−
∫
Z
ϕ u˜ ι∗(dµ).
Since ιm∗(dµm) ⇀ ι∗(dµ), it suffices to prove that∫
Z
ϕ (u˜m − u˜) ιm∗(dµm)→ 0.
If B ⊂ Z is a closed ball containing the support of ϕ, we obtain
lim sup
m→∞
∣∣∣∣∫
Z
ϕ (u˜m − u˜) ιm∗(dµm)
∣∣∣∣ ≤ lim sup
m→∞
‖ϕ‖L∞(B)µm(ι
−1
m B)‖u˜m − u˜‖L∞(ιm(Xm)∩B)
≤‖ϕ‖L∞(B)µ(ι
−1B) lim sup
m→∞
‖u˜m − u˜‖L∞(ιm(Xm)∩B).
Suppose lim supm→∞ ‖u˜m − u˜‖L∞(ιm(Xm)∩B) > ε0 for some ε0 > 0. Then, there is a sequence (xm)
such that xm ∈ Xm with the corresponding sequence (zm) defined zm := ιm(xm) ∈ B and
|u˜m(zm)− u˜(zm)| = |um(xm)− u˜(ιm(xm))| > ε0
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for m large enough. Since B is compact, a subsequence of (zm), denoted the same for simplicity,
satisfies zm → z ∈ ι(X) for some z, asm→∞. By the Gromov–Haudorff convergence um
GH
−→ u and
the continuity of u˜, we obtain
lim
m→∞ |um(xm)− u˜(ιm(xm))| = |u(ι
−1(z))− u˜(z)| = 0,
which is a contradiction. This completes the proof. 
5.2. Gromov–Hausdorff convergence and averaging operators. In this sectionwe show the stability
of operators Ar and A∗r under the Gromov-Hausdorff convergence.
Proposition 5.5. Let (Xm) = (Xm, dm, µm, pm) and X = (X, d, µ, p) be proper locally doubling length
spaces. Suppose the sequence (um) of functions um ∈ L1loc(Xm) converges weakly to u ∈ L
1
loc(X), and let
ιm : Xm → Z for m = 1, 2, . . . and ι : X → Z realize this convergence. If zm ∈ Xm for m = 1, 2, . . . and
z ∈ X are such that ιm(zm)→ ι(z), asm→∞, then
lim
m→∞
∫
Br(zm)
umdµm =
∫
Br(z)
udµ
for any r > 0.
Proof. By considering functions um± form ≥ 1, we may assume without the loss of generality that all
the functions um and u are non-negative. We note that
ιm(Br(zm))→ ι(Br(z)), m→∞ (27)
for every r > 0 in the sense of Hausdorff-convergence. Indeed, given q ∈ Z , R > 0 and arbitrary
ε > 0 the convergence ιm(Xm)→ ι(X) and ιm(zm)→ ι(z) form→∞ imply that, for large enoughm
BR(q) ∩ ιm(Br(zm)) = BR(p) ∩ ιm(Xm) ∩Br(ιm(zm)) ⊂ Nε(ι(X)) ∩Br+ε(ι(z)) = Nε(ι(Br(z)))
and
BR(q) ∩ ι(Br(z)) = BR(p) ∩ ι(X) ∩Br(ι(z))) ⊂ Nε(ιm(Xm)) ∩Br+ε(ιm(zm)) = Nε(ι(Br(zm))).
The convergence (27) follows. Note that the property of being a length space was used in the last
equality, cf. [38, Lemma 11.3.10]. By Lemma 5.1 we have, for any ε > 0, that
lim sup
m→∞
νm(B¯r(zm)) ≤ ν(B¯r(z)) ≤ lim inf
m→∞ νm(Bε+r(zm))
where dν = udµ and νm = umdµm. Recall from Section 3.1 notation Ar,R(x) = B¯R(x) \ Br(x) for
x ∈ Z and r ≤ R. It holds that
lim inf
m→∞ νm(Bε+r(zm)) = lim infm→∞ [νm(B¯r(zm)) + νm(Ar,r+ε(zm))]
≤ lim inf
m→∞ νm(Br(zm)) + lim supm→∞
νm(Ar,r+ε(zm)).
The argument used to establish (27) also yields that
Ar,r+ε(zm)→ Ar,r+ε(z)
in the sense of Hausdorff-convergence. Applying Lemma 5.1 once more we obtain
lim sup
m→∞
νm(B¯r(zm)) ≤ ν(B¯r(z)) ≤ lim inf
m→∞ νm(Br(zm)) + ν(Ar,r+ε(z)).
Since µ is a locally doubling measure on a length space, it has an annular decay property (see the
discussion after Definition 2.1). Therefore, limε→0 µ(Ar,r+ε(z)) = 0 which, by the absolute continuity
of ν with respect to µ, implies limε→0 ν(Ar,r+ε(z)) = 0. We have obtained
lim sup
m→∞
νm(B¯r(zm)) ≤ ν(B¯r(z)) ≤ lim inf
m→∞ νm(B¯r(zm)),
which completes the proof. 
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Proposition 5.5 has the following immediate corollary.
Corollary 5.6. Let (Xm) = (Xm, dm, µm, pm) andX = (X, d, µ, p) be proper locally doubling length spaces,
and (um) be a sequence of functions um ∈ L1loc(Xm) converging weakly to u ∈ L
1
loc(X). Then
(a) Aµmr um
GH
−→ Aµru, and
(b) (Aµmr )∗um
GH
−→ (Aµr )∗u
for each r > 0. In particular, if u is continuous, then
∆µmr um
GH
⇀ ∆µru and (∆
µm
r )
∗um
GH
⇀ (∆µr )
∗u.
Proof. The first claim follows directly from Proposition 5.5. Note that, if ιm : Xm → Z and ι : X → Z
realize the convergence thenXm
pmGH
−→ X, Proposition 5.5 implies, in particular, that
µm(Br(zm))→ µ(Br(z)) whenever ιm(zm)→ ι(z).
It follows that, for any r > 0, the sequence (fm) of functions fm ∈ L1loc(Xm),
fm(z) =
um(z)
µm(Br(z))
weakly converges to
f(z) :=
u(z)
µ(Br(z))
.
This yields part (b) of the assertion. 
5.3. Blow-ups of Sobolev functions with finite amv-norm. Consider a proper locally doubling
length spaceX = (X, d, µ). Given a point x ∈ X and r > 0, the pointed metric measure space
Xr = (X, dr, µr, x), dr :=
d
r
, µr :=
1
µ(B(x, r))
µ
is called a rescaling of X (at x by r).
Let (rm) be a sequence of positive numbers converging to zero, and denoteXm := Xrm . A pointed
measured Gromov–Hausdorff limit X∞ of Xm is called a tangent space of X at x subordinate to (rm).
Similarly, if f : X → R is a function, x ∈ X and r > 0, then a function
fr :=
f − f(x)
r
: Xr → R
is a rescaling of f at x by r. A Gromov–Hausdorff limit f∞ : X∞ → R of a sequence (fm), where
fm := frm form = 1, 2, . . . is called a tangent of f at x subordinate to (rm). If the convergence fm → f∞
as m → ∞ is weak (cf. Definition 5.3), then we say that f∞ is an approximate tangent of f at x,
subordinate to (rm).
It is worth remarking that, in general, tangents are highly non-unique – different sequences can
produce different limits. However, any sequence of rescalings is totally bounded and satifies (26).
Moreover, fm(x) = 0 for allm, and thus Proposition 5.3 implies the existence of tangents of Lipschitz
functions at any point.
Proposition 5.7. Let X be a proper locally doubling metric measure space and f : X → R an L-Lipschitz
function. Fix a sequence (rm) of positive numbers converging to zero. Then, for any x ∈ X, there exists a
subsequence of the rescalings fm : Xm → R at x, and a tangent function f∞ : X∞ → R such that fm
GH
−→ f∞.
In particular, any tangent space X∞ is doubling, and any tangent f∞ : X∞ → R is L-Lipschitz.
Next, we present a variant for Hajłasz–Sobolev functions.
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Proposition 5.8. Let X be a proper locally doubling metric measure space, p > 1, and u ∈ M1,p(X). Given
a sequence rm, for µ-almost every point x ∈ X, there is a subsequence of the rescalings um : Xm → R and a
Lipschitz function u∞ : X∞ → R, so that um
GH
⇀ u∞.
It can be shown that the Lipschitz constant of u∞ satisfies the following estimates for gu the mini-
mal upper gradient of u
1
C
gu(x) ≤ LIP(u∞) ≤ Cgu(x)
for a constant depending only on the local doubling constant of µ near x.
Proof of Proposition 5.8. Let g ∈ Lp(X) be a Hajłasz upper gradient of u, and set
En = {x ∈ X : g(x) > n}, n ∈ N.
Then
lim
n→∞µ(En) = 0 and limn→∞
∫
En
gdµ = 0.
Hence, there exists a null set N ⊂ X for which every x ∈ X \N has the property that
lim
r→0
µ(Br(x) ∩En)
µ(Br(x))
= 0 and lim
r→0
1
µ(Br(x))
∫
Br(x)∩En
g(y)dµ(y) = 0 (28)
for some n ∈ N. We fix x ∈ X \N and n ∈ N satisfying (28).
Note that u|X\En is 2n-Lipschitz and let u˜n : X → R be a 2n-Lipschitz extension of u|X\En . By
Proposition 5.7 there is a subsequence of the rescalings (u˜n)m : Xm → R and a Lipschitz function
u˜ : X∞ → R so that (u˜n)m
GH
−→ u˜.
We show that, for this subsequence, the rescalings um : Xm → R converge weakly to u˜. (This is
different from claiming that (u˜n)m
GH
⇀ u˜, which follows from Lemma 5.4.)
Let Z be a proper metric space and ιm : Xm → Z isometric embeddings realizing the convergence
(u˜n)m → u˜. Given ϕ ∈ Cb(Z), fix a large number R > 0 so that sptϕ ⊂ BR(ιm(x)) for allm ∈ N. Then
spt(ϕ ◦ ιm) ⊂ B
Xm
R (x) = BrmR(x). We have∣∣∣∣∫
Xm
ϕ ◦ ιm umdµm −
∫
X∞
ϕ ◦ ι∞ u˜dµ∞
∣∣∣∣
=
∣∣∣∣∫
X
ϕ ◦ ιm (u˜n)mdµm −
∫
X∞
ϕ ◦ ι∞ u˜dµ∞ +
∫
En
ϕ ◦ ιm [um − (u˜n)m]dµm
∣∣∣∣
≤
∣∣∣∣∫
X
ϕ ◦ ιm (u˜n)mdµm −
∫
X∞
ϕ ◦ ι∞ u˜dµ∞
∣∣∣∣+ ∫
En
|ϕ ◦ ιm um|dµm +
∫
En
|ϕ ◦ ιm (u˜n)m|dµm
The first term converges to zero since (u˜n)m
GH
−→ u˜. We may estimate the second term by∫
En
|ϕ ◦ ιm| |um|dµm ≤
‖ϕ‖∞
µ(Brm(x))
∫
En∩BrmR(x)
(g(x) + g(y))dµ(y)
which, by (28) converges to zero asm→∞. Similarly,∫
En
|ϕ ◦ ιm| |(u˜n)m|dµm ≤ 2n‖ϕ‖∞
µ(En ∩BrmR(x))
µ(Brm(x))
converges to zero asm→∞. This completes the proof. 
By a suitable cut-off argument, we obtain the following corollary whose proof we omit.
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Corollary 5.9. Let Ω ⊂ X be a domain in a proper locally doubling metric measure space, and let u ∈
M1,ploc (Ω). Given a sequence rm ↓ 0, for µ-almost every x ∈ Ω, there is a subsequence of the rescalings
um : Xm → R at x, and Lipschitz function u∞ : X∞ → R, so that um
GH
⇀ u∞.
We are now ready to prove that having finite amv-norm forces tangent maps to be mean value
harmonic.
Proof of Theorem 1.6. By Corollary 5.9, u has approximate tangent maps, subordinate to (rm), for µ-
almost every x ∈ X. For any k ∈ N, r ∈ Q+, and compact K ⊂ Ω, we have∫
K
lim inf
m→∞
∫
B(x,krm)
|∆rmru|dµ dµ(x) ≤ lim infm→∞
∫
K
∫
B(x,krm)
|∆rmru|dµ dµ(x) ≤ C lim sup
ρ→0
∫
K
|∆ρu|dµ,
cf. [3, Theorem 3.3]. Thus, almost every x0 ∈ X has the following property: for every subsequence of
(rm) there exists a further subsequence (not relabeled), for which
lim
m→∞
∫
B(x0,krm)
|∆rmru|dµ <∞ for every k ∈ N and r ∈ Q+. (29)
Let x0 ∈ Ω be a point where (29) and the claim of Corollary 5.9 holds for (rm). Furthermore, let
(X∞, d∞, µ∞, x∞) be a pointed measured Gromov–Hausdorff limit of a sequence
Xm = (X, dm, µm, x0) =
(
X,
d
rn
,
µ
µ(Brm(x0))
, x0
)
,
and u∞ : X∞ → R a weak limit of the sequence
um :=
u− u(x0)
rm
: Xm → R,
for a subsequence of (rm). We pass to a further subsequence (again not relabeled) for which (29)
holds. Note that
Aµmr um(z)− um(z) =
∫
Brmr(z)
u(y)− u(z)
rm
dµ(y) = rmr
2∆rmru(z)
for any z ∈ Xm and r > 0. Let ιm : Xm → Z and ι : X∞ → Z realize the convergence um
GH
⇀ u∞.
Corollary 5.6 implies that∫
X∞
ϕ ◦ ι∞(z) [Aµ∞r u∞(z) − u∞(z)] dµ∞(z) = limm→∞
∫
Xm
ϕ ◦ ιm(z) [A
µm
r u∞(z)− um(z)] dµm(z)
= lim
m→∞ rmr
2
∫
Xm
ϕ ◦ ιm(z)∆rmru(z)dµm(z)
for every compactly supported ϕ ∈ C(Z). Fix such ϕ ∈ Cc(Z), and not that for large enough k, the
support of ϕ ◦ ιm satisfies spt(ϕ ◦ ιm) ⊂ Bkrm(x0) for allm.
Since ∣∣∣∣∫
Xm
ϕ ◦ ιm(z)∆rmru(z)dµm(z)
∣∣∣∣ ≤ ‖ϕ ◦ ιm‖∞µ(Brm(x0))
∫
Bkrm (x0)
|∆rmru(z)|dµ(z)
≤Ck,ϕ
∫
Bkrm (x0)
|∆rmru|dµ <∞
it follows that ∫
X∞
ϕ ◦ ι∞(z)
[
(u∞)B∞(z,r) − u∞(z)
]
dµ∞(z) = 0.
Since ϕ is arbitrary, this establishes the claim for all rational r > 0. The claim follows for all r > 0 by
continuity, since X∞ is a length space and µ∞ a doubling measure. 
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6. WEAKLY AMV-HARMONIC FUNCTIONS
We now turn to weakly amv-harmonic functions. In this section we prove Theorems 1.1 and 1.2.
We begin by relating the Korevaar–Schoen energy to the symmetrized r-laplacians, thus establishing
the general principle that local minimizers correspond to functions with vanishing symmetrized r-
laplacian, cf. Proposition 6.2.
In the case of Carnot groups the symmetrized r-laplacian agrees with the r-laplacian. Thus Theo-
rem 1.2 follows directly from Proposition 6.2, once we establish that Carnot groups have a Korevaar–
Schoen Dirichlet form, see Proposition 6.3.
Finally we consider non-collapsed RCD-spaces. After reviewing their relevant basic properties we
show that having vanishing mm-boundary implies that ∆r and ∆˜r agree asymptotically (Lemma
6.7). Since by [31] the Korevaar–Schoen energy is a Dirichlet form, Theorem 1.1 follows.
6.1. Symmetrized r-laplacian and the Korevaar–Schoen energy. Throughout this subsection, X =
(X, d, µ) denotes a generic metric measure space. To define the symmetrized r-laplacian, we denote
by kr : X ×X → R the symmetric mean value kernel:
kr(x, y) =
1
2
χ[0,r](d(x, y))
(
1
µ(Br(x))
+
1
µ(Br(y))
)
, x, y ∈ X, r > 0. (30)
Definition 6.1. Let X = (X, d, µ) be a metric measure space, and r > 0. The symmetrized r-laplacian
of a function u ∈ L1loc(X) is given by
∆˜ru(x) =
∫
X
kr(x, y)
u(y) − u(x)
r2
dµ(y), x ∈ X.
Let u ∈ L1loc(X) and r > 0. A direct calculation yields the following identity (cf. formula (11)).
∆˜ru =
1
2
(∆ru+∆
∗
ru− u∆
∗
r1) , x ∈ X. (31)
Moreover, we have the following elementary identities (recall definitions of er and Er in Section 2.4).
Lemma 6.1. Let u, v ∈ L2loc(X) and r > 0. Then
∆r(uv) = u∆rv + 2er(u, v) + v∆ru.
In particular, it holds that
(a)
∫
X
v∆˜rudµ = −Er(u, v)
and
(b)
∫
X
v(∆ru− ∆˜ru)dµ =
1
2
∫
X
v(x)
∫
Br(x)
δr(x, y)
r
u(y)− u(x)
r
dµ(y) dµ(x)
and whenever u, v ∈ L2(X). Here
δr(x, y) = 1−
µ(Br(x))
µ(Br(y))
.
Proof. For any x ∈ X, we have
u(x)∆rv(x) + 2er(u, v)(x) + v(x)∆ru(x)
=
∫
Br(x)
u(x)(v(y) − v(x)) + (u(y) − u(x))(v(y) − v(x)) + v(x)(u(y) − u(x))
r2
dµ(y)
=
∫
Br(x)
u(y)v(y) − u(x)v(x)
r2
dµ(y) = ∆r(uv)(x),
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proving the first identity in the claim. Together with Remark 2.1, the identity (31) implies (a): indeed,
we have that
2
∫
X
v∆˜rudµ =
∫
X
v(∆ru+∆
∗
ru− u∆
∗
r1)dµ =
∫
X
(v∆ru+ v∆
∗
ru− uv∆
∗
r1)dµ
=
∫
X
(v∆ru+ u∆rv −∆r(uv))dµ = −2
∫
X
er(u, v)dµ
The identity (b) follows directly from the observation that
∆ru(x)− ∆˜ru(x) =
1
2
∫
Br(x)
[
1
µ(Br(x))
−
1
µ(Br(y))
]
u(y)− u(x)
r2
dµ(y)

The characterization of local minimizers of the Korevaar–Schoen energy in terms of the sym-
metrized r-laplacians – in spaces with a KS-Dirichlet form – is a straightforward consequence of
the preceding observations.
Proposition 6.2. Suppose X is a metric measure space where the Korevaar–Schoen energy E2KS exists in the
sense of Definition 2.4. Then the following are equivalent for a function u ∈ KS1,2loc (Ω) in a domain Ω ⊂ X:
(1) u is a local minimizer of E2KS in Ω;
(2) for every ϕ ∈ KS1,2(Ω) with compact support in Ω we have
lim
r→0
∫
X
ϕ∆˜rudµ = 0.
Proof. Recall that local minimizers of E2KS in Ω are characterized by the property that EKS(ϕ, u) = 0
for every ϕ ∈ KS1,2(Ω) with compact support in Ω. Recall also, that the Carré du Champ for EKS is
e(u, v). By Lemma 6.1 and the existence of the Korevaar–Schoen energy, this is equivalent with
lim
r→0
∫
X
ϕ∆˜rudµ = 0.

Remark 6.1. More generally, we have the following: if u ∈ D(∆KS; Ω), then∫
X
ϕ∆KSudµ = −EKS(ϕ, u) = lim
r→0
∫
X
ϕ∆˜rudµ
for each ϕ ∈ KS1,2(Ω)with compact support in Ω.
6.2. Carnot groups. A Carnot group G is a connected and simply connected nilpotent Lie group
whose Lie algebra g is finite dimensional and admits a stratification of step s ∈ N
g = V1 ⊕ · · · ⊕ Vs
with the property that [V1, Vj ] = Vj+1 for j = 1, . . . , s − 1 and [V1, Vs] = {0}. vi := dimVi and set
h0 = 0, hi = v1 + · · · + vi and m = hs. By using the exponential map, every Carnot group G of step
s is isomorphic as a Lie group to (Rm, ·), with the group operation given by the Baker–Campbell–
Hausdorff formula.
The stratification gives rise to a family of dilations δt : G→ G for t > 0, given by
δt(x1, . . . , xm) = (t
σ1x1, . . . , t
σsxm),
where the homogeneities σi are defined by σj := i for hi−1 < j ≤ hi.
A continuous function ρ : G → [0,∞) is said to be a pseudonorm on G, if ρ satisfies the following
conditions:
(1) ρ(δr(x)) = rρ(x) for every r > 0 and x ∈ G,
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(2) ρ(x) > 0 if and only if x 6= 0,
(3) ρ is symmetric, i.e. ρ(x−1) = ρ(x) for every x ∈ G.
A pseudonorm defines a pseudodistance on a group. Examples of such pseudodistances include the
Korányi–Reimann distance and the following :
|x|G := |(x
(1), . . . , x(s))|G :=
( s∑
j=1
‖x(j)‖
2s!
j
) 1
2s!
d(x, y) := |y−1 · x|G, (32)
where x(i) = (xhi−1+1, . . . , xhi) for i = 1, . . . , s, and ‖x
(j)‖ stands for Euclidean norm in Rvj . We ob-
serve that with the above notation, the coordinates in G can be given a form x = (x(1), x(2), . . . , x(s)).
The number Q :=
∑k
i=1 idim(Vi) is called the homogeneous dimension of G. The Lebesgue measure
Lm =: µ is the Haar measure on G. Moreover, for all t > 0 it holds µ(δt(E)) = tQµ(E), for a
measurable E ⊂ G. In particular, µ(B(x, r)) = crQ for any left-invariant metric (c depends on the
choice of metric) and the Hausdorff-dimension of G equals Q.
Next we come to Sobolev spaces. Let Ω ⊂ G be a domain. We define the horizontal Sobolev space
HW 1,p(Ω) as space of measurable functions u ∈ Lp(Ω) whose distributional horizontal derivatives
Xju are Lp-functions. We denote the horizontal gradient of u by
∇Hu =
k∑
j=1
(Xju)Xj .
The norm ‖u‖p1,p = ‖u‖
p
Lp(Ω) + ‖|∇Hu|‖
p
Lp(Ω) makesHW
1,p(Ω) into a Banach space.
The various different notions on Sobolev spaces on Ω ⊂ G agree, since G supports a 1-Poincaré
inequality, cf. [36]. We mention here that, for u ∈ HW 1,2(Ω), the function |∇Hu| is a minimal weak
upper gradient of u.
Below we will also use the approximate Pansu differential Dux : G → R of a Sobolev function
u ∈ W 1,2loc (Ω) at almost every x ∈ Ω, which can be seen as a natural derivative in Carnot groups
and plays an important role in function and mapping theory (e.g. in quasiconformal analysis). The
following property relating the Pansu differential and the horizontal gradient of a function can be
found in [58, Remark 3.3], see also [17, Corollary 3.5].
Dux(z) = 〈∇Hu(x), z
(1)〉, z = (z(1), . . . , z(s)) ∈ G.
Proposition 6.3. Let Ω ⊂ G be a domain a Carnot group and ρ be a pseudonorm on G of the form
ρ(z) = F (|z(1)|, z′), z = (z(1), z′) ∈ G, (33)
where z′ = (z(2), . . . , z(s)) and F : R × Rm−v1 → R is C1 outside the origin and ∂1F > 0. Then for every
u ∈ HW 1,2(Ω) we have
e2(u) = c|∇Hu|
2
almost everywhere, where c is a constant depending only on ρ, the data of G, and e(u) is the KS-energy density
of u, cf. Definition 2.4.
Remark 6.2. A particular class of homogeneous norms satisfying (33) is given as follows. Consider a
norm N on Rs with ∂1N > 0, and norms ‖ · ‖i on Vi for i = 2, . . . , s. The function
ρ(z) := N(|z(1)|, ‖z(2)‖
1/2
2 , . . . , ‖z
(s)‖1/ss ), z = (z
(1), . . . , z(s)) ∈ G (34)
is a homogeneous norm. This class includes the Korányi–Reimann norm on H1 and more generally
norms of the form (33).
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Proof. By the proof of [65, Theorem 4.1], we have that the KS-energy density exists and satisfies
e(u)(x) =
∫
Bρ
|Dux(z)|
2dz =
∫
Bρ
|〈∇Hu, z
(1)〉|2dz
for a.e x ∈ Ω. The last equality follows from the remark above. Here Bρ is the unit ball with respect
to the pseudonorm ρ.
Since every two pseudonorms are equivalent (see [11, Proposition 5.1.4] and [2, Remark 2]) we
have, in particular, that by (32) it holds
{z ∈ G : |z|G ≤ 1/C} ⊂ {z ∈ G : F (|z
(1)|, z′) ≤ 1} ⊂ {z ∈ G : |z|G ≤ C}
This observation together with the assumptions on ρ imply that, for each z′ ∈M , whereM ⊂ Rm−v1
is a bounded (and closed) set, the function F (·, z′) is invertible and thus there exists a continuous
function G :M → R such that for each fixed z′
{(z(1), z′) ∈ G : ρ(z(1), z′) ≤ 1} = {(z(1), z′) ∈ G : |z(1)| ≤ G(z′)}.
Using this and the change of variables, we compute∫
Bρ
|〈∇Hu, z
(1)〉|2dz(1) =
∫
M
(∫
{|z(1)|≤G(z′)}
|〈∇Hu(x), z
(1)〉|2dz(1)
)
dz′
=
∫
{z′∈M :G(z′)≥0}
G(z′)2+k
(∫
{|z(1)|≤1}
|〈∇Hu(x), z
(1)〉|2dz(1)
)
dz′
=c
∫
{|z(1)|≤1}
|〈∇Hu(x), z
(1)〉|2dz(1),
where c is a constant. Indeed, since G is continuous andM is bounded, the integral of G2+k is finite.
Then, by [31, Lemma 4.18] we have that∫
{|z(1)|≤1}
|〈∇Hu(x), z
(1)〉|2dz(1) = c(v1)|∇Hu(x)|
2.
This completes the proof. 
We finish the subsection by providing the proof of Theorem 1.2.
Proof of Theorem 1.2. From Proposition 6.3 it follows that the KS-energy is a constant multiple of the
Cheeger energy, and thus a Dirichlet form. Moreover, it follows that the KS-laplacian is a constant
multiple of the sub-Laplacian. Proposition 6.2 now directly implies Theorem 1.2. 
6.3. RCD-spaces. RCD-spaces arise from the study of the synthetic curvature bounds, initially stated
in terms of convexity properties of entropy functionals in Wasserstein spaces for Riemannian man-
ifolds, cf. [66, 63]. A Riemannian theory of the resulting curvature dimension conditions (CD(K,N)-
conditions) is obtained by requiring in addition the quadratic property for the Cheeger energy, see
Section 2.4. The notion of RCD-spaces was introduced and substantially developed by Ambrosio–
Gigli–Savare, cf. [5]. In terms of the Γ-calculus introduced in Section 2.4, the RCD(K,N)-condition
with parametersK ∈ R and N ≥ 1, can be characterized as:
1
2
∫
|∇f |2∆gdµ ≥
∫
g
(
K|∇f |2 + 〈∇f,∇∆f〉+
1
N
(∆f)2
)
dµ
for any f ∈ D(∆) with ∆f ∈ W 1,2(X) and any g ∈ L∞(X) ∩D(∆). We refer, for instance, to [66] for
a survey of synthetic curvature conditions.
By a result of Gigli–Tyulenev [31] the Korevaar–Schoen energy is a constantmultiple of the Cheeger
energy, and thus a Dirichlet form, on RCD-spaces.
ASYMPTOTICALLY MEAN VALUE HARMONIC FUNCTIONS IN DOUBLING METRIC MEASURE SPACES 33
Proposition 6.4 (cf. Theorem 2.18 and Proposition 4.19 in [31]). Let X be an RCD(K,N)-space, for
K ∈ R and N ≥ 1. Then there is a constant c = c(K,N) so that, if Ω ⊂ X is a domain, then for any
u ∈ KS1,2(Ω) we have that ∫
Ω
|∇u|2dµ = c(N)E2KS(u; Ω),
where |∇u| is the minimal weak upper gradient of u.
We remark that by Proposition 6.4 local minimizers ofE2KS are exactly the local minimizers ofCh2.
It is known, cf. [49], that local minimizers of Ch2 on a domain Ω are locally Lipschitz continuous in
Ω and are characterized by the equation∆u = 0.
RCD-spaces also enjoy geometric properties akin to Riemannian manifolds. Of interest to us is the
Bishop–Gromov inequality, due to Sturm [64]. In order to state it, we recall the following auxiliary
functions. For numbersK ∈ R and N ≥ 1, define sK,N : [0,∞)→ R by
sK,N(t) =

√
N−1
K sin
(
t
√
K
N−1
)
, K > 0
t, K = 0√
N−1
−K sinh
(
t
√
− KN−1
)
, K < 0.
Furthermore, let
vK,N(r) := NωN
∫ r
0
sK,N(t)
N−1dt, r ≥ 0.
Theorem 6.5 (cf. Theorem 2.3, Remark 5.3 in [64]). Let X be an RCD(K,N)-space, for K ∈ R and
N ≥ 1. Then for any x ∈ X, the function
r 7→
µ(Br(x))
vK,N(r)
is non-increasing on the interval
(
0, π
√
N−1
max{K,0}
)
.
Remark 6.3. Note that
lim
r→0
vK,N(r)
ωNrN
= 1 and vK,N(r) ≤ ωNrN + CK,NrN+2, r < 1/CK,N
for a suitable constantCK,N , cf. [41]. In particular, in non-collapsed RCD-spaces, the Bishop–Gromov
density θN exists and satisfies θN ≤ 1 at every point.
We record the following consequence of the Bishop–Gromov inequality as a corollary.
Corollary 6.6. Let X be a non-collapsed RCD(K,N)-space. Then HN is locally Ahlfors N -regular.
In general, RCD(K,N)-spaces are rectifiable but the dimension may be strictly smaller than N
(see, for example weighted Euclidean spaces in the Introduction). Non-collapsedRCD(K,N)-spaces
on the other hand are N -rectifiable.
We next employ the vanishing metric measure boundary to obtain an asymptotic connection between
the r-laplacian and the symmetrized r-laplacian.
Lemma 6.7. Suppose X is a non-collapsed RCD(K,N)-space and has vanishing mm-boundary. Then
lim
r→0
∫
X
ϕ(x)
∫
Br(x)
∣∣∣∣δr(x, y)r
∣∣∣∣ dHN(y) dHNu(x) = 0.
for every ϕ ∈ Cc(X).
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Proof. It suffices to prove the claim for non-negative ϕ. Recall the definition of δr(x, y) := 1 −
HN (Br(x))/H
N (Br(y)). IfK is a compact set and x, y ∈ K , then
|δr(x, y)| =
∣∣∣∣θNr (y)− θNr (x)θNr (y)
∣∣∣∣ ≤ CK(|θNr (y)− 1|+ |θNr (x)− 1|), (35)
where CK is the Ahlfors regularity constant onK . By Remark 6.3 we have that(
θNr − 1
r
)
−
≤ CK,Nr
for small r > 0. This and the fact that X has vanishing mm-boundary imply that
lim
r→0
∫
X
ϕ
∣∣∣∣θNr − 1r
∣∣∣∣ dHN = 0 (36)
for every ϕ ∈ Cc(X). From (35) we obtain∫
X
ϕ
∫
Br(x)
∣∣∣∣δr(x, y)r
∣∣∣∣dµ(y) dHN(x)
≤CK ′
∫
X
ϕ
∣∣∣∣θNr (x)− 1r
∣∣∣∣dHN(x) + CK ′ ∫
X
ϕ(x)
∫
Br(x)
∣∣∣∣θNr (y)− 1r
∣∣∣∣ dHN(y) dHN (x)
where ϕ ∈ Cc(X) is non-negative, K ′ = N r0(sptϕ) is a compact neighbourhood (for small enough
r0 > 0), and r < r0. The first term converges to zero by (36). The second term equals∫
X
A∗rϕ(x)
∣∣∣∣θNr − 1r
∣∣∣∣dHN (x) (37)
and also converges to zero. Indeed, let us observe that
|A∗rϕ(x)− ϕ(x)| =
∣∣∣∣∣
∫
Br(x)
ϕ(y)
HN (Br(y))
dHN (y)− ϕ(x)
∣∣∣∣∣ =
∣∣∣∣∣
∫
Br(x)
ϕ(y)
HN (Br(y))
−
ϕ(x)
HN(Br(x))
dHN(y)
∣∣∣∣∣
≤
∣∣∣∣∣
∫
Br(x)
ϕ(y)− ϕ(x)
HN (Br(y))
dHN (y)
∣∣∣∣∣+
∣∣∣∣∣
∫
Br(x)
ϕ(x)
(
1
HN(Br(y))
−
1
HN(Br(x))
)
dHN(y)
∣∣∣∣∣
≤ 2 ‖ϕ‖∞
∫
Br(x)
1
HN (Br(y))
dHN(y) + ‖ϕ‖∞
(
1 +
∫
Br(x)
1
HN (Br(y))
dHN(y)
)
,
which is bounded (by a constantM ) since ar ∈ L∞. The above estimate holds for all x ∈ N2r(sptϕ),
for x 6∈ N2r(sptϕ) both A∗rϕ and ϕ vanish. Now we focus on proving convergence to zero in (37) as
r → 0.∣∣∣∣∫
X
A∗rϕ(x)
∣∣∣∣θNr − 1r
∣∣∣∣dHN (x)∣∣∣∣ ≤ ∫
X
|A∗rϕ(x)− ϕ(x)|
∣∣∣∣θNr − 1r
∣∣∣∣dHN (x) + ∫
X
|ϕ(x)|
∣∣∣∣θNr − 1r
∣∣∣∣dHN(x).
The second term goes to zero by our assumptions on vanishing metric boundary, hence we take care
of the first term. Fix ε > 0 and consider r < ε2 :∫
X
|A∗rϕ(x)− ϕ(x)|
∣∣∣∣θNr − 1r
∣∣∣∣dHN (x) = ∫
Nǫ(sptϕ)
|A∗rϕ(x)− ϕ(x)|
∣∣∣∣θNr − 1r
∣∣∣∣dHN(x)
≤M
∫
Nǫ(sptϕ)
∣∣∣∣θNr − 1r
∣∣∣∣ dHN(x)
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In order to show that the above expression goes to 0we choose a continuous function ψ with sptψ ⊂
N2ǫ(sptϕ) and constantly equal to 1 on Nǫ(sptϕ). Then, we estimate in the following way∫
Nǫ(sptϕ)
∣∣∣∣θNr − 1r
∣∣∣∣ dHN(x) ≤ ∫
X
ψ(x)
∣∣∣∣θNr − 1r
∣∣∣∣ dHN(x),
where the right-hand side goes to 0 as r → 0. 
Corollary 6.8. Let X be a non-collapsed RCD(K,N)-space with vanishing mm-boundary. Then
lim
r→0
∣∣∣∣∫
X
ϕ(∆˜ru−∆ru)dH
N
∣∣∣∣ = 0
whenever u, ϕ ∈ LIP(Ω) and u or φ have compact support in Ω.
Proof. By a cut-off argument we may assume that both ϕ and u have compact support in Ω. By
Lemma 6.1 we have that∣∣∣∣∫
X
ϕ(∆˜ru−∆ru)dH
N
∣∣∣∣ ≤ ∫
X
|ϕ(x)|LIP(u)
∫
Br(x)
∣∣∣∣δr(x, y)r
∣∣∣∣dHN (y) dHN(x).
The claim now follows from Lemma 6.7. 
Proof of Theorem 1.1. Let u : Ω→ R be harmonic. In particular, u is locally Lipschitz. By Lemma 6.4 u
is a local minimizer of E2KS in Ω. Theorem 6.2 implies that
lim
r→0
∫
Ω
ϕ∆˜rudµ = 0
for every u ∈ KS1,2(Ω)with compact support in Ω. This and Corollary 6.8 imply that
lim
r→0
∫
X
ϕ∆rudµ = 0
for every ϕ ∈ LIPc(Ω). 
Remark 6.4. It follows from Corollary 6.8 and the argument above that, if u : Ω → R is a locally
Lipschitz continuousweakly amv-harmonic function, then u is Cheeger harmonic.
7. IMPROVING REGULARITY: THE BPZ-THEOREM FOR AMV-HARMONIC FUNCTIONS
In this section we discuss Blaschke-Privaloff-Zaremba type theorems (BPZ theorems, for short). In
its classical version in the setting of Euclidean spaces, see e.g. [55, Theorem 2.1.5], the BPZ theorem
asserts that given an open set in Rn a continuous pointwise amv-harmonic function solves locally the
Laplace equation. Thus, the pointwise nullity of the amv-harmonic operator limr→0+ ∆r improves
the regularity of amv-harmonic functions. Below we show that this is also the case of amv-harmonic
functions in Heisenberg group H1 and on Riemannian manifolds. Moreover, we show counterpart
of the BPZ theorem in the Alexandrov spaces and discuss the relation between the amv-harmonic
functions defined in the weak sense and the Laplacian in Alexandrov spaces.
The setting of the Heisenberg group H1. Solutions to the subelliptic Laplace equation are C2 due to
results e.g. in [16] and [56]. The Dirichlet problem on Korányi–Reimann balls for the continuous
boundary data has the classical C2-solution for harmonic sub-elliptic equation in H1, see [27]. How-
ever, it is shown in [37], that forHn for n ≥ 2 balls in the Carnot-Carathéodory distance are not regular
at the characteristic points. Therefore, due to the approach we take in the proof of Theorem 7.1 be-
low, we will restrict our discussion to the case of H1 and balls with respect to the Korányi–Reimann
distance.
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For the readers convenience we recall that our model for H1 is the group (R3, ·) where the group
law is given by
(x, y, t) · (x′, y′, t′) = (x+ x′, y + y′, t+ t′ − 2xy′ + 2x′y).
By using this group law, one introduces a frame of left-invariant vector fields which agree with the
standard basis at the origin:
X := ∂x + 2y∂t, Y := ∂y − 2x∂t, T := ∂t.
The Korányi–Reimann distance is a metric defined by
dH1(p, q) := ‖q
−1p‖H1 , where ‖(x, y, t)‖H1 =
4
√
(x2 + y2)2 + t2.
Let p0 ∈ H1 and R > 0. An open ball in H1 centered at p0 with radius R with respect to metric dH1 is
defined as follows: B(p0, R) := {p ∈ H1 : ‖p−1p0‖H1 < R}. For further discussion on Carnot groups
we refer to Section 6.2.
Theorem 7.1 (The Blaschke-Privaloff-Zaremba theorem for amv-harmonic functions in H1). Let Ω ⊂
H1 be a domain in the first Heisenberg group H1 equipped with metric dH1 and let f : Ω→ R be a continuous
satisfying
lim
r→0
∆ru(x) = 0, x ∈ Ω.
Then f is a sub-elliptic harmonic function, i.e. for all x ∈ Ω it holds that
lim
r→0+
∆rf(x) =
1
3π
∆H1f(x) = 0.
The constant − 13π is computed in [24, Lemma 3.3]. We further remark that the same lemma shows
the Blaschke-Privaloff-Zaremba theorem for C2-functions.
Proof. In the proof we follow the original idea of Privaloff developed for the setting of Rn, see [61,
Theorem II]. Let p0 ∈ Ω and B = B(p0, R) be a ball centered at p0 with radius R > 0 such that B ⊂ Ω.
Theorem in [27] allows us to infer that the sub-elliptic Dirichlet problem on B with the boundary
data f has the unique solution, denoted by u, such that u ∈ C(B) and u = f |∂B. Set φ = f − u.
Then φ ∈ C(B) and φ|∂B ≡ 0. The assertion will be proven if we show that φ ≡ 0 in B. We argue
by contradiction. Namely, suppose that there exists q ∈ B such that φ(q) 6= 0 and without the loss of
generality we assume that φ(q) < 0. Let us define the following function on B
F (p) = φ(p) +
φ(q)
2
(
‖(p−1p0)H‖2R2 −R
2
R2
)
,
where ‖(p−1p0)H‖R2 stands for the Euclidean length in R2 of the horizontal part of point p−1p0 ∈ Ω. It
follows that F ∈ C(B), F |∂B ≥ 0 and that F (q) < 0. Hence, there is qm ∈ B such that F (qm) = minB F
(in fact, qm ∈ B). Moreover,∆rF (qm) ≥ 0 for all r ≤ R and by direct computations we verify that
∆rF (qm) = ∆rφ(qm) +
φ(q)
2
∆r
(
‖(p−1p0)H‖2R2 −R
2
R2
)
(qm).
Therefore, upon applying the definition of ∆r, we arrive at the following estimate
0 ≤ ∆rF (qm) = ∆rf(qm)−∆ru(qm) +
φ(q)
2
∆r
(
‖(p−1p0)H‖2R2 −R
2
R2
)
(qm). (38)
Let us denote the coordinates of p and p0 as follows: p = (x, y, t) and p0 = (x0, y0, t0). Then
φ(q)
2
∆H1
(
‖(p−1p0)H‖2R2 −R
2
R2
)
(qm) =
φ(q)
2R2
∆H1
(
(x− x0)
2 + (y − y0)
2
)
(qm).
Recall, that
∆H1 = ∂
2
x + ∂
2
y + (4x
2 + 4y2)∂2t + 4y∂x∂t − 4x∂y∂t.
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Therefore, in our case the sub-Laplacian reduces to the Laplacian in R2
∆H1
(
(x− x0)
2 + (y − y0)
2
)
(qm) = ∆
(
(x− x0)
2 + (y − y0)
2
)
(qm) = 4.
Since f is assumed to be pointwise amv-harmonic and u ∈ C2(B), the definition of amv-harmonic
functions together with [24, Lemma 3.3] imply that upon r → 0+ it holds that ∆rf(qm) → 0 and
∆ru(qm)→ 0. Moreover, by applying [24, Lemma 3.3] again we obtain that
lim
r→0+
φ(q)
2
∆r
(
‖(p−1p0)H‖2R2 −R
2
R2
)
(qm) =
1
3π
φ(q)
2
∆H1
(
‖(p−1p0)H‖2R2 −R
2
R2
)
(qm) =
2φ(q)
3πR2
< 0,
since above we assume that φ(q) < 0. In a consequence, we get that 0 ≤ 2φ(q)
3πR2
< 0 contradicting our
assumption. The proof of the theorem is completed. 
The setting of Riemannian manifolds. For the readers convenience, we sketch the proof of the BPZ-
theorem in the Riemannian setting. The argument is analogous to that in the proof of Theorem 7.1
Proposition 7.2 (The Blaschke-Privaloff-Zaremba theorem on manifolds). Let (M,g) be an n-dimen-
sional Riemannian manifold with Ricci curvature bounded below by some K ∈ R. Let further Ω ⊂ M be a
domain inM and let f : Ω→ R be a continuous function in Ω satisfying
lim
r→0
∆ru(x) = 0, x ∈ Ω.
Then f solves the Beltrami-Laplace equation in Ω.
Proof. As in the proof for Theorem 7.1 we argue by contradiction. Fix z0 ∈ Ω and a ball B =
B(z0, R) ⊂ Ω for a small enough radius R > 0, which will be determined below. As previously,
we find function u as the unique solution to the Beltrami–Laplace Dirichlet problem ∆Mu = 0 in
B, such that u ∈ C(B) and u = f |∂B . The existence of such u follows, for instance from the gen-
eral theory for metric measure spaces, since the Riemannian manifold M with the Ricci curvature
bounded from below satisfies the doubling condition and the 1-Poincaré inequality (see [8, Chapter
A.7] and [36] for details).
As in the proof of Theorem 7.1 we set φ = f − u and notice that φ ∈ C(B) and φ|∂B ≡ 0. In order
to prove the assertion we show that φ ≡ 0 in B. We argue by contradiction and suppose that there
exists y ∈ B such that φ(y) 6= 0 and without the loss of generality we assume that φ(y) < 0.
Similarly as in the proof of Theorem 7.1 we define function F as follows
F (z) = φ(z) +
φ(y)
2
(
distM (z, z0)
2 −R2
R2
)
,
where distM (·, z0) is a distance function to z0 ∈ Ω defined in metric g onM . The direct computations
for the Beltrami-Laplace operator, see the proof of [54, Theorem 4.1], allow us to conclude that
∆M (distM (z, z0)
2) = 2 + 2Hz0(z)distM (z, z0),
where Hz0(z) stands for the mean curvature of ∂B(z0, r) at z for r = distM (z, z0). According to the
discussion in [59], it holds thatHz0(z) =
n−1
r −
1
3Ricz0(v, v)r +O(r
2), asymptotically as r → 0, where
v ∈ Sn−1 ⊂ Tz0M (notice that this formula arises as a perturbation of the mean-curvature formula for
a sphere in the zero-curvature case). Therefore, by taking R small enough, and hence small enough
r < R, we obtain that∆M (distM (z, z0)2) > c > 0 on B.
As previously, in order to get the contradiction we need to conclude that ∆rf(ym) → 0 and
∆ru(ym) → 0 as r → 0+. The first convergence follows, as f is amv-harmonic, while the second
follows from Claim (1), Chapter 6.32 in [68]. Indeed, by [68] solutions of the Beltrami–Laplace equa-
tion are smooth (assumptions of [68, Chapter 6.32] requireM to be compact, but we need this result
locally). Similarly to the Euclidean argument, based on expanding u in the Taylor expansion up to
the second order, one can show that limr→0+ ∆ru(ym) ≤ 12(n+2)∆Mu(ym) = 0, see [70, Corollary 3.2.].
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Thus, by analogous reasoning as in the previous theorem we obtain that
0 ≤ lim
r→0+
φ(y)
2
∆r
(
distM (z, z0)
2 −R2
R2
)
(ym) ≤
φ(y)
4(n + 2)
∆M
(
distM (z, z0)
2 −R2
R2
)
(ym)
≤
cφ(y)
4(n + 2)R2
< 0.
This contradicts our assumption that φ(y) < 0. Hence, the proof of the theorem is completed.

The setting of the Alexandrov spaces. Another setting where a BPZ type theorem can be proven is the
setting of Alexandrov spaces. Namely, letM be Alexandrov space without boundary and let Ω ⊂M
be a bounded domain. For a semiconcave function u : Ω → R (see Preliminaries in [71]) a natural
Laplacian Lu defined via the Dirichlet form is a signed Radon measure and its nonsingular part in
the Lebesgue decomposition of Lu satisfies
∆u(x) = n
∫
Σx
Hxu(ξ, ξ)dξ, (39)
for almost all points x ∈M , whereHx denotes the Perelman Hessian while Σx stands for the space of
directions at x, see [60] and [71, Preliminaries]. We combine this observation with (2.8) in [71, Lemma
2.3] to state the following variant of the BPZ theorem in Alexandrov spaces.
Proposition 7.3 (The Blaschke-Privaloff-Zaremba theorem in Alexandrov spaces). Let u : Ω→ R be a
semiconcave function defined on a domain Ω of Alexandrov space M without boundary. Then for all x in the
set of regular points of u (i.e. for almost all points inM ) it holds that
lim
r→0+
∆ru(x) =
1
2(n + 2)
∆u(x).
In particular, a semiconcave function u on Ω is harmonic (in the sense of the Laplacian ∆) if and only if
limr→0+ ∆ru(x) = 0 for every regular point x of u.
The proof of this observation is the immediate consequence of the proof of [71, Lemma 2.3]. We re-
mark that the theorem shows that for a large class of functions the amv-Laplace harmonic functions
coincide with those which are harmonic in Alexandrov spaces with respect to Laplacian ∆. How-
ever, notice that semiconcave functions are locally Lipschitz and posses a Taylor expansion up to the
second order (with respect to Perelman’s Hessian). Therefore, in the setting of Alexandrov spaces
a characterization of the amv-harmonic functions stated in Proposition 7.3 holds under stronger as-
sumptions than just a continuity as it is in Rn, H1 and on manifolds (cf., respectively, [55, Theorem
2.1.5] and Theorem 7.1 and Proposition 7.2). Finally let us comment that, since Alexandrov spaces
without boundary are conjectured to have vanishing mm-boundary (see [41, Section 1.3]) and this is
known to be the case for two-dimensional Alexandrov spaces (Theorem 1.8 in [41]), the characteriza-
tion part of Proposition 7.3 is related to our Theorem 1.1.
8. WEIGHTED EUCLIDEAN SPACES. ELLIPTIC PDES AND AMV-HARMONIC FUNCTIONS
In this final section we consider amv-harmonicity in weighted Euclidean domains and prove The-
orem 1.9 which characterizes weak (and in some cases strong) amv-harmonic functions as weak so-
lutions of the elliptic PDE, cf. (6):
Lwu = 0.
To set up notation, fix a norm ‖ · ‖ on Rn and a domain Ω ⊂ Rn. Denote HnΩ := H
n|Ω, where
the Hausdorff measure is taken with respect to the metric induced by ‖ · ‖. Given a positive, locally
Lipschitz function w : Ω→ (0,∞), we consider the metric measure spaces
Ω := (Ω, ‖ · ‖,HnΩ) and Ωw = (Ω, ‖ · ‖, wH
n
Ω).
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Throughout the section, Bn denotes the (open) unit ball B1(0) with respect to ‖ · ‖. We will use the
shorthand notation
dy = dHnΩ(y), Ar := A
HnΩ
r , and ∆r := ∆
HnΩ
r ,
as well as
Awr := A
wHnΩ
r and ∆wr := ∆
wHnΩ
r .
The following elementary facts will be used throughout the sequel.
Remark 8.1. Since w is continuous and strictly positive on Ω, the measure wHnΩ is locally doubling.
Moreover,
(1) Awr f → f locally uniformly in Ω as r → 0, whenever f : Ω→ R is continuous;
(2) For each p ∈ [1,∞], Lploc(Ω) = L
p
loc(Ωw) as sets, and L
p-convergence on compact subsets of Ω
with respect toHnΩ and wH
n
Ω agree.
The next lemma provides two different representations for∆wr in terms of∆r and will prove useful
in the next subsection.
Lemma 8.1. Suppose f ∈ L1loc(Ω). Then
∆wr f =
1
Arw
(∆r(fw)− f∆rw), (40)
and
∆wr f = ∆rf +
1
Arw
〈f,w〉r, (41)
where
〈f, g〉r(x) :=
∫
Br(x)
f(y)−Arf(x)
r
g(y)−Arg(x)
r
dy,
for f, g ∈ L1loc(Ω) such that fg ∈ L
1
loc(Ω), and all balls Br(x) ⊂ Ω.
Proof. The first identity is a direct consequence of the pointwise identity
(f(y)− f(x))w(y) = f(y)w(y)− f(x)w(x) + f(x)(w(x) − w(y)), x, y ∈ Ω.
To see the second assertion (41), fix r > 0 and denote for brevity µ := wHnΩ. Then
〈f,w〉r(x)
Arw(x)
=
1
Arw(x)
∫
Br(x)
(f(y)−Arf(x))(w(y) −Arw(x))
r2
dy
=
1
Arw(x)
∫
Br(x)
f(y)w(y)−Arw(x)f(y)−Arf(x)w(y) +Arf(x)Arw(x)
r2
dy
=
1
r2Arw(x)
[∫
Br(x)
fwdy −Arf(x)Arw(x)
]
=
Awr f(x)−Arf(x)
r2
=∆wr f(x)−∆rf(x), x ∈ Ω.

8.1. AMVploc(Ωw) as a second order Sobolev space. To prove Theorem 1.9, we start by analyzing the
operator (6). Note that, for u ∈ L1loc(Ω),
Lwu :=
1
2
div(M∇u) +
1
w
〈∇w,M∇u〉
is a distribution, and is given by a locally integrable function when u ∈ W 2,1loc (Ω). Recall that the
matrix of second moments of Bn is defined as
M = (mij), mij =
∫
Bn
yiyjdy, i, j = 1, . . . , n.
40 TOMASZ ADAMOWICZ, ANTONI KIJOWSKI, AND ELEFTERIOS SOULTANIS2
Remark 8.2. The matrix M is symmetric and positive definite, cf. [45, Sections 4.1-4.3]. Since Bn is
symmetric we have that ∫
Br(x)
(y − x)idy = r
∫
Bn
zidz = 0, i = 1, . . . , n
for x ∈ Rn and r > 0.
In this subsection we show that, when u ∈ W 2,ploc (Ω), we have ∆
w
r u → Lwu in L
p
loc(Ω). More
specifically, we have the following theorem.
Theorem 8.2. Let p ∈ (1,∞). Then W 1,ploc (Ω) ∩ AMV
p
loc(Ωw) = W
2,p
loc (Ω) and, for every u ∈ W
2,p
loc (Ω), we
have that ∆wr u
r→0
−→ Lwu in L
p
loc(Ω).
We will prove Theorem 8.2 by reducing it to the unweighted case (using Lemma 8.1), where the
result follows by standard theory in a straightforward way.
The following observation is well known, but we briefly recall the proof.
Lemma 8.3. If u ∈ C2(Ω), then
∆ru→
1
2
div(M∇u)
locally uniformly in Ω, as r → 0.
Proof. Let x ∈ Ω and r < dist(x, ∂Ω). The Taylor expansion of u yields
u(x+ rz)− u(x) = r
n∑
i=1
∂iu(x)zi +
1
2
r2
n∑
i,j=1
∂iju(x)zizj + Er(x, z),
where Er(x, z)/r2 → 0 locally uniformly in Ω× B¯n, as r → 0. Thus we have
∆ru(x) =
∫
Bn
u(x+ rz)− u(x)
r2
dz =
1
2
n∑
i,j=1
∂iju(x)
∫
Bn
zizjdz +
∫
Bn
Er(x, z)
r2
dz,
from which the claim follows. 
Proposition 8.4. Let p > 1. Then AMVploc(Ω) =W
2,p
loc (Ω) and, for each u ∈W
2,p
loc (Ω), we have that
∆ru→
1
2
div(M∇u) (42)
in Lploc(Ω), as r → 0.
Proof. Assume u ∈W 2,ploc (Ω) and set
R(x, y) := u(y)− u(x)−
n∑
i=1
∂iu(x)(y − x)i, x, y ∈ Ω.
Let Ω′ ⊂ Ω be a compactly contained W 2,p-extension domain. Then, for a ball (respectively, a unit
sphere) BEr (∂B
E
1 ) in the Euclidean norm, by [14, Thm 2.5, Thm 4.1 and (21)] we have that
lim
r→0
∫
Ω′
∫
BEr (x)
∣∣∣∣R(x, y)r2
∣∣∣∣p dydx = c(n, p)∫
Ω′
∫
∂BE1 (0)
∣∣∣∣∣∣2
∑
i≤j
∂iju(x)eiej
∣∣∣∣∣∣
p
de dx. (43)
By Remark 8.2 we see that ∫
Br(x)
R(x, y)
r2
dy = ∆ru(x), B¯r(x) ⊂ Ω. (44)
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Together with (43) and the fact that ‖ · ‖ is comparable to the Euclidean norm, (44) implies that
lim sup
r→0
∫
Ω′
|∆ru|
pdx ≤ lim sup
r→0
∫
Ω′
∫
Br(x)
∣∣∣∣R(x, y)r2
∣∣∣∣p dydx ≤ c limr→0
∫
Ω′
∫
BEr (x)
∣∣∣∣R(x, y)r2
∣∣∣∣p dydx <∞.
Since any point x ∈ Ω has a neighbourhood Ω′ which is a W 2,p-extension domain, it follows that
u ∈ AMVploc(Ω).
Conversely, suppose u ∈ AMVploc(Ω). Then, for any positive sequence (rm) converging to zero
there is a further subsequence and a function g ∈ Lploc(Ω) such that ∆rmu ⇀ g weakly in L
p
loc(Ω) as
m→∞. In particular, for any ϕ ∈ C2c (Ω), we have∫
Ω
ϕgdx = lim
m→∞
∫
Ω
ϕ∆rmudx = limm→∞
∫
Ω
∆rmϕudx =
1
2
∫
Ω
div(M∇ϕ)udx,
since ∆rϕ → 12div(M∇ϕ) locally uniformly in Ω, as r → 0. This shows that g is unique and agrees
with the distribution 12div(M∇u) on Ω. Thus div(M∇u) ∈ L
p
loc(Ω) and we have that u ∈W
2,p
loc (Ω), see
e.g. [33, Theorem 6.29], applied for the differential operator P = ∆.
It remains to prove the convergence in (42). For this assume u ∈ W 2,ploc (Ω). Denote by ∇
2u the
matrix of second weak partial derivatives of u and byQs(x) a concentric cube centered at xwith side
length s. Then, by [9, Thm 3.3. lemma 3.4] we observe that there exist constants C, σ ≥ 1, such that
C = C(n), for which
|∆ru(x)| ≤
C(n)
r2
∫
Qσr(x)
|∇2u|(y)
|x− y|n−2
dy ≤M√nσr|∇
2u|(x), Bσr(x) ⊂ Ω. (45)
LetΩ′ ⊂ Ω be compactly contained and let (um) be a sequence of smooth functions converging to u in
W 2,p(Ω′) asm→∞. In particular, |∇2(u− um)| → 0 and div(M∇(u−um))→ 0 in Lp(Ω′) asm→∞.
By Lemma 8.3 and (45) we obtain
lim sup
r→∞
‖∆ru−
1
2
div(M∇u)‖Lp(Ω′)
≤ lim sup
r→0
(
‖∆r(u− um)‖Lp(Ω′) + ‖∆rum +
1
2
div(M∇um)‖Lp(Ω′) +
1
2
‖div(M∇(u− um))‖Lp(Ω′)
)
≤C lim sup
r→0
‖M√nσr|∇
2(u− um)|‖Lp(Ω′) +
1
2
‖div(M∇(u− um))‖Lp(Ω′)
≤C ′‖∇2(u− um)‖Lp(Ω′) +
1
2
‖div(M∇(u− um))‖Lp(Ω′).
Upon lettingm→∞ the claim follows. 
In order to deal with the “inner product” term in (41) we have the following lemma.
Lemma 8.5. If f, g ∈W 1,1loc (Ω) and in addition g ∈ L
n
loc(Ω), then
〈f, g〉r
r→0
−→ 〈M∇f,∇g〉
pointwise almost everywhere in Ω.
Proof. The Sobolev embedding implies that f ∈ Ln/(n−1)loc (Ω). Thus fg ∈ L
1
loc(Ω) and 〈f, g〉r is finite.
Sobolev functions in W 1,1loc satisfy the following approximation by tangent planes for almost every
x ∈ Ω, cf. [26, Chapter 6.2.1 Theorem 2]:
lim
r→0
(∫
Bn1 (x)
∣∣∣∣f(x+ rz)− f(x)−∇f(x) · (rz)r
∣∣∣∣n/(n−1) dz
)(n−1)/n
= 0. (46)
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It follows that
lim
r→0
(∫
Bn1 (x)
∣∣∣∣f(x+ rz)−Arf(x)−∇f(x) · (rz)r
∣∣∣∣n/(n−1) dz
)(n−1)/n
= 0, (47)
since (∫
Bn1 (x)
∣∣∣∣f(x+ rz)−Arf(x)−∇f(x) · (rz)r
∣∣∣∣n/(n−1) dz
)(n−1)/n
≤
(∫
Bn1 (x)
∣∣∣∣f(x+ rz)− f(x)−∇f(x) · (rz)r
∣∣∣∣n/(n−1) dz
)(n−1)/n
+
∣∣∣∣Arf(x)− f(x)r
∣∣∣∣
≤2
(∫
Bn1 (x)
∣∣∣∣f(x+ rz)− f(x)−∇f(x) · (rz)r
∣∣∣∣n/(n−1) dz
)(n−1)/n
.
For the next calculations we use the shorthand
Rfr (x, z) :=
f(x+ rz)−Arf(x)−∇f(x) · (rz)
r
, B¯r(x) ⊂ Ω.
The definition of the matrixM yields
〈M∇f(x),∇g(x)〉 =
∫
Bn1 (x)
n∑
i,j=1
∂if(x)∂gj(x)zizjdz =
∫
Bn1 (x)
(∇f(x) · z)(∇g · z)dz
which may be expanded to
〈M∇f(x),∇g(x)〉 =
∫
Bn1 (x)
(f(x+ rz)−Arf(x))
r
(∇g(x) · z)dz −
∫
Bn1 (x)
Rfr (x, z)(∇g(x) · z)dz
=
∫
Bn1 (x)
f(x+ rz)−Arf(x)
r
g(x + rz)−Arg(x)
r
dz
−
∫
Bn1 (x)
[Rgr(x, z)(∇f(x) · z) +R
f
r (x, z)(∇g(x) · z)]dz.
Thus
〈f, g〉r(x)− 〈M∇f(x),∇g(x)〉 =
∫
Bn1 (x)
[Rgr(x, z)(∇f(x) · z) +R
f
r (x, z)(∇g(x) · z)]dz
tends to zero as r→ 0 for almost every x ∈ Ω, by (47). 
The proof of Theorem 8.2 can now be reduced to the unweighted case using the results above.
Proof of Theorem 8.2. We first observe that, if u ∈W 1,ploc (Ω), then
|〈u,w〉r(x)| ≤
∫
Br(x)
|u−Aru(x)|
r
|w −Arw(x)|
r
dy
≤‖∇w‖L∞(Br(x))
∫
Br(x)
|u−Aru(x)|/rdy ≤ C‖∇w‖L∞(Br(x))Mr|∇u|(x).
It follows that, for each compactly contained Ω′ ⊂ Ω there exists a function g ∈ Lp(Ω′) such that
|〈u,w〉r | ≤ g (48)
almost everywhere in Ω′. Together with Lemma 8.5, (48) implies that
〈u,w〉r → 〈M∇u,∇w〉 in L
p
loc(Ω) (49)
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Suppose u ∈ W 2,ploc (Ω). Then 〈u,w〉r → 〈M∇u,∇w〉 and ∆ru →
1
2div(M∇u) in L
p
loc(Ω). Thus
Lemma 8.1 (41) implies that
∆wr u
r→0
−→ Lwu
in Lploc(Ω), which also implies that u ∈ AMV
p
loc(Ωw).
Conversely, if u ∈W 1,ploc (Ω)∩AMV
p
loc(Ωw), Lemma 8.1(41) and (48) imply that, for every compactly
contained Ω′ ⊂ Ω there exists a function g ∈ Lp(Ω′) such that
|∆ru| ≤ |∆
w
r u|+
1
Arw
g on Ω′.
Thus u ∈ AMVploc(Ω)which, by Proposition 8.4, implies that u ∈W
2,p
loc (Ω). 
Using Lemma 8.1 (40) it is possible to prove that, for w ∈ W 2,∞loc (Ω), the classes AMV
p
loc(Ωw) agree
withW 2,ploc (Ω).
Theorem 8.6. Suppose w ∈ W 2,∞loc (Ωw), and p ∈ (1,∞). Then AMV
p
loc(Ωw) = W
2,p
loc (Ω). For every
u ∈ AMVploc(Ωw) we have that ∆
w
r u→ Lwu in L
p
loc(Ω), as r → 0.
Proof. We sketch the proof and omit the details.
Identity (40) yields |∆wr (uw)| ≤ Arw|∆
w
r u| + |u||∆rw| for u ∈ AMV
p
loc(Ωw). By Proposition 8.4
we have that uw ∈ W 2,ploc (Ω) which implies u ∈ W
2,p
loc (Ω) since w
−1 ∈ W 2,∞loc (Ω). Using (40) and
Proposition 8.4 we have the convergence
∆wr u
r→0
−→
1
2w
(div(M∇(uw))) − udiv(M∇w))
=
1
2w
(udiv(M∇w) + 2〈∇w,M∇u〉 + wdiv(M∇u)− udiv(M∇w)) = Lwu
in Lploc(Ω), whenever u ∈W
2,p
loc (Ω). 
8.2. PDE characterization of amv-harmonicity. We are now in a position to prove Theorem 1.9. For
clarity, we formulate the following weak counterpart of Proposition 8.4 as a separate lemma. We
omit the proof, which follows e.g. by an approximation argument from Proposition 8.4, or via a
direct argument in the spirit of Proposition 8.4.
Lemma 8.7. Let u ∈W 1,2loc (Ω). Then ∆ru→
1
2div(M∇u) weakly, i.e.
lim
r→0
∫
Ω
ϕ∆rudx = −
1
2
∫
〈∇ϕ,M∇u〉dx
for every ϕ ∈ C∞c (Ω).
Proof of Theorem 1.9. We first prove the equivalences (1)–(3). The implication (3) =⇒ (2) is clear, and
(2) =⇒ (1) follows from Lemmas 8.7 and 8.1(41). Indeed, together with (49) in the proof of Theorem
8.2, we have that
0 = lim
r→0
∫
Ω
ϕ∆wr udx = lim
r→0
(∫
Ω
ϕ∆ru dx+
∫
Ω
ϕ
Arw
〈u,w〉r dx
)
=−
1
2
∫
Ω
〈∇ϕ,M∇u〉dx+
∫
Ω
ϕ
w
〈∇w,M∇u〉dx
for every ϕ ∈ C∞c (Ω), which is the weak formulation of Lwu = 0.
Thus it suffices to prove the implication (1) =⇒ (3). By elementary regularity theory, see e.g. [32,
Thm 8.8], a weak solution u ∈ W 1,2loc (Ω) to Lwu = 0 satisfies u ∈ W
2,2
loc (Ω). Theorem 8.2 now directly
implies that (3) holds.
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It remains to prove the equivalence of (1)–(3) with (4) assuming smoothness of w. Since (4) =⇒ (2),
it suffices to prove that (1) =⇒ (4). Since weak solutions of Lwu = 0 with w ∈ C∞(Ω) are smooth
(see e.g. [32, Cor 8.11]), Lemma 8.3 and 8.1 (40) imply that
∆wr u =
1
Arw
(∆r(uw) − u∆rw)→
1
2w
(div(M∇(uw)) − udiv(M∇w)) = Lwu = 0
locally uniformly in Ω, as r → 0. 
Remark 8.3. The assumption w ∈ C∞(Ω) in the second part of Theorem 1.9 is by no means optimal,
but is sufficient for the purposes of the discussion at the end of the introduction, where it was pointed
out that the (weak or strong) amv-property need not hold for harmonic functions on RCD-spaces
without the non-collapsing condition.
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