We present a new framework for business process management based in a Petri net extension called Resource-Aware Petri Nets. This extension considers resources representation at the application level and allows the monitoring of the whole system with its dependencies. Thus, to solve resource usage conflict, agents are proposed to take care of monitoring workflow instances. This new comprehension of dependencies also allows the creation of a delay prediction system based in historical data from the workflows itself. In this paper we expose our methodology for modeling workflows through our extension which is based in classical approaches. Also a monitoring and delay prediction workflow is introduced and analyzed. In order to test our approach, we have extracted workflows from real cases and tested our framework simulating different kind of situations and resources, getting promising results since our prototype can provide early detection of workflows delays.
INTRODUCTION
Nowadays business process management is becoming a fundamental piece in many industrial processes. In today's economy, suppliers, manufactures and retailers are working together in order to reduce the production costs and to maximize the productivity. To manage the evolution and the interactions of the business actions it is important to accurately model the steps to follow in the process, the resources needed and the flow of the messages between the different parts involved (suppliers, manufacturers, clients, etc.) . Workflows (WFs) provide a way of describing the order of execution and the dependent relationships between the constituting activities of the business processes.
Workflows usually model single and unique business processes, nevertheless, in real life environments, processes represented by workflows are rarely executed individually. Workflows are usually executed concurrently, sharing a limited number of resources sometimes even with external processes. In consequence, a delay in an ongoing workflow can impact other pending workflows, causing a cascade effect in the performance of the rest of the system due to dependencies or to resource occupation. For this reason it is important to monitor not only a single workflow execution, but also the whole system, as a delay can echo in the rest of executions. Conversely to previous works, the focus of this work is studying monitoring methods to deal with all the workflows in a environment (at the organization level). Monitoring means that the workflow management system (WMS) is aware of the states of the whole system regarding the current workflows actives and the resources available to carry them out.
Moreover, an intelligent monitoring methodology should be able to avoid, or somehow, reduce the effects of unexpected behaviors, so, corrective and preventive strategies are needed.
Regarding corrective strategies, when a workflow deadline is reached or close to be reached, a time out message or a running out of time alarm should be fired. For example, in (Blake, 2005) , the authors provide a supporting tool to the user in order to modify running workflows Regarding preventive strategies, WMS should be able to predict when a workflow will fail before it happens. Preventive strategies are important as when a WF exceeds a deadline can cause important problems in the system. In critical domains, such as medical device maintenance, a delay in a workflow could involve the unavailability of medical equipment causing delays on hospital operations, delays in surgeries and actually impacting on patients health.
In this line, the research on Artificial Intelligence have been centered in including new intelligent capabilities to WMS. E.g. CAKE (Bergmann et al., 2006) takes benefit of case based reasoning to improve workflow architectures and to increase the collaboration among them. Regarding the agent community, they are also interested in workflows but emphasizing its use for agent coordination. Our work concerns both, Artificial Intelligence and agents, as provides intelligent capabilities to WMS for monitoring concurrent workflows. We extend previous Petri net models in order to add resource representation at the application level (instead of the workflow level, i.e. the resource required to develop a service or a task). We call them resourceaware Petri nets. This petri net extension allows us to monitor the state of all the running workflows of the system using agents. Resource-aware Petri nets (RAPN) also permit to predict possible delays without waiting until the workflow deadline so corrective and preventive strategies can be applied. Regarding the monitoring phase, we present an agent-based WMS which monitors workflows sharing resources inside an organization by individually monitoring the different workflows but using the whole environment information to diagnose the reason of unexpected or abnormal behaviors.
RELATED WORK
The lack of standardization in workflow representation has been a trending research topic during the last years. This absence of unification has led to a highly diversified types of workflow representations. Some authors use other fields' representation models such as UML activity diagrams (Kalnins and Vitolins, 2006) , Business Process Management Notation (Muehlen and Recker, 2008) (BPMN) or different types of petri nets (called WF-nets) (Rinderle et al., 2004; Van der Aalst et al., 2003) . Other researchers have chosen to develop specific languages for workflow representation such as YAWL (Brogi et al., 2006) .
Regarding the resource representation in work-flows, despite some languages such as the mentioned UML provide tools for representing resources itself, many workflow modeling languages do not integrate resources into its representations. A recent work on workflow representations that we should take into account is (Lombardi and Milano, 2010) which proposes the condition task graphs (CTGs). In a CTG, the arcs are labeled with probabilities. Tasks have resources associated. But due to the nature of the conditional branch of the graphs, the particular resources requirements for the execution of a given workflow can vary. Then the authors propose a methodology to optimize the resources requirements. From our perspective, such conditional representations could also be used for monitoring, without the need of specific workflow management system. The authors point out in their future work that their current research concerns the applicability of their approach to BPM. Workflow monitoring has also been studied from different points of view. E.g. Van der Aalst et al.(Van der Aalst and Pesic, 2006) combine Petri nets (used to model the behavior of a service flow) and event logs (used to model real behavior of a service flow) in order to detect deviations and to store data for a further mining process. Then, in (Rozinat et al., 2009 ) the historical data is used for simulation, so that a short time projection can be obtained on the workflow outcomes.
As for the use of Petri nets for workflow monitoring, Frankowiak et al. (Frankowiak et al., 2009 ) developed a micro controller-based process monitoring in order to control the correct procedure of a manufacturing chain where every Petri net transition was linked to a micro controller input. The logistic field has also been a hot research topic when it comes to Petri net monitoring(Van der Aalst, 1993) .
Other previous related works regarding to workflows monitoring come from the multi-agent community. For example, in (Wang and Wang, 2002) a multiagent system is proposed to monitor the workflows associated to a given business process, so that they improve the system capabilities to deal with changes in the environment. In (Zarour et al., 2005 ) an agent based system is also proposed to deal with coordination and management of workflows between virtual enterprises.
BACKGROUND
In this paper high level Petri nets are used to model and monitor workflow services. For this reason, in the next paragraphs we introduce basic Petri net notation and terminology, which were presented by C.A. Petri (Petri, 1962) .
The simple or classical Petri net can be defined as a directed bipartite graph with two kind of nodes called places and transitions which are connected by arcs. A place p is called an input place of transition t if exists an arc that directly connects p to t. A place p is called an output place of transition t if exists an arc that directly connects t to p. Moreover, arcs cannot connect two nodes of the same class. Places can contain tokens. During the Petri net execution, the position and number of tokens may vary. In the graphical representation places are drawn as circles, transitions are rectangles or bars, tokens are represented black dots and arcs by arrows (see Figure 1) .
A transition t is enabled when each input place p of t contains one or more tokens. An enabled transition can be fired. Firing the transition t erases one token from t input place and creates a new one to its output place. The state of a Petri net is defined by the distribution of its tokens along the net, this can also be referred as marking. More information about Petri nets bases and history can be found in (Murata, 2002) .
In order to include different domain particularities such as time or priorities, Petri nets have been enriched with extensions which represent theses different domain particularities. This new kind of nets were called high level Petri nets. In the classical Petri net, tokens have no kind of information incorporated, in consequence, it is impossible to distinguish between them. In practical terms, if a token corresponds to the status of real-life workflow, when two tokens are inside the same Petri net there is no possibility to relate each token with its correspondent flow. Using the classical representation, the only way to discern between both tokens/process is to duplicate the Petri net and to put each token in the different nets, which presents a problem for real process modeling as when different kinds of processes appear into a workflow, the size of the Petri net increases significantly. In order to avoid this duplication, the colored Petri net extension was created(Van der Aalst, 1993). Colored Petri nets assign a type or an identifier to each token so the confusion between tokens disappears.
Another common extension for the classical Petri nets is the inclusion of time which can be included in different ways. Transition-timed (T-timed) Petri nets (PN) associate time to the transition. In T-timed PN An interval of time can be assigned to each transition and they can only fire during this time interval, therefore, tokens remains at the input places at least until this time arrives. Place-timed PN associate time ts i to the places. This means that when a token t arrives to a place p it must stay there at least ts p time units although its transition fires. Finally, token-timed PN (or dense-timed PN) (Abdulla et al., 2006) is an extension of Petri nets in which each token is equipped with a real-valued clock so the time spent for every token can be registered. In this article, when timed Petri nets are mentioned is referring to this token-timed PN extension.
AGENT-BASED WORKFLOW MANAGEMENT SYSTEM
Our system is based on Petri nets for workflow modeling, taking into account the existing resources in the system. Workflows and resources are handled by the workflow management system (WMS), as shown in Figure 2 . The main components of the WMS is the Monitoring System (MS) which is responsible of linking the WMS with the modeled process and also of monitoring the evolution of the workflow. The WMS access to the following data:
• Library of workflow models, which contains an archive of the workflows modeling the business processes of an organization or corporation.
• Resource data base, which stores the information related to the available resources of the system (type of resource, status, amount, etc.).
• Running workflows memory, which contains the state of the workflows currently running in the system.
With this information the WMS uses the following methodology to start and to monitor workflows:
1. Receives a request for a business activity A i 2. Search in the workflow library for the pattern associated to A i , Pattern(A i ) = W f i .
3. If W f i is not running with other parameters in the WMS, then the WMS loads the workflow from the workflow library.
4.
A new token t i is created and placed into the corresponding workflow.
The key issue and the main contribution of this work concerns how workflows and resources are modeled using Petri nets and monitored by agents. The workflow modeling and monitoring are detailed below.
Workflow Modeling
Workflow modeling using high level Petri nets has been broadly studied among last years (Eshuis and Dehnert, 2003; Van der Aalst, 1998 ). As figure 1 shows Petri nets can represent typical workflow behaviors like sequential routings, parallel executions, Figure 2 : The workflow management system is responsible for modeling and monitoring the workflow and sends warnings when a possible delay is detected. Figure 3 : The workflow management system is responsible for modeling and monitoring the workflow and sends warnings when a possible delay is detected.
choices, iterations, etc. Modeling a workflow with a Petri net is a simple task but it can take a long time as all the situations and details must be taken into account.
When modeling a workflow with PN, the most common type of transition is the one which represents tasks or services (e.g. send message), it is fired just at the moment where the activity starts. When transitions represent the making of a decision they do not start any new service, they just chose if a path must be followed or not and they are fired by the system (or by the actor which takes the decision). External events (e.g. user inserts a coin into a printer) are also represented as transitions. The firing of the transition occurs when the event happens. Finally some transitions are just used for routing tasks (e.g. throw a concurrent execution of processes) and they are fired by the system. It is important to notice that there exists some dependencies between different transition types: a decision type transition always comes after a service type one; decision type transitions never come alone, there must be at least two complementary decisions so the WF net is path complete.
As mentioned above, in WF nets places represents conditions (some authors refers to conditions as states). A place indicates the status and the conditions of a workflow in a concrete point, in other words, a place p is the pre-condition of its input transition and a place p is the post-condition of its output transition.
Finally, in WF nets, tokens (which are colored) represent cases. Every time a token appears in the input place i means that a business new process p has started inside the workflow. Tokens are colored so the processes can be distinguished
Our work is specially focused on delays prediction, conversely, we need to take care of the kind and number of resources needed for every task inside the workflow so we can evaluate the time workflows will spend waiting for an available resource. In order to satisfy this requirement we extended the workflow net representation with a new resource element. We called this extension resource-aware Petri nets (RAPN, Definition 5). RAPN incorporate resources to high level Petri nets (Abdulla et al., 2006) . Resources (Definition 2) are related with sets of consecutive transitions (forming subpaths, Definition 3) where the first transition (t s ) is the one which allocates the resource and the last (t e ) is the one which releases it. If there are not available resources of the required type by a transition (t s ) this transition cannot be fired until a resource of the desired type is released.
Definition 2. A Resource is defined as a tuple r, Q where r is the kind of resource and Q the amount of resources of type r available in the system. Therefore R is a finite set of resources. R = { r 1 , Q 1 , ... r n , Q n } where n stands for the resources cardinal.
Definition 3. A Transition Subpath (TS) is the set of connected nodes between two transitions where t s is the starting transition of the subpath and t e the last one, TS = t s ,t e .
Definition 4. A transition subpath resource dependence (SD) defines the dependence between all the nodes of a subpath TS i and a set of resources, SD = T S i , r j , k j where k j is the amount of resources of type r j needed. 
Workflow Monitoring
Monitoring can be performed both at workflow and task level. Monitoring at the workflow level means that it is necessary to compare the evolution of the monitored workflow instance with the standard behavior of the generic workflow. Every time a new instance is started, a maximum deadline for the case resolution is assigned to it. When the workflow time execution is near the deadline, a warning message is send. However those warnings tend to arrive at the late phase of the workflow (even if they are caused for an early delay) so a restructuration of the workflow or resource addition may be difficult to implement. We consider than a lower-level monitoring of the workflow, in a task level, would result in an earlier detection of the delay. For that purpose, we define the MS as a multiagent system with two different kinds of agents: monitoring agents which are responsible of collecting information about the development of a single workflow instance; and a global monitoring agent which is in charge of deciding if the different workflows are susceptible of suffering a delay or not.
In our approach, besides the global execution time of the workflow, we monitor the time that tokens spend on each place. Every time a workflow is instantiated, a monitoring agent (Figure 3 ) which can controls the information involving both the token and the workflow is thrown. The agent detect possible delays in the workflow (Figure 4) as it can notice when a task is exceeding it's estimated execution time. As a delay in the execution of a task does not necessarily represents a delay in the workflow execution, the monitoring agent uses the information stored on the token and the time required to execute the remaining workflow to decide if the workflow is susceptible to suffer a delay (Pla, 2010) .
As the monitoring agents only have information of a single workflow, when a possible delay is detected, the agents send a warning message to the global monitoring agent. As several monitoring agents can be sending similar warning messages regarding a related problem (e.g. the lack of a concrete type of resource or a neck bottle in the workflow interaction design), the global monitoring agent is responsible for interpreting the different incoming messages. For that purpose it is endowed with a Complex Event Processing engine which reasons what is happening in the global workflow environment and tries to diagnose the reason of the delays (Gay et al., 2010) , sending the corresponding alarms when necessary. These alarms allow system supervisors to restructure the workflow or to endow the system with more resources in order to avoid the delays. Moreover, the study of these warnings with data mining and statistical techniques can offer information about the performance of the services and to detect which are the weaker points of the architecture.
RESULTS
This first prototype of our work consists in 3 modules: a workflow framework, a workflow simulation engine and the workflow management system (Figure 5) . The workflow framework can load Petri nets defined by XML or load Petri nets designed with the PM Editeur (Zdenk et al., 2001 ) graphical editor; it is responsible for firing transitions, moving tokens along the Petri net and all the work related with Petri nets. Moreover it allows the user to define resources and to associate them with different parts of the Petri net. The workflow simulation engine permits to recreate the evolution of a workflow, given a set of parameters (the workflow modeling, the probability of a work instantiation, the standard deviation in the execution of a time and, number of resources in the system and the duration of the simulation) it simulates the execution of the workflow. Finally the workflow management system is responsible for monitoring the evolution of the workflow, detecting possible delays and to ask the workflow motor to trigger the transitions.
Experimental Setup
To test the performance of our system we modeled and simulated a set of workflows extracted from the AIMES project (AIMESproject, 2010) . The workflows correspond to common activities in the medical device maintenance industry such as assigning a technician for a device repairing or reassigning a technician. Specifically the used workflows are Reactive Maintenance Interventions (RMI), Maintenance Event Escalation Management (MEEM) and Inventory and Installation of New Equipment (IINE).
The first one, RMI, describes the procedure to follow when a medical device throws a maintenance warning. In this case the system catch the warning and classifies the action, locates the source of the action, assigns a priority to the task and assigns the maintenance action to a technician. Finally the technician carries the action and the work ow finalizes. This workflow is composed by six tasks or services. In this case, the resources needed to accomplish the workflow are technicians of a concrete type.
In MEEM the technical staff leader wants to assign a concrete task to an available technician. First of all, the staff leader looks which technicians are available and which tasks have not been assigned; then the staff leader defines a procedure to follow for a technician and finally the technician performs the assigned task (5 tasks). In this workflow two kinds of resources interfere in the development: the technical staff leader (which its amount will be always one as there is only one leader in each group) and technicians of a concrete type.
Finally, IINE describes the established procedure to follow when a new device arrives to a hospital.
Firstly, a testing specialized technician makes the quality tests in order to check the proper working of the device and that all its documentation is attached, then the equipment is registered and installed. If the received equipment is a piece for an existing device an specialized technician embeds the equipment to its correspondent device, otherwise, an installer mounts the device where it corresponds. Nine different tasks are required for this workflow and three different kind of resources (although only two will be used at each instantiation).
Combining these workflows we performed experiments in three different scenarios. In the first one RMI and MEEM are simultaneously executed. We only defined two kind of resources: Technical staff leader (1 in the system) and Technician type A (4 in the system); This scenario allows us to study the behavior of our methods in a simple experiment. In the second scenario a new workflow is added in the system: a MEEM requiring a technician of type B. In consequence, a new type of resource was added (Technician type B) and the rest of resources is modified: 1 Technical staff leader, 3 Technician type A and 1 B. The aim of this experiment is to study the performance of the workflow management system in a more complex scenario. Finally, in the third scenario, the three defined workflows are used. In it, we considered the type D technician as the same which appears in the RMI and in the MEEM. As technician D is used by all the workflows we considered to include a high number of this type available resources in the system, having 5 type D technicians, 1 staff leader (used by MEEM) and 2 type I and T technicians (used by IINE). This scenario allows us to study the workflow management system when many resources are involved in the business processes. In all the scenarios we have simulated an interval of 500 time units with a workflow starting probability p = 0.05 per time unit. In the first two scenarios, the kind of WF created was randomly chosen with the same probability for each WF type, while in the last one the probabilities are 3/6 for RMI, 2/6 for IINE and 1/6 for MEEM.
Results
The obtained results are shown as a flow execution diagram. The delayed workflows appear marked with their token identifier. The workflow executions are represented as lines where the dashed lines represents a normal execution (inside its maximum time of execution) and information of delayed plans are shown as solid lines. Moreover, the instants in which our tool predicted a delay for the workflow are marked with a vertical line. Figure 8 shows the first scenario result. In this experiment two different workflows are sharing two different resources. The simulation among 500 time units generated 30 workflow cases where 7 of them resulted in a delay (T1, T8, T10, T15, T19, T22 and T26). All of them were predicted before they occurred by our system although 2 false positives (a delay was predicted but the workflow ended on time) were also predicted (T5 and T11). As it is a simple scenario the number of delays produced is small. Figure 9 shows the second scenario result where the same two workflows share 3 different types of resources with a different quantity of them. The simulation generated 31 workflow cases where 10 finished out of time (T7, T9, T12, T15, T16, T17, T19, T20, T25 and T29). As happened on the previous scenario all the delays were successfully predicted, nevertheless, 2 on time workflows where classified as delayed workflows (T1 and T12). Moreover, due to the higher complexity of this experiment, it is important to notice that the number of delays respect the first scenario has increased.
Finally Figure 10 the results of the thirds scenario are shown. In it, the installation and inventory of new equipment is added to the first scenario. In the simulation 26 workflows have been instantiated and 12 of them have been marked as possible delayed workflows (T9, T11, T13, T14, T15, T16, T17, T18, T19 , T21, T22 and T24). As both the complexity and the number of resources used in this scenario are higher than in the previous ones, the number of delays in the system is also higher. Ten of this marked workflows have been correctly classified as they have suffered a delay, while T14, despite the delay prediction, ended on time. The workflow defined by the T24 token has been classified as susceptible of suffering a delay, however the simulation ended before the workflow was delayed. Regarding the kind of workflows marked as delayed, 3 correspond to the IINE WF, 4 to the RMI WF and 5 to the EM WF.
Discussion
The obtained results in the different scenarios show that our prototype can provide an early detection of workflow delays. In some cases such as token 19(sce-nario1), token 7(scenario2) or token 22(scenario3) the detection is done up to 40 time units before the work- flow deadline (32% of the workflow duration). This delay anticipation could be enough to restructure the scheduling of the workflow, especially in long duration workflows as medical device maintenance operations (which can have long term deadlines) or manufacturing processes (with midterm deadlines).
By comparing the first two presented scenarios we can notice that in the second one there is a higher number of delays. This fact is due to the lower number of available resources in the system. As more workflows are waiting for a resource to be released, more workflows may be delayed. The higher resource variety in the second scenario caused the ending of some workflows that were instantiated after others. Despite this two remarkable differences, the delay prediction presented a similar behavior in both scenarios. The third scenario presents similar results to the second one. We can see how the coexistence of different types of WF and resources, as happened before, causes the ending of some workflows before older workflows have finished. It is important to notice that although the number of delays produced is the same, the number of erroneous predictions decrease respect to the second scenario. Table 1 shows the confusion matrix of the three experiments presented above and Figure 11 a summary of the experiments performed. By analyzing the results we can notice that in any of the performed experiments appear false negatives (delayed workflows classified as on time workflows). This is an important fact as it means that all the delayed workflows are predicted. Regarding the false positives, we can see that there are 2 in each experiment. Taking into account that in each case we are monitoring around 30 workflows, this represents an 8% of the classified workflows, which is an acceptable percentage. Since our point of view, in the domain we are dealing with, a false positive is less harmful than a false negative as a false positive can result in a workflow checking by a supervisor while a false negative can produce a global delay on the system. Although the obtained results encourage us to follow this research direction, it is important to remember that the presented results were obtained from workflow simulations, not from real procedures. It would be interesting to apply the presented methodology to real data in order to analyze its performance in a real environment. It is also important to remark that the application of our proposed workflow monitoring system is conditioned to the knowledge of the business resources. Thus, it seems that could be straight applied inside a company, but can present difficulties in workflows involving external partners.
CONCLUSIONS
This paper has faced two important problems regarding workflow monitoring: how to model workflows including information about the resources needed to its execution and how to monitor a workflow for predicting possible delays in its execution.
For the first issue we presented the resource-aware Petri nets (RAPN), a Petri net extension based on workflow nets. RAPN are based in color dense-time Petri nets, which have been widely used to model workflows. Its main contribution is the addition of the resource concept, which is allocated when a concrete transition is fired and it is released when the last transition which needs the resource is fired.
Once the business processes are modeled, workflow management systems (WMS) are in charge for its monitoring. In this paper we proposed an agentbased workflow management system which monitors both the business process and the resource of the or-ganization. Monitoring agents use RAPN to monitor the workflows in a task level so possible delays in the execution can be detected and predicted. When possible delays in the workflow executions are detected, a reasoning agent analyzes the information providing from the the different monitoring agents and diagnose the causes of the delays. This enacts the use of preventive actions such as prioritizing some executions or restructuring the workflow in order to avoid or minimize this delays.
To test our approach, we simulated a medical equipment maintenance organization. The simulations we ran fulfilled our expectations, indicating that an anticipated delay alarm can be predicted in many different situations. There were also some cases (around the 6% of the cases and 20% of the predictions) where the prediction alarm was thrown despite no delay was finally produced (false positive) while all the delays where succesfully predicted. In the tested domain the false negatives have a much higher cost than the fasle positives as they behave the impossibility of applying a preventive action, in this sense our approach had an apropriate behavior as any false negative appeared.
As a future work, the incorporation of historical data both into the delay prediction process and into the workflow delay prevention is an important point to consider. Regarding the coordination of agents, we should contemplate to use a distributed approach in the MAS instead of a centralized one.
