Abstract-The problem of minimizing the total (transmit and decoding) energy required for communicating over a two-receiver Gaussian broadcast channel is investigated. For achieving a specified rate-tuple, joint broadcast schemes (e.g, superposition coding) require smaller transmit energy per-bit than the conceptually simpler time-division multiplexing (TDM) based schemes. However, for short distance communication, the energy expended in the decoding can be comparable to that required in the transmission. Two technical advances are introduced to understand these energy costs: (a) an improvement on the best known outer bounds on the error exponents for the Gaussian broadcast problem, and (b) a finer analysis to have these bounds hold for neighborhood sizes instead of block-lengths. Using these results, it is then shown that in some typical short and moderate distance communication scenarios, time-division multiplexing saves on the decoding energy, thereby likely requiring smaller total energy than any joint broadcasting scheme for achieving the target rate and error probabilities. Further, we observe that TDM outperforms joint schemes by larger margins when the ratio of the distances of the receivers from the transmitter is closer to 1.
I. INTRODUCTION
Shannon theory has been quite successful in understanding the minimum transmit power required for achieving a specified performance in many wireless network problems. In point-topoint communication, for example, waterfall curves provide a complete characterization of the minimum transmit power required to achieve a given rate and error probability. More generally, capacity theorems for average-input-power-limited multiuser wireless network problems can be interpreted as results on the minimum required transmit power to communicate reliably at the desired rates. For some multiuser problems of practical interest, e.g. the multiple-access channel (MAC) and the Gaussian broadcast channel, the capacity region and hence the required transmit power(s) to achieve specified rates are known exactly [1, Pg. 403--407 and Pg. 427--428]. Recent results [2] , [3] have succeeded in finding the required transmit power to within a constant factor for high rates for relay networks with single source and single destination as well", These results have found applicability in optimizing the performance of long distance wireless communication networks. At shorter distances (which are of increasing interest), the processing energy is comparable to, and can even dominate the transmit energy [5] , [6] . The natural problem of interest 1At high SNR, finding the capacity region within a constant number of bits can in most cases be interpreted as finding the required transmit power(s) within a constant factor. For a case when this is not true, see [4] .
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Wireless Foundations, Department of EECS University of California at Berkeley Email: sahai @ eecs.berkeley.edu is therefore to minimize the total energy, that includes the transmit as well as the processing energy. Processing energy has been addressed extensively in the practical literature on wireless networking (see [7] for a survey of the related references). However, the channel models in the networking literature (e.g. a channel that drops packets) are not sufficiently rich to capture important aspects (e.g. noise and superposition) of a wireless communication channel. While the information theoretic perspective on the problem has mostly been limited to the point-to-point problem [5] , [7] , [8] (and hence oversimplifies the network structure), the obtained results have been insightful. In [8], Massaad et al model the transmitter as a black-box that consumes a constant amount of energy per unit time when the transmitter is transmitting (and hence 'on'). It consumes zero energy when the transmitter is 'off'. Unlike the results from Shannon-theoretic analysis [9] , they show that the transmissions need to be 'bursty' in that the energy minimizing rate is non-zero.
In [7] , we introduce a more refined model that depends on the system performance (transmit power, desired rate and target error probability). This model accounts for the decoding energy expended at the receiver (since we do not understand yet how to account for encoding energy, we assume that the encoding is free under the hope that the decoding energy dominates the encoding energy). Local sphere-packing bounds on the error probability as a function of rate, error probability and the neighborhood size/ are then derived. The essence of these results is that at rates close to capacity, the system is teetering at the edge of decodability. The decoder thus needs to work harder to attain the desired error probability. Conversely, the transmitter can transmit at a higher power so that the rate is far from the capacity, and the decoding complexity is smaller. Thus there is a tradeoff between the transmit and the processing energy -to minimize the total energy, transmit energy can not be studied in isolation. Further, contrary to the implication of the waterfall curve, the total energy per-bit increases unboundedly as the error probability goes to zero.
To understand effects of processing energy in the design of more general networks, Massaad et al in [10] consider the multiple-access channel (MAC). They model the processing energy at the transmitters by the black-box model that they introduced in [8] . Interestingly, they show that simple time2Neighborhood size translates into the number of iterations, estimating the decoding complexity of message-passing decoding.
978-1-4244-4313-0/09/$25.00 ©2009 IEEEdivision multiple access based schemes can attain desired rates with smaller total energy than that required schemes in which the two transmitters operate simultaneously. The intuition is similar to that for the bursty strategy in the pointto-point problem: when using time-division multiple access, one transmitter can tum itself off and save on the processing energy when the other transmitter is operating.
To investigate the impact of decoding energy in networks, it is more pertinent to consider the broadcast channel (rather than the MAC) because it is the receivers that expend the decoding energy. We provide the system model for a Gaussian broadcast problem in Section II. Of particular interest are joint broadcast schemes (e.g. superposition or dirty-paper coding) that can achieve the minimum transmit power in the limit of small error probability. In Section III-A, we provide lower bounds on the required decoding complexity (measured in number of iterations for a message passing decoder, see Section II-A) based on local sphere-packing bounds for a Gaussian broadcast system that uses a joint broadcast scheme. In order to understand the complexity of message-passing scheme, in Section III-A, we develop sphere-packing bounds with neighborhood size for the Gaussian broadcast problem. It turns out that the resulting error exponent bounds are tighter than the hitherto best known bounds of [11] . This is discussed in greater detail in [12] .
These complexity bounds yield lower bounds on the total energy consumed by joint broadcast schemes. In Section III-B we provide similar lower bounds to time-division multiplexing (TDM) schemes that transmit to the two users in different time slots. At the cost of higher transmit energy, the TDM scheme saves on the decoding energy because the two users do not need to use the entire block to decode. In Section III-C we compare our bounds on the performance of the joint strategies and TDM, and conclude that at short to moderate distances (rv 1000 m or smaller at 3 GHz), TDM often requires smaller total energy than joint broadcast schemes. Interestingly, it turns out that the ratio of the distances of the two receivers from the transmitter is an important factor in the design -at ratios closer to 1, TDM outperforms joint schemes by a greater margin. In Section III-D, we show that allowing flexibility in the desired rate would not alter our results substantially. We conclude in Section IV.
Strictly speaking, we are comparing two lower bounds which may not be meaningful. However, as is shown in [7, Section V], such complexity lower bounds are achievable to within a constant number of iterations using regular LDPC codes. In fact, since these bounds underestimate the decoding energy, and since it is TDM that makes more efficient use of the decoding energy, we suspect that the performance advantage of TDM vis-a-vis joint schemes would exceed the estimates provided here. This is further discussed in [12].
II. PROBLEM STATEMENT
A vector of length m is denoted in bold with superscript m (e.g. X'"), A single transmitter Tx transmits to two users, user 1 and 2, across a memoryless additive white Gaussian noise The objective is to achieve some target average bit-error probabilities (averaged over the channel realizations and the messages) at the two receivers. In our derivations, we will consider an AWGN test channel pair (G, J) where the first user has noise variance (J~, and the second user has noise variance (J). The symbol 0 is reserved for the true underlying channel of noise variance (J6. Under a test channel pair (G, J), the average bit-error probability is denoted by (p~l)) C for user 1, and by (p~2)) J for user 2 (no subscript is used for the error probabilities under the true channel). We denote the average transmit power by P. For as explained in Section I.
A. Decoding energy model
Our focus is on the parallelism of the decoders and the energy consumed within them. Therefore, as opposed to a black-box constant energy per unit time model of Massaad et al [8] , we adopt a model in which the decoder spends constant energy per unit computational time. The decoding energy model is borrowed from [7] which abstracts the iterative decoding model [13] . We assume that each decoder is physically made of computational nodes that pass messages to each other in parallel along physical (and hence unchanging) wires. A subset of nodes are designated 'message nodes' in that each is responsible for decoding the value of a particular message bit. Another subset of nodes, called the 'observation nodes' has members that are each initialized with at most one observation of the received channel output symbols. There may also be additional computational nodes to help in decoding. In a departure from the model in [7] [14], we assume that the observation nodes and the message nodes are disjoint.
(1) • Theorem 2: For an AWGN broadcast channel with average input power P, the following pair of equations provide lower bounds on the error probabilities at the two decoders for the decoding model of Section II-A for given maximum neighborhood sizes N, at the two users.
for all u~, U} satisfying u~< (U) and for some constant P; E [0, P] that depends only on the coding scheme. Here
2 ) are as defined in Theorem 1. Proof: See [12].
• Turned around, these bounds provide lower bounds on the required neighborhood size N, for given error probabilities.
Using li :::: l~:: (~i/ 'the theorem provides lower bounds on the number ofiter~tIons. Using this lower bound on the number of iterations, Theorem 3 derives lower bounds on the total energy per-bit for joint broadcast strategies.
Theorem 3 (Energy per-bit for joint strategies): The total per-bit energy required by any joint broadcast strategy for communicating at rates R 1 , R 2 to the two users is lower bounded as follows.
Eper-;ith~>
where the functions N 1 and N 2 are lower bounded as in Theorem 2, and the optimization is over
0'
2 and r; satisfying h b ( (p~i)))~8 i(Pu , (6) and the architecture terms relevant to our energy calculations.
B. Joint broadcast and time-division multiplexing strategies
We call a strategy a joint broadcast strategy if it requires each user to use the entire block to decode its own message. For example, superposition coding and dirty-paper coding are joint broadcast strategies. Also, we define a time-division multiplexing (TDM) strategy as one in which the signal for each user is sent at different time indices, and thus user i only uses indices assigned to itself to perform the decoding. We will analyze the performance of both of these strategies. The term total energy refers to the sum of the transmit energy E T and the decoding energy E~?c. Our objective is to minimize the total energy per-bit, that is given by
III. LOWER BOUNDS ON TOTAL ENERGY A. Lower bounds on total energy for joint broadcast schemes
The main result of this section is a lower bound on the total energy for joint broadcast strategies defined in Section II-B. It is presented in a sequence of three theorems. Theorem 1 derives lower bounds on the bit-error probabilities for the two users under some test channels. Theorem 2 uses results of Theorem 1 to derive local sphere-packing bounds based on the neighborhood sizes. Turned around, these bounds provide lower bounds on the neighborhood sizes at the two decoders for given target error probabilities and transmit power. These bounds are eventually used to derive lower bounds on the total energy in Theorem 3. For point-to-point communication, [14] suggests that for a given target error probability, the optimal rate R* that minimizes the total energy per-bit can be non-zero. Consequently, it is desirable to have the operating rate R = R* if R* > Rdes and just idle thereafter. In [12], we show that the same plots are observed even allowing for the rate flexibility for the error probabilities considered.
IV. DIS C USSIO NS ANO CO NCL USIO NS
We note that the lower bounds on the joint broadcast schemes here are optimistic because they assum e that user 1 can decode its own message without decoding any part of the message for user 2. In practice, for the two well known joint broadcast schemes of superposition and OPC, user 1 decodes more bits than merely its own message bits. This requires even higher decoding energy than that provided in Comparison of (normalized) energy per-bit vs r l, the distance of the first user, for joint broadcast schemes and TOM for different values of ( = rVrr and (P~i)) = 10-9 . The total energy per-bit can be smaller for TOM for short distances and reasonably small values of (. At moderate distances, the gap can be large for ( close to 1, while the advantage of TOM is small at large (. The plots are for a transmit frequency of 3 GHz, an E node value of 1 pJ, 0"6 = K.T with K. as Boltzmann's constant and T = 300 K.
The figure assumes k l = k2, and R I = R 2 = 1/3. 3This value of Eno d e is optimistic, as explained in [7] . Further, at a data rate of 1 Gbps and a transmit power of 1 mW (desirable at short distances), the transmit energy per data bit is 1 pJ which becomes comparable to Enod e ' For these parameters, at a distance of 500 m, received SNR is about 0 dB using 0"6= kT = 4.14 x 10-2 1 .
B. Lower bounds on total energy for TDM
Theorem 4 (Energy per-bit for TOM): The total energy per-bit for the time-division multiplexing scheme (under the model described in Section II-A) that communicates k; bits to user i at rate R , (so that~~=~~) is lower bounded by
where R I~R I , and R 2 satisfies~l +~2 = 1. Also, •
C. Performance comparison
In this and the following section we assume R , = Rdes = 1/3 (the desired rate), k l = ka , E node = 1 pl,3 temperature T = 300 K, and an operating frequency of 3 GHz. Fig. 1 shows a comparison of the normalized total energy per-bit (given by Epcr-2 bithi) for various values of r l and ( =~.
For small (, th~performance gain of TOM is substantially better than any joint scheme for distances as large as 3000 m for the given system parameters. To understand why this must be the case, consider ( = 1, the case of equal path-loss. In this case, TOM also achieves the capacity of the Gaussian broadcast channel , and is hence transmit-power optimal. Since TOM makes more efficient use of decoding energy, it should require smaller total energy for ( = 1.
For larger (, the required transmit power using joint schemes vis-a-vis that required by TOM is much smaller, and joint schemes start dominating TOM (see Fig. 2 ). This is particularly true at large distances, or high error probabilities, where decoding energy ceases to matter. Again , if error probability is lowered for fixed ( (see Fig. 3 ), TOM outperforms joint broadcast schemes because TOM 's savings in decoding energy exceed its extra spending on transmit energy.
Even though Fig. 1 suggests that joint schemes dominate TOM at small distances (rv 300 m or smaller at 3 GHz, depending on 0 , we believe that this is a consequence of the looseness in our bounds. An increase in transmit power can force the lower bounds on the neighborhood sizes to 1, thereby making the lower bound on the decoding energy zero, even though the actual decoding energy itself is nonzero. Also note that uncoded transmission (corresponding to neighborhood size 1) is inherently a TOM strategy. best known bounds (see Fig. 4 ) of [II] .
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R EF ER ENC ES
The minimum energy communication scheme for broadcast channels at short distances must have some aspect of TDM, that is, each receiver should not require the entire block for decoding. We believe that the optimal scheme would time-share between a joint scheme and TDM, thus balancing between loss in the rate in TDM and increase in the decoding power in the joint schemes.
In [12], we derive outer bounds on the error exponents for Gaussian broadcast channels based on proof of Theorem 2. We show that our bounds are an improvem ent over hitherto 
