all and published in a table. That is, it was Implicit that all methods would be distri bution-free. A good example is the x2 test for goodness of fit of a smooth curve to a data histogram. The signifi cance level can be read from a pre-calculated table of x2, depending only on the number of histogram bins (the "degrees of freedom"), but not on the functional form fitted. Very nice, except that real data have a nasty habit of failing to con form to the requirements of the standard test: The bin contents may not be in dependent, or not Poisson distributed, or not large enough (the test is only asymp totically distribution-free). This is no obstacle to the physicist armed with a computer since he needs no table, and need not even worry about whether his test is distribution-free; he simply deter mines "empirically" the distribution of the test statistic under the actual ex perimental conditions, by generating random data according to the null hypo thesis.
An even more radical departure from traditional statistics is represented by a class of methods known as bootstrap. The word comes from the expression "to pull yourself up by your own boot straps", and refers to the use of the data sample itself to calculate the signifi cance of the test. This technique is especially useful for comparing samples whose underlying distribution is un known, which is nearly always the case with biological data, and often is true also in the more mathematical sciences.
A typical bootstrap situation would be to test whether the very highest energy cosmic rays observed in the northern hemisphere are significantly more ener getic than those observed in the sou thern. Suppose we have set the energy cutoff so high that the sample consists of only 13 northern and 6 southern events. The straightforward approach would be to calculate the difference bet ween the mean energies of the two samples (call this Δr) and try to deter mine whether this value is significantly different from zero. Traditionally one would apply the Student t-test, which is exact and optimal, but only when the underlying energy distributions are Gaussian. In the case at hand, the distri butions are not known, but there is no reason for them to be Gaussian, so the traditional test would not be very mean ingful.
Using the bootstrap, first calculate Δr as before, then forget which rays came from which hemisphere, pool the 19 events together and consider all the pos sible ways of dividing these 19 energy values into two samples of 13 and 6. For each of the 27 132 combinations, calcu late A, the difference between mean energies, and let g(A) be the number of combinations with energy difference Δ. Under the null hypothesis (no difference between hemispheres), each combina tion is equally probable. This means that the sum of g(Δ ) from Δ r to infinity, divi ded by 27 132, is directly the confidence level in the usual statistical sense: the probability, under the null hypothesis, of observing a difference A greater than Δr. The method is immediately under stood intuitively, takes account of all the observed quantities, and does not re quire any additional unjustified assump tions. It is also possible to use a distance measure other than the difference of mean energies, if such a measure is more sensitive to the anisotropy predic ted by a theory. And if the samples are so large that even a computer cannot enu merate all possible combinations, the method can be modified to sample ran domly the different combinations until a sufficiently accurate approximation for g(A) is obtained.
Applications of computation-inten sive techniques in theoretical physics are too numerous to discuss here in any detail, but some mention must be made of what is perhaps the most spectacular such application, QCD on the lattice [2] , Pioneered by Ken Wilson, this allows in principle calculation of the most funFrom 28 September to 2 October 1987, Villars-sur-Ollon (Switzerland) hosted the international conference on control systems for experimental phy sics organized by the EPS Interdivisional Group on Experimental Physics Control Systems (EPCS). Over a full week, scientists from all over the world dis cussed the problematics of controlling processes as complex as particle acce lerators, nuclear fusion devices, large telescopes and high energy physics de tectors.
Close to 80 contributed papers were accepted; most of which were displayed in poster sessions. Invited papers gave overviews of major control systems, supplemented by contributed papers, workshops, tutorials and exhibits. Panel workshops covered a substantial part of the programme. Authors with different damental properties of matter, such as the masses of the elementary particles, from first principles of Quantum Chromo Dynamics. The lattice is a discretization of four-dimensional space-time, and must have enough points to approxi mate the continuum. One then uses a Monte Carlo method to find states of statistical equilibrium with respect to fluctuations of the complex quantum field. Even the least ambitious QCD lat tice calculations strain the resources (both memory space and computing speed) of the world's most powerful computers, a situation recognized very early on, and leading many of the resear chers in the field (including Wilson him self) to spend a large part of their time designing computer hardware specially adapted to solving this problem.
A cynic might remark that all this is just another manifestation of Parkin son's law: that as computers get bigger, physicists think up new ways to keep them busy. I prefer to look at these ap plications as exciting new approaches to the solution of physical problems pre viously considered intractable. The trend towards more complex ma chines leads to more complex controls. On the other hand, data processing technology progresses rapidly and the cost of hardware decreases steeply. No surprise that the current trend in con trols is towards fully distributed systems with more and more local intelligence at the device level. In broad lines, the con trol architectures are based on two level networks: a backbone, token ring or
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Ethernet, connecting workstations to, mostly, VME based front end micropro cessors, or concentrators, which in turn drive local distribution networks (e.g. 1553B) to individual devices. In such environments, software is becoming in creasingly complex and expensive. Al though no well integrated software for large projects exists as yet on the market, a number of recipes and techni ques were presented which should be followed when developing large sys tems. Structured engineering methods have proved their usefulness in a number of control projects, and, although still partly in a theoretical research stage, ob ject oriented concepts are now showing promising signs of success. Control systems should be designed not only to control but also, and to an equal extent, to maximise reliability, ease of development, integration and enhancement. Maintenance draws re sources and precious operation time: it is thus essential to take this aspect into account at design time and to include facilities to trace back the behaviour, or misbehaviour, of the system. This implies that software should be as much as possible, not to say entirely, data driven. On-line data, needed for real time activities, should relate to off-line data describing the operational constraints of the process or providing information for managerial purposes. The data base is thus an essential part of the control system and demands appropriate mana gement systems.
In such a context, management beco mes of course of paramount importance and control systems implementation should be based on solid planning with identified milestones, realistic sche dules and defined budgets. Gone are the days where ingenious engineers or physicists could improvise some ad hoc ancillary controls in their spare time. As a corollary, smaller installations with scarce manpower run into problems. There was a clear call from the smaller institutes for help from their bigger brothers. They wish to benefit from development done in larger organization e.g. by taking over entire parts of control systems. Process independent parts should be identified and designed so as to constitute a basic package or "kit" of facilities which can be transported to other environments.
Against this background, application software, which takes a major fraction of the resources available for the deve lopment of modern controls, was looked at in more details. It is structured in layers of modules each catering for a specific type of activity: device control, physics variable control, specific pro cess application and operator interac tion at the console level. For the reasons mentioned in previous paragraphs (data driven software, maintenance, etc.) code should be separated from data: the realm of the code constitutes a library of reusable routines and the realm of the data constitutes the on-line data base. All housekeeping, scheduling, etc. acti vities should be in standard modules. This should lead to basic packages that are process independent and into which process specific application can be embedded at a "minor" cost by filling data tables and writing short, simple special purpose procedures or tasks. Although this is the general tendency, more sustained research for appropriate structures and standardization are still needed.
For higher efficiency, operation and exploitation need to be carried out from a single control room with non-dedicated, standard consoles. Traditional ope rator's consoles with alphanumerical, and graphical displays, touch panel, tracker balls, etc. are giving way to work stations. Current experience indicates that they are over-flexible for everyday operation and rules for a consistent use have to be defined. Questions that have arisen are: can alarms be included on the main console workstation? Can a single workstation display be modified so that more than one person can use it at a time? The workshop discussing this also defined a number of facilities which should be provided as standard by any control system: summary status dis play, chronological recording of events including hardware faults and operator request, etc.
At the workshop on Automation, a number of levels of controls were pro posed as a standard to define the suc cessive degrees of complexity achieved by control systems. In an economically tight environment, such definition should help clarify what one is talking about when it comes to the often painful matter of money and manpower. The lowest level is pure data acquisition, where data is collected through the sys tem and used to monitor and study the operation of the process as well as to develop control algorithms. The second level is more concerned with super visory controls. Next level up incor porates modelling programs to test pro posed changes against the theoretical behaviour. The fourth level performs continuous controls: the setpoints of the control loops are available to the operator, but they are maintained by the system to assure steady operation. At the next higher level again the system is able to change the state of the process by transiting from one state to the next according to a master sequence. This level involves automatic start-up and shut-down and requires sequential con trol algorithms of all process devices. The last but one level extends this se quential control to automate fault diagnostics and possible recovery: the process is returned in a fully, or perhaps degraded, operational state. The highest level of sophistication is when automa tic optimization is achieved. Here the behaviour of the process is optimized by setpoint adjustment and state changes to reach optimal performance. This is a field where artificial intelligence could be applied. As to the question why acce lerators are not fully automated yet, it was felt that the data from the measure ments was not reliable enough, that there was not enough time allowed for automation, not sufficient control para meters and that their settings are in ge neral not sufficiently reproducible.
By special request an extra session was improvised on the topic VMS ver sus UNIX. The session highlighted the differences between a highly flexible proprietary operating system and an open one, in areas important to controls. It led to an interesting exchange of infor mation and experience as most people were only familiar with one of the sys tems. But, as it turned out, there was no definite conclusion as to which was to be preferred.
Conclusion
To summarize: the conference was most successful as measured by the number and quality of the participants. It was agreed that it should be "institu tionalized" at the rate of one every two years, and should be complemented by workshops and study groups on more specific subjects.
In view of the increasing complexity of controls the need for closer collabora tion between laboratories and standar dization at all levels, was often em phasized. In particular smaller laborato ries expect to benefit from the control developments made in the larger ones.
Along these lines, a first working group has been started with the aim of standardizing the operational control protocols of power converters. Seven institutes are currently participating in this first collective EPCS endeavour.
