Abstract. We study periodic billiard trajectories on a compact Riemannian manifold with boundary, by applying Morse theory to Lagrangian action functionals on the loop space of the manifold. Based on the approximation method due to Benci-Giannoni, we prove that nonvanishing of relative homology of a certain pair of loop spaces implies the existence of a periodic billiard trajectory. We also prove a parallel result for path spaces. We apply those results to show the existence of short billiard trajectories and short geodesic loops. We also recover two known results on the length of a shortest periodic billiard trajectory on a convex body: Ghomi's inequality, and Brunn-Minkowski type inequality due to Artstein-Ostrover.
Introduction and results
In this section, we describe our main results and the plan of this paper.
1.1. Definitions of periodic/brake billiard trajectory. First let us fix the definition of periodic billiard trajectory. We also introduce the notion of brake billiard trajectory, which is a relative version of periodic trajectory.
Let Q be a Riemannian manifold with boundary. We set S 1 := R/Z. A nonconstant continuous map γ : S 1 → Q is called a periodic billiard trajectory, if there exists a finite set B γ ⊂ S 1 such thatγ ≡ 0 on S 1 \ B γ , and every t ∈ B γ satisfies the following conditions:
B-(i): γ(t) ∈ ∂Q. B-(ii):γ ± (t) := lim h→0±γ (t + h) satisfies the following equation:
This equation is called the law of reflection.
Remark 1.1. Here are some remarks on the above definition.
• A periodic billiard trajectory γ might be a closed geodesic on Q. In that case, B γ = ∅.
• If γ touches ∂Q at t ∈ S 1 , B-(ii) does not hold sinceγ + (t) −γ − (t) = 0. Therefore, γ −1 (∂Q) might be strictly larger than B γ .
• The law of reflection implies that, |γ| is constant on S 1 \ B γ . Moreover, |γ| = 0 since γ is a nonconstant map.
The name "brake" billiard trajectory comes from the notion of brake orbit in classical mechanics (see [11] pp.131). In both (periodic and brake) cases, elements of B γ are called bounce times of γ.
For any brake billiard trajectory γ : [0, 1] → Q, we have a periodic billiard trajectory Γ : S 1 → Q which is defined by Γ(t) := γ(2t) (0 ≤ t ≤ 1/2) γ(2 − 2t) (1/2 ≤ t ≤ 1). This is a genuine billiard trajectory, i.e. B Γ = ∅. If γ satisfies B γ = ∅, Γ is called a bouncing ball orbit.
1.2.
Billiard trajectory and topology of path/loop spaces. We state our first result Theorem 1.2, which claims that nonvanishing of relative homology of a certain pair of loop spaces implies the existence of a periodic billiard trajectory. We also prove a parallel result for brake billiard trajectories.
First we fix notations. A continuous map γ : S 1 → Q is of class W 1,2 , if it is absolutely continuous and its first derivative is square-integrable. They are equipped with the induced topologies as subsets of Λ(Q), Ω(Q).
We define E : Λ(Q) → R by E (γ) := Remark 1.3. Let us check Theorem 1.2 when Q is a closed manifold. In this case, there always holds H * (Λ b (Q), Λ a (Q)) = 0, thus the assumption of (i) is never satisfied. On the other hand, (ii) claims that, if H * (Ω b (Q), Ω a (Q)) = 0 then there exists a closed geodesic γ on Q such that length(γ) ∈ [ √ 2a, √ 2b]: this is a very well-known fact in the study of closed geodesics. Thus the main point of Theorem 1.2 is when Q has nonempty boundary, and one can see it as the billiard version of the above-mentioned classical fact.
We explain the idea of the proof. For simplicity, we only discuss the case (i). We take a "potential function" U : intQ → R ≥0 which diverges to ∞ near ∂Q. We also take ε > 0, and study the following equation for γ : [0, 1] → intQ:
(1)γ(0) =γ(1) = 0,γ(t) + ε∇U(γ(t)) ≡ 0.
As is well-known, solutions of this equation are critical points of the Lagrangian functional L ε on the path space Λ(intQ), which is defined as
− εU(γ(t)) dt.
One can prove the existence of a solution of (1) by Morse theory for the functional L ε . The precise statement is Proposition 2.2, and Section 2 is devoted to its proof.
Suppose that we have a solution γ ε of (1) for sufficiently small any ε > 0, which satisfies certain estimates on L ε (γ ε ) and the Morse index. Then, we can get a billiard trajectory γ as a limit of γ ε as ε → 0, which satisfies corresponding estimates on length(γ) and ♯B γ . The precise statement is Proposition 3.1, and Section 3 is devoted to its proof. Combining results in Sections 2 and 3, we will complete the proof of Theorem 1.2 in Section 4.
The above strategy of the proof is heavily influenced by [7] . In particular, our arguments in Sections 2 and 3 closely follow the arguments in [7] . Nevertheless, we explain most details for the reader's convenience.
1.3. Short billiard trajectory. As an application of Theorem 1.2, we prove the existence of short billiard trajectories. First let us state the result. Let Q be a compact, connected Riemannian manifold with nonempty boundary. r(Q) denotes the inradius of Q, i.e. r(Q) := max q∈Q dist(q, ∂Q). It is easy to see that r(Q) < ∞. Theorem 1.4. Let j be a positive integer such that H j (Q, ∂Q : Z) = 0. Then, there exist following billiard trajectories on Q:
• A brake billiard trajectory γ B , such that ♯B γ B ≤ j − 1, length(γ B ) ≤ 2jr(Q).
• A periodic billiard trajectory γ P , such that ♯B γ P ≤ j+1, length(γ P ) ≤ 2(j+1)r(Q).
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Remark 1.5. The author knows very little about examples in which the above estimates are sharp. It is easy to see that the estimates are sharp for j = 1: consider the case Q is a line segment. For j = 2, estimates ♯B γ B ≤ 1 and ♯B γ P ≤ 3 are sharp: there exists a planar domain which does not contain any bouncing ball orbits, see Figure 1 -(b) in [10] . Theorem 1.4 is proved in Section 5. In this subsection, we explain some consequences of Theorem 1.4. Let us introduce the following notations: µ B (Q) := inf{length(γ) | γ : brake billiard trajectory on Q}, µ P (Q) := inf{length(γ) | γ : periodic billiard trajectory on Q}.
As an immediate consequence of Theorem 1.4, we obtain the following estimate. Corollary 1.6. Let n denote the dimension of Q. Then, there holds µ B (Q) ≤ 2nr(Q), µ P (Q) ≤ 2(n + 1)r(Q).
The above estimate of µ P was already proved in [5] for convex domains in R n , and in [12] for arbitrary domains in R n . For other previous results on short periodic billiard trajectories, see [5] Section 1, and references therein.
Another consequence of Theorem 1.4 is a new proof of the following result on short geodesic loops, which is due to [13] . The original proof in [13] is based on the Birkhoff curve shortening process, and seems quite different from our arguments. Corollary 1.7 (Rotman [13] ). Let M be a closed Riemannian manifold, p ∈ M, and j be a positive integer. If π j (M, p) = 0, there exists a nonconstant geodesic loop γ at p (i.e. a geodesic path γ :
Our idea to prove Corollary 1.7 is to take a short brake billiard trajectory on {x ∈ M | dist(x, p) ≥ ε} and let ε → 0. Details will be explained in Section 5.3.
1.4. The length of a shortest periodic billiard trajectory on a convex body. A convex set K ⊂ R n is called a convex body, if K is compact and intK = ∅. It is possible to show that, for any convex body with smooth boundary K, there exists a periodic billiard trajectory on K of length µ P (K) (see Remark 6.5).
Let us recall two remarkable geometric inequalities on µ P of convex bodies, which are proved in [5] and [10] . In Section 6, we recover these results using our method. A recent paper [3] obtains similar proofs based on the technique in [8] , in a more general setting of Finsler billiards.
The first one is the Brunn-Minkowski type inequality [5] . For any two convex bodies
} is again a convex body. The following result is proved in [5] , based on their Brunn-Minkowski type inequality for symplectic capacity [4]. Theorem 1.8 (Artstein-Ostrover [5] ). Let K 1 , K 2 be convex bodies in R n . Suppose that K 1 , K 2 and K 1 + K 2 have smooth boundaries. Then
Equality holds if and only if there exists a closed curve which, up to parallel displacement and scaling, is a shortest periodic billiard trajectory of both K 1 and K 2 .
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The second one is a lower estimate of µ P by inradius, which is proved in [10] by beautiful elementary arguments. width(K) denotes the thickness of the narrowest slab which contains K. Theorem 1.9 (Ghomi [10] ). For any convex body K ⊂ R n with smooth boundary, there holds µ P (K) ≥ 4r(K). Equality holds if and only if 2r(K) = width(K). In this case, every shortest periodic billiard trajectory on K is a bouncing ball orbit. Remark 1.10. We only partially recover original results in [5] and [10] . In [5] , the authors prove Theorem 1.8 in a more general setting of Minkowski billiards, whereas we will discuss only Euclidean billiards. On the other hand, [10] does not assume the smoothness of ∂K.
Approximating problem
In this section, we study an approximating problem for the billiard problem, which was introduced in [7] . In Section 2.1, we fix the setting and state Proposition 2.2, which is a main result in this section. Section 2.2 is devoted to its proof.
Throughout this and the next sections, Q denotes a compact, connected Riemannian manifold with nonempty boundary. We abbreviate Λ(intQ), Ω(intQ) as Λ, Ω. These spaces have natural structures of smooth Hilbert manifolds. For any γ Λ ∈ Λ and γ Ω ∈ Ω, tangent spaces at γ Λ and γ Ω are described as
2.1. Setting. We take and fix ρ ∈ C ∞ (R ≥0 ) such that:
• ρ(t) = t for any 0 ≤ t ≤ 1.
•
In this and the next sections, we fix δ and abbreviate h δ , U δ as h, U. The following lemma is easy to prove, and we will use it a few times. V-(i): There exists ε > 0 and a compact set K ⊂ intQ such that V (t, q) = εU(q) for any
V is a C ∞ functional on Λ, and its differential is computed as
where ∇ t denotes the Levi-Civita covariant derivative, and V t ∈ C ∞ (intQ) is defined by V t (q) := V (t, q). γ ∈ Λ satisfies dL Λ V (γ) = 0 if and only if it is of class C ∞ and satisfies
For any γ satisfying (2), the Hessian of L Λ V at γ is given by the following formula, where R denotes the curvature tensor.
ind(γ) denotes the Morse index of γ, that is the number of negative eigenvalues of
As is well-known, ind(γ) < ∞ (see e.g. [2] Proposition 3.1 (iii)). Next we consider the approximating problem for periodic billiard trajectory. Suppose that V ∈ C ∞ (S 1 × intQ) satisfies the following property:
V-(ii): There exists ε > 0 and a compact set K ⊂ intQ such that V (t, q) = εU(q) for any
γ ∈ Ω satisfies dL Ω V (γ) = 0 if and only if it is of class C ∞ and satisfiesγ(t)+∇V t (γ(t)) ≡ 0. The goal of this section is to prove the following proposition: Proposition 2.2. Let a < b be real numbers, and j be a nonnegative integer.
and 
As a first step, we need the following result:
Proof. See Lemma 3.6 in [7] .
For any γ ∈ Λ and η, ζ ∈ T γ Λ, we define a Riemannian metric ·, · Λ on Λ by 
is a complete metric space.
Next we discuss the Palais-Smale (PS) condition for L V . For each γ ∈ Λ, we define
Definition 2.5. Let X be a (possibly infinite dimensional) Riemannian manifold and f : X → R be a smooth function. A sequence (x j ) j=1,2,... is a PS-sequence of f , if (f (x j )) j is bounded and lim j→∞ ∇f (x j ) = 0. We shall say that f satisfies the PS-condition, if any PS-sequence of f contains a convergent subsequence.
We are going to show that L V satisfies the PS-condition. Our argument is based on the following result: Lemma 2.6. Let M be a closed Riemannian manifold, and suppose that Λ(M) is equipped with a Riemannian metric in the same manner as (4). For any
satisfies the PS-condition.
Proof. The claim follows from Proposition 3.3 in [2] (see also [6] ).
Since our base manifold intQ is open and V diverges to ∞ near the boundary, we cannot apply Lemma 2.6 directly. For this reason, we need the following lemma:
Proof. Since V satisfies V-(i), there exists ε > 0 such that V (t, q) − εU(q) is compactly supported. Hence L εU (γ j ), ∇L εU (γ j ) Λ are both bounded on j. Let us take ν as in Lemma 2.1 (i), then there holds
We can bound RHS using the following obvious inequalities:
Thus there exists a constant M 0 > 0, which is independent on j, such that
Therefore, we obtain
Since L εU (γ j ) is bounded on j, we obtain: sup
It is easy to show that there exists a closed Riemannian manifold M, an isometric embedding e :
by Lemma 2.6, it has a convergent subsequence. Thus (γ j ) j also has a convergent subsequence.
We prove another consequence of Lemma 2.7. We define spectrum of L V as:
is closed in R, and has a zero measure.
Proof. Closedness is immediate since L V satisfies the PS-condition. To show that Spec(L V ) has a zero measure, we modify the arguments in [14] pp.436.
For each x ∈ intQ, we define γ
∞ function on intQ, and Spec(L V ) is contained in the set of critical values of f . Hence our claim follows from the Sard theorem for finite dimensional manifolds.
Remark 2.10. The above argument does not apply directly when we replace Λ with Ω. In other words, it is nontrivial to show that Spec(L Ω V ) has a zero measure for V ∈ C ∞ (S 1 ×T Q). One way to prove it is to apply Lemma 3.8 in [14] directly to a Hamiltonian
, which is the Legendre transform of V .
The following lemma is a key step in the proof.
Lemma 2.11. Let c − < c + be real numbers such that c ± / ∈ Spec(L V ). We set
Proof. We use the theory developed in [1] , Section 2. Let us set
We take a smooth vector fieldX onM, which is a negative scalar multiple of ∇f and satisfies the following properties:
Let us examine whetherM , M, f ,X satisfy conditions (A1)-(A7) in [1] , pp.22-23. (A1) follows from Lemma 2.4, (A6) follows from Lemma 2.8, and (A2)-(A5) are immediate. SinceX is smooth, (A7) is also achieved by a small perturbation ofX, without violating (A1)-(A6) (See Remark 2.1 [2] ). Now our claim follows from Theorem 2.8 in [1] .
V is said to be regular, if all critical points of L V are nondegenerate. The next Lemma 2.12 shows that regularness can be achieved by compactly-supported small perturbations. 
Lemma 2.12 can be proved as Theorem 1.1 in [15] . The setting in [15] is a bit different from ours: in [15] , the base Riemannian manifold is closed, and the Lagrangian is parametrized by S 1 . However, these differences do not affect the proof. Now we can finish the proof of Proposition 2.2 (i). As we explained at the beginning of this subsection, the proof of (ii) is parallel and omitted.
Proof of Proposition 2.2(i). First we consider the case when
induce isomorphisms on homologies. In particular, the homomorphism
induced by inclusion is an isomorphism, and homologies on both sides are isomorphic to H j ({L V < b}, {L V < a}), which is nonzero by our assumption.
Take a sequence (V m ) m as in Lemma 2.12. For sufficiently large m, we have
Hence there holds H j ({L Vm < b}, {L Vm < a}) = 0. By Lemma 2.11, there exists
convergent subsequence, and its limit γ satisfies dL 
Billiard trajectory as a limit
As in the previous section, we fix δ > 0 and use abbreviations h := h δ , U := U δ . The goal of this section is to prove Proposition 3.1 below, which enables us to get a billiard trajectory as a limit of solutions of the approximating problem. Proposition 3.1. Let a < b be positive real numbers, and j be a nonnegative integer.
(i): Suppose that for sufficiently small any ε > 0, there exists γ ε ∈ Λ such that dL
Suppose that for sufficiently small any ε > 0, there exists γ ε ∈ Ω such that dL
, and ind(γ ε ) ≤ j. Then, there exists a periodic billiard trajectory γ, such that ♯B γ ≤ j and
We only prove (i), since (ii) can be proved by parallel arguments. In the following arguments, we fix γ ε for each ε, as in Proposition 3.
Proof. Let us take ν as in Lemma 2.1 (i). Byγ ε + ε∇U(γ ε ) ≡ 0 andγ ε (0) =γ ε (1) = 0, we have
By Lemma 2.1 (ii), there exists M 1 > 0 such that U(q) ≤ |∇U(q)|/4M 0 + M 1 for any q ∈ intQ. By same arguments as in the proof of Lemma 2.7, we get
Since sup ε L ε (γ ε ) ≤ b, the above estimate implies sup
By (5), we get
The following identity is clear from the definition of U:
Since |∇h(q)| = 1 for any q such that h(q) < δ, we get sup
by Hölder inequality we get lim sup
Since 0 ≤ εU(q) ≤ εh(q) −2 for any q ∈ intQ, we obtain lim
Corollary 3.3. The following quantities are bounded on ε:
Proof. In the course of the proof of Lemma 3.2, we have shown that the first two quantities are bounded. sup ε E(γ ε ) < ∞ follows from the identity Proof. If τ ∈ [0, 1] satisfies γ 0 (τ ) / ∈ ∂Q, εh(γ ε (t)) −3 converges uniformly to 0 in a neighborhood of τ , thus τ / ∈ suppµ. Therefore suppµ ⊂ γ −1 0 (∂Q). We show that ♯suppµ ≤ j. For any τ ∈ suppµ, we have shown that γ 0 (τ ) ∈ ∂Q, hence d(γ 0 (τ )) = 0. We take c > 0 so that d(γ 0 (t)) < δ for any t ∈ B c (τ ).
We take ψ ∈ C ∞ ([0, 1]) so that 0 ≤ ψ(t) ≤ 1 for any t, suppψ ⊂ B c (τ ), and ψ ≡ 1 on B c/2 (τ ). Let v ε (t) := ψ(t)∇h(γ ε (t)). Our aim is to show
Obviously suppv ε ⊂ B c (τ ), and we may take c > 0 arbitrarily small. Hence once we prove (6), it is easy to show that lim inf ε→0 ind(γ ε ) ≥ ♯suppµ. On the other hand, by our assumption ind(γ ε ) ≤ j for any ε > 0. Hence ♯suppµ ≤ j.
Now we show (6) . By (3), there holds
Thus it is easy to check that the first integral is bounded on ε. Corollary 3.3 also shows sup
is bounded on ε.
Recall that d(γ 0 (t)) < δ for any t ∈ B c (τ ). Hence when ε > 0 is sufficiently small,
The second inequality follows from Hölder. Since τ ∈ suppµ, lim inf
Hence lim
For q ∈ ∂Q, let ν(q) denote the unit vector which is outer normal to ∂Q at q.
Notice that RHS is well-defined, since suppµ ⊂ γ
As ε → 0, RHS goes to (t + h) exists for any t < 1. Now we show that γ 0 satisfies the following properties:
• {0, 1} ⊂ suppµ. Moreover,γ 0 (0),γ 0 (1) are perpendicular to ∂Q.
• γ 0 satisfies the law of reflection at every point on suppµ \ {0, 1}.
Once these properties are confirmed, γ 0 is a brake billiard trajectory with B γ 0 = suppµ \ {0, 1}, and Proposition 3.1 (i) is proved.
Let I be any interval on [0, 1]. By Lemma 3.2,
Hence E := lim ε→0 E(γ ε ) exists, and there holds |γ 0 (t)| = √ 2E for any t / ∈ suppµ. Then,
follows from: 
This contradicts E ∈ [a, b] and a > 0, hence 0 ∈ suppµ. We can show 1 ∈ suppµ by same arguments.
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Let us prove thatγ 0 (0) is perpendicular to ∂Q. Let ζ 0 be any tangent vector of ∂Q at γ 0 (0). Take c > 0 sufficiently small so that [0, c] ∩ suppµ = {0}, and define ζ(t) ∈ T γ 0 (t) Q for any 0 ≤ t ≤ c by ζ(0) = ζ 0 , and ∇ t ζ ≡ 0. Take f ∈ C ∞ ([0, 1]) as above, and set v(t) := f (t)ζ(t). Then Lemma 3.5 implies
Since ζ 0 is tangent to ∂Q, LHS is zero, thus ζ 0 ,γ 0 (0) = 0. This shows thatγ 0 (0) is perpendicular to ∂Q.
Finally, let us prove that γ 0 satisfies the law of reflection at any t ∈ suppµ \ {0, 1}. Similar arguments as above show thatγ We have now finished the proof of Proposition 3.1 (i). As we explained at the beginning of this section, (ii) can be proved by parallel arguments.
Proof of Theorem 1.2
In this section, we complete the proof of Theorem 1.2. We only prove (i), since (ii) can be proved by parallel arguments. We may assume that Q is connected and ∂Q = ∅ (see Remark 1.3). First we need the following technical lemma. Let us denote
Lemma 4.1. For any c ∈ R and δ > 0, there holds
Proof. It is enough to show that the inclusion
is a homotopy equivalence. Let Z be a smooth vector field on Q, which points strictly inwards on ∂Q, and Z ≡ 0 on Q(δ). Let (ψ t ) t≥0 be the isotopy generated by Z, i.e. ψ 0 = id Q , ∂ t ψ t = Z(ψ t ). Then, it is easy to show that
is a homotopy inverse of (7).
By Lemma 4.1, the assumption of Theorem 1.2 (i) is equivalent to
In this section, we abbreviate Λ b (intQ) by Λ b , Λ δ (intQ) by Λ δ , and so on. There exists δ 0 > 0 such that
is nonzero. We take δ 1 > 0 so that 3δ 1 ≤ δ 0 . We are going to prove
for any ε > 0. Once we prove this, Proposition 2.2 and Proposition 3.1 show that there exists a brake billiard trajectory γ such that ♯B γ ≤ j − 2 and length(γ)
We fix ε > 0. For any c > 0 there holds {L
. On the other hand, Lemma 2.3 shows that, for sufficiently small δ 2 > 0 there holds
< a}. Thus we have the following commutative diagram, all homomorphisms are induced by inclusions:
Since (8) is nonzero, the bottom arrow is nonzero. On the other hand, the excision property shows that the left vertical arrow is an isomorphism. By commutativity of the diagram, we have H j ({L
< a}) = 0, and this completes the proof.
Short billiard trajectory
In this section, we prove Theorem 1.4. In Section 5.1, we introduce the notion of capacity for Riemannian manifolds with boundaries, and show that the capacity detects the length of a billiard trajectory (Lemma 5.4). In Section 5.2, we bound the capacity by the inradius, and complete the proof of Theorem 1.4. In Section 5.3, we prove Corollary 1.7 as a consequence of Theorem 1.4. 5.1. Capacity. First we introduce some notations.
• For each q ∈ Q, p q denotes the constant path at q, and l q denotes the constant loop at q.
We often identify q ∈ Q with p q and l q , thus have inclusions Q → Λ(Q), Q → Ω(Q). For each a > 0, we consider the following homomorphisms, all induced by inclusions.
One can define I 
which is induced by inclusions. Hence it is enough to prove c
′ be any positive real numbers. When δ > 0 is sufficiently small, there exists a C ∞ map ψ : Q × [0, 1] → Q; (x, t) → ψ t (x) such that:
Then we have the following commutative diagram: Proof. We only prove c Λ (Q : α) > 0, since c Ω (Q : α) > 0 can be proved by parallel arguments. In this proof, we use abbreviations Λ a := Λ a (intQ), Λ δ := Λ δ (intQ). For any positive a and δ, the excision property shows that
As ε → 0, a certain subsequence of (γ ε ) ε converges to a brake billiard trajectory γ such that ♯B γ ≤ j − 1, length(γ) = √ 2a = c Λ (Q : α).
5.2.
Capacity and inradius. By Lemma 5.4, Theorem 1.4 follows at once from the following proposition. Recall that r(Q) denotes the inradius of Q.
Proposition 5.5. Let Q be a compact, connected Riemannian manifold with nonempty boundary, and α ∈ H j (Q, ∂Q). Then, there holds c
The goal of this subsection is to prove Proposition 5.5. We will give a proof which stems from arguments in our paper [12] , Section 7. First we need some preliminary results: Lemma 5.6, Lemma 5.7.
Let P be a finite simplicial complex and σ be a simplex on P . Star(σ) ⊂ P denotes the union of interiors of all simplices of P , which contain σ as a facet, i.e. Star(σ) := σ⊂τ intτ .
Lemma 5.6. Let P be a finite simplicial complex. There exist continuous functions w σ : P → [0, 1] where σ runs over all simplices of P , such that the following holds:
(iii):
σ (1) = P , where σ runs over all simplices of P .
Proof. The proof is by induction on dimP . The claim is obvious when dimP = 0. Suppose that we have proved the claim for finite simplicial complexes of dimension ≤ d−1, and let P be a finite simplicial complex of dimension d.
Let σ 1 , . . . , σ m be the all simplices on P of dimension d, and P (d−1) denote the union of all simplices on P of dimension ≤ d − 1. Take x j ∈ intσ j for every j = 1, . . . , m. There exists a continuous retraction r : P \ {x 1 , . . . , x m } → P (d−1) such that, there holds r(σ j \ {x j }) = ∂σ j for any j = 1, . . . , m.
We define a continuous functionw σ : P → [0, 1] for each simplex σ of P . When dimσ = d, i.e. σ = σ j for some j = 1, . . . , m, we definew σ j so that suppw σ j ⊂ intσ j , and w σ ≡ 1 on some neighborhood of x j . Then there exists a continuous function v :
Next we definew σ when dimσ ≤ d − 1. By the induction hypothesis, one can take w σ :
Let us check that (w σ ) σ satisfies our requirements
. This is because {w σ = 0} is contained in suppv ∩ r −1 (suppw σ ), which is closed in P . Then, one can prove (i) for dimσ ≤ d − 1 by
The second inclusion holds since (w σ ) σ satisfies (i), and the third inclusion holds since r(σ j \ {x j }) = ∂σ j for any j = 1, . . . , m.
(ii) for dimσ ≤ d − 1 is proved as follows (notice that suppw σ ∩ suppw σ ′ = ∅, since (w σ ) σ satisfies (ii)):
(iii) follows from
Lemma 5.7. For any R > r(Q) 2 /2 and q ∈ Q, there exists an open neighborhood V of q and a continuous map λ :
, there exists γ ∈ Λ R (Q) such that γ(0) = q and γ(1) ∈ ∂Q. Then there exists an open neighborhoodṼ of q and a continuous map
) and λ :=λ| V satisfy our requirements.
Before starting the proof of Proposition 5.5, we introduce some operations on Λ(Q).
• For any a ∈ [0, 1] and γ ∈ Λ(Q), we define aγ ∈ Λ(Q) by aγ(t) := γ(at). The map
This is called the concatenation of γ 1 , . . . , γ m . The following map is continuous:
Proof of Proposition 5.5. First we prove c Λ (Q : α) ≤ 2jr(Q). It is enough to show I Λ,a 0 (α) = 0 for any a > (2jr(Q)) 2 /2. Let us take a j-dimensional finite simplicial complex P , a subcomplex P ′ ⊂ P and a continuous map f :
Suppose that there exists a continuous map F : P × [0, 1] → Λ a (Q) which satisfies the following properties:
We obtain the following commutative diagram, where
It is easy to see that (i P ) * = 0, thus I Λ,a 0
• f * = 0. Since α ∈ f * (H j (P, P ′ )), we have I Λ,a 0 (α) = 0. Hence it is enough to define F which satisfies F-(i) and F-(ii). By our assumption, a/(2j) 2 > r(Q) 2 /2. By Lemma 5.7, for any q ∈ Q there exists a neighborhood V q of q and λ q :
By replacing P with its subdivison if necessary, we may assume that the following holds: for any simplex σ of P , there exists q ∈ Q such that f (Star(σ)) ⊂ V q . We choose such q, and denote it by q(σ). Moreover, we take (w σ ) σ , a family of continuous functions on P as in Lemma 5.6.
We define F k : P → Λ(Q) for each k = 0, . . . , j. Since (w σ ) σ satisfies Lemma 5.6 (ii), for each x ∈ P and k = 0, . . . , j, either (a) or (b) holds:
In case (b), we define F k (x) := p f (x) . Then, it is easy to check that F k is a continuous map, which satisfies the following properties:
Now we define F :
The above concatenation is well-defined, since
For any x ∈ P and k = 0, . . . , j, one has 0 · F k (x) = p f (x) , thus F (x, 0) = p f (x) . This shows that F satisfies F-(i).
We check that F satisfies F-(ii). One has F (x, t) ∈ Λ ∂ (Q) for any (
Hence it is enough to show that F (x, 1) ∈ Λ ∂ (Q) for any x ∈ P . By Lemma 5.6 (iii), there exists a simplex σ of P such that w σ (x) = 1. Let
The proof of c Ω (Q : α) ≤ 2(j + 1)r(Q) is almost same. Let us take P ′ ⊂ P and f : (P, P ′ ) → (Q, ∂Q) so that α ∈ f * (H j (P, P ′ )). It is enough to show that, if a/(2j+2) 2 > r(Q) 2 /2, there exists a continuous map
For each k = 0, . . . , j, we define F
. It is also easy to check that F ′ satisfies F'-(i), (ii), in a similar way as in the proof of c Λ (Q : α) ≤ 2jr(Q).
5.3.
Proof of Corollary 1.7. We conclude this section with a proof of Corollary 1.7.
Proof. The case j = 1 is easy and omitted (see [13] , pp.501-502). Hence we may assume that M is simply connected. By the Hurewicz theorem, it is enough to show that, if H j (M) = 0 then there exists a nontrivial geodesic loop at p, of length ≤ 2jdiam(M).
Let ρ(M) be the injectivity radius of M. For any ε < ρ(M), let
We apply Theorem 1.4 for Q ε . Then, there exists a brake billiard trajectory γ ε on Q ε , such that length(γ ε ) ≤ 2jr(Q ε ) < 2jdiam(M). We set τ ε := min{t > 0 | γ ε (t) ∈ ∂Q ε }, and define Γ ε : [0, 1] → Q ε by Γ ε (t) := γ ε (τ ε t). Since Γ ε (0), Γ ε (1) ∈ ∂Q ε and length(Γ ε ) ≤ length(γ ε ) < 2jdiam(M), a certain subsequence of (Γ ε ) ε converges to a geodesic loop Γ : [0, 1] → M at p such that length(Γ) ≤ 2jdiam(M).
We have to check that Γ is nonconstant. SinceΓ ε (0) is perpendicular to ∂Q ε and nonzero,
∈ S, Γ is nonconstant.
Shortest periodic billiard trajectory on a convex body
The goal of this section is to prove Theorem 1.8 and Theorem 1.9 by our method. A recent paper [3] obtains similar proofs based on [8] . Although several results in this section were already obtained in [8] , here we include them for the sake of completeness.
First let us introduce some notations. Let K ⊂ R n be a convex body with smooth boundary.
• We abbreviate c
• P(K) denotes the set of periodic billiard trajectories on K.
• P + (K) denotes the set consisting of piecewise geodesic curves γ :
• For any ν ∈ R n and compact set S ⊂ R n , h(S : ν) := max{s · ν | s ∈ S}.
• For any q ∈ ∂K, ν(q) denotes the unit vector which is outer normal to ∂K at q. Lemma 6.1. Let K be a convex body with smooth boundary, and γ : S 1 → R n be a piecewise geodesic curve. If there exists N ⊂ R n \ {(0, . . . , 0)} such that (0, . . . , 0) ∈ conv(N ) and h(K : ν) ≤ h(γ(S 1 ) : ν) for any ν ∈ N , then γ ∈ P + (K).
Lemma 6.2. Any γ ∈ P(K) satisfies the assumption in Lemma 6.1 with
Proof. For any t ∈ B γ , there holds h(K :
Suppose that (0, . . . , 0) / ∈ conv(N ). Since N is a finite set, there exists
On the other hand, it is easy to see that ν(γ(t)) = γ − (t) −γ + (t)/|γ − (t) −γ + (t)|. Thus we have x · ν(γ(t)) ≤ 0. This is a contradiction, thus (0, . . . , 0) ∈ conv(N ).
The following proposition is a key step in the proof.
Proof. It is enough to show that, for any a > length(γ) 2 /2 and δ > 0, the homomorphism
is zero. By the excision property, this is equivalent to show that
is zero. By reparametrization of γ, we may assume that E (γ) = length(γ) 2 /2, thus E (γ) < a.
Let us set B R := {x ∈ R n | |x| ≤ R} for any R > 0. We define F :
When R is sufficiently large, w + sγ(S 1 ) ⊂ K(δ) for any w ∈ ∂B R and 0 ≤ s ≤ 1. Moreover, w + γ(S 1 ) ⊂ K(δ) for any w ∈ B R , since γ ∈ P + (K). Thus, setting P :
Setting i : (B R , ∂B R ) → (P, P ′ ); x → (x, 0), we have the following commutative diagram:
Since K(δ) is also convex, the left vertical arrow is an isomorphism. On the other hand, i * = 0. Thus the bottom homomorphism is zero.
Corollary 6.4. Let us define µ
Remark 6.5. The identity c Ω (K) = µ P (K) implies that there exists a shortest periodic billiard trajectory on K, since Lemma 5.4 shows that there exists a periodic billiard trajectory γ on K such that length(γ) = c Ω (K).
The identity µ P (K) = µ + P (K) can be considered as a variational characterization of µ P . The same result is established in [8] (see also [3] , Theorem 2.1). As an immediate consequence, we can recover the following result, which was already obtained in Proposition 1.4 [5] (see also [3] Section 2.2).
Corollary 6.6 ([5]
). Let K 1 ⊂ K 2 be convex bodies with smooth boundaries. Then
Proof. It is obvious that
We also need the following Lemma 6.7 to determine when equality holds in Theorem 1.8 and Theorem 1.9.
Lemma 6.7. Suppose that γ ∈ P + (K) satisfies length(γ) = µ + P (K), and |γ(t)| is constant for all t such thatγ(t) exists. Then, up to parallel displacement, one has γ ∈ P(K).
Proof. For any ε > 0, we set γ ε (t) := (1 − ε)γ(t). Since length(γ ε ) < length(γ) = µ + P (K), one has γ ε / ∈ P + (K). There exists x ε ∈ R n such that x ε + γ ε (S 1 ) ⊂ intK for any ε > 0, thus by parallel displacement we may assume γ(S 1 ) ⊂ K. We show that γ ∈ P(K).
Take 0 = t 0 < t 1 < · · · < t m = 1 so that γ| [t j−1 ,t j ] are geodesics andγ − (t j ) =γ + (t j ) for all j. We set J := {1 ≤ j ≤ m | γ(t j ) ∈ ∂K}. For each j ∈ J, let us abbreviate ν(γ(t j )) as ν j . By convexity of K, h(K : ν j ) = γ(t j ) · ν j for each j ∈ J.
Let N := {ν j | j ∈ J}. If (0, . . . , 0) / ∈ conv(N ), there exists x ∈ R n such that x·ν j < 0 for any j ∈ J. Thus γ(S 1 ) + cx ⊂ intK for sufficiently small c > 0. This is impossible since γ ∈ P + (K). Thus we have shown (0, . . . , 0) ∈ conv(N ).
We show that J = {1, . . . , m}. If J {1, . . . , m}, there exists γ ′ : S 1 → K such that length(γ ′ ) < length(γ) and γ ′ (S 1 ) ⊃ {γ(t j ) | j ∈ J}. For each j ∈ J, one has h(K : ν j ) = γ(t j ) · ν j ≤ h(γ ′ (S 1 ) : ν j ).
Then Lemma 6.1 implies γ ′ ∈ P + (K). This is impossible since γ has the shortest length in P + (K).
To prove γ ∈ P(K), it is enough to check that γ satisfies the law of reflection at every t j . If this is not the case, i.e.γ + (t j ) −γ − (t j ) is not a multiple of ν j for some j, there exists v ∈ T γ(t j ) ∂K such that |γ(t j ) − γ(t j−1 )| + |γ(t j+1 ) − γ(t j )| > |γ(t j ) + v − γ(t j−1 )| + |γ(t j+1 ) − γ(t j ) − v|.
Define γ ′ : S 1 → R n so that γ ′ (t i ) = γ(t j ) + v (i = j) γ(t i ) (i = j) and γ ′ | [t i−1 ,t i ] are geodesics for all 1 ≤ i ≤ m. Then length(γ ′ ) < length(γ). It is easy to check h(γ ′ (S 1 ) : ν i ) ≥ h(K : ν i ) for any 1 ≤ i ≤ m, thus Lemma 6.1 implies γ ′ ∈ P + (K). This is impossible since γ has the shortest length in P + (K).
For any two curves γ i : S 1 → R n (i = 1, 2), we define γ 1 + γ 2 : S 1 → R n by γ 1 + γ 2 (t) := γ 1 (t) + γ 2 (t). The following lemma would be clear from the definition of P + .
Lemma 6.8. If γ i (S 1 ) / ∈ P + (K i ) for i = 1, 2, one has γ 1 + γ 2 / ∈ P + (K 1 + K 2 ).
Now we can prove Theorem 1.8.
Proof of Theorem 1.8. Let a j := µ P (K j ) µ P (K 1 ) + µ P (K 2 )
. If length(γ) < µ P (K 1 )+µ P (K 2 ), we have the following inequality for each j = 1, 2:
length(a j γ) = a j · length(γ) < µ P (K j ) = µ + P (K j ). Then a j γ / ∈ P + (K j ). By Lemma 6.8, γ = a 1 γ + a 2 γ / ∈ P + (K 1 + K 2 ). Thus we have shown that µ + P (K 1 + K 2 ) ≥ µ P (K 1 ) + µ P (K 2 ). By Corollary 6.4 we get (9) µ P (K 1 + K 2 ) = µ
We have to show that the following two conditions are equivalent:
(ii): There exists a closed curve γ which, up to parallel displacement and scaling, is a shortest periodic billiard trajectory on both K 1 and K 2 .
(i) =⇒ (ii): There exists γ ∈ P(K 1 + K 2 ) such that length(γ) = µ P (K 1 + K 2 ). If a 1 γ / ∈ P + (K 1 ), one has (a 1 + ε)γ / ∈ P + (K 1 ) for sufficiently small ε > 0. On the other hand, (a 2 − ε)γ / ∈ P + (K 2 ) since (a 2 − ε)length(γ) < µ P (K 2 ). Thus γ / ∈ P + (K 1 + K 2 ), this is a contradiction. Therefore a 1 γ ∈ P + (K 1 ). Since length(a 1 γ) = µ P (K 1 ), Lemma 6.7 implies a 1 γ ∈ P(K 1 ) up to parallel displacement. We can prove a 2 γ ∈ P(K 2 ) in the same way, thus (ii) holds.
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(ii) =⇒ (i): Take γ : S 1 → R n as in (ii). For j = 1, 2, let γ j be a shortest periodic billiard trajectory on K j , which is obtained by parallel displacement and scaling of γ. We may assume that γ = γ 1 + γ 2 . Then length(γ) = length(γ 1 ) + length(γ 2 ) = µ P (K 1 ) + µ P (K 2 ).
It is easy to see that B γ 1 = B γ 2 . Let us denote it as B. For each t ∈ B, ν(t) := γ − (t) −γ + (t)/|γ − (t) −γ + (t)| is outer normal to ∂K j at γ j (t) for j = 1, 2. Let us set N := {ν(t) | t ∈ B}. By Lemma 6.2, we have (0, . . . , 0) ∈ conv(N ) and h(K j : ν) = h(γ j (S 1 ) : ν) for any ν ∈ N , j = 1, 2. Then, for any ν ∈ N h(K 1 + K 2 : ν) = h(K 1 : ν) + h(K 2 : ν) = h(γ 1 (S 1 ) : ν) + h(γ 2 (S 1 ) : ν) = h(γ(S 1 ) : ν).
By Lemma 6.1, γ ∈ P + (K 1 + K 2 ). Hence
. Combined with (9), (i) is proved.
To prove Theorem 1.9, we need the following lemma.
Lemma 6.9. Let B be a ball in R n with radius r > 0. Then, any γ ∈ P(B) satisfies length(γ) ≥ 4r, and equality holds if and only if γ is a bouncing ball orbit. In particular, µ P (B) = 4r.
Proof. Let k := ♯B γ . Then, one has length(γ) = 2kr sin(πj/k) for some 1 ≤ j ≤ k − 1. Then, the lemma follows from short computations.
Proof of Theorem 1.9. Let K be a convex body, and B be a largest ball contained in K. Since the radius of B is r(K), Corollary 6.6 and Lemma 6.9 imply µ P (K) ≥ µ P (B) = 4r(K).
Suppose that µ P (K) = 4r(K), and let γ be a shortest periodic billiard trajectory on K. Then γ ∈ P(K) ⊂ P + (K) ⊂ P + (B), and length(γ) = 4r(K) = µ P (B). Then Lemma 6.7 shows that γ ∈ P(B) up to parallel displacement. By Lemma 6.9, γ is a bouncing ball orbit. In particualr, γ is orthogonal to ∂K at bouncing points. Thus K is contained in a slab of thickness length(γ)/2 = 2r(K). Hence width(K) = 2r(K).
Suppose that width(K) = 2r(K). Then K is contained in a slab S of thickness 2r(K). Let γ be a bouncing ball orbit on S, i.e. γ is a shortest orbit which touches both connected components of ∂S. Then, it is easy to see that γ ∈ P + (S) ⊂ P + (K). Thus µ P (K) = µ + P (K) ≤ length(γ) = 4r(K).
