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Pour rester compétitives sur desmarchés de plus en plus incertains, les entreprises ont besoin
d’êtreréactives.Ellesdoiventsouventfairefaceàdesévénementsimprévus,commeparexemple
lapriseencompted’unecommandeurgente,uneannulationouunemodificationdecommande,
lesinterruptionsaléatoiresdusystèmedeproduction,etc.Cecinécessiteunpilotageefficacede
la production en temps réel, afin de pouvoir réagir face aux événements critiques.En effet, le
pilotagedessystèmesdeproductionestdevenuunsujetquiadeplusenplusd’importancedans
lamesureoùilsnécessitentuneprisededécisionspluscomplexesd’unepart,etunepoursuitede
plusenplusfined’objectifsassociésàdesniveauxdeperformanceélevésd’autrepart.
Decefait,lessystèmesdeproductionontdeplusenplusbesoind’êtrepilotésentempsréelafin
d’êtreplusréactifs:ilsréagissentcontinûmentauxstimulisdeleurenvironnement.Ilsdoivent,en
plus, réagir dans un délai donné, en remplissant les contraintes imposées par l’environnement
externe et les contraintes internes (ressources limitées, délais courts, commandes urgentes,…)
quellequesoitlachargedel’atelier.
Cependant, la difficulté réside dans la prise de décisions adéquates en temps réel dans le but
d’optimiser globalement tout un système, c'est-à-dire, optimiser une performance donnée en
tenantcomptedetouteslesdécisionsprisesautempsréeldetellessortesquecesdernièressoient
cohérentesaveclesdécisionspasséesetlesdécisionsfutures.Parexemple,leproblèmedesavoir
quandajouter, retirerdes ressources en temps réel sepose souventdans lapratique.Demême
l’affectationdesressourcesdoitsefaireentempsréel(chariotauto-moteur,navette,…).
Cependant,lesdécisionsnécessairesquidoiventêtreprisesàchaquefoiscelles-cisontrequises
pendant le processus du pilotage du système en temps réel, dépendent de plusieurs critères.
D’abord, il est nécessaire de prendre en compte les caractéristiques de l’atelier, tels que le
nombre de machines, le nombre d’opérateurs sur chaquemachine, les temps de livraison des
pièces, le tauxdechargementdel’atelier,etc.D’autrepart, ilestessentieldecaractériser l’état
courantde l’atelierquichangeetévolueconstammentdans le temps, il estdoncprimordialde
déterminerlesvariablesquireflètentaumieuxl’étatdel’atelieretsadynamique.
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Plusieurstravauxsontprésentésdanslalittératurepouraideraupilotageentempsréel;ilexiste
les méthodes qui sont basées sur les heuristiques, les méthodes basées sur les modèles
dynamiques,lesméthodesbaséessurl’intelligenceartificielle…
Parmitoutessesméthodesutiliséesdanslalittératurepourlepilotageentempsréeletl’aideàla
décision,nousnous intéressonsenparticulierauxméthodesbaséessur l’intelligenceartificielle
coupléesaves la simulation.Notreobjectif estdemontrer l’intérêtd’utiliser la simulationpour
«créer»delaconnaissanceindispensableàl’apprentissageautomatiquedesméthodesbaséessur
l’intelligenceartificielle.
L’intelligence est généralement issue de connaissances et elle est éventuellement capable de
prendreencomptedel’imprécision,tellesquelesapprochesflouesoulesapprochespossibilistes.
La difficulté connue de ces approches réside dans l’élicitation des connaissances dont doivent
être dotée ces systèmes. En effet, la recherche de connaissances pertinentes pour piloter
efficacementconstitueunécueilmajeurpourlamiseenœuvredupilotageintelligentd’ateliers.
MaisCommentobtenirlesconnaissancesnécessairesaupilotage?
Ces connaissancesdoiventnotamment être capablesdedéterminer comment affecter aumieux
lesmoyensdeproduction(machines, transport,opérateurs,outils,etc.)desorteàsatisfaireaux
objectifsdeproduction (e.g.minimiser lesen-cours).Dans lamesureoù lepilotages’effectue
surlabased’unétatdusystèmechangeantdynamiquementaucoursdutemps,ilesttrèsdifficile
dedisposerd’exemplesdes«meilleurespratiques»pourlepilotage.
Danscettethèsenousallonsprésenteruneétudecomplètequirésoutleproblèmedupilotageen
tempsréelensebasantsurdesméthodesd’intelligenceartificielle.
Le manuscrit de la thèse est organisé comme suit: d’abord et dans le premier chapitre nous
présentonslessystèmesdeproductionetexpliquonsl’importancedeleurpilotageentempsréel.
Ensuitedansledeuxièmechapitrenousprésentonsunétatdel’artdesméthodesd’apprentissage
automatique,etl’importancedesexemplesd’apprentissagepourl’apprentissagedecesméthodes,
à la finduchapitrenousmontrons l’intérêtque représente lasimulationpour l’élicitationde la
connaissance nécessaire à l’apprentissage de ces méthodes pour le pilotage des systèmes de
production.
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Dansletroisièmechapitrenousformulonsleproblèmequenousvisonsàrésoudreetprésentons
la méthode d’apprentissage automatique des réseaux de neurones basée sur l’optimisation via
simulationpourlepilotagedessystèmesdeproduction.
Enfindanslequatrièmechapitrenousmontronslacapacitéd’apprentissagedenotreapprocheen
l’appliquant sur deux exemples d’atelier le premier un atelier flowshop et le secondun atelier
jobshop.
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Pour rester compétitives, les entreprises manufacturières sont contraintes d’améliorer leur
pilotage, tant auniveau stratégique,pour s’adapter auxprogrèsde la technologieou suivre les
évolutionsdumarché,qu’auniveauopérationnel,pourréagirfaceauxaléas.
Lessystèmesdeproductionpeuventêtredessystèmestrèscomplexesetdifficilesàgérerauvue
de toutes leurs composantes fonctionnelles (fabrication, maintenance, gestion, pilotage, …).
Plusieursapprochesontétéenvisagéesdanslebutdemieuxcomprendreleurfonctionnementet
demieuxlesappréhender.
Dans ce chapitre, nous exposons les principales approches de pilotage des systèmes de
production.Uneétudedespropriétésde chaqueapprochenousapermisdemettre l’accent sur
sonutilitéetsonintérêt,pouraboutirfinalementàlajustificationdelatechniqueadoptéedansce
travail,etlecontextedanslequelnousnouspositionnonsparrapportàcesapprochesdepilotage.
Nousmettons en évidence l’importance de la prise de décision en temps réel pour le pilotage
pour pouvoir obtenir un fonctionnement efficace et efficient du système de production et
satisfairelesobjectifsassignés.Parlasuite,aprèsavoirprésentélecadredetravaildecetteétude,
nousabordonslesdifférentstypesdedécisionspouvantêtresprisesentempsréel.
Le lecteur remarquera que ce chapitre fait référence à de nombreuses notions de base et des
définitionsdeconceptsbienconnusdanslalittérature.Nousattironssonattentionsurlefaitque
notre objectif n’est pas de détailler ces concepts déjà largement développés dans la littérature,
maisuniquementdedonnerunrapide«descriptif»delabibliographieassociéeauxapproches
parrapportauxquellesnousnouspositionnonsdanscettethèse.


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Unsystèmedeproductionestgénéralementvucommel’associationd’unensemblederessources
en interaction entre elles pour réaliser une activité de production. En effet, la production
s’effectueparunesuccessiond’opérationsditesdetransformation,detransfert,d’assemblageet
de désassemblage en exploitant les ressources disponibles (machines,moyens de transfert,…)
afindetransformerlesmatièrespremières(composantsentrantsdanslesystème)endesproduits
finissortantsdecesystème.
Le modèle conceptuel du système de gestion de production exprime la décomposition des
systèmesdeproductionentroiscomposantes:lesous-systèmephysiquedeproduction,lesous-
systèmededécisionetlesous-systèmed’information(LeMoigne,1990).

+"54Décompositionsystémique:(a)systèmeentreprise,(b)systèmedeproduction.(Le
Moigne,1990)
Lafigure1illustrelesliaisonsentrecestroissystèmesetlestroistypesdefluxassociés.Pourun
fonctionnement coordonné de l’entreprise, les flux physiques, d’information et de décision
doiventêtresynchronisésenfonctiondutemps.
Lesystèmephysique,ilestégalementappelésystèmeopérationnelousystèmetechnologiqueou
systèmede fabrication,et acommefonction la transformationd’inputsenoutputs.Cesystème
comprend des ressources (humaines et matérielles) et un ensemble d’opérations de
transformations requises pour réaliser, à partir des inputs et des ressources, le produit fini. Le
système physique peut être organisé de différentes façons : en lignes flexibles, en sections
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homogènes, en chaînes de transfert, en îlots de production, ... . Afin que ce système puisse
fonctionneretêtrepilotédefaçonefficace,ilestnécessairequ’ilsoitaccompagnéd’unsystème
dedécisionetd’unsystèmed’information.
Lesystèmed’information,ilassureessentiellementlesfonctionsdelacollecte,dutraitement,et
delamémorisationdesinformationsvenuesdel’environnementdusystèmedeproduction,mais
égalementdusystèmelui-même.Ilassureaussil’échangedecesinformationsentrelesystèmede
décisionetlesystèmephysique.
Lesystèmededécision,ilestégalementappelésystèmedeconduiteousystèmedepilotage.Ila
pourbut,àpartirdescommandesprévisionnelles,dedéfinir lesparamètresdeproductionetde
piloter, par ses décisions, l’évolution du système physique. Il décide en fonction du
comportementdusystèmephysique,del’étatdel’environnementetdesobjectifsquiluiontété
assignés. Les décisions peuvent être humaines, assistées par ordinateur (systèmes d’aide à la
décision, systèmes experts) ou automatisées. La structuration (organisation) du système de
décisionestétroitementliéeauxcaractéristiquesphysiquesdel’atelier,telsquelafréquencedes
commandesetletypedeproductionàréaliser.
Certes, ilestdifficiled’établiruneclassificationexhaustivede toutes lesapprochesdepilotage
des systèmes de production publiés dans la littérature. Cependant, nous essayons de proposer
danscequisuitlesapprochesdepilotagelesplusconnues.

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Il s’agit de l’approche laplus classique et laplus ancienne.Elle se caractériseparunpilotage
localisé au sein d’une ressource unique qui supervise la production et gère en temps réel, les
événementsquisurviennent toutaulongdelaproduction,sur lesystèmecomposédeplusieurs
ressources.
Le pilotage est très spécifique à l’environnement de production. Cependant, la capacité de
régulationestréduiteparlarigiditéstructurelle.Ainsi,lastructurecentraliséeestparessencepeu
robusteetnepeutefficacementintégrerlarésistanceauxperturbations(Trentesaux,1996).
 -18-
11")*(52"&('2".&
Dans ce type d’approche, la notion de niveau d’abstraction permet de modéliser une usine
complète. Chaque niveau coordonne les unités de pilotage du niveau inférieur, et ce jusqu’au
niveau le plus bas. Donc, chaque niveau a des relations de dépendance vis à vis du niveau
supérieuretdedominancevisàvisduniveauinférieur.Chaquedécisionestélaboréeauniveau
oùunproblèmeestdétecté.Lesniveauxinférieurstraitentcettedécisioncommeunecontrainteet
transmettent en retour une information de suivi au niveau supérieur. La gestion temps réel
concerne les niveaux atelier, cellule, poste de travail et automate. Différentes présentations
détaillées des nombreuses études réalisées, sont fournies dans (Archimède 1991, Trentesaux
1996,Dindeleux1992,Youssef1998).
Ainsi, cette alternativebasée surunedécompositionduproblèmeglobal en sous-problèmes, et
surleconceptd’agrégation,estsouventutilisée.Leprincipededécompositionpermetderamener
larésolutionduproblèmeglobalàlarésolutionsuccessivedesous-problèmesdedimensionetde
complexité acceptables. Au niveau supérieur de la structure hiérarchisée, l’information est
synthétisée.Leproblèmeàrésoudreconcernedesvariablesagrégéesreprésentantunensemblede
variablesélémentaires.Lasolutionagrégéefournieparceniveaudevientunecontraintepourle
niveauinférieur,quiportesurdesvariablesplusdétaillées.

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L’approchecoordonnéecorrespondàunensembledestructureshiérarchisées.Ladifférenceest
l’existence d’une coopération à un même niveau. Ces structures accroissent théoriquement la
capacitédedécisionauseindechacundecesniveaux.Ainsi,cettecoopérationdoitaméliorerla
réactivité en proposant une décomposition dynamique du problème au niveau où il apparaît,
plutôtqu’unedécompositionhiérarchiquedesordresverslesniveauxinférieurs(unexemplede
structure coordonnée : le modèle CODECO, Conduite DEcentralisée COordonnée d’atelier
(Kallel1985).Cetaspectdynamiqueetcettecoopérationenrichissentlaqualitédeladécision.Le
résultatestunemeilleureintégrationentempsréeldesperturbations.

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Ilestfondésurunedistributioncomplètedeladécisionsurl’ensembledesressourcespilotantun
centredeproduction.Lecontrôled’unetellestructureestbeaucouppluscomplexeenraisonde
samodularité,par rapportàunestructurehiérarchiquequiestplus rigidemaisplus facilement
maîtrisable(Trentesaux,1996).

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Un pilotage distribué supervisé se caractérise par un ensemble d’entités coopérantes sous le
contrôle d’une entité superviseur dont le rôle est d’imposer, de conseiller ou demodifier une
décision afinde respecterunobjectif plus global.Un superviseur, quipossèdeunevisionplus
globaleduprocessusdeproductionestrajoutéàlaméthodedistribuée.
Cette approche est un compromis entre les structuresdistribuée et centralisée.Ellepermetune
gestionglobaleetefficaceparlacentralisationdecontrôled’unepart,etunemeilleureréaction
auxperturbationsparladistributiondescapacitésdedécisiond’autrepart.
LemodèledeKouissparexemple(Kouissetal.1995),estdédiéaupilotaged’atelieretsebase
surune architecturedistribuée superviséedansuncadre sansordonnancementprévisionnel.Le
modèle utilise des agents (chacun des agents étant composé de trois sous-systèmes : le sous-
systèmedeconnaissances,lesous-systèmed’expertiseetlesous-systèmedecommunication)et
leniveaudesupervisionestdédiéauxrèglesd’allocationsutiliséesparchaqueagent.

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L’approche holonique a été introduite parKoestler en 1989d’aprèsRoy (Roy 1998) pour des
organisations sociales et des systèmes s’auto-organisant. C’est une approche originale qui
considèreunsystèmecommeunagglomératd’unitésdistribuéesetautonomes: les«holons».
Un systèmeholonique est une société d’holons qui coopèrent pour atteindre un objectif et qui
agissententantqu’ensemblesd’entitéscoopérantes.Onl’appelleuneholarchie.
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Cette approche marque une rupture avec les modèles hiérarchiques antérieurs, où les
comportementssontdutype‘maître–esclave’selonunetopologiearborescenteetinvariantedes
centresdedécision,letoutrenforcéparlerespectdesordresparlecentrededécisionesclave.En
effet, le holon a une intelligence décisionnelle (Cardin et al. 2009,Blanc et al. 2008)  qui lui
permet d’agir sur son propre comportement,mais qui lui permet également d’intervenir sur le
comportementdusystèmeauquelilappartient(PujoetOunnar2007).

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Lecontrôlepar leproduit(Moreletal.2007)estune déclinaisondecetteapprochedistribuée,
visantàarticulerlesdiversesactivitésdel'entrepriseautourdeproduitsactifs(McFarlaneetal.
2003),capablesd'informerlesacteursquigravitentautourdelui(Figure2).Dupointdevuedu
pilotagede laproduction, leproduitpourraenparticulierservirà fairecoexisterdesapproches
réactives et locales de la prise de décision (par exemple des initiatives prises par des équipes
d'opérateurs responsabilisés), avec des approches plus prédictives et globales (supportées par
exemplepardesprogicielsdegestion intégrésoudes systèmesdeplanification  avancés).Les
apportsespérésdupilotageparleproduitsontlasimplificationdusystèmed'information,centré
surunobjetunique,ainsiquelapossibilitéd'hybriderlesapprochescentraliséesetdistribuéesde
laprisededécision,pourarriveràdessystèmesàlafoisperformantsetflexibles(Thomas2004).

+"541Leproduitactifcommelelienentrelesdiversesapprochesdepilotage(Moreletal.
2007)
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Depuis quelques temps émerge en France une communauté scientifique qui s’intéresse aux
systèmes contrôlés par le produit (Bajic et al. 2007), plus particulièrement, à la maîtrise de
l’interactionentreleprocédédefabricationetleproduit,enintégrantdanslabouclecybernétique
denouvellestechnologiestellesquelescommunicationssansfil(WirelessSensorsNetwork)et
leRFID(RadioFrequencyIdentification).Cestechnologiesdoiventpermettrededoterleproduit
decapacitésdemémorisation,decalculetdecommunication:ildevientalors«actif»auseindu
système de production qui le traite. Il devient donc capable de capter les variations de son
environnement,deprendredesdécisionsetdoncd’interagiravecsonenvironnement(ressources
constituantleprocédé,autresproduits,opérateurshumains…).
De nombreux chercheurs voient dans ces nouvelles capacités l’opportunité d’améliorer
amplementlesperformancesdupilotageopérationneldessystèmesdeproduction(McFarlaneet
al.2002)(Gouyon2004)(Pétinetal.2007).Cettevoieestégalementpréconiséepar leComité
d’ExpertsenProductiqueduCNRS,danssadernièreanalyseprospective(Bourrièresetal.2007).

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Danslecadredecetteétudenousnousintéressonsàlaprisededécisionauniveauopérationnel.
En effet, au niveau de l’atelier, la prise de décision signifie la détermination des actions à
appliquer à court terme, voir même en temps réel, pour pouvoir obtenir un fonctionnement
efficaceetefficientdusystèmedeproductionetsatisfairelesobjectifsassignés.Pourcefaire,le
décideur(l’opérateurdupilotage)prendraunensemblededécisionspourconquériraumieuxà
cesobjectifs.En effet, il est classiquededistinguer, parmi lesdécisionsquidoivent intervenir
lorsdelavied’unatelier,cellesquipeuventêtreprises«horsligne»,laveille,lasemaineoule
moisprécédent,decellesquidoiventêtreprises«enligne»,entempsréel.Danslepremiercasil
est courantde faire appel àdes logiciels, de typegestiondeproductionpar exemple, ou àdes
méthodesd’optimisationdontl’objectifestdedéterminerlameilleuredécisionpouroptimiserun
ouplusieurscoûts, enprenantencomptedes contraintes.Dans le secondcas, la complexitéet
l’imprévisibilitédel’évolutiondynamiquedusystèmedeproductionnécessitesouventdeprendre
desdécisionsdepilotage«en ligne»,en tempsréel quinécessite laconnaissancede l’étatdu
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système et qui permet d’évaluer les conséquences des décisions que l’on envisage de prendre
immédiatement (Pujo et al. 2002a, Pujo et al. 2002b), alors, nous pouvons considérer que les
motsclésenpilotageentempsréelsont:acquisitiondedonnées,analyserapideetréactionquasi
instantanée(Habchi2001).
Ainsi,nousneessayonspasdeconstruireunsystèmedepilotageglobalcapabledeprendretoute
décision nécessaire au bon fonctionnement de l’atelier (stratégies de production,
planification,…), mais, nous proposons une approche de prise de décisions au niveau
opérationnelentempsréelquiprendencompteladynamiquedel’atelier.

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Il existe plusieurs décisions que nous pouvons prendre lorsqu’on se positionne dans le cas de
prisededécisionsentempsréel.
D’aprèsBerchet(Berchet2000)ilexisteplusieurstypesdeprisededécisionsentempsréel.Elle
s’estinspiréedestravauxdePierreval(Pierreval1999),quiprésenteunetypologiepourfaciliter
l’identificationdecesdécisionslorsdel’analysedel’atelieretfaciliterleurreprésentationdans
unmodèle:
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Cesdécisionsrésultentde lasouplesse introduiteauniveauduchoixdes ressources.Ellessont
introduites par la flexibilité physique du système. Elles ont pour conséquence de réduire
l’ensembledesressourcespouvantêtreconcernéesparl’exécutionfinaled’unetâche(Figure3).
Parexemple,lorsqu’unepiècealechoixentreplusieursressourcesdifférentes,lapiècedoitàun
certainmomentêtreaffectéeàunedecesressources.Lorsqueplusieurschariotsfilo-guidéssont
disponiblespoureffectueruneopérationdetransportd’unepiècequivientd’êtredéterminée,il
fautchoisirceluiàappeler.Cesdécisionspeuventêtreprisesàpriori,àn’importequelmoment.
Cependant, au regard de la simulation, il est important de noter que l’effet de la décision
n’interviendra que lors d’événements prédéterminés, comme l’arrivée d’un nouvel ordre de
fabricationdansl’atelieroulafindel’exécutiond’uneopération.
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+"54:Décisiond’affectationmono-ressource
Lorsqu’un seul type de ressource est requis l’affectation estmono-ressource (Figure 3), tandis
qu’elle sera multi-ressource (Figure 4) si plusieurs types sont impliqués (machines, outils,
palettes, opérateurs, etc.). Par exemple, en sous traitancemécanique, il peut être nécessaire de
déciderquellemachinevaêtreutiliséemaiségalementquelopérateureffectueraletravail.

+"54Décisiond’affectationmulti-ressources
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Cetypededécisionsurvientlorsqu’àuninstantdonné,uneouplusieursressourcesontlechoix
entredifférentstravauxàexécuter.Ilestalorsnécessairededéciderqueltravailexécuterd’abord.
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C’estlecasparexempled’unopérateurqui,aprèsavoirachevéunetâchedoitchoisirdansson
stockamontlanouvellepièceàusiner.Cesdécisionsrésultentdelasouplesseintroduiteparles
en-cours au niveau du choix de l’ordre de succession des travaux liés à une ou plusieurs
ressources. Ces décisions sont introduites par la flexibilité temporelle du système. Elles
entraînentlaréservationderessourcesparuneentitéàpartird’unmomentdonné.Denombreuses
règlesdeprioritéontétéproposéeset testéesdansla littérature,pourlesdécisionsd’attribution
simples(Figure5).

+"54.Décisiond’attributionsimple
Danscertaines situations,plusieurs travauxdoiventêtre sélectionnés simultanément (Figure6).
C’est lecasparexempled’uneressourcedemanutentionquidoit transporterplusieurspalettes
afinde«rentabiliser»sondéplacement,oud’unfourdetraitementthermiquequidoitêtrerempli
«aumieux»avantd’êtredémarré.

+"548Décisiond’attributionmultiple
Cesdécisionspeuventêtreprisesàdifférentsinstantsmaisellesdeviendronteffectivesquelors
delasouvenancedel’événementdelibérationd’uneressource.
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Uncertainnombrededécisionsprisessur lefonctionnementdel’atelierpeuventnécessiterune
remiseencause,afinnotammentd’éviterquelesconséquencessurlaproductiondeperturbations
survenues de façon imprévisibles soient trop importantes. L’arrivée de la perturbation
(événement)vadoncdéclencherunchoixentreplusieursactions(activités)possibles(figure7).
La décision peut consister à ne rien modifier ou au contraire reconsidérer des activités
initialement prévues (transformation deAi enA’k), par exemple: faire effectuer un travail par
uneautremachineoufairepasseruntravailenpriorité,etc.

+"549Réactionsauxperturbations
L’arrivée d’une commande urgente relève également du même type de décision. Certaines
remisesencausepeuventégalementprovenirdedérivessuccessivesdel’atelier(Figure8)vers
un état  non souhaitable (encombrement de machines, goulots, retards, etc.), qu’il convient
d’essayer  de corriger en reconsidérant le déroulement de certaines activités. Par exemple la
formation d’un goulot peut entrainer des réaffectations de ressources afin de décharger la
ressourcecritique.Aussi,lapanned’uneressourcecritiquepeutengendrerlarévisionglobalede
l’ordonnancementprévu,voirelerecoursàdesheuressupplémentairesoudelasous-traitanceet
doncmodifierdesdécisionsprisesinitialementavantlafabrication.
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+"54Remiseencausesuiteàdesdérives
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Elles proviennent de l’initiative d’effectuer certaines activités, à un moment où les couts qui
résultent(temps,matière,énergie,etc.),sontplusfaiblesquesiellesavaientétéeffectuéesplus
tard. Par exemple, des montages ou démontages d’outils en tempsmasqué sont des décisions
d’anticipation. Souvent, elles font références à un événement spécifique tel que le démarrage
d’une opération de fabrication (pour laquelle les outils devront être montés et régler par
exemple). Compte tenu des aléas nombreux qui régissent la vie d’un atelier, ces décisions ne
peuventsouventpasêtreprisesàl’avancedefaçonstatique.Ilestdoncnécessairededécideren
tempsréelleboninstantpourmettreunoutilenchauffe,parexempledansuneforge,afinqu’il
arriveàlabonnetempératurelorsquel’onvoudral’utiliser,sachantquesionarrivetroptardune
attenteseragénéréeets’ilarrivetroptôtilrefroidira.Certainsordresderéapprovisionnement(en
composantsparexemple)entrentdanscettecatégorie.
Cesdécisionsnesontengénéralpasdéclenchéesparunévénement.Ils’agitdoncdedéterminer,
lorsdudéroulementdelasimulationetdeschangementsd’état,l’instantpropice.
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Dans un certain nombre de cas, ces décisions ne peuvent être planifiées convenablement à
l’avance et sont prises en temps réel afin de conserver l’outil de production dans son état de
performancenominale(enproductivitéetqualité).Cesdécisionssontimportantesdanslamesure
oùellessontdenatureà immobiliseruncertainnombrederessources. Ils’agitdoncdechoisir
l’instant où elles doivent être effectuées. Trop tôt, elles peuvent perturber inutilement la
production,tandisquetroptard,ellesrisquentd’entrainerunedégradationdesinstallations,oude
laqualitéde laproduction.Ledéclenchementd’actionsdemaintenance  doitaussiprendreen
compte le caractèreurgentdecertaines commandes.Uncompromisdoit engénéralêtreétabli,
surlemomentoùellesdoiventêtremisesenœuvre.Parexemple,lesfoursélectroniquesd’une
fonderie doivent être nettoyés (décrassés) périodiquement, sous peine d’entrainer de forte
diminutiondequalité.Cesopérationssonteffectuéeschaquefoisquec’estpossiblelorsquedes
arrêtsdeproductionsurviennent(ex.pannes).Néanmoins,ilestsouventnécessaired’interrompre
l’activitéd’unfourpendantlaproduction.
Cesdécisionspeuvententrerdanslacatégoriedesdécisionsd’anticipationsiellessereflètentà
unévénementspécifique.Dans lecas leplusgénéral, l’instantdedéclenchementestdéterminé
parrapportàl’étatdusystème(disponibilitédemachinesdesubstitution,ordreenretards,stocks
disponibles,etc.)(Figure9).

+"54Déclenchementd’actionsdemaintenanceouentretien
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Ces décisions visent à exercer un certain contrôle sur des flux en vue de les ralentir ou les
accélérer. Elles découlent de la possibilité technologique de certaines machines d’ajuster leur
débit,oudelacapacitédecertainssystèmesdeseréguler,cequiautoriseplusdeflexibilitédans
le pilotage du flux. Par exemple, le réglage du débit d’un cubilot de fonderie doit être ajusté
régulièrement. Un débit important permet de satisfaire sans interruption la demande en fonte
liquide, mais en contrepartie, peut conduire à vider un four et entrainer une rupture
d’approvisionnement,maisinduitdesattentesdelivraisonpluslongues.
L’ajout ou le retrait de cartes kanban pour s’adapter à de nouvelles circonstances ou
l’augmentation et la diminution de tailles de lots de transferts sont aussi des décisions de
régulation.
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Lepilotaged’uneunitédeproductioncomplexeengendredessituationsoùdesdifférents types
de décision évoqués précédemment peuvent se combiner. Ainsi, les décisions d’attribution et
d’affectationpeuvents’enchaîner.Lafigure10montreunesituationoùplusieursressourcesétant
disponiblesetplusieursopérationsàeffectuer,desdécisionsd’affectationetd’attributiondoivent
êtreprises.

+"54Combinaisonaffectation/attribution
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Lesdécisionsprisesen temps réeldansunatelierontun impact souvent très important sur les
flux des produits. Une des  caractéristiques les plus importantes à prendre en compte lors du
pilotage en temps réel est la dynamique du système de décision. Pour prendre les décisions
nécessaires, on doit alors disposer d’un maximum d’informations permettant de refléter la
situationlorsdelaprisededécisiondansl’atelier.
L'objectifestdepermettreaugestionnairesdepiloterunsystèmemanufacturierdiscretcomplexe,
étantdonnéunensembled'objectifsetdecontraintes,de lamêmemanièrequ'ilestpossiblede
piloterunsystèmedynamiquecontinu,commeunecentralenucléaireouuneautomobile,c'est-à-
direensurveillantl'évolutiond'unnombre"restreint"deparamètresclés.Ladifficultéconsisteà
découvrircesparamètresclésetàévaluerleurincidencesurlesystèmedeproductiondemanière
àpouvoirchoisirlesactionsdéterminantes,suivantlescirconstances,afinquelesystèmeévolue
dansladirectiondésirée.
Cependant, lesdécisionsen tempsréeldans lessystèmesdeproductiondépendentdeplusieurs
critères.Ilestnécessairedeprendreencomptelescaractéristiquesdel’atelier,telsquelenombre
demachines, lenombred’opérateurs surchaquemachine, les tempsde livraisondespièces, le
tauxdechargementdel’atelier,etc.Aussi,ilestessentieldecaractériserl’étatcourantdel’atelier
qui change et évolue constamment dans le temps, il est donc primordial de déterminer les
variablesquireflètentaumieuxl’étatdel’atelieretsadynamique.
Pierrevalen1999(Pierreval1999)aproposéunformalismedeprisededécisionsentempsréel;
ilaproposéunvecteurde7-uplets(ID,A,C,H,R,AL,DU)pourcaractériserlaprisededécision
entempsréel:

:Lesdonnéesinitialesutiliséesdansleprocessusdeprisededécisions:lesvariablesd’étatdu
systèmeetlesobjectifsdeproduction,etc.
:L’ensembledesalternativespossiblesdanslequelunchoixdoitêtrefaitàlafindelaprisede
décision.
: Un point ou une condition de prise de décision.Généralement, trois situations peuvent se
présenter: unpointdedécision auquelnousdéclenchons laprisededécision (unemachine se
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libère),unpointdécisionquidépendd’unepériodedetempsrégulière(activitédemaintenance),
et enfin, un point décision qui dépend d’un ensemble de conditions à remplir, pour cela le
systèmedoitêtrescannépourpouvoirdétecterquandlesconditionsexigéessontsatisfaites.
 :L’horizondeladécision:pourchaquedécisionnousconsidéronsunepériodedetempsdesa
validité(unemachineestsélectionnéepoureffectuerunjobpouruneduréededouzeheureset
uneautredécisiondoitêtreprisepoursélectionnerlamachineàlafindecettepériodedetemps).
Ladécisiondurejusqu'audéclenchementd’unévénementdonné.
:Lesressourcesacquisespourchaquetypededécision.
: La logique associée à la prise de décision, cette logique peut être aussi simple que celle
utiliséedansdesrèglesdeprioritédanslesfilesd’attenteoubientrèscomplexecommecellequi
estbaséesurl’expertisehumaine.

:Laduréedelaprisededécision.
L’objectifdecettetypologieestdefaciliterlaprisedesdécisionsentempsréeletdecontribuerà
l’identificationdescaractéristiquesdusystèmedeproductionnécessairesaubonfonctionnement
duprocessusdepilotage.
Par ailleurs, il existe plusieurs approches dans la littérature destinées à aider les prises de
décisionsentempsréeldesorteàcequ’ellesconcourentdelameilleurefaçonauxobjectifsde
l’entreprise,onpeutendistinguerplusieurs.Parmilesplusconnuesonrencontre:lesapproches
baséessurdesheuristiques,lesapprochesbaséessurdesmodèlesdynamiques,utilisésenligneet
les approches basées sur l’intelligence artificielle. Les approches basées sur l’intelligence
artificiellesontdestinéesàfourniruneaide«intelligente»afind’aiderlaprisededécisionoude
prendre lesdécisionsde façonautomatique.Cette intelligencepeut être destinée à résoudreun
problème localisé (systèmes experts, systèmes à base de connaissance) (e. g., Pierreval 1992,
Monostori2003)oudesproblèmesdistribués(systèmesmultiagents)(e.g.,Royetal.2001).
Leproblèmeabordé ici consistedoncàdéterminer commentnouspouvonsaideràprendre les
décisionspourlepilotagedessystèmesdeproductionàpartirdel’apprentissage?
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L’intelligenceestgénéralementissuedeconnaissances«expertes»etestéventuellementcapable
deprendreencomptedel’imprécision(approchesfloues,possibilistes).Ladifficultéconnuedes
approchesbaséessurl’apprentissagerésidedansl’élicitationdesconnaissancesdontdoiventêtre
dotée ces systèmes. En effet, la recherche de connaissances pertinentes sur lesquelles est basé
l’apprentissage(Huyet2004,Zhaoetal.2001,Metanetal.2005,Shiueetal.2006)pourpiloter
efficacementconstitueunécueilmajeurpourlamiseenœuvredupilotageintelligentd’ateliers.

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Danscechapitrenousavonsprésentéunevueglobaledupilotagedessystèmesdeproductionet
quelques approches de pilotage présentées dans la littérature (pilotage centralisé, pilotage
hiérarchisé, pilotage coordonné, pilotage distribué, pilotage distribué supervisé, pilotage
holonique,pilotageparleproduit).Nousavonsdéterminélecadredanslequelnousnoussituons:
prisededécisionauniveauopérationnelet en temps réel.Danscechapitrenousavonsmontré
aussiquelepilotageen tempsréeldessystèmesdeproductionnécessiteuneétudeapprofondie
des différents critères de prise de décision tels que le nombre de machines, le nombre
d’opérateurs sur chaquemachine, les temps de livraison des pièces, le taux de chargement de
l’atelier,etc.
Plusieurs approchesdans la littérature sontproposéespour aider aupilotage en temps réel des
systèmes, parmi les approches les plus connues: les approches basées sur l’intelligence
artificielle. Ces approches nécessitent des connaissances expertes. Ces connaissances doivent
notamment permettre de déterminer comment affecter au mieux les moyens de production
(machines,transport,opérateurs,outils,etc.)desorteàsatisfaireauxobjectifsdeproduction(e.g.
minimiserlesen-cours).Danslamesureoùlepilotages’effectuesurlabased’unétatdusystème
changeant dynamiquement au cours du temps, il est très difficile de disposer d’exemples des
«meilleurespratiques»pourlepilotage.
Nousproposonsdoncuneapproched’apprentissageautonomecapabledegénérersansexpertise
préalable les connaissances nécessaires pour doter un système informatique de la capacité à
déciderentempsréel.
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Pour cela, nous présentons dans le chapitre suivant un état de l’art des travaux menés en
apprentissageparsimulationetleurslimites.
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Il existe un passage naturel des sciences de la décision à l’intelligence artificielle; la bonne
décisionnesedécouvrepas,labonnedécisionestunconstruitquis'élaboreenrelationavecdes
finalités, avec un contexte, avec des capacités d'appropriation par le milieu. De ce fait, le
développement de l'aide à la décision qui prend appui sur des modes de raisonnement, des
modèles, des algorithmes plus ou moins spécifiques doit laisser place à une assez grande
flexibilité, à une assez grande ouverture. L'aide scientifique à la décision ne permet pas de
postuler, comme on le fait couramment dans les sciences dures, qu'il existe quelque part une
vérité. C'est pourquoi la démarche à suivre n'est pas une démarche de découverte mais une
démarche de construction. De ce fait, dans ces conditions, ce qui a été fait en intelligence
artificielleetnotammentdanstoutelavoiedel’apprentissageautomatiqueesttrèspositif.
L’intelligenceestgénéralementissuedeconnaissances«expertes»etestéventuellementcapable
de prendre en compte de l’imprécision tel que dans les approches floues ou les approches
possibilistes. La difficulté connue de ces approches réside dans l’élicitation des connaissances
dontdoiventêtredotéecessystèmes.Eneffet,larecherchedeconnaissancespertinentes(Huyet
2004,Zhaoetal.2001,Metanetal.2005,Shiueetal.2006)pourpiloterefficacementconstitue
unécueilmajeurpourlamiseenœuvredupilotageintelligentd’ateliers.
Ces connaissancesdoiventnotamment être capablesdedéterminer comment affecter aumieux
lesmoyensdeproduction(machines, transport,opérateurs,outils,etc.)desorteàsatisfaireaux
objectifsdeproduction (e.g.minimiser lesen-cours).Dans lamesureoù lepilotages’effectue
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surlabased’unétatdusystèmechangeantdynamiquementaucoursdutemps,ilesttrèsdifficile
dedisposerd’exemplesdes«meilleurespratiques»pourlepilotage.
D’abord, nous présentons quelques approches d’apprentissage automatique et nous montrons
l’importancedel’élicitationdesexemplesd’apprentissagepourl’apprentissagedesesméthodes.
Ensuite, nous présentons l’intérêt de la simulation pour l’apprentissage pour le pilotage des
systèmesdeproduction.
Enfinnousprésentons lesdifférents travauxdans ledomainede l’apprentissagepar simulation
dessystèmesdeproduction.

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Les travauxde recherche en apprentissage, relayésensuitepar ceuxen fouillededonnées, ont
trouvéleuressoravecl’émergencedesprincipesd’intelligenceartificielledanslesannées1980
(Aleretal.2002).L’objectifdecestravauxestglobalementd’exhiberdesconnaissancesàpartir
dedonnées,notammentdesbasesd’exemplesoudescorpus(Sebagetal.2002,Cornuéjolsetal.
2002). Ces connaissances peuvent prendre des formes variées (règles de production, règles
floues,arbresdedécision,etc.).
L’apprentissageautomatique(oumachine-learning)faitréférenceaudéveloppement,àl’analyse
etàl’implémentationdeméthodesquipermettentàunemachine(ausenslarge)d’évoluergrâceà
unprocessusd’apprentissage,et ainside remplirdes tâchesqu’il estdifficileou impossiblede
remplir par des moyens algorithmiques plus classiques. Et d’après Cornuéjols et Miclet
(Cornuéjols et al. 2003): «La notion de l’apprentissage automatique englobe toute méthode
permettant de construire un modèle de la réalité à partir de données, soit en améliorant un
modèlepartieloumoinsgénéral,soitencréantcomplètementlemodèle.Ilexistedeuxtendances
principalesenapprentissage,celle issuede l’intelligenceartificielleetqualifiéede symbolique
(arbre de décision,…), et celle issue des statistiques et qualifiée de numérique (réseau de
neurones,…).»
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Ilexisteplusieursméthodesd’apprentissageautomatiquetelquel’analysediscriminantelinéaire,
lesmachinesàvecteurssupport(SVM),lesréseauxdeneurones,lesméthodesd’induction,etc.
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L'apprentissage par induction reste toujours une des principales méthodes étudiées dans le
domainedel'apprentissageautomatique(SantosOsório,1998).Danscetteapproche,onchercheà
acquérirdesrèglesgénéralesquireprésententlesconnaissancesobtenuesàpartird'exemples.Les
règles ainsi obtenuespeuvent être représentées d'une façonexplicite (facilement interprétables)
oud'unefaçonimpliciteavecuncodagequin'estpastoujoursfacileà interpréter.L'algorithme
d'apprentissageparinductionreçoitunensembled'exemplesd'apprentissageetdoitproduiredes
règles de classification, permettant de classer les nouveaux exemples. Le processus
d'apprentissagechercheàcréerunereprésentationplusgénéraledesexemples,selonuneméthode
de généralisation de connaissances. Ce type de méthodes est aussi appelé apprentissage de
concepts ou bien acquisition de concepts. Parmi les approches d'apprentissage empirique par
inductionlesplusconnues,ontrouvelesréseauxdeneuronesartificielsetlesarbresdedécision.
L'algorithme d'apprentissage par induction peut fonctionner de façon supervisée ou
nonsupervisée:
Apprentissagesupervisé(supervisedlearning):lesexemplesd'apprentissagesontétiquetésafin
d'identifier la classe à laquelle ils appartiennent.Lebutde l'algorithmede classification est de
répartir correctement les nouveaux exemples dans les classes définies dans la phase
d'apprentissage.
Apprentissage non-supervisé (unsupervised learning, clustering, discovery) : l'algorithme
d'apprentissagechercheàtrouverdesrégularitésdansunecollectiond'exemples,puisquedansce
type d'apprentissage on ne connaît pas la classe à laquelle les exemples d'apprentissage
appartiennent.Unetechniqueemployéeconsisteàimplémenterdesalgorithmespourrapprocher
lesexempleslesplussimilairesetéloignerceuxquiontlemoinsdecaractéristiquescommunes.
Cesgroupesd'exemplessimilairessontparfoisappelésdesprototypes.
Le premier programme d’apprentissage par graphe d’induction a été réalisé par Sonquist et
Morgan (Sonquist et al. 1963). L’objectif des méthodes à base de graphe d’induction est de
construire une fonction de classement représentable par un graphe : le graphe est construit en
partantdelaracineetenallantverslesfeuilles.Onparledeméthoded’inductiondescendanteet
on trouve, dans la littérature anglaise, le terme de TDIDT (Top Down Induction of Decision
Trees) afin de qualifier les méthodes à base de graphe d’induction. Le principe général des
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graphes d’induction s’exprime ainsi: Chercher à discriminer les exemples selon leur classe en
fonctiond’attributsconsidéréscommeles«meilleurs»parmitouslesautresausensd’uncritère
donné.Surl’échantillond’apprentissage,estrecherchél’attributquidiscrimine«lemieux»les
exemples. Puis sont constitués autant de sous - échantillons que l’attribut possède de valeurs
(chaque sous- échantillon contient les exemples ayant la valeur associée de l’attribut) et sur
chaquesous-échantillonestrecherché,denouveau,le«meilleur»attribut.Ceprocessusrécursif
est réitéré jusqu’à ce que les exemples d’unmême sous - échantillon possèdent tous lamême
classe.
Dansungraphed’induction,chaquechemincorrespondàunerègleexpriméesouslaforme«si
condition alors conclusion» dans laquelle «condition» désigne une ou plusieurs propositions
logiques de type « attribut, valeur » (Zighed et Rakotomalala 2000). L’ensemble des règles
constitueainsilemodèledeprédiction.
Parmi les formalismes des graphes d’inductionnous citons les arbres de décision. Ils sont
composésd'unestructurehiérarchiqueenformed'arbre.Cettestructureestconstruitegrâceàdes
méthodesd'apprentissagepar inductionàpartird'exemples.L'arbreainsiobtenureprésenteune
fonctionquifaitlaclassificationd'exemples,ens'appuyantsurlesconnaissancesinduitesàpartir
d'unebased'apprentissage.Enraisondecela,ilssontaussiappelésarbresd'induction(Induction
DecisionTrees).
Traditionnellement,unarbrededécisionseconstruitàpartird'unensembled'apprentissagepar
raffinements de sa structure. Un ensemble de questions sur les attributs est construit afin de
partitionner l'ensembled'apprentissageensous-ensemblesquideviennentdeplusenpluspetits
jusqu'à ne contenir à la fin que des observations relatives à une seule classe. Les résultats des
testsformentlesbranchesdel'arbreetchaquesous-ensembleenformelesfeuilles.Leclassement
d'un nouvel exemple se fait en parcourant un chemin qui part de la racine pour aboutir à une
feuille:l'exempleappartientàlaclassequicorrespondauxexemplesdelafeuille.
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Exempled'ArbredeDécisionSimple(SantosOsório1998)
La Figure 11 donne un exemple d'arbre de décision pour le classement d'un ensemble de cas,
avecuntestd'appartenanceàuneclasse(SantosOsório1998).Danscecasparticulier,lescasdits
positifs sont ceux qui appartiennent à la classe et les cas dits négatifs sont ceux qui n'y
appartiennentpas.
(;)(4Ensembled'Apprentissage:ConditionsMétéorologiques

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Leprincipedeconstructiondesarbresestlesuivant:onchoisitunattributparmilesattributsnon
sélectionnés,etoncréeunnœudportantuntestsurcetattribut.Pourchaqueclassed'équivalence
ainsi induite,onopère le traitementsuivant : si tous lesexemplesdecetteclassed'équivalence
appartiennentà lamêmeclasse(lesclassesmétéorologiquesdécritesdansle tableauci-dessus),
alorsoncréeunefeuillecorrespondanteàcetteclasse,reliéeautestprécédentparunarcétiqueté
par la valeur de l'attribut correspondant ; si tous les exemples de la classe d'équivalence
considéréene sontpasdans lamêmeclasse,alorson réitère ceprocessusenenlevant l'attribut
précédemmentconsidérédesattributsàsélectionner.

11.#('2"-.C<'*4..4%%*>?
Les machines à vecteurs de support ou séparateurs à vaste marge (en anglais Support Vector
Machine,SVM),développéesoriginellementparVapnikdanslesannées1980et1990,sontun
ensemble de techniques d'apprentissage supervisé destinées à résoudre des problèmes de
discriminationetderégression.LesSVMsontunegénéralisationdesclassificateurslinéaires.
Le classifieur SVM a été conçu pour une séparation de deux ensembles de données. Il est
considérédonccommeunclassificateurbinaire.LebutdesSVMestdetrouverunhyperplanqui
vasépareretmaximiserlamargedeséparationentredeuxclasses.
A l’origine conçues pour les tâches de classification ou reconnaissance de formes, les SVM
permettentégalementdetraiterlesproblèmesderégressionnonlinéaire.
LeprincipethéoriquedesSVMcomportedeuxpointsfondamentaux:
- Latransformationnonlinéaire(Φ)desexemplesdel’espaced’entréeversunespacedit
dere-descriptiondegrandedimensionmunid’unproduitscalaire(espacedeHilbert),
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+"541Latransformationnonlinéairedesdonnéespeutpermettreuneséparationlinéairedes
exemplesdansunnouvelespace.AdaptédeCornuéjolsetal.2002.
- La détermination d’un hyperplan permettant une séparation linéaire optimale dans cet
espacedegrandedimension.

+"54:L’hyperplanséparateuroptimalestceluiquimaximiselamargedansl’espacede
redescription.
Le problème de recherche de l'hyperplan séparateur possède une formulation duale. Ceci est
particulièrement intéressant car, sous cette formulation duale, le problème peut être résolu au
moyendeméthoded'optimisationquadratique.


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Les réseaux de neurones sont des assemblages fortement connectés d'unités de calcul, les
neuronesformels.Ilsontpourorigineunmodèleduneuronebiologiqueetontvocationàimiter
certainsmécanismes du cerveau humain.Un neurone formel  est une fonction algébrique non
linéaire et bornée, dont la valeur dépend de paramètres appelés coefficients ou poids. Les
variablesdecettefonctionsonthabituellementappelées"entrées"duneurone,etlavaleurdela
fonctionestappeléesa"sortie".
Un neurone est donc avant tout un opérateur mathématique, dont on peut calculer la valeur
numérique. Il est courant de représenter graphiquement un neurone comme indiqué sur la
Figure14.

+"54Unneuroneformel
Unneuroneréaliseunefonctionnonlinéairebornéey=f(x1,x2,...xn;c1,c2,...cp)oùles{xi}
sontlesvariablesetles{cj}sontdesparamètres(Dreyfusetal.2004).Pourdesraisonsquenous
expliquerons plus loin, les neurones les plus fréquemment utilisés sont ceux pour lesquels la
fonction f est une fonction non linéaire (généralement une tangente hyperbolique) d'une
combinaisonlinéairedesentrées:
y=tanh 




∑
=
n
i
iixc
1
>?
Les{xi}sont lesvariables (ouentrées)duneurone, les{ci}sontdesparamètresajustables.Un
neuroneformelneréalisedoncriend'autrequ'unesommepondéréesuivied'unenon-linéarité.
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C'est l'associationde telsélémentssimplessous la formederéseauxquipermetderéaliserdes
fonctionsutilespourdesapplicationsindustrielles.
Ondistinguedeuxgrandstypesd'architecturesderéseauxdeneurones:lesréseauxdeneurones
nonbouclésetlesréseauxdeneuronesbouclés.
1: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Un réseau de neurones non bouclé est représenté graphiquement par un ensemble de neurones
"connectés"entreeux,l’informationcirculantdesentréesverslessortiessans"retourenarrière";
si l’onreprésenteleréseaucommeungraphedont lesnœudssont lesneuroneset lesarêtes les
"connexions"entreceux-ci,legraphed’unréseaunonboucléestacyclique.
LaFigure15représenteunréseaudeneuronesnonboucléquiaunestructureparticulière,très
fréquemmentutilisée:ilcomprenddesentrées,uneouplusieurscouchesdeneurones"cachés"et
desneuronesdesortie.Lesneuronesdelamêmecouchecachéenesontpasconnectésentreeux.
CettestructureestappeléePerceptronmulticouche.

+"54Unmodèlederéseaudeneurones

Lesréseauxdeneuronesnonboucléssontdessystèmesstatiques,utilisésprincipalementpour
effectuerdestâchesdeclassification,oudemodélisationstatiquedeprocessus;l’opérateur
réaliséparunréseaudeneuronesnonbouclé(relationentrées-sorties)estunefonction
algébrique.

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Contrairementauxréseauxdeneuronesnonbouclésdontlegraphedeconnexionsestacyclique
lesréseauxbouclés,dontlegraphedesconnexionscontientdescycles(Figure16);cesontdes
systèmesdynamiques, utilisés comme filtresnon linéaires, ainsi quepour lamodélisation et la
commandedeprocessus ; l’opérateur réaliséparun réseauboucléestunensembled’équations
auxdifférencescouplées.
Un réseau de neurones bouclé à temps discret est régi par une (ou plusieurs) équations aux
différences non linéaires, résultant de la composition des fonctions réalisées par chacun des
neurones.
Laformelaplusgénéraledeséquationsrégissantunréseaudeneuronesboucléestappeléeforme
canonique;
x(k+1)=ϕ
[x(k),u(k)]>1?
Y(k)=ψ
[x(k),u(k)]>:?
Oùϕ
etψ
sontdes fonctionsnonlinéaires réaliséesparunréseaudeneuronesnonbouclé (par
exemple, mais pas obligatoirement, un Perceptron multicouche), et où k désigne le temps
(discret).
Laformecanoniqueestreprésentéesur laFigure16.Toutréseaudeneurones,aussicompliqué
soit-il,peutêtremissouscetteformecanonique,demanièrecomplètementautomatique.
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+"548Formecanoniqued'unréseaudeneuronesbouclé
Les réseaux de neurones bouclés sont utilisés pour effectuer des tâches de modélisation de
systèmesdynamiques,decommandedeprocessus,oudefiltrage.
Afin que le réseau de neurones soit capable de prédire les valeurs de sorties en fonction des
valeursd’entrées,ildoitpasserparunephased’apprentissage.

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L'apprentissageestengénéralunprocessusgraduel,itératif,oùlespondérationsdesconnexions
entre les neurones du réseau de neurones: poids, sontmodifiés plusieurs fois selon une règle
d'apprentissage avant d'atteindre leurs valeurs finales. Les approches d'apprentissage
connexionnistepeuventêtrerepartiesentroisgrandesclasses,selonledegrédecontrôledonnéà
l'utilisateur:

i)ApprentissageSupervisé:
L'utilisateurdisposed'uncomportementderéférenceprécisqu'ildésirefaireapprendreauréseau.
Le réseau est donc capable de mesurer la différence entre son comportement actuel et le
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comportement de référence, et de corriger ses poids de façon à réduire cette erreur.
L'apprentissagesuperviséutilisedesconnaissancesempiriques,habituellement représentéespar
desensemblesd'exemplesétiquetésparlaclasseàlaquelleilsappartiennent.

ii)ApprentissageSemi+Supervisé	
L'utilisateurnepossèdequedesindicationsimprécises(parexemple,échec/succèsduréseau)sur
lecomportementfinaldésiré.Lestechniquesd'apprentissagesemi-supervisésontaussiappelées
apprentissage par renforcement (reinforcement learning). En effet, on dispose souvent tout au
plusd'uneévaluationqualitativeducomportementdusystème.

iii)Apprentissagenon+supervisé	
Les poids du réseau sontmodifiés en fonction de critères internes comme la coactivation des
neurones.Lescomportementsrésultantsdecesapprentissagessontengénéralcomparablesàdes
techniquesd'analysededonnées.Onlesappelleaussiauto1organisation.
L'apprentissage des réseaux de neurones nécessite en général une grande quantité de données,
que l'on regroupe dans un ensemble d'exemples d'apprentissage. Selon la technique
d'apprentissage utilisée, d'autres ensembles de données sont aussi employés, notamment pour
mesurerlavaliditédelasolutiontrouvéeparleréseau.Onappellecesdonnéessupplémentaires
d’ensembles d'exemples de testou degénéralisation. On appelle généralisation la capacité du
réseau à réagir correctement lorsqu'on lui présente des entrées qui n'ont pas été vues lors de
l'apprentissage. Dans la pratique, ce sont les capacités de généralisation d'un réseau
connexionnistequivontétablirlespossibilitésdesonapplicationàdifférentsproblèmes.



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L'apprentissage statistique désigne un vaste ensemble deméthodes et d'algorithmes permettant
dans un sens général d'apprendre des logiques (comportements) à partir d'exemples. Cet
apprentissage sebase sur l’évaluationmathématiquedes exemples.Des stratégiesde réduction
d'erreurssontensuitecalculéesàpartirdecetteévaluation.
L'algorithme le plus connu de cette catégorie est "Naive Bayes". Il permet de faire de
l'apprentissagesuperviséensebasantsurlethéorèmedeBayes:

P(A,B)=P(A)*P(B|A)>?
DelàP(B|A)=P(B)*P(A|B)/P(A)>?

Lorsqu'on tente de prédire une "classe" B en fonction d'attributs connus A (qu'on suppose
indépendants)onénumèrelescascorrespondantsfigurantparmilesexemplesconnus.
Les réseaux probabilistes bayesiens, également appropriés à l'apprentissage dans les systèmes
multi-agents(Maesetal.2004),cependantleurapprentissageesttrèscoûteuxentermesdetemps
decalcul.

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Le conceptde systèmehybrideoudeméthode hybride est très large.Cegrouped'applications
incluttouteméthodequiintègredeuxapprochesdifférentespourlasolutiond'unproblème.Nous
allons nous concentrer sur les approches hybrides d'apprentissage automatique, c.-à-d. les
différents systèmes etméthodes résultants de la combinaison desméthodes de base présentées
danscedocument.Notreidéen'estpasdedresserunelistecomplètedetouteslespossibilitésde
combinaison d'approches différentes, mais seulement de donner un aperçu de ce qui est fait
actuellemententermesdesystèmesetméthodeshybrides.Voiciquelquesexemplesd'approches
hybridesappliquésàl'apprentissageautomatiqueouàlaconceptiondesystèmesintelligents:
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Lessystèmessymbolique-flousintègrentlalogiquefloue(fuzzy1logic)etlessystèmesàbasede
connaissances (KBS).Ce type de système est en réalité une extension des systèmes à base de
connaissances, dans lesquels on ajoute la possibilité de représenter des règles floues et de les
manipuleràtraversdesmécanismesd'inférencefloue(SantosOsório1998).

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Cessystèmessontnormalementcomposésd'unmodulegénétiqueresponsabledel'acquisitionde
connaissances à partir des données (apprentissage), et d'unmodule symbolique responsable du
moteurd'inférencesymbolique(raisonnement).

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Les systèmes hybrides neuro-flous sont une des catégories de systèmes hybrides les plus
développées car la logique floue et les réseaux connexionnistes ont beaucoup de points en
commun.Les systèmes neuro-flous sont principalement de trois types : systèmes qui intègrent
desrèglesflouesdansdesréseaux(lemodèleRBFétantundesplusutilisés);lessystèmesqui
font l'extraction de règles floues à partir des réseaux ; et les systèmes qui implémentent des
neuronesflous.
Etbeaucoupd’autresapprocheshybridesdontnousnepouvonspasdonnerunelisteexhaustive
tellesquelessystèmesquiintègrentunréseauconnexionnisteetunsystèmederaisonnentfondé
surdescas(SystèmesNeuro-CBR),lessystèmesquiintègrentdesréseauxconnexionnistesetdes
systèmesàbasedeconnaissances (KBS)(SystèmesNeuro-KBSouSHNS),etc (SantosOsório
1998).


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Danslecadredenosrecherches,nousnousattacheronsessentiellementauxméthodesissuesde
l’apprentissage permettant d’extraire des règles de fonctionnement sur le comportement des
systèmes de production. Cependant la difficulté connue de ces approches d’apprentissage
automatiquerésidedansl’élicitationdesconnaissancesdontdoiventêtredotéecessystèmes.Et
larecherchedesbonsexemplesquireflètentaumieuxlecomportementétudiédusystèmepour
piloter efficacement, constitue un écueilmajeur pour lamise enœuvre du pilotage intelligent
d’ateliers. Il est très difficile d’acquérir des exemples d’apprentissage qui sont adaptés au
problèmeétudiédanslesystèmedeproduction.
Néanmoins, les travaux existants dans la littérature se basent globalement sur des exemples
d’apprentissagepourgénérercesconnaissances.
Plusieurs approches ont été proposées pour constituer des ensembles d’apprentissage  à partir
desquelsonpeutapprendre:
(1)méthoded’échantillonnage(Pierrevaletal.1990,Lietal.2007).
(2)connexionavecunalgorithmed’optimisation(Huyetetal.2004).
(3)Exemplesprovenantdespratiquesdesopérateursdessystèmesréels(Zhaoetal.,2001).
Demême, l’usage de la simulation  permet d’être à la source de génération de connaissances
nouvelles.Plusieursauteursontmontréquelasimulationétaitcapabledefournirdesexemples
d’apprentissage,mettantenrelationdesstratégiesdedécisionavecdesperformances.
En effet, nous avons besoin de générer des exemples qui reflètent le fonctionnement réel des
systèmesdeproductionpendantunepériodedéfiniedeproduction,sanspourautantdépenserle
tempsréeldesonfonctionnement.
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La simulation permet l’étude des systèmes complexes (interactions complexes entre entités,
événementsaléatoires,etc)oùlerégimetransitoireetsoneffetsurlesperformancessontprisen
compte. D’une manière générale, la simulation consiste à étudier et à analyser l’évolution de
l’étatd’unsystèmeàtraverslavariabletemps.Letempspeutêtrevucommecontinuoudiscret,
selonque lesétatsdusystèmesont spécifiésdemanièredénombrableounon.Danscecas,on
parle de simulation discrète ou continue (Law and Kelton 2000). Un survol des travaux de
rechercheexistantsmontrequelasimulationàévénementsdiscretsestd’unusagepluslargeque
lasimulationcontinue(Pierreval,2006,Pierrevaletal.2007).Eneffet,choisirdeconstruireun
modèlediscretoucontinudépendavanttoutdesobjectifsspécifiquesdel’étude.
Deplus lespotentielsde la simulation sontvastes.La simulationpeut couvrir tous les fluxde
l’entreprise,puisqu’elleestcapabledereprésenter : lesfluxphysiquespourlesquels,d’ailleurs,
elleestleplussouventutilisée,maiségalementlesfluxinformationnelsetlesfluxdécisionnels
associés à ces flux physiques. Cet outil informatique est ainsi capable de reproduire sur
ordinateur,lecomportementdynamiqueetstochastiqued’unemachine,d’unatelier,d’uneligne
de production, d’une usine, ... et donc, l’évolution de l’état du système en fonction des
informationssuiviesetdesdécisionsprises.
La simulation permet de rassembler les données utiles à la production autant pour un atelier
existant que pour un atelier en projet. Ces données seront ainsi formalisées en vue de leur
exploitation dans un modèle. Par exemple, la démarche de faire une simulation peut aider à
formaliser les caractéristiques globales d’un atelier, en définissant par exemple : le nombre
d’opérateurs,lenombredemachines,ledimensionnementdesstocks,lesfréquencesdespannes
etautrestempsd’arrêt,lalistedesrèglesdegestion,...
Plus formellement, unmodèle de simulation est une représentation informatique d’un système
réelpermettantd’obtenir,àpartirdevariablesd’entréexi:lesvariablesdedécisiondusystème,
une estimation des variables de sortie yi: les indicateurs de performance considérés pour le
système étudié et des variables de résultats (par exemple, le détail d’une solution de
dimensionnement).(Figure17).

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+"549Principed’unmodèledesimulation
Ainsi lemodèledesimulationnouspermetd’évaluer laperformancedusystèmedeproduction
étudiéselonlesvaleursdesparamètresd’entrée.
Cependant, la simulation reste un outil d’évaluation de la performance d’un système de
productionenfonctiondesesparamètresd’entrée(Tamanietal.2006,Habchietal.1994).Elle
ne permet pas d’analyser et de comprendre directement les relations entre les paramètres et la
performance ni d’identifier quelles interactions de ces paramètres influencent la performance
globaledusystème.
Dans la section suivante nous allons citer quelques travaux qui relèvent de l’apprentissage
automatiquedanslessystèmesdeproductionàpartirdelasimulation.

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Il existe plusieurs travaux sur l’apprentissage automatique dans les systèmes de production à
partir de la simulation (Mouelhi et al. 2007a). A partir de résultats de simulation obtenus
aléatoirement, l’objectif est d’extraire des connaissances à partir de données simulées sur le
comportement des systèmes de production. (Pierreval, 1992)  et (Pierreval etRalambondrainy,
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1992)mettentenévidencel’intérêtdedisposerdeconnaissances,présentéesnotammentsousla
forme de règles de production, directement exploitables par un système expert ou par un
décideur.
Nombreux sont les travaux qui se basent sur l’apprentissage des réseaux de neurones pour
construiredesmétamodèlesqui représentent lessystèmesdeproduction.Lesmétamodèlessont
capablesdeprédirelessortiesd’unmodèledesimulationd’unsystèmedeproductionàpartirde
sesentrées.
En premier temps, nous rappelons la définition desmétamodèles (Kleijnen, 1979). Soit Xj le
vecteurdesvariablesquiinfluencentlasortiedusystèmeréel(j=1,2,…,s),etsoitYlaréponse
dusystème,larelationentrelasortieYetlesvariablesd’entréeXjpeutêtrereprésentéecomme
suit:
Y=f1(X1,X2,…,Xs)>8?
Un modèle de simulation est une abstraction du système réel, nous n’y considérons que
l’ensembledesvariablesd’entréechoisies{Xj/j=1,2,...,r}oùrestsignificativementinférieureà
s qui est inconnu. La réponse Y’ de la simulation est alors définie comme une fonction f2
représentéecommesuit:
Y’=f2(X1,X2,…,Xr,v)>9?
Où v représente un vecteur construit aléatoirement qui représente l’influence des données
d’entréequenousavonsexclu.
Unmétamodèleestmaintenantunenouvelleabstraction,danslaquellenouschoisissonsunsous-
ensembledevariablesd’entréedelasimulation{Xj/j=1,2, ...,m;m≤r}etdécrivent lesystème
commesuit:
Y”=f3(X1,X2,…,Xm)+ε>?
Où ε représente une erreur d'adaptation, qui tend vers zéro. La figure 18 récapitule la
méthodologiedeconstructiondesmétamodèlesàpartirdesréseauxdeneurones.
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+"54Développementd’unmétamodèleàpartird’unréseaudeneurones
Parmilestravauxquimettentenapplicationlesmétamodèlesbaséssurlesréseauxdeneurones
dans le domaine des systèmes de production nous citons; (Pierreval et Huntsinger 1992) qui
utilisent lepotentiel des réseauxdeneurones commedesmétamodèlesdansdeuxexemplesde
modèles:unexempledemodèlediscret(unatelierJobshop)etunexempledemodèlecontinu.
Demême,Wang etYih  (1997) utilisent unmétamodèle basé sur un réseau de neurones pour
mesurerlesperformancesdesstratégiesdecontrôledesautomatedstorageandretrievalsystems
(AS/RS).Puis,ilschoisissentlaperformancelaplusefficace.Plustard,Kilmer,etal.(1999)ont
utiliséunensembled’entrées/sortiesgénéréesàpartird’unmodèledesimulationdesstocksd’un
atelierpourconstruiredeuxréseauxdeneurones,unpourévaluerlecoûttotalmoyendesstocks
etl’autrepourestimerlavarianceducoûttotal.Ilsontutilisécesdeuxestimationscalculéespar
lesréseauxdeneuronespourcalculerdesintervallesdeconfianceducoûtdestockage.
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Plus tard, Fonseca et Navaresse (2002) ont proposé un metamodèle basé sur un réseau de
neuronespour remplacerunmodèlede simulationd’unatelier jobshop.Leurmetamodèle était
capabled'évaluer lesdélais (lead times)descommandes traitées simultanémentdansunatelier
jobshopcomposédequatremachines.
Lesmétamodèles basés sur les réseaux de neurones sont aussi utilisés dans des domaines très
spécifiques ; par  exemple, Kwak et al. (2005) ont proposé une méthode qui utilise un
metamodèlebasésurunréseaudeneuronespourrésoudreleproblèmed’unprocessusdemoules
d’injectionàplusieursvariables.Lestechniquesd'injectionàhauteprécisionsontexigéespourla
fabrication des lentilles optiques. Dans cette étude, le réseau de neurones prédit la réduction
d'épaisseuretletauxd'altérationvolumétriquedesconditionsd'injection.
Ilexisteplusieurstravauxquiutilisentlesmétamodèlesbaséssurlesréseauxdeneuronescouplés
avecd’autresapproches.NouscitonsparexempleChanetSpedding(2001)quiontdéveloppéun
métamodèlebasésurunréseaudeneuronesd'unsystèmed'assemblagedeproduitsoptroniqueset
ils ontutilisé cemetamodèle couplé avecune approchede surface  de réponsepourprédire la
performance du système. Aussi,Wang et al. (2005) qui ont développé unmodèle hybride de
découvertede connaissance, en combinantun arbrededécision et unmétamodèlebasé sur les
réseaux de neurones pour déterminer la bonne règle de production en utilisant des données de
productionbruitéesetprédiresaperformance.
Les métamodèles basés sur les réseaux de neurones sont aussi utilisés dans les processus
d'optimisation pour évaluer (plus rapidement qu'un modèle de simulation) des solutions
proposéespar lesméthodesd'optimisation.Hurrion(1997)autiliséunmétamodèlebasésurun
réseaudeneuronesdansunprogrammederecherchecombinatoire,avecuneétudecomparative
pour trouver le nombre optimum de kanbans dans un système de production.Wang (2005) a
développéunestratégiehybridequicombine l’algorithmegénétiqueet les réseauxdeneurones
pour résoudre un problème d’optimisation via simulation. La performance des réseaux de
neuronesétantdesbonsapproximateursetl'efficacitépotentielledesalgorithmesgénétiquessont
combinéespourtrouverdesconceptionsoptimalesdessystèmes.
Cependant, peu d’auteurs ont utilisé les réseaux de neurones pour le pilotage d’atelier en le
considérant comme «décideur» dans un système d’aide à la décision  (Figure 19) et non pas
comme un métamodèle, c'est-à-dire, ils ont considéré le réseau de neurones comme étant un
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module dans lemodèle de simulation pour l’aide à la décision soit en proposant les décisions
possibles aux décideurs pour aider au mieux au pilotage du système, soit en choisissant
directementladécisionquioptimiselaperformanceviséedanslesystèmedeproduction.

+"54Intégrationduréseaudeneuronesdanslemodèledesimulationpourl’aideàla
décision.
Parmi les travaux qui intègrent les réseaux de neurones dans les modèles de simulation nous
citonsparexemple (Pierreval1992)qui adéveloppéunmodèlede simulationpourévaluer les
performancesdes règlesdepriorité àpartir des différents étatsde l’atelier.Ensuite, il a crée à
partirdecesdonnéessimuléesunensembled’apprentissage inversequidéterminepourchaque
état du système la combinaison de règles de priorité adéquate. Enfin, et en se basant sur cet
ensembled’apprentissage,ilentraineleréseaudeneuronespourprédirelameilleurecombinaison
derèglesquiserapriseencomptedans lemodèledesimulationdusystèmedeproduction.En
2006, (Yildirimetal.2006),ontaussidéveloppédeux réseauxdeneuronesensebasant sur le
mêmeprincipe,l’unpréditlenombredemachinesàutiliserdanschaquecentredetravaildeleur
atelier et l’autre prédit la date de livraison de chaque commande, et cela à partir de la
performancedonnéepar lesmanagers.Enfin,etpours’assurerdelaperformancedeschoixdes
deuxréseauxdeneuronesilsrelancentlasimulationetvérifientlaperformancetrouvéeavecla
performanceattendue.
D’autresauteurssesontintéressésauproblèmedechoixdesrèglesdeprioritédanslessystèmes
deproductionensebasantsurdesméthodesd’apprentissage.Ilyaceuxquichoisissentlesrègles
deprioritéstatiquement,c'est-à-dire,ilstestenttouteslesrèglesdeprioritésurtoutelapériodede
simulationensuiteilschoisissentlarèglelaplusperformanteparrapportàlaperformancechoisie
 -54-
(figure20). Puis,ilyaceuxquichoisissentlesrèglesdeprioritépériodiquement;enévaluant
les règles de priorité à appliquer dans l’atelier chaque période de temps t bien déterminée
(figure21).Et il y a ceuxqui choisissent les règlesdeprioritédans l’atelierdynamiquementà
chaque instant de prise de décision soit en fixant un seuil de contrôle qui une fois atteint une
nouvellerègledeprioritéestchoisie,soitunévénementdéclencheursepassetelquelalibération
d’unemachineoul’entréed’unenouvellecommande,etc(figure22).

+"541Choixdesrèglesdeprioritéstatiquement.
Parmilestravauxquichoisissentstatiquementlesrèglesdeprioriténouscitons,Lietal.,(2007)
quiontutiliséuneapprochebaséesur les réseauxdeneuronespour résoudredesproblèmesde
choix de règles de priorité dans des ateliers flexibles (FMS) à partir d’un nombre de données
réelles réduit, en effet, il proposent une technique qui l’ont appelé «Mega-Trend-Diffusion»
pourévaluerunpetitjeudedonnéesetproduiredeséchantillonsartificielspourformerleréseau
deneuronesensebasantsurlasimulation.
Par ailleurs, depuis les années 90 plusieurs travaux sont venus s’inscrire dans le cadre de
l’application de l’apprentissage automatique par les méthodes statistiques dans les prises de
décisions au sein des systèmes de production.Nous pouvons citer par exemple les travaux de
Pierreval (Pierreval1988)quiutilisent l’analysedecorrespondancesmultiplespour fournirdes
règlesdeproductionàpartirderésultatsdesimulation,cesrèglesserontéventuellementinsérées
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dans une base de connaissances (1988), et pour étudier les différentes stratégies
d’ordonnancementsdynamiquesàpartirderésultatsdesimulation(Pierreval1994).

+"541Choixdesrèglesdeprioritépériodiquement
Parmi les travauxquichoisissent les règlesdeprioritépériodiquementnouscitons: (Sunetal.
2004)quiontprésentéuneméthoded’ordonnancementbaséesurunapprentissageautomatique
itératif,dansleursystème;lesauteurssélectionnentdesrèglesdeprioritédanslesfilesd’attente,
cesrèglessontincorporéesdanslemodèleavecdesparamètresréglableset,selonlaperformance
globale obtenue de la dernière période de simulation, ces paramètres sont mis à jour afin
d'optimiserlavaleurdelafonctiond'objectifpendantlapériodesuivante.
Shiueetal.(Shiueetal.2006)ontutiliséuneméthodehybridequilieunalgorithmegénétiqueà
un réseau de neurones appelée l'approche d’ordonnancement adaptativemulti-périodes, qui est
capablededécouvrir l’étatcourantdusystèmeet seloncetétat ellechoisie la règledepriorité
adéquatepourlapérioded’ordonnancementquisuit.

+"5411Choixdesrèglesdeprioritédynamiquement
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Parmilestravauxquichoisissentdynamiquementlesrèglesdeprioriténouscitons(Metanetal.
2009) qui, pour considérer plus efficacement les changements d'état du système pendant une
période donnée, ont ajouté une carte de contrôle pour mieux surveiller ces changements. Ils
proposent un système d’ordonnancement basé sur l’apprentissage automatique pour choisir les
règlesdeprioritédanslesfilesd’attentedeleursystèmeàchaquefoislacartedecontrôledétecte
le seuil fixé, l'objectif est d'apprendre à partir des caractéristiques de l’atelier et construire un
arbrededécisionetensuitesélectionnerlesrèglesdeprioritéenligneàpartirdel’arbreconstruit
pendantunepérioded’ordonnancement.Lesystèmeutiliseunecartedecontrôlepourcontrôlerla
performancedel'arbrededécision,quiestautomatiquementmisàjourchaquefoisquececiest
nécessaire.Laperformancedecetteméthodedépendduparamétragedusystèmedecontrôleet
commentl'arbrededécisionestconstruit.
El-Bouri et Shah (El-Bouri et al. 2006) ont utilisé deux réseaux de neurones pour choisir une
combinaisonderèglesdeprioritédansunatelierJobshop; l’unpourminimiser lemakespanet
l’autre pourminimiser le flowtimemoyen. Les règles sont changées dynamiquement à chaque
foisqueleseuildecongestionfixéparlesauteursestatteint.Lesdeuxréseauxdeneuronessont
entrainésàpartird’ensemblesd’apprentissageobtenusdumodèledesimulationdel’atelier.
Récemment,Lee(Lee2008)aproposéuneapprochebaséesurlesrèglesflouespourrésoudreun
problèmed’ordonnancementadaptatif;ilchoisitetappliquedynamiquementlarègledepriorité
la plus adéquate selon l'état de l'environnement d’ordonnancement. Ces règles floues sont
construitesàpartird’ensemblesd’apprentissageissusdelasimulation.
D’autres travaux ont été menés en appliquant des méthodes basées sur l’apprentissage
automatique dans le domaine des systèmes de production tel qu’Héritier (Héritier 1991) qui
utilisedel’analysededonnéesparsimulationpoureffectuerdel’aideàlaconceptiondesystèmes
deproduction.Etnouspouvonsciteraussid’autresapprochesquisontbaséessurlesprincipesde
classification comme l’approche présentée par Bonneau et Proth (Bonneau et al. 1985) pour
choisirlesrèglesdegestiond’unsystèmedeproduction.
D’autres travaux sont basés sur différentes méthodes d’apprentissage automatique tel que:
(Lerenoetal.2001)quiontconstruitdesarbresdedécisionàpartirdes résultatsdesimulation
choisisaléatoirementafind’aideràladécisiondansunlogicield’ordonnancement.Creightonet
Nahavandi (Creightonetal.2002)ontoptimisé lesperformancesd’une lignedeproductionen
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sérieparapprentissageparrenforcement.Cettestratégieleurpermetd’optimiserlesystèmeplus
rapidementetplusefficacement.
DemêmedanssestravauxHuyet(Huyet2006)aproposéuneméthodologiebaséesurlasynergie
d'une approche d'optimisation évolutionniste et une approche d’apprentissage par les graphes
d'induction.Aveccetteméthodologie, il estpossibled'extraireetd’utiliserdesconnaissancesà
partir des meilleures solutions proposées par le système de production étudié et analyser son
comportementpourenextrairelesbonnesrèglesdugraphed’induction.L’auteuraappliquécette
méthodologiesurunatelierjobshopàcinqmachines.
Récemment, (Aissani et al. 2008) ont proposé un système de commande industriel où les
décisionsprisesparlesystèmesontlerésultatd'untravaildegrouped'agents,cesagentsassurent
une amélioration continue de la performance globale du système, grâce à l’apprentissage par
renforcement. Cette technique d'apprentissage permet aux agents d'apprendre le meilleur
comportementdansleursdiversrôles(l'auto-organisation,leplanningdestâches,etc)sansaltérer
laqualitédesdécisionsprisesentempsréel.
")(-
Nousavonsprésentédanscequiprécède,plusieurstravauxquisebasentsurlasimulationpour
générer des connaissances.  Plusieurs auteurs ont montré que la simulation était capable de
fournir des exemples,mettant en relation des stratégies de décision avec des performances, de
telle sorte que des outils d’apprentissage automatique puissent en extraire des connaissances
utilesetconstruirelesensemblesd’apprentissage.
Malheureusement,l’usaged’ensemblesd’apprentissagenécessitequel’onsoitcapabledegénérer
parsimulationdesexemplesdistinguantlesbonnesdécisionsdemauvaisesdécisions,auregard
d’un objectif de performance, puisque les méthodes d’apprentissage automatique sont très
sensiblesàlaqualitédel’ensemblededonnéesd’apprentissage,commelesréseauxdeneurones,
les règles floues, les arbres de décision, etc. (Osei-Bryson 2004). Ainsi, les résultats
d’apprentissage obtenus restent  très dépendants des données sur lesquelles les connaissances
sontextraites.
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Ceproblèmes’accentueencorepluslorsqu’ils’agitdeprendredesdécisionsentempsréel;en
effet,lorsquel’onconsidèredesdécisionsdepilotageentempsréel,l’impactsurlaperformance
desdécisionsprisesestdifficileàmesureretàapprécierimmédiatement.C’estpourcetteraison
que la plupart des travaux existants considèrent les performances obtenues sur une période
d’étude suffisamment longue ou sur plusieurs périodes relativement courtes dans l’optique
d’améliorer la prise en compte des changements d’états dans l’atelier au cours du temps. Or,
même en considérant de telles périodes il est difficile de capter tous les changements dans
l’atelieraucoursdechaquepériodeconsidéréeetquipeuventainsiameneràlaprisedenouvelles
décisions (ex. ajouter une nouvelle machine, réaffecter des opérateurs, changer les règles de
prioritédanslesfilesd’attente,etc.).
Cependantnotreobjectifestdegénérerdesconnaissancesrelativesaufonctionnementdel’atelier
entempsréeletenconsidérantchaquechangementd’étatdansl’atelieràchaqueinstantdeprise
dedécisionetnonsurdespériodesdonnées.
Autrement dit, nous cherchons à générer des connaissances par simulation sans utiliser des
ensemblesd’apprentissagepréalablementdéterminés.Nousparlonsalorsd’acquisitionautonome
de connaissance (Mouelhi et al. 2007b).Des travauxpossédantquelques liens avec l’approche
quenousproposonssontprésentésdans(Geigeretal.2006)pourgénérerunenouvellerèglede
priorité de passage de pièce. Les principes exposés ici diffèrent fortement de l’approche par
programmationgénétiqueproposéeparcesauteurs.Parailleurs,nospropositionsontvocationà
s’appliqueràdesproblèmesbeaucouppluslargedepilotaged’atelier.
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Danslasynthèsedela littératurequenousavonsprésentédanscetétatdel’artnousavonsmis
l’accent sur l’utilisation de la simulation pour l’apprentissage des méthodes d’apprentissage
automatique(ex.lesgraphesd’induction,lesréseauxdeneurones,lesméthodesstatistiques,etc.)
danslessystèmesdeproduction.Laplupartdestravauxutilisentdesensemblesd’apprentissage
issus des modèles de simulation des systèmes de production étudiés, mais ceci présente des
inconvénientssionconsidèreleschangementsdel’étatdusystèmeaucoursdutemps,lapriseen
comptedeceschangementsestindispensablepourleschangementsdesstratégiesdeproduction
au cours du temps. En effet, la prise en compte de tels changements en temps réel dans les
systèmesdeproductionestnécessairedansdessystèmesquisontconfrontésàdesimprévusqui
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peuventsurveniraucoursduprocessusdeproduction(commandesurgentes,manquedematière
première, pannes de machine, absentéisme, etc) et qui peuvent nuire aux objectifs de la
production.
Danscesens,plusieurs travauxontessayédeprendreencomptecetypedeschangements.Les
chercheursontproposédessolutionsdedécompositiondestempsdeproductionpourlessimuler
surdespériodescourtes,d’autresontproposédesseuilsdecontrôleàpartirduquel ils révisent
l’état du système et prennent en compte les changementsquiont amenéà atteindre ces seuils.
Malheureusement, la solution de décomposition ne résout pas totalement l’aspect temps réel
puisqueaucoursmêmedelacourtepériodesimuléel’étatdusystèmepeutchangeretcedernier
nepeutêtreprisencomptequedans lapériodequisuit.Demêmepour lesseuilsdecontrôle,
puisqu’ il est très difficile de déterminer le bon seuil à partir duquel la prise d’une nouvelle
décisiondeproductionestnécessaire.
Anotreconnaissance iln’existepasd’approchequiassureunapprentissageprenantencompte
leschangementsd’étatdanslessystèmesdeproductionentempsréel.
Danslasuitedecemanuscritnousallonsdonnernotreformulationduproblèmeetnousallons
présenternotreapproche








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Comme nous l’avons expliqué dans les chapitres précédents, le pilotage des systèmes de
productionestunproblèmequinécessiteuneprisededécisiontrèscomplexed’unepart,etune
poursuitedeplusenplus fined’objectifsassociésàdesniveauxdeperformanceélevésd’autre
part. En effet, très dépendant de l’expertise du décideur, le pilotage en temps réel est devenu
l’enjeudeplusieurstravauxderecherchequiessayentd’acquérircetteexpertisepourendéduire
lesbonnesdécisionsdesmauvaisesetsatisfaireainsilaperformancevisée.
Malheureusement, l’acquisition de l’expertise du décideur nécessite l’usage d’ensembles
d’apprentissagecommenousl’avonsprésentédanslechapitreII.Etnousavonsmontréqu’ilest
nécessaireque l’on soit capablede générerpar simulation les exemplesdistinguant lesbonnes
décisionsdesmauvaisesdécisions,auregardd’unobjectifdeperformance.Cependant,décidersi
ladécisionpriseest-ellebonneoumauvaiseaucoursd’unpilotageentempsréelesttrèsdifficile
si cela n’est pas impossible. En effet, est-il possible pour un décideur dans un système de
productionentempsréeldediresilefaitd’affecterl’opérateurXàunemachineYàl’instantt
améliorelaproductionfuture?Oubienquellecommandeurgentedoitêtrepasséeàcetinstantt
(temps réel)parmiunensembledecommandesurgentesdansune filed’attented’unemachine
quiminimiseraleretardmoyendansl’atelieràlafindelaproduction?



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Leproblèmeabordédansnotreétudeconsisteàdéterminercommentobtenir lesconnaissances
nécessairespourlepilotageentempsréel.Cesconnaissancesdoiventnotammentêtrecapablesde
déterminer les bonnes actions de pilotage pour aboutir aux objectifs de la production (e. g.
minimiserlesen-cours,minimiserleretardmoyen,etc.)àpartirdel’étatcourantdusystèmede
production(e.g.lenombredemachineslibres,lenombredepiècesdanschaquefiled’attentes,
etc).Nousproposonsdanscequisuituneformulationdeceproblème.
Considéronsd’unepart,unensembled’actionsdepilotageentempsréelA,telsquechoisirune
règledepriorité,choisirunopérateur,oudesoutils,etc.Où
A={A1,A2,A3,…,Ak}>?
SoitÅ(t) la fonction permettant de déterminer une actionAi selon l’état courant du système à
chaqueinstanttdeprisededécision.
Å(t):tAi,oùi∈{1,2,…,k}>?
D’autrepart,soitlevecteurXquidécritlesystèmeàl’uninstanttdeprisededécisiondontles
composantessontparexemplelenombredemachineslibres,lesopérateursdisponiblespourune
machinedonnée,etc.
Nous considérons aussi la fonction objectif du système de production f que nous cherchons à
optimiser (minimiser ou maximiser). Soit ∑ la séquence des actions prises lors des décisions
pendant toutelapérioded’étude.Lafonction févaluelaséquencedesactions∑desactionsde
pilotage prises tout au long du processus de production du système par la fonctionÅ(t) en se
basantàchaquefoissurl’étatcourantdusystèmeX.Onsouhaitetrouverlameilleureséquence∑
telque
MinouMax[f(∑)]>?
NousabordonsceproblèmeenrecherchantunefonctionnonlinéaireGapproximantÅquinous
permettra à chaque instant t donné de prise de décision de déterminer l’action de pilotage à
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choisirparmil’ensembledepilotageA,àpartirduvecteurXcaractérisantl’étatdusystèmedans
le but d’optimiser la fonction objectif f. Toutes les étapes pour déterminer cette fonction sont
donnéesauchapitresuivant.
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LevecteurXinclusdesparamètresetdesvariablesdusystèmequireflètentsonétatcourant.En
effet, dans un tel contexte, chaque décideur a besoin de ces informations (transmises par le
vecteurX)pourprendrelesbonnesdécisionsquioptimisentlesperformancesdel’atelier.Alors
nousestimonsqu’ilestnécessairedebienétudierlechoixdecesvariables.Ellessontunfacteur
clefdansl’élaborationdel’approchequenousproposonsparlasuite,puisqu’ellesinfluencentle
pilotagedusystème.
Eneffet,ilexisteplusieursvariablesquipeuventêtretransmisesaudécideuràchaqueinstanttde
prisededécisionpourpouvoirchoisirunedesactionsdepilotage.Cesinformationspeuventêtre
utilescommeinutilespourlaprisededécision.Laquestionquiseposealorsestlasuivante:«
quedoit-oninclure,etquedoit-onexclure?».Enfait,sidesélémentsimportantssontexclus,ily
a de forte chance pour que le décideur n’ait pas assez d’informations pour prendre les bonnes
décisions. Inversement, tropdedétailsprisencomptedanslemodèlecréentunbruitageinutile
qui biaise la décision du décideur. Le niveau de détail à transmettre à ce dernier dépend des
objectifsfixés,dudétaildesdonnéesacquises,...
Nous définissons deux vecteurs S(t) et D qui composent le vecteur X représentant l’état du
systèmeàl’instantt.
 X=(S(t),D) >:?
LevecteurS(t)représentelesvariablesdedécisionsquichangentdynamiquementtoutaulongde
lapériodedel’étudedel’atelier,nouslesappelonslesvariablesd’état,oùtestl’instantauquelle
décideurprendsadécision.Cesvariablescaractérisent l’étatcourantde l’atelier au temps réel,
parmicesvariablesnouscitonsparexempleslenombredepiècesdanschaquefiled'attente, le
nombredemachines libres à l’instant t, lesopérateursdisponiblespourunemachinedonnée à
l’instantt,etc.
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Et levecteurD=(D1,D2,…,Dl) représentelesparamètresdel’atelierquidoiventêtreprisen
considérationpourprendrelesdécisions,maisquinechangentpaspendantlapériodedel’étude
del’atelier.Parexemple:lenombredemachinesdisponiblesdansunworkcenterdonné,letaux
dechargedel’atelier,lenombred’opérateursopérantssurchaquemachine,etc.


S(t)=(S(t1),S(t2),…,S(tk)),t=t1,t2,…,tk>?
Avec,X=(S(t),D)
D=(D1,D2,…,Dl), >?

Ces deux vecteurs S(t) et D sont construits en recensant les paramètres et les variables qui
reflètentaumieuxl’étatdusystèmepourrésoudreunproblèmebienprécis.
Lesparamètresdel’atelierquisontreprésentéspar levecteurDsontcommenousl’avonsdéjà
expliquéinvariablesetnechangentpasaucoursdutemps,alorsleurdéterminationnenécessite
pas une longue étude des caractéristiques de l’atelier ou des problèmes que nous voulons
résoudre dans un atelier donné. Cependant, les variables d’état S(t) qui changent au cours du
temps et qui reflètent l’état courant du système sont difficiles à déterminer et leur choix est
étroitementliéauxtypesdeproblèmesdepilotagequenousconsidéronsdansl’atelieràétudier.
Ilexistedestravauxdanslalittératurequiontétémenéspourdésignerquelquesvariablespour
décrirel’atelieràuninstantdonnédeprisededécisionetquireflètentaumieuxsonétatpourun
problèmedonnéoubienpouroptimiseruneperformanceconsidéréedansunatelier.
Nous citons les travaux de Shiue et Guh, (Shiue et al. 2006) qui présentent un ensemble
d’attributsetdevariablesqu’ilsprennentencomptepourdécrire l’étatde l’atelieràun instant
donné.Le tableau2représente toutes lesvariablesd’étatqueShiueetGuhontdéterminépour
décrireleursystème.
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(;)(41Variablesd’étatd’unsystèmedeproduction(ShiueetGuh,2006)

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Notreobjectifestdoncd’approximerlafonctionnonlinéaireGquireprésentelarelationentrele
vecteurX de l’état courant du système de production aux instants de prise de décision t aux
actionsdepilotagequileurscorrespondentpouroptimiserlafonctionobjectiff.
Dans ce qui suit, nous présentons dans un premier temps les propriétés qui nous ont amené à
choisir le réseau de neurones pour approximer la fonction G. Dans un second temps, nous
expliquons leprincipedeprisededécisions en temps réelpar le réseau deneurones.Et enfin,
nousprésentonsuneméthoded’apprentissageduréseaudeneuronesbaséesurl’optimisationvia
simulation.
: (%%'2%%.&
Danslamesureoùlepilotageentempsréels’effectuesurlabased’unétatdusystèmechangeant
dynamiquementaucoursdutemps,ilestdonctrèsdifficilededéterminerlafonctionGquilieles
étatscourantsdusystèmedeproductionauxbonnesactionsdepilotagequileurscorrespondent,
auxinstantsdeprisededécisionpouroptimiserlafonctionobjectif.
Nous proposons dans cette étude une approche qui permettra d’approximer la fonction non
linéaireGquireprésentelalogiquedupilotagequenouscherchonsàdéterminer.Notreapproche
estcomposéededeuxphasesprincipales,unephasedeconstructiondelalogiquedupilotageet
d’approximationdelafonctionG,etunephasedel’intégrationdecettelogiquedanslesystèmeà
piloté.
PourapproximerlafonctionGetconstruirelalogiquedupilotagenousavonsutiliséunréseaude
neurones.Enfait,lesréseauxdeneuronespossèdentdespropriétés,quenousdétailleronsparla
suite, qui leur permettent d’approximer n’importe quelle fonction non linéaire. Ce réseau de
neuronesapprendraàprendrelesbonnesdécisionsdupilotageentempsréelensebasantsurun
apprentissage qui vise à extraire de façon autonome des connaissances d’un modèle de
simulation, sansutiliserni ensemblesd’apprentissageni expertisepréalable.Dans ladémarche
présentée, l’apprentissage s’effectue par optimisation via simulation (Wetter et al. 2003) des
caractéristiquesd’unréseaudeneuronesparrapportàlafonctionobjectiff.Aprèsoptimisation,
le réseau possède la capacité de décider quelle actiondepilotage entreprendre, en fonctiondu
vecteurXdel’étatdel’atelier,poursatisfaireàl’objectiffvisépourlepilotage.Unefoisquele
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réseau de neurones a appris, il peut être alors intégré dans le système de pilotage global du
systèmedeproductionconsidéré.
Dans ce qui suit, nous présentons dans un premier temps les propriétés qui nous ont amené à
choisirleréseaudeneuronespourapproximerlafonctionG.
Ensuite,nousexpliquonscommentnousnoussommebasésurl’optimisationviasimulationpour
procéderàl’apprentissageautonomeduréseaudeneurones.
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Les réseauxdeneurones, telsquenous les avonsdéfinisdans le chapitreprécédent, possèdent
une propriété remarquable qui est à l'origine de leur intérêt pratique dans des domaines très
divers:cesontdesapproximateursuniverselsparcimonieux(Dreyfusetal.2004).
Sansentrerdanslesdétailsmathématiques,lapropriétéd'approximationpeutêtreénoncéedela
manière suivante : toute fonction bornée suffisamment régulière peut être approchée avec une
précision arbitraire, dans un domaine fini de l’espace de ses variables, par un réseau de
neurones comportant une couche de neurones cachés en nombre fini, possédant tous lamême
fonctiond’activation,etunneuronedesortielinéaire(Horniketal.1989).Cettepropriétén'est
passpécifiqueauxréseauxdeneurones:ilexistebiend'autresfamillesdefonctionsparamétrées
possédant cette propriété ; c'est le cas notamment des ondelettes, des fonctions radiales, des
fonctions splines, par exemple.La spécificité des réseaux de neurones réside dans le caractère
parcimonieuxde l'approximation :àprécisionégale, les réseauxdeneuronesnécessitentmoins
de paramètres ajustables (les poids des connexions) que les approximateurs universels
courammentutilisés;plusprécisément,lenombredepoidsvarielinéairementaveclenombrede
variablesdelafonctionàapprocher,alorsqu'ilvarieexponentiellementpourlaplupartdesautres
approximateurs.
Nous verrons dans ce qui suit que c'est cette remarquable parcimonie qui justifie l'intérêt
industrieldesréseauxdeneurones.Enpratique,dèsqu'unproblèmefaitintervenirplusdedeux
variables,lesréseauxdeneuronessont,engénéral,préférablesauxautresméthodes.
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Qualitativement,lapropriétédeparcimoniepeutsecomprendredelamanièresuivante:lorsque
l'approximationestunecombinaisonlinéairedefonctionsélémentairesfixées(desmonômespar
exemple, où des gaussiennes à centres et écarts-types fixes), on ne peut ajuster que les
coefficientsdelacombinaison,enrevanche,lorsquel'approximationestunecombinaisonlinéaire
defonctionsnonlinéairesàparamètresajustables(unPerceptronmulticoucheparexemple),on
ajuste à la fois les coefficients de la combinaison et la forme des fonctions que l'on combine.
Ainsi,dansunPerceptronmulticouche,lespoidsdelapremièrecouchedéterminentlaformede
chacune des sigmoïdes réalisées par les neurones cachés, et les poids de la seconde couche
déterminentunecombinaisonlinéairedecesfonctions.Onconçoitfacilementquecettesouplesse
supplémentaire, conférée par le fait que l'on ajuste la forme des fonctions que l'on superpose,
permetd'utiliserunpluspetit nombrede fonctions élémentaires, doncunpluspetit nombrede
paramètresajustables.Nousallonsvoirdanscequisuitpourquoicettepropriétédeparcimonie
estprécieusedanslesapplicationsindustrielles.
Dans la pratique, on n'utilise pas les réseaux de neurones pour réaliser des approximations de
fonctions connues. Le plus souvent, le problème qui se pose à l’ingénieur est le suivant : il
disposed’unensembledemesuresdevariablesd'unprocessusdenaturequelconque(physique,
chimique,économique,financier, ...),etdurésultatdeceprocessus;ilsupposequ'ilexisteune
relationdéterministeentrecesvariablesetcerésultat,et ilchercheuneformemathématiquede
cette relation, valable dans le domaine où les mesures ont été effectuées, sachant que (1) les
mesures sont en nombre fini, (2) elles sont certainement entachées de bruit, et (3) toutes les
variablesquidéterminent le résultatduprocessusne sontpas forcémentmesurées.End’autres
termes, l’ingénieur cherche unmodèle du processus qu’il étudie, à partir des mesures dont il
dispose,etd’ellesseules:onditqu’ileffectueunemodélisation"boîtenoire".Danslejargondes
réseauxdeneurones,lesdonnéesàpartirdesquellesonchercheàconstruirelemodèles’appellent
desexemples.
Enquoilapropriétéd'approximationparcimonieusepeut-elleêtreutilepourrésoudrecegenrede
problèmes?Cequel'ingénieurchercheàobteniràl'aidedesonmodèle,c'estla"vraie"fonction
quirelielagrandeurypquel'onveutmodéliserauxvariables{x}quiladéterminent,c'està-dire
la fonction que l'on obtiendrait en faisant une infinité de mesures de yp pour chaque valeur
possible de {x} : en termes de statistiques, l'ingénieur cherche la fonction de régressionde la
grandeuràmodéliser.Cettefonctionestinconnue,maisonpeutenchercheruneapproximationà
partirdesmesuresdisponibles:lesréseauxdeneuronessontdoncdebonscandidatspourcela,si
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lafonctionderégressioncherchéeestnonlinéaire.Cetteapproximationestobtenueenestimant
lesparamètresd'unréseaudeneuronesaucoursdelaphased'apprentissage.
C'esticiquelapropriétéd'approximationparcimonieusedesréseauxdeneuronesestprécieuse:
eneffet,lenombredemesuresnécessairespourestimerlesparamètresdemanièresignificative
est d'autant plus grand que le nombre de paramètres est grand. Ainsi, pour modéliser une
grandeuravecuneprécisiondonnéeàl'aided'unréseaudeneurones,ilfautmoinsdedonnéesque
pourlamodéliser,avecuneprécisioncomparable,àl'aided'unerégressionlinéairemultiple;de
manière équivalente, un réseau de neurones permet, avec les mêmes données disponibles, de
réaliseruneapproximationplusprécisequ'unerégressionlinéairemultiple(Dreyfus,2004).
Demanièregénérale,unréseaudeneuronespermetdoncdefaireunmeilleurusagedesmesures
disponibles que les méthodes de régression non linéaires conventionnelles. Ce gain peut être
considérablelorsqueleprocessusàmodéliserdépenddeplusieursvariables:eneffetlenombre
deparamètres(doncdemesures)varieexponentiellementpourlesméthodesconventionnellesde
régressionnonlinéaire,alorsqu'ellevarielinéairementpourlesréseauxdeneurones.
Ainsi,àlalumièredecettepropriétéfondamentale,latechniquedesréseauxdeneuronesapparaît
comme une puissanteméthode de régression non linéaire : ce n'est donc rien d'autre qu'une
extensiondesméthodesderégressionlinéaireoumultilinéaires(Dreyfus,2004).
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Dansl’approchequenousproposonsdanscettethèse,leréseaudeneuronesestutiliséentantque
décideur (figure 3.1) dans le système de production, ses décisions se basent sur des
caractéristiquesimportantesdel’atelier(parexemple:nombredemachinesdisponibles,tauxde
charge,etc.)ainsiquesonétatàl’instanttoùunedécisiondoitêtreprise(parexemplelenombre
des pièces d’un certain type en attente pour une ressource donnée, disponibilité d’opérateurs,
disponibilitédesmachines,etc.).Leréseaudeneuronesdécidealorsd’uneaction(ouplusieurs
actions) à effectuer parmi les actions possibles de l’ensemble d’actions de pilotage A par
exemple:affectationd’unopérateurdonnéàunemachinedonnée,permutationdemachines,etc.
Lesdécisionsprisesparleréseaudeneuronesdoiventconcouriràlasatisfactiondesobjectifsde
productiondel’atelier,parexemplelaminimisationdesretardsoudesen-cours.
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Cesdécisionssontbaséessurune logiquequiest le raisonnementduréseaudeneurones,etce
raisonnement dépend des caractéristiques du réseau de neurones: sa topologie (nombre de
couchescachées,nombredeneuronesdanschaquecouche,…),sespoidsetsesparamètres (le
type des fonctions d’activation qu’ils utilisent, les paramètres de ces fonctions,…), que l’on
caractériseparunvecteurnumériquenotéW.Nousconsidéronsalorslafonctionquireprésentela
logiqueduréseaudeneuronescommesuit:
  W=G(E(f(∑)) >8?
Cependant,commentpouvons-nousconstruirecette logiquequi lie l’étatcourantdusystèmede
production aux instants de prise de décision aux bonnes actions de pilotage qui leurs
correspondent et que le réseau de neurones prendra pour optimiser la fonction objectif f ? En
d’autres termes, comment pouvons-nous déterminer la fonctionG qui permettra au réseau de
neuronesdeprendrelesbonnesdécisionsauregarddelaperformancevisée?
Notreobjectifestd’optimisercettefonctionGtoutaulongdelaphased’apprentissageduréseau
de neurones, c'est-à-dire optimiser ses caractéristiques pendant cette première phase de
l’approche.

+"541:Laprisededécisionparleréseaudeneuronesdansunsystèmedeproduction
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L’apprentissage classique des réseaux de neurones multicouches de type Perceptron est basé
généralementsurdesensemblesd’apprentissagepourenextraire lesconnaissances.Cependant,
dans le contexte de notre étude nous ne pouvons pas obtenir ces ensembles d’apprentissage,
commenousl’avonsexpliquédansleschapitresprécédents.Alors,nousnoussommesintéressés
àl’applicationdelasimulationpourl’extractiondesconnaissancesàpartirdel’optimisationvia
simulation.
Dans notre contexte, l’optimisation via simulation consiste à améliorer progressivement la
logiquedécisionnelleduréseaudeneurones,etainsi,déterminer levecteurWquipermettraau
réseaudeneuronesdeprendrelesbonnesdécisionsauregarddelaperformancevisée.
Danslasectionquisuitnousrappelonsbrièvementlesprincipesdel’optimisationviasimulation
etsonintérêtpournotredémarched’autoapprentissageduréseaudeneurones.

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L’optimisation des systèmes de production consiste souvent à déterminer la meilleure
combinaison des paramètres qui les caractérisent. Certains de ces paramètres sont numériques
commelescapacitésdestockage,lenombredeboucleskanban,latailledeslotsdetransportou
nonnumériquescommelesrèglesdepriorité.
Il ya souventplusieurs interactionsentre cesparamètres (parexemple,certaines taillesde lots
peuvent engendrer de bons résultats avec une règle de priorité donnée et demauvais résultats
avecuneautre).
Lebutetn’estpasseulementd’évaluercesparamètresmaisaussidelesoptimiser,ilestdifficile
d’utiliser des approches analytiques sans faire d’hypothèses restrictives. La solution la plus
adaptéepourpermettre leur évaluation est souvent la simulation car ellepermetdeprendre en
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compte au mieux les diverses caractéristiques des systèmes de production (Law and Kelton,
2000).
Toutefois, la simulation n’est qu’un outil d’évaluation de la performance d’un système en
fonctiondesesparamètres.Ilfautdoncutiliserlasimulationconjointementàd’autresméthodes
afinderechercherlessolutionsoptimales;d’oùl’optimisationviasimulation.
Le principe de l’optimisation via simulation ( Azadivar 1992, Fu 1994, Andradottir 1998, Fu
2002)consisteenuneinteractionentrelesdeuxmodules:lemoduledesimulationetlemodule
d’optimisation; où le module d’optimisation propose successivement des solutions que l’on
espèredeplusenplusperformantesaumoduledesimulation;celui-cilesévalueencalculantle
comportement du système ainsi paramétré, ceci jusqu’à la satisfaction d’un critère d’arrêt
(nombre de générations, valeur de l’optimum atteint,…). Le problème considéré est donc la
maximisationoulaminimisationdelavaleurdelafonctionobjectif.
Ceproblèmepeutêtreexprimédelafaçonsuivante:
 ( ) ( )XH
X Θ∈
maxmin >9?
OùH(X)=L(X,
ε)estlamesuredeperformancedusystème,
Xestunvecteurdepfacteurscontrôlables,
Θestl’ensembledescontraintesdeX,
εreprésenteleseffetsstochastiquesdusystème,
Denombreux travauxontétémenésenoptimisationviasimulation, ilsdifférentsouventpar la
méthoded’optimisationemployéequiestétroitementliéeaucontexteetauxobjectifsdel’étude.
Nous citons par exemple les étudesmenées qui cherchent à configurer aumieux selon divers
critèresdeperformancetelsquele tempsdefabrication, lenombred’en-coursoulenombrede
demandesmisesenattente(Krajewskietal.1987,Parisetal.2001).
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Plusieurs méthodes d’optimisation peuvent être utilisées conjointement à la simulation. Les
méthodesd’optimisationpeuvent être classéesdedifférentesmanières : nous les classerons en
méthodes déterministes et méthodes non-déterministes. Les méthodes déterministes sont
généralementefficacesquandl’évaluationdelafonctionesttrèsrapide,ouquandlaformedela
fonction est connue à priori. Les cas plus complexes (temps de calcul important, nombreux
optima locaux, fonctions non-dérivables,…) seront souvent traités plus efficacement par des
méthodesnon-déterministes.Lesméthodesnon-déterministesfontappelàdestiragesdenombres
aléatoires.Ellespermettentd’explorerl’espacederechercheplusefficacement.
Danslecasdel’optimisationviasimulation,lafonctionn’estpascalculéemaisc’estlerésultat
d’unesimulation.Alors,letempsdecalculpeutêtretrèsimportant.
Danscequisuitnousrappelonsquelquesméthodesd’optimisationnon-déterministes.
3.2.1.1.Lerecuitsimulé
Laméthodedurecuitsimuléaétéintroduitepar(Kirkpatricketal.1983).Lerecuitsimuléestune
métaheuristique inspirée d’un processus utilisé en métallurgie. Il est basé sur l’utilisation de
cyclesdechauffageetderefroidissementd’unmétalquitendentàaméliorersaqualitéenjouant
sur l’organisation des molécules afin d’obtenir une structure régulière. On parle alors
d’arrangement cristallin. Il est aujourd’hui utilisé en optimisation pour rechercher les optimas
locauxd’unefonction.
Cetteméthode d’optimisation s’appuie sur les travaux de (Metropolis 1953) qui permettent de
décrire l’évolution de l’équilibre thermodynamique d’un système, la fonction « objectif » à
minimiserétant l’énergieEdumatériau.Partantd’unesolution initiale,ongénèreunesolution
prochedemanièrealéatoireafind’obtenirunvoisindel’étatdedépart.Soitcelui-ciaméliorele
critèrequel’onchercheàoptimiser,soitilledégrade.
Silasolutionaméliorelafonction«objectif»,cettedernièreestautomatiquementacceptée.En
réitérant le processus, on tend ainsi à chercher l’optimum dans le voisinage de la solution de
départ.Silevoisinnerentrepasdanslafonction«objectif»,ilpeutquandmêmeêtreaccepté
suivantuneprobabilitép.L’acceptationd’une«mauvaise»solutionpermetalorsd’explorerune
plus grande partie de l’espace de solution et tend à éviter de s’enfermer trop vite dans la
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recherche d’un optimum local. On introduit également un paramètre fictif, la température T.
Cette dernière est plutôt élevée au début de l’algorithme et permet de se dégager des optimas
locaux.Aufuretàmesurequelesitérationsdel’algorithmesefont,latempératurediminueselon
une stratégie propre au problème que l’on souhaite résoudre afin d’intensifier la recherche du
pointoptimalmaiscettefois-cilocalement.
Collinsetal.(Collinsetal.1988)etHajek(Hajek1988)ontproposéplusieurstempératures.Des
informationscomplémentairespeuventêtretrouvées,parexemple,dansVanLaarhovenetAarts
(VanLaarhovenetal.1987)ouEglese(Eglese1990).Lerecuitsimuléest largementutiliséen
optimisationviasimulation.Manzetal.(Manzetal.1989)optimisentunsystèmedeproduction
automatisé par recuit simulé. Haddock et Mittenthal (Haddock et al. 1992) utilisent le recuit
simulé pour maximiser le profit dans un système de production automatisé comprenant 4
machinesdesserviesparuncarrousel.Dansles travauxdeJayaramanetRoss(Jayaramanetal.
2003),lerecuitsimuléestutilisépouroptimiserlaconceptiond’unsystèmededistributionainsi
quesesfuturesstratégiesd’utilisation.
3.2.1.2.Lesalgorithmesévolutionnistes
Lesalgorithmesévolutionnistes(AE)sontdesméthodesheuristiquesderecherchequimettenten
application les idées basées sur le processus d'évolution naturelle (Spear et al. 1993, Reeves
1993).Les algorithmes évolutionnistes recouvrentdiversesméthodes tellesque les algorithmes
génétiques (Holland 1975, Goldberg 1989), la programmation génétique, les stratégies
évolutionnistes ou la programmation évolutionniste. Il n’existe cependant aucune liste précise
décrivant l’ensemble des AE dans la mesure où il n’existe aucune définition standard (Bäck
1996).Contrairement aux solutions simplesutiliséesdansdesméthodes traditionnelles, lesAE
travaillentsurunepopulationdessolutionsdefaçonàcequelessolutionsfaiblesdisparaissent,
tandis que les bonnes solutions évoluent pour atteindre l’optimum. Chaque solution, appelée
aussi«individu»,estcodéeviaunvecteurXn(appelé«chromosome»etconstituéden«gènes»)
auquel sera associée une performance, appelée «fitness ». Dans le cas d’une approche
d’optimisation via simulation, ce vecteur est constitué des paramètres d’entrée du modèle de
simulationetsaperformanceestunrésuméducomportementdusystèmeainsiparamétré(Pflug
1984, Pierreval et Tautou 1997). Classiquement, ces algorithmes commencent leur recherche
d’unesolutionoptimaleàpartird’unensembledesolutionspotentielles,appelé«population».
LesAEvont faire évoluer cettepopulationvers unepopulation supposée contenir lameilleure
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solution. Pour cela, ils utilisent le cycle évaluation-reproduction suivant : à chaque itération,
appelée«génération»,certainessolutionssontsélectionnéesenfonctiondeleurperformanceà
partirdelapopulationcourante.Cessolutionsvontêtresoumisesàdesopérateursdemutationet
derecombinaison,processusappelé«reproduction».Larecombinaisonvapermettreunmélange
des informationsportéespar lesparentsquiseront transmisesauxdescendants ; lamutationva
introduiredesélémentsnouveauxdanslapopulation.D’unegénérationàl’autre,lapopulationest
constituéede solutionsglobalementplusperformantes. Il y aun intérêt importantpour lesAE
danslecadredel’optimisationviasimulationnotammentparcequ’ilsn'exigentpasd’hypothèses
restrictivesoudeconnaissancesàpriorisurlaformedelasurfacederéponse(BäcketSchwefel
1993).Parmilesdifférentesétudesdanslesquelleslesalgorithmesévolutionnistesobtiennentde
bonsrésultats,onpeutciterTautouetPierreval(1995)ouDolguietal.(2000).DansAzadivaret
Tompkins(1999),onvoitquel’algorithmegénétiqueutilisépermetl’optimisationnonseulement
de variables numériques classiques comme le nombre de machines mais aussi de variables
qualitatives ou même de la structure même du système. Paris et al. (2001) utilisent la
parallélisationd’algorithmesévolutionnistespouroptimiserlaconfigurationd’unsystèmekanban
multi-produit.Bertel et Billaut (2003) comparent une approximation par borne inférieure, un
algorithme‘liste’etunalgorithmegénétiquepourlarésolutiond’unproblèmed’ordonnancement
d’unflow-shophybrideàdeuxmachinesavecre-circulation.Cestravauxsoulignentl’efficacité
de l’algorithme génétique. Alam et al. (2003) optimisent la planification du process d’une
entreprise de fabrication de moules à injecter avec un algorithme génétique. Pierreval et al.
(2003) font une étude des diverses approches évolutionnistes utilisées dans la conception et
l’organisation de systèmes de production. De plus, il existe des adaptations d’algorithmes
génétiques pour l’optimisationmultiobjectif commedansAlberto et al. (2002).Cependant, les
AEsontaussireconnuspourêtreassezlentsetpourfonctionnercommedes‘boîtesnoires’dans
le sens où ils n’apportent rien d’autre qu’une solution que l’on espère optimale ou presque
(Huyet,2004).
3.2.1.3.Larecherchetabou
La recherche tabou est une procédure de recherche contrainte, où chaque étape consiste à
résoudre un deuxième problème d'optimisation. En effet, à chaque étape, la procédure de
recherche exclut un sous-ensemble de l'espace de solutions. Ce sous-ensemble change durant
l’exécution de l'algorithme et est habituellement constitué par les solutions précédemment
considérées. Des informations complémentaires peuvent être trouvées dans Glover (1989) ou
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dans Glover et Laguna (1997). 'Un certain nombre de travaux utilisent des procédures de
recherchetaboupourl'optimisationviasimulation.Hu(1992)étudielafiabilitéetl'efficacitéd'un
algorithmederecherchetabousurquelquesfonctionsdeteststandardetsignalequ'ilsurpassela
recherche aléatoire et l'algorithme génétique utilisé sur ces tests. Garcia et Bolivar (1999)
développent un système de simulation qu'ils appellent ‘simulateur de système d’inventaire
stochastique’etoptimisentcinqmodèlesstochastiquesd’inventaireavecdifférentesdistributions
deprobabilitédedemandesetdedélaisd'exécutionparrecherchetabou.Lutzetal.(1998)traitent
le problème du lieu et la taille de stockage dans une ligne de fabrication et l’optimisent par
recherche tabou.Martinetal. (1998) implémententquatrevariantesde la recherche taboupour
déterminerlenombredekanbansetlestaillesdelotsdansunsystèmekanbangénérique.Dengiz
et Alabas (2000) appliquent également un algorithme de recherche tabou à un modèle de
simulationd'unsystèmeJITpourtrouverlenombreoptimaldekanbans(Huyet,2004).
3.2.1.4.Algorithmed’échantillonnage
CetalgorithmeaétédéveloppéparKushner(1963).Lastratégiederechercheestlasuivante:à
chaqueitération,laprochainesolutionestchoisiepourêtrelepointquimaximiselaprobabilité
denepasdépasserlavaleurprécédented’unecertaineconstantepositiveYn.Pourunproblème
deminimisation,cetteméthodechoisitdes solutionsdans leszonesoù lavaleurde la fonction
d’évaluationestbasse.Audébut,Ynestpetitemaisaugmenteàmesurequelarecherchedevient
pluslocaleafind’accélérerlaconvergenceetd’éviterd’êtrepiégée.StuckmanetEasom(1992)
donnent un aperçu des méthodes existantes basées sur ce principe d’échantillonnage (i.e., la
méthode de Stuckman, la méthode de Mockus, la méthode de Perttunen) et les comparent à
d'autres méthodes telles que l’analyse de sensibilité sur des fonctions de variables continues.
Dansleursrésultats,ils'avèrequecesméthodessurpassentl’analysedesensibilité(Huyet,2004).
3.2.1.5.Méthodedesurfacedegradient
Hoetal.(1992)ontproposélaméthodedesurfacedegradientpourl'optimisationdessystèmes
dynamiques à événements discrets. Cette méthode diffère d'autres techniques globales de
recherche notamment parce qu'elle emploie des méthodes ‘traditionnelles’ de recherche pour
explorerglobalementunesurfacederéponse.Ellecombinelesavantagesdelaméthodologiede
surfacederéponseetdes techniquesd'estimationdeladérivéeefficacestellesquel’analysede
perturbation et les estimateurs du maximum de vraisemblance en conjonction avec des
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algorithmesd'approximationstochastique.Dans laméthodede surfacedegradient, l'estimation
du gradient est obtenue par analyse de perturbation ou par estimateurs du maximum de
vraisemblance, et la surface de gradient est déduite de ces estimations par des méthodes des
moindrescarréscommedanslaméthodologiedesurfacederéponse.Lespointszérodelasurface
degradientsontalorspriscommesolutionoptimale.Laméthodedesurfacedegradientestune
méthodederechercheglobaleparcequ'àchaqueitération,elleemploiel'informationdetousles
points plutôt que juste le gradient local. L’avantage de cette méthode est qu’elle obtient les
estimations du gradient en une seule exécution, et elle permet d’accéder rapidement à la
proximité de la solution optimale en raison de sonorientation globale.Ho et al. utilisent cette
méthode sur six exemples de réseaux de files d’attente, mais ne fournissent pas de résultats
comparatifsparrapportàd’autresméthodes(Huyet,2004).
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Dansnotreapproche,nousn’avonspasseulementdesseuilsnumériquesàoptimiser,maisplus
globalement l’ensemble de la logique de décision que nous avons représentée par le vecteur
numériqueW, cevecteurpeut êtreoptimisépar uneméthode classiqued’optimisationdansRn
parmicellesquenousavonscitédanslasectionprécédentetelquelerecuitsimulé,larecherche
tabou,lesalgorithmesgénétiques,etc.
Cependant,pourévaluerlalogiqueexpriméeparleréseaudeneuronesnousnepouvonspasnous
basersurunefonctionexplicite; lacomplexitéet ladifficultédereprésenterdetellesdécisions
de pilotage dans les systèmes de production, ne nous permet pas de déterminer une fonction
mathématiquefixeetefficacepourmesurerlaperformancedesdécisionsduréseaudeneurones.
Pourcela,laperformancedelalogiqueduréseaudeneuronesàprendrelesdécisionsdepilotage
d’unatelierdonnéseratoujoursévaluéeviasimulation.
Ainsi, pour optimiser la logique exprimée par le réseau de neurones, nous nous basons sur:
l’optimisationviasimulation.Dansnotreapproche,nousrecherchonslameilleurelogiquedéfinie
parWdeprisededécisionduréseaudeneurones(Figure24)auregarddenotrefonctionobjectif
f.
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+"541Optimisationdelalogiquedeprisededécisionviasimulation
L’approche consiste donc à «extraire», à partir du comportement dynamique d’unmodèle de
simulation de l’atelier, des connaissances de pilotage. Le modèle de simulation permettant
d’évaluersilesactionsdepilotagesontbonnes,lescorrectionsnécessairespeuvents’effectuerau
niveaudescaractéristiquesW (logique)duréseaudeneurones.L’apprentissageconsistedoncà
adapter les caractéristiques du réseau de neurones en fonction des performances des décisions
prises,évaluéesparsimulation,que l’onvachercheràoptimiser.Ainsi, l’apprentissagepeutse
voircommeunproblèmed’optimisationviasimulation,danslamesureoùilviseàminimiserou
maximiseruneouplusieurs fonction(s)objectifs qui caractérise(nt) laperformancede l’atelier,
calculéesparsimulation,enutilisantlescaractéristiquesduréseaudeneuronescommevariables
dedécisionduproblème(Wetteretal.,2003).Unefoisqueleréseaudeneuronesaappris,ilpeut
être alors intégré dans le système de pilotage global du système de production considéré. La
démarcheglobaleestrésuméedanslafigure25.

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+"541Laméthodeglobaledel’apprentissagedesréseauxdeneuronesparoptimisationvia
simulation.

 #%)&#-*(*"-
Nousdistinguonstroismodules:lemoduleduréseaudeneurones,lemoduledelasimulationet
le module de l’optimisation. Dans la première phase de notre approche de construction de la
logique décisionnelle du réseau de neurones, les trois modules interagissent (figure 26).
Cependant,dansladeuxièmephased’intégrationdelalogiquedécisionnelledanslesystèmede
productionpourlepilotage,seulementlemoduledesimulationdusystèmedeproductionétudié
etlemoduleduréseaudeneuronescommuniquent(figure27).
Achaquefoisqu’unedécisiondepilotagedoitêtrepriseàuninstantt,lasimulationcommunique
au réseau de neurones les caractéristiques du système et son étatW.Ce dernier lui renvoie sa
décisionAi.Alors,lasimulationappliquecettedécision.Alafindelasimulation,lavaleurdela
fonction objectif est calculée et communiquée aumodule d’optimisation quimodifie ainsi les
caractéristiquesduréseaudeneurones,pouroptimiserlafonctionobjectif(figure25).
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+"5418Interactionentrelestroismodules(lapremièrephasedel’approcheproposée)


+"5419Interactionentrelesdeuxmodules(ladeuxièmephasedel’approcheproposée)





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Pour réaliser et construire lemodulede simulationnous avonsutilisé le logiciel de simulation
ARENAdanssaversion10.
Ladescriptiondumodèledusystèmesimulésefaitàl'aided'unassemblageconstituédemiseen
série, en parallèle ou en feedback de différents blocs fonctionnels, issus de bibliothèques
(templates) d’ARENA. Une telle approche de modélisation permet d'obtenir une structure du
modèleprochedecelledusystème(réel)àsimuler.
Danscequisuitnousprésentonsquelquesnotionsdebased’utilisationdulogicielARENApour
laconstructiond’unmodèledesimulationd’unsystèmedeproductiondonné.

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Entité
Uneentitéestunobjetquiévoluedanslesdifférentsblocsfonctionnelsconstituantlemodèledu
système.Ellecorrespondengénéralàunobjetconcret,parexemple,unepersonneouunepièce
dans un atelier. Le déplacement des entités au sein des différents blocs - par exemple le
déplacementdepiècesdansunatelier-provoqueunchangementd'étatdumodèledesimulation.
Attribut
Un attribut est une variable associée individuellement aux entités (la variable est locale) pour
représenter leurs états ou des paramètres qui leur sont propres. Par exemple, chaque entité,
représentantunepiècecirculantdansunatelier,peutavoirlesattributssuivants:
- Type_de_pieceafindedésigner le typed'unepièce(parexemple,Type_de_piece=Aou
B);
- Indice_de_priorite afin de désigner l'indice de priorité d'une pièce (par exemple,
Indice_de_priorite=faibleouimportante);
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- Date_arrivee_ds_le_modele(parexemple,Date_arrivee_ds_le_modele=TNOW).

Variableglobale
Unevariableglobaleconcernel'ensembledumodèle.Parexemple,lavariableTNOW(variable
prédéfiniedansSIMAN)désigneladateàlaquellesetrouvelasimulation,c'estletempscourant
- mis à jour à chaque avancée dans l'échéancier des événements – s’écoulant durant une
simulationdumodèle.
Le principe de fonctionnement du logicielARENAest de suivrechacune des entitésévoluant
d'un bloc fonctionnel vers un autre dans le modèle, de sa création à sa destruction.
L’ordonnancement dans le temps des différents événements rattachés à l'évolution des entités
danslesblocsconstituantlemodèlesefaitautraversd’unéchéancier.
Quanduneentitéestintroduitedansunblocfonctionnel,elledéclenchele«service»quiluiest
associé,cequiprovoqueunemodificationdel'étatdumodèle.Un«service»peutagir:
- Surl'entitéautraversdelavaleurdesesattributs.Parexemple,àtraversunblocAssign,
onpeutaffecteràl'attributindice_de_priorited'uneentitéreprésentantunepièce,présente
danslebloc,lavaleurimportante;
- Surlesvariablesglobalesdumodèle.Parexemple,lepassaged’uneentitédansunbloc
Delayprovoqueunretardpur,cequiaurauneconséquencesurlavariableTNOW.
UnmodèleélaboréavecARENAestsauvegardédansunfichierayantpourextension.doeetest
constitué:
- D'unepartiemodèle,quireprésentel'algorithmedécrivantlescaractéristiquesstatiqueset
dynamiquesdesdifférentsblocsfonctionnelscomposantlemodèle;
- Ducadreexpérimental,qui regroupe lesdonnéesprécisant lesparamètres spécifiquesà
unesimulationdonnée(conditionsinitiales,duréedelasimulation,…).
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Enfait,lesentitéstraversentuniquementlesblocsfonctionnelsdelapartiemodèle.Considérons
un simple tapis roulant, ayant un temps de transport de 3 unités de temps, représenté par le
modèledécritcommesuit:


LeblocCreate,issudutemplateBasicProcess,esttelqu'uneentitéestcrééeàpartirdel’instant
0,cecitoutesles2unitésdetemps.
LeblocDelay,issudutemplateAdvancedProcess,forceuneentitéàséjourner3unitésdetemps
danslebloc.
Le blocDispose, issu du template Basic Process, détruit toute entité entrant dans le bloc. A
traverslemenuRun/Setup/ReplicationParameters,onpeutnotammentfixer:
- Lenombrederéplications(champNumberofReplications),
- Letempsoùsetermineuneréplication(champReplicationLength).


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
AtraverslemenuRun/Setup/ProjectParameters,onpeutnotammentdonner:
- Untitreauprojet(champProjectTitle),
- Lenomduprogrammeur(champAnalystName),
- Uncommentaire(champProjectDescription).

Les 2 fichiers générés par SIMAN-ARENA (au format txt) sont accessibles via le menu
Run/SIMAN/View(voirci-dessousunlistagepartieldecesfichiers).
- FichierExemple.mod	>partiemodèle?
- FichierExemple.exp	>cadreexpérimental?
ARENApermetdeconstruireunmodèleenproposantdesprimitivesdereprésentation(appelées
par la suite, blocs ou modules) plus ou moins détaillées. Il permet également de créer des
animationsgraphiquespourvisualiserlecomportementdumodèledurantlasimulation.Lesblocs
sontregroupésdansdifférentesbibliothèques(templates).
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Afindebénéficierd’uneanimation,nousallonsutiliserlestemplatesBasicProcessetAdvanced
Process.Sontdécritsen«AnnexeA»lestemplatesBlocksetElementslesquelscontiennentdes
blocsplusélémentaires(àchacundecesblocscorrespondunelignedanslesfichiersgénéréspar
SIMAN-ARENA). Nous présentons plus de détails sur l’utilisation du logiciel ARENA dans
l’AnnexeA.

1 "--*).#7).*).@"'2".

UnedesparticularitésdulogicielARENAquenousutilisonsdansnotreapprocheestsacapacité
decommuniqueravecdesprogrammesetdeslogicielsexternes.
A partir de l’environnement d’ARENAnousmanipulons des fichiersDLL écrits à partir d’un
environnementVisual StudiosC++.En effet, le logiciel permet l’appel des fichiersDLLpour
l’exécutiond’uncertainnombredecalculsexternesqui sonteffectuéspendant la simulationet
qui peuvent utiliser plusieurs données telles que les variables globales, les attributs des pièces
traitéesdanslemodèles,desvariablessystèmecommeTNOW,etc.
Pour établir la connexion entre le modèle ARENA et les fichiers DLL le logiciel offre la
fonctionnalité «Load user-coded .DLL», cette option nous permet d’incorporer des modules
codés par l’utilisateur dans l’environnement d’ARENA pour l’utiliser dans des modèles
particuliers (ex: calculs externes, importation de données calculées parallèlement lors de la
simulation).UnefoiscetteoptionsélectionnéenousdevonsspécifierlenomdenotrefichierDLL
danslacasequicorrespond.

 -85-




Pour mettre en œuvre cette option, ARENA offre des fonctions prédéfinies qui permettent la
communication entre le fichier DLL et le modèle de simulation. Nous énumérons ci-dessous
quelquesfonctionsetleursutilités:
- «'<-*»:Elleacommeargumentlenumérodubloc«<-*»dumodèleARENAet
l’indexdel’entitéàtraitée,sonexécutionestvalablelorsdupassaged’uneentitéparce
bloc«<-*».
- «'%"#»: Cette fonction est appelée par le modèle ARENA au début de chaque
réplicationdelasimulationpourétablirlesconditionsinitiales.
Alors, pour créer notre fichier DLL, nous nous sommes basé sur la propriété d’ARENA,
d’interagiravecl’environnementC++.



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Un des problèmes majeurs des réseaux de neurones a trait à la difficulté de décider de leur
architecture:nombredeneuronescachés,nombredecouchescachées,leurpoids,leursfonctions
d’activation,etleurspoids.Devantunetâcheàrésoudreparunréseaudeneuronesilfautdécider
quelles seront ses caractéristiques. Ceci se fait souvent de façon ad hoc; on essaye plusieurs
combinaisonsdecaractéristiquespourunproblèmedonnéetonchoisitlameilleurecombinaison.
Eneffet,aucuneméthoden’estconnuepourdéterminerl’architectureoptimalepourunproblème
donné(CornuéjolsetMiclet,2003).
Dans cette section nous décrivons le réseau de neurones que nous avons utilisé ainsi que les
caractéristiquesquenousavonschoisies.Nousdétaillons sonarchitecture, laou les fonction(s)
d’activationquenousavonsutiliséesetnousdécrivonssesentréesetsessortiespourleproblème
quenoustraitons.

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Pourconstruireunréseaudeneurones,ilfauttoutd’aborddéfinir,lenombredecouchesquile
composent,lesliaisonsexistantesentrelesdifférentsneuronesetlenombredeneuronesprésents
danschaquecouche.
Notreréseaudeneuronesestconstituédetroiscouches(voirfigure28):
- Unecouched’entréecomposéedesneuronesquireprésententlevecteurXdesparamètres
Detdel’étatcourantdel’atelierS(t)lorsdelaprisededécisionetquisontcommuniqués
pardemoduledelasimulation,
- Unecouchecachée:Lenombredeneuronescachésjoueunrôlecrucialdanslecontrôle
delacapacitéduréseaudeneurones.Silenombredeneuronescachésesttroppetit,alors
leréseaupossèdetroppeudepoidsetnepeutcaptertouteslesdépendancesquiserventà
modéliser et prédire les valeurs du processus observé.À l’inverse, si l’on augmente le
nombredeneuronescachés,alors lenombredepoidsdumodèleaugmenteet ildevient
possible,pendantlaphased’optimisation,demodélisercertainesrelationsquinesontque
 -87-
lefruitdefluctuationsstatistiquespropresàl’ensembled’entraînementutiliséplutôtque
desrelationsfondamentalesdedépendanceentrelesvariables.
- Unecouchedesortiecomposéedesneuronesquireprésententrespectivementlesactions
Aiàtransmettreaumoduledelasimulation.

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
Les liaisons entre les neurones d’une couche à la couche suivante ont été choisies comme
complètes:chaqueneuronedelacoucheNestreliéàtouslesneuronesdelacoucheN+1.Les
couches sont reliées entre elles par des poids qui constituent notre vecteurW qu’on cherche à
optimiser.Eneffet,pourchaquecouche, lesdonnéesd’entréesXsontmultipliéesaveclepoids
synaptiquedechaquearcwij(voirfigure29),liantleneuroneidelacoucheNauneuronejdela
coucheN+1.Aprèscettemultiplication,nousadditionnonslesproduitsliésaumêmeneuronede
la couche N+1, pour obtenir la valeur des neurones de la couche N+1. Ensuite, la valeur est
transforméeàtraversunefonctiond’activationϕquilimitelesvaleursdansunintervalleborné,
sesbornesdépendentdelafonctiond’activationutilisée(voirfigure29).

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
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Lestypesdefonctionsd’activation(oufonctionsdetransfert)sonttrèsnombreuxetdépendentdu
typedesdonnéesetdel’architectureduréseau.Voiciunrécapitulatifdesfonctionsd’activation
lesplusutilisées:

















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(;)(4:Tableaurécapitulatifdesdifférentstypesdefonctionsd’activationlesplusutilisées

Nousutiliseronsunefonctiontangentiellecommefonctiond’activation:

( ) 1
1
2
, −
+
= −kxe
kxf
>?

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
Le module du réseau de neurones est développé avec Microsoft Visual C++ et connecté
directementaumodèledesimulationdel’atelier.

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Lesentréesetlessortiesduréseaudeneuronessontétroitementliéesautypedeproblèmetraité
et dans notre cas ils sont étroitement liées aux modèles de simulation puisque le réseau de
neuronesreçoitlesdonnéesàpartirdumodèledesimulationetcommuniquesesdécisionsaussi
aumodèledesimulationsouslaformequiconvient.Nousdécrivonsdanscequisuitlesentrées
duréseaudeneuronesainsiquesessorties.
Lesentrées
Il est important d’évaluer distinctement les variables d’entrée du réseau de neurones issues du
modèledesimulation.Eneffet,lesdonnéespeuventavoirbesoind’êtreconvertiessousuneautre
formepourêtresignificativespourunréseaudeneurones.
Labonnecompréhensionduproblèmepourconnaîtrequeltyped’informationestappropriée,est
laclefpourdéterminerlesvariablesd’entréeadéquates.Commentnosdonnéessontreprésentées
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ettraduitesjoueégalementunrôleimportantdanslacapacitéduréseaudeprendrelesdécisions
convenables.
Lessorties
Latroisièmecouche:lacouchedesortiedonnelerésultatobtenuaprèscompilationparleréseau
deneuronesdesdonnéesd’entréedanslapremièrecouche.Satailleestdirectementdéterminée
parlenombredevariablesqu'onveutensortie.Demêmepourunproblèmededétectiondeclient
à risque ou pas dans un système bancaire, la couche de sortie peut être composée d’un seul
neuroneàvaleursbinaires«0»pourdirequeleclientneprésentepasderisquepourlesystème
et«1»sinon.

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Dans le contexte d’optimisation dans lequel nous nous situons dans cette étude, plusieurs
méthodes d’optimisation peuvent être utilisées, telles que le recuit simulé, les algorithmes
évolutionnistesoularecherchetabou.Deplus,cesméthodessontdéjàlargementexploitéesdans
ledomaineavecsuccès.Unefaçondechoisiruneméthodeplutôtqu’uneautrepourraitêtrede
prendreenconsidérationsiellesontounondesparamètresextérieursàrégler.
Dansnotreapprochenousavonschoisi laméthodedurecuitsimulé.Commenousl’avonsdéjà
définiedanslasection3decechapitrecetteméthodeestbaséesuruneanalogieavecunprincipe
thermodynamique.Apartird’unesolutioninitiale,unesolutionvoisineestchoisieetévaluée.Si
la fonction d’évaluation est améliorée, cette solution devient la solution courante. Sinon, elle
devient quand même la solution courante mais avec une probabilité qui décroît suivant une
certaineloietenfonctiondunombredesolutionsdéjàétudiées.Ainsi,silafonctiond’évaluation
estdétériorée,larègled’acceptationd’unesolutionYvoisinedeY’estbaséesurunetempérature
Tquidépenddunombredesolutions#étudiéesets’exprimedelamanièresuivante:
Siunnombrechoisientre0et1estinférieurà
( ) ( )





 −
)(
'
exp
mT
YFYF
alorsonacceptelasolution
Y.LasolutionY’estremplacéeparYquidevientlanouvellesolutioncourante.
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PouroptimiserlescaractéristiquesWduréseaudeneuronesnouscitonsci-dessouslesdifférentes
étapesdel’algorithmedurecuitsimuléquenousavonsutilisé.
LasolutioninitialeW0estdéterminéealéatoirement.Laperturbationdessolutionsestbaséesur
unprincipedevoisinagedynamique.SoitWllevecteurcourantdescaractéristiquesduréseaude
neurones,etlestl’itérationcourantedurecuitsimulé.
LasolutionvoisineWl’estdéfinieendeuxétapestelque:
Etape1:sélectionneraléatoirementg(l)élémentsdeWl
Etape2:pourchaqueélémentsélectionné,nousajoutantunnombrealéatoireàpartird’uneloi
normale>Ks(Tl)?.
Dansl’algorithmequenousutilisons:
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Avec:
sestunefonctionquiprendsesvaleursdansl’intervalle[σmin,σmax],
LMNestlapartieentièredunombreréelz,
aestlenombretotaldescaractéristiquesduréseaudeneuronesquenousvoulonsoptimiser,
T0estlatempératureinitialedurecuitsimulé,
Tlestlatempératurecourante,
εestlaconditiond’arrêtdel’algorithmequiestinitialementchoisie.
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Lesfonctionsg(l)ets(Tl)diminuentprogressivement,toutaulongdesitérationsdurecuitsimulé,
avecladiminutiondelatempérature.Ainsi,leschangementseffectuésaudébutdel’optimisation
sontbeaucoupplusimportantsqueleschangementseffectuésàlafin.
Cetteméthodeassure laconnectivitéde l’espacederecherche.Le tauxderefroidissementet la
températureinitialeontétéempiriquementchoisisaprèsplusieursexpériences.Lerecuitsimulé
s'arrêtequandlatempératureestinférieureàε
Pour appliquer l’algorithmedu recuit simulé à notre approche, il est évident de l’adapter pour
qu’ilinteragisseaveclerestedesmodules.
D’abord,puisquelafonctionobjectiffn’estpascalculéeparlerecuitsimulémaiscommuniquée
parlemoduledesimulation,ilestdoncnécessairedegérercetéchangesurleplaninformatique;
nousproposonsalorsunéchangeparun fichier externe «fichierperformance»dans lequel la
simulationécritlaperformancecalculéedefàchaquefoislasimulationestterminée.Cefichier
seraalorsluparlerecuitsimuléentantquevaleurdelafonctionàoptimiser.
Ensuite, nous proposons aussi un échange par un fichier externe pour gérer l’échange entre le
recuit simulé et lemodule du réseau de neurones; en effet, lemodule du réseau de neurones
utilisepourchaquecalculd’unchoixd’actiondemandéparlasimulationsonfichier(externe)de
caractéristiques «fichier caractéristiques du réseau de neurones». Ce dernier, est modifié à
chaqueitérationdurecuitsimulé,voir(figure31).
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neuronesetSimulation.
 -')4."-
Nous avons donc proposé une approche qui assure un pilotage en temps réel des systèmes de
productionensebasantsurlesréseauxdeneurones,cetteapproches’appuiesurunapprentissage
automatiquequinenécessiteniexempled’apprentissageniuneexpertisepréalableconcernantle
pilotage de l’atelier que nous voulons optimiser la performance. Comme nous l’avons déjà
précisé,leréseaudeneuronesestconsidérécommeledécideur(ilgèrelepassagedespiècessur
lesmachines,ilaffectelesbonsopérateurssurlesmachineslibres,…)etilprendsesdécisionsen
sebasantsurl’étatréeldusystèmeàchaqueinstanttdeprisededécision.Notreapproche,assure
sonapprentissageensebasantsurl’optimisationviasimulation.
Cetteapprocheestillustréedanslechapitresuivant.

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L’objectifdecechapitreestdevaliderlafaisabilitédel’approchedepilotageentempsréelbasée
sur les réseaux de neurones développée dans les précédents chapitres. Les performances du
pilotagesontévaluéesparsimulationsousARENA10.0.
Danslapremièrepartiedecechapitre,nousappliquonsnotreapprochepourlepilotageentemps
réel à un atelier Flowshop.Nous avons choisi un atelier qui est déjà utilisé dans la littérature
depuis1986parBarettetBarmann(BarettetBarman1986).Danscecontexte,ils’agitdechoisir
les stratégies de passage des pièces sur les machines de l’atelier pour optimiser la fonction
objectif.
Dansladeuxièmepartie,nousdéclinonsetvalidonsnotreapprochesurunautreexempleinspiré
des travauxdeFonseca etNavaresse (Fonsecaet al.2002).C’estunatelier Jobshopsur lequel
noustestonslescapacitésduréseaudeneuronesdupilotageentempsréel.
1 D#%) 	 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Lemodèleétudiédanscepremierexempled’applicationdenotreapprocheestunereprised’un
modèle précédemment réalisé en 1986 par Barrett et Barmann. L’objectif de ces auteurs était
alorsd’étudierl’influencedesrèglesdeprioritésurlesfilesd’attented’unatelierflowshop.Nous
avons repris ce même modèle pour permettre une comparaison des résultats (Mouelhi et al.
2007c).
L’atelierquenous avonsconsidéréestun atelier flowshopconstituédedeuxcentresd’usinage
workcenter 1 (WC1) et workcenter 2 (WC2) réalisant l’un après l’autre l’usinage des pièces
(Figure32).Chaquecentredetravailestcomposédedeuxmachinesidentiques.Lesmachinesde
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chaque centre sont capables de réaliser les mêmes opérations; cependant, les opérations du
workcenter1sontdifférentesdecellesdeworkcenter2.
Àsonarrivéedansl’atelier,chaquepièce,esttraitéeséquentiellement,d’aborddansworkcenter1
ensuite dansworkcenter 2. Si les deuxmachines d’un centre de travail sont occupées alors la
pièceattenddanslafiled’attenteenamontducentredetravail jusqu’àcequ’unemachinesoit
disponible.
Auniveauduworkcenter2,10%despiècesusinéesdoiventsubiruneretouchesurl’unedesdeux
machinesducentredetravail.Cespiècesàretouchersontprioritairesparrapportauxpiècesen
attented’usinage.
Chaquemachineaprèsavoirusinécinquantepièces,restehorsservicependantuneduréede0.5
unitésdetemps,puisseraremiseenservice.


+"54:1L’atelierflowshop.(BarettetBarman,1986)

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Danscesystèmel’objectifestdeminimiserleretardmoyen(meantardiness)quiestlamoyenne
desretardsobtenuspourlespiècesusinéesdanscetatelier,enchoisissantdesrèglesdepriorité
optimalespourlesfilesd’attente.
Lesactionsdepilotageconsistenticiàdéterminerentempsréelquellespiècesdoiventpassersur
les centres d’usinage. Pour cela on décide de changer dynamiquement les règles de priorité
déterminantl’ordredespièces(Pierreval,1992b).
Lesrèglesdeprioritéutiliséesdanscetexemplesont:{FIFO,EDD,SPT,LPT,LIFO}quisont
utiliséesdanslepremiercentredetravaildel’atelierworkcenter1.Et{EDD,SPT,LPT,FAS}
quisontutiliséesdansledeuxièmecentredetravaildel’atelierworkcenter2avec:
FIFO:FirstInFirstOut  
Lapièceentréeenpremierdanslafiled’attenteesttraitéeenpremier.C’estlarègledu«premier
arrivé,premierservi».

LIFO:LastInFirstOut  
Cette règle est similaire à la précédentemais c’est la dernière pièce arrivée qui est traitée en
premier.

SPT:ShortestProcessingTime 
Donnelaprioritéauxpiècesayantleplusfaibletempsdeprocess:lapièceayantleplusfaible
tempsdeprocessseratraitéeenpremier.

LPT:LongestProcessingTime 
Lapièceayantlepluslongtempsdeprocessseratraitéeenpremier.

EDT:EarliestDueDateLapiècedevantdoncêtrelivréelapremièreseratraitéeenpremier.

FAS	FirstArrivedatShop 
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Cette règlepermetde traiterenpriorité lespiècesentréesenpremierdans l’atelier.Cette règle
n’estdoncpasjudicieusementapplicableàlapremièrefiled’attentecaridentiquealorsàlarègle
FIFO.
11D%&"#-*(*"-.
Chaquesimulationdure15000unitésde temps, avecunepériode transitoirede7000unitésde
temps,cequicorrespondàunesimulationde4annéesdetravaildeproductiondansl’atelier.
Les attributs des pièces sont définis grâce à des lois stochastiques. Les paramètres de
l’ateliersontprésentésci-dessous.
Pourchaquesimulation,ilestpossibledechoisirlachargedel’atelier.L’utilisateurpeutchoisir
entreunechargelourde(91%),moyenne(86%)etfaible(81%).Ils’agitdu2%)(.
Letempsdeprocessdespiècespeutégalementvarierenchangeantladispersiondescommandes.
Deux options se présentent: une dispersion forte ou faible ce qui correspond donc à une

&<"(*"-*(-(de0,3ou0,6.
Lesloisdéfinissantlescaractéristiquesdespiècessontlessuivantes:
- Loid’arrivéedespiècesdansl’atelier:exp(1)
- Tempsdeprocess=Exp(2.Shopload)+N(0,σ)
Avec Shoploadcorrespond à la charge de l’atelieret N(0, σ) valeur sélectionnée par la
distributiondeloinormaledemoyenne0etdedéviationstandardégalauchoixdedispersion.
- Datedelivraison ∑+= ijii paD α 
Avecaicorrespondautempsd’arrivéedansl’atelierdelapièce
αcorrespondaufacteurderetard(icinousprendrons3)
pijcorrespondautempsdeprocessd’uneentitéisurunemachinej.
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Lemodèledel’atelierflowshop
Lamodélisationdel’atelieraveclelogicielARENA10.0estdécriteci-dessous.
Lapièceaprèsavoirétécréée,estdéfiniepardesattributs(tempsdeprocess…)puispasseparle
posteworkcenter1,puisparleposteworkcenter2.Enfin,sescaractéristiquessontanalyséesetle
meantardinessdusystèmeestactualisé,avantd’évacuerlapiècedel’atelier.
Dèsquelespiècesarriventdansleworkcenter1,ellessontplacéesdansunefiled’attenteavant
d’êtrechoisiesparlarègledepriorité.Unefoichoisie,lapiècevaêtreusinée(blocDelay)puis
avantd’êtreévacuerdelamachine(parleblocRelease),ellevaêtredupliquéepourlancerune
analysedelapremièrefiled’attente.Aprèsanalyse,lesnouvellesdonnéessontmisesàjours,et
le bloc Event fait appel au réseau de neurones pour choisir la bonne règle de priorité
correspondant à ces données d’entrée. La recherche de la prochaine pièce à usiner est alors
effectuéeetcelle-ciestdéplacéeenpremièrepositiondanslapremière filed’attente.Enfin,La
piècetraitéeestrelâchée.
Le principe de fonctionnement de la modélisation de workcenter 2 reste la même que pour
workcenter 1. La seule exception, est l’ajout d’un test en fin d’usinage pour savoir si des
retouchessontapplicables,siouiellessontréaliséesdesuite.
Avantd’êtreévacuéede l’atelier, lapièceestanalysée.Nousobservons sielleestenretardou
non. Si tel est le cas le meantardiness est mis à jour. La pièce est par la suite supprimée de
l’atelier.
11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Nous avons proposé deux manières différentesde prendre les décisions dans les deux files
d’attente:
a) nousavonsconsidéréunseulréseaudeneuronesquiprendlesdécisionspourlesdeux
filesd’attente.Danscettepremièrepropositionnousindiquonsàchaquefoisdansle
vecteurXdesentréesduréseaudeneurones lenumérode lafiled’attente traitée (1
pourlapremièrefiled’attenteou2pourladeuxièmefiled’attente).
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b) Nousavonsconsidéréunréseaudeneuronespourchaque filed’attente:c'est-à-dire
nous considérons deux décideurs chacun choisit une règle de priorité pour la file
d’attentequileconcerne.
2.2.1.1.Lesentréesduréseaudeneurones:unréseaudeneuronespour lesdeux
filesd’attente
(;)(4  Variables d’entrée du réseau de neurones communiquées par la simulation
(propositiond’unréseaudeneuronespourlesdeuxfilesd’attente)
O ("(;).4<'*4-*&4&.(4-4-.
1 Nombredepiècesenattentedanslapremièrefiled’attenteQ1.
2 Nombredepiècesenattentedansladeuxièmefiled’attenteQ2.
3 Numérodelafiled’attentetraitée.
4 Tempsopératoiremoyensur leworckcenter1despiècesenattentedans la
premièrefiled’attente.
5 Tempsopératoireminimumsurleworckcenter1despiècesenattentedansla
premièrefiled’attente.
6 Tempsopératoiremaximumsurleworckcenter1despiècesenattentedans
lapremièrefiled’attente.
7 Tempsopératoiremoyensur leworckcenter2despiècesenattentedans la
premièrefiled’attente.
8 Tempsopératoireminimumsurleworckcenter2despiècesenattentedansla
premièrefiled’attente.
9 Tempsopératoiremaximumsurleworckcenter2despiècesenattentedans
lapremièrefiled’attente.
10 Tempsopératoiremoyensur leworckcenter2despiècesenattentedans la
deuxièmefiled’attente.
11 Tempsopératoireminimumsurleworckcenter2despiècesenattentedans
ladeuxièmefiled’attente.
12 Le temps opératoire maximum sur leworckcenter 2 des pièces en attente
dansladeuxièmefiled’attente.
13 Pourcentage des pièces dans la première file d’attente ayant un temps
opératoiresurleworckcenter1<à1.5unitésdetemps.
14 Pourcentage des pièces dans la première file d’attente ayant un temps
opératoiresurleworckcenter1entre1.5et3unitésdetemps.
15 Pourcentage des pièces dans la première file d’attente ayant un temps
opératoiresurleworckcenter1entre3et4.5unitésdetemps.
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16 Pourcentage des pièces dans la première file d’attente ayant un temps
opératoiresurleworckcenter1>à4.5unitésdetemps.
17 Pourcentage des pièces dans la première file d’attente ayant un temps
opératoiresurleworckcenter2<à1.5unitésdetemps.
18 Pourcentage des pièces dans la première file d’attente ayant un temps
opératoiresurleworckcenter2entre1.5et3unitésdetemps.
19 Pourcentage des pièces dans la première file d’attente ayant un temps
opératoiresurleworckcenter2entre3et4.5unitésdetemps.
20 Pourcentage des pièces dans la première file d’attente ayant un temps
opératoiresurleworckcenter2>à4.5unitésdetemps.
21 Pourcentage des pièces dans la deuxième file d’attente ayant un temps
opératoiresurleworckcenter2<à1.5unitésdetemps.
22 Pourcentage des pièces dans la deuxième file d’attente ayant un temps
opératoiresurleworckcenter2entre1.5et3unitésdetemps.
23 Pourcentage des pièces dans la deuxième file d’attente ayant un temps
opératoiresurleworckcenter2entre3et4.5unitésdetemps.
24 Pourcentage des pièces dans la deuxième file d’attente ayant un temps
opératoiresurleworckcenter2>à4.5unitésdetemps.
25 Pourcentage des pièces dans la première file d’attente ayant un slacktime
positif.
26 Pourcentage des pièces dans la première file d’attente ayant un slacktime
négatif.
27 Pourcentage des pièces dans la deuxième file d’attente ayant un slacktime
positif.
28 Pourcentage des pièces dans la deuxième file d’attente ayant un slacktime
négatif.
2.2.1.2.Lesentréesduréseaudeneurones:unréseaudeneuronespourchaquefile
d’attente
Nousutilisonsdanscettepropositiondeuxréseauxdeneurones,lestableaux:tab1ettab2,
présententrespectivementlesentréesduréseaudeneuronesdelapremièrefiled’attenteetle
réseaudeneuronesdeladeuxièmefiled’attente.


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(;)(4  Variables d’entrées du premier réseau de neurones de la première file d’attente
communiquéesparlasimulation.
# ("(;).4<'*4-*&4&.(4-4-.
1 Nombredepiècesenattentedanslapremièrefiled’attenteQ1.
2 Nombredepiècesenattentedansladeuxièmefiled’attenteQ2.
3 Tempsopératoiremoyensurleworckcenter1despiècesenattentedanslapremière
filed’attente.
4 Temps opératoire minimum sur le worckcenter 1 des pièces en attente dans la
premièrefiled’attente.
5 Temps opératoire  maximum sur le worckcenter 1 des pièces en attente dans la
premièrefiled’attente.
6 Tempsopératoiremoyensurleworckcenter2despiècesenattentedanslapremière
filed’attente.
7 Temps opératoire minimum sur le worckcenter 2 des pièces en attente dans la
premièrefiled’attente.
8 Temps opératoire  maximum sur le worckcenter 2 des pièces en attente dans la
premièrefiled’attente.
9 Tempsopératoiremoyensurleworckcenter2despiècesenattentedansladeuxième
filed’attente.
10 Temps opératoire  minimum sur le worckcenter 2 des pièces en attente dans la
deuxièmefiled’attente.
11 Le temps opératoire maximum sur leworckcenter 2 des pièces en attente dans la
deuxièmefiled’attente.
12 Pourcentagedespiècesdanslapremièrefiled’attenteayantuntempsopératoiresurle
worckcenter1<à1.5unitésdetemps.
13 Pourcentagedespiècesdanslapremièrefiled’attenteayantuntempsopératoiresurle
worckcenter1entre1.5et3unitésdetemps.
14 Pourcentagedespiècesdanslapremièrefiled’attenteayantuntempsopératoiresurle
worckcenter1entre3et4.5unitésdetemps.
15 Pourcentagedespiècesdanslapremièrefiled’attenteayantuntempsopératoiresurle
worckcenter1>à4.5unitésdetemps.
16 Pourcentagedespiècesdanslapremièrefiled’attenteayantuntempsopératoiresurle
worckcenter2<à1.5unitésdetemps.
17 Pourcentagedespiècesdanslapremièrefiled’attenteayantuntempsopératoiresurle
worckcenter2entre1.5et3unitésdetemps.
18 Pourcentagedespiècesdanslapremièrefiled’attenteayantuntempsopératoiresurle
worckcenter2entre3et4.5unitésdetemps.
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19 Pourcentagedespiècesdanslapremièrefiled’attenteayantuntempsopératoiresurle
worckcenter2>à4.5unitésdetemps.
20 Pourcentagedespiècesdansladeuxièmefiled’attenteayantuntempsopératoiresur
leworckcenter2<à1.5unitésdetemps.
21 Pourcentagedespiècesdansladeuxièmefiled’attenteayantuntempsopératoiresur
leworckcenter2entre1.5et3unitésdetemps.
22 Pourcentagedespiècesdansladeuxièmefiled’attenteayantuntempsopératoiresur
leworckcenter2entre1.5et3unitésdetemps.
23 Pourcentagedespiècesdansladeuxièmefiled’attenteayantuntempsopératoiresur
leworckcenter2entre3et4.5unitésdetemps.
24 Pourcentagedespiècesdansladeuxièmefiled’attenteayantuntempsopératoiresur
leworckcenter2>à4.5unitésdetemps.
25 Pourcentagedespiècesdanslapremièrefiled’attenteayantunslacktimepositif.
26 Pourcentagedespiècesdanslapremièrefiled’attenteayantunslacktimenégatif.
27 Pourcentagedespiècesdansladeuxièmefiled’attenteayantunslacktimepositif.
28 Pourcentagedespiècesdansladeuxièmefiled’attenteayantunslacktimenégatif.

(;)(4 8Variables d’entrées du deuxième réseau de neurones de la deuxième file d’attente
communiquéesparlasimulation.
# ("(;).4<'*4-*&4&.(4-4-.
1 Nombredepiècesenattentedansladeuxièmefiled’attenteQ2.
2 Pourcentagedespiècesdansladeuxièmefiled’attenteayantuntempsopératoiresur
leworckcenter2<à1.5unitésdetemps.
3 Pourcentagedespiècesdansladeuxièmefiled’attenteayantuntempsopératoiresur
leworckcenter2entre1.5et3unitésdetemps.
4 Pourcentagedespiècesdansladeuxièmefiled’attenteayantuntempsopératoiresur
leworckcenter2entre3et4.5unitésdetemps.
5 Pourcentagedespiècesdansladeuxièmefiled’attenteayantuntempsopératoiresur
leworckcenter2>à4.5unitésdetemps.
9 Pourcentagedespiècesdansladeuxièmefiled’attenteayantunslacktimepositif.
10 Pourcentagedespiècesdansladeuxièmefiled’attenteayantunslacktimenégatif.
11 Pourcentagedespiècesquiontunslacktime<à-10
12 Pourcentagedespiècesquiontunslacktimeentre-10et-5
13 Slacktimeminimum
14 Slacktimemaximum
15 Tempsopératoiremoyensurleworckcenter2despiècesenattentedansladeuxième
filed’attente.
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16 Temps opératoire  minimum sur le worckcenter 2 des pièces en attente dans la
deuxièmefiled’attente.
17 Le temps opératoire maximum sur leworckcenter 2 des pièces en attente dans la
deuxièmefiled’attente.

2.2.1.3.Sortiesduréseaudeneurones
Lesrèglesdeprioritéssontreprésentéesparlesnumérosde1à5(ou6pourlafile2)pourchaque
WC(Tableau7),celanouspermetdefairelacorrespondanceentrelavaleurdesortiecalculéeet
unnuméroderègledepriorité.
(;)(49Lesrèglesdepriorités
Règledepriorité
Numéro
File1 File2
1 FIFO FIFO
2 LIFO LIFO
3 SPT SPT
4 LPT LPT
5 EDT EDT
6  FAS



2.2.1.4.Architectureduréseaudeneurones

Nousavonsutiliséunearchitecturede troiscouchespour toutesnosexpérimentations.Etnous
avonsconsidérédifférentesconfigurationspourlacouchecachée;nousavonsvariélenombrede
neuronesdanscettecouche,etceciestpourlesdeuxpropositionsquenousavonsconsidéré(un
réseau de neurones pour les deux files d’attente et un réseau de neurones pour chaque file
d’attente).

Le nombre de poids que nous allons optimiser dépend du nombre de neurones que nous
choisissonsàmettredanslacouchecachée.

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Commenousl’avonsexpliquédanslechapitreprécédent,nousutilisonspournotreapprochela
méthodedurecuitsimulépouroptimiserlevecteurdepoidsWduréseaudeneurones.
Nousrappelonsci-dessouslevoisinagevariablequenousutilisons:
LasolutionvoisineWl’estdéfinieendeuxétapestelque:
Etape1:sélectionneraléatoirementg(l)élémentsdeWl
Etape2:pourchaqueélémentsélectionné,nousajoutantunnombrealéatoireàpartird’uneloi
normale>Ks(Tl)?.
Dansl’algorithmequenousutilisons:
• ( )( )[ ]10*/ 02*11)( TleaElg −−+= >1?
• ( ) ( )[ ] ( ) max00minmax */)( σεσσ +−−−= TTTTs ll >11?
Avec:
sestunefonctionquiprendsesvaleursdansl’intervalle[σmin,σmax],
LMNestlapartieentièredunombreréelz,
aestlenombretotaldescaractéristiquesduréseaudeneuronesquenousvoulonsoptimiser,
T0estlatempératureinitialedurecuitsimulé,
Tlestlatempératurecourante,
εestlaconditiond’arrêtdel’algorithmequiestinitialementchoisie.
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Lesfonctionsg(l)ets(Tl)diminuentprogressivement,toutaulongdesitérationsdurecuitsimulé,
avecladiminutiondelatempérature.Ainsi,leschangementseffectuésaudébutdel’optimisation
sontbeaucoupplusimportantsqueleschangementseffectuésàlafin.
Plusieurs paramètres dans l’algorithme du recuit simulé que nous utilisons sont définis par
l’utilisateur tel que la température initialeT0, la condition d’arrêt ε, etc. Le tableau ci-dessous
(Tableau 8) reprend toutes les variables que nous devons initialiser pour chacune de nos
expérimentations.Dans lasectionquisuit (Résultatsdesexpérimentations)nousprésenteronsà
chaqueexpérimentationlesvaleursdecesvariables.
(;)(4Lesparamètresdurecuitsimuléàinitialiserparl’utilisateur








1:&.4)*(*..D%&"#-*(*"-.
D'abord, beaucoup d'expérimentations ont étémenées afin de déterminer une bonne topologie
pourleréseaudeneurones(nombredeneuronesdanslacouchecachée)et lesbonsparamètres
pourl'algorithmederecuitsimulé.L'optimisationcommenceàpartird'unvecteurinitialdepoids
obtenusaléatoirement.Pendantl'optimisationdecespoidsavecdifférentsnombresdeneurones
((#7*.4'4"*."#4)&C"-"*"()".%()4*")".(*4 ()4
Températureinitiale T0
Tauxderefroidissement r
Labornesupérieuredel’intervalle[σmin ,σmax]oùlafonctions
prendsesvaleurs.
σmax
Nombre d’itérations sans baisse de la température pour chaque
palierdetempératuretraité.
P
Laborne inférieurede l’intervalle [σmin ,σmax] où la fonction s
prendsesvaleurs.
σmin
Laconditiond’arrêt ε
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dans la couche cachée, nous avons considéré seulement 10 réplications pour chaque run de
simulation,pouréconomiserletempsdecalcul.
À la fin du processus d'optimisation, une fois les poids sont optimisés, nous avons utilisé 50
réplications pour comparer les décisions des réseaux de neurones expérimentés avec les
meilleurescombinaisonsderèglesdeprioritétrouvéesparBarrettetleBarman(1986).
1: .#"))4. '#;"-(".-.75).%""*& *4<&.%((*** )
(#(->8?
Nombrederépliques:50
LechoixarbitraireducoefficientK:2
Shopload:91%

(;)(4Retardsmoyensobtenus àpartir desmeilleures combinaisonsde règlesdepriorité
proposéesparBarrettetBarmann
Combinaisondesrègles Leretardmoyendumodèle
FIFO-FIFO 17.76443
EDD-EDD 11.99342
EDD-SPT 7.27360
SPT-EDD 6.67160
SPT-FIFO 9.33060
SPT-SPT 3.69815
EDD-FIFO 14.00025

En se basant sur les résultats trouvés par Barrett et Barman nous constatons que les deux
meilleurescombinaisonsdesrèglesdeprioritépourminimiserleretardmoyensontSPT1EDD
etSPT1SPTquiontpuréduireleretardmoyendel’atelierrespectivementà6.67160unitésde
tempset3.69815unitésdetemps.
Dans la section suivante nous comparons les résultats trouvés par les réseaux de neurones
aveclesmeilleursrésultatstrouvésparBarrettetBarman
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Dans un premier temps, nous avons considéré un seul réseau de neurones pour les deux files
d’attente,etàchaquefoisquenotremodèledesimulationfaitappelà ladécisionduréseaude
neurones,lenumérodelafileconcernéeestcommuniquéauréseau.
Dans ce qui suit, nous présentons les différents résultats que nous avonsobtenus en variant le
nombredeneuronesdelacouchecachéeetlesdifférentsparamètresduRecuitSimulé.
Compte tenu des objectifs de ces essais rappelés au début de ce chapitre, la performance du
réseaudeneuronesestévaluéeenregarddelaminimisationduretardmoyendansnotreatelier
flowshop.
La contribution de l’approche que nous proposons se mesure essentiellement au regard de la
capacitéduréseaudeneuronesàapprendreàprendrelesbonnesdécisions.Parexemple,dansle
tableau10nousprésentonslesrésultatsobtenusdesdécisionsprisesparunréseaudeneurones
avec trois neurones cachés. En effet, en analysant les résultats, on s’aperçoit que le réseau de
neuronesaobtenudetrèsmauvaisrésultatspendantlespremièresitérationsdurecuitsimulé,tels
qu’ilssontattenduspuisqueleréseaudeneuronesn’apasencoreappri.
Dans le tableau 10 nous présentons les résultats obtenus par un réseau de neurones avec trois
neuronescachés(lenombredeneuronesdanslacouchecachée=3).
(;)(4  Les résultats des différentes expérimentations de l’apprentissage du réseau de
neuronesavecnombredeneuronesdanslacouchecachéeest3.
.%((#7*.4'4"*"#4)& *(#6-;*-4%(
)&.(4-4-.
T0 r σmax σmin ε Q #;
"*&(*"-.
#%.

>#"-4*.?
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Ensuite, toutau longde l’optimisationde sespoidspar le recuit simulé, le réseaudeneurones
permetdediminuerleretardmoyendansl’atelier.Nousnousapercevonsqu’aprèsoptimisation
le réseau de neurones arrive à combiner les six règles de priorité dans le but deminimiser le
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retardmoyendans l’atelier.Alors, ilestdevenucapabledechoisir lescombinaisonsdes règles
sanssebasernisuruneexpertisepréalable,nisurunensembled’apprentissage.
Lesrésultatsobtenusmontrentunenetteaméliorationdesretardscalculésàlabasedesdécisions
duréseaudeneuronesaudébutdesonapprentissageparrapportauxretardscalculésàlabasedes
décisions du réseau de neurones après son apprentissage. Cette constatation est vérifiée pour
toutes les configurations des réseaux de neurones que nous avons utilisés (3 neurones cachés
tableau10, 5neurones cachés tableau11, 7neurones cachés tableau12 et 12neurones cachés
tableau13).Cecis’expliquepar lefaitquepourchaqueréseaudeneuronesnouspartonsd’une
matricedepoidsaléatoires.
Danslestableauxderésultatsquenousprésentonspourcepremierexemple(tableau10,tableau
11,tableau12ettableau13)chaquelignereprésenteuncycle(ourun)d’apprentissageduréseau
deneurones, audébutdechaquecycled’apprentissage le réseaudeneuronesne réalisepasde
bonne performance puisque comme nous l’avons expliqué précédemment il n’a pas encore
appris.Cependantunefoisqu’ilaapprit,nousobtenonsdesperformancestrèsintéressantes.
Dans le tableauci-dessous (Tableau11)nousprésentons les résultatsobtenusparun réseaude
neuronesaveccinqneuronescachés(lenombredeneuronesdanslacouchecachée=5).
(;)(4  Les résultats des différentes expérimentations de l’apprentissage du réseau de
neuronesavecnombredeneuronesdanslacouchecachéeest5.
.%((#7*.4'4"*"#4)& *(#6-;*-4%(
)&.(4-4-.
T0 r σmax σmin ε P #;
"*&(*"-.
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
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Dans le tableauci-dessous (Tableau12)nousprésentons les résultatsobtenusparun réseaude
neuronesavecseptneuronescachés(lenombredeneuronesdanslacouchecachée=7).
(;)(4 1 Les résultats des différentes expérimentations de l’apprentissage du réseau de
neuronesavecnombredeneuronesdanslacouchecachéeest7.
.%((#7*.4'4"*"#4)& *(#6-;*-4%(
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Dans le tableau ci-dessous (Tableau 13) nous présentons le résultat obtenu par un réseau de
neuronesavecdouzeneuronescachés(lenombredeneuronesdanslacouchecachée=12).
(;)(4 : Le résultat de l’expérimentation de l’apprentissage du réseau de neurones avec
nombredeneuronesdanslacouchecachéeest12.
.%((#7*.4'4"*"#4)& *(#6-;*-4%(
)&.(4-4-.
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
Par ailleurs, nous constatons  que le choix des paramètres du recuit simulé a un impact
considérable sur la qualité d’apprentissage des réseaux de neurones. Nous pouvons déduire
d’aprèslesconfigurationsquenousavonsréaliséesetquisontprésentéesdanslesquatretableaux
derésultatsquelenombred’itérationsdanschaquecycle(run)estétroitementliéàl’amélioration
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desdécisionsprisespar les réseauxdeneurones (minimisent le retardmoyen),eneffet,plus le
nombred’itérationsest élevé,plus l’apprentissagedes réseauxdeneurones  est amélioré,mais
cecitantquelerecuitsimulén’apasétaitbloquédansunminimumlocal.
En ce qui concerne l’impact de la température initiale sur les performances des réseaux de
neuronesnouspouvons constater à traversnos expérimentations empiriquesquenouspouvons
réaliserunbonapprentissageavecdestempératuresélevées,commenouspouvonsavoiraussiun
bonapprentissageavecdestempératuresquinesontpastropélevées,parexemple(tableau10):
leréseaudeneuronesà3neuronescachésapuatteindredansledeuxièmecycled’apprentissage
quenousprésentons(ladeuxièmelignedutableau)unretardmoyende::8àpartird’une
température initiale=:, commeilaatteintdans le troisièmecycled’apprentissageque
nous présentons (la troisième ligne du tableau)  un retard moyen de 899: à partir d’une
températureinitialeplusélevée=.Eneffet,ensebasantsurleprincipedurecuitsimulé,
nousrappelonsqueàtempératurenulle,lesystèmeévolueàpartird'uneconfigurationversla,ou
les, configurationsd'énergie lesplusbassesparuneméthodede typegradient.Parconséquent,
danslecasd'unsystèmefrustré,laconfigurationatteinteestleplussouventunétatmétastable,
dont l'énergieestsupérieureàcelleduminimumabsolu.Lesystèmeestenquelquesortepiégé
dansceminimumlocal(Figure.33),suivantlaconfigurationinitiale,indiquéeparlesflèches,la
dynamiqueaboutitàtempératurenulledansl'unquelconquedesminimarelatifs,séparésparles
barrièresindiquéesenpointillés.Atempératureélevée,lesprocessusprobabilistespermettentau
systèmedesauterlesbarrièresséparantlesvallées.


+"54::Unpaysaged'énergiebasésurlerecuitsimulé.
Enrevanche,àtempératurenonnulle,lecaractèreprobabilistedeschangementsdeconfiguration
peut permettre au système de remonter la pente et de ressortir du bassin d'attraction d'un
minimumrelatifpouraccéderàunautrebassinplusprofond.Idéalement,pourserapprocherdu
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minimum,il faudraitque la températuresoitassezgrandepourpermettreausystèmedesauter
lesbarrièresetqu'ellesoitassezfaiblepourqu'ilsoitmalgrétoutattiréverslefonddesvallées.
Leplusintéressantestalorsd’envisagerunedoubledynamique:celledelarecherchedesminima
à température fixée, plus une dynamique de diminution de la température. Si l'on part d'une
température élevée, toutes les configurations sont accessibles et le système n'a qu'une faible
préférencepourlesétatsdefaibleénergie.Endiminuantprogressivementlatempératureparun
ratiordelabaissedetempératurepastropélevé,onpermetausystèmederechercherdesbassins
d'attraction relativement larges au début, tout en lui évitant d'être piégé par les attracteurs
métastables.Cequiexpliquel’obtentiond’unretardmoyenplusperformant(ladeuxièmeligne
du tableau: un retard moyen de ::8 à partir d’une température initiale = :? en
partantd’unetempératuremoinsélevéequeceluid’unretardmoyend’unapprentissagepartant
d’unetempératureplusélevée,puisquelepremierestbasésurunratiodebaissedetempérature
(=9)moinsélevéquelesecond(=).
DeplusnousavonsobtenudemeilleursrésultatsqueceuxobtenusparBarrettetBarman(Barrett
etBarman,1986).Eneffet,enpartantd’unematricealéatoiredepoidsd’unréseaudeneuronesà
cinqneuronescachés, leretardmoyendansl’atelieradiminuéde1:91:unitésdetempsà
:8199unitésdetempsenitérationsdurecuitsimulé.Depluspourlamêmeconfiguration
du réseau de neurones (5 neurones cachés) le retardmoyen dans l’atelier a diminué de1:
unitésdetempsà:91unitésdetempsenitérationsdurecuitsimulé.
Par ailleurs, si nous considérons les temps de nos calculs (CPU) nous constatons que
typiquement,uncycled’apprentissagede155 itérations (rund’optimisationviasimulation)qui
utilise lemodèle de simulation de notre atelier flowshop de 10 réplications et une période de
simulationde4ans,exige7285minutessurunPCavecIntelPentium®4,CPU3,80GHzet2
GodemémoireRAM.C'est-à-dire, 47minutes pour chaque itération du recuit simulé.Certes,
c’esttempsimportant,maisc’estletempsd’apprentissaged’unréseaudeneurones.Eneffet,la
phase d’apprentissage nécessite suffisamment de temps pour que le réseau de neurones puisse
finirsoncycled’apprentissageetatteintlaperformancequiluipermettradeprendrelesbonnes
décisions.L’élémentessentieldesréseauxdeneuronesestqu’ilspeuventcapterlesdépendances
non-linéairesdehautniveauentre lesvariablesd’entrée,cequiestpossiblegrâceà laprésence
d’unetransformation,elle-mêmenon-linéaire,danslecalculdelavaleurprédite.Cependant,ils
ne peuvent acquérir cette dépendance non-linéaire que s’ils ont suffisamment appris, ce qui
expliqueenpartieletempsd’apprentissageélevéqu’ilsnécessitent.
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D’autre part, le but de notre choix d’un atelier déjà existant dans la littérature pour pouvoir
compareretévaluerlesperformancesdesréseauxdeneurones,nousaobligédesimulersurune
longueduréedequatreannées(conformémentauxcaractéristiquesdel’atelierflowshopdeBarett
etBarmann),cequiexpliqueenpartieletempsd’apprentissagedesréseauxdeneurones,puisque
à chaque itération de recuit simulé dans le cycle d’apprentissage on évalue le retard moyen
généréparlesnouvellesdécisionsprisesparlesréseauxdeneuronesaprèsoptimisationdeleurs
poids.
Néanmoins,unefoisappris, leréseaudeneuronesprendlesbonnesdécisionsquioptimisent la
fonctionobjectifdansl’atelierenfractiondeseconde.Eneffet,lecalcullui-mêmedeladécision
duréseaudeneuronesnenécessitepasuntempsdecalcul(CPU)importantmaisc’estletemps
d’apprentissagequiinclutàchaquefoisl’évaluationvialemodèledesimulationquinécessiteun
temps très important. Dès que nous intégrant le réseau de neurones (sans le module
d’apprentissageparoptimisationviasimulation)dansl’atelierréelpourqu’ilprennesesdécisions
entempsréel,nousneparlonsplusalorsd’untempsdecalculpourlaprisededécisionspuisqu’il
estnégligeable.
Dansletableauquisuitnousprésentonslesperformancesdedeuxréseauxdeneuronesdifférents
dansnotremodèlelepremierserviraàdéterminerlechoixderèglesdeprioritédanslapremière
filed’attente.Alorsqueledeuxièmeréseaudeneuronesserviraàdéterminerlechoixderèglesde
prioritédansladeuxièmefiled’attente.
Nombredeneuronesdanslacouchecachéedupremierréseaudeneurones=4
Nombredeneuronesdanslacouchecachéedudeuxièmeréseaudeneurones=3





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(;)(4  Les résultats des différentes expérimentations de l’apprentissage du réseau de
neuronesavecnombredeneuronesdanslacouchecachéeest3.
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Les résultats que nous avons obtenu en considérant un réseau de neurones pour chaque file
d’attente sont assez performants; certes ils ne dépassent les résultats que nous avons déjà
présentés(unréseaudeneuronespourlesdeuxfilesd’attentes)maisilssonttropprès,pourles
deuxexpérimentationsquenousavonsretenusetprésentésdansletableauci-dessus,lesréseaux
deneuronesontminimiséleretardmoyenà:9et89.Eneffet,nousavonsapprisà
chaque réseau de neurones le comportement de la file d’attente pour laquelle il prend ses
décisions et choisit les règles de priorité adéquates, alors nous avons limité le champ de
connaissance de chaque réseau de neurones dans le but qu’il garde sa concentration
d’apprentissagesurunseulcomportement (d’uneseule filed’attente), c’estpourcelaquenous
avonsconsidérépourchaqueréseaudeneuroneslesvariablesquisontliéesàlafiled’attentequi
luicorrespond(voirlestableauxdesvariablesdedécisionsdanslasectionprécédente).

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NousconsidéronsunatelierjobshopinspirédutravaildeFonsecaetNavaresse(Fonsecaetal.
2002) (Mouelhi et al. 2008), fonctionnant demanière stochastique.Cet atelier est constitué de
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quatremachinesdifférentes{M1,M2,M3,M4},etnousavonsquatretypesdepiècesdifférents
{P1,P2,P3,P4}.
Lespiècessuiventlescheminementssuivantsenfonctiondeleurtype: 
(;)(4Séquencesdespiècesenfonctiondeleurtype
6%%"7'. &=4-'.
P1 M1–M3–M2
P2 M2-M3-M1–M4
P3 M2-M3-M4
P4 M4-M2-M1
La loi d’arrivée des pièces est du type exponentiel de moyenne 5,5 minutes. Les taux de
productiondespiècesetlesloisrégissantlestempsopératoirespartypedepiècesetparmachine
enminutessuivantuneloinormale[moyenne,écarttype]sontprésentésdansletableausuivant:
(;)(48Paramètresdesloisdesduréesopératoires







6%%"7'. %*"-("<&%(*6%>R?  1 : 
P1 40 [9,1.3] [7,1] [8,1.2] -
P2 15 [7,1] [8,1.2] [9,1.3] [7,1]
P3 20 - [9,1.3] [7,1] [9,1.5]
P4 25 [9,1.5] [4,1] - [8,1]
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Chaque machine dans l’atelier possède sa propre file d’attente. Le problème que nous
considéronsdanscet atelierestdeminimiser le retardmoyen.Nous recherchonspourcelades
heuristiques capablesdedéterminer la séquence depassagedespièces sur chaquemachine, en
considérantl’étatréeldusystèmeàchaqueinstanttdeprisededécision.
Le Passage des pièces dans les files d’attente est assuré par six règles de priorité. Elles ne
présententpastouteslemêmeintérêtmaisellespermettentderéaliserdesheuristiquesdegestion
deproductionvariée.
Lesrèglesquenousavonsutiliséespournotreateliersont:
• FIFO(FirstInFirstOut),LIFO(LastInLastOut),
• SPT(ShortestProcessingTime),LPT(LongestProcessTime),
• EDD(EarliestDueDate),
• PPM:PlusPetiteMarge;lamargecorrespondàladifférenceentreladatedelivraisonet
lasommedestempsopératoiresàeffectuer.
Notremodèledereprésentationdel’atelierestprésentéci-dessous:

+"54:Représentationdel’atelieràcheminementsmultiplesétudiéetdesdifférentsflux
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Pour modéliser l’atelier nous avons utilisé le logiciel de simulation ARENA 10.0, l’unité de
tempsdelasimulationestlaminuteetnotreatelierfonctionne24heuressur24et7jourssur7,
sans pausemême pendant les changements d’équipe. La durée de la simulation est de 40320
minutes soit 1 mois comprenant une période de transition de 1 semaine durant laquelle les
statistiquesdel’ateliernesontpascomptabilisées.
Dansnotre Jobshop, lespanneset lesarrêtsdemaintenancene sontpasprisencompteet les
temps de transfert entre les différentes parties de l’atelier sont considérés comme nuls. On
considèrequ’iln’yajamaisderuptured’approvisionnement.
Pourrésoudreceproblème,nousproposonslaconstructiond’heuristiquesbaséessurdes règles
de priorité à partir d’une logique déterminée par un réseau de neurones.Cette logique sera au
départaléatoire,puisamélioréeparoptimisationviasimulation,afindedevenirprogressivement
performante.

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Lesdécisionsétantbaséessur l’étatcourantde l’atelier,nousdéfinissons levecteurd’entréeX
quireprésentelesvariablesd’étatdecelui-ci.Nousavonsétudiélesparamètresetlesvariablesde
l’atelierquireflètentaumieuxsonétatcourantetquiinfluentsurlesdifférentesrèglesdepriorité
quicomposerontnosheuristiques.Lesdifférentesvariablesdedécisionquenousavonsretenues
sont:



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1 PourcentagedespiècesdetypeP1danslafileconcernée.
2 PourcentagedespiècesdetypeP2danslafileconcernée.
3 PourcentagedespiècesdetypeP3danslafileconcernée.
4 PourcentagedespiècesdetypeP4danslafileconcernée.
5 Nombredepiècesdanstouteslesautresfiles.
6 Tempsopératoiremoyen.
7 Tempsopératoiremaximum.
8 Tempsopératoireminimum.
9 Numérodelafiletraitée.
10 Datedelivraisonminimum.
11 Datedelivraisonmaximum.
12 Datedelivraisonmoyenne.
13 Pourcentagedepiècesdanslafilequiontunemargeinférieureà10.

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+"54:Leréseaudeneuronesutilisépourlechoixdesrèglesdepriorité

Danslesexpérimentationsquenousavonsréalisées,leréseaudeneuronesestconstituédetrois
couches:unecouched’entréede13neuronesquireprésententlevecteurd’entrée3del’étatde
l’atelierlorsdelaprisededécisionetquisontcommuniquésparlasimulation,unecouchecaché
de4neuronesetunecouchedesortied’unseulneuronequireprésentelarègledeprioritéchoisie
(figure35).
Ces couches sont reliées entre elles par 56 connexions qui constituent notrematriceW de 56
poidsquenouscherchonsàoptimiser.Nousutiliseronsunefonctiontangentiellecommefonction
d’activation.Lemodule réseaudeneuroneet lemoduled'optimisationontétédéveloppésavec
MicrosoftVisualC++etconnectésdirectementaveclemodèledesimulationdujobshop.

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Danscesexpérimentations,nousavonsutiliséun recuit simulécommeméthoded’optimisation
delamatriceW,exactementcommedansl’exempleprécédentdel’ateleierflowshop.
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Unesolution initialeW0est tiréealéatoirement.Laperturbationdes solutionsestbasée surdes
principes de voisinage variables. Les principes duvoisinage du recuit simulé est lemêmeque
celui du voisinage du recuit simulé utilisé pour l’optimisation via simulation de l’exemple
précédent(voirl’exempleduflowshop).
L’approchechoisieassure laconnexitéde l’espacederecherche.Lafonctionobjectif, le retard
moyen, est évalué par la simulation. Après plusieurs expérimentations, le paramètre de la
diminution de température r et la  température initiale ont été empiriquement déterminés. Le
recuitsimulés’arrêtequandlatempératureestinférieureàε,avecε
initialementchoisie.
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Nous présentons dans cette section les résultats que nous avons obtenus après les
expérimentations menées pour l’apprentissage des réseaux de neurones à prendre les bonnes
décisionsdansl’atelierjobshop.
D’abord et pour pouvoir comparer les décisions du réseau de neurones aux performances des
meilleuresrèglesconsidéréesdansl’atelier(FIFO,LIFO,SPT,LPT,EDDetPPM),nousavons
considérél’impactdechacunedecesrèglessurleretardmoyen.Letableau3présenteleretard
moyendessixrèglesdeprioritéassociéesàchacunedesfilesd’attentedesquatremachinesde
l’atelier.
(;)(49Lesrésultatsdessixrèglesdeprioritésurlesquatremachinesdel’atelierjobshop
75)%""*& *(#6-
SPT 298.305
PPM 156.496
EDD 157.813
FIFO 182.128
LPT 581.188
FIFO 412.569
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Ensebasantsurlesrésultatsci-dessus(tableau17),nousconstatonsquelesrèglesPPMetEDD
sontlesrègleslesplusperformantespourminimiserleretardmoyendansnotreatelierjobshop.
Ensuite,enanalysantlesrésultatsquenousavonsobtenusnousconstatonsqu’ilssontsimilairesà
ceux obtenus dans le premier exemple (l’atelier flowshop). En effet, au cours des premières
itérationslesretardsmoyensobtenusparlesdifférentsréseauxdeneuronessonttrèsélevés,tels
qu’ilssontattenduspuisquelesréseauxdeneuronesn’ontpasencoreappris.Puis,toutaulongde
l’optimisation de ses poids par le recuit simulé, chaque réseau de neurones que nous avons
considéréapermisladiminutionduretardmoyendansl’atelier.Nousnousapercevonsqu’après
optimisation le réseaudeneurones arrive à combiner les six règlesdepriorité et proposerune
heuristiquedanslebutdeminimiserleretardmoyendansl’atelier.Alors,ilestdevenucapable
dechoisir lesrèglesdeprioritésanssebasernisuruneexpertisepréalable,nisurunensemble
d’apprentissage.

+"54:8Evolutionduretardmoyen

LaFigure36présente ladiminutiondu retardmoyendurant lesdifférentes itérationsdu recuit
simulépourunexempledecycled’apprentissageà507itérationsetunetempératureinitiale=
 (voir la ligne 3 du tableau 18); d’abord, nous avons calculé le retardmoyen avec une
matrice initialedepoids tirésaléatoirement: leretardmoyen initialestégalà188.Les
résultats obtenus (dans les premières itérations) sont très mauvais. Ensuite, tout au long de
l’optimisationdesespoidsparlerecuitsimulé,leréseaudeneuronespermetdediminueleretard
moyendansl’atelier:ilaatteintunretardmoyende1881.Deplus,nousconstatonsque
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cettedernièreexpérimentation(voirlaligne3dutableau18)apermisl’apprentissaged’unréseau
deneuronesquiaétécapablededépasserlesperformancestrouvéesdansletableau17desrègles
statiques que nous avons présenté au début de cette section. Ainsi, le réseau de neurones a
minimisé le retard moyen de 188 à 1881 unités de temps, et a dépassé les
meilleures règles testéesPPMetEDDquin’ontminimisé le retardmoyenrespectivementqu’à
88 et 9:. L’apprentissage du réseau de neurones lui a permis d’acquérir la
connaissancenécessaire àcoupler lesbonnes règlesdepriorité auxbonsmomentsducyclede
pilotage,auregarddeminimiserleretardmoyen.
D’ailleurs, les performances des réseaux de neurones se sont améliorées lorsque nous avons
considéré un réseau de neurones pour chaque file d’attente.En effet, nous avons considéré un
réseau de neurones différent pour chaque file d’attente, de telle sorte que nous apprenons à
chaque réseau de neurones le comportement de chaque file d’attente à part, c'est-à-dire nous
avons limité la connaissance qu’il doit acquérir à une seule file d’attente, ceci a permis un
apprentissage plus efficace qi nous comparons les retards moyens ainsi obtenus(tableau 19):
1,88et119
Par ailleurs, si nous considérons les temps de nos calculs (CPU) nous constatons que
typiquement,uncycled’apprentissagede507 itérations (rund’optimisationviasimulation)qui
utilise le modèle de simulation de notre atelier jobshop de 30 réplications et une période de
simulationde1mois, exige4562secondespour surunPCavec IntelPentium®4,CPU3,80
GHzet2GodemémoireRAM.C'est-à-dire,environ9secondespourchaqueitérationdurecuit
simulé.Ces tempsCPU sont largement inférieurs à ceux constatés pour l’atelier flowshop.En
effet,commenousl’avonsexpliquédanslepremierexemple(flowshop)letempsdecalculsCPU
dépendétroitementdu tempsque lasimulationconsacrepourévaluerdanschaque itération les
performancesduréseaudeneuronesoudesréseauxdeneurones(encasd’unréseaudeneurones
pour chaque file d’attente). Dans l’atelier jobshop que nous avons choisi, la période simulée
correspondàunmoiscequiexpliqueunedifférencetrèsimportanteentreletempsdecalculdans
l’atelierflowshopetletempsdecalculdansl’atelierjobshop.



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Résultatsdelapropositiond’unréseaudeneuronespourlesquatrefilesd’attente
(;)(4  Les résultats des différentes expérimentations de l’apprentissage du réseau de
neurones
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
Résultatsdelapropositiond’unréseaudeneuronespourchaquefiled’attente
Dans le tableau qui suit nous présentons les performances de quatre réseaux de neurones
différentsdansnotremodèlechacunserviraàdéterminerlechoixderèglesdeprioritédanslafile
d’attenteconcernée.




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Atraverscechapitre,nousavonsillustrél’approchedel’apprentissageautonomedesréseauxde
neuronespourlepilotageentempsréelbaséesurl’optimisationviasimulation.

Ainsi,nousavonsdétaillédansunpremier temps, lesexpérimentationsquenousavonsmenées
surlepremierexemple:l’atelierflowshopquenousavonschoisiàpartirdestravauxdeBarettet
Barman (Barett et Barman, 1986). Dans un second temps, nous avons mené une série
d’expérimentationssurundeuxièmeexemple:unatelierJobshopluiaussiinspirédelalittérature
(FonsecaetNavaresse,2002).Danslesdeuxexemples,lesréseauxdeneuronesexpérimentésont
acquisparl’apprentissagebasésurl’optimisationviasimulationlaconnaissancenécessairepour
prendrelesbonnesdécisionsdepilotagepourlesdeuxateliersflowshopetjobshop.



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Lepilotaged’ateliersnécessitedeprendredesdécisionscomplexesetsouvententempsréelqui
sontprisestrèsempiriquement.Toutefois,l’apprentissageoffredespossibilitéstrèsintéressantes
pour ce type de pilotage, et dans lamesure où le pilotage s’effectue sur la base d’un état du
systèmechangeantdynamiquementaucoursdutemps,ilesttrèsdifficilededisposerd’exemples
des«meilleurespratiques».
Plusieursauteursontmontréquelasimulationétaitcapabledefournirdesexemples,mettanten
relation des stratégies de décision avec des performances, de telle sorte que des outils
d’apprentissage automatique puissent en extraire des connaissances utiles et construire les
ensembles d’apprentissage. Pour cela, la plupart des travaux dans la littérature utilisent des
ensemblesd’apprentissageissusdesmodèlesdesimulationdessystèmesdeproductionétudiés,
mais ceci présente des inconvénients liés à la prise en compte des changements qui est
indispensablepourleschangementsdesstratégiesdeproductionaucoursdutemps.Eneffet,la
priseencomptedetelschangementsentempsréeldanslessystèmesdeproductionestnécessaire
dansdessystèmesquisontconfrontésàdesimprévusquipeuventsurveniraucoursduprocessus
de production (commandes urgentes, manque de matière première, pannes de machine,
absentéisme, etc) et qui peuvent nuire aux objectifs de la production. Dans ce sens, plusieurs
travauxontessayédeprendreencomptecetypedeschangements.Leschercheursontproposé
dessolutionsdedécompositiondestempsdeproductionetlessimulersurdespériodescourtes,
d’autres ont proposé des seuils de contrôle à partir desquels ils révisent l’état du système et
prennent en compte les changements qui ont amené à atteindre ce seuil.Malheureusement la
solutiondedécompositionnerésoutpastotalementl’aspecttempsréelpuisqueaucoursmêmede
lacourtepériodesimuléel’étatdusystèmepeutchangeretcederniernepeutêtreprisencompte
quedanslapériodequisuit.Demêmepourlesseuilsdecontrôle,puisqueilesttrèsdifficilede
déterminer le bon seuil à partir duquel la prise d’une nouvelle décision de production est
nécessaire. A notre connaissance il n’existe pas d’approche qui assure un apprentissage des
méthodesd’apprentissageautomatiqueetquiprendencompteceschangementsd’étatdans les
systèmesdeproductionentempsréel.
Alors, nous avons présenté dans ces travaux de thèse une approche qui surmonte la difficulté
d’élicitation des connaissances à partir des modèles de simulation pour l’apprentissage des
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méthodesd’apprentissageautomatiques,depluscetteapprocheprendencompteleschangements
d’étatdessystèmesentempsréel.
Eneffet,nousavonsprésentéleconceptd’apprentissageautonomederéseauxdeneuronespour
prendrelesdécisionsdepilotagedansunsystèmedeproduction.Cetyped’apprentissageviseà
extraire de façon autonome des connaissances d’un modèle de simulation, sans utiliser
d’ensemblesd’apprentissage,difficilesàconstituerdanslecasdupilotaged’ateliers.
Dans la démarche présentée, l’apprentissage s’effectue par optimisation via simulation des
paramètresd’unréseaudeneuronesparrapportàunobjectif.Aprèsoptimisationviasimulation,
le réseaudeneuronespossède lacapacitédedéciderquelleactiondepilotage entreprendre, en
fonctiondel’étatdel’atelier,poursatisfaireàl’objectifvisépourlepilotage.
Ainsi, nous avons montré comment un système pouvait acquérir des connaissances de façon
autonome, grâce à l’utilisation combinée d’approches de simulation et d’optimisation, et d’un
réseaudeneurones.
Les connaissances sont acquises sans intervention d’opérateur, sans expertise préalable et sans
ensemble d’apprentissage. La propriété des réseaux de neurones en tant qu’approximateurs
universels  de fonctions complexes et non linéaires, rendent leur usage très attractif dans ce
contexte.
Nousavonsgénérédesconnaissancesrelativesaufonctionnementdel’atelierentempsréeleten
considérant chaque changement d’état dans l’atelier à chaque instant de prise de décision.
Autrement dit, nous cherchons à générer des connaissances par simulation sans utiliser des
ensembles d’apprentissage préalablement déterminés. Comme nous l’avons présenté dans les
chapitresprécédents,des travauxpossédantquelques liensavec l’approchequenousproposons
sontprésentésdans(Geigeretal.,2006)pourgénérerunenouvellerègledeprioritédepassage
de pièce. Les principes exposés ici diffèrent fortement de l’approche par programmation
génétiqueproposéeparcesauteurs.Parailleurs,nospropositionsontvocationàs’appliqueràdes
problèmesbeaucouppluslargesdepilotaged’atelier.
Afind’illustrer l’efficacitéet lepotentieldenotreméthode,nousl’avonsappliquéeàunatelier
flowshopsimplifié,déjàétudiédanslalittérature(BarettetBarman,1986)etàunatelierJobshop
aussi inspiré de la littérature (Fonseca et Navaresse, 2002); Dans les deux cas, le réseau de
neuronesaétécapabled’auto-apprendreàpiloterlesystèmeetàchoisirentempsréellesrègles
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lespluspertinentesenfonctiondel’étatcourantdel’atelier.Lesrésultatsobtenusmontrentquele
réseaudeneuronesaétécapabled’auto-apprendreàcontrôler l’atelieren tempsréel,etqueles
connaissancesgénéréessontextrêmementpertinentes.
Cetteapprochepeutêtreappliquéeàunlargespectredeproblèmesdepilotage.Unefoisentraîné
hors ligne, le réseau de neurones peut être installé sur l’atelier réel. Une des conditions
essentiellespour l’applicabilitédecette approcheest,pour l’instant,que lescaractéristiquesde
l’atelier restent suffisamment stables au cours du temps. Si des changementsmajeurs devaient
intervenir (e. g. ajout demachines supplémentaires), alors il pourrait devenir nécessaire de ré
entraînerleréseaudeneuronesavecunmodèledesimulationmisàjour.L’ajustementduréseau
enfonctiondeschangementsdecaractéristiquesestunedesperspectivesderechercheliéeàce
travail.
La principale limite de ce type d’approche réside principalement dans les temps de calcul
nécessaires. Laméthode d’optimisation choisie doit permettre une convergence rapide vers de
bonnes solutions. Néanmoins cette approche parait extrêmement prometteuse. Nos recherches
futures intègrent de nombreuses directions. Parmi celles-ci on relève l’amélioration de
l’optimisation(Siarryetal.1997),unemeilleuregestiondesproblèmesdetempsdecalcul,une
meilleure prise en compte des aspects stochastiques dans la comparaison des solutions lors de
l’optimisationviasimulationetl’applicationàd’autrestypesdeproblèmes(chaîneslogistiques,
etc.).
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(?Create(issudu templateBasicProcess) :UnblocCreatepermetdecréerdesentités.Celui
représentédanslafiguresuivanteestintituléCreate1(champName=Create1).Sontindiqués:
- La période de création des lots d’entités (cadreTime Between Arrivals, par exemple :
champType=Constant,champValue=2),
- Latailledeslots(champEntitiesperArrival=1),
- Lenombretotaldelotsàcréer(champMaxArrivals=Infinite),
- Ladatedecréationdupremierlot(champFirstCreation=0).
Lesvaleursconsidéréessonttellesqu'uneentitéestcrééetoutelesdeuxunitésdetempsàpartir
del’instant0,ceciuneinfinitédefois.

;?Dispose(issudutemplateBasicProcess):UnblocDisposepermetdedétruiredesentités.Celui
représentédanslafiguresuivanteestintituléDispose1(champName=Dispose1),uneentitéentrant
dansceblocestimmédiatementdétruite.
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
'?Delay (issu du template Advanced Process) : Un blocDelaypermet de retarder le passage
d'entités.CeluireprésentédanslafiguresuivanteestintituléDelay1(champName=Delay1),
quanduneentitéentredanscebloc,elleyresteinconditionnellementpendantladurée(aléatoire
ounon)indiquéedanslechampDelayTime.

?Seize(issusdutemplateAdvancedProcess):UneentitéprésentedansunblocSeizenepeut
sortirdeceblocques’ilexisteunnombresuffisantde ressources".%-";). (lenombreet le
typede ressourcesétant spécifiésdans lebloc) ;enattendant l’entitéest stockée («patiente»)
dansunefiled’attente interneaublocSeize.Lefaitqu'uneentitésortedublocindiquequeles
ressources,disponiblesennombresuffisant,sont«saisies»(etdoncplusdisponibles).
Le bloc représenté dans la figure suivante est intitulé Seize 1 (champName= Seize 1). Pour
simplifierlacompréhension,considéronsqueseulementuntypederessourceestconcerné(dans
l’exemple,Resource1),alors:
- le nom de la ressource est spécifié dans le champ Resource Name, soit Resource Name =
Resource1(l’ajoutd’unautretypederessourcedonneraitlieuàunelignesupplémentaire
danslalisteResources),
-lenombre(minimum)deressources(detypeResource1)disponiblesestspécifiédanslechamp
Quantity,parexempleQuantity=1.
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Sachantqu'uneressourcepeutnepasêtredisponible,lesentités,enattented'unnombresuffisant
deressourcesdisponibles,sontstockéesdansunefiled'attente,intégrée(enamont)aublocSeize,
etdontlenomestindiquédanslechampQueueName(soitQueueName=Seize1.Queue).

Unefiled’attenteestcaractérisée(configurée)parleblocQueue(issudutemplateBasicProcess,
appartenantaucadreexpérimentaletdoncnontraverséparuneentité),voirlafiguresuivante:
-lechampNamepermetdedéclarerunefiled’attente,parexempleSeize1.Queue,
-lechampTypepermetd’indiquerlemodedegestiondelafiled’attente.Pardéfaut,lemodede
gestionestdetypeFirstIn,FirstOut(FIFO).
LeblocQueuepermetdedéfinirplusieursfilesd'attentedansunmêmemodèle.

Lestypesderessource,ainsiquelenombrepourchaquetypederessources,sontindiquésdansle
blocResource (issudu templateBasicProcess, appartenantaucadreexpérimentaletdoncnon
traverséparuneentité),voirlafiguresuivante:
-lechampNamepermetdedéclareruneressource,parexempleResource1,
Représentationgraphiquedelafiled’attente
associéeaublocSeize1
 -142-
-lechampCapacitypermetdedéfinirlenombred’unitédelaressource,parexemple1.
LeblocResourcepermetdedéfinirplusieurstypesderessourcesdansunmêmemodèle.

?Release (issudu templateAdvancedProcess) :UnblocReleasepermetde « relâcher »des
ressources. Celui représenté dans la figure suivante est intitulé Release 1 (champ Name =
Release1).Quanduneentitéentredanscebloc,ellelibère(relâche)la,oulesressourcesdontle
nom est spécifié dans le champ Resource Name, par exemple Resource 1, le nombre de
ressources libérées est spécifié dans le champ Quantity, par exemple 1. On peut noter que
l’exécutiondecettetâcheestinstantanée,autrementditletempsdepassaged’uneentitédansun
blocRelease est nul. Pour simplifier, seul un type de ressource est concerné (dans l’exemple,
Resource1),l’ajoutd’unautretypederessourcedonneraitlieuàunelignesupplémentairedans
lalisteResources.

@? Assign (issu du template Basic Process) : Un bloc Assign permet d’assigner une valeur,
notamment,àunattribut,unevariable(éventuellementpropreàSIMAN,parexemplerelativeà
l’étatd’uneressource),durantl’exécutiond’unesimulation.Quanduneentitéentredansunbloc
Assign,l’expression-logiqueoumathématique-spécifiéedanslechampNewValueestévaluée
et assignée, selon le contenudu champType (Attribute,Variable,…), à un attribut (rattaché à
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l’entité « activant » lebloc)ouunevariable.Dans la figure suivante, le bloc intituléAssign1
(champName=Assign1)permetdedéclarer:
-unevariableVariable1à1;
-unattributAttribute1àTNOW;
- une variableVariable 2 à STATE(resource 1). La variableSTATE(resource 1) restitue l’état
courantdelaressourceresource1(lesvaleurspossiblessont:-1=Idle;-2=Busy;
-3=Inactive;-4=Failed);
-uneVariable3àAttribute1.

Lebloc("(;)(issudutemplateBasicProcess,appartenantaucadreexpérimentaletdoncnon
traverséparuneentité)permetdedéclarerdesvariables.
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
A? Process (issu du template Basic Process) : Un bloc Process permet de simuler le
comportement d’une machine, sachant que différents modes de fonctionnement sont autorisés
selonlecontenuduchampAction(situédanslecadreLogiclorsquelechampType=Standard).
UnblocProcess,intituléProcess1(champName=Process1),estdécritdanslafiguresuivante.

LorsquelechampActioncontientlavaleur:
i)Delay, lamachinese ramèneàunsimpleblocDelay,cequipermetdesimulerun tempsde
traitement(voir lecadreDelayTypepourassigneruntempsdetraitement)et lefaitqu’iln’ya
pasdecontraintevis-à-visdelaressourcedelamachine.
2i) SeizeDelay, lamachine nécessite une, voire plusieurs ressources (voir le cadreResources
pourassignerletype,ainsiquelenombre,deressourcesconcernées)durantuntemps(relatifau
tempsde traitement)minimum indiquédans le cadreDelay (le relâchementde la ressource est
supposéréaliséenaval).
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3i) Seize Delay Release, idem. au cas 2i) avec une gestion au niveau du relâchement de la
ressource«saisie».
4i)DelayRelease,idem.aucas3i)sanslagestiondel’allocationdela,voiredesressources
nécessairesautraitementd’unepièce(cettegestionestsupposéeréaliséeenamontdu
bloc).
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LesblocsdécritsauVIII.2permettentdemodéliserunsystèmephysique,sanspourautantfournir
d’informations (exceptées celles données par défaut dans le rapport final). La collecte
d’informationsspécifiquessefaitenutilisantdesblocssupplémentairestelsqueleblocRecordet
leblocStatic.DanscequisuitnousdécrivantleblocStaticàtitred’exemple.
1?LeblocStatistic (issu du templateAdvancedProcess, appartenant au cadre expérimental et
doncnontraverséparuneentité)permet,selonlecontenuduchampType,de:
-collecterdurantlasimulationdesstatistiquesissuesdevariablesSIMAN, tellesquelenombre
d’entités contenues dans une file d'attente (variableNQ, cf. 2.a), le taux d’occupation d’une
ressource(variableNR,cf.2.b)(Type=Frequency);
-spécifierlesfichiersdanslesquelsserontsauvegardéeslesdonnéesd’observationsindividuelles,
parexemple:
-cellesissuesd’unblocRecord>relatifàuncompteurouuntally)(Type=CountouTally)(cf.
2.c));
- celles issuesd’unevariableSIMAN (lenombred’entitéscontenuesàchaque instantdansune
filed'attente,letauxd’occupationàchaqueinstantd’uneressource(Type=Frequency)(cf.2.c)).
1(?LorsquelechampType=FrequencyetlechampFrequencyType=Value,leblocStatistic
permet, à travers la variable NQ (abréviation de Number in Queue) - mise à jour
automatiquementparSIMAN,dedisposerdunombred’entitéscontenuesdansunefiled'attente.
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Parexemple,ensupposantdéfiniunefiled'attenteintituléeProcess1.Queue,lavariableStatistic
3(champName=Statistic3)permetdeconnaîtrelenombred’entitésprésentesàchaqueinstant
danslafiled’attenteProcess1.QueuelorsquelechampExpression=NQ(Process1.Queue)(voir
figureci-dessous).
1;?LorsquelechampType=FrequencyetlechampFrequencyType=Value,leblocStatistic
permet, à travers lavariableNR (abréviationdeNumberofbusyResourceunits) -miseà jour
automatiquementparSIMAN,dedisposerdutauxd’occupationd’uneressource.
Par exemple, une machine constituée de n ressources permet le traitement en parallèle de n
pièces.Uneressourcepeutêtreoccupée(busy),soitdisponible(idle).Parexemple,considérons
unemachine, représentéeparunblocProcess1,utilisantuneressourceResource1decapacité
égale à 3 (donnée déclarée dans un bloc Resource), la variable Statistic 4 (champ Name =
Statistic4)permetdeconnaîtrelenombrederessourcesResource1occupéesaucoursdutemps
(cenombrepouvantêtreégalà0,1,2ou3)lorsquelechampExpression=NR(Resource1)(voir
figureci-dessous).
1'?Lenomdufichier-ainsiquesonrépertoiresicelui-ciestdifférentdurépertoirecontenant
l’application - dans lequel sont enregistrées les données issues d’un bloc Record ou d’une
variableSIMAN(NQouNR)estindiquédanslechampCounterOutputFileouTallyOutputFile
(selonqueleblocRecordestrelatifàuncompteurouuntally)ouOutputFile(pourunevariable
SIMAN NQ ouNR).Le contenu du champ Type est respectivement égal àCounter, Tally ou
Frequencyselonquelesdonnéessontissuesd’uncompteur,d’untallyoud’unevariableSIMAN
(NQouNR).Afindedisposerdesdonnéesauformatcsv(abréviationdecomma1separated1value,
« comma » signifiant virgule), il suffit demettre l’extension .csvau fichier de sauvegarde.Ce
formatestreconnunotammentparMatLab(vialacommandeCSVREAD)etExcel.Aupréalable,
ilfautindiquerquelefichierdesauvegardeestauformattexte;pourcelacocherlacaseWrite
StatisticsOutputFilesasTextaccessiblevialemenuRun/Setup/RunControl/Advanced.

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