Abstract: Individual-level models (ILMs) are a class of complex, statistical models that are often fitted within a Bayesian framework, and which can be suitable for modeling infectious disease spread. The deviance information criterion (DIC) is a model comparison tool that is appropriate for complex, Bayesian models, and since its development a number of variants have been proposed, including those for its application to missing data models. Here, we assessed five variants of the DIC and their application to ILMs, in particular a class of infectious disease models known as latent conditional LC-ILMs, which depend on a potentially unknown latent grouping variable for each individual in the population. The effectiveness of the traditionally defined DIC was compared to alternative DIC definitions through a simulation study, to assess which is most applicable for this class of models. Epidemic data was generated under an LC-ILM, to which both a spatial ILM (SILM) and the LC-ILM were fitted. Each variant of the DIC was then calculated for every fitted model, and the DIC values obtained for the LC-ILM were compared to those from the SILM. The results of the simulation study indicate that the DIC can be effective for model comparison within complex Bayesian models; however, the degree to which it is effective is dependent upon the variant of the DIC used and the amount of available information on the latent grouping variable.
Introduction
A broad range of statistical models of varying complexity have been developed for the modeling of infectious disease transmission (see O'Neill (2010) for a recent review). One such class of models is that of the individual-level models (ILMs) of Deardon et al. (2010) . These discrete-time models allow for the inclusion of covariates, such as geographical location, at the level of individuals whose infection status is being modeled. Typically, such infectious disease models are fitted within a Bayesian Markov chain Monte Carlo framework (Robert and Casella 2004) .
Model comparison tools for infectious disease models are an area that is currently under investigation by many authors (O'Neill 2010) . Bayesian model selection via reversible jump Markov chain Monte Carlo is one method that has previously been used to compare infectious disease models (see, for example, Neal and Roberts (2004) and O'Neill and Marks (2005) ). While this method has been found to be effective in comparing models within a Bayesian framework, the computational burden associated with it can be significant (Gamerman and Lopes 2006; Han and Carlin 2001) . The deviance information criterion (DIC), originally proposed by Spiegelhalter et al. (2002) , is also a model comparison tool that is suited for complex models fitted within a Bayesian framework and can be easily calculated for models fitted using Markov chain Monte Carlo techniques. However, since its initial development, variants of the DIC have been proposed, including those for treating missing data models (Gelman et al. 2004; Celeux et al. 2006) . Among these are latent conditional ILMs (LC-ILMs), an extension of the ILMs of Deardon et al. (2010) . These models are dependent upon a latent grouping variable, which may or may not be known for each individual in the population. Consequently, it is therefore desirable to identify variants of the DIC that may be used as an effective model comparison tool for models that impute potentially large numbers of missing values.
The application of variants of the DIC to ILMs/LC-ILMs is explored within this paper through a simulation study. In Section 2, the ILM/LC-ILM framework, model specifications and variants of the DIC are presented. The simulation study and model fitting procedures are discussed in Section 3, while the simulation study results and summary of the conclusions are presented in Sections 4 and 5, respectively. The results of this study are used to further explore model comparison techniques within the context of ILMs, by assessing which variants of the DIC are most applicable to this class of models. A brief discussion regarding the relevance of model selection methods in epidemiological practice is presented in Appendix.
Methodology 2.1 Individual-level models
ILMs are a class of models that can be used to describe the spatiotemporal spread of infectious diseases, a framework for which is described in Deardon et al. (2010) . ILMs incorporate spatial proximity between infectious and susceptible individuals, as well as information on disease transmissibility and susceptibility factors, to model the probability of a susceptible individual becoming infected during a given time period. These, and similar, models have been used to describe the transmission dynamics of such infectious diseases as foot-and-mouth disease (Keeling et al. 2001) , measles (Groendyke et al. 2012 ) and a citrus virus between trees (Gibson 1997) , to list a few examples.
The ILM framework itself is placed within a standard compartmental modeling framework, wherein at any given time each individual within the population can be categorized into one of a number of possible states. For the purposes of this study, we focus on the SI R model, in which individuals can be classified as one of susceptible (S), infectious (I) or removed (R).
Individuals not yet exposed to the disease are considered susceptible, whereas in the infectious state, infected individuals are capable of transmitting the disease to other members of the population. Note that in an SIR model, there is no assumed latent period. Therefore, susceptible individuals who become infected at a given time point are then considered to be infectious at the next immediate time point. In the final state, infected individuals have been removed from the population either through recovery, immunity, or death. Over time, individuals in the population that get infected move between states: S ! I ! R.
General model
We follow the model notation of Deardon et al. (2010) . We use the notation SðtÞ, IðtÞ and R(t) to denote the set of susceptible, infectious and removed individuals at each time t, respectively. Here, time is considered to be a discrete variable, where discrete t represents the semi-open, continuous interval ½t; t þ 1Þ. Therefore, if an individual transits between states during this time interval, it is assumed that this transition occurred at discrete time t. and denotes the probability of an individual i becoming infected at time t. The susceptibility factors for individual i and transmissibility factors for individual j are represented by Ω S ðiÞ and Ω T ðjÞ, respectively, and κði; jÞ is the infection kernel representing risk factors involving both individuals (e.g. distance between i and j).
The "sparks term," "ði; tÞ, can be a random term or a function of disease-related factors and/or time, and can be included to account for infections that are not well explained by the other terms in the model. The number of time points that individuals remain infectious is known as the infectious period, and can be modeled in a number of ways. Here we follow Deardon et al. (2010) and assume that all individuals that become infectious remain in that state for γ I time points. Using the probability statement in eq.
[1], the probability of an infection pattern at time t, f t ðSðtÞ; IðtÞ; RðtÞj θ), is defined as where the term "infection pattern" refers to all new infections occurring, and all susceptible individuals remaining uninfected, at time t. Note that the infection pattern at time t is therefore observed at time t þ 1. The set of parameters utilized by the ILM in eq.
[1] are represented by θ, while the epidemic data, described by the sets SðtÞ, IðtÞ and RðtÞ over all time units t, are denoted as D. The probabilities of observed infection patterns over the entire epidemic duration (t ¼ 1; :::; t max ) under the model are then used to calculate the likelihood of the data given the parameter set θ, given by
f t ðSðtÞ; IðtÞ; RðtÞj θ Þ: ½3
The ILMs are fitted within a Bayesian framework, where the posterior density of θ given the data, πð θ j DÞ, is proportional to the product of likelihood function and a prior density, πð θ Þ.
Spatial ILM (SILM)
We use the term spatial ILM (SILM) to denote a simple version of eq.
[1] wherein the susceptibility and transmissibility factors are set equal to constants: Ω S ðiÞ ¼ α and Ω T ðjÞ ¼ 1, and the sparks term is set to 0. The infection kernel is defined to be κði; jÞ ¼ d
Àβ ij , where d ij is the Euclidean distance between a susceptible individual i and an infectious individual j, and β is the geometric rate of decay. The resulting SILM is then given by Pði; tÞ ¼ 1 À exp Àα Under this model, the parameter set is defined as θ ¼ fα; βg, and it is assumed that the population is homogeneous with respect to the model parameters α and β.
Latent conditional ILM (LC-ILM)
We describe an extension of the ILMs of Deardon et al. (2010) , which we term a LC-ILM, wherein it is assumed that the population is heterogeneous with respect to the susceptibility parameter, α, due to an underlying grouping structure. For simplicity, it is assumed that the population is still homogeneous with respect to β. As a result of population heterogeneity with respect to α, there exists a different susceptibility level for each population subgroup: α 0 < α 1 < Á Á Á < α kÀ1 , where k is the number of subgroups and α l is the susceptibility level for the lth subgroup, l ¼ 0; :::; k À 1. As per Richardson and Green, (1997) , the susceptibility parameters are subject to an order constraint for issues of identifiability. An indicator variable, z i "f0; 1; :::; k À 1g, is used to identify the susceptibility level for each individual. This extends the SILM in eq.
[4] to Pði; tÞ ¼ 1 À exp Àα z i where the probability of infection of individual i at time t is conditional on the susceptibility level, α z i , which itself is determined by the individual's group allocation, z i . It is therefore necessary to either know, or be able to impute, the z i value for each individual, in order to find its probability of infection at time t.
Full and partial classification
The model is considered fully classified if the group allocations are known for every individual, and only the model parameters (α 0 ; α 1 ; :::; α kÀ1 ; β) need to be estimated. In order for this to occur, there must be sufficient prior knowledge about each individual to be able to correctly classify it into one of the k subgroups. If such information is only available for some individuals, the model is considered partially classified. Under this circumstance, group allocations must be imputed for any individuals for which there is no classification information. Because the ILMs are placed within a Bayesian MCMC framework, these missing data can be incorporated into the parameter set via data augmentation, such that θ ¼ ðα 0 ; α 1 ; :::; α kÀ1 ; β; z 1 ; z 2 ; :::; z n Þ and n is the number of individuals with unknown group allocations.
Deviance information criterion
The DIC proposed by Spiegelhalter et al. (2002) is used as a method of model comparison for complex hierarchical models fitted within a Bayesian framework. For a full description of the development of the DIC, readers are referred to Spiegelhalter et al. (2002) . In brief, a measure of model fit is used in conjunction with a measure of model complexity to form the criteria upon which model comparisons can be made. Within a class of plausible, proposed models, those with lower DIC values would be preferred over those with higher DIC values. Adapting the notation of Spiegelhalter et al. (2002) , model fit is estimated by the posterior mean deviance, Dð θ Þ, where Dð θ Þ ¼ À2lnðf ð Dj θ ÞÞ is the deviance. Models that are more complex are likely to have a lower deviance, and therefore a better (i.e. lower) measure of model fit. To account for this, a penalty term for the level of model complexity is used in the calculation of the DIC. The model complexity is measured by estimating the effective number of parameters, p D , which is given as
where Dð θ Þ is the deviance calculated at θ , a point estimate of θ . Often, the posterior mean of the model parameters is used for θ ; however, other values such as the posterior median and mode can be substituted (Spiegelhalter et al. 2002) . The DIC is then calculated as a sum of model fit and model complexity:
Since the proposal of the DIC by Spiegelhalter et al. (2002) , many variants have been suggested. The first variation we consider is presented by Gelman et al. (2004) . Here, we use Dð θ Þ as the measure of model fit.
However, the effective number of parameters (i.e. model complexity) is estimated to be half the variance of the deviance:
This variation of the DIC does not rely on a point estimate of θ , and therefore is invariant to the parameterization of θ . It is also advantageous in situations where obtaining a point estimate of θ may be difficult or unreasonable (see, for example, Cooper et al. (2008) ).
Another variation of the DIC that is also independent of a required point estimate is proposed by Celeux et al. (2006) , wherein the authors describe multiple variants of the DIC in the context missing data models, an example of which would include mixture models. Here, we focus on a version of the DIC to which Celeux et al. (2006) refer as an observed DIC; in particular we are interested in what the authors label as DIC 3 (p. 655 Celeux et al. 2006) . In this variation of the DIC, Dð θ Þ in the calculation of the effective number of parameters is replaced with an estimate of the likelihood function f ðDj θ Þ, such that Celeux et al. (2006) propose that this variation of the DIC may be more appropriate when issues of identifiability are present in the model system, as can frequently be the case in mixture models. Here, while the LC-ILM is not a mixture model per se, it has similar characteristics to a mixture model in its incorporation of missing data and its dependence on a classification variable to identify population subgroups. We therefore are interested in exploring the application of this variation of the DIC to ILM selection, in addition to those previously described. Readers interested in the derivations of any of the aforementioned DIC variations are referred back to the respective original articles.
Simulation study
The purpose of this simulation study is to determine the effectiveness of different variants of the DIC as a model selection tool when comparing ILMs in differing population structures. The simulation study itself is comprised of two independent sub-studies, within each of which a different spatial configuration of population subgroups is considered. The first section considers the situation in which there are two spatially segregated population subgroups, while in the second section there are two spatially integrated subgroups.
Epidemic simulation
In both substudies, a version of the LC-ILM described in Section 2 is used to simulate an epidemic across the given population. A total of ten epidemics are simulated for each population structure. The number of simulated epidemics, epidemic duration, and population size within each epidemic are limited due to the computational time required for model fitting within each simulation. Every epidemic is simulated over 10 time units, a time period that is selected so as to allow sufficient propagation of the disease epidemic, while still maintaining a reasonable computation time. The LC-ILM used to simulate each epidemic is given by
where the values of α 0 , α 1 and β are chosen to result in informative epidemics (i.e. epidemics that propagate, rather than simply "die out," but that also do not spread too quickly).
Substudy I: two groups, spatially segregated
A population of 200 individuals is generated, with 100 individuals assigned to each subgroup. Geographical locations for each subgroup are randomly selected from two arbitrary multivariate normal distributions, whose means are sufficiently different such that the probability of infection between subgroups is negligible. All epidemics are simulated across the population using eq.
[7], with α 0 ¼ 0:2, α 1 ¼ 0:8, β ¼ 2:8 and γ I ¼ 2. Note that because the two subgroups are spatially segregated with very low probability of crossinfection, two individuals within each subgroup are randomly selected to begin their infectious period at t ¼ 1.
Substudy II: two groups, spatially integrated
A population of 200 individuals is generated, with 100 individuals assigned to each subgroup. Geographical locations for all 200 individuals are randomly drawn from the same arbitrary multivariate normal distribution, which results in a population of 2 completely spatially integrated population subgroups. Each epidemic is simulated across this population using eq.
[7], with α 0 ¼ 0:2, α 1 ¼ 0:8, β ¼ 2:8 and γ I ¼ 2. For each epidemic, two individuals are randomly selected to begin their infectious period at t ¼ 1.
For substudies I and II, the multivariate normal distribution(s) from which the geographical locations are drawn, as well as summary counts of the total number of infections (overall and within each subgroup) over the course of the epidemic are presented in Tables 7 and 8 in Appendix.
Substudy III: extension of two groups, spatially integrated
One final extension to the simulation study on the spatially integrated groups is carried out, this time to investigate the performance of each variant of the DIC when the true epidemic model is the SILM. The epidemic simulation procedure is similar to that described previously; however, eq. [4] (Section 2) is used to generate the epidemic data, with α ¼ 0:5 and β ¼ 3:5 (the duration of observed epidemic and the infectious period for each infected individual are kept the same).
Model fitting
For each population structure, models are fitted to data from all 10 simulated epidemics. Six different scenarios are considered for each simulated epidemic; these consist of fitting the LC-ILM with either 100%, 75%, 50%, 25% and 0% of the population group allocations being known, as well as fitting the SILM. The true z i values are used in fitting the LC-ILM when 100% of the group allocations are known; for the cases when the number of known group allocations is less than 100%, an appropriate number of individuals are randomly selected from the population to be those with unknown z i values. Each ILM is then fitted to the data using a Metropolis-Hastings Markov chain Monte Carlo (MH-MCMC) algorithm. To promote the efficient running of the simulation study, the MCMC chains are generally initialized by uniformly selecting values for the parameters within a neighborhood of the true values, while the unknown group allocations are initialized at their true values. To help validate the convergence of the chains, a number were begun multiple times from randomly generated values of all parameters, and from the true values of all parameters. Random walk proposals are used for the model parameters, while for the group allocations an independence sampler proposal is used. A block update is used for the model parameters to account for possible correlation, where within each MH-MCMC iteration, updated parameter values are simultaneously proposed for every model parameter. These proposed values are then either unanimously accepted across all model parameters, or all are rejected and new proposed values are obtained. A multivariate normal distribution with mean 0 and covariance AE serves as the proposal distribution, in which a AE with all covariances initially set to 0 is used to get a first estimate of the posterior distribution. Then, using the same MH-MCMC procedure, the proposal covariance matrix AE is iteratively tuned using the previously obtained estimate of the posterior distribution until satisfactory mixing is achieved. A single parameter update is performed for each unknown z i , using a discrete uniform proposal distribution over f0; 1g. A description of the model fitting algorithm is described in Appendix.
For all the model parameters, vague, independent prior distributions are assumed. The prior distributions for the model parameters are chosen to be positive, half-normal distributions with mode 0 and an arbitrary, large variance of 10 4 , and for each unknown z i value a discrete uniform prior distribution over the z i Àspace is assumed. While the use of an informative prior distribution for each unknown is possible, particularly when considering two spatially segregated groups, the implementation of a vague prior distribution allows for the more general assumption that no knowledge of the spatial structure of the subgroups is available. However, when modeling a "real-life" data set, it may well be more appropriate to incorporate the spatial distribution of individuals into a more informative prior distribution if spatial location and group membership are expected to be correlated. This may also improve the fit of the model, as well as the mixing properties of the MCMC chains. A total of 25,000 MCMC iterations are run for each simulated epidemic analyzed, and convergence is verified through visual inspection.
DIC calculations
A total of five variants of the DIC are calculated for each of the fitted models. Three of the DIC variants are based on the Spiegelhalter et al. (2002) definition of the DIC, as described in Section 2. Under this definition of the DIC, model fit is determined by calculating the mean posterior deviance, Dð θ Þ, but three different point estimates of θ are used in calculating the effective number of parameters, p D . First, Dð θ Þ is estimated using the marginal posterior mean, θ . However, under the LC-ILMs with less than 100% of the z i values known, the use of the marginal posterior mean for each of the unknown values is not feasible, as the marginal posterior mean would lie outside of the support for the z i variables. Consequently, the marginal posterior mode for each unknown z i is used as a point estimate in the calculation of p D . In the second and third variants of the Spiegelhalter et al. (2002) DIC, the marginal posterior median, θ M , and maximum posterior estimate, θ MPE , respectively, are used as a point estimate for θ .
The fourth variation of the DIC used is that defined by Gelman et al. (2004) , and we use Celeux et al. (2006) 's third definition of the DIC as our fifth version to be compared. In this fifth variation of the DIC, an estimate of f ðDjθ Þ is required; it is suggested by Celeux et al. (2006) that the mean likelihood can be used:
where θ l is the lth iterative estimate of θ obtained from an MCMC procedure. Therefore, the five variants of the DIC used in this simulation study are defined as
Each DIC variation is then calculated for all scenarios of the LC-ILM, as well as for the SILM. Within each simulated epidemic, the values of the DICs calculated under the LC-ILMs are compared to the DIC determined under the SILM. In addition, 95% highest posterior density intervals (HPDIs) are derived for the difference in susceptibility levels, α 1 À α 0 , as well as for β, under every fitted model and for all 10 simulated epidemics. These HPDIs are then examined for range of coverage, and to determine if the interval for α 1 À α 0 captured the value 0.6, which is the true difference in susceptibility levels.
Results
For all simulation study sections, model convergence is successfully reached under the LC-ILM with 100%, 75%, 50%, 25% and 0% of the z i values known, as well as for the SILM. Results of the DIC calculations are presented below, while the complete results of the 95% HPDIs, for every fitted model within each epidemic, are presented in Appendix.
Substudy I: two groups, spatially segregated
The DIC and 95% HPDI values are displayed in Table 1 , while the results for a single epidemic are highlighted in Table 2 . Note that there exists only one model parameter for susceptibility, α, in the SILM, and therefore calculating an HPDI for the difference in susceptibility levels does not apply. The numbers in bold face in Tables 1 and 2 highlight DIC values for an LC-ILM that are greater than that for the SILM. For example, the results for the epidemic highlighted in Table 2 indicate that DIC 1 and DIC 2 fail to prefer the true model when 50% or less of the group allocations are known, whereas DIC 3 , DIC 4 and DIC 5 all fail at 25% or less. Overall, DIC variants DIC 1 , DIC 2 , DIC 3 and DIC 4 all fail to select the true model, for various simulated epidemics, when 50% or fewer of the group allocations are known. DIC 5 begins to incorrectly prefer the SILM over the LC-ILM when 25% or fewer of the group allocations are known ( Table 1) .
As the proportion of known z i values decreases, there is a tendency for all variants of the DIC estimate to increase. This appears to be the result of an increase in p D , which increases substantially as the proportion of known group allocations decreases. Under DIC 4 , p D 4 increases at a much faster rate than the other four DIC variants. Conversely, p D5 is often noticeably lower than the corresponding measures of complexity within the other DIC variants, even when 0% of the group allocations are known. The measure of fit, DðθÞ, also increases as the proportion of known group allocations decreases, but not to the same extent as p D (Table 3) . It is also highest under the SILM, indicating that this model consistently has the poorest fit to the data. These patterns are seen for all 10 epidemic simulations (results not shown).
The 95% HPDIs indicate that the true difference in susceptibility levels, and/or the true value of β is not contained by their respective 95% HPDI on at least one occasion. Under the LC-ILMs, the cases in which the 95% HPDIs fail to capture the true differences in disease susceptibility occur at various proportions of z i values known and are not consistent across all simulations. The 95% HPDIs for β, generated under the SILM, fail to capture the true value in 6 of the 10 simulated epidemics, and in each occurrence the HPDI indicates the true value is being underestimated (Table 11, Appendix).
The 95% HPDIs for α 1 À α 0 , generated under the LC-ILMs with 25% and 0% of the group allocations known, have a lower limit that is very close to 0 for several of the simulated epidemics (Table 11 , Appendix). These instances directly coincide with the failure of DIC 5 to prefer the true model, however the other four variants of the DIC not only fail in these cases, but also for those cases in which the lower bound of the HPDIs are not significantly close to 0. 
Substudy II: two groups, spatially integrated
Results of the DIC calculations and 95% HPDIs are presented in Table 4 , while the results for a single, highlighted epidemic are displayed in Table 5 . Again, for the SILM there exists only one model parameter for susceptibility, α.
Overall, DIC variants DIC 1 , DIC 2 , DIC 3 , and DIC 4 all fail (i.e. prefer the SILM over the true model) for various simulated epidemics when 50% or fewer of the group allocations are known. DIC 5 does not begin to fail until 0% of the group allocations are known, where it then fails to prefer the true model for 5 of the 10 simulated epidemics (Table 4) .
As is seen in the previous case, there is a general trend for all DIC variants to increase as the proportion of known z i values decreases. DIC 4 again appears to be the most susceptible to a decrease in known z i values, due to the substantial increase in p D4 , while p D5 (and therefore DIC 5 ) is generally lower than all other measures of complexity (Table 6 ). Model fit is once again poorest for the SILM, as it consistently has the highest DðθÞ. These patterns are demonstrated across all 10 simulated epidemics (results not shown).
Under the SILM, the 95% HPDIs generated for β fail to contain the true value in 6 of the 10 epidemics and indicate that in these cases β is being underestimated. The 95% HPDIs generated under the LC-ILMs with varying proportions of z i values known do, in some instances, fail to capture their respective true values; however, these occurrences are not consistent across all simulated epidemics (Table 12, Appendix). There exist a few cases where the 95% HPDIs for the difference in susceptibility parameters have a lower Table 4 : DIC values for substudy II: two spatially integrated groups. (Table 12 , Appendix). As previously noted, these instances coincide with the failure of DIC 5 to prefer the true model, while the other DIC variants fail to prefer the true model at these and other occurrences. To determine whether or not a slight change in model parameter values could improve the results, the simulation study with two spatially integrated groups is repeated, however, this time with α 0 ¼ 0:08 (α 1 ¼ 0:8, β ¼ 2:8 and γ I ¼ 2 remain unchanged). Note that this is only possible with the spatially integrated groups, as a susceptibility level of α 0 ¼ 0:08 is found to be too low to allow the infection to propagate in a spatially segregated group with no reasonable probability of cross-infection. The simulation and model fitting procedures used are identical to those described in Section 3.
The results of the repeated simulation study indicate a noticeable improvement in the ability of all variants of the DIC to select the true model, across all proportions of group allocations known (see Table 10 , Appendix for results). DIC variants DIC 1 , DIC 2 , DIC 3 and DIC 5 all prefer the true model over the SILM, even when 0% of the group allocations are known. DIC 4 still fails to prefer the true model in some instances, however this primarily occurs when 0% of the z i values are known. Similar trends of increasing DIC values as the proportion of known group allocations decreases are observed, and the SILM is indicated to be the poorest fitting model. These results are not surprising, as it is reasonable to expect that the DIC would be better able to differentiate between the LC-ILM and SILM when there exists a greater discrepancy between the susceptibility parameters.
The 95% HPDIs for the model parameters, generated the LC-ILMs, all contain the respective true values (with only one exception for β), and there is no instance of an HPDI of the difference in susceptibility parameters with a lower bound close to 0 (Table 13, Appendix). In comparison, all 10 of the 95% HPDIs for 
Note: Numbers in bold face indicate higher DIC values and significant HPDIs. True values: α 1 À α 0 ¼ 0:6, β ¼ 2:8, NA ¼ not applicable. β, generated under the SILM, fail to contain the true value, and in every case the HPDI indicates that the parameter is being underestimated (Table 13 , Appendix).
Substudy III: extension of two groups, spatially integrated
In this final simulation study, for all but one epidemic, all variants of the DIC select the true model, with only a handful of exceptions (Table 14 , Appendix). For most epidemics, the DIC values (regardless of DIC variant) calculated for the SILM are only marginally lower than those calculated for the LC-ILM with 100% and even 75% of the group allocations known. Similarly, in epidemic 5 where the LC-ILM with 100% of the group allocations known is uniformly selected as the true model, the DIC values are only slightly lower than those for the SILM. When the number of known group allocations is 50% or less, the difference between the DIC values for the LC-ILMs and the SILM is more noticeable.
Discussion
This paper has demonstrated that the DIC can be an effective model comparison tool for LC-ILMs, but performance is heavily dependent upon the quality of available information on the latent variables and choice of DIC variant. Considerations must be made when a large percentage of missing observations must be imputed, as this may result in DIC values that are biased toward a simpler model. In addition, under both the LC-ILMs and SILM, the marginal posterior densities of all model parameters were, in general, approximately normally distributed. However, as the proportion of imputed observations increases, the marginal posterior density of α 1 has a tendency to exhibit an increased level of skewness, the extent of which is dependent upon the simulated epidemic and fitted model. Therefore, for large amounts of imputed observations, the results of the DIC values generated under the LC-ILMs may be affected by any skewness introduced into the posterior density. Different variants of the DIC have been shown to be less robust than others to increases in the amount of imputed data and as a result have a higher tendency to lead to an incorrect selection of the SILM over the true LC-ILM when the proportion of unknown group allocations becomes too high. However, the results suggest that the effect of increasing amounts of imputed data can be offset when the difference between the susceptibility parameters associated with each group is sufficiently large. The amount of imputed data and the difference in the susceptibility parameter values are found to have more of an impact on the ability of different versions of the DIC to select the true model, then does the spatial structure of the population and population subgroups. This study was repeated with a three subgroup population, and a similar pattern of results was observed (results not shown).
Overall, DIC 1 and DIC 2 performed nearly identically, which is not surprising given that the marginal posterior mean/mode or median point estimates for θ were similar. In general, DIC 3 performed on par or better than DIC 1 and DIC 2 , a result which could be attributed to the fact that the joint maximum posterior estimate was, on occasion, different from that of the marginal posterior mean/mode or median, particularly with respect to the group allocation variables. This highlights one major concern associated with using the version of the DIC introduced by Spiegelhalter et al. (2002) in the context of LC-ILMs, that not only must an adequate point estimate for θ be chosen, but different point estimates may yield different results. Furthermore, when there exists only two subgroups within the population, it may be difficult to unequivocally identify a posterior mode or median for imputed z i values, especially when this has to be done for a large percentage of the population. This dependence of DIC 1 , DIC 2 and DIC 3 on a point estimate, particularly for the group allocations, may have been the reason for a poorer performance of these variants of the DIC to select the true model, as compared to DIC 5 .
The definition of the DIC given by Gelman et al. (2004) , defined here as DIC 4 , was investigated as a way to calculate the DIC without the requirement of a point estimate for θ . However, this variation of the DIC performed the poorest, as the estimate for model complexity increased rapidly as the proportion of known group allocations decreased. This is likely the result of the dependence of DIC 4 on the variation of the loglikelihood, which increased significantly as the proportion of unknown z i increased. As the number of unknown z i values increases, there are more terms in the parameter set, θ , which in turn may lead to a larger variability in estimated log-likelihood values. Consequently, this variation of the DIC incorrectly favored the SILM over the true model more often, even in cases where more of the group allocations were actually known.
Finally, DIC 5 was the best performing variation of the DIC. It consistently had the lowest estimate for model complexity, and while this value did increase as the proportion of known group allocations decreased, it did so at a much slower rate than the other DIC variants. In general, DIC 5 tended to incorrectly prefer the SILM over the true model only when the 95% HPDIs for the susceptibility parameters (α 0 and α 1 ) either overlapped or were exceptionally close, indicating no significant difference between the susceptibility levels. This variation of the DIC also is advantageous in that it is not dependent on a point estimate of θ . By replacing Dð θ Þ with an estimate of f ðDj θ Þ, the inferences to be made are less on the actual parameter set θ, and instead focus more on the overall density f ðDj θ Þ (Celeux et al. 2006 ). This may account for the relative robustness of DIC 5 to increases in the amount of imputed data. In the context of model comparison for ILMs, this definition of the DIC from Celeux et al. (2006) has been shown to be the most robust to increasing amounts of imputed data, and the most effective at preferring the true model. When the true epidemic model was a SILM, all variants of the DIC performed equally well in preferring the true model. This could suggest that when the true epidemic model is relatively simple, a simpler definition of the DIC may be sufficient to identify the true model. However, as the "true" model is not known in reality, the use of DIC 5 is still to be recommended.
While the objective of this paper was to compare different variations of the DIC and their respective ability to correctly select models, in practice, of course, the process of determining the most appropriate model to describe disease dynamics may incorporate more than a single model selection criterion. For example, the posterior predictive capabilities of models might also be considered, as this allows investigators to examine how each model may describe various aspects of the disease system such as the basic reproduction number, or other characteristics of the epidemic curve. Such methods are also typically used in the process of model validation, with which comparative measures such as the DIC are no help of course.
The simulation study presented in this manuscript has demonstrated that under varying conditions, different variants of the DIC are successful at preferring the true disease model. While the investigated DIC variants may not currently be able to definitively identify the optimal individual-level infectious disease model, the implications of this study are that the DIC may serve as a useful tool for public health professionals to identify a subset of potential disease models. The application of this subset of disease models to the epidemiological data, as well as further investigations into model fit and selection, can then be carried out.
A.2 MCMC model fitting algorithm 
