Abstract-Positron emission tomography (PET) is a highly sensitive functional and molecular imaging modality which can measure picomolar concentrations of an injected radionuclide. However, the physical sensitivity of PET is limited, and reducing the injected dose leads to low count data and noisy reconstructed images. A highly effective way of reducing noise is to reparameterize the reconstruction in terms of MR-derived spatial basis functions. Spatial basis functions derived using the kernel method have demonstrated excellent noise reduction properties and maintain shared PET-MR detailed structures. However, as previously shown in the literature, the MR-guided kernel method may lead to excessive smoothing of structures that are only present in the PET data. This paper makes two main contributions in order to address this problem: first, we exploit the potential of the MR-guided kernel method to form more spatially compact basis functions which are able to preserve PET-unique structures, and second, we consider reconstruction at the native MR resolution. The former contribution notably improves the recovery of structures which are unique to the PET data. These adaptations of the kernel method were compared to the conventional implementation of the MR-guided kernel method and also to maximum likelihood expectation maximization, in terms of ability to recover PET unique structures for both simulated and real data. The spatially compact kernel method showed clear visual and quantitative improvements in the reconstruction of the PET unique structures, relative to the conventional kernel method for all sizes of PET unique structures investigated, whilst maintaining to a large extent the impressive noise mitigating and detail preserving properties of the conventional MR-guided kernel method. We therefore conclude that a spatially compact parameterization of the MR-guided kernel method, should be the preferred implementation strategy in order to obviate unnecessary losses in PET-unique details.
I. INTRODUCTION

P
OSITRON emission tomography (PET) image quality is predominately determined by the level of noise present in the measured projection data. The widespread reconstruction methodology of maximum likelihood expectation maximization (MLEM) [1] , [2] , is an iterative algorithm that models the projection data as a set of Poisson random variables. In routine use, MLEM is terminated prior to convergence, with post reconstruction smoothing applied to reduce the impact of noise. However, this simultaneously decreases the contrast recovery and resolution of the reconstructed image. Through the inclusion of prior information into the reconstruction process via maximum a posteriori expectation maximization (EM) [3] - [5] or penalized maximum likelihood [6] the impact of noise in the reconstructed image can also be reduced. These penalized reconstruction methods can include anatomical information into the penalty term, to encourage similar structures in the reconstructed image. The assumption of structural similarity generally holds in [ 18 F]FDG brain PET, where the uptake is strongly delineated between the central nervous system's white and gray matter. Recently developed simultaneous PET-MR systems [7] provide a simple workflow for acquiring co-registered MR images which have excellent soft tissue contrast and resolution. Many algorithms have been proposed for exploiting this anatomical information in PET reconstruction including aligning vector gradients between PET and MR data [8] , sparsity-based PET reconstruction from MRI learned dictionaries [9] , anatomically weighted quadratic penalties (e.g., Bowsher) [10] , and maximizing the joint entropy or mutual information between the PET and MR data [11] , [12] , to name but a few. However, these regularization-based methods are highly sensitive to the value of the hyperparameter, which weights the relative importance of the data fidelity term and the penalty term in the objective function. There is no straightforward way for determining the value of the hyperparameter. The appropriate hyperparameter value is also dependent on the count level of the data, and therefore no fixed value can be easily determined for real data.
MR anatomical information has also shown utility in the determination of the attenuation correction image for PET-MR [13] . Multiple methods have been proposed, including segmenting the MR image into tissue types [14] , [15] , fitting the MR image to an atlas [16] , [17] , or weighting the contribution between an MR determined value and a joint estimation value in accordance to the MR signal strength [18] , [19] .
Another means of including prior anatomical information into PET reconstruction is to extract an alternative set of spatial basis functions from the anatomical image, to reparameterize the emission image and the EM update equation. The inclusion of prior anatomical information in the form of spatial basis functions has been implemented using dictionary learning [20] , supervoxels [21] , and the kernel method [22] - [25] , all of which have shown excellent noise reduction and detail retention properties. In comparison to other methods, the kernel method (originating from the field of machine learning [26] ) is simple to implement, has shown improved ROI quantification performance in comparison to Bowsher [24] , and is becoming increasingly popular in the current literature.
The kernel method has shown a wide range of applications for the reconstruction of tomographic data, including static PET [24] , [25] , dynamic PET [22] , [23] , [27] , reduced dose PET [28] , diffuse optical tomography [29] , and fluorescence molecular tomography [30] , [31] . The kernel method, based on the nonlocal means filter [32] in image denoising, uses a knearest neighbor (kNN) search of a specified feature space to determine the voxels which contribute to a given basis function. The feature vectors have previously been derived from either a co-registered MR image [23] , [24] , [28] , or reconstructed images of rebinned PET data [22] (in the case of dynamic data). For dynamic PET reconstruction, a hybridized kernel matrix [27] has also been developed, based on a similarity measure between both PET and MR feature vectors, to reduce the risk of smoothing structures unique to the PET data. More recently the kernel method has been implemented based on the highly constrained back-projection denoising method [33] for dynamic PET reconstruction [34] with the kernel calculated using the total time frame reconstructed image as a composite image, and for static PET ordered subset expectation maximization reconstruction [35] with the composite image derived from the sum of each subset's reconstructed image at the previous iteration.
Of particular focus in this paper is the nonlocal meansbased MR-guided kernel method, which reparameterizes the reconstructed image into spatial basis functions derived from an anatomical MR image. Like the majority of anatomically guided methods, the MR-guided kernel method is susceptible to over smoothing (suppression) of structures which are unique to the PET data [24] , [28] . In this paper, two developments for the MR-guided kernel method are presented to improve the recovery of unique PET structures whilst retaining the noise reduction and detail preserving properties. First, the kernel method is adapted to produce more spatially compact basis functions in uniform MR regions (the very regions that have potential to result in suppression of PET-unique features). These spatially compact basis functions are comprised of the kNN voxels in a composite feature space. The composite feature space is composed of an MR voxel or patch intensity vector and a spatial vector term. This differs to previous MR-guided kernel implementations [23] - [25] , [28] that select voxels based purely on the MR voxel or patches intensity vector. The inclusion of the spatial vector leads to the preferential selection of spatially local voxels to contribute to a given voxel's basis function, in particular for regions which have little variation in the MR intensity features. This encourages the formation of more compact basis functions in uniform MR regions (in comparison to the conventional kernel implementation). Second, the basis functions are constructed at MR resolution.
This proposed spatially compact kernel method is compared to MLEM, and to multiple implementations of the conventional kernel method with parameters selected to improve its recovery of unique PET structures. This is to assess the proposed kernel methods suppression of unique PET features relative to MLEM, and whether the proposed kernel methods results are achievable through an alternative parameter selection using the conventional kernel. These methods were evaluated for a simulated and real patient dataset (augmented with simulated tumors).
II. THEORY
MLEM is an iterative algorithm that seeks to maximize the Poisson log likelihood of the parameterized representation of the emission image (x) given the PET projection data (m)
where
and A is the system matrix, r is a model of the randoms, s is a model of the scatters, and q is the modeled expectation of the projection data. The Poisson log likelihood is maximized through a reformulation of the problem in terms of a complete data set [2] . Using a surrogate objective function for the complete data log likelihood, a simple voxel-based update equation can be derived that is guaranteed to converge to the maximum of the likelihood
where vector-by-vector division and multiplication are elementwise. Alternatively to using the EM algorithm to find the maximum likelihood estimation, other methods such as quasi-Newton algorithms can be selected to achieve faster convergence rates [36] - [39] . The EM algorithm was employed due to its simplicity and well-established status in the PET reconstruction literature.
A. Conventional Kernel Method
The kernel method [22] is used to reparameterize the voxelbased emission image into an alternative set of basis functions. Generally, the emission image can be expressed as a nonlinear function ( ) acting on a set of low-dimensional feature vectors (f ) associated with each voxel
The conventional kernel method in this paper refers to the MR-guided kernel method [23] - [25] , [28] , for which the feature vectors are formed from the MR voxel values, or patches of MR voxel values. Through transforming the feature vectors to a higher dimensional space, the emission image can be described as a linear function of these higher dimension features [22] , [26] x j = w T φ f j (5) where φ(f j ) maps the feature vector to the higher dimensional space. The weighting function w can also be expressed in this higher dimensional space
where κ is a kernel and α is the linear weighting coefficient. The inner product of the high-dimensional feature vector representation, means that the high-dimensional transform does not need to be explicitly defined. The voxel intensities are now expressed as a linear combination of the higher dimensional kernel representation. The matrix representation of (7) is given by
where K is a matrix containing the kernels for all feature vector combinations, the columns of K are a set of basis functions of the emission image vector (x), which are weighted in accordance with α. If the orthogonality between the set of basis functions is reduced, the possible solution space is restricted to a subspace of the full dimensional space, constraining the emission image. There are multiple choices for the kernel, such as the radial Gaussian kernel [22] 
σ f is a standard deviation parameter that alters the sharpness of the Gaussian kernel, dependent on the similarity between two feature vectors. The radial Gaussian kernel can be extended to include a positional (z) dependence of the voxels [25] 
σ s is a standard deviation parameter that alters the sharpness of the Gaussian kernel due to the similarity between two positional vectors (z). The kernel matrix is sparsified to remove dissimilar voxels and disregard long-range voxel correlations. Sparsification is implemented at two levels: the first level of sparsification restricts the voxels that contribute to the basis function of x j to lie within a chosen spatial neighborhood (N) of x j . In the second level of sparsification, each basis function is defined to only contain the kNNs in feature space. The Euclidean distance between feature vectors f j and f l (where the lth voxel lies within the neighborhood of j) is used to determine the kNNs in feature space
For the conventional kernel method, the feature vector for a given voxel consists of MR intensity values, either from a patch or a single voxel. Each basis function for a given voxel is formed by selecting the voxel's kNNs in this MR intensity feature space, within a limited spatial neighborhood. The weighting of each selected voxel contributing to a basis function is calculated by (10) . The conventional kernel method will be referred to as the kNN kernel method. This produces basis functions comprised of voxels with similar MR voxel values (or patches values), highlighting structural features present in the prior MR image, within a given neighborhood. The modeled PET projection data is re-expressed in terms of the kernel matrix and coefficients
This reparameterized image vector is incorporated into the maximum likelihood objective function, producing a reparameterized update equation, referred to as kernelized EM (KEM)
The positive constraint enforced by the KEM algorithm further restricts the possible solution space, as only positive combinations of basis functions are permitted, therefore the reconstructed image is further constrained.
B. Proposed Kernel Method Implementation
While the conventional implementation of the kernel method shows improved noise reduction and detail preserving properties, it is susceptible to over smoothing unique PET structures. For the recovery of unique PET structures which are situated within a uniform MR region, spatially compact basis functions are desirable as they can be more readily combined to construct the structures unique to the PET data. However, all previous implementations of the MR-guided kernel method to date [23] - [25] , [28] have only used MR intensity patches or single voxels in the feature vector formation, and have failed to exploit spatial information in the feature vectors. The lack of spatial information in the feature vector description produces diffuse basis functions in uniform MR regions ( Fig. 1) , which hinders the reconstruction of unique PET structures. While the diffuse nature of the basis functions can be limited by reducing the size of the neighborhood or by applying a spatial Gaussian kernel to modulate the kernel values (10) (shown in Fig. 1 ), this undermines the noise and detail preserving benefits of the kernel method for the shared PET-MR structures.
Alternatively, as proposed here, through including a positional term into the feature vector, the voxels contributing to each basis function will be selected based on their spatial location in addition to their MR intensity values. The proposed kernel method differs to all previous implementations of the MR-guided kernel method, in that previous implementations select the voxels that contribute to each basis functions based on the MR intensity values only. In contrast, the proposed implementation includes both MR intensity values and positional information in the selection of voxels for each basis function. For both proposed and conventional implementation the weighting of the selected voxels contributing to a given basis function is calculated using (10). The proposed kernel method's voxel selection encourages more spatially compact basis functions in uniform MR regions, whilst still producing basis functions with similar structures to the conventional kernel method in detailed MR regions (as shown in Fig. 1 ). The incorporation of positional information into the basis function formation process can be accomplished through either modifying the sparsification process or by modifying the choice of feature-vector. Both methods are addressed here, with an alternative sparsification process (using the largest kernel values) and a composite intensity-spatial feature vector proposed.
The composite intensity-spatial feature vector is formed through the amalgamation of the original intensity feature vector and positional vector, weighted in accordance to their own standard deviations
The standard deviation enables the relative importance between the voxels' spatial and intensity similarities to be varied. The kNNs of this composite feature space are the k voxels with the shortest Euclidean distance in X vector space. This is equivalent to finding the k voxels with the lowest value of
Therefore, voxels with similar feature vectors and positional locations are more likely to contribute to a given basis function. This encourages the formation of more spatially compact basis functions, especially in uniform MR regions. This contrasts with the conventional (MR intensity only) kNN sparsification method where contributing voxels are selected-based solely on feature vectors calculated from MR intensity values, with no spatial component. Another means for implementing the proposed spatially compact kernel method is to employ a different sparsification procedure with the conventional (MR intensity only) feature space. The basis functions are instead sparsified by selecting the k voxels with the largest kernel values (10), which is dependent on both voxels spatial location and intensity-based feature vector. The combined argument of both exponentials in the kernel value equation (10) is the negative of the composite vectors' inner product (15) , hence the largest kernel value corresponds to the smallest Euclidean distance in the composite vector X space. Therefore the largest value sparsification (LVS) method and the composite intensity-spatial feature vector method are equivalent in the resultant sparsification of the basis functions. In this paper, the method of LVS was employed to implement the spatially compact kernel method, the results of which are equivalent to using the composite vector space implementation.
To recap, the conventional kernel method constructs basis functions through selecting each central voxel's kNN of the MR intensity only feature space, within a spatial neighborhood. The conventional kernel method is referred to as kNN for the remainder of this paper. The proposed kernel method constructs basis functions through selecting each central voxel's largest kernel values (10), within a given spatial neighborhood. The feature vector used in (10) also refers to the MR intensity only feature space. The proposed method is referred to as LVS throughout the remainder of this paper. Both proposed and conventional kernel implementations weight the voxels selected to contribute to a given basis function with (10) .
The second implementation modification of the MR-guided kernel method was to construct the kernel matrix at the native resolution of the MR image, leading to an MR resolution image vector. The MR resolution image (in 3-D) is resampled to PET resolution via a trilinear resampling operator (R) that determines each MR resolution voxel's contribution to the eight neighboring PET resolution voxels. The resampling operator is applied to the MR resolution emission image vector to produce a PET resolution image [21] , which is projected (A) 
The update equation is then also appropriately reparameterized in terms of the MR resolution modeled image vector
III. METHODS
In this paper, several kernel EM implementations are analyzed, the parameters of which are stated in Table I . The parameter variation allows the resolution and sparsification changes to be systematically assessed, stratifying their individual and combined effects on the recovery of PET unique structures. Both single-voxel [23] and patch-based feature vectors [24] (patch length of 3) are investigated for simulated data, with the real data only being investigated using singlevoxel feature vectors. For example, a feature vector f j with a patch length (p) of 3, is a 3× 3 × 3 cubic patch of MR voxel intensities centered on voxel j, from which a 27 × 1 vector of MR voxel intensities is extracted. The feature vectors are normalized by their standard deviation, where σ m (f ) is the standard deviation for the mth element of each feature vector, over all voxelsf
For the calculation of the kernel values (10), the spatial and feature space standard deviations (σ s and σ f ) are both set to large fixed values, in line with what was previously reported in the literature for the conventional kernel method [24] , [28] . These same standard deviation parameter values are used for both conventional and proposed kernel methods, allowing a comparison which at least ensures that the performance of the conventional kernel method is fairly represented. Alternative parameter values for the proposed kernel method could improve its performance still further. The kernel matrix is also row normalized as described in [22] .
The different kernel EM implementations are assessed for the recovery of PET unique structures, using both a simulated phantom and real PET-MR data. The kNN kernel basis function with only two contributing voxels is included to allow comparison with the kNN kernel methods in the limit of very small basis functions. The MLEM reconstruction algorithm is included as a benchmark for the accurate recovery of PET unique structures, which all proposed methods ideally need either to match or surpass.
The following error metrics of normalized root mean square error (NRMSE) and region of interest (ROI) mean (x ROI ) and standard deviation (σ ROI ) were calculated, where x GT is the voxel value of the ground truth image. Images reconstructed at PET resolution were resampled to MR resolution through linear interpolation for the calculation of the error metrics. All reconstructed images in this paper are shown at MR resolution.
The NRMSE, mean, and standard deviation are defined as
IV. SIMULATION STUDIES A 3-D PET-MR phantom was constructed from the BrainWeb [40] segmented T1 MR phantom. Both PET and MR phantoms were constructed at MR resolution with a grid size of 688 × 688 × 254 and a voxel size of 1.0431 mm × 1.0431 mm × 1.0156 mm. High intensity lesions (A, B, and C) Fig. 2 were added to the white matter of the PET phantom (not present in the MR) with intensities varying between that of the gray matter to twice the gray matter intensity. The PET phantom (constructed at MR resolution) was projected into a span 11 sinogram, and rescaled to a high count level with a total prompts count of 1 × 10 8 , and a lower count level with a total prompts count of 1 × 10 7 . Images reconstructed at PET resolution have a voxel size of 2.08626 mm × 2.08626 mm × 2.03125 mm and a matrix size of 344 × 344 × 127, equivalent to the specifications of the standard reconstruction from the Siemens Biograph mMR scanner.
All kernel EM implementations were initially investigated for noise free data, to assess their intrinsic deviation from the ground truth in comparison to the MLEM reconstruction, as shown in Figs. 3 and 4 . A tumor containing slice is dissected along its vertical profile containing the two tumors located on the left-hand side of the brain. For the kernels constructed at PET resolution (Fig. 3) , there appears to be only minor differences between the kernel implementations investigated and MLEM for regions of shared PET-MR structure. However, for the two high intensity tumor regions unique to the PET data (the two largest peaks of the ground truth profile) the conventional kernel method leads to a clear suppression of the peaks, showing the lowest intensity values, and the largest difference in voxel intensity to MLEM. The reconstruction of the tumor regions for the kNN kernel method is slightly improved with patch-based feature vectors, which support the formation of more spatially compact basis functions in comparison to single voxel feature vectors. However, patch-based feature vectors are still susceptible to the noise and shallow spatial gradients in the MR image, as illustrated in Fig. 1 , limiting their effectiveness in recovering PET unique structures. Through using the LVS kernel method (in particular for single voxel feature vectors) the peak height tends closer to the MLEM and ground truth peaks. The conventional kernel method can attain similar reconstruction of the noise free tumor regions to the LVS method through reducing the neighborhood size and number of contributing voxels; however, this severely limits its noise reduction and detail preserving properties over the remainder of the data. The LVS method limits the suppressing impact of the kernel method on PET unique features, whilst retaining its noise reducing and detail preserving properties to a greater extent.
The reconstruction of the noise free data with either MLEM or the kernel method at MR resolution (Fig. 4) leads to problematic Gibbs ringing artefacts [41] , [42] along the profile, with large over and undershoots in intensity in comparison to the ground truth. This is due to the use of the smaller voxel sizes, which are effectively seeking to recover spatial frequencies beyond those that are measured by the PET scanner. It is possible to recover spatial frequencies up to a limit, and then no more-and this sudden cut off in the ability to recover spatial frequencies manifests as a Gibbs ringing effect. This issue could be overcome with additional regularization. Despite the images of the noise free data being visually clearer and more detailed when reconstructed at MR resolution, their quantitative value is limited. This also applies for the reconstruction of the tumor regions, which are more clearly defined using the MR resolution kernel method, but the PET resolution counterpart is a more faithful interpretation of the true radiation distribution. The noisy simulated data (with a randoms and scatters fraction of 20%) was reconstructed up to 500 iterations using MLEM and the kernel implementations stated in Table I . The NRMSE (19) and mean values (20) were calculated for the three tumor regions to assess the ability of each kernel EM implementation to accurately recover PET unique regions. In addition, whole brain NRMSE was used to indicate the noise reduction properties of all methods. Initially, both single voxel and patch-based feature vectors are implemented and investigated. Fig. 5 shows the improved whole brain denoising properties of the conventional kNNs PET resolution kernel method in comparison to MLEM, for the high count data. The conventional kernel method achieves a lower whole brain NRMSE in comparison to MLEM for all iterations, for both single voxel and patch-based feature vectors. The noise reduction impact of the kernel method is furthered (at lower iterations) through constructing the basis functions at MR resolution, due to greater recovery of detailed structures present in the ground truth, that are blurred at PET resolution. However, the kNN-based kernel method demonstrates an increased error for the recovery of all PET unique structures, relative to MLEM. The kNN kernel method's error in reconstructing tumor regions can be reduced through decreasing the neighborhood size and number of contributing voxels, but this is at the expense of increased whole brain NRMSE. The NRMSE of the tumor regions can also be reduced relative to the conventional kernel method, through using the LVS kernel method.
At PET resolution, the LVS kernel method reconstructs the tumor regions with a comparable NRMSE to MLEM, whilst providing a reduced whole brain NRMSE. The LVS kernel method clearly outperforms the conventional kernel method in accurately reconstructing the tumor regions, although the whole brain NRMSE is notably lower for the conventional kNN kernel method. The LVS kernel method at MR resolution leads to the lowest tumor NRMSE for all tumors in comparison to all other kernel methods; however, the value is highly iteration number dependent.
The NRMSE curves of the reduced count data (1 × 10 7 ), Fig. 6 , further demonstrates the improvement of the proposed LVS kernel method at PET resolution relative to the conventional kernel method and MLEM. The increased noise present in this simulated dataset heightens the importance of the kernel method's noise suppression, leading to the LVS kernel method outperforming MLEM for all tumors in terms of NRMSE for both single voxel and patch-based feature vectors. However, at MR resolution, all kernel and MLEM reconstructions are shown to be highly susceptible to noise and tend further away from the ground truth at high iterations. Both single voxel and patch-based feature vector kernel methods return similar results for the reconstruction of the PET unique structures, in terms of NRMSE, with single voxel feature vectors attaining a lower whole brain NRMSE (for the higher count data). The remainder of this paper focuses on the single voxel feature vector implementation of the kernel method. Fig. 7 shows the tumor mean value with respect to the spatial standard deviation of a chosen white matter background region, for the higher count simulated data. The MR resolution kernel reconstructions are shown to overshoot the ground truth mean value. Therefore, although the MR resolution LVS kernel method produces the lowest background noise level for a given mean value of tumor A, the kernel MR resolution reconstruction methods are of little utility for quantitative reconstructions. A comparison of the PET resolution reconstruction methods, shows that for a given noise level the proposed PET resolution LVS kernel method outperforms the conventional kernel method, and MLEM, for all three tumors. In addition, its tumor mean value tends to a very similar value to that achieved from MLEM, for all three tumors. Visually the LVS method produces reconstructions of the tumor regions that are similar to the MLEM reconstruction in terms of shape and intensity, as shown in Fig. 8 at equal noise levels for the high count level data. In comparison, the kNN kernel method leads to notable blurring and distortion of the tumor regions, resulting in tumor regions that are visually dissimilar to the MLEM reconstructions. The reconstructed images are shown in Fig. 9 (high count data) and Fig. 10 (low count data), at a fixed iteration number for a tumor containing slice. In Fig. 10 , attention should be paid to tumor C which is still clearly visible for the proposed LVS kernel method at PET resolution, which is not the case for the majority of other methods compared. In particular for the MLEM reconstruction tumor C is difficult to distinguish from the background noise.
The MLEM reconstruction at MR resolution suffers from noise to a greater extent than the PET resolution reconstruction, as shown in Fig. 10 . This highlights the potential risk of using an unconstrained reconstruction method at MR resolution, with the increased high intensity noise causing greater uncertainty in tumor detection. The proposed LVS kernel method at PET resolution reconstructs the PET unique structures with a reduced deviation from the ground truth (for noise free simulations) and a lower NRMSE (for noisy data), in comparison to the conventional kernel method. Whilst at the same time the proposed LVS kernel method retains, to a large extent, the denoising properties and cortical detail present in the images reconstructed with the conventional kernel method. The mean value of the PET unique structures achieved for a given noise level can be further enhanced at MR resolution; however, the mean values are larger than the predicted ground truth.
V. REAL DATA STUDIES An [ 18 F]FDG scan was undertaken on a Siemens Biograph mMR PET-MR with a total prompt count of 4.69 × 10 9 and a scan duration of 23 min. The tracer activity at time of injection (81 min prior to start of image acquisition) was 229 MBq. A T1 MPRAGE scan provided the anatomical image, from which the kernel basis functions were derived at the native MR resolution (1.055 mm × 1.055 mm × 1.1 mm) over the PET field of view, or resampled to the PET resolution (2.08626 mm×2.08626 mm×2.03125 mm). The span 11 projection data was augmented with simulated tumors, of equal size and shape to those used in the simulated data. The simulated tumors were projected into sinogram space from which a set of Poisson random variables is calculated to produce a noisy sinogram of the tumors that is added to the prompts data after accounting for normalization and attenuation factors. The real data was reconstructed for MLEM and the (single voxel feature vector) kernel EM implementations stated in Table I , for up to 500 iterations. Fig. 11 shows similar trends between the simulated and real data are observed with the PET resolution LVS kernel method attaining the highest tumor mean value for a given standard deviation, in comparison to all other PET resolution reconstruction methods. Its tumor mean value is also similar to that attained by MLEM for tumors A and B. The ground truth mean values were calculated from the real data through summing the simulated tumors mean to the mean value of the white matter background region from the MLEM reconstructed image at 500 iterations. The ground truth values are only approximate, due to the large spatial standard deviation of the white matter background region (approximately 0.06) that the measured value is subject to. Conversely to the simulated results, the mean value of the MLEM reconstructed image is higher than the PET resolution LVS method for tumor region C. This demonstrates the shortcomings of the LVS kernel method for reconstructing small high intensity PET unique regions. These small high intensity PET unique regions would be better reconstructed using MLEM, although due to the noise present in MLEM reconstructions these regions could be confused with noise spikes, or blurred by post reconstruction smoothing. Further investigation and developments (e.g., inclusion of PET data) to the MR guided kernel method are required to make it impervious to all sizes and shapes of PET-MR mismatches. The mean value of the tumor regions reconstructed with the MR resolution LVS kernel method in Fig. 11 outperforms the other kernel implementations and MLEM; however, the quantitative accuracy of these values is uncertain. It should be noted that the tumor mean values by the MR resolution LVS kernel method are larger than the ground truth estimate for all regions.
The conventional kNN kernel method at PET and MR resolution visually suppresses the tumor regions, as shown in Fig. 12 at matched noise levels. The tumor regions reconstruction using the LVS kernel method at PET resolution are visually closer to those reconstructed using MLEM. The LVS kernel method results in a better recovery of PET unique structures both visually and numerically in comparison to the other kernel implementations, whilst retaining the noise reduction and detail preserving properties of the kernel method in comparison to MLEM. This is illustrated by the reconstructed images, Fig. 13 , for the tumor containing slice at a fixed iteration number.
Both simulated and real data results demonstrate the benefit of the spatially compact LVS kernel method for the reconstruction of PET unique structures, relative to the conventional kernel method. In both datasets, there is a clear tradeoff between the spatially compact and conventional kernel methods, with the former achieving more accurate reconstruction of PET unique structures, and the later achieving further reduction in whole brain NRMSE.
Future work should investigate the proposed kernel method on real data which has genuine PET-MR mismatches (e.g., tumors only present in the PET), to assess the full utility of this paper. In addition, further developments to the kernel method are required to make it robust to all forms of PET-MR mismatches, these include MR structures not present in the PET, and structures in both PET and MR which do not match. The kernel method is practically insensitive to MR structures in uniform PET regions, as the incorrectly shaped basis functions will be correctly weighted using the PET data only. However, differing PET and MR structures will lead to distortion of the PET structure in accordance to that of the MR. The scope of this paper only concerns the specific case of PET-MR mismatches in the form of PET unique structures situated within uniform MR regions. To accurately reconstruct contradicting PET-MR structures requires further investigation and development of the kernel method. 
VI. CONCLUSION
The conventional MR-guided kernel method suffers from poor recovery of structures unique to the PET data. The proposed developments to the implementation of the kernel method produce spatially compact basis functions that have demonstrated clear improvements in the recovery of PET unique structures compared to the conventional kernel method for both simulated and real data. For all sizes of PET unique structures evaluated, the spatially compact kernel method showed quantitative and visual improvement in comparison to the conventional kernel method whilst maintaining to a large extent the kernel method's improved noise reduction properties relative to MLEM. This provides an improved balance between noise reduction, and recovery of PET unique structures. Further developments to the MR-guided kernel method are required to eliminate the bias introduced by the kernel method in the reconstruction of PET unique structures, in particular for very small high intensity regions. Extending the kernel method to MR resolution resulted in notable Gibbs ringing artefacts for noise free data at high iterations.
