Abstract: In this study, the innovation approach is used to estimate the measurement total error associated with power system state estimation. This is required because the power system equations are very much correlated with each other and as a consequence part of the measurements errors is masked. For that purpose an index, innovation index (II), which provides the quantity of new information a measurement contains is proposed. A critical measurement is the limit case of a measurement with low II, it has a zero II index and its error is totally masked. In other words, that measurement does not bring any innovation for the gross error test. Using the II of a measurement, the masked gross error by the state estimation is recovered; then the total gross error of that measurement is composed. Instead of the classical normalised measurement residual amplitude, the corresponding normalised composed measurement residual amplitude is used in the gross error detection and identification test, but with m degrees of freedom. The gross error processing turns out to be very simple to implement, requiring only few adaptations to the existing state estimation software. The IEEE-14 bus system is used to validate the proposed gross error detection and identification test.
Introduction
The ability to detect and identify gross errors is one of the most important attributes of the state estimation process in power systems. This characteristic to deal with gross errors makes the results of the state estimation process preferable if compared with the SCADA raw data [1] .
In order to mitigate the gross errors effect on the state estimation results, some robust estimators have been introduced in power systems [2] . One of the first robust state estimators applied to power systems was the weighted least squares (WLS) estimator endowed with the largest normalised residual test [3] for gross error detection and identification. However, this combination is not robust in the presence of single and multiple non-interacting gross errors [2] . Also, this estimator is not able to identify multiple interacting gross errors, especially when the errors are conforming and/or occur in leverage points, which are highly influential measurements that 'attract' the state estimation solution towards them [4] .
Other alternative estimators, which are more robust than the WLS estimator, have been proposed. The weighted least absolute value estimator, for example, can deal better with multiple gross errors, but it is prone to fail in the presence of a single gross error at a leverage point [2] .
The least median of squares estimator is another estimator alternative [2, 4] . It is a member of the family of estimators known collectively as high-breakdown point estimators. It is inherently resistant to outliers in leverage points and can handle multiple interacting gross errors, even when they are conforming. However, it requires excessive computing time for online applications [1] .
In [5] , using of geometrical properties, the authors state that gross errors in critical pairs of measurements are detectable but not identifiable. They even generalise the idea of critical pair of measurements and even generalise that for a critical k-tuple of measurements, k 2 2 gross errors are identifiable while k 2 1 of them are detectable but not identifiable. No mention of recovering those errors is made.
In [6] [7] [8] , more insights related to the detectability of gross errors in power system state estimation are provided. This is achieved decomposing each measurement error into two components: the component pertaining to the measurement Jacobean space, the masked error component and the component orthogonal to that space. The ratio between the norms of those quantities, the undetectability index (UI), provides a measure of how much of masked error a measurement contains. That allows more insights related to the masking errors in power system state estimation, beyond offering a wider view of the concept of leverage measurements.
In this paper, using the WLS estimator, and based on geometrical concepts as in references [7, 8] , more insights related to the detectability of gross errors in power system state estimation are provided. This is achieved decomposing each measurement into two components: the component orthogonal to the measurement Jacobean space and the component pertaining to that space, that is, the component which masks error. The ratio between the norms of those quantities, the innovation index (II), provides a measure of how much new information a measurement contains. Although this index is numerically just the inverse of the UI, it allows explaining in a very clear way, using of the wellknown concept of new information available for dynamic systems, all the contents related to the masking effect in state estimation. Moreover, based on the II index, a technique to recover the error not reflected in the state estimation residual, that is, the masked error is proposed. The recovering of the measurements errors, as proposed in this paper, contradicts the statement that errors in critical pair of measurements or in k 2 1 measurements of a critical k-tuple are detectable but not identifiable, as previously stated in [5] . In this paper, instead of the classical normalised measurement residual amplitude, the corresponding normalised composed measurement residual amplitude is used in the gross error detection and identification test.
Background
Consider a power system with n buses and m measurements, modelled for state estimation purposes, as a set of non-linear algebraic equations, that is
where
is a continuously non-linear differentiable function, e is the (m × 1) measurement error vector with zero mean and Gaussian probability distribution and N ¼ 2n 2 1 is the number of unknown state variables to be estimated. Since the number m of measurements is higher than the number N, a common solution to estimate the states variables is the well-known WLS method, which searches for state x, minimising the functional
, where W is a symmetric and positive definite real matrix. In power system state estimation, the weight matrix W is usually chosen as the inverse of the measurement covariance matrix. Functional J is a norm in the measurement vector space R m that is induced by the inner product ku, vl ¼ u T Wv, that is
Letx be the estimated state, that is, the solution of the aforementioned minimisation problem, and define the estimated measurement vector asẑ = h(x). The residual vector is defined as the difference between z andẑ, that is,
The linearisation of (1), at a certain point x * , yields
with H ¼ ∂h/∂x is the Jacobean of h calculated at
is the measurement vector mismatch, and Dx ¼ x 2 x * . If system (2) is observable, that is, rank(H ) ¼ N [8] , then the vector space of measurements R m can be decomposed into a direct sum of two vector subspaces, that is,
In the linear state estimation formulation (3), the state estimation solution can be interpreted as a projection of the measurement vector mismatch Dz onto the <(H ). Let P be the linear operator which projects vector Dz onto <(H ), that is, Dẑ = PDz and r = Dz − Dẑ be the residual vector for the linearised model. The projection operator P, which minimises the norm J, is the one that projects Dz orthogonally onto <(H ) in the sense of the inner product ku, vl ¼ u T Wv, that is, the vector Dẑ = HDx is orthogonal to the residual vector. More precisely
Solving this equation for Dx, one obtains:
As Dẑ = HDx, the projection matrix P will be the idempotent matrix
Remark 1: If W is a diagonal matrix given by W ¼ cI, where c . 0 is a real number, and I is the identity matrix, then P ¼ P T and P is said to be an orthogonal projection. In power system literature, the matrix P is usually called Hat matrix and it is also known as K matrix [4] . The residual vector is found to be
where the idempotent matrix (I 2 P) is an operator that projects Dz onto <(H) ⊥ . Matrix (I 2 P) is given by
and is usually called residual sensitivity matrix; it is also known as S matrix [4] in power system literature. Fig. 1 illustrates the operator P acting on the vector Dz.
3 Innovation concept and innovation index proposition for the recovery of masked errors
Definition
A measurement innovation [14] , in static state estimation, is defined as the new information that measurement contains related to the measurements that compose the Jacobean of Fig. 1 Geometric interpretation of the operator P acting on the vector Dz the system. That is, it is an extension of the Gram-Schmidt transformation [9] , in the sense that the measurement is contained in the measurement set that compose the Jacobean.
The new information of a measurement, for state estimation purposes, is contained in the part of the measurement that is orthogonal to the Jacobean range space related to the measurement set. In order to obtain the innovation of a measurement it is only required to project that measurement in that space. In case a measurement contains error, the component orthogonal to the Jacobean range space will show its error through the measurement residual [7] and the other measurement component, in the R(H ), will have the error completely masked, see Fig. 2 .
In this way, the masked error of a measurement, associated with the state estimation process, is the measurement error that is contained in the Jacobean range space.
Since the measurements error vector e mi R(H) ⊥ is known, is in the R(H) ⊥ , being equal to the measurement residual vector [7] ; the other component of the measurements residual vector, by other side, is in the R(H ), therefore they are orthogonal to each other. Then it is easy to compose the measurements total error vector. That is, the corrected measurement error vector (CNE) will be e m = e mR(H) + e mR(H) ⊥ (8) and for the measurement i
e mi being the ith component of the measurement residual vector e m . For a particular case this can be illustrated in Fig. 2 . In order to obtain the measurement i masked error, from (9) the following is proposed:
Step 1: Suppose the ith measurement vector, that is,
T and M i the measurement i magnitude;
using (5) and (7) 
, the measurement vector component in the R(H ) and in the R(H) ⊥ , respectively. With that in mind, the innovation index for the ith measurement is thus proposed
Remark 2: As can be seen, the proposed innovation index for a measurement does not depend on the measurement magnitude but on the measurement position related to the Jacobean range space as well as on the projection matrix P.
Observe that the critical measurements will be the ones with II equal to zero. Index II is the inverse of the UI as defined in [7] . The reason the II is being proposed, instead the UI, is because the first index is related to the information theory and as a consequence is well known in many researches field with known properties. The unique required change was to adapt the definition of innovation, available in the field of dynamic systems, to the static situation. This will facilitate to explain the results of the paper simulations.
Step 2: Recovering the measurements masked errors. For the purpose of estimating the measurement total error magnitude, the following is proposed:
Process the state estimation and compute the residual vector r, (r = e miR(H) ⊥ ).
Using the index II for each measurement i compute the masked error vector, that is:
and the measurement i component on the R(H)
⊥ , that is:
With those two vectors in hands, and using (10), compute the measurement i innovation index II i . As a consequence, (9) becomes
or
where r i is the measurement i residual.
Step 3: Gross error detection and identification test.
Apply the gross error detection and identification test (HTI)
, as in the Appendix, but using the corrected normalised measurement error (CNE), as in (12). 2. Once a gross error was detected and identified, perform the measurement correction using the estimated gross error, that is the measurement CNE, and then again estimate the power system states.
Remark 3:
The understanding of the authors is that Schweppe et al. [10 -12] , and many others, have applied the classical statistical hypothesis test (HTI) in power systems for gross error detection and identification with limited efficiency. The reason is that the HTI as used in power system state estimation requires the non-existence of masking effect in the estimation process; however, in power system state estimation the masking effect does exist in a significant way since the measurements residuals are very much correlated. 
Numerical tests
For the numerical tests, the IEEE-14 bus system whose data are available at [13] , and illustrated on Fig. 3 , will be used.
The measurement values (z lf ) used in the tests, were obtained from a load flow solution, to which normally distributed noises were added. The measurements noise was assumed to have zero mean and a standard deviation 's' given by s ¼ ( pr * |z lf |)/(3)|; with pr, the metre precision, equal to 3%. The measurement weights are assumed for each measurement as (1)/(s i  2 ) . For all the simulated cases it was assumed the system as observable.
Scenario-I: In this measurement scenario the measurement set shown in Table 1 will be used.
Remark 4:
In the following tables, this nomenclature was used: I:a -injection measurement at bus 'a '; F:a 2 bflow measurement from bus 'a ' to bus 'b '; A and R stand for active and reactive power measurements, respectively; and V:a -voltage magnitude measurement at bus 'a '.
For all the cases, the measurement scenario is so that the network is assumed to be observable.
In Table 1 , using the proposed formulation, the index II for each measurement was calculated, as well as the measurements gross error detection level by means of the largest normalised residual test, considering a threshold value of l ¼ 3 (see the Appendix).
As seen in that table, there is a close relation between the measurement detection level and the corresponding index II. Measurements with high IIs, in general above one, have gross errors detected and identified, with the normalised gross error detection level close to 3.0s (average values for 30 different cases). The meaning of II equal to one is that the masked measurement error magnitude is equal to the measurement residual.
On the other hand, measurements with low II require very high gross errors in order to be detected and identified, that is, the masked error because of the estimating process is high. As a consequence, the results of Table 1 shows that the largest normalised residual test, as performed in these days, may fail significantly when the gross errors are in those measurements with low II. As can be seen in Table 1 , the masking measurement error in power system state estimation is a significant fact, that is, the measurement gross error detection level is related to the index II; or in another words, it is related to the measurement masked gross error.
With that in mind, in the next test, Table 2 , using the same measurement set as in Table 1 but with a new set of random numbers, a gross error of 10s was added, in an isolated way, to each measurement; in order to compare the available measurement gross error detection and identification test and the proposition of this paper, that is, the measurement normalised residual r N and the corresponding CNE was computed.
As can be seen in Table 2 , for the measurements with high II, their normalised residual and the corresponding CNE were close to each other; however, for measurements with low II they are quite different. As a consequence, for those measurements with low II, the classical measurement gross error detection and identification will fail in a significant way. They will require first the measurement masked error estimation, then the composition of the total measurement error as proposed in this paper through (12) . Table 2 shows, in a clear way, that when the step of recovering the gross error is performed and the measurement gross error is composed, the HTI procedure will be reliable.
Remark 5:
The numerical tests have shown that further studies must be made when gross errors occur in redundant measurements. Suppose, for example, a case of a measurement critical pair. Since they have the same normalised residual, when their residuals are corrected the measurement with lower II will have larger CNE. When the error is on the measurement with lower II, using the largest corrected normalised residual test the conclusion of gross error on that measurement will work correctly. However, when the error is on the measurement of larger II, some extra work, in order to identify correctly the measurement containing gross error, must be made.
Conclusions
In this paper, more insights related to detection and identification of measurements gross errors in power system state estimation, using the innovation concept has been provided. This is achieved decomposing each measurement into two components: the component orthogonal to the Jacobean range space and the one onto that space. The ratio between the w-norm of those quantities, the innovation index, gives the ratio of how much of new information a measurement contains. In other words, a large II, larger than one, gives more information than it masks. According to the paper's results, it is possible to conclude that the higher an II of a measurement the lower the masked error. Based on the II index, a way of recovering the masked errors, resulting from the measurement residual estimating process, has been proposed. The total measurement residual is then corrected. Also the proposed measurement gross error detection and identification test, using the measurement corrected gross error, as proposed in this paper, works very well. These results show the gross error test as used in the existing literature is not effective in finding the measurement error. It does not consider the masking effect existing in the power system state estimation. So just for large errors it will detect error in the measurement set, but always correcting in wrong way the measurement error amplitude. The critical measurements are easily identified as those with II equal to zero.
Using the paper's approach, we are working on a multiple gross errors detection and identification test in power system state estimation.
