Urban Heat Island Demonstration And Temperature Progression Using Oklahoma City, Oklahoma by Peltier, Elliot Quinn
University of North Dakota
UND Scholarly Commons
Theses and Dissertations Theses, Dissertations, and Senior Projects
January 2017
Urban Heat Island Demonstration And
Temperature Progression Using Oklahoma City,
Oklahoma
Elliot Quinn Peltier
Follow this and additional works at: https://commons.und.edu/theses
This Thesis is brought to you for free and open access by the Theses, Dissertations, and Senior Projects at UND Scholarly Commons. It has been
accepted for inclusion in Theses and Dissertations by an authorized administrator of UND Scholarly Commons. For more information, please contact
zeineb.yousif@library.und.edu.
Recommended Citation
Peltier, Elliot Quinn, "Urban Heat Island Demonstration And Temperature Progression Using Oklahoma City, Oklahoma" (2017).
Theses and Dissertations. 2308.
https://commons.und.edu/theses/2308
 
 
 
 
 
URBAN HEAT ISLAND DEMONSTRATION AND TEMPERATURE PROGRESSION 
USING OKLAHOMA CITY, OKLAHOMA 
 
 
 
By 
 
 
 
Elliot Quinn Peltier 
Bachelor of Science – Secondary Science, Turtle Mountain Community College, 2014 
 
 
 
A Thesis 
Submitted to the Graduate Faculty 
of the 
University of North Dakota 
in partial fulfillment of the requirements 
for the degree of 
Master of Science 
Grand Forks, North Dakota 
 
December 2017 
 
 
ii 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Copyright 2017 Elliot Peltier 
iii 
 
 
 
This thesis, submitted by Elliot Peltier in partial fulfillment of the requirements for the 
Degree of Master of Science from the University of North Dakota, has been read by the Faculty 
Advisory Committee under whom the work has been done and is hereby approved. 
 
 
_______________________________________ 
Dr. Christopher Atkinson, Chair 
 
 
_______________________________________ 
Dr. Douglas Munski, Committee Member 
 
 
_______________________________________ 
Dr. Jeffrey VanLooy, Committee Member 
 
 
 
This thesis is being submitted by the appointed advisory committee as having met all of 
the requirements of the School of Graduate Studies at the University of North Dakota and is 
hereby approved. 
 
 
____________________________________ 
Grant McGimpsey 
Dean of the School of Graduate Studies 
 
 
____________________________________ 
Date 
iv 
 
 
 
 
PERMISSION 
Title Urban Heat Island Demonstration and Temperature Progression Using Oklahoma 
City, Oklahoma 
Department Geography and Geographic Information Science 
Degree  Master of Science 
 
In presenting this thesis in partial fulfillment of the requirements for a graduate degree 
from the University of North Dakota, I agree that the library of this University shall make it 
freely available for inspection. I further agree that permission for extensive copying for scholarly 
purposes may be granted by the professor who supervised my thesis work or, in his absence, by 
the Chairperson of the department or the dean of the School of Graduate Studies. It is understood 
that any copying or publication or other use of this thesis or part thereof for financial gain shall 
not be allowed without my written permission. It is also understood that due recognition shall be 
given to me and to the University of North Dakota in any scholarly use which may be made of 
any material in my thesis. 
 
 
 
 
 
Elliot Peltier 
11/13/2017 
 
 
 
 
 
 
 
v 
 
 
 
TABLE OF CONTENTS 
LIST OF FIGURES ....................................................................................................................... vi 
LIST OF TABLES ....................................................................................................................... vii 
ACKNOWLEDGMENTS ............................................................................................................. ix 
ABSTRACT ................................................................................................................................... x 
CHAPTER 
I. INTRODUCTION .................................................................................................. 1 
II. LITURATURE REVIEW ....................................................................................... 4 
III. METHODOLOGY ............................................................................................... 11 
IV. RESULTS ............................................................................................................. 19 
V. DISCUSSION ...................................................................................................... 54 
Factors Influencing Research .................................................................... 54 
Shortcomings of Study .............................................................................. 58 
VI. CONCLUSION .................................................................................................... 60 
APPENDICES .............................................................................................................................. 61 
REFERENCES ........................................................................................................................... 121 
vi 
 
 
 
LIST OF FIGURES 
Figure                                                                                                                                                    Page 
1. Temperature (red) in relation to CO₂ concentration (blue) ................................................. 6 
2. Oklahoma City study area ................................................................................................. 12 
3. Study area with attribute table ........................................................................................... 14 
4. Study area with attribute table ........................................................................................... 15 
5. Study area with attribute table ........................................................................................... 16 
6. Graph showing average minimum temperatures for December of each year ................... 35 
7. Graph showing average minimum temperatures for January of each year ....................... 37 
8. Graph showing average minimum temperatures for February of each year ..................... 39 
9. Graph showing average minimum temperatures for June of each year ............................. 41 
10. Graph showing average minimum temperatures for July of each year ............................. 43 
11. Graph showing average minimum temperatures for August of each year ........................ 45 
12. Map showing average minimum temperature patterns across study area ......................... 47 
13. Map showing average minimum temperature patterns across study area ......................... 48 
14. Map showing average minimum temperature patterns across study area ......................... 49 
vii 
 
15. Map showing average minimum temperature patterns across study area ......................... 50 
16. Map showing change in average minimum temperature patterns from 1985 to 2014 
for January across study area ............................................................................................. 51 
17. Map showing change in average minimum temperature patterns from 1985 to 2014 
for June across study area .................................................................................................. 52 
F. Graph(s) showing temperature progression for each station for December ...................... 67 
G. Graph(s) showing temperature progression for each station for January .......................... 73 
H. Graph(s) showing temperature progression for each station for February ........................ 79 
I. Graph(s) showing temperature progression for each station for June ............................... 85 
J. Graph(s) showing temperature progression for each station for July ................................ 91 
K. Graph(s) showing temperature progression for each station for August ........................... 97 
 
 
 
 
 
 
 
 
viii 
 
 
 
LIST OF TABLES 
Table                                                                                                                                                         Page 
1. Difference in mean minimum temperature for December ................................................. 21 
2. Difference in mean minimum temperature for January ..................................................... 23 
3. Difference in mean minimum temperature for February ................................................... 25 
4. Difference in mean minimum temperature for June .......................................................... 27 
5. Difference in mean minimum temperature for July .......................................................... 29 
6. Difference in mean minimum temperature for August ...................................................... 31 
7. Comparing temperature differences (change from 1985 to 2014) for each month for 
one urban and one rural weather station ............................................................................ 54 
A. Sample of Master Spreadsheet with Daily Minimum Temperatures for Each Station 
in Study Area .................................................................................................................... 62 
B. Sample of Master Spreadsheet with Days with no Missing Temperature Values 
(Orange) ............................................................................................................................ 63 
C. Sample of Spreadsheet with Monthly Average Minimum Temperature Values ............... 64 
D. Sample Spreadsheet of X-Y Data for each Weather Station ............................................. 65 
E. Sample Spreadsheet of X-Y Data for Weather Station with no Missing Data .................. 66 
 
ix 
 
 
 
ACKNOWLEDGMENTS  
  
Special thanks to . . .: 
 
My advisor (Dr. Christopher Atkinson), advisory committee (Dr. Douglas Munki, and Dr. 
Jeffrey VanLooy), and all faculty and staff in the Department of Geography and Geographic 
Information Science at the University of North Dakota.  I greatly appreciate the opportunity to 
gain knowledge and receive a master’s degree in such a disciplined area of geoscience and all 
science for that matter.  I also greatly appreciate the help and support while doing so. 
 
My parents and siblings who gave me love, help, support, and comfort during this time to assure 
success on any projects, assignments, and on achieving my Masters of Science. 
 
 
 
 
 
x 
 
 
 
ABSTRACT 
Urban heat islands are urban areas that become large enough to impact local climate, 
specifically by increasing temperatures.  Urban centers are made of surfaces, high concentrations 
of buildings, and greenhouse gases that are susceptible to retaining heat.  As more people move 
into cities, more space is needed for urbanization, increasing factors that raise temperature.  This 
also affects energy demand, increases need for maintenance, and affects climate sensitive people. 
Using the Oklahoma City metropolitan area, the objective is to demonstrate the urban 
heat island effect to see the extent to which heat islands impact urban climate.  The years under 
observation cover 1985 to 2014 and include winter months and summer months.  Methods 
include collecting minimum temperature data from weather stations within the study area.  
Temperature progression is exhibited by making tables that show temperature difference 
between 1985 and 2014.  Charts demonstrate temperature trends for each individual weather 
station.  Urban heat island intensity is displayed by producing maps that illustrate the urban heat 
island effect, and by using the Pearson correlation coefficient and difference of means test. 
The null hypothesis for this thesis was that urban heat islands do not have a significant 
impact on urban climate.  The results, however, represent a well-defined urban heat island in 
Oklahoma City as supported by two-sample (rural versus urban) difference of means tests.  Since 
the urban heat island effect is obvious, the conclusion is that urban heat islands have a significant 
impact on urban climate regarding temperature.
1 
 
 
 
CHAPTER 1 
INTRODUCTION 
Urbanization, or the concept of people moving into urban areas, increasing urban 
population, and increasing demand for urban space, has been a topic of importance.  In the year 
1800, around two percent of Earth’s population resided in urban areas (Juniper 2016).  By the 
year 1900, the number of people living in urban areas increased to 13 percent.  In 2000, that 
number has increased to 46 percent (Sun and Chen 2011).  For the first time in 2007, more than 
half of the globe’s population lived in urban areas (Juniper 2016).  In 2030, 60 percent of the 
planets population is said to be urbanized (Balçik 2014).  By the year 2050, it is projected that 69 
percent of the world’s population will be in urban areas, with an urban population of 6.3 billion 
people (Sun and Chen 2011). 
As urban population grows, more materials for living and working are needed while 
additional rural space is taken for urbanization.  In Istanbul, because of increasing population, 
drastic changes in land cover have happened during the last 60 years.  Recent megaprojects, such 
as constructing a third international airport, are quickly devastating natural habitats by covering 
them with unnatural material.  These projects create a major influence on the city’s climate, 
resulting in large temperature contrasts between city and country (Balçik 2014).  While using 
remote sensing imagery, surface temperatures for places such as Toulouse, France are noticeably 
warmer in built-up areas and become warmer as cities develop (Houet and Pigeon 2011).  Places 
in America, such as New York City, New York, are urbanized to the extent that it becomes a 
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concern for energy usage and climate sensitive people during the summertime (Meir et al. 2013).  
Kriging interpolation shows how urban heat island intensity – the difference in temperature 
between urban and rural locations – is more noticeable at night than day in places such as 
Oklahoma City, Oklahoma (Hu, Xue, and Klein 2016). 
Today, over 3.3 billion people live in urban areas.  The effects urbanization has on urban 
climate makes urban heat islands a significant environmental concern and threat to major cities 
across the planet (Balçik 2014).  The urban heat island effect also exposes cities as places most 
likely to become impacted by climate change (Henseke and Breuste 2014).  It is certain how 
issues such as the urban heat island effect need to be established to prevent probable 
environmental issues in the future (Balçik 2014). 
This thesis provides background information on urban heat islands, including effects 
urban heat islands have on urban environment.  This research will also touch on ways of 
mitigating the urban heat island effect, describe potential hazards that accompany incorporating 
natural settings into cities, and forewarn the hazards of urban heat islands if left unrecognized.  
Since urban heat islands are a type of climate, information is given to better understand climate 
and climate change, which will help better explain the origination of urban climate. 
Past research has made aware the urban heat island effect and how major cities localize 
their own climate.  For this thesis, the problem that needs to be addressed is:  To what extent do 
metropolises impact local temperature?  The objective is to resolve whether heat islands have a 
significant impact on urban climate or not by incorporating strategies that will assess the research 
problem.  The null hypothesis for this thesis is that urban heat islands do not influence urban 
climate to a noticeable extent.  This would mean that temperature contrasts between city and 
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rural areas are not obvious and are similar instead.  Otherwise, urban heat islands modify 
temperature if the difference between urban and rural temperatures are noticeable. 
Research methods involve using temperature information throughout the study area to 
devise tables and graphs that demonstrate the change in temperature for particular locations as 
well as the complete study area.  Tables will portray temperature progression by showing the 
difference between 1985 and 2014 for each month studied.  Charts detail temperature 
progression and depict temperature patterns and trends for the same month in each year for each 
individual weather station.  Both tables and charts will also signal how temperatures in urban 
areas usually stay higher than temperatures in rural areas and even increase faster than 
temperatures in rural areas because of urban heat island influence on local climate. 
To help visualize the characteristics of an urban heat island and to determine urban heat 
island intensity (UHII), various maps of the study area are generated to illustrate how 
temperatures within an urban area are warmer compared to their surrounding rural locations.  
The difference in temperature from urban to rural setting on each map will help determine heat 
island intensity by seeing how great the difference is between the two settings.  If there is 
considerable difference between urban and rural temperatures on the maps, then heat islands 
must have substantial potential to alter temperature.  If there is minimal contrast, then increased 
temperature can be partly due to climate change or some other contribution.  To completely 
understand UHII the final method involves analyzing the results of two statistics procedures.  
The Pearson correlation coefficient can be used to determine the positive or negative relationship 
between two sets of temperature data.  The Z-score helps determine if two sets of temperature 
data are significant and the level of UHII.
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CHAPTER 2 
LITERATURE REVIEW 
Climate is the average weather condition over an extended amount of time.  Changes in 
atmospheric conditions from one moment to the next can be very minor or rather extreme and 
depends on location.  Whatever the case is, understanding the average weather conditions, such 
as temperature, precipitation, wind, and atmospheric pressure, over an extended period of time, 
such as the 30-year benchmark common to climate studies, helps determine climate regardless of 
how conditions vary.  Recognizing the location, such as latitude, elevation, topography, and 
distance from large bodies of water, defines the climate a particular region has.  The main global 
factors that affect climate are seasonal shrinking and growing of ice sheets, changes in Earth’s 
orbital pattern, and the Continental Drift theory, which have all played a major role throughout 
much of Earth’s history (Fry et al. 2010). 
There are three main climate zones.  Polar zones are located at the North and South Poles 
and have cold temperatures year-round.  Temperate zones are located at midlatitudes and have 
four seasons.  The tropical zone is on either side of the equator and has warm temperatures year-
round (Ganeri 2014).  Climate classification can become more detailed from there.  Examples 
include arid climates, which are regions with minimal precipitation, hot days, and cold nights, 
and mountain (alpine) climates, which are colder than low-lying areas with a similar latitude (Fry 
et al. 2010).  These climate regions are macroclimates because they each have unique climate 
characteristics that cover a recognizable amount of space (Bone 2015). 
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To refine climate furthermore, we have a phenomenon called microclimate.  This is a 
unique situation where minor places on a global scale have a different climate than their 
surroundings – they have their own localized climate.  Valleys scattered throughout mountain 
ranges are warmer than their surroundings since they are protected from winds (Ganeri 2014).  
Lakes modify weather of places near the shoreline because of the different heating and cooling 
rates between land and water, causing sea/land breeze (Lehr, Burnett, and Zim 1987). 
Earth’s climate has always gone through natural periods of warming (global warming) 
and cooling (or ice age).  In recent years, though, Earth has been starting a period of global 
warming due to human actions, with the combustion of fossil fuels for energy being a prominent 
example.  The current trend appears similar to Earth’s past warming and cooling events, such as 
the Medieval Warm Period or Little Ice Age, but also has characteristics unique for its time.  
Nonetheless, climate change today is of utmost concern because of how well it relates to 
anthropogenic activities (Bright 2013). 
To understand our planet's warming trend, our primary concern is within a process 
known as the greenhouse effect (Fry et al. 2010).  The greenhouse effect is a naturally-occurring 
process of Earth - a process that mimics a greenhouse (Bright 2013).  The greenhouse effect 
explains how greenhouse gases in the Earth’s atmosphere, such as water vapor, carbon dioxide, 
methane, nitrous oxide, and ozone, retain infrared radiation from Earth and prevent it from 
returning to space, keeping the Earth warm (Goodwin 2016).  With anthropogenic processes, 
more greenhouse gases accumulate in the atmosphere, increasing Earth’s radiation capacity and 
allowing it to warm faster than usual (Bright 2013).  Figure 1 displays how temperature increase 
relates to carbon dioxide (CO₂) concentration, a by-product of fossil fuel combustion. 
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Climate change has had a long and looming history.  Jean Baptiste Joseph Fourier, who 
lived from 1768 to 1830, explained how the most important factors affecting Earth’s temperature 
was radiation from the sun and the temperature of outer space.  He promoted that radiation from 
space can more easily enter the atmosphere than radiation from Earth can enter space.  During 
the mid-19th century, John Tyndall was the first person to suggest changing climate by 
explaining how atmospheric CO₂ concentration relates to ice ages.  He continued informing that 
colorless, invisible gases absorb and radiate warmth, thus, absorbing longwave radiation from 
Earth.  Fluctuations in amount of these gases in the atmosphere could stimulate changes in 
climate (Fleming 2007).  In 1896, Svante Arrhenius noticed how CO₂ concentration relates to 
changes in climate by studying the work of other scientists.  He also believed that differences in 
CO₂ concentrations could affect surface temperature and promote changes in glacial ice (Fleming 
2007).  Finally, Nils Eklohm mentioned that human activities could cause climate to alter.  In 
Figure 1. Temperature (red) in relation to CO₂ concentration (blue).  Source:  Climate Etc. 
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1899, he believed that current rates at which humans burned pit coal could double the amount of 
CO₂ in the atmosphere and produce a noticeable rise in temperature (Fleming 2007). 
In 1938, Guy Stewart Callendar introduced the Callendar Effect, which made connections 
between anthropogenic manufacturing of CO₂ and increasing global temperature.  He calculated 
that since the end of the 19th century, people injected 150,000 million tons of CO₂ into the 
atmosphere by burning fossil fuels, while three quarters of this amount remains in the 
atmosphere (Fleming 2007).  This usage in fossil fuels also accounted for the rise in surface 
temperature of 0.0005 degrees Celsius per year during the latter half of the 19th century.  Earlier 
in the 20th century, Callendar accomplished supporting his theory by collecting weather data 
from 200 frontier weather stations throughout the globe, measuring the regression of glaciers, 
and by relating the use of fossil fuels to the increase of carbon emissions and the increase in 
carbon absorption by ocean and plants.  In 1900, Callendar recorded the concentration of CO₂ in 
the atmosphere to be 274 to 292 parts per million (ppm).  By 1938, that number had increased by 
10 percent to 289 to 310 ppm (Fleming 2007).  He predicted there would be a 10 percent 
increase in CO₂ concentration every century afterwards.  During this time, Callendar not only 
advised the Callendar Effect, but also introduced the current explanation for climate change:  
How Earth’s changing climate and increasing average global temperature is triggered by the 
combustion of fossil fuels (Fleming 2007). 
Urban climate describes situations where cities induce their own isolated climate.  This is 
commonly done by raising the temperature of a city, causing an urban heat island (Houet and 
Pigeon 2011).  Urban heat islands are a type of microclimate, but like contemporary climate 
change, are not a naturally occurring process (Sun and Chen 2011).  Heat islands refer to 
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situations where urban areas expand to a size that raises temperature within their location more 
than surrounding locations (Pu et al. 2006). 
Urban heat islands were first studied by Luke Howard in 1818 when he noticed the 
warmth of London being much greater than that of the countryside (Gartland 2008).  He 
described the temperature in the city to be 3.7 degrees Fahrenheit warmer than outside the city 
(Bright 2013).  In the latter half of the 19th century, Emilien Renou also noted how temperatures 
outside of Paris appeared cooler than temperatures in the city.  In the early 20th century, Wilhelm 
Schmidt noticed the same conditions in Vienna.  Heat island research in the United States started 
in the first half of the 20th century (Gartland 2008).  Today, Mesev (2003) tells how locations of 
cities are recognizable from satellite because of their temperature differences rather than by their 
distinguishing visual characteristics compared to their vegetated surroundings.  Bright (2013) 
details these factors, saying how a city could be two to 10 degrees Fahrenheit warmer than 
regions outside the city.  He also explains how precipitation 20 to 40 miles away from a city in 
the direction of the wind increases by 28 percent, similar to the chances of precipitation 
increasing from a body of water, such as lake effect snow (Ludlum 1991). 
There are many probable causes for this thermal distinction of cities.  Temperatures 
increase because of the many characteristics usually found in urban settings (Bright 2013).  
According to Pu et al. (2006), these warmer temperatures occur because various surfaces within 
urban centers are susceptible to increasing temperatures.  Types of surfaces likely to raise 
temperature include asphalt and concrete.  Bright (2013) says how automobiles and industry 
produce heat, while air pollution, such as smog, localizes the greenhouse effect.  Sun et al. 
(2013) also mentions how close proximity of buildings create urban heat island characteristics by 
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reducing reflectivity of radiation into space, a cycle known as the canyon effect (Bright 2013).  
The effects of urban climate can also become enhanced in severity because of climate change, 
making urban heat islands an even greater concern (Henseke and Breuste 2014). 
Warm temperatures not only have potential to change the environment, but currently pose 
several problems.  With urban population growing faster than rural population, more cases with 
climate-sensitive people, which involve children and elders, are occurring.  These populations 
believe that, although natural space does reduce the urban heat island effect, it does not reverse 
summertime temperatures, keeping discomfort levels consistent for heat-sensitive residents 
(Henseke and Breuste 2014).  Other problems related to heat islands include energy consumption 
and money wasting.  Higher temperatures increase the need for energy use.  Aside from the heat 
they produce, dense areas also usually require the management of storm water runoff and waste 
disposal, requiring even more money (Gartland 2008). 
When resolving the urban heat island effect, one solution is certain.  Areas outside the 
city are much cooler since they consist of surfaces that reflect radiation, such as water, and 
contain vegetation, which absorb greenhouse gases from the atmosphere (Small 2006).  Since 
this is true, Ruth (2006) explains that the mitigation strategy of choice for the issue is adding 
rural characteristics within built-up areas.  These natural areas are noted for lowering urban 
surface temperature, an explanation for why rural areas surrounding urban areas stay cool (Small 
2006).  Though green urban infrastructure cannot completely substitute natural environments 
overtaken by cities, they do offer advantages for urban environments by benefiting human health 
and protecting species they shelter to thrive (Demuzere et al. 2014).  Demuzere et al. (2014) tells 
us how urban greenery, such as parks, forests, and wetlands, exhibit resilience to the urban heat 
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island effect.  He has noted how these rural settings reduce carbon dioxide since vegetation needs 
carbon dioxide to flourish.  One of the most notable ideas related to green infrastructure is 
vertical greenery, which lowers temperature as much as two degrees Celsius (Liang, Hien, and 
Jusuf 2014).  Green roofs, or roofs that hold vegetation, also have a significant impact on urban 
heat islands (Demuzere et al. 2014).  Another way to lower urban temperature is by adding an 
urban cooling island, which are bodies of water scattered throughout an urban area that have a 
very high heat capacity and lower temperature.  If urban heat island effects increase the rate of 
evaporation, the oasis effect only intensifies, cooling the neighboring urban environment (Sun 
and Chen 2011). 
On the other hand, these reversal methods also have their hindrances.  Green roofs, if 
prominent enough, can require ample fertilization, which pollutes storm water runoff that 
eventually enters the water supply.  Tree shading is an important factor to consider in colder 
climates.  An abundance of shading reduces the amount of solar radiation reaching Earth’s 
surface.  Streets and parks become uncomfortable during cold seasons, increasing thermal 
demands and energy usage (Demuzere et al. 2014).  If trees along streets are large enough, they 
interrupt the regular motions of air currents, forcing air pollution to accumulate at the street level 
and making pollution more concentrated along streets instead of evenly dispersing throughout 
the city.  The more expanded green settings become, the less compact the urban area becomes, 
increasing fuel demand and consumption while traveling further distances within the metropolis.  
Greenery poses problems when it comes to animals or insects.  These organisms become more 
pronounced as natural settings become incorporated into the urban area and become irritating 
and possibly carry diseases.  Deciding to eradicate them via pesticides could result in poor air 
and water quality (Demuzere et al. 2014).
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CHAPTER 3 
METHODOLOGY 
The study area used for this research is the Oklahoma City metropolitan area and 
surrounding rural areas in the state of Oklahoma, which is displayed in Figure 2.  While choosing 
a study area, location and physiography were taken into consideration.  It is safe to choose 
metropolitan areas with a level elevation.  Since this study area is located at the edge of the Great 
Plains, the elevation is generally the same throughout, which assures that temperature differences 
are due to urbanization and not topography.  Another consideration is choosing a metropolis 
away from large bodies of water.  Metropolises near large bodies of water tend to be cooled from 
lake/sea breezes and the water itself (similar to an urban cooling island). Involving both the 
urbanized area and surrounding rural landscape, which includes various smaller cities and towns, 
helps distinguish the effects of urban surfaces from rural surfaces on surface temperature.  Using 
data from weather stations was essential for discerning urban and rural temperature differences. 
The study area included 14 counties, nine which are rural and five which incorporate at 
least some of the Oklahoma City metropolitan area.  Once counties within the study area were 
identified, daily minimum temperature data was gathered for both summer months (June, July, 
and August) and winter months (January, February, and December) for 17 weather stations.  
Data was gathered for 30 years (from 1985 to 2014) from the National Weather Service website 
in Norman, Oklahoma.  A master spreadsheet was created and housed every temperature value 
for every weather station during those 30 years.
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After compiling the temperature information, deciding how to replace missing data in the 
temperature series was crucial.  Most days between 1985 and 2014 had one or more weather 
stations that did not exhibit a temperature value for that day.  Since inverse distance weighted 
(IDW) interpolation is an exact interpolator that estimates values for points based on known 
values of neighboring points, the procedure used was an extraction process that took values from 
an IDW raster generated in ArcGIS.  The first step was to make x-y data for ArcMap by creating 
a separate spreadsheet for each day within the 30-year period that included the 17 weather 
stations, latitude and longitude coordinates, elevation, and temperature.  After completing these 
spreadsheets, each day that had weather stations with missing values was given its own ArcGIS 
ArcMap document.  Using the x-y data, an IDW image was generated and converted to a raster.  
The raster image was then extracted to replace missing values, similar to Xu et al. 2013. 
The following figures are of the study area as methods were being processed to address 
missing values.  Each picture involves the attribute table used to disclose the new temperature 
value.  Station names are abbreviated to fit the column.  Figure 3 is an example of a day with no 
missing data.  Since every station presented data, no further action to replace missing data was 
required.  Figure 4 portrays how missing data was replaced.  When weather stations with 
temperature values surround a station with no value, they help estimate what the temperature 
could have been for that station on that day.  By using the attribute table, the value under 
RASTERVALU column in the same row as the missing value (represented as 999 under TEMP 
column) is used to replace the missing value.  The raster value is rounded to the nearest one’s 
place.  Stillwater Airport, for example, is now 12 degrees Fahrenheit since its raster value is 
12.105824.  Figure 5 has missing data at the edge of the raster.  This caused the attribute table to 
display no value for those stations under the RASTERVALU column, represented as -9999.  
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This happens because the station is not surround by stations with values to help compensate for 
the missing value.  This also prevents the IDW from reaching the edge of the study area.  
Missing information for these stations was avoided for the remainder of the research. 
Once missing data values were replaced, the average of each month in each year was 
calculated for each weather station.  Tables, graphs, and maps were then constructed to display 
average minimum temperatures for the central city and outlying areas.  Both tables and graphs 
allow more insight on the impact urbanization has on temperature progression and trend.  Tables 
were made specifically for understanding the temperature progression of urban heat islands and 
rural areas.  Average minimum temperature differences were calculated by subtracting average 
minimum temperatures in 1985 from average minimum temperatures in 2014 (the value for 2014 
minus the value for 1985).  This meant the average minimum temperature difference for each 
month within the study area would be calculated for each weather station.  After finishing this 
procedure, urban weather stations and rural weather stations were grouped together, making 
average temperature changes specific to each group of weather stations easier to identify. 
The second procedure completed was making graphs that depicted average minimum 
temperature patterns and trends for each weather station.  One chart displays one weather station 
and portrays the average minimum temperature value for the same month of every year, such as 
January from 1985 to 2014.  That same weather station would be on a second chart, displaying 
averages for February of every year and so on.  This process produced 102 plots altogether, 
which can be found in the appendices.  This strategy helps avoid data from different locations 
and different months from becoming confused with each other.  Since the same month in each 
year should have weather patterns that mimic each other, average minimum temperatures should 
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be consistent on each chart or change because of climate change.  Monitoring one location for 
the same month in each year should emphasize this similarity.  Noting whether the weather 
station is rural or urban while observing the charts should help communicate the results of this 
procedure.  If temperature changes are evident especially for urban stations, then urban climate 
could be altering urban temperature. 
Maps further illustrated the urban heat island effect and UHII by showing how 
temperatures change from urban to rural within the study area.  When creating these maps, the 
first step was to compile latitude and longitude coordinates of each weather station along with 
temperature data onto a spreadsheet.  Information chosen to make each map comes from the data 
tables that display average minimum temperature differences.  After finishing each spreadsheet, 
the information was added to ArcMap as x-y data, and used a process similar to the method used 
for missing data.  Once added, a map was made for each category (1985, 2014, and difference) 
as mentioned earlier using the geostatistical analyst feature, creating six inverse distance 
weighted maps.  By using the maps as a visual indicator, UHII and the answer to the hypothesis 
can be more easily determined by observing the maps to see if temperatures differ from urban to 
rural and, if so, to what extent. 
Statistics were used to determine UHII further by seeing if temperatures for urban and 
rural locations were statistically different.  This was accomplished using excel and SPSS for the 
Pearson correlation coefficient.  Excel employed a random number selector to help choose one 
urban and rural station to test daily low temperatures.  The Difference of Means Test was 
calculated by hand and by using Excel.  For this test, urban and rural stations were separated into 
groups.  A Z-score was calculated for each group using monthly averages for 1985 and 2014. 
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CHAPTER 4 
RESULTS 
The following tables display the temperature differences for each month and give an idea 
of temperature progression for all weather stations in the study area.  Each table displays one 
month and the average minimum temperature in 1985 and 2014 for each station.  The difference 
for each station is calculated as explained earlier.  Subtracting two years from each other that are 
separated by a large enough time range allows temperature changes to become more identifiable.  
By taking the first year during this time (1985) and subtracting it from the last year (2014) a 
more detectable idea of temperature change is presented.  After calculating the difference for 
Enid, OK US in Table 1, for example, which equals 8.7 degrees Fahrenheit, the temperature 
trend for this station is now clearer.  If the difference is negative, the average for 2014 is higher 
than the average for 1985, signaling a possible lowering trend in average minimum temperature 
for the same month throughout all 30 years for this particular station.  If the difference is 
positive, the average for 2014 is higher than the average for 1985, indicating a warming trend.  
How far away this number is from zero tells how much temperature change occurred. 
Temperature difference values may not adhere to subtracted values.  This is because 
numbers are rounded, and the temperature difference is a rounded value of the exact difference 
of more precise subtracted values.  Using Table 2 as an example, Blanchard 2 SSW, OK US in 
January displays 21.8 in 1985 and 21.9 in 2014.  Instead of the difference reading 0.1, it reads 
0.0.  This is because the more accurate value for 1985 is 21.83870, while for 2014, the value 
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would be 21.87096, which equals 0.03226, thus rounding to 0.0, which is more accurate than 0.1.  
“M” represents a missing value for at least one of the years, which results in a missing value for 
the difference (the weather station did not present any daily temperature data for the entire month 
of that year).  Weather stations in the metropolitan area are boxed in yellow for easier 
comparison.  Starting from the left: first column lists weather stations; second column lists mean 
minimum temperatures for each station for the year 1985 during the month; third column lists 
mean minimum temperatures for each station for the year 2014 during the month; last column is 
the difference for each station calculated by subtracting mean minimum temperature for 1985 
from 2014.  All temperature values are in Fahrenheit. 
When comparing average minimum temperatures, rural temperatures are principally 
compared to the urban weather station with the lowest temperature value.  This makes the 
difference between urban and rural more obvious and clarifies the impact urbanization has on 
urban climate.  If urban heat islands impact urban climate, then a minimal number of rural 
weather stations will be higher than the lowest value for urban weather stations.  In contrast, if 
multiple rural weather stations have higher values than the lowest value of the urban stations, it 
is more likely that urban heat islands do not greatly impact urban climate. 
Table 1 shows average minimum temperature data for December.  For this month, almost 
all average minimum temperatures for rural weather stations are cooler than temperatures for 
urban weather stations, clearly demonstrating the urban heat island effect.  For 1985, only one 
rural weather station had an average minimum temperature value higher than the temperature 
values for the urban weather stations, both which were 24.2 degrees Fahrenheit.  Blanchard 2 
SSW, OK US station had a higher average minimum temperature of 25.4 degrees Fahrenheit. 
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Table 1. Difference in mean minimum temperature for December.  Source:  Norman NWS WFO. 
December Temperature:  1985 versus 2014 
Station\Year 1985 2014 Difference 
BILLINGS, OK US 24.0 32.0 7.9 
BLANCHARD 2 SSW, OK US 25.4 33.4 8.1 
CHANDLER, OK US 23.1 M M 
CHICKASHA EXPERIMENT STATION, OK US 23.4 M M 
CUSHING, OK US 21.5 M M 
ENID, OK US 23.5 32.2 8.7 
GEARY, OK US 22.9 31.9 9.1 
GUTHRIE, OK US 22.7 34.0 11.2 
HENNESSEY 4 ESE, OK US 22.5 32.7 10.2 
KINGFISHER, OK US 22.7 33.1 10.5 
MEEKER 5 W, OK US 23.7 34.6 10.9 
NORMAN 3 SSE, OK US 24.2 35.5 11.3 
OKLAHOMA CITY WILL ROGERS WORLD AIRPORT, OK 
US 
24.2 35.7 11.5 
PERRY, OK US 18.5 33.1 14.5 
STILLWATER 2 W, OK US 20.9 33.6 12.7 
STILLWATER REGIONAL AIRPORT, OK US 20.9 33.6 12.7 
WATONGA, OK US 22.5 31.2 8.7 
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The other 14 rural weather stations had values lower than the values for the urban weather 
stations, with the lowest being 18.5 degrees Fahrenheit.  In December 2014, the lowest 
temperature value for urban weather stations was 35.5 degrees Fahrenheit, which was at Norman 
3 SSE, OK US.  All 15 rural stations had temperature values lower than 35.5 degrees Fahrenheit.  
Oklahoma City Will Rogers World Airport, OK US had an average minimum temperature of 
35.7 degrees Fahrenheit.  The highest rural average minimum temperature was 34.6, and the 
lowest was 31.2 degrees Fahrenheit. 
Even the temperature difference column exposes the urban heat island effect.  Only three 
of the 12 rural weather stations had temperature differences that were higher than the smallest 
temperature difference of the urban weather stations, which was 11.3 degrees Fahrenheit.  
Though they were also greater than the larger temperature difference of the urban stations (11.5 
degrees Fahrenheit), most rural stations did not undergo as much change.  This is because rural 
stations do not have the aspects a heat island does to allow them to increase in temperature as 
rapidly.  December was also a good indicator of climate change and how climate change can 
heighten the dangers of an urban heat island. 
Table 2 shows average minimum temperature data for the month of January.  During 
January, the urban heat island effect was also demonstrated well since most average minimum 
temperatures for rural stations remained cooler than temperatures for urban weather stations.  
However, the effect was not portrayed as well as December.  For 1985, five of the 15 rural 
stations had temperature values that were higher than the lowest temperature value of the urban 
weather stations, which was 21.5 degrees Fahrenheit.  The rural weather station with the highest 
temperature value was Chickasha Experiment Station, OK US with 22.5 degrees Fahrenheit. 
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Table 2. Difference in mean minimum temperature for January.  Source:  Norman NWS WFO. 
January Temperature:  1985 versus 2014 
Station\Year 1985 2014 Difference 
BILLINGS, OK US 19.5 18.5 -1.1 
BLANCHARD 2 SSW, OK US 21.8 21.9 0.0 
CHANDLER, OK US 21.2 M M 
CHICKASHA EXPERIMENT STATION, OK US 22.5 M M 
CUSHING, OK US 18.9 M M 
ENID, OK US 22.0 21.7 -0.3 
GEARY, OK US 21.1 20.6 -0.5 
GUTHRIE, OK US 21.8 19.7 -2.1 
HENNESSEY 4 ESE, OK US 21.5 21.1 -0.4 
KINGFISHER, OK US 21.9 21.3 -0.5 
MEEKER 5 W, OK US 20.6 22.1 1.4 
NORMAN 3 SSE, OK US 21.5 23.1 1.6 
OKLAHOMA CITY WILL ROGERS WORLD AIRPORT, OK 
US 
21.6 24.9 3.3 
PERRY, OK US 20.5 20.5 -0.1 
STILLWATER 2 W, OK US  21.3 21.1 -0.2 
STILLWATER REGIONAL AIRPORT, OK US 21.3 21.2 -0.1 
WATONGA, OK US 21.2 20.0 -1.2 
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This value was even higher than the highest temperature value of the urban weather stations, 
which was 21.6 degrees Fahrenheit.  The lowest temperature value for 1985 was 18.9 degrees 
Fahrenheit.  In January 2014, the lowest temperature value for urban weather stations was 23.1 
degrees Fahrenheit, which was at Norman 3 SSE, OK US as well.  Again, all 15 rural stations 
had temperature values lower than 23.1 degrees Fahrenheit.  Oklahoma City Will Rogers World 
Airport, OK US had an average minimum temperature of 24.9 degrees Fahrenheit.  The highest 
temperature value for the rural weather stations was 22.1, while the lowest was 18.5 degrees 
Fahrenheit. 
The temperature difference column for this month definitely mimics the urban heat island 
effect.  Here, there were zero rural weather stations that had temperature differences higher than 
the lowest temperature difference of the urban weather stations (which was 1.6 degrees 
Fahrenheit).  Most rural stations, in fact, decreased in temperature as urban stations increased.  
This certainly exhibits the power of urban surfaces to increase temperature and change urban 
climate when temperatures should be acting more like rural station temperatures. 
Table 3 shows average minimum temperature data for the month of February.  February 
portrayed the urban heat island effect well also, with almost all average minimum temperatures 
for rural stations being cooler than temperatures for urban weather stations.  For 1985, four 
temperature values from the rural weather stations were higher than the lowest temperature value 
for the urban weather stations.  Norman 3 SSE, OK US had the lowest average minimum 
temperature of 27.4 degrees Fahrenheit, while Oklahoma City Will Rogers World Airport, OK 
US had 28.2 degrees Fahrenheit.  The rural weather station with the highest monthly average 
minimum temperature was Chandler, OK US, with a temperature of 27.8 degrees Fahrenheit. 
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Table 3. Difference in mean minimum temperature for February.  Source:  Norman NWS WFO. 
February Temperature:  1985 versus 2014 
Station\Year 1985 2014 Difference 
BILLINGS, OK US 23.6 19.1 -4.5 
BLANCHARD 2 SSW, OK US 27.5 24.2 -3.3 
CHANDLER, OK US 27.8 M M 
CHICKASHA EXPERIMENT STATION, OK US 27.3 M M 
CUSHING, OK US 24.1 M M 
ENID, OK US 26.9 22.5 -4.5 
GEARY, OK US 26.6 21.7 -4.9 
GUTHRIE, OK US 27.6 21.3 -6.3 
HENNESSEY 4 ESE, OK US 27.5 22.4 -5.2 
KINGFISHER, OK US 27.3 22.8 -4.5 
MEEKER 5 W, OK US 26.9 22.6 -4.2 
NORMAN 3 SSE, OK US 27.4 24.9 -2.5 
OKLAHOMA CITY WILL ROGERS WORLD AIRPORT, OK 
US 
28.2 27.4 -0.9 
PERRY, OK US 25.6 22.2 -3.4 
STILLWATER 2 W, OK US 25.4 23.1 -2.3 
STILLWATER REGIONAL AIRPORT, OK US 25.4 23.2 -2.3 
WATONGA, OK US 26.7 20.7 -6.0 
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The lowest rural station temperature value was 23.6 degrees Fahrenheit recorded at Billings, OK 
US.  In February 2014, the lowest temperature value for urban weather stations was 24.9 degrees 
Fahrenheit, which was again at Norman 3 SSE, OK US.  Oklahoma City Will Rogers World 
Airport, OK US had an average minimum temperature of 27.4 degrees Fahrenheit.  All 15 rural 
stations had temperature values lower than 24.9 degrees Fahrenheit.  The highest temperature 
value for the rural weather stations was 24.2, while the lowest was 19.1 degrees Fahrenheit. 
As for temperature differences, only two rural weather stations had temperature 
differences higher than the lowest temperature difference of the urban weather stations (-2.5 
degrees Fahrenheit).  These stations, however, did not have values that were larger than the 
highest temperature difference of the urban stations (-0.9 degrees Fahrenheit).  Ironically, all 
stations lowered in temperature for this particular month.  Nonetheless, the urban heat island 
effect can still be determined, since the urban weather stations did not undergo as much change 
as the rural stations.  This is because urban stations are surrounded by surfaces that prevent 
temperatures from lowering as much as rural station temperatures. 
Table 4 shows average minimum temperature data for the month of June.  In June, four 
rural weather stations in 1985 and two in 2014 had average minimum temperatures that were 
higher than the lowest average minimum temperature in each year for the urban weather stations.  
For 1985, the urban weather station with the lowest value was Oklahoma City Will Rogers 
World Airport, OK US at 65.4 degrees Fahrenheit.  The rural weather stations with the highest 
average minimum temperature value were Guthrie, OK US and Blanchard 2 SSW, OK US, both 
which had a temperature value of 66.6 degrees Fahrenheit. This temperature was the only value 
higher than the highest urban temperature during 1985, which was 65.9 degrees Fahrenheit. 
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Table 4. Difference in mean minimum temperture for June.  Source:  Norman NWS WFO. 
June Temperature:  1985 versus 2014 
Station\Year 1985 2014 Difference 
BILLINGS, OK US 63.8 66.3 2.4 
BLANCHARD 2 SSW, OK US 66.6 66.6 0.0 
CHANDLER, OK US 65.1 M M 
CHICKASHA EXPERIMENT STATION, OK US 66.2 M M 
CUSHING, OK US 66.4 M M 
ENID, OK US 64.1 67.4 3.3 
GEARY, OK US 63.3 68.8 5.5 
GUTHRIE, OK US 66.6 57.2 -9.4 
HENNESSEY 4 ESE, OK US 63.7 66.0 2.3 
KINGFISHER, OK US 65.4 67.1 1.7 
MEEKER 5 W, OK US 64.4 67.8 3.4 
NORMAN 3 SSE, OK US 65.9 68.4 2.5 
OKLAHOMA CITY WILL ROGERS WORLD AIRPORT, OK 
US 
65.4 68.9 3.5 
PERRY, OK US 65.2 66.4 1.2 
STILLWATER 2 W, OK US 64.0 68.0 4.0 
STILLWATER REGIONAL AIRPORT, OK US 64.1 68.0 4.0 
WATONGA, OK US 65.3 69.5 4.2 
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Geary, OK US was the rural weather station with the lowest temperature value of 63.3 degrees 
Fahrenheit.  In June 2014, the lowest temperature value for urban weather stations was 68.4 
degrees Fahrenheit at Norman 3 SSE, OK US.  The highest temperature of the rural stations was 
69.5 degrees Fahrenheit, which was also higher than the highest temperature value of 68.9 
degrees Fahrenheit of the urban weather stations of this year.  The lowest temperature value of 
the rural weather stations was 57.2 degrees Fahrenheit.  For this month, since more rural stations 
had higher average minimum temperatures than the highest average minimum temperature value 
of urban stations, the urban heat island effect was not as recognizable, though it was still clear. 
The temperature difference column only somewhat reveals the urban heat island effect.  
Here, four of the 12 rural weather stations had temperature differences that were higher than the 
smallest temperature difference of 2.5 degrees Fahrenheit for the urban weather stations.  These 
temperature differences were surprisingly greater than the largest temperature difference of the 
urban stations also, which was at 3.5 degrees Fahrenheit.  Although the urban heat island effect 
is difficult to depict, global warming is well represented since all temperatures increase during 
this month except for one station. 
Table 5 shows average minimum temperature data for the month of July.  The situation 
for July is similar to the circumstances in February, portraying the urban heat island effect as 
well.  Almost all average minimum temperatures for rural stations were cooler than temperatures 
for urban weather stations.  In 1985, four temperature values from the rural weather stations were 
higher than the lowest temperature value for the urban weather stations.  For urban weather 
stations, Norman 3 SSE, OK US had the lowest average temperature of 70.0 degrees Fahrenheit.  
Oklahoma City Will Rogers World Airport, OK US had an average of 70.4 degrees Fahrenheit. 
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Table 5. Difference in mean minimum temperature for July.  Source:  Norman NWS WFO. 
July Temperature:  1985 versus 2014 
Station\Year 1985 2014 Difference 
BILLINGS, OK US 67.7 65.4 -2.3 
BLANCHARD 2 SSW, OK US 69.6 68.2 -1.5 
CHANDLER, OK US 69.3 M M 
CHICKASHA EXPERIMENT STATION, OK US 70.1 M M 
CUSHING, OK US 70.4 M M 
ENID, OK US 69.3 67.9 -1.4 
GEARY, OK US 68.9 66.6 -2.3 
GUTHRIE, OK US 70.5 67.5 -2.9 
HENNESSEY 4 ESE, OK US 69.2 67.4 -1.8 
KINGFISHER, OK US 69.3 67.1 -2.2 
MEEKER 5 W, OK US 69.2 67.2 -2.0 
NORMAN 3 SSE, OK US 70.0 68.5 -1.5 
OKLAHOMA CITY WILL ROGERS WORLD AIRPORT, OK 
US 
70.4 69.0 -1.4 
PERRY, OK US 68.1 66.5 -1.6 
STILLWATER 2 W, OK US 67.5 66.4 -1.1 
STILLWATER REGIONAL AIRPORT, OK US 67.2 66.4 -0.8 
WATONGA, OK US 70.3 66.3 -4.1 
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The rural weather station with the highest average minimum temperature was Guthrie, OK US, 
with a value of 70.5 degrees Fahrenheit which is higher than the highest urban weather station 
average.  The lowest rural station temperature value was 67.2 degrees Fahrenheit recorded at 
Chickasha Experiment Station, OK US.  In July 2014, the lowest temperature value for urban 
weather stations was 68.5 degrees Fahrenheit, which was also at Norman 3 SSE, OK US.  
Oklahoma City Will Rogers World Airport, OK US had an average minimum temperature of 
69.0 degrees Fahrenheit.  During this time, all 15 rural stations had temperature values lower 
than the temperature values for urban weather stations.  The highest temperature value for the 
rural weather stations was 68.2, while the lowest was 65.4 degrees Fahrenheit. 
The temperature difference column for July exposes the urban heat island effect also.  
Coincidentally, all temperatures lowered during this month.  Only three of the 12 rural weather 
stations had temperature differences that were higher than the lowest temperature value (-1.5 
degrees Fahrenheit) of the urban weather stations.  Although two of these stations had 
differences that were higher than the highest temperature value (-1.4 degrees Fahrenheit) of the 
urban stations, most rural stations experienced a greater cooling change.  This is because rural 
stations do not have the aspects a heat island does to prevent them from decreasing in 
temperature more rapidly. 
Table 6 shows average minimum temperature data for August.  During this month, most 
average minimum temperatures for rural stations are cooler than temperatures for urban weather 
stations and indicate characteristics of an urban heat island.  During 1985, there were only three 
rural weather stations that had temperature values higher than the lowest temperature value for 
the urban weather stations, which was 70.2 degrees Fahrenheit at Norman 3 SSE, OK US. 
31 
 
Table 6. Difference in mean minimum temperature for August.  Source:  Norman NWS WFO. 
August Temperature:  1985 versus 2014 
Station\Year 1985 2014 Difference 
BILLINGS, OK US 69.1 68.1 -1.0 
BLANCHARD 2 SSW, OK US 70.6 68.5 -2.2 
CHANDLER, OK US 70.0 M M 
CHICKASHA EXPERIMENT STATION, OK US 69.8 M M 
CUSHING, OK US 69.9 M M 
ENID, OK US 67.4 70.2 2.8 
GEARY, OK US 67.5 68.0 0.5 
GUTHRIE, OK US 70.9 69.0 -1.9 
HENNESSEY 4 ESE, OK US 68.5 69.2 0.7 
KINGFISHER, OK US 69.9 68.8 -1.1 
MEEKER 5 W, OK US 70.6 68.8 -1.8 
NORMAN 3 SSE, OK US 70.2 69.1 -1.1 
OKLAHOMA CITY WILL ROGERS WORLD AIRPORT, OK 
US 
70.3 69.1 -1.2 
PERRY, OK US 67.6 68.7 1.2 
STILLWATER 2 W, OK US 68.9 68.8 -0.1 
STILLWATER REGIONAL AIRPORT, OK US 68.8 68.8 0.0 
WATONGA, OK US 69.8 67.8 -2.0 
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Guthrie, OK US had the highest average minimum temperature of 70.9 degrees Fahrenheit, 
which was even higher than the highest urban weather station value of 70.3.  The lowest value 
was 67.4 for rural stations.  In August 2014, both urban stations had an average minimum 
temperature of 69.1 degrees Fahrenheit.  There were two rural stations with average minimum 
temperature values higher than the lowest value for the urban weather stations.  The highest 
temperature value for the rural weather stations was 70.2 degrees at Enid, OK US weather 
station.  The lowest was 67.8 degrees Fahrenheit at Watonga, OK US. 
The average minimum temperature differences for August, however, did not follow the 
classic trend for the urban heat island effect.  Eight of the 12 rural weather stations had 
temperature differences that were higher than the lowest temperature value of the urban weather 
stations (-1.2 degrees Fahrenheit).  Seven of these stations had differences higher than the 
highest temperature difference for the urban weather stations, which was -1.1 degrees 
Fahrenheit.  Since most of these stations lowered in temperature, neither heat island nor climate 
change indices can be detected for this particular period. 
The following set of results are graphs that illustrate temperature progression during the 
time period for each month.  Selected randomly, Norman 3 SSE, OK US, an urban weather 
station, and Watonga, OK US, a rural weather station, are used as examples.  The urban weather 
station and rural weather station are both displayed on one chart, with each month being on a 
separate chart.  This exemplifies temperature progression and allows for easier comparisons 
between urban and rural temperature patterns while analyzing each graph.  The purpose of these 
charts is to reflect temperature patterns for all other weather stations in the study area, since the 
remaining weather stations in the study area are not displayed the same way.  If temperatures 
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generally increase for Norman 3 SSE, OK US during the month of July, for example, then the 
same must happen for Oklahoma City Will Rogers World Airport, OK US.  If the temperature 
trend for Watonga, OK US decreases faster than Norman 3 SSE, OK US during December, then 
most other rural stations must compare to urban stations the same way during December. 
Each chart shows the average minimum temperature for the same month in each year by 
using a bar graph.  A linear trend line demonstrates the overall temperature progression of the 
average minimum temperatures, while an equation appears to explain the trend line and 
temperature progression (using the slope-intercept equation y = mx + b).  The last number in the 
equation, or y-intercept (b), tells the initial point along the y-axis the trend line starts.  The first 
value (m), or slope, explains how high or low the trend line rises above the previous value every 
year using the y-axis as a guide.  The further away this number is from zero, the steeper the trend 
line will be.  If the number is negative, that means the trend declines.  If it is positive, that means 
the trend will incline (Pierce 2017).  Years are along the x-axis while average minimum 
temperature in Fahrenheit is along the y-axis. 
On each graph, for the winter months, dark blue bars and trend line represent Norman 3 
SSE, OK US.  Lighter blue bars and trend line represent Watonga, OK US.  For the summer 
months, Dark blue bars and dark red trend line represent Norman 3 SSE, OK US.  Lighter blue 
bars and lighter red trend line represent Watonga, OK US.  A legend is located at the bottom of 
the chart to symbolize the bar graph and trend line for each station.  Equations on each graph 
both represent a trend line.  Top equation is for Norman 3 SSE, OK US while bottom equation is 
for Watonga, OK US.  Notice and compare the temperature values and trends of each weather 
station, especially considering location. 
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Figure 6 shows the temperature patterns in December of each year from 1985 to 2014.  
The trend for each weather station during this month declines, with trends for Watonga, OK US 
lowering faster than trends for Norman 3 SSE, OK US.  As indicated by the scatter plot (Norman 
3 SSE, OK US), the trend line starts at 30.096 degrees Fahrenheit in 1985 and only lowers to 
29.751 degrees Fahrenheit in 2014.  For Watonga, OK US, the trend starts at 28.66 degrees 
Fahrenheit, and declines to 25.657 degrees Fahrenheit by the end of the period, staying cooler 
than Norman 3 SSE, OK US the entire period. 
Looking at the bars, the lowest average minimum temperature for both stations within the 
30 years was in 1989.  For Norman 3 SSE, OK US, the monthly average for December during  
1989 was about 20.5 degrees Fahrenheit.  For Watonga, OK US, the average minimum 
temperature during this year for this month was about 18.6 degrees Fahrenheit.  The highest 
average minimum temperature for both stations was in 1991.  During this year, the average 
minimum temperature for Norman 3 SSE, OK US was about 36.5 degrees Fahrenheit.  For 
Watonga, OK US, the average minimum temperature was about 35.1 degrees Fahrenheit. 
Though each trend shows a decline in average minimum temperature, the urban heat 
island effect is still noticeable.  Norman 3 SSE, OK US is prevented from lowering as fast as  
Watonga, OK US.  The bars for Norman 3 SSE, OK US always stay higher than the bars for 
Watonga, OK US as well.  This pattern is again explained by the urban climate for Norman 3  
SSE, OK US.  The urban features that surround Norman 3 SSE, OK US force temperatures to 
stay higher than Watonga, OK US, causing the urban heat island effect.  If Norman 3 SSE, OK  
US were in more of a rural location such as Watonga, OK US, temperature progression for each 
station would probably resemble each other. 
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Figure 7 portrays the monthly averages for January of each year during the time period.  
The trend for each weather station for this month also declines, with trends for Watonga, OK US 
lowering faster than Norman 3 SSE, OK US as well.  For Norman 3 SSE, OK US, the trend line 
starts at 28.489 degrees Fahrenheit in 1985 and only lowers to 27.379 degrees Fahrenheit in 
2014.  For Watonga, OK US, the trend starts at 27.493 degrees, and makes another dramatic 
decline to 23.776 degrees Fahrenheit, staying cooler than Norman 3 SSE, OK US the entire 
period. 
When observing the bars, the lowest average minimum temperature value for Norman 3 
SSE, OK US was in 1985 and was about 21.5 degrees Fahrenheit.  The lowest temperature value 
for Watonga, OK US was in 2011 and was about 19.6 degrees Fahrenheit.  The highest 
temperature value for Norman 3 SSE, OK US was in 2006 and was about 35.4 degrees 
Fahrenheit.  For Watonga, OK US, the highest monthly temperature record was in 1992, when 
the average temperature value actually peaked above Norman 3 SSE, OK US.  The monthly 
average during this year was about 31.9 degrees Fahrenheit.  There were two other years (1991 
and 1996) when the average minimum temperature for Watonga, OK US was higher than 
Norman 3 SSE, OK US. 
With this graph, the urban heat island effect is still visible.  Though each trend is 
lowering, the trendline for Watonga, OK US lowers faster than Norman 3 SSE, OK US.  The 
bars for Norman 3 SSE, OK US mainly stay higher than the bars for Watonga, OK US as well.  
Again, Norman 3 SSE, OK US is prevented from lowering as fast as Watonga, OK US, and 
monthly means are not as low Watonga OK, US because of the urban location Norman 3 SSE, 
OK US is within, signifying the urban heat island effect. 
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Figure 8 displays the monthly averages for February of each year.  February was the 
month that showed the greatest decrease in temperature.  February was also the month each 
weather station displayed the greatest change in temperature throughout the time period and 
greatest deviation in temperature trend from each other, even compared to summer months.  
Here, the temperature trends for Watonga, OK US lower faster than trends for Norman 3 SSE, 
OK US.  For Norman 3 SSE, OK US, the trend line starts at 32.979 degrees Fahrenheit in 1985 
and lowers greatly to 29.88 degrees Fahrenheit in 2014.  For Watonga, OK US, the trend starts at 
32.089 degrees, and drastically lowers to 25.033 degrees Fahrenheit, staying cooler than Norman 
3 SSE, OK US the entire period. 
When looking at the bars, the lowest temperature value for Norman 3 SSE, OK US was 
in 1989 with an average monthly temperature value of about 24.5 degrees Fahrenheit.  The 
lowest temperature value for Watonga, OK US was in 2011, with an average temperature of 
about 19.7 degrees Fahrenheit.  The highest average minimum temperature for both stations was 
in 1992.  For Watonga, OK US, the average minimum temperature was about 37.2 degrees 
Fahrenheit.  For Norman 3 SSE, OK US, the average minimum temperature was about 30.2 
degrees Fahrenheit.  
Though each trend is declining, the urban heat island effect can still be observed.  
Norman 3 SSE, OK US is prevented from lowering as fast as Watonga, OK US because of its 
urban climate, when temperature trends should be more similar to each other, as explained earlier 
for December.  As for the bars in this graph, Norman 3 SSE, OK US always stays higher than the 
bars for Watonga, OK US.  This pattern is again explained by the urban heat island effect when 
urban features raise temperatures higher than rural characteristics. 
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Figure 9 illustrates the temperature patterns and trend for June for each station.  June was 
the month that showed the greatest increasing temperature progression.  Here, the temperature 
trends for Norman 3 SSE, OK US raise faster and always stay higher than trends for Watonga, 
OK US.  For Norman 3 SSE, OK US, the trend line starts at 65.853 degrees Fahrenheit in 1985 
and increases to 68.169 degrees Fahrenheit in 2014.  For Watonga, OK US, the trend starts at 
65.513 degrees, and increases to 66.71 degrees Fahrenheit. 
When looking at the bars, the lowest temperature value for Norman 3 SSE, OK US was 
in 1995 with an average of 63 degrees Fahrenheit.  The lowest temperature value for Watonga, 
OK US was in 2003, with a monthly average of 61 degrees Fahrenheit.  The highest average 
minimum temperature for both stations was in 2010.  During this year for Norman 3 SSE, OK 
US, the monthly average was about 71.2 degrees Fahrenheit.  For Watonga, OK US during this 
time, the average was about 70.4 degrees Fahrenheit.  There were three years when the average 
minimum temperature for Watonga, OK US was higher than Norman 3 SSE, OK US during 
June, which were 1994, 2001, and 2014. 
Though both trends are increasing, the urban heat island effect can still be detected.  
Norman 3 SSE, OK US is forced to stay warmer then Watonga, OK US because of its urban 
climate, when temperature trends should be the same, as explained earlier.  Otherwise, the bars 
for Norman 3 SSE, OK US mainly stay higher than the bars for Watonga, OK US as well.  This 
can also be a demonstration of how climate change can amplify the urban heat island effect.  
Even though both trends increase, the trend line for Norman 3 SSE, OK US increases faster.  
Urban climate alone might only have some impact on the rate of temperature increase.  Climate 
change, though, possibly helps the temperatures at this station increase faster. 
41 
 
 
F
ig
ur
e 
9
. 
G
ra
p
h 
sh
o
w
in
g 
av
er
ag
e 
m
in
im
u
m
 
te
m
p
er
at
ur
es
 
fo
r 
Ju
ne
 o
f 
ea
ch
 y
ea
r.
  
S
o
ur
ce
: 
 N
o
rm
an
 N
W
S
 W
F
O
. 
42 
 
Figure 10 demonstrates the temperature patterns for July of each year.  July was the 
month that demonstrated the most similarities in temperature patterns.  There were seven years 
when the average minimum temperature for Watonga, OK US was higher than Norman 3 SSE, 
OK US.  These years were 1985, 1991, 1993, 1995, 1996, 1999, and 2000.  When analyzing the 
bars, the lowest temperature value for both stations was in 2014.  The highest average minimum 
temperature for both stations was in 2011.  
Aside from minimal divergence from each other, the trend lines also divulge an 
interesting situation, which can be understood by using the equations as a guide.  For Norman 3 
SSE, OK US, the trend rises to 71.439 degrees Fahrenheit, but starts lower than Watonga at 
70.803 degrees Fahrenheit.  The trend for Watonga, OK US lowers to 70.188, but starts at 70.893 
degrees Fahrenheit.  This circumstance truly reveals the impact urban heats islands have on 
urban climate.  Because of the characteristics found in major cities, temperatures are prevented 
from lowering for urban areas even when they would, as demonstrated by the rural weather 
station – Watonga, OK US. 
Though there are many similarities, the urban heat island effect can still be ascertained.  
The temperature trend for Norman 3 SSE, OK US is forced to increase while the temperature 
trend for Watonga, OK US is allowed to decrease.  This can be explained by urban climate 
modifying temperature trends when they should be comparable.  Though there were many years 
where Watonga, OK US had higher temperature averages than Norman 3 SSE, OK US, the 
average minimum temperatures for Norman 3 SSE, OK US were mostly higher than the average 
temperatures for Watonga, OK US, allowing the effects of the urban heat island to still be 
visible. 
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Figure 11 explains the average minimum temperatures for August of each year.  August 
demonstrated as many similarities with temperature progression as June.  While examining the 
bars, there were three years when the average minimum temperatures for Watonga, OK US were 
higher than average temperatures for Norman 3 SSE, OK US.  In 1994, the monthly average for 
Watonga, OK US was about 69.2 degrees Fahrenheit, while for Norman 3 SSE, OK US, the 
temperature value was about 67.9 degrees Fahrenheit.  In 1995, the average minimum 
temperature for Watonga, OK US was about 71.2 degrees Fahrenheit, while for Norman 3, SSE, 
OK US, the average minimum temperature was about 71.1 degrees Fahrenheit.  In August of 
2000, Watonga, OK US had a temperature value of about 74.2 degrees Fahrenheit.  Norman 3 
SSE had a value of about 73.3 degrees Fahrenheit.  The largest deviation between the two 
stations was in 2010, where the temperatures were only separated by about 2.95 degrees.  The 
lowest temperature value for Norman 3 SSE, OK US was in 1992.  The lowest temperature value 
for Watonga, OK US was in 2004.  The highest temperature value for Norman 3 SSE, OK US 
was in 2011.  For Watonga, OK US the highest temperature average was in 2000 (when the 
average temperature was higher than Norman 3 SSE, OK US).  Overall, the bars for Norman 3 
SSE, OK US mainly stay higher than average minimum temperatures for Watonga, OK US, 
which exhibits the urban heat island effect. 
While comparing temperature trends, for Norman 3 SSE, OK US, the trend line starts at 
69.425 degrees Fahrenheit in 1985 and increases to 71.189 degrees Fahrenheit in 2014.  For 
Watonga, OK US, the trend starts at 69.287 degrees Fahrenheit, and decreases to 69.185 degrees 
Fahrenheit.  Due to the urban heat island effect, the temperature trend for Norman 3 SSE, OK US 
is forced to increase because of urban components storing heat while the temperature trend for 
Watonga, OK US is allowed to decrease because of its rural location. 
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Maps represent what an urban heat island is by making visible the typical characteristic a 
heat island would display, allowing the urban heat island effect to be easier to identify if 
demonstrated well.  The purpose of these maps is to illustrate UHII by showing how 
temperatures within the major city are warmer and increase more than temperatures surrounding 
the city.  This signifies how urban features are susceptible to warming surface temperatures more 
than natural surfaces.  Maps also suggest if there are any significant temperature changes in 
urban climate that are relatively due to climate change. 
For these maps, one winter month and one summer month was chosen to compare each 
season with each other and to examine UHII.  January and June were specifically chosen because 
they displayed the expected temperature patterns that would be produced across the study area 
regarding urban heat islands.  These months also make an ideal example of temperature 
progression, especially when comparing urban and rural places.  Maps cover the average 
minimum temperature for January 1985 and 2014, average minimum temperature for June 1985 
and 2014, and the temperature differences for January and June, making six maps altogether.  
Information for these maps was obtained from the tables presented earlier that show average 
minimum temperature differences. 
On each map, points are included to show the location of each weather station.  An IDW 
raster shows temperature patterns across the region.  A basemap of urban areas and county 
boundaries within the study area were also added.  Refer to Figure 2 as a reminder of what the 
Oklahoma City metropolitan area encompasses.  The legend for each map symbolizes colors for 
temperature/temperature difference ranges as well as symbols for weather stations and county 
and urban boundaries. 
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Figure 12 is a map of the study area that illustrates the urban heat island effect for 
January of 1985, which is very difficult to recognize.  Though the Oklahoma City metropolitan 
area (thin black line) has higher temperatures, they are not the highest and are not centered over 
the metropolitan area.  Higher temperatures are mostly located on the western side of the 
metropolis, with the highest temperatures found more in the southwest portion of the IDW raster.  
The lowest temperatures mainly covering the northeast portion of the map away from the 
metropolis. It is difficult to say if the warmer temperature range that covers Oklahoma City 
metropolitan are affected by the city itself, or because of the average atmospheric conditions 
across the region for this month. 
 
Figure 12. Map showing average minimum temperature patterns across study area. 
Sources:  Norman NWS WFO; ESRI. 
48 
 
Figure 13 is a map of the study area that portrays the urban heat island effect for January 
of 2014.  For January 2014, the urban heat island effect is very noticeable.  The highest 
temperature ranges are centered over the metropolitan area with lower temperature ranges 
surrounding the metropolis.  What definitely allows the urban heat island effect to become even 
more obvious is how it is the only location for the highest temperature range.  This definitely 
depicts how high temperatures are due to urban climate when the only location for these high 
temperatures are over the metropolis.  Temperatures would be similar throughout if it were not 
for the urban heat island.  Three of the stations at the edge of the raster image did not present 
data for the year, which is why the raster image is not as expanded. 
 
Figure 13. Map showing average minimum temperature patterns across study area. 
Sources:  Norman NWS WFO; ESRI. 
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Figure 14 is a map of the study area that shows the urban heat island effect for June of 
1985.  Like January 1985, the urban heat island effect is difficult to distinguish.  Though higher 
temperature ranges cover the metropolis with the highest temperature ranges next to the area, 
they are not centered over the city the way they are for January 2014.  Also, temperatures on the 
map are too similar throughout, making it impossible to notice any high temperatures throughout 
the study area due to the heat island.  Though they are not prominent, lower temperature ranges 
are found on either side of the heat island except for the southern side of the metropolis where 
the highest temperature range is found instead.  The northern side of the metropolitan area has a 
higher temperature reading as well, with cooler temperatures in the northern part of the map. 
 
Figure 14. Map showing average minimum temperature patterns across study area. 
Sources:  Norman NWS WFO; ESRI. 
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Figure 15 is a map of the study area that distinguishes the urban heat island effect for 
June of 2014, which is easy to recognize.  Though high temperature ranges cover most of the 
study area and surround much of the Oklahoma City metropolitan area, the highest temperature 
range is centered over the metropolitan area, inferring a heat island that is not as pronounced as 
the heat island effect for January 2014.  This still explains how urban climate is raising 
temperature if the two urban weather stations are one of the few locations with the higest 
temperatures.  The highest temperature range is also located on the western edge of the IDW 
raster.  The lowest temperatures border the northern side of the metropolitan area where Guthrie, 
OK US is located.  Again, three weather stations did not present information for this month. 
 
Figure 15. Map showing average minimum temperature patterns across study area. 
Sources: Norman NWS WFO; ESRI. 
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Figure 16 is a map of the study area that interprets the urban heat island effect of the 
Oklahoma City metropolitan area by detailing temperature change throughout the area for 
January.  For this map, the urban heat island effect is very detectable.  The temperatures located 
within the Oklahoma City metropolitan area have risen faster than temperatures surrounding the 
area.  The IDW raster also depicts how most of the study area has lowered in temperature, 
especially where there is rural space.  This definitely implies how urban temperatures change in a 
pattern different from rural temperatures because of city components that have a profound affect 
on local climate.  Since some weather stations did not give temperature data for 2014, there was 
no difference to plot on this map for those stations. 
 
Figure 16. Map showing change in average minimum temperature patterns from 1985 to 2014 
for January across study area.  Sources: Norman NWS WFO; ESRI. 
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Figure 17 is a map of the study area that interprets the urban heat island by detailing 
temperature change throughout the area for June.  For June, most tempertures have increased.  
There is no definite heat island effect shown on this map.  High temperatures, though, creating a 
band across the metropolitan area is one indicator.  Oklahoma City Will Rogers World Airport, 
OK US also includes a higher temperature range, informing how urban locations can impact 
local temperature.  Otherwise, this image implies that heat islands do have an impact on urban 
climate, but not enough impact to make a notable difference.  The highest temperature range is 
located on the western edge of the IDW raster – where the greatest increase in temperature took 
place.  Again, there was no difference to calculate for some weather stations. 
 
Figure 17. Map showing change in average minimum temperature patterns from 1985 to 2014 
for June across study area.  Sources: Norman NWS WFO; ESRI. 
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Regarding statistics, the random number selector used to choose weather stations from 
the list of stations in the study area resulted in comparing Norman 3 SSE, OK US (urban) and 
Stillwater Regional Airport, OK US (rural).  Two Peason correlation coefficients were run to 
ascertain how alike winter and summer temperatures were.  The first correlation completed was 
comparing daily minimum temperatures for winter 1985 between the two stations.  The Pearson 
correlation coefficient for this comparison was 0.88.  The second correlation compared daily 
minimum temperatures for summer 1985 between the two stations.  This correlation was 0.85.  
Both are strong positive correllations indicating little difference between minimum night time 
temperatures for each location. 
For the Difference of Means Test, three Z-scores were calculated using monthly 
minimum averages.  For this test, one comparison made was between rural and urban stations for 
1985.  The Z-score obtained from this comparison was about -0.78.  This resulted in failing to 
reject the null hypothesis (Hᴏ), since the value fell within 95 percent of the distribution.  This 
meant the values between urban and rural were not significantly different, meaning that urban 
and rural temperatures were not very different from each other, explaining that there was no 
strong evidence of UHII across the study area in 1985.  The next comparison was made between 
rural and urban tempertures in 2014.  The Z-score calculated from these two sets of data was 
about -2.47.  Since this value fell within 5 percent of the data, this resulted in rejecting the Hᴏ in 
favor of the alternative hypothesis (Hᴀ), meaning that urban and rural temperatures were rather 
different from each other.  This also meant that UHII across the study area in 2014 is easy to 
recognize.  The last comparison was between urban and rural stations for both 1985 and 2014.  
The resulting Z-score was around -2.34 which also accepts the Hᴀ over Ho, meaning that UHII 
within the study area is probably very prounounce throughout the entire time period in general. 
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CHAPTER 5 
DISCUSSION 
Factors Influencing Research 
For each table, calculating temperature differences between 2014 and 1985 shows exactly 
what type of temperature change each weather station has undergone, especially considering if it 
were a station located outside or inside the Oklahoma City metropolitan area.  Looking at Table 
7, using Billings, OK US weather station, for example, we see the following temperature 
differences from December to August respectively:  7.9, -1.1, -4.5, 2.4, -2.3, and -1.  In 
December, the average minimum temperature raised by 7.9 degrees Fahrenheit.  In January, the 
average temperature lowered 1.1 degrees Fahrenheit.  The change in average temperature is also 
shown for the urbanized portion of the study area.  Using Oklahoma City Will Rogers World 
Airport, OK US station as an example, the temperature changes for December through August 
respectively are 11.5, 3.3, -0.9, 3.5, -1.4, and -1.2.  Again, in December, the average temperature 
increased by 11.5 degrees Fahrenheit, increased by 3.3 degrees in January, and so on. 
Table 7. Comparing temperature differences (change from 1985 to 2014) for each month for one 
urban and one rural weather station.  Source:  Norman NWS WFO 
Average Minimum Temperature Differences 
Station December January February June July August 
Oklahoma City Will Rogers 
World Airport, OK US 
11.5 3.3 -0.9 3.5 -1.4 -1.2 
Billings, OK US 7.9 -1.1 -4.5 2.4 -2.3 -1 
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Notice how temperature differences for Oklahoma City Will Rogers World Airport, OK 
US generally stay higher than temperature differences for Billings, OK US, regardless of if they 
increase or decrease.  If we compare the two weather stations, we also see that temperate changes 
in a negative direction are more prominent with Billings, OK US, while Oklahoma City Will 
Rogers World Airport, OK US shows more increase in temperature instead.  If numbers are 
negative with Oklahoma City Will Rogers World Airport, OK US, they are not as low as 
Billings, OK US.  If the difference is positive for Billings, OK US, they are normally not as high 
as positive differences for Oklahoma City Will Rogers World Airport, OK US.  This is because 
Oklahoma City Will Rogers World Airport, OK US is located in an urban setting causing the 
temperatures to become warmer instead, while weather stations in rural settings, such as Billings, 
OK US stay cool because of natural surfaces.  Overall, the same holds true for all weather 
stations in each table when comparing rural weather stations to stations in the metropolis:  The 
urban weather stations have temperature differences that are not as low as temperature 
differences for rural weather stations.  With most rural station temperature values being lower 
than urban station values, each month expresses how urban heat islands keep temperatures high. 
Looking again at the graphs, though the trends for each station appear to mimic each 
other for each month, they still demonstrate how urban settings have a more pronounced heating 
impact on surface temperature than do rural settings.  The temperature trends seem to lower in 
January, February, and December, and raise in June for both stations.  However, temperatures 
are hindered from lowing at Norman 3 SSE, OK US at the same rate as Watonga, OK US during 
the winter months.  For June, the temperature for Norman 3 SSE, OK US increases at a faster 
rate than Watonga, OK US.  This explains how artificial surfaces only allow so much cooling or 
provoke more warming since they retain more heat than rural surfaces.  These trends can be 
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further explained by the equation for the trend line.  In July, for example, the equation for 
Norman 3 SSE, OK US reads y = 0.0212x + 70.803.  This means the trend line starts at 70.803 
degrees Fahrenheit and, since the slope is positive, raises 0.0212 degrees annually.  For 
Watonga, OK US, the equation reads y = -0.0235x + 70.893.  This means the trend line starts at 
70.893 and, since the slope is negative, lowers 0.0235 degrees Fahrenheit every year.  Since 
0.0212 is further from zero than 0.0235, the trend line for Norman 3 SSE, OK US is slightly 
steeper than the trend line for Watonga, OK US.  This means that temperatures are generally 
increasing for Norman 3 SSE, OK US, while they are generally decreasing for Watonga, OK US, 
which is what to expect when comparing urban settings to rural settings. 
The maps indicate that urban heat islands influence warmer surface temperatures more 
than rural areas.  Central city temperatures indicate that surfaces, pollution, and city planning 
methods increase temperature versus how natural surfaces (rural areas) lower temperature.  It is 
possible to notice how temperatures outside the Oklahoma City metropolitan area are lower than 
the temperatures within the metropolitan area while looking at each map.  The maps that show 
average minimum temperature (Figure 12, Figure 13, Figure 14, and Figure 15) indicate that 
temperatures for each weather station are higher within the metropolitan area, though it is not 
completely clear at times.  Figure 13 and Figure 15 portray much UHII and indicate fairly well 
that the two urban weather stations in the study area are susceptible to higher temperatures due to 
urban features.  For Figure 12 and Figure 14, the urban heat island effect is not as visible.  The 
metropolis in Figure 12 is found in an area of the map with higher temperatures rather than lower 
temperatures.  These high temperatures, however are not centered over the metropolis.  
Oklahoma City in Figure 14 has high temperature ranges on its northern and southern 
boundaries, but they are still located outside the urban area.  Plus, evenly distributed 
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temperatures throughout the map definitely prevent the urban heat island from being detected.  
The year these maps cover may also suggest a reason for the trend.  During 1985, the 
metropolitan area was probably not large enough to significantly impact temperatures the way it 
does for 2014.  When looking at the temperature range in each legend, the IDW raster only 
covers some of the temperature ranges for 1985.  This must mean that the urbanized area for 
Oklahoma City in 1985 was not wide enough for the heat island effect to take place and make 
larger temperature contrasts between urban and rural settings. 
Maps that show difference in average minimum temperature also imply temperature 
change and differences specifically because of urban heat islands.  This is especially noticeable 
with Figure 16 since the greatest increase in temperatures are centered over the metropolis.  In 
fact, with most of the rural area decreasing in temperature while the Oklahoma City metropolitan 
area increases in temperature, this map truly displays the effect of an urban heat island.  There is 
minimal evidence that temperature rise is centered on the urban center with Figure 17 as 
explained in the results, but not enough evidence to say that temperatures are greatly affected by 
urban heat islands.  They suggest more that temperature increase is due to climate change, 
especially since most of the map raises in temperature.  However, these maps in general display 
the urban heat island effect to some extent.  They inform how temperatures would be lower if 
more nature was integrated into urban areas since lower temperatures are commonly outside the 
main urban boundary in each map. 
The statistics tests reveal the same information as the IDW rasters made of the study area.  
There is more of an indication of UHII in 2014 then there is in 1985.  The statistic test probably 
did not reveal strong difference between urban and rural temperatures for 1985 because of 
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certain circumstances such as the urban area not being large enough to generate noticeable 
temperature differences.  In 2014, though, the metropolis urbanized to the extent that urban 
climate started to make recognizable difference in temperature between urban and rural 
locations.  Calculating Z-scores for both years showed that, even through 1985 did not suggest 
any notable UHII, both years together showed a definite difference in temperatures, meaning that 
there is probably definite UHII throughout the entire time rather than each individual year. 
Shortcomings of Study 
There are several circumstances to take into account while doing this research.  Many 
issues arrive that do not allow information to be completely reliable.  While information was 
being collected for this thesis, there were many days during the time period where weather 
stations were missing daily minimum temperature values.  The method used in addressing 
missing data was reliable, and values that replaced missing values were probably accurate 
enough.  This, however, is still not as accurate as the exact temperature values the days with 
missing data did have.  In fact, some weather stations were missing years of data.  If stations 
with missing data were at the edge of the IDW image, there was no way of compensating for 
their missing value, as explained in methods.  If they were missing a whole year of data, there 
would be no average for the year, as demonstrated in the tables and maps.  If this information 
was available, more accurate analysis would have been made on the Oklahoma City heat island’s 
impact on temperature. Graphs would have displayed more exact temperature patterns and trends 
as well.  Trend lines would be more accurate on each chart if every station had enough 
information available for every year.  Without this information, precise values and maps were 
compromised for some of the years and for temperature differences.  With this information, 
urban heat islands could have been more detectable in each instance. 
59 
 
Another error to take into account was the number of weather stations available.  The 
study area originally had 58 weather stations.  Only 17 presented daily minimum temperatures 
for the months and years studied.  If more stations would have displayed daily minimum 
temperature data, then there probably would have been more precision while calculating 
differences.  This also would have allowed for more accuracy while mapping the urban heat 
island, making the heat island effect more visible.  Also, there were only two weather stations in 
the metropolitan area.  This seemed to allow cooler temperature ranges to overtake much the 
metropolis, especially along the northern edge where Guthrie, OK US is located.  The IDW 
function estimates what temperatures would be between stations according to what the 
temperatures of those stations are.  If more weather stations with daily minimum temperature 
data were available throughout the Oklahoma City metropolitan area, more urban temperatures 
would have been plotted.  These stations would have set a temperature barrier more towards the 
edge of the metropolis, preventing rural temperatures from overtaking so much of the urban area. 
One last issue was the type of weather experienced during the time studied, especially 
focusing on storms.  Storms are very capable of changing weather information.  Clouds and 
winds could cool temperatures more than what temperatures would be if there was sun.  If storms 
pass through the main urban area, urban temperatures could look as cool as rural temperatures.  
If storms pass outside the metropolitan area, the urban heat island effect could look too 
enhanced.  Out of all six months in 1985 and 2014, all but August 2014 had storms passing 
through the study area.  If storms were absent, the actual effect the Oklahoma City metropolitan 
area has on urban climate could have been easier to detect.  Knowing this, August could have 
been a month of focus to better observe how rural and urban surface temperatures are affected 
with and without storms. 
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CHAPTER 6 
CONCLUSION 
When reexamining the results, the urban heat island effect was rather obvious.  For the 
tables, the occurrences of rural temperatures being cooler than urban temperature is far more 
frequent than rural temperatures being warmer than urban temperatures.  The same could be said 
for the charts.  It was more common for Norman 3 SSE, OK US to be warmer than Watonga, OK 
US.  It was also more likely that Norman 3 SSE, OK US increased in temperature faster than 
Watonga, OK US.  Though maps did not reveal the urban heat island at times, most maps 
displayed the Oklahoma City heat island well.  Altogether, the maps made the urban heat island 
very apparent.  Whenever difference in temperature was addressed, it was more likely that urban 
temperatures increased faster than rural temperatures, or decreased more slowly.  Statistics tests 
help prove that, what needs more attention are heat island indices of today rather than the past.  
Urban areas in earlier decades can be misleading since most urban heat islands in the past 
probably did not grow to the extent they have today.  It is the amount of urbanization that has 
been accomplished recently that demonstrates UHII. 
With the information accumulated during research, metropolitan areas become large 
enough to impact urban climate to an extent that is noticeable and far different from what 
temperatures would be without the urban heat island effect, especially for later years.  If visible 
changes in urban temperature are made, adaptation or mitigation methods need to be put into 
place not only at global climate level, but at urban heat island level as well.
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Appendix D 
Sample Spreadsheet of X-Y Data for each Weather Station 
Source:  Norman NWS WFO 
STATION LAT LONG ELEVM TEMP 
BILLINGS 36.53 -97.45 304.8 15 
BLANCHARD 35.12 -97.67 388.6 999 
CHANDLER 35.71 -96.88 292 999 
CHICKASHA 35.05 -97.92 330.7 22 
CUSHING 35.98 -96.78 289.6 20 
ENID 36.42 -97.87 379.5 16 
GEARY 35.63 -98.32 478.8 17 
GUTHRIE 35.82 -97.40 338.3 19 
HENNESSEY 36.09 -97.83 357.8 999 
KINGFISHER 35.86 -97.93 320 18 
MEEKER 35.51 -96.98 281.9 20 
NORMAN 35.18 -97.44 343.8 999 
OKLAHOMA CITY AIRPORT 35.39 -97.60 391.7 19 
PERRY 36.29 -97.29 312.4 15 
STILLWATER 36.12 -97.10 272.8 999 
STILLWATER AIRPORT 36.16 -97.09 299.9 999 
WATONGA 35.86 -98.41 466.3 16 
66 
 
Appendix E 
Sample Spreadsheet of X-Y Data for Weather Station with no Missing Data 
Source:  Norman NWS WFO 
STATION LAT LONG ELEVM TEMP 
BILLINGS 36.53 -97.45 304.8 77 
BLANCHARD 35.12 -97.67 388.6 74 
CHANDLER 35.71 -96.88 292 76 
CHICKASHA 35.05 -97.92 330.7 74 
CUSHING 35.98 -96.78 289.6 76 
ENID 36.42 -97.87 379.5 80 
GEARY 35.63 -98.32 478.8 79 
GUTHRIE 35.82 -97.40 338.3 79 
HENNESSEY 36.09 -97.83 357.8 75 
KINGFISHER 35.86 -97.93 320 78 
MEEKER 35.51 -96.98 281.9 71 
NORMAN 35.18 -97.44 343.8 77 
OKLAHOMA CITY AIRPORT 35.39 -97.60 391.7 74 
PERRY 36.29 -97.29 312.4 77 
STILLWATER 36.12 -97.10 272.8 78 
STILLWATER AIRPORT 36.16 -97.09 299.9 75 
WATONGA 35.86 -98.41 466.3 77 
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Appendix F 
Graph(s) showing temperature progression for each station for December 
Source:  Norman NWS WFO 
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Appendix G 
Graph(s) showing temperature progression for each station for January 
Source:  Norman NWS WFO 
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Appendix H 
Graph(s) showing temperature progression for each station for February 
Source: Norman NWS WFO 
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Appendix I 
Graph(s) showing temperature progression for each station for June 
Source: Norman NWS WFO 
 
 
86 
 
 
 
 
87 
 
 
 
 
88 
 
 
 
 
89 
 
 
 
 
90 
 
 
 
 
91 
 
Appendix J 
Graph(s) showing temperature progression for each station for July 
Source: Norman NWS WFO 
 
 
92 
 
 
 
 
93 
 
 
 
 
94 
 
 
 
 
95 
 
 
 
 
96 
 
 
 
 
97 
 
Appendix K 
Graph(s) showing temperature progression for each station for August 
Source: Norman NWS WFO 
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