to reject the null hypothesis of stationarity. However, many previous studies did not verify 31 stationarity in the data. Also, a constant mean for the residuals is a necessary condition for 32 stationarity, and certain fixed polynomial order is usually assumed in the detrending process 33 (Stuedlein et al. 2012) . For example, Liu and Leung (2015) presented the preliminary analyses 34 of the spatial data of geological profiles assuming quadratic and cubic trend structures, but 35 stationarity assumption was not confirmed in the analyses.
36
The current study proposes a new integrated framework and procedures that incorporate 37 data transform and rigorous residual analyses to ensure stationarity assumptions are satisfied,
38
thereby enhancing the reliability of residual analysis. The framework also enables rational 39 detrending process with the optimal polynomial order, and detection of outliers in the 40 dataset which are not considered in previous attempts to characterize ground variability. The
41
Matérn function (Matérn 1960 ) is adopted to model the autocorrelation structures, owing 
where Xβ represents the large scale trend, with X being the deterministic component matrix 58 that contains information on spatial coordinates. β is the vector of regression coefficients 59 according to the corresponding trend structure (linear, quadratic, cubic, etc.) . The residual, 60 ε, is a combination of the correlation structure (with smooth scale variation of variance σ 
In Eq. (2), I is the identity matrix, and s is the spatial dependence which incorporates the nugget effect (due to white noise) into the covariance model. Previously, the correlation 66 structure, i.e., individual components of R, is often assumed to follow a certain fixed function, 67 such as the Gaussian, exponential or spherical function (DeGroot and Baecher 1993) . In the 68 current study, in order to allow flexibility in the functional form of R, the Matérn function is 69 adopted as follows (Matérn 1960) :
where h ij is the separation distance between points i and j, ν is a smoothness parameter 71 ranging from 0 to infinity, r is the range parameter, Γ is the gamma function, and K ν previous studies such as Haskard (2007) or existing software such as ArcGIS and geoR. Fig. 2 86 shows a flowchart of the framework, and the three components are discussed in the following 87 sections.
88
Restricted Maximum Likelihood (REML) 
where λ is a vector with all the terms equal to λ 2 , which is a parameter used to ensure 108 z * i + λ 2 > 0. λ 1 is estimated by minimizing the residual sum of squares (RSS) of z, and gm(·)
109
denotes the geometric mean of the vector z * + λ.
110
Details of the REML approach have been described in Cressie and Lahiri (1996) and Lark
111
and Cullis (2004) . In short, the autocorrelation structure can be obtained by maximizing the
112
following log-likelihood function with respect to θ:
where
. θ represents the unknown quantities in the 114 autocorrelation structure, i.e., s, ν and r in Eqs. (2) and (3). In Eq. (5), n is the number of data 115 points, and p is the number of coefficients in the trend structure.
which is the matrix of filtered dataset with the trend components filtered out. Therefore, the 117 covariance estimates of REML are independent of the trend estimates.
118
The determination of θ can be treated as an optimization problem, aiming to obtain the 119 set of {s, ν, r} parameters that maximize the log-likelihood function. In the current work, 120 D r a f t this is achieved using the Differential Evolution algorithm (Storn and Price 1997) . This is 121 conceptually similar to other evolutionary algorithms, which is not prone to converging at 122 local maxima, and has recently been applied in a number of engineering problems.
123
Once the covariance structure is determined, the trend coefficients, and subsequently the 124 predicted residuals, can be estimated using generalized least squares (GLS):
The predictions at unsampled locations,ẑ(x 0 ), and the corresponding prediction variance, 
where X 0 is the deterministic component matrix of prediction. K represents the covari-
131
ance matrix between observations and predictions, i.e.,
It should be noted that the predictions and associated variance evaluated by Eqs. (8) and 
where ε * is Pearson residuals for constant variance test,ε is predicted residuals calculated by
176
Eq. (7), P is the square matrix containing the eigenvectors of covariance matrix V, and O is coefficients estimated without a particular observation i, i.e.,β(i) (Haslett and Hayes 1998) .
194
This difference is often termed DFBETA, and is referred to as D herein for simplicity.
195
A large value of D ji suggests that the i th data point is influential in determining the j th 196 regression coefficient, which may indicate an outlying data point. D ji can be estimated by:
where diag(E) is a vector consisting of the diagonal components of E. D ji measures the the i th observation point can be expressed as:
where p is the number of regression coefficients. Belsley et al. (2005) suggested 2/ √ n as the 206 cutoff value for D ji for outlier diagnostics. Correspondingly, the cutoff value for C i can be Nieuwenhuis et al. 2012) . In other words, an observation point i is 
209
The necessity and implementation of the two approaches for outlier detection will be 210 illustrated through the NTK case study described in later sections.
211
Determination of polynomial order of trend structure
212
The REML approach, together with GLS, allow determination of the trend coefficientsβ.
213
However, the polynomial order of the trend structure (i.e. the size ofβ vector) is often a 214 subjective decision of the analyst. A higher order trend will fit the data better and hence Before executing statistical hypothesis testing, it is important to ensure the data follow a 237 normal distribution, hence the necessity of the above-mentioned regression diagnostics.
238
Leave-one-out cross validation
239
The predictive power of a model can be evaluated through assessing the accuracy of its 240 estimates by the "leave-one-out cross validation" method, which is performed by removing one 241 observation at one time from the dataset, and then predicting its value using the remaining 242 data (Haslett and Hayes 1998; Haslett 1999) . During this process, the trend coefficients re-evaluate the correlation structure using REML. In this study, the cross validation scores,
246
S cv , is formulated based on the stacked vector for prediction errors, ε, as below:
S cv defined herein can be interpreted as the average of squared prediction error at each 248 borehole location under leave-one-out-cross validation. The advantage of this approach is 249 that it does not require data partitioning, and hence minimizes perturbation to the data.
250
It therefore provides an asymptotically unbiased estimate of the prediction errors, and is 251 attractive for the purposes of model selection (Cawley and Talbot 2003) .
252

IMPLEMENTATION OF THE INTEGRATED FRAMEWORK
253
Incorporating the components discussed in previous sections, the proposed framework 254 ensures that the assumptions of REML are satisfied in geostatistical analyses of the data. 4. Meanwhile, the same analyses will be performed also on (i + 1) th order polynomial to 269 obtain P F (i + 1) and S cv (i + 1). If P F (i + 1) indicates non-significant polynomial order or
270
S cv (i) < S cv (i + 1), then i is the optimal order for the trend structure. Step (4) onwards will be repeated.
274
6. Once the optimal polynomial order is determined for the trend structure, the V andβ 275 estimates become final. Outliers in the dataset are also determined. domain. This issue will be discussed again in later sections on trend structure selection.
276
CASE STUDIES
319
According to the proposed framework, the cubic trend structure (i = 3) was adopted 320 since its residuals satisfied the normality and constant variance tests, and it produced better 321 prediction than the 4 th order polynomial based on the leave-one-out cross validation scores.
322
With this optimal trend structure, the autocovariance structure for rockhead variations is 323 estimated by REML and shown in Fig. 3(b) . The estimates by method of moments are 324 also provided for comparison purposes, and the two methods produce similar results of 325 autocovariance structures.
326
Using Eqs. (8) and (9), predictions can be made at unsampled locations and the cor-327 responding prediction variances (uncertainties) can be quantified, as shown in Fig. 3(c) .
328
The prediction variance (σ To illustrate the validity of σ 2 z estimates, the leave-one-out cross validation method is again 337 applied, where the prediction error ( ε) at location x is normalized by σ z (x), estimated with 338 z(x) removed from the dataset. Fig. 3(d) Table 2 shows that the autocorrelation structure is highly influenced by the polynomial 346 order of the trend structure. In the current study, the optimal trend is selected with 347 considerations on the residual diagnostics, significance of trend coefficients (P F ), and leave-348 one-out cross validation scores (S cv ), which shows whether over-fitting of the data has 349 occurred.
350
In general, a high order trend tends to match the existing observation points (z) more focus on a small number of potential outliers to ensure accuracy and consistency of the 402 dataset.
403
In addition, Table 2 shows that the number of potential outliers are affected by the 404 adopted trend structure. In general, with a higher order polynomial, the trend involves 405 greater flexibility and hence a larger number of 'influential' data points may be identified 406 as outliers. In many cases, the data points identified as outliers using the low order trend 407 are also outliers under higher order trend structure. The current approach is established to 408 automatically identify these statistical influential or extreme points, so they can be reviewed 409 again by engineers or geologists to determine whether they indeed contain measurement 410 errors or mistakes.
411
CWE study site and effects of faults
412
The second study site is located at the Cheung Wang Estate (CWE) on the Tsing Yi partition scheme of the blocks are also illustrated in Fig. 6(a) . Block 1 is designed to be 424 intersected by the fault, while Block 2 is deemed to be free of its influence.
425 Table 3 or other discontinuities at the site will increase the uncertainty in the subsurface profiles.
431
Analyses by the proposed framework provide a quantitative evaluation of such effects, which 432 may then be coupled with risk analyses by reliability methods.
433
DISCUSSIONS
434
The framework proposed in the current study ensures that spatial correlation analyses 435 performed on geotechnical data satisfy the fundamental assumptions of REML and are 436 statistical sound. A key feature of the framework is the methodological and objective 437 determination of the optimal trend structure. As shown in Table 2 and discussed by Lark The proposed framework also offers simple and automatic detection of potential outliers can then determine whether they indeed involve measurement errors or human mistakes.
448
Using the BLUP technique (Eqs. (8)) and (9)), contours of the prediction variances can 449 be produced to quantify the level of confidence in predictions at unsampled locations. This
450
can form a useful guidance to determine necessity and/or locations of additional sampling.
451
In addition, the predicted properties and prediction variance from BLUP can be used to 452 construct a conditional random field Lo and Leung 2016) Analyses of subsets by the proposed framework, the REML approach adopted in Liu and Leung (2015) and method of moments
