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Abstract : Cet article propose une nouvelle mesure de similarite´ conceptuelle
baptise´e SEMIOSEM (Semiotic-Based Similarity Measure). La premie`re origi-
nalite´ de cette mesure est de prendre en compte les trois dimensions se´miotiques
de la conceptualisation sous-jacente a` une ontologie de domaine : l’intension (i.e.
les proprie´te´s utilise´es pour de´finir les concepts et la structure de la hie´rarchie de
subsomption), l’extension (i.e. les instances des concepts) et l’expression (i.e.
les termes utilise´s pour de´noter a` la fois les concepts et leurs instances). Ainsi,
SEMIOSEM vise a` aggre´ger et enrichir des mesures existantes de types inten-
sionnel et extensionnel. La seconde originalite´ de cette mesure est d’eˆtre sensi-
ble au contexte dans lequel l’utilisateur met en œuvre SEMIOSEM. Ce contexte
s’exprime au moyen d’un corpus, d’un ensemble d’instances et d’une valeur car-
acte´risant son e´tat e´motionnel. Ainsi, SEMIOSEM s’ave`re eˆtre plus flexible, plus
robuste et plus proche du jugement de l’utilisateur que les autres mesures de
similarite´, lesquelles sont ge´ne´ralement fonde´es sur un seul aspect d’une concep-
tualisation et ne prennent pas en compte le contexte d’utilisation.
Mots-cle´s : Mesure de similarite´, Se´miotique, Mesure se´mantique, Proximite´
conceptuelle.
1 Introduction
`A l’heure actuelle, la notion de similarite´ est mise en avant dans plusieurs domaines
d’activite´s lie´s a` l’inge´nierie des ontologies tels que l’apprentissage, l’alignement ou en-
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core le peuplement d’ontologies. Ces dernie`res anne´es, de nombreuses mesures de´die´es
a` la de´finition de la (dis-)similarite´ entre concepts ont e´te´ propose´es. Ces mesures peu-
vent eˆtre classe´es suivant deux approches : (i) les mesures de type extensionnel telle
que Resnik, Lin, Jiang et Conrath ou d’Amato et (ii) les mesures de type intensionnel
telle que Rada, Leacock et Chodorow ou Wu et Palmer. La plupart de ces mesures se
focalisent sur un seul aspect de la conceptualisation sous-jacente a` une ontologie de do-
maine, soit l’intension – au travers de la structure de la hie´rarchie de subsomptions, soit
l’extension – au travers des instances de concepts ou des occurences de termes de´notant
les concepts au sein d’un corpus. De plus, ces mesures sont majoritairement sensibles
a` la structure de la hie´rarchie de subsumptions (par l’utilisation du subsumant commun
le plus spe´cifique) et, par conse´quent, de´pendantes des choix de mode´lisation. Enfin,
ces mesures ne prennent pas en compte la perception du domaine par l’utilisateur de
l’ontologie.
Cet article pre´sente SEMIOSEM, une mesure de similarite´ de´finie dans le cadre d’une
approche se´miotique permettant de combiner ces diffe´rentes approches. La premie`re
originalite´ de SEMIOSEM est de prendre en compte les trois dimensions d’une con-
ceptualisation : (1) le signifie´, i.e. le concept de´fini en intension, (2) le signifiant, i.e.
les termes de´signant le concept, et (3) le re´fe´rent, i.e. le concept de´fini en extension.
SEMIOSEM est ainsi une mesure issue de l’agre´gation et l’enrichissement de travaux
existants, avec pour particularite´ d’eˆtre inde´pendante de la structure de la hie´rarchie de
subsomptions. La seconde originalite´ de SEMIOSEM est d’eˆtre sensible au contexte, et
en particulier aux particularite´s de chaque utilisateur. En effet, SEMIOSEM est fonde´
sur l’exploitation de multiples sources d’informations : (1) un corpus textuel fourni par
l’utilisateur et refle´tant les particularite´s de conceptualisation de ce dernier, (2) un en-
semble d’instances propres a` l’utilisateur, (3) une ontologie enrichie par la perception de
l’utilisateur de l’importance de chaque proprie´te´ associe´e a` un concept dans la de´finition
meˆme de ce dernier et enfin (4) l’e´tat e´motionnel de l’utilisateur. L’importance de cha-
cune de ces ressources peut eˆtre module´e suivant le contexte d’usage et SEMIOSEM
reste efficient meˆme si une des sources est absente.
La suite de cet article est structure´e comme suit. La section 2 introduit brie`vement
les mesures de similarite´ les plus connues. La section 3 de´crit en de´tail SEMIOSEM :
les fondements, les de´finitions formelles, les parame`tres lie´s a` l’utilisateur et leurs in-
teractions. La section 4 pre´sente des re´sultats expe´rimentaux et compare notre mesure
avec les travaux existants dans le contexte d’un projet de´die´ a` la veille juridique sur des
documents re´glementaires relatifs au domaine “Hygie`ne, Se´curite´ et Environnement”
(HSE).
2 Mesures de similarite´ existantes
2.1 Mesures de type intensionnel
Les mesures de type intensionnel sont fonde´es sur l’analyse et l’exploitation de la struc-
ture des re´seaux se´mantiques. Une hie´rarchie de concepts est conside´re´e comme un
graphe oriente´ (ou` les arcs correspondent a` des liens is-a et les noeuds a` des concepts)
au sein duquel des indices (par exemple la profondeur ou la densite´) sont utilise´s pour
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comparer les noeuds. Intuitivement, tous ces travaux sont fonde´s sur le principe sui-
vant : un objet A est juge´ plus similaire a` un objet B qu’a` un objet C, si la distance de
A a` B au sein du graphe est plus courte que celle de A a` C.
Rada et al. (1989) conside`re cette distance, note´e distedge(c1, c2), comme e´tant la
longueur du plus court chemin entre deux concepts. La similarite´ entre c1, c2 est de´finie
par :
SimRad(c1, c2) =
1
distedge(c1,c2)
Resnik (1995) comple`te cette de´finition en utilisant la profondeur maximale de la
hie´rarchie. La similarite´ entre c1, c2 est de´finie par :
SimRes(c1, c2) =
2∗profmax
distedge(c1,c2)
Leacock & Chodorow (1998) normalisent cette distance de la fac¸on suivante :
SimLea(c1, c2) = −log
(
distedge(c1,c2)
2∗max
)
Wu & Palmer (1994) proposent une autre mesure de similarite´, laquelle prend en
compte la profondeur des concepts dans la hie´rarchie. La similarite´ entre c1, c2, avec
prof(ci) la profondeur du concept ci dans la hie´rarchie et c le Plus Petit Pe`re Commun
(PPPC) a` c1 et c2, est de´finie par :
SimWu(c1, c2) =
2∗prof(c)
prof(c1)+prof(c2)
Ces mesures n’exploitent que les liens isa et laissent de cote´ toute la richesse se´man-
tique de l’intension des concepts, ce qui les rend parfois incorrectes (des concepts ayant
une mesure de similarite´ e´leve´e peuvent ne pas eˆtre se´mantiquement proches) et souvent
incomple`tes (des concepts se´mantiquement similaires mais non fortement relie´s dans la
hie´rarchie auront une mesure de similarite´ faible).
Une autre approche de type intensionnel consiste a` analyser et comparer les pro-
prie´te´s des concepts. Nous pouvons dire que deux concepts sont proches si le cardinal
de l’intersection de leurs caracte´ristiques communes est plus grand que celui des car-
acte´ristiques qui les diffe´rencient1. Tversky (1977) propose la mesure de similarite´
suivante (avec α, β, γ des constantes) :
SimTversky(c1, c2) = α.comm(c1, c2)− β.diff(c1, c2)− γ.diff(c2, c1)
2.2 Mesures de type extensionnel
Les premie`res mesures de type extensionnel furent directement inspire´es de celle de
Jaccard (1901), i.e. le ratio entre le nombre d’instances communes et le nombre total
d’instances de deux concepts. Ic e´tant l’ensemble des instances du concept c, cette
mesure est de´finie par :
SimJaccard(c1, c2) =
|Ic1∩Ic2 |
|Ic1 |+|Ic2 |−(|Ic1∩Ic2 |)
1Dans la formule ci-apre`s, comm repre´sente le nombre de proprie´te´s communes a` ci de cj , et diff le
nombre de proprie´te´s qui diffe´rencient ci de cj .
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Selon d’Amato et al. (2008), cette approche n’est pas re´ellement approprie´e aux on-
tologies, car deux concepts peuvent eˆtre similaires sans pour autant avoir d’instances
en commun. d’Amato et al. (2008) propose en conse´quence une nouvelle mesure base´e
non pas sur l’intersection des extensions, mais sur la variation de la cardinalite´ des ex-
tensions pour les concepts conside´re´s par rapport a` leur plus petit pe`re commun (i.e.
PPPC), ou` I l’ensemble des instances de l’ontologie.
SimAma(c1, c2) =
min(|Ic1 |,|Ic2 |)
|IPPPC(c1,c2)|
(1−
|IPPPC(c1,c2)|
|I| )(1−
min(|Ic1 |,|Ic2 |)
|IPPPC(c1,c2)|
)
La plupart des mesures de type extensionnel sont fonde´es sur la notion de Contenu In-
formationnel (CI) d’un concept, introduite par Resnik (1999), et base´e sur la probabilite´
p(c) d’avoir ce concept dans un corpus donne´.
Ψ(c) = −log(p(c)) ou` p(c) =
P
n∈words(c)
count(n)
N
ou` N repre´sente le nombre total d’occurrences des termes de tous les concepts dans le
corpus et words(c) repre´sente l’ensemble des termes possibles pour de´noter le concept
c, ou un de ses descendants dans la hie´rarchie. Ceci suppose au de´part que chaque
terme est attribue´ de manie`re unique a` un concept, autrement dit qu’il n’existe aucune
ambiguı¨te´. Sanderson & Croft (1999) corrige ce proble`me de la fac¸on suivante (ou`
nbc(n) est e´gal au nombre de concepts dont le terme n est label) :
p(c) =
P
n∈words(c)
count(n)
nbc(n)
N
La mesure de similarite´ propose´e par Resnik (1999) est fonde´e sur le subsumant com-
mun de c1 et de c2 ayant le CI le plus e´leve´ (ce subsumant commun n’est pas force´ment
le PPPC). La similarite´ entre c1, c2, ou` S(c1, c2) est l’ensemble des concepts qui sub-
sument a` la fois c1 et c2, est de´finie par :
SimRes2(c1, c2) = maxc∈S(c1,c2)Ψ(c)
Lin (1998) propose une mesure fonde´e sur le CI commun aux deux concepts. La
similarite´ entre c1, c2 avec ppc le concept de S(c1, c2) qui minimise p(c), est de´finie
par :
SimLin(c1, c2) =
2∗Ψ(ppc)
Ψ(c1)+Ψ(c2)
Fonde´e sur cette meˆme approche, Jiang & Conrath (1997) proposent la mesure suiv-
ante (ou` TC(ci, cj) ponde`re l’arc reliant ci a` cj) :
SimJiang(c1, c2) =
∑
c∈path(c1,c2)−PPPC(c1,c2)
[Ψ(c)−Ψ(pere(c))] ∗ TC(c, pere(c))
3 SEMIOSEM : une mesure de similarite´ se´miotique
Construire une ontologie O d’un domaine D consiste a` spe´cifier une conceptualisation
consensuelle de connaissances individuelles. Nous appelons endogroupe l’ensemble
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des personnes qui partagent la conceptualisation capture´e dans l’ontologie. Pour un
meˆme domaine, plusieurs ontologies peuvent eˆtre de´finies par diffe´rents endogroupes.
Nous qualifions ces ontologies d’Ontologies Vernaculaires du Domaine (OVD), le terme
vernaculaire e´tant utilise´ au sens de relatif a` une communaute´ d’usages, et non au sens
de populaire (Aime´ et al. (2008)). Nous de´finissons une Ontologie Vernaculaire de
Domaine (OVD), pour un domaine D donne´ et un endogroupe G donne´, par le tuple
suivant :
O(D,G) =
{
C,P , I,≤C,≤P , dom, codom, σ, L
}
ou`
• C, P et I sont les ensembles de concepts, de proprie´te´s et d’instances des con-
cepts ;
• ≤C : C × C et ≤P : P × P sont des ordres partiels de´finissant les hie´rarchies de
concepts et de proprie´te´s2 ;
• dom : P → C et codom : P → (C ∪Datatypes) associent a` chaque proprie´te´
son domaine et e´ventuellement son co-domaine ;
• σ : C → P(I) associe a` chaque concept ses instances ;
• L = {LC∪LP ∪LI , termc, termp, termi} est le lexique du dialecte de G relatif
au domaine D ou` :
– LC , LP et LI sont les ensembles des termes associe´s a` C, P et I ;
– les fonctions termc : C → P(LC), termp : P → P(LP ) et termi : I →
P(LI) associent aux primitives conceptuelles les termes qui les de´signent.
Cependant, une telle ontologie (1) ne capture pas la totalite´ des connaissances que
les membres de l’endogroupe ont sur le domaine, et (2) ne tient pas compte du con-
texte dans lequel elle est utilise´e. Une OVD peut donc eˆtre pragmatise´e, c’est-a`-dire
personnalise´e et contextualise´e au moyen de ressources additionnelles repre´sentant des
connaissances particulie`res a` l’utilisateur et son contexte d’utilisation. Cette pragmati-
sation ne remet pas en cause la se´mantique (formelle) de l’OVD, mais consiste a` ajouter
une couche de connaissances, et conduit a` une Ontologie Personnalise´e Vernaculaire du
Domaine (OPVD). Cette approche est e´galement qualifie´e par E. Rosch d’e´cologique
(Gabora et al. (2008)), dans le sens ou` elle est fonction de l’endogroupe, mais e´galement
du contexte. SEMIOSEM est une mesure de similarite´, personnalise´e et contextualise´e,
et donc de´finie sur une OPVD.
Notre approche est fonde´e sur les trois dimensions introduites par Morris et Peirce
dans leurs the´ories de la se´miotique : (1) le signifie´, i.e. le concept de´fini en intension,
(2) le signifiant, i.e. les termes de´signant le concept, et (3) le re´fe´rent, i.e. le concept
de´fini en extension. Nous pragmatisons donc une OVD au moyen de ressources pro-
pres a` l’utilisateur et fournies par lui : (1) des ponde´rations des proprie´te´s des concepts
2c1 ≤C c2 signifie que le concept c2 subsume le concept c1.
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de l’OVD, (2) des instances et (3) un corpus suppose´ repre´sentatif de l’univers cogni-
tif de l’utilisateur (ou du groupe d’utilisateurs). Aussi, SEMIOSEM correspond a` une
agre´gation de trois composantes ponde´re´es selon le contexte et l’utilisateur3 :
• une composante intensionnelle fonde´e sur la comparaison des proprie´te´s des con-
cepts dans l’OPVD ;
• une composante extensionnelle fonde´e sur la comparaison des instances des con-
cepts dans l’OPVD ;
• une composante expressionnelle fonde´e sur la comparaison entre les termes de´si-
gnant les concepts et leurs instances dans le corpus.
SEMIOSEM : C × C → [0, 1] est de´finie par :
SemioSem(c1, c2) = [α∗ intens(c1, c2)+β ∗extens(c1, c2)+γ ∗express(c1, c2)]
1
δ
Les sections 3.1, 3.2 et 3.3 pre´sentent respectivement les fonctions intens, extens
et express et la section 3.4 donne le sens des parame`tres α, β, γ et δ et propose une
me´thode pour en fixer les valeurs.
3.1 Composante intensionnelle
Le calcul de cette composante intensionnelle s’inspire de Au Yeung & Leung (2006)
et s’appuie sur la repre´sentation des concepts par des vecteurs dans l’espace des pro-
prie´te´s de l’ontologie. Formellement, a` tout concept c ∈ C, est associe´ le vecteur →vc=
(vc1, vc2, ..., vcn) avec n = |P| et vci ∈ [0, 1], ∀i ∈ [1, n]. vci est la ponde´ration fixe´e
par l’utilisateur pour le concept c par rapport a` la proprie´te´ i (vci vaut 1 si l’utilisateur
n’a pas fixe´ ces ponde´rations)4. L’ensemble des concepts forme ainsi un nuage de points
dans un espace a` |P| dimensions.
Nous calculons un vecteur prototype de cp, qui a e´te´ originellement introduit dans
Au Yeung & Leung (2006) comme une moyenne des vecteurs des concepts fils de cp.
Cependant, Au Yeung & Leung (2006) ne prend en compte dans sa moyenne que les
concepts qui he´ritent directement de cp. Pour notre part, nous e´tendons le calcul a` tous
les concepts de la descendance. En effet, des proprie´te´s qui apparaissent uniquement sur
des descendants indirects du concept pe`re peuvent apparaitre dans le prototype du pe`re,
en particulier si l’aspect intensionnel est important. Le vecteur prototype pcp est donc
un vecteur dans l’espace des proprie´te´s, ou` l’importance de la proprie´te´ i est la moyenne
des importances des proprie´te´s des concepts de la descendance de cp posse´dant i. Si
pour i ∈ P , Si(c) = {cj ≤C c, cj ∈ dom(i)} alors :
3Ainsi, un zoologue aura tendance a` conceptualiser en intension les connaissances du domaine des espe`ces
animales (par des proprie´te´s biologiques), alors que la plupart des personnes utilisent davantage des concep-
tualisations extensionnelles (base´es sur les animaux rencontre´s au cours de leur vie).
4La me´thode que nous proposons pour fixer ces ponde´rations est la suivante. Pour chaque proprie´te´
p, l’utilisateur classe tous les concepts posse´dant p, afin de refle´ter sa perception de l’importance de p pour
de´finir c en comparaison avec les autres concepts posse`dant p. Cela conduit a` ordonner les concepts posse´dant
une meˆme proprie´te´ (par exemple – pour la proprie´te´ peut flotter – l’ordre sera (bateau > tronc d’arbre >
canard) car la proprie´te´ est plus importante pour un bateau ; bien suˆr, un canard peut flotter mais ce n’est pas
une proprie´te´ fondamentale pour ce concept.
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→
pcp [i] =
P
cj∈Si(cp)
→
vcj [i]
|Si(cp)|
D’un point de vue intensionnel, plus les prototypes respectifs de c1 et c2 sont proches,
i.e. plus leurs proprie´te´s sont proches, plus ces concepts sont similaires. La composante
intensionnelle intens : C × C → [0, 1] est donc calcule´e comme la distance entre les
vecteurs prototypes des deux concepts. Cette fonction est de´finie par :
intens(c1, c2) = 1− dist(
→
pc1 ,
→
pc2)
3.2 Composante extensionnelle
D’un point de vue extensionnel, nos travaux sont fonde´s sur la mesure de similarite´ de
Jaccard (1901). La fonction extens : C × C → [0, 1] est de´finie par :
extens(c1, c2) =
|σ(c1)∩σ(c2)|
|σ(c1)|+|σ(c2)|−(|σ(c1)∩σ(c2)|)
Cette fonction est de´finie par le ratio entre le nombre d’instances communes et le
nombre total d’instances moins le nombre d’instances en commun. Ainsi, deux con-
cepts sont similaires s’ils posse`dent un grand nombre d’instances en commun et tre`s
peu d’instances distinctes.
3.3 Composante expressionnelle
D’un point de vue expressionnel, plus les termes respectifs de chaque concept sont
pre´sents ensemble dans les meˆmes documents, plus les concepts c1 et c2 sont juge´s
similaires. La composante expressionnelle express : C × C → [0, 1] est de´finie par :
express(c1, c2) =
∑
t1,t2
(min(count(t1),count(t2))
Nocc
∗ count(t1,t2)
Ndoc
)
Ou` (1) t1 ∈ terms(c1) et t2 ∈ terms(c2) et terms(c) l’ensemble des termes
de´signant le concept c ou un de ses descendants (direct ou non), (2) count(ti) est le
nombre d’occurrences du terme ti dans les documents du corpus, (3) count(t1, t2) est
le nombre de documents du corpus ou` les termes t1 et t2 apparaissent simultane´ment,
(4) Ndoc est le nombre total de documents du corpus, et (4) Nocc est la somme de tous
les nombres d’occurrences de tous les termes du corpus.
3.4 Parame`tres de SEMIOSEM
α, β et γ sont des coefficients (positifs ou nuls) de ponde´ration des trois composantes
SEMIOSEM. Dans un souci de normalisation, nous imposons que les composantes vari-
ent dans l’intervalle [0, 1], et que α + β + γ = 1. Les valeurs de ces trois coefficients
peuvent eˆtre fixe´es arbitrairement, ou calibre´es par expe´rimentations. Nous proposons
une me´thode pour en calculer automatiquement des approximations. Comme le montre
la figure 1, nous conside´rons que le triplet (α, β, γ) caracte´rise les coordonne´es cogni-
tives de l’utilisateur dans le triangle se´miotique. Pour fixer les valeurs de α, β et γ, nous
proposons de calculer les ratio γ/α et γ/β, les valeurs des coefficients e´tant de´duites de
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Figure 1: Les coefficients de ponde´ration des composantes de SEMIOSEM comme co-
ordonne´es dans le triangle se´miotique. γ/α proche de 0 indique que l’utilisateur a
une approche beaucoup plus intensionnelle qu’expressionnelle du domaine, le meˆme
rapport proche de l’infini indique le contraire, et le meˆme rapport e´gal a` 1 indique un
e´quilibre entre les approches intensionnelle et extensionnelle. La meˆme interpre´tation
est adopte´e pour les autres rapports. Quand les trois approches sont e´quilibre´es, on a
α = β = γ = 1/3, les trois rapports sont e´gaux a` 1 et les coordonne´es cognitives de
l’utilisateur correspondent au barycentre du triangle se´miotique.
l’e´quation α+β+ γ = 1. γ/α (resp. γ/β) est approxime´ par le taux de couverture des
concepts (resp. des intances) de l’ontologie par le corpus. Ce taux est e´gal au nombre
de concepts (resp. d’instances) dont au moins un des termes apparait dans le corpus
divise´ par le nombre total de concepts (resp. d’instances).
Le facteur δ ≥ 0 a pour objectif de tenir compte de l’e´tat e´motionnel de l’utilisateur.
De multiples travaux ont e´te´ re´alise´s en Psychologie Cognitive sur le lien entre e´motions
et cognition, e´motions et jugements (Bluck & Li (2001)). La conclusion de ces travaux
peut eˆtre re´sume´e ainsi : quand nous sommes dans un e´tat e´motionnel ne´gatif (par
exemple stress, cole`re), nous avons tendance a` nous concentrer sur ce qui nous sem-
ble eˆtre le plus important, le plus caracte´ristique, le plus familier, ou le plus charge´
e´motionnellement dans nos souvenirs. Inversement, dans un e´tat e´motionnel posi-
tif (par exemple joie, amour), nous avons un jugement plus ouvert et nous acceptons
plus facilement les e´le´ments conside´re´s comme non-caracte´ristiques. Selon Mikulincer
et al. (1990), un e´tat e´motionnel ne´gatif engendre une diminution dans les valeurs de
repre´sentation, et inversement pour un e´tat e´motionnel positif. Dans SEMIOSEM, nous
caracte´risons (1) un e´tat e´motionnel ne´gatif par une valeur de δ ∈]1,+∞[, (2) un e´tat
e´motionnel positif par une valeur de δ ∈]0, 1[, et (3) un e´tat e´motionnel neutre par une
valeur de 1. Ainsi, une tre`s faible valeur de δ, qui caracte´rise un e´tat e´motionnel positif,
va avoir pour effet d’augmenter la valeur de similarite´ des concepts qui, initialement,
ne seraient pas conside´re´s comme similaires. Inversement, une forte valeur de δ, qui
caracte´rise un e´tat e´motionnel ne´gatif, va avoir pour effet de diminuer ces valeurs.
4 Expe´rimentation
SEMIOSEM est actuellement expe´rimente´e dans le contexte d’un projet porte´ par la
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socie´te´ Tennaxia5. Dans le cadre de ce projet, une ontologie du domaine HSE6 a e´te´
de´veloppe´e. Cette ontologie couvre entre autre le domaine des substances dangereuses,
sous la forme d’un treillis de 3.776 concepts (profondeur=11, largeur=1300), et 15
proprie´te´s telles que est cance´rige`ne ou est radioactif. Afin de pouvoir e´valuer notre
mesure et comparer les re´sutats avec les travaux existants, conside´rons la hie´rarchie
pre´sente´e en figure 2. L’objectif est de calculer la similarite´ entre le concept Carbone
et les sous-concepts de Haloge`ne. Les experts de Tennaxia ont e´value´ ces similarite´s
comme suit : Fluor=0,6 ; Chlore=0,6 ; Brome=0,3 ; Iode=0,3 et Astate=0,1. Les calculs
suivants sont effectue´s a` l’aide d’un corpus spe´cifique compose´ d’environ un millier de
textes re´glementaires relatifs au domaine HSE (principalement des lois, de´crets, direc-
tives, etc.).
Figure 2: Extrait d’une hie´rarchie de concepts.
Le tableau 1 pre´sente les valeurs de similarite´ obtenues avec trois mesures de type
intensionnel (Rada, Leacock et Wu) et trois mesures de type extensionnel (Lin, Jiang et
Resnik). Nous pouvons noter que toutes les valeurs donne´es par les mesures intension-
nelles sont e´gales, car elles de´pendent seulement de la structure de la hie´rarchie.
Halogen Rada Leacock Wu Lin Jiang Resnik
Fluorine 0,25 0,097 0,6 0.31 0.14 1.43
Chlorine 0,25 0,097 0,6 0.28 0.12 1.43
Bromine 0,25 0,097 0,6 0.23 0.09 1.43
Iodine 0,25 0,097 0,6 0.22 0.09 1.43
Astatine 0,25 0,097 0,6 0 0 1.43
Table 1: Similarite´s avec le Carbone.
Le tableau 2 pre´sente les valeurs de similarite´ obtenues avec SEMIOSEM dans le cadre
de 6 contextes de´finis par les parame`tres suivants : A (α = 0.7, β = 0.2, γ = 0.1,
δ = 1), B (α = 0.2, β = 0.7, γ = 0.1, δ = 1), C (α = 0.2, β = 0.1, γ = 0.7, δ = 1),
D (α = 0.33, β = 0.33, γ = 0.33, δ = 1), E (α = 0.7, β = 0.2, γ = 0.1, δ = 0.1) et F
(α = 0.7, β = 0.2, γ = 0.1, δ = 5.0).
Nous pouvons tout d’abord remarquer que quelque soit le contexte, SEMIOSEM four-
nit le meˆme ordre de similarite´ que les autres mesures. Dans un contexte ou` la priorite´
est donne´e a` la composante intensionnelle (cf. contexte A), SEMIOSEM est meilleure
5Tennaxia est une socie´te´ de service et de conseils en veille juridique et re´glementaire dans le domaine
Hygie`ne, Se´curite´, Environnement et De´veloppement Durable (HSE-DD) - www.tennaxia.com.
6Proprie´te´ Tennaxia - tous droits re´serve´s – de´poˆt INPI N◦322.408, 13 juin 2008 – de´poˆt Scam Ve´lasquez
N◦2008090075, 16 septembre 2008.
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Halogen A B C D E F
Fluorine 0.40 0.14 0.32 0.27 0.91 0.025
Chlorine 0.36 0.12 0.29 0.25 0.90 0.017
Bromine 0.29 0.10 0.23 0.20 0.88 0.007
Iodine 0.28 0.10 0.23 0.19 0.88 0.006
Astatine 0.01 2.10−4 2.10−4 3.10−4 0.63 1.10−8
Table 2: Similarite´ avec le Carbone (SEMIOSEM).
que les autres mesures. Dans le contexte B qui donne la priorite´ a` la composante exten-
sionnelle (resp. le contexte C qui donne la priorite´ a` la composante expressionnelle),
SEMIOSEM est plus proche de la mesure de Jiang (resp. de la mesure de Lin). Dans un
contexte qui ne donne aucune priorite´ spe´cifique (cf. contexte D), SEMIOSEM est entre
la mesure de Lin et la mesure de Jiang. Deuxie`mement, les contextes E et F montrent
clairement l’influence du facteur e´motionnel : un e´tat mental positif (cf. contexte E)
augmente tre`s clairement les valeurs de similarite´ et un e´tat mental ne´gatif (cf. contexte
F) diminue tout aussi clairement ces valeurs. Enfin, le concept Astatine n’est ni e´voque´
dans le corpus, ni repre´sente´ par des instances. Aussi, il n’est pas conside´re´ comme
similaire par les mesures de Lin et de Jiang, alors meˆme que l’expert conside`re qu’une
similarite´ existe. SEMIOSEM trouve une valeur de similarite´ graˆce a` sa composante
intensionnelle.
5 Conclusion
´Etant donne´ que l’utilisation d’une ontologie s’inscrit dans un contexte de´termine´ par
une communaute´ d’usage et une application, nous soutenons qu’une mesure de sim-
ilarite´ doit de´pendre de ce contexte. Alors qu’une ontologie capture des connais-
sances consensuelles pour un endogroupe, nous pre´conisons de contextualiser les on-
tologies a` l’aide de connaissances subjectives, variables d’un utilisateur a` l’autre, et
qui comple`tent les connaissances exprime´es dans l’ontologie, sans remettre en cause
leur se´mantique. Base´e a` la fois sur l’ontologie et sur ces connaissances contextuelles,
SEMIOSEM est ainsi une mesure particulie`rement pertinente de`s lors que la perception
par l’utilisateur du domaine conside´re´ peut avoir une large influence sur l’e´valuation de
la similarite´ entre les concepts.
Formellement, SEMIOSEM respecte les proprie´te´s des mesures de similarite´ de´finies
par d’Amato et al. (2008) : positivite´ (∀x, y ∈ C : SemioSem(x, y) ≥ 0), reflex-
ivite´ (∀x, y ∈ C : SemioSem(x, y) ≤ SemioSem(x, x)) et syme´trie (∀x, y ∈ C :
SemioSem(x, y) = SemioSem(y, x)). Mais, SEMIOSEM n’est pas une distance
de similarite´ car elle ne ve´rifie pas simultane´ment la proprie´te´ strictness (∀x, y ∈
C : SemioSem(x, y) = 0 ⇒ x = y) et l’ine´galite´ triangulaire (∀x, y, z ∈ C :
SemioSem(x, y) + SemioSem(y, z) ≥ SemioSem(x, z)).
Nous avons choisi de rendre SEMIOSEM aussi inde´pendante que possible de la struc-
ture de l’ontologie, et en particulier inde´pendante de l’utilisation du PPPC. C’est pour-
quoi nous avons choisi d’utiliser la mesure de Jaccard pour la composante extension-
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nelle et non la mesure de d’Amato et al. (2008) qui est certes plus pre´cise, mais pro-
fonde´ment de´pendante de la structure de la hie´rarchie. Pour la composante expres-
sionnelle, notre approche est similaire aux travaux de Resnik, si ce n’est que (1) nous
n’utilisons pas le PPPC et (2) nous ne conside´rons pas le corpus comme e´tant com-
pose´ d’un seul et unique document – nous tenons compte de la granularite´ des muliples
documents. Ce choix est justifie´ par le principe suivant : deux concepts fre´quemment
associe´s dans peu de documents sont moins similaires que s’ils e´taient associe´s moins
souvent, mais d’une manie`re uniforme dans la majorite´ des documents du corpus.
Enfin, pour la composante intensionnelle, notre approche peut eˆtre chronophage (si
l’utilisateur de´cide de ponde´rer chaque proprie´te´7), mais elle s’ave`re totalement nova-
trice et pre´sente des re´sultats prometteurs.
Pour re´sumer, SEMIOSEM est plus flexible (elle tient compte de plusieurs sources
d’information), plus robuste (car elle fournit des re´sultats pertinents pour des cas atyp-
iques comme celui de l’Astatine dans les re´sultats expe´rimentaux) et plus centre´ sur
l’utilisateur que toutes les me´thodes actuelles, car fonde´ sur sa perception du domaine
et son e´tat e´motionnel.
Cependant, SEMIOSEM pre´sente quelques limites. Tout d’abord, la ponde´ration des
proprie´te´s peut s’ave´rer impraticable pour des ontologies de tre`s grande taille. D’autre
part, le temps de calcul du nombre d’occurences de termes dans les textes devient
conse´quent si le corpus est de tre`s grande taille (cependant, ce calcul ne se fait qu’une
seule fois). Enfin, SEMIOSEM est de´pendante de l’impre´cision des calculs d’occurences
lie´s aux limites du TALN. En effet, nos calculs se fondent sur la fre´quence d’apparition
de termes dans les documents. Il s’agit d’une donne´e statistique purement syntaxique
et nullement se´mantique. Elle prend en compte l’apparition d’un ensemble de lettres
juxtapose´es formant un mot, mais nullement l’environnement qui va en influer le sens,
et donc la se´mantique. Il en est ainsi de syntagmes comme “ l1 mais surtout pas l2 ”,
“ l1 et l2 n’ont rien a` voir ”, ou encore “ l1 et l2 sont incompatibles ”. Il en est de meˆme
avec la pre´sence d’anaphores (par exemple, “ Paul n’avait pas de voiture, je lui ai preˆte´
la mienne ”) ou` les reprises se´mantiques des pre´ce´dents segments ne sont pas compt-
abilise´es. Une manie`re de palier cet inconve´nient serait d’e´tiqueter au pre´lable tout le
corpus. Pour finir, fixer la valeur du coefficient de l’e´tat e´motionnel de l’utilisateur
n’est pas trivial. Cependant, la mesure de cet e´tat e´motionnel peut se faire, soit en
impliquant directement l’utilisateur au moyen d’un questionnaire qu’il devra remplir,
soit de manie`re indirecte par la mesure de la vitesse de balayage de sa souris ou de la
pression sur les touches du clavier, ou encore une analyse de son facie`s, du clignement
de ses yeux, etc.
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