Abstract -This paper proposes a new Hybrid Particle Swarm Optimization (HPSO) method that integrates the Evolutionary Programming (EP) and Particle Swarm Optimization (PSO) techniques. The proposed method is applied to solve Economic Dispatch(ED) problems considering prohibited operating zones, ramp rate limits, capacity limits and power balance constraints. In the proposed HPSO method, the best features of both EP and PSO are exploited, and it is capable of finding the most optimal solution for the non-linear optimization problems. For validating the proposed method, it has been tested on the standard three, six, fifteen and twenty unit test systems. The numerical results show that the proposed HPSO method is well suitable for solving non-linear economic dispatch problems, and it outperforms the EP, PSO and other modern metaheuristic optimization methods reported in the recent literatures.
Introduction
Increasing day-to-day power demands, scarcity of energy resources and increasing power generation costs necessitates optimal economic dispatch(ED) in today's power system. Economic dispatch problem has become one of the most important power system optimization problems in real time application.
The main objective of the economic dispatch problem in the power system is to find the optimal combination of power generation that minimizes the total fuel cost while satisfying the system constraints [1] . Many conventional methods such as Lambda iteration method, Newton's method, Gradient method, Linear programming method, Interior point method and Dynamic programming method have been applied to solve the basic economic dispatch (ED) problems [2] . In all these methods, the fuel cost function considered as quadratic in nature. However, in reality, the input-output characteristics of the generating units are to be non-linear due to prohibited operating zones, and ramp rate limit constraints. The Lambda-iteration method has been applied to many software packages and used by power utilities for solving ED problems due to ease of implementation.
Since the lambda iteration method requires a continuous problem formulation, it cannot be directly applied to ED problems with discontinuous prohibited operating zones. For the selection of initial conditions, Newton's method is very much sensitive [3] . Dynamic Programming (DP) method is one of the best conventional approach to solve the ED problems with non-convex and unit cost functions. However, the DP method may cause the problems of the curse of dimensionality or local optimality [4] in the solution procedure.
Practically, ED problem is non-linear, non-convex type with multiple local optimal points due to inclusion of equality, inequality constraints, and prohibited operating zones. Conventional methods have failed to solve such type of problems and converge into local optimal solution [5] . All these methods assume that the cost curve is continuous and monotonically increasing. To overcome the problems of conventional methods for solving ED problems, the researcher's have put into their step by using modern meta-heuristic searching techniques, including Simulated Annealing (SA) [6] , Modified Hopfield Network method [7] , Genetic Algorithm method (GA) [8] , Evolutionary Programming method [9] [10] [11] [12] [13] , Tabu Search algorithm (TSA) [14] , Particle Swarm Optimization method (PSO) [15] [16] [17] [18] have been applied to solve the complex non-linear ED problems. But these methods do not always guarantee a global optimal solution.
In Simulated Annealing method, Annealing schedule is very closely related to performance optimization. However, a poor tuning of the annealing schedule may inadvertently affect the performance of simulated annealing. Hop field neural network method requires external training routines. Recent researchers have identified some deficiencies in GA performance [8] . The premature convergence of GA degrades its performance and reduces its search capability that leads to a higher probability towards obtaining only the local optimal solutions [15] . The another drawback of GA is premature convergence leading to local minima and the complicated process in coding and decoding the problem [19] . Evolutionary Programming method for ED problem is more efficient than GA method in computation time and can generate a high-quality solution with a shorter calculation. Particle swarm optimization is one of the latest versions of nature inspired algorithms which characteristics of high performance and easy implementation. PSO has a character of parallel searching mechanism, so it has high probability to determine the global (or) near global optimal solutions for the non-linear ED problems. The main drawback of the conventional PSO is its premature convergence, especially while handling the problems with more local optima and heavier constraints [19] . The another drawback of PSO is sensitive to the tuning of some parameters and weighting factors. The proper and appropriate parameter tuning is absolutely necessary for quality solution. In order to overcome this troublesome parameter setting process, many researchers have proposed adaptive techniques. Zong Woo Geem has proposed parameter setting free Harmony search (PSFHS) technique to solve economic dispatch problem [20] . The results of PSFHS technique are quite encouraging in terms of convergence pattern and solution quality.
Various attempts have been made to overcome the problem of conventional (normal) PSO. Adaptive optimization algorithm must obtain a better balance between the local and global search ability, which means that the algorithm must has the ability to maintain a better local exploitation and global exploration ability. Among them, many adaptive approaches and strategies are proposed to enhance the performance of PSO. Self adaptive real coded GA [21] , Iteration PSO with time varying acceleration coefficient [22] have been proposed to solve different types of nonconvex ED problems. One of the well-known improved PSO algorithms of the parameter modifying method is inertia weight PSO, by introducing the inertia weight; the performance of the conventional PSO is improved. Empirical studies of PSO with inertia weight have been shown that a relatively large value of w have more global search ability while a relatively small value of w results in a faster convergence.
The performance of the PSO via adjusting inertia weight such as Fuzzy adaptive particle swarm optimization [23] Linearly Decreasing Weight [LDW] [24] Increasing Inertia Weight [25] and Randomized Inertia Weight [26, 27] have been proposed to solve different types of ED problems. In [24] , Shi and Eberhart introduced the inertia weight to the velocity update equation of the original PSO. The present of the inertia weight increases the convergence speed greatly, and obtain a better balance between exploitation and exploration of the solution space while having little increase of the algorithm complexity. The strategy of linearly decreasing weight (LDW) is most commonly used and it can improve the performance of PSO to some extent, but it may be trapped in local optima and fail to attain high search accuracy.
In recent years, combinations of two different optimization techniques were introduced by researcher's to improve their earlier results. The following quoted here are some examples from recent literatures, which have used the combination of two different optimization techniques to solve the non linear economic dispatch problems. Simulated Annealing-Particle Swarm Optimization (SA-PSO) [28] , Self Tuning Hybrid Differential Evolution (STH DE) [29] , Variable Scaling Hybrid Differential Evolution (VSHDE) [30] , Improved Genetic Algorithm with Multiplier Updating (IGAMU) [31] , Quantuminspired version of the PSO using the harmonic oscillator (HQPSO) [32] , Self-Organizing hierarchical Particle Swarm Optimization (SOH-PSO) [33] , and Bacterial Forging with Nelder-Mead Algorithm (BFA-NM) [34] .
The main objective of the present work is to develop a hybrid algorithm which will be suitable for larger systems and to avoid premature convergence. The result obtained by the proposed algorithm is compared with EP, PSO which are developed using MATLAB and also with other intelligent techniques reported in the recent literatures.
The rest of this paper is organized as follows : section 2 introduces the problem formulation; section 3 explains over view of EP and PSO; section 4 presents a description of step by step development and solution methodology of the proposed HPSO method; section 5 shows the results and discussion and conclusion is summarized in section 6.
Problem Formulation
The objective of ED problem is to minimize the total generation cost of thermal generating units while satisfying various system constraints, including power balance equation, generator power limits, prohibited operating zones and ramp rate limit constraints.
The problem of ED is multimodal, non-differentiable and highly non-linear. Mathematically, the problem can be stated as in (1) 
where F T is the total fuel cost, N is the number of generating units in the system.
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F P is the fuel cost function of unit i and P i is the output power of unit i. Generally, the fuel cost of generation unit can be expressed as
F P a P bP c Rs hr
Where a i , b i and c i are the cost coefficients of unit i subjected to the following constraints.
Real power balance constraint
where P D is real power demand and P L is the transmission loss.
The transmission loss (P L ) can be expressed in a quadratic function of generation (Using B-loss coefficient matrix).
where P i and P j are the power generation of i th and j th units and B ij , B 0i , B 00 are the B -loss coefficients.
Generator operating limits
The power output of each unit i is restricted by its maximum and minimum limits of real power generation and is given by
where P i min and P i max are the minimum and maximum generation limits on i th unit respectively.
Prohibited operating zone constraints
The generators may have the certain range where operation is restricted due to the physical limitation of steam valve, component, vibration in shaft bearing etc., The consideration of prohibited operating zone (poz) creates a discontinuity in fuel cost curve and converts the constraint as below th prohibited operating zone of unit i, k is the index of the prohibited operating zone, and Z i is the number of prohibited operating zones ( Fig. 1) 
Ramp rate limit constraints
The generator constraints due to ramp rate limits of generating units are given as P As generation increases
As generation decreases
Therefore the generator power limit constraints can be modified as
From eqn. (9), the limits of minimum and maximum output powers of generating units are modified as
where P i(t) is the output power of generating unit i in the time interval (t), P i(t-1) , is the output power of generating unit i in the previous time interval (t-1), UR i is the up ramp limit of generating unit i and DR i is the down ramp limit of generating unit i. The ramp rate limits of the generating units with all possible cases are shown in Fig. 2 .
Fig. 2. Ramp rate limits of generating units

Overview of EP and PSO
Four-decade earlier EP was proposed for evolution of finite state machines, in order to solve a prediction task. Since then, several modifications, enhancements and implementations have been proposed and investigated. Mutation is often implemented by adding a random number or a vector from a certain distribution (e.g., a
Gaussian distribution in the case of classical EP) to a parent. The degree of variation of Gaussian mutation is controlled by its standard deviation, which is also known as a 'strategy parameter' in an evolutionary search [35] . EP is near global stochastic optimization method starting from multiple points, which placed emphasis on the behavioral linkage between parents and their offspring rather than seeking to emulate specific genetic operators as observed in nature to find an optimal solution.
Particle Swarm Optimization (PSO) is a population based stochastic optimization technique which can be effectively used to solve the non-linear and non-continuous optimization problems. It inspired by social behavior of bird flocking or fish schooling. The PSO algorithm searches in parallel using a group of random particles similar to other AI-based optimization techniques.
Eberhart and Kennedy suggested a particle swarm optimization based on the analogy of swarm of bird and school of fish [15] . PSO is basically developed through simulation of bird flocking in two-dimensional space. The position of each agent is represented by XY axis position, and also the velocity is expressed by Vx (velocity of X axis) and Vy (velocity of Y axis). Modification of the agent (particle) position is realized by the position and velocity information. Bird flocking optimizes a certain objective function. Each agent knows its best value so far (pbest) and its XY position. This information is the analogy of personal experiences of each agent. Moreover, each agent knows the best value so far in the group (gbest) among pbests. This information is the analogy of knowledge of how other agents around them have performed. The particles are drawn stochastically toward the position of present velocity of each particle, their prior best performance and the best previous performance of their neighbor [16] [17] .
Each agent tries to modify its position using the following information: ( )
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Where 'n' is the population size, 'm' is the number of units and the 'w' be the inertia weight factor. Suitable selection of the inertia weight factors provides a balance between global and local explorations, thus requires fewer iteration on average to find a sufficiently optimal solution [15] . In general, the inertia weight w is set according to Eq. Using the above equation, a certain velocity, which gradually gets closer to pbest and gbest, can be calculated. The current position can be modified by Eq. (14) ( 1) ( ) ( 1) t t t id id id
The first term of the right-hand side of Eq. (12) is corresponding to the diversification in the search procedure. The second and third terms of that are corresponding to intensification in the search procedure. The PSO method has a well-balanced mechanism to utilize the diversification and intensification in the search procedure efficiently. Fig. 3 shows the concept of modification of a searching point by PSO. 
Implementation of PSO for solving ED problem
The implementation of PSO method for solving ED problem is given as follows and the general flowchart of PSO is shown in Fig. 4 .
Step 1. Generate an initial population of particles with random positions and velocities within the solution space
Step 2. Calculate the value of the fitness function for each particle
Step 3. To compare the fitness of each particle with each pbest. If the current solution is better than its pbest, then replace its pbest by the current solution.
Step 4. Compare the fitness of all the particles with gbest. If the fitness of any particle is better than gbest, then replace gbest.
Step 5. Modify the velocity and position of all particles according to Eqs. (12) & (14) .
Step 6. Repeat the steps 2-5 until a criterion is met.
Step by Step Development and Solution Methodology of the Proposed HPSO Method
Combining the special features of EP and PSO, the proposed HPSO has been developed, and the steps are given as follows.
Step by step development of the HPSO method
Step 1. Randomly generate the initial searching points of real power generation of generators and velocities within the allowable range. The current searching point is set to pbest for each agent. The best evaluated value of pbest is set to be gbest and gbest value is stored.
Step 2. Modification of searching point of each agent is changed using Eqs. (12), (13) and (14) and the corresponding evaluation values are calculated.
Step 3. If the evaluation value of each agent is better than the previous pbest, then the value is set to be pbest. If the best pbest is better than previous gbest, then the value is set to be gbest.
Step 4. Modification of searching points using Gaussian mutation and the evaluation values are calculated.
Step 5. If the evaluation value of each agent is better than the previous pbest, then the value is set to be pbest. If the best pbest is better than previous gbest, then the value is set to be gbest.
Step 6. If the current iteration number reaches the predetermined maximum iteration number, then exit. Otherwise, go to step 2.
Solution methodology of the proposed HPSO method to solve ED problem
The step by step procedure of the proposed HPSO method for solving ED problem is given below and the flow chart is shown in Fig. 5 .
Step 1. Specify the generation limits of each unit and calculate F max and F min . Randomly initialize the individuals of the population according to limits of each unit including velocity, search points and individual dimensions. This initial individual must be feasible candidate solution that satisfies the practical operating constraints. Initial velocity limits of each member in individual is max max min min 0.5 ; 0.5
where, Step 2. For each Pi of the population use B-coefficients loss formula given in Eq. (4) to calculate the transmission loss
Step 3. Calculate the evaluation value of each individual Pi in the population using the Eq. In order to limit the evaluation value of the each individual of the population with in a feasible range before estimating the evaluation value of an individual, the generation output power must satisfy the constraints
Step 4. Compare each individual's evaluation value with its pbest values. The best evaluation value among the pbest values is assigned as gbest value.
Step 5. Modify the member velocity V of the each individual Pi using Eq. (12) Step 6. Check the velocity components constraint limits from the following conditions.
Step 7. Modify the member position of each individual Pi using the Eq. (14) ( 1) t id P + must satisfy the constraints of prohibited operating zone and ramp rate limits.
Step 8. If the evaluation value of each individual is better than the previous pbest value, then the current value is set to be pbest. If the best pbest is better than gbest, then the pbest is assigned as the gbest
Step 9. 
( 1) t id P ′ + must satisfy the constraints of prohibited operating zones, ramp-rate limits and generator capacity limits
where, f i min -Minimum cost among 'n' trial solutions, β -scaling factor is equal to 0.001 and f i -Value of the objective function associated with vector P i .
Step 10. If the evaluation value of each individual is better than the pbest value in step 8 then, the current value is set to be the pbest. If the best pbest among all particles is better than the gbest in step8, then, the value is set to be the gbest.
Step 11. If the number of iterations reaches the maximum go to the step12. Otherwise go to the step 5.
Step 12. The individual that generates the latest gbest is the optimal generation power of each unit with the minimum total generation cost.
Results and Discussion
To verify the feasibility of the proposed approach, four different test systems are considered such as three, six, Fig. 5 . The flow chart of the proposed HPSO method fifteen and twenty units with ramp rate limits and prohibited operating zones constraints. Results of the proposed approach are compared with EP, conventional PSO and other methods, which are presented in the literatures. 100 trails runs were performed and observed the variations during the evolutionary process to reach convergence characteristics and optimal solutions. The B-loss coefficient matrix of power system network was employed to calculate the transmission line losses. The software was written in Mat Lab language and executed on the third generation Intel Core i3 processor based personal computer with 4 GB RAM. From the comparison of results, the proposed HPSO method is found to be better in solving the non-linear ED problems.
Test System 1 A three-unit system [36] is considered. The system load demand is 300MW. The dimension of population is 100*3 and number of generations are 100. 100 trail runs are conducted, and the best solutions are shown in Table 1 that satisfies the system constraints. The results of the proposed HPSO method are compared with EP, PSO, GA [36] and 2PNN [37] methods. From the comparison of the results, the fuel cost obtained by the proposed HPSO method is better than the other methods. Fig. 6 shows the comparison of fuel costs for various methods in a three unit systems and Fig. 7 shows the convergence nature of EP, PSO and HPSO methods. From the convergence property, it is evident that the proposed HPSO method has better convergence characteristics than EP and PSO method.
Test system 2 The system contains six thermal units, 26 buses and 46 transmission lines [15] . The load demand is 1263MW. The losses are calculated using Bloss coefficient matrix. The dimension of the population is 100*6 and number of generations is taken as 100. 100 trial runs were conducted and the best solutions are shown in Table 2 . The results obtained by the proposed method are compared with EP, conventional PSO, GA [15] , DSPSO-TSA [38] , BBO [39] , HHS [40] , HIGA [41] and PSO-GSA [42] methods. From the comparison of results, it clearly shows the proposed HPSO method gives minimum fuel cost than the other methods. Fig. 8 shows the comparison of fuel cost for various methods in a six unit test system and Fig. 9 shows the convergence nature of EP, conventional PSO and proposed HPSO methods.
Test system 3 The input data of 15 unit test system are taken from reference [15] . The load demand of the system is 2630MW. The prohibited operating zones and ramp-rate limits are considered as the generator constraints. The losses are calculated using B-loss coefficient matrix. The , PSO-MSAF [43] , GA-AFI [44] and TVAC-EPSO [45] methods and are shown in Table 3 . From the comparison of results, it is observed that the proposed HPSO method gives minimum fuel cost than the other methods. Fig. 10 shows the fuel cost comparison for various methods in a fifteen unit test system and Fig. 11 shows the convergence nature EP, PSO and proposed HPSO methods.
Test system 4 The input data for 20 unit test system is taken from [46] .The system load demand is 2500 MW. In this test system, the transmission losses, POZ and ramp rate limit constraints are considered. The dimension of the population is 100*20 and the number of generations are100.The results obtained by the proposed method is compared with EP, PSO, Lambda-iteration method [46] , Hopfield neural network method [46] , BBO [47] and EBBO [48] methods and are shown in Table 4 . On comparison of the results, it is evident that the proposed method can provide significant cost saving than other methods. Fig. 12 shows the fuel cost comparison for various methods for a 20 unit test system and Fig. 13 shows the convergence nature EP, PSO and proposed HPSO methods. It's evident from the Figs. 7, 9, 11, 13, the proposed HPSO method is free from the shortcoming of premature convergence exhibited by the EP and PSO methods.
Conclusion
In this paper, EP, conventional PSO, and proposed HPSO are applied successfully to solve the non-linear 
