Abstract. We analyse a sample of 236 Cepheids from the hipparcos catalog, using the method of "reduced parallaxes" in V, I, K and the reddening-free "Wesenheitindex". We compare our sample to those considered by Feast & Catchpole (1997) and Lanoix et al. (1999) , and argue that our sample is the most carefully selected one with respect to completeness, the flagging of overtone pulsators, and the removal of Cepheids that may influence the analyses for various reasons (double-mode Cepheids, unreliable hipparcos solutions, possible contaminated photometry due to binary companions).
between 18.45 ± 0.18 and 18.86 ± 0.12. The DM based on K are shorter than those based on V and I and range from 18.45 ± 0.18 to 18.62 ± 0.19, but the DM in K could be systematically too low by about 0.1 magnitude because of a bias due to the fact that NIR photometry is available only for a limited number of stars.
From the Wesenheit-index we derive a DM of 18.60 ± 0.11, assuming the observed slope of LMC Cepheids and no metallicity correction, for want of more information.
The DM to the LMC based on the parallax data can be summarised as follows. Based on the P L-relation in V and I, and the Wesenheit-index, the DM is 18.60 ± 0.11 (±0.08 slope)(
+0.08
−0.15 metallicity), which is our current best estimate. Based on the P Lrelation in K the DM is 18.52 ± 0.18 (±0.03 slope)(±0.06 metallicity)( +0.10 −0 sampling bias). The random error is mostly due to the given accuracy of the hipparcos parallaxes and the number of Cepheids in the respective samples. The terms between parentheses indicate the possible systematic uncertainties due to the slope of the Galactic P L-relations, the metallicity corrections, and in the K-band, due to the limited number of stars. Recent work by Sandage et al. (1999) indicates that the effect of metallicity towards shorter distances may be smaller in V and I than indicated here.
From this, we point out the importance of obtaining NIR photometry for more (closeby) Cepheids, as for the moment NIR photometry is only available for 27% of the total sample. This would eliminate the possible bias due to the limited number of stars, and would reduce the random error estimate from 0.18 to about 0.10 mag. Furthermore, the sensitivity of the DM to reddening, metallicity correction and slope are smallest in the K-band.
Introduction
Cepheids are important standard candles in determining the extra-galactic distance scale. The results of the hipparcos mission allow, in principle, a calibration of the period-luminosity relation based on the available parallaxes. Feast & Catchpole (1997; hereafter FC) did just that for the M V − log P -relation based on pre-released hipparcos data of 223 Cepheids available to them at that time. Now that the entire catalog has become available (ESA 1997) it is timely to analyse the full sample of Cepheids in it.
In a recent paper, Lanoix et al. (1999, hereafter L99 ) presented a study similar to ours and they derived the zero points of the M V − log P -and M I − log P -relations, without, however, discussing the distance to the LMC. We will indicate where the two studies agree and differ.
The paper is organised as follows. In Sect. 2 the sample considered in the present paper is presented, and compared to that in FC and L99. In Sect. 3 several aspects involved in the analysis of parallax data are described, and the method of "reduced parallaxes" is outlined, together with all necessary recipes to obtain the reddening. In Sect. 4 the zero points of the P L-relations in V, I, K and the reddening-free "Wesenheit-index" (e.g. Tanvir 1999, and Eq. (11) ) are presented for different selections of the sample, which are discussed in Sect. 5. In Sect. 6 we construct and present the zero points for volume complete samples of stars. In Sect. 7 we describe numerical simulations that are first of all tuned to fit the observed properties of the Cepheids in the hipparcos catalog, and then are used to show that the method of "reduced parallaxes" introduces a bias which is of the order of 0.01 mag or less. Based on these results we discuss in Sect. 8 the distance to the LMC, and elaborate on the various uncertainties.
Sample selection
The number and some properties of the Cepheid population in the hipparcos catalog were discussed by Groenewegen (1999, hereafter G99) . To summarise: by cross-correlating the general hipparcos database, the hipparcos "resolved variable catalog" and the electronic database of Fernie et al. (1995; hereafter F95) , a total of 280 Cepheids was identified. Then, 9 Type ii Cepheids, 1 factual RR Lyrae variable, 1 CH-like carbon-rich Cepheid, 10 double-mode Cepheids, 7 Cepheids with an unreliable hipparcos solution and 4 Cepheids with no or unreliable optical photometry were excluded. Note that for RY Sco and Y Lac we use the new determinations for the parallax and its error from Falin & Mignard (1999) . This leaves 248 stars, of which 32 are classified as overtone pulsators by F95, Antonello et al. (1990) or Sachkov (1997) . Luri et al. (1999) have classified Cepheids in fundamental and overtone pulsators using the hipparcos lightcurves, but did not yet publish the results for individual stars. For the sample, G99 calculated intensity-mean I (on the Cousins system) and V − I magnitudes for 189 stars, and collected magnitude-mean colours for additional 14 stars, and provided JHK intensity-mean magnitudes on the Carter system for 69 stars.
By comparison, the FC dataset consisted of 223 stars of which 3 were discarded. These were DP Vel for lack of photometric data, and AW Per and AX Cir because they are in binaries and the photometry might be affected by the companions. However, in the F95 catalog there are many more stars which are flagged for this reason. From the sample in G99 are therefore excluded the stars flagged "O C" (RX Cam, AW Per, T Mon, SS CMa, S Mus, AX Cir, W Sgr, V350 Sgr, U Aql, SU Cyg, V1334 Cyg) and "O: C" (VY Car) in F95. This leaves 32 overtone pulsators and 204 fundamental mode pulsators in the sample considered here. They are listed for completeness in Appendix A together with some adopted parameters.
Recently, L99 also studied the Cepheids in the hipparcos catalog. They selected stars listed as "DCEP" or "DCEPS" from the hipparcos catalog. Interestingly, they state that they selected 247 stars, while in reality there are 250 such stars (G99). After removing 9 Cepheids for which there is no photometry listed in F95, their final sample consists of of 238 stars (including 31 overtones). They did not eliminate double-mode Cepheids, Cepheids where the photometry is (likely) contaminated by a binary companion or Cepheids with unreliable hipparcos solutions. Furthermore, they assumed all Cepheids classified as "DCEPS" to be overtone pulsators, which is not the case. Their sample therefore includes stars they consider overtones which we and FC consider fundamental mode pulsators (e.g., SZ Cas, Y Oph, V496 Aql, V924 Cyg, V532 Cyg), and stars they consider fundamental mode pulsators which are overtone pulsators (e.g., V465 Mon, DK Vel, V950 Sco, see Mantegazza & Poretti 1992) . In addition, V473 Lyr is considered by them to be a first overtone pulsator, while it probably is a second overtone pulsator (Van Hoolst & Waelkens 1995; Andrievsky et al. 1998 ; also see below).
Of the 236 stars in our sample there are 198 in common with the sample of FC. In other words, 22 stars in the FC sample would not have made it through the selection process outlined in G99 and here. Specifically, their sample contains 7 stars with unreliable hipparcos solutions (we use the improved parallax values for RY Sco and Y Lac from Falin & Mignard (1999) , information which was not available to FC), 9 binaries (in addition to AW Per and AX Cir) where the photometry may be contaminated by the companions and 8 double-mode Cepheids. Another difference is that 7 more stars than in FC are flagged as overtone pulsators following F95 and Sachkov (1997) .
For the 198 stars in common we have compared the intensity-mean V and B − V . FC mention that they use F95, except when the data were in Laney & Stobie (1993) . Our photometry was at first instance taken solely from F95, except for RW Cas (see discussion in G99). In V , the photometry is identical for 165 stars. For 18 stars V differs by > 0.01mag, for 8 by > 0.02mag and for 5 by > 0.03mag. The latter cases were inspected individually.
For RW Cas the difference in the sense "Fernie et al − FC" is 0.101 mag. As discussed in G99, there may be a typographical error in F95.
For X Pup the difference is −0.047. The F95 entry of V = 8.460 is close to the value derived in G99 for the dataset of Moffett & Barnes (1984) . The other dataset considered in G99 gives a value of V = 8.536. The value by FC of V = 8.507 is intermediate. We have kept the F95 value.
For AQ Pup the difference is 0.122 mag. G99 calculated V, I for 3 data sets. The entry in F95 (V = 8.791) is identical to the Moffett & Barnes (1984) dataset. The FC value of V = 8.669 is close to the 2 other datasets (8.676, 8.686 mag) , and one of these was the preferred one in G99 regarding the V, I photometry. For AQ Pup we use the V and B − V from FC.
For RS Pup the difference is −0.081. The value in F95 (V = 6.947) is clearly off from both values in G99 (6.999 and 7.020 mag) which both are in agreement with the value of V = 7.028 used by FC. For RS Pup we use V and B − V from FC.
For S Nor the difference is −0.032. The value used by FC is extremely close to the value derived in G99, and for S Nor we use the V and B − V from FC.
After these changes in V and B − V , there are 164 with identical values for B − V , for 12 stars B − V differs by > 0.014 mag, for 9 by > 0.028 mag, and for 5 by > 0.042 mag (RW Cas, X Pup, U Nor, RY Sco, RU Sct). These cases have not been considered separately. It merely indicates that errors in V and B−V (and hence reddening) can contribute to the uncertainties in the derivation of the zero point of the P L-relation, as will be discussed below.
For V1162 Aql, we discovered an error in the (B − V ) value listed in F95. From the data in Berdnikov & Turner (1995) that was used in G99 to calculate (V − I) we derive and adopt an intensity weighted mean of (B − V ) = 0.879 magnitudes.
In G99, V and I photometry was presented for many Cepheids in the hipparcos catalog, based on a literature search. When possible, intensity-mean magnitudes were calculated based on the original published datasets. Some magnitude-means were also presented. The V − I magnitudes are taken from G99. When there are multiple entries the first one was taken following the considerations in G99. In total there is I-band data for 191 stars (or 81% of the sample), 178 of which are intensity-mean magnitudes. In G99 it was shown that there is no significant difference between the intensity-mean and magnitude-mean, and so the remaining 13 magnitude-means are used without correction.
G99 also presented intensity-mean JHK magnitudes in, or transformed to, the Carter system. When there are multiple entries the first one is taken, following the considerations in G99. In total there is JHK-band data for 63 stars, or 27% of the sample.
Analysing parallax data
Analysing parallax data is not a trivial exercise, and has led to some confusion in the literature. Part of this confusion is probably related to the fact that parallax data suffer from many types of biases (see Brown et al. 1997) . For example, the most conspicuous bias, the Lutz-Kelker (LK; Lutz & Kelker 1973) bias, although known for a long time, could not be empirically investigated due to a lack of data on which it could be tested.
One can visualize the LK effect by analogy with the well-known Malmquist bias. Malmquist bias occurs on samples of objects because due to a particular magnitude cut, objects that are brighter than the mean will be included in a sample, while objects that are fainter than the mean will be excluded. The net effect of this type of bias is that the intrinsic magnitude for a certain sample will be too bright if no corrections are applied. To investigate the presence of such biases, one can look at so-called Spaenhauer diagrams, where the observed magnitude is plotted as a function of, for example, distance. In such a way it is relatively easy to find the point where the Malmquist bias starts to dominate (see e.g. Sandage 1994) .
A similar, but opposite effect, is due to the LK bias. For a given parallax cut (or any selection based on the parallax, or its associated error), on average, more objects that are located far away will scatter into the sample, than stars will scatter out of the sample, as the sampled volume is larger for the former objects. Because the distances to the objects scattered into the sample are then underestimated, this effectively results in a too faint mean 'intrinsic' magnitude of the entire sample. As with the Malmquist bias, the LK-bias depends on the space distribution of the sample of stars under consideration. Contrary also to the Malmquist bias is that although the error-bars on the parallax are symmetric, those on the derived distances and intrinsic magnitudes are a-symmetric, which seriously affects the analysis of the data. In addition, the relative error-bars on the parallax increase with distance.
The LK bias was shown to exist empirically by Oudmaijer et al. (1998) . Figure 1 gives an illustrative plot, showing the magnitudes of the Cepheids under consideration, derived from their photometry and observed parallax, as a function of parallax in the upper panel, and as function of relative error in the lower panel (ρ = V 0 + 5 log π + 5 − δ log P , for δ = −2.81 -see next Section
Fig. 1. ρ = V 0 + 5 log π + 5 − δ log P plotted against parallax, and relative parallax error, for the stars with positive observed hipparcos parallaxes. For comparison the derived value for the zero point ρ derived for the full sample (Table 1 , solution 10) is indicated.
for details). As the absolute error in the hipparcos data is more or less constant, the two figures are equivalent. The inferred magnitude of the objects in the Cepheid sample is not a random distribution around the mean, but shows a clear trend as function of parallax. For large parallaxes (and small relative errors) the inferred magnitudes are too faint, and then, for larger distances, the objects become too bright. It was only in Oudmaijer et al. (1998) , that this was shown empirically for the first time.
Indeed, it is clear from this type of graph, which is a version of a Spaenhauer diagram, that a selection on parallax (or relative error in parallax) will not return the correct answer. In most cases the result will be biased (but see Oudmaijer et al. 1999 , for a counter-example). Lutz & Kelker (1973) were the first to investigate this effect, and found that the resulting bias can be substantial, increasing with increasing relative error. For a relative error of 17.5% in the parallax, the bias is 0.43 magnitudes -yet as Koen (1992) later showed, the confidence intervals around these corrections are large. The 17.5% limit was taken literally by subsequent authors, and often stars with worse determinations were deleted or individual stars were corrected with the values LK derived.
LK claimed that individual stars suffer from the same bias, a point they emphasize strongly. Actually, it is quite a surprising result that LK concluded that individual stars are biased. LK start their calculations assuming that the observed parallax equals the true parallax with a random error, a standard procedure when investigating measurement errors and the main assumption for Monte-Carlo simulations as performed in e.g. Sect. 7 of this paper. It seems rather contradictory then that LK infer from their results that individual stars are biased if their initial conditions assume otherwise.
Let us first comment on whether the conjecture that the observed parallax is equal to the true parallax (plus a random observational error) is correct. It is actually quite hard to investigate this in a 'bias-free' manner, but the evidence provided by the hipparcos mission swings the balance towards answering this question with a 'yes'. Measurements of stars beyond the detection limit of hipparcos, such as those in the Magellanic Clouds (Van Leeuwen 1997 , Arenou et al. 1995 consistently give average observed parallaxes close to zero mas with a scatter of order the observational error. This indicates that the measurements are not biased, even though the relative errors on the parallax are substantial -and the results for individual stars can be widely off the true distance, but crucially, in the mean they appear to give the right answer within the errors rather than show a conspicuous bias in one direction. In addition, analyses of Open Clusters, for which photometric distances are known, do not show a deviation from the mean distance for increasing distances and thus lower quality data (Arenou et al. 1995 , Robichon et al. 1999 . Based on this, it appears that individual stellar determinations are most likely not biased.
There is one exception, mentioned briefly by Koen & Laney (1998) . These authors argue that if a single star is the result of a selection on parallax, its measurement is biased. Although this sounds counter-intuitive, it is a formal implication from the fact that a selection on parallax gives rise to a bias.
A final comment concerns the use of parallaxes of a sample of which one does not know that the objects should have the same intrinsic magnitude, while their distances are not known. The trend observed in Fig. 1 that, for a given sample, large parallaxes return in principle too faint intrinsic magnitudes, while small parallaxes return too bright magnitudes, can have serious implications in the interpretation of the data.
How to deal with the Lutz-Kelker bias?
The remaining question is how one should deal with the effects of the bias. Should one, as often the case with Malmquist bias, introduce a (sample-dependent) correction factor, or are there ways to circumvent the problem?
In a paper dealing with this problem, Turon Lacarrieu & Crézé (1977) discuss two different methods: Lacarrieu & Crézé (1977) repeat the phrase by LK that 'individual stars' suffer from the bias, with-Accepting that a sample selected on parallax is inevitably biased, they first considered using the better parallaxes, and investigate the resulting mean magnitudes, and provide corrections along similar lines as LK (also see Smith 1987a+b+c, Koen 1992 .
Secondly they considered a full sample, and, avoiding transformations from parallaxes to distances and magnitudes, they derive the mean parallax first and use the resulting mean parallax to derive the mean magnitude of the sample. Since negative parallaxes can not be incorporated into a mean magnitude, one in principle has to discard these data, in effect selecting on parallax and thus biasing the sample. Therefore, Turon Lacarrieu & Crézé (1977) introduced the so-called "reduced parallax" (10 0.2MV ∼ π), which can take into account negative parallaxes, and hence the (weighted) mean of the reduced parallax can be converted into a mean magnitude. This method, as will be discussed in Sect. 3.2, indeed appears to be "bias-free", mainly because a weighting scheme puts less weight on the larger deviations around the mean from the lower quality data, whilst not being a formal selection on parallax.
The Cepheids in hipparcos were investigated previously by FC who used the second, reduced parallax method, and Oudmaijer et al. (1998) , who used a scheme based on the first method. Their results were equal within the error-bars. Although FC used the reduced parallax method, which formally does not suffer from LK bias (Koen & Laney 1998) , they still suggested in a footnote that a LK correction of 0.02 mag should be applied on their final result. This is not necessary; the result only has to be corrected for Malmquist bias, as FC also pointed out, but did not actually apply, as they estimated it would essentially counteract their proposed LK correction of 0.02 mag.
These, and other issues will be investigated in the remainder of this paper. First, we will outline the method for the reduced parallaxes again.
The "reduced parallax" method
The method of "reduced parallax" (discussed by Turon Lacarrieu & Crézé 1977) was the one used by FC in analysing Cepheid data.
Consider a Period-Luminosity relation of the form:
where P is the fundamental period in days. If V is the intensity-mean visual magnitude and V 0 its reddening corrected value, then one can write:
out specifying whether this would mean all stars (which contradicts their own assumption that the observed parallax is equal to the true parallax with an associated error-bar), or individual stars that are the result of a selection on parallax.
which defines the expression rhs and where π is the parallax in milli-arcseconds. This method has the advantage that negative parallaxes can be used in the analyses as well. A weighted-mean, with error, of the quantity 10 0.2ρ is calculated, with the weight (weight = 1 σ 2 ) for the individual stars derived from:
with σ π the standard error in the parallax. This follows from the propagation-of-errors in Eq. (2). For the error (denoted σ H ) in ( V 0 − δ log P ) we follow FC's "solution B" and adopt σ H = 0.1 throughout this paper. Recently, L99 considered alternative weighting schemes, but concluded that the one used by FC and the present paper gives the most reliable zero point and the lowest dispersion.
The reddening is derived as follows. The intrinsic colours follow from the relation in Laney & Stobie (1994) :
which has a dispersion of 0.091 mag. The visual extinction (A V = R V ×E(B−V )) is calculated using (Laney & Stobie 1993) :
No dispersion is given for this relation, only an error of 0.03 in the zero point. We will assume that the dispersion in Eq. (5) is slightly larger than this, namely 0.05 mag. For overtone pulsators, the fundamental period has to be estimated from the observed period. This was done, following FC, using:
with a dispersion we estimate from the original data (Alcock et al. 1995) to be of order 0.002. For pulsators in the second overtone, the fundamental period is calculated, following FC, using:
This completes the description of the method used by FC.
Alternative methods which are described now, follow this description closely but are based on V and I , respectively J and K photometry instead of B and V . The rationale being that the extinction in I and K is less than in V , and that the scatter in the M I − Pand M K − P -relations is less than in the M V − P -relation (Tanvir 1999 , Laney & Stobie 1994 .
First consider the case based on V and I. The intrinsic colour is derived from (Caldwell & Coulson 1986 ):
which has a dispersion of 0.064 mag. This relation was derived for magnitude-mean (V − I) 0 but we will assume it to hold for intensity-mean magnitudes as well. In a recent paper, Feast (1999, Appendix D) , presents a correction formula that implies that the difference intensity-mean minus magnitude-mean (V − I) colour is of order −0.017 mag for a typical V -band amplitude of 0.7 mag.
There seems not to exist a relation similar to Eq. (5), where R(I) ≡ A I /E(V − I) is related to ( V − I ) 0 and/or E(V − I). We have derived such a relation from the available BV I data. For each star with BV I photometry, ( B − V ) 0 and ( V − I ) 0 can be calculated from Eqs. (4) and (8). Then, A I is calculated using Gieren et al. (1998) :
and
A least-square fit to 183 data points gives:
with no significant dependence on (V − I) 0 and with a standard error of 0.19. For σ H (in this case the error in ( I 0 − δ I log P )) we adopt a value of 0.15 mag (Tanvir 1999) .
A variation on this method that treats the problem of reddening in a different way, is to use the reddening-free socalled "Wesenheit-index" (see for example Tanvir 1999) , that uses the observed colours but is essentially reddeningfree when defined as:
For σ H (in this case the error in ( W − δ W log P )) we adopt a value of 0.11 mag (Tanvir 1999) . Now consider the case based on J and K colours. The intrinsic color is derived from Laney & Stobie (1994) :
which has a dispersion of 0.044 mag. Again, there seems not to exist a relation similar to Eq. (5), where
We have derived such a relation from the available BV JK data. For each star with BV JK photometry, ( B − V ) 0 and ( J − K ) 0 can be calculated from Eqs. (4) and (12). Then, A K is calculated using Laney & Stobie (1993) :
In Fig. 3 R(K) is plotted versus (J − K) 0 . A least-square fit to 55 data points gives:
with a standard error of 0.091. For σ H (in this case the error in ( K 0 − δ K log P )) we adopt a value of 0.12 mag (Gieren et al. 1998) . (14), is based on 55 stars. Eight outliers (the crosses) were not considered in the fit. Seven outliers are outside the plot range. There is a dependence on (J − K).
Zero points of the P L-relations
4.1. Zero point of the M V − log P -relation
In Tables 1-4 we present the results from the "reduced parallax" method presented in the previous section for different samples of stars, and based on different colors (BV , V I or JK). To test the implementation of the method we have calculated the zero point for some of the solutions considered in FC, adopting a slope δ = −2.81 and working with BV colours, as they did. The data for the sample used by FC come from Feast & Whitelock (1997; their Table 1 ). These are our solutions 1-7 in Table 1 , and the value for the zero point and total weight are in perfect agreement to within the listed number of decimal places in FC. The error in the zero point determination is slightly different, ours being larger by a few 1/100-th of a magnitude. Using the FC sample, we also calculated the solution for the overtones only, and the overtones excluding Polaris (solutions 8-9).
For the present sample and using a slope δ = −2.81 solutions 10-12 give the value for the zero point for the whole sample, and for fundamental mode and overtone pulsators separately. In this case, V473 Lyr was considered to be pulsating in the second overtone. This interesting object is thought to be the only Galactic Cepheid pulsating in the second overtone (Van Hoolst & Waelkens 1995 and Andrievsky et al. 1998) . The values of ρ assuming that V473 Lyr is a fundamental mode, first overtone or second overtone pulsator, respectively, are −2.68, −2.07 and −1.61, all with an error of 0.70. With such a large error only fundamental mode pulsation can be excluded from the hipparcos parallax alone. The zero point assuming second overtone pulsation is consistent with the zero point obtained for the whole sample, and we will hence assume in our zero point determinations that V473 Lyr is indeed a second overtone pulsator.
The zero point for the entire sample of −1.41 ± 0.10 compares to the value of FC of −1.43 ± 0.10, and the value of L99 of −1.44 ± 0.05 (they used a slightly different slope of −2.77). These values are all very similar, and the differences are mainly due to the different samples of Cepheids, and to a lesser extent to the slight differences in the adopted photometry. We believe that the present sample is the most carefully selected sample of the three with respect to completeness, the flagging of overtone pulsators, and the removal of Cepheids that may influence the analysis for various reasons (double-mode Cepheids, unreliable hipparcos solutions, possible contaminated photometry due to binary companions), as explained in the introduction.
4.1.1. P 0 versus P 1 A first comment is on the different solution from the fundamental mode and overtone pulsators. In FC the difference between the solution using the fundamental pulsators or the full sample was only 0.02 mag. In our case it is about 0.08. FC did not present the solution for the overtones only, but we have calculated it from their data (solution 8). The difference using only the overtones or the fundamental pulsators is 0.05 mag in their case. In our case it is 0.15 mag, which is a difference at the 1σ level. This indicates how important it is to carefully flag the overtone pulsators.
Selecting on visual magnitude
L99 derive a zero point of −1.44 (after correcting for a bias of −0.01 mag) with a very small error of 0.05, using a selection on V ≤ 5.5. We confirm (solutions 14 and 15) that the derived zero point is not significantly different from that for the whole sample, but we do not confirm such a small error. In fact, Pont (1999) argues that the error of 0.10 in FC is even underestimated based on his numerical simulations. Our simulations confirm this (Sect. 7) and so it is not clear how L99 arrived at such a small error.
Selecting on parallax
For solutions 16-18 only positive parallaxes have been selected to highlight the effect of LK-bias. The zero points are fainter, as expected. Interestingly enough, the zero point for the overtone pulsators is hardly changed. Only 5 overtones (15%) have negative observed parallaxes and those carry very little weight, while for the fundamental mode pulsators a selection on positive parallaxes reduces the number by 32%.
Selecting on weight
FCs final choice for the zero point relied heavily on a subsample of 26 stars, selected on weight. The question arises if this introduces some bias. For solutions 19-24 we have made different selections on weight, in particular solutions 19-22 have been devised such that each bin selected on individual weight has about the same total weight, so that the errors on the zero point are comparable. The differences are at the 1σ level. From numerical simulations performed in Sect. 7 (see Table 6 ) we confirm that there are no indications at the present level of accuracy that a selection on weight is an (indirect) selection on parallax, and so a sample selected on weight appears not to be subject to LK-bias. The error on the zero point determination is larger when selecting on (individual) weight, simply because of the smaller value of the total weight (see Table 6 ). This is different from the result in FC, who quote a smaller error on the zero point for the sample selected on weight compared to their full sample (cf. their solution 6 and 1).
Selecting on period
Solutions 25-36 represent cases where the sample was split up in bins in log P carrying approximately equal weight, for the whole sample (solutions 25-28), and the fundamental pulsators only (solutions 29-32, and 33-36 for a slope of −2.22). In both cases, the star with the highest individual weight was excluded in defining the bins. There is a significant dependence of the zero point on log P . This is particularly clear in the case of the fundamental mode pulsators where the zero point for stars with log P ≥ 0.85 differs at the 3σ level from the shortest period bin.
To expand on this matter further, we show in Fig. 4  how 10 0.2ρ depends on log P for the full sample (top panel), and for the 47 stars with an individual weight > 5. Shown are the weighted-mean values of 10 0.2ρ (solid lines), and weighted least-square fits to the data of the form 10 0.2ρ = α log P + β (dashed line). The (α, β) found are (0.11 ± 0.12, 0.44 ± 0.10) for the full sample, and These results depend on the adopted slope in the P L-relation. For a slope δ = −3.1 we find that the effect of the dependence of the zero point on the binning in log P is enhanced, and that the slope in the 10 0.2ρ versus log P relation becomes significant at the 2σ level. We also calculated the results for a slope of δ = −2.22 (Bono et al. 1999) . The results are listed as solutions 33-36 for the fundamental pulsators. The dependence on period is not significant in this case, although the shortest bin remains the brightest. Least-square fits give the following results for (α, β): all stars (−0.039 ± 0.090, 0.45 ± 0.08), 56 stars with weight > 5 (−0.050 ± 0.099, 0.45 ± 0.08), all fundamental pulsators (0.00 ± 0.11, 0.39 ± 0.11), 42 fundamental pulsators with weight > 5 (0.00 ± 0.13, 0.38 ± 0.12). The slope derived is no longer significant. From this analysis one may conclude that there is weak evidence for the fact that the slope in the M V − log P -relation is shallower than in the LMC, or, alternatively that there is a change of slope at the short period end. A similar effect is found for the M I − log P -relation (see next section). The implications are discussed further in Sect. 8.
Zero point of the M I − log P -relation
In Table 2 the zero points of the M I − log P -relation are listed based on V, I photometry. Unless otherwise noted, a slope of −3.05 is used. This is the slope adopted in L99, and is based on work of Tanvir (1999) and Gieren et al. (1998) . In every case we have calculated both the zero points for the M I − log P -and M V − log P -relation for the respective samples. For the whole sample we find ρ = −1.89 ± 0.11. This is 0.08 mag brighter than in L99, but within their and our quoted errors. L99 used the magnitude-mean magnitudes in Caldwell & Coulson (1987) , and then applied a correction of −0.03 mag to convert these to intensity-mean magnitudes. We use for most stars the intensity-mean magnitudes as calculated in G99 from the original data.
As for the solutions based on BV photometry we find that the zero point using only the fundamental modes is brighter than using only the overtone pulsators, but the difference is now less than 1σ. Polaris again is the star with the highest individual weight. Solutions 6-8 illustrate the effect of LK-bias when selecting stars with positive parallaxes. 
Selecting on period
As before, we have split up the sample according to period in bins of approximate equal total weight, for all stars (solutions 9-12, excluding Polaris), and for the fundamental pulsators (solutions 13-16, excluding δ Cep, the fundamental pulsator with the highest individual weight). Again we see that the zero point depends on the period bin chosen, but the effect is not as systematic as in the V -band. In Fig. 5 10 0.2ρ is plotted against log P . We have made least-square fits as before and find for the whole sample (α, β) = (0.11 ± 0.11, 0.331 ± 0.091), for the 48 stars with an individual weight > 5 (α, β) = (0.101 ± 0.098, 0.332 ± 0.079), for all 163 fundamental mode pulsators (α, β) = (0.17 ± 0.14, 0.26 ± 0.13), and for the 35 fundamental mode pulsators with a weight > 5 (α, β) = (0.17 ± 0.12, 0.25 ± 0.11). The slope is again significant at at most the 1σ level.
Solutions 17-21 give the division in period bins for a slope of the P L-relation of −2.35 for the fundamental mode pulsators (the slope in the P L-relation in V is −2.22). After taking into account the difference in zero points in V , the dependence of the zero point in I on period bin is not significant. The least-square fits give the following results for (α, β): the whole sample (−0.024± 0.076, 0.343 ± 0.065), for the 62 stars with an individual weight > 5 (−0.013 ± 0.077, 0.317 ± 0.069), for all 163 fundamental mode pulsators (0.012 ± 0.093, 0.294 ± 0.089), and for the 50 fundamental mode pulsators with a weight > 5 (0.032 ± 0.093, 0.264 ± 0.090). As we found previously, a shallower slope gives rise to a smaller or no dependence of the zero point on period.
4.3. Zero point of the M K − log P -relation Table 3 lists the results for the zero point of the M K − log P -relation and the zero point for the P L-relations in V and I for the same samples. Unless noted otherwise we have used a slope of δ = −3.27 from Gieren et al. (1998) . For the whole sample we find a zero point of −2.61 ± 0.17, but note that the corresponding zero points in the V and I band of this sub-sample are too bright by about 0.11 magnitude compared to the full samples in V and I, and so the true zero point is probably closer to −2.50. These offsets indicate biases due to the small number of available measurements in the NIR. This is especially clear when further sub-divisions into smaller samples are made, like a division in period (solutions 9-13). Especially in one bin (solution 10) the result depends very much on one star which was taken out (solution 11). After shifting the zero points in K by an amount such as to make the zero points in V all equal there is no evidence for a dependence of the zero point on period.
4.4. Zero point of the M W − log P -relation Table 4 lists the results for the zero point of the M W − log P -relation. We have used a slope of δ = −3.411 (Tanvir 1999) . As before the sample is divided into period bins. After shifting the zero points in W by an amount such as to make the zero points in V all equal (this value can be taken from the corresponding solutions in Table 2 ) there is no evidence for a dependence of the zero point on period.
Summary of the results

On the use of longer wavelengths
One argument to consider P L-relations in I and K besides the traditional relation in V , is because of the smaller extinction at longer wavelengths. We have calculated the zero points for the whole sample considering a systematic shift for all stars of 0.005 mag in V (respectively I and K), 0.007 in B − V (resp. V − I, J − K), a shift in the period-colour relations (Eqs. (4), (8), (12)) equal to 1/10-th of the quoted dispersions, and a shift in the selective reddening (Eqs. (5), (10), (14)) equal to the quoted dispersion. The results are listed in Table 1 (solutions 48-51), Table 2 (solutions 23-26), and Table 3 (solutions 15-18). Adding the differences between these zero points and that for the default case in quadrature, one arrives at estimated uncertainties due to errors in the photometry, reddening and period-colour relations of 0.038 mag in V , 0.032 mag in I, and 0.011 mag in K. This illustrates that the K-band P L-relation is indeed the least sensitive to these effects. For the Wesenheit-index the error due to the photometry and reddening coefficients amounts to 0.028 mag (solutions 13-15 in Table 4 ).
Unfortunately, the advantages of using the infrared, like the intrinsically tighter P L-relation and the insensitivity to reddening, are countered by the fact that so few stars have been measured in the NIR so far. Of the approximately 48 stars with in 1 kpc, BV photometry is available for all of them, V I for 41 of them, but JHK data (of sufficient quality) for only 24. It is estimated that determining the intensity-mean NIR magnitudes of the remaining 24 stars alone would bring the scatter in 8 -2.601 ± 0.392 337.2 -1.59 ± 0.39 -2.08 ± 0.40 log P < 0.64 10 17 -3.002 ± 0.445 377.9 -1.91 ± 0.45 -2.38 ± 0.45 0.64 ≤ log P < 0.85, no δ Cep 11 16 -2.746 ± 0.400 370.4 -1.61 ± 0.40 -2.11 ± 0.40 0.64 ≤ log P < 0.85, no δ Cep, no V496 Aql 12 8 -2.833 ± 0.494 262.1 -1.70 ± 0.49 -2.24 ± 0.50 0.85 ≤ log P < 0.99 13 29 -2.195 ± 0.270 485.3 -1.18 ± 0.27 -1.50 ± 0.27 log P ≥ 0.99 14 3 -2.635 ± 0.271 725.1 -1.49 ± 0.27 -2.01 ± 0.28 π phot > 2.6 mas, fundamental mode 15 63 -2.599 ± 0.169 1807.9 -1.52 ± 0.17 -2.00 ± 0.17 as (1), K larger by 0.005 16 63 -2.611 ± 0.169 1827.7 -1.52 ± 0.17 -2.00 ± 0.17 as (1), J − K larger by 0.007 17 63 -2.604 ± 0.169 1816.8 -1.52 ± 0.17 -2.00 ± 0.17 as (1), (J − K)0 larger by 0.004 18 63 -2.612 ± 0.169 1830.9 -1.52 ± 0.17 -2.00 ± 0.17 as (1), R(K) larger by 0.097 19 62 -2.800 ± 0.177 1979.3 -2.06 ± 0.18 -2.60 ± 0.18 δ = −3.05, log P > 0.5 20 62 -2.321 ± 0.178 1262.8 -1.31 ± 0.18 -1.74 ± 0.18 δ = −3.60, log P > 0.5 the zero point determination in the K-band down from about 0.17 to less than 0.1 mag.
On the slopes of Galactic P L-relations
Another important issue concerns the slopes in the respective Galactic P L-relations. Common practice is to adopt the slope determined for Cepheids in the LMC, but the slope could be different for Galactic Cepheids. In Table 5 we have collected slopes of the P L-relations from the literature for Cepheids in the Galaxy, LMC and SMC, in V, I, K, both observationally determined and from two recent theoretical papers (Alibert et al. 1999, Bono et al. 1999 and private communication) . Table 5 includes ths slopes in V and I by Madore & Freedman (1991) used by the hst H 0 Key Project (see for example Gibson et al. 1999) . From the results of Gieren et al. (1998) on the Cepheids in the LMC, we have calculated the error in the slope using the data they kindly provided (their Tables 8  and 9 ). In addition we have calculated the slope and zero point for their data set but using cut-offs in period, for reasons that will be explained later.
There are several interesting features to be noted about the slopes. Observationally, the slopes in the V and I P L-relations in the LMC are very well established, respectively, about −2.81 and −3.05, and these are the default slopes adopted in the present study, with errors of about 0.08 and 0.06. For M K − log P -relation there are fewer observational data available but the slope in Gieren et al. (1998) is determined very accurately and is in reasonable agreement with the result of Madore & Freedman (1991) .
One fact needs to be mentioned however, and that is that the period distribution of the calibrating Cepheids in the LMC is very different from that of the Galactic Cepheids in the hipparcos catalog. In Table 8 in Gieren et al. (1998) there are 53 LMC Cepheids listed with V, I photometry that define their P L-relation. Nine have log P ≤ 0.555, then there is a gap, and 42 have log P ≥ 0.846. In JHK (their Table 9 ), there are 59 Cepheids, including 5 that have log P ≤ 0.680, then there is a gap, and 54 have log P ≥ 0.834. The same dichotomy of Cepheids in period can be seen from Tanvir (1999) . Note that in more distant Galaxies than the Magellanic Clouds, due to observational bias, most known Cepheids have periods longer than 10 days. We therefore have included in Table 5 the slopes in V, I, K based on the data in Gieren et al. (1998) , but have divided the sample according to period. The slopes for the long period sub-sample differ only slightly from that for the whole sample but are characterised by slightly larger errors. The slopes for the short-period sample have larger errors because of the small number of stars involved but nevertheless are systematically steeper at the 1σ level in all three colours. For comparison, in our sample only 107 of the 236 Cepheids have log P ≥ 0.846, and the zero point of this sample differs at the 1.4σ level from that of the whole sample (solution 52 in Table 1 ). This is yet another indication that for the default slope of −2.81 the zero point may depend on the period range chosen. For a slope of δ = −2.22 (compare solutions 38, 53) this is not the case.
A second issue concerns the predictions of the theoretical models and the comparison with observations. In V, K for the LMC, and in I for the SMC the models of Bono et al. (1999) are in very good agreement with the observed slope, in I for the LMC and V for the SMC the agreement is poor. In I, K for the LMC, the models of Alibert et al. (1999) are in good agreement with the observed slopes; in V the agreement for the LMC and V, I
for the SMC is fair. However, the prediction both models make for the Galaxy are very different. Gieren et al. (1998) have derived P L-relations for Galactic Cepheids using the surface brightness technique. The slopes they find in all three bands are steeper than the corresponding slopes in the LMC at the 2-3 σ level. In their paper they ascribe this to small number statistics, and in the end assume the LMC slopes to hold for the Galactic Cepheids as well, also, they add, because the slopes for the LMC Cepheids are better determined. The models of Alibert et al. (1999) predict slopes for the Galactic P L-relations that are steeper than the observed ones in the LMC in V, I, K as well, although by a small amount only (the main conclusion of their paper is actually that the slope and zero point of the P L-relations do not depend on metallicity). By contrast, the Bono et al. (1999) paper predicts slopes that are significantly shallower in the Galaxy compared to the LMC especially in V, I but also in K. In addition, the Bono et al. models actually predict a non-linear P L-relation in V , for all metallicities considered. Furthermore, Alibert et al. mention that a change of slope in P L-relations is expected at short periods due to the reduction of the blue loop during core He burning, and that this change of slope occurs near log P = 0.2 for Z = 0.004, log P = 0.35 for Z = 0.01, and log P = 0.5 for Z = 0.02. Such a change of slope (in the sense that the slope of the P L-relation is steeper for periods below this limit) was recently observed for SMC Cepheids (Bauer et al. 1999 ) with the break occurring near log P = 0.3, near the predicted value.
Consistency between individual distances based on different colours
For a given slope and zero point of the P L-relation one can calculate the photometric distance, and since we have determined the zero point for three photometric band we can intercompare photometric distances to individual Cepheids. This is illustrated in Fig. 6 , for the default slopes of the P L-relations. The zero point of the M V − log P relation is fixed at −1.411 (solution 10, Table 1). The zero point of the M I − log P relation is determined to give a mean difference in (m−M ) 0,I −(m−M ) 0,V of zero, and is found to be −1.918 (top panel Fig. 6 ). The rms dispersion is 0.14 mag. Similarly, to create the bottom panel, the zero point of the M K − log P relation was determined to give a mean difference in (m−M ) 0,K −(m−M ) 0,I of zero, and is found to be −2.600, with an rms dispersion is 0.10. The values for the zero points in I and K derived in this way differ only slightly from the solutions 1 in Tables 2 and 3 . Interestingly, least-square fitting shows that the slopes of the relations are not unity, but 0.980 ± 0.007 (top panel), and 0.965 ± 0.007 (bottom panel). Using the same procedure, but adopting steeper slopes of −3.04, −3.33, −3.60 (see Sect. 8 for the reason of these choices) in, respectively, the M V − log P , M I − log P and M K − log P relations and fixing the zero point of the M V − log P relation at −1.234 we find in the same way the zero points of the M I − log P and M K − log P -relations to be −1.696 and −2.328. The slopes are 0.983 ± 0.007 and 0.971 ± 0.007.
Using the same procedure, but adopting shallower slopes of −2.22, −2.35, −3.05 in, respectively, the M V − log P , M I − log P and M K − log P relations and fixing the zero point of the M V − log P relation at −1.885 (solution 38 in Table 1 ) we find the zero point of the M I − log P and M K − log P -relations to be −2.491 and −2.692. The slopes are 0.974 ± 0.007 and 1.010 ± 0.010.
The conclusion is the the photometric distances based on different P L-relations are consistent with each other at a level of 0.10-0.14 mag, similar to the uncertainties in the individually derived zero points in V, I, K for the full sample. The data does not allow to discriminate between different choices of the slopes of the P L-relations.
A volume complete sample
The question remains how representative the hipparcos Cepheid sample is. As with all stars that made it in the hipparcos catalog, they were proposed by Principal Investigators in solicited proposals. If proposers preferred their 'favorite' objects to be observed, there may be a 'Human' bias, which is impossible to correct for. For example, at some point in the selection process of the hipparcos Input Catalog the number of Cepheids with magnitudes between 9.5 and 11 were 'tuned-up' (ESA 1989, page 80). Also, the distribution in pulsation period of the about 72 Cepheids that were proposed to be observed but did not end up in the hipparcos Input Catalog is somewhat different from the 270 that did make it (ESA 1989, page 96) .
In view of this it may be instructive to try to construct a volume complete sample. The hipparcos Input Catalog (ESA 1989, page 94) mentions that all 55 Cepheids within 1 kpc have been included. This depends of course on the adopted slope and zero point to calculate the photometric parallax. The F95 database lists 51 stars within 1 kpc for their adopted relation of M V = −2.902 log P − 1.203.
In Fig. 7 the cumulative (photometric) parallax distribution is plotted for the 236 stars in the sample, with distances from F95, or calculated in the same way for the stars not listed there. Also indicated is a line with slope −2 as expected for a disk population (with N (r)dr ∼ r it follows that N (π)dπ ∼ π −3 , and so the cumulative distribution is proportional to π −2 ). From this figure it is confirmed that the hipparcos catalog is volume complete to approximately 1 kpc.
On the other hand, three new Cepheids were discovered with hipparcos. For the same slope and zero point as used in F95 the photometric parallaxes of CK Cam, V898 Cen, V411 Lac are 1.77, 0.73 and 1.17 mas, respectively. As hipparcos discovered 2 Cepheids that are closer than 1 kpc, it implies that the present sample may now be indeed complete down to 1 mas, but is possibly only complete for stars with a parallax > ∼ 1.8 mas as no new Cepheids closer than this limit have been discovered.
In Tables 1-4 we include solutions for volume complete samples, or, in other words, complete in photometric parallax. Since this depends on the zero point itself, this is an iterative process. For the M V − log P -relation we give the results in Table 1 for a cut-off at 1 and 1.8 mas. In solutions 39, 41, 43 we list the zero point for an input zero point of −1.411 (solution 10) for the whole sample, the fundamental pulsators, and the overtones, respectively. The next line (solutions 40, 42, 44) lists the final result after iteration on the zero point. Solutions 45-47 give the final results for a higher cut-off in photometric parallax. In most cases the zero points are slightly brighter than the corresponding solutions 10, 11, 12. This is a bit surprising because of the Malmquist bias one expects the volume complete sample to be dimmer. The expected Malmquist bias for a disk population with an intrinsic spread of σ H = 0.10 around the mean is about 0.009 mag (Stobie et al. 1989) . This is much smaller than the typical error estimate in the zero points, and so the fact that the volume complete sample is brighter probably reflects the slightly different nature of that sample. For example, the mean value of log P 0 for the whole sample is 0.86, while that for the volume complete sample is 0.77. As we noticed earlier, since the shortest period Fig. 6 . Comparison of the distance moduli based on the P L-relations in V and I (top panel), assuming zero points of respectively −1.411 and −1.918, and the default slopes, and I and K (bottom panel) for zero points of −1.918 and −2.600, and the default slopes. The solid line is the oneto-one relation, although a least-square fit indicates that the best fitting slope differs slightly from unity (see text).
bins give brighter zero points this could be an explanation.
For the M I − log P -relation the construction of a volume complete sample is slightly more complicated Fig. 7 . Cumulative (photometric) parallax distribution of the 236 stars in the sample with distances from F95 who calculated them using M V = −2.902 log P − 1.203. The dashed line has a slope of −2, as expected for a disk population. It shows that hipparcos is volume complete down to a distance of about 1 kpc. due to the fact that for some of the 47 stars with BV photometry and a photometric parallax > 1 mas no I-band photometry is available. This implies that one has to apply a more stringent criterion to obtain a volume complete sample of stars that also have I-band photometry. This turns out to be a photometric parallax limit of 1.8 mas, and solution 23 lists the result. The zero point is slightly brighter, and this again may be due to the fact that the average log P 0 value is smaller (0.74) than for the whole sample (0.90).
In the K-band no meaningful volume complete sample can be constructed. As there is no NIR data available for Polaris, any volume complete sample could be constructed for fundamental pulsators only. In any case, even then, a volume complete sample of stars with NIR data would have a cut-off at 2.6 mas, and would only include 3 stars. For completeness, it has been included in Table 3 (sol. 14).
The conclusion is that the zero point of the P L-relation based on a volume complete sample are within 1σ of the results for the full sample. Surprisingly, the zero points are brighter, contrary to one would expect from Malmquist bias. However, the Malmquist correction is expected to be small (see the next section for an estimate based on numerical simulations), and certainly much smaller than the error in the zero point, so that this effect is due to the slightly different nature of the volume complete samples compared to the full samples.
Properties of the hipparcos Cepheids, and numerical simulations
In this section we describe a numerical model to first of all construct synthetic samples of stars that fit some observed properties of the hipparcos Cepheids. Second, this model is used to investigate the numerical bias involved in applying the "reduced parallax" method.
The observed distributions of the fundamental period, the V magnitude, de-reddened (B − V ) 0 , colour excess, and absolute distance to the Galactic plane are plotted in Fig. 8 for the 236 Cepheids in our sample (the dotted lines). For the overtones, the fundamental period was calculated following Eqs. (6-7). (B−V ) 0 follows from Eq. (4), and E(B − V ) from the observed value of (B − V ) minus (B − V ) 0 . The absolute distance to the Galactic plane is calculated from the galactic latitude combined with the de-reddened V -magnitude and a photometric distance based on Eq. (1) with δ = −2.81 and ρ = −1.43. The distributions are compared to simulations described now.
We have devised a numerical code to simulate the distributions described above. The input period distribution is (assumed ad-hoc to be) a Gaussian in log P with mean X P , and spread X σP . Based on the observed properties of the sample only log P values between 0.43 and 1.66 are allowed. A random number is drawn and a log P selected following this distribution. The values of X P and X σP directly influence the resulting distribution and so are easily determined. We find that values of X P between 0.65 and 0.75 and of X σP between 0.2 and 0.25 give acceptable fits.
The galactic distribution of Cepheids is assumed to be a double exponential disk with a scale height H in the z-direction (the coordinate perpendicular to the galactic plane), and a scale height R GC in the galacto-centric direction. The coordinate system used is cylindrical coordinates centered on the Galactic Centre. Three random numbers are drawn to select the distance to the Galactic plane, the distance to the Galactic centre and a random angle φ between 0 and 2π in the Galactic plane centered on the Galactic centre. From this the distance d to the Sun is calculated. Based on the observed photometric parallaxes of the sample only stars closer than 7800 pc to the Sun are allowed. We find no evidence for a gradient in the number of Cepheids with galacto-centric radius, in other words R GC = ∞ gives good fits, probably indicating that the volume sampled is too small to detect such a gradient, or that the distribution of Cepheids is at least equally determined by another factor, for example the location of the spiral arms. The value of H is directly determined by the distribution of the number of stars as a function of z, and is found to be between 60 and 80 pc. This is consistent with the scale height of a relative massive population of stars, as the Cepheids are.
The value of M V and (B − V ) 0 are correlated in the sense that brighter Cepheids are also bluer for a given period. Contrary to other studies we do not assume a Gaussian spread around the M V − log P and (B − V ) 0 − log P relations, but instead a 'box' like distribution which is more physical because of the finite width of the instability strip. However, this does assume that the instability strip is uniformly filled (for all periods). (16) are calculated. The full width of the instability strip in M V is taken to be 0.84 magnitude (derived from plots in Gieren et al. 1998 , Tanvir 1999 , and that of the (B − V ) 0 relation to be 0.3 mag. (Laney & Stobie 1994 ). The reddening is calculated from:
where b is the absolute value of the galactic latitude. The colour excess is then calculated using Eq. (5). The factor in front was varied to fit the E(B − V ) distribution. We also tried the reddening model of Arenou et al. (1992) , but found that it could not fit the E(B − V ) distribution. The simulated 'observed' visual magnitude is calculated from V = M V + 5 log d − 5 + A V . Then a term is added simulating the uncertainty in the observed V , which is described by a Gaussian distribution with a dispersion of 0.005 mag.
hipparcos was complete only down to about V = 7 and the following function was used to determine if a star was 'observed' or not. A random number (Rn) was drawn to calculate:
with C empirically determined to be:
with y = (V − 7). A star is 'observed' if V < V lim . The simulation is continued until 25 sets of 236 stars fulfill all criteria. Typically 100 000 stars needed to be drawn to arrive at this. The simulated distributions are depicted in Fig. 8 using the solid lines (normalised to the observed number of 236 stars). Typical parameters X P = 0.70, X σP = 0.25, and H = 70 pc have been used. The overall fit is good.
This numerical code for the quoted parameters provides us with a tool with which synthetic samples of Cepheids can be generated that obey the observed distributions.
The main difference with the simulations of L99 is in the conclusion about the space distribution of Cepheids. They assume a homogeneous 3D distribution, and consider a box centered on the Sun of 4200 pc on a side. They justify this because of "the relative small depth of the hipparcos survey [with respect to] the depth of the Galactic disk". This is not true however. First of all, using any reasonable combination of δ and ρ it is clear that hipparcos sampled Cepheids to much greater distances than 2.1 kpc, in fact out to 7-8 kpc. Furthermore, since the scale height of 3-10 M ⊙ main-sequence stars (the progenitors of the Cepheids variables) is of order 100 pc it is clear that hipparcos sampled to distances much larger than the scale height of the Cepheid population. This is directly confirmed from our simulations from which we derive a scale height of about 70 pc. In other words, the space distribution of the Cepheids is a disk population, not a homogeneous population.
This might have consequences for the results of the L99 paper concerning biases which are difficult to judge by us. Another consequence is related to the fact that both Malmquist-and LK-bias depend on the underlying distribution of stars. For example, Oudmaijer et al. (1998) calculated the LK-bias assuming a homogeneous distribution of Cepheids. For a disk population the values of both the Malmquist-and LK-bias are smaller (Stobie et al. 1989 , Koen 1992 ). Now, we will discuss whether the zero points derived by the method outlined in Sect. 4 are subject to bias or not. Similar simulations were also performed by L99 and Pont (1999) . L99 concluded that zero points derived for the whole sample in V are too bright by 0.01 mag. Pont (1999) concluded that any bias is less than 0.03 mag.
What remains to be discussed in relation to our numerical model is how the 'observed' parallax and the error in the parallax are calculated.
We define several quantities. First of all a minimum error in the parallax, calculated from (in mas):
Second of all, an error in the error on the parallax, calculated from (in mas):
with y = (V − 8). Third, a 'mean' error on the parallax, calculated from (in mas):
with y = (V − 5). All fits have been made with idl using the routine polyfit from the full sample of 236 stars. It was verified that the synthetic samples have the same distribution of parallax and parallax error compared to the observed sample. The error on the parallax, σ π , was then determined from σ plus a quantity randomly selected from a Gaussian distribution with dispersion σ σ . The result is only accepted when σ π > σ min π however. Finally, the 'observed' parallax (in mas) is calculated from 1000/d, with d the true distance in pc, plus a quantity randomly selected from a Gaussian distribution with dispersion σ π . The simulation is continued until 100 sets of 236, 191, or 63 stars fulfill all criteria, depending whether the simulation relates to V , I or K. About 410 000 stars have to been drawn to arrive at 23 600 'observed' stars in V . This was done with the parameter set that best described the observed distributions, as discussed above, i.e. with X P = 0.70, X σP = 0.25, and H = 70 pc.
In the case the simulation relates to I and K the procedure is as follows. First the stars are selected according to the procedure outlined above, that is, selection based on V -photometry. For the stars that fulfill the criteria, the 'observed' I, V − I (respectively K, J − K) colours are determined, using the period-colour and reddening relations outlined in Sect. 4. The same random number that was used in Eqs. (15-16) to calculate the true M V and (B − V ) is used to calculate M I and (V − I), respectively M K and (J − K). This is to simulate the fact that if the synthetic star is 'observed' to be fainter and bluer than the mean in V , this is also the case at other wavelengths. This procedure ignores any phase shifts between the light curves at different colours. For the full-width of the instability strip (cf. Eqs. (15-16)) in M I we take 0.70 mag, in (V − I) 0.20 mag, in M K 0.60 and in (J − K) 0.16 mag (Gieren et al. 1998) .
For every set of 236, 191, or 63 stars we apply the "reduced parallax" method and derive the zero point. From the distribution of the zero points of the 100 sets, we determine the mean, and the dispersion. The results are given in Table 6 , where we list the zero point assumed in the numerical simulation, the zero point retrieved, the average number of stars in the simulation that fulfilled the selection criteria, and to which solution the simulation refers to. From the results we see that the zero point of the volume complete sample is dimmer than for the whole sample, as expected from Malmquist bias. In any case, the biases are very small, of order 0.01 mag, or less, similar to the results found by L99 and Pont (1999) . Second, we confirm the result by Pont (1999) that the errors derived are somewhat larger compared to the outcome of the "reduced parallax" method. However the differences are not so large as compared to the error bars quoted in FC.
From the simulations we find that the smallest error is for the sample selected on parallax (as was found for the 'real' sample), but that it is subject to Lutz-Kelker bias.
Discussion
The finally adopted zero points
Based on the results obtained in Sects. 4, 5 and 6, we will present three sets of solutions, a 'traditional' one, and two alternatives. The traditional one follows FC and L99 closely. The zero point adopted is the one for the entire sample (which has the lowest error of the samples that are not selected on observed parallax), adopting the slope of the P L-relation observed for Cepheids in the LMC. This would then be solution 10 from Table 1 (ρ = −1.41±0.10), solution 1 from Table 2 (ρ = −1.89 ± 0.11) and solution 1 from Table 3 corrected for the off-set in the corresponding solution in V and I as discussed in Sect. 4.3 (ρ = −2.50 ± 0.17). These zero points have to be corrected for Malmquist bias. If the Malmquist bias would be evaluated in magnitude space, this bias would amount to 0.0092, 0.021 and 0.013 magnitude in V, I, K, respectively, for a disk population and the adopted values for σ H of, respectively, 0.10, 0.15 and 0.12 mag (Stobie et al. 1989 ). However, if evaluated using the reduced parallax method the Malmquist bias is smaller (see Oudmaijer et al. 1999) , and from the numerical simulations (Table 6) we find a Malmquist bias of 0.007 in V , 0.003 in I, and an unphysical negative value in K, probably due to the smaller number of stars involved. For the Malmquist bias we will assume a (round number) of 0.01 mag in all three bands.
Also, we have increased the errors in the zero points to reflect the sensitivity to uncertainties in the photometry, reddening and period-colour relations (see Sect. 5.1). For adopted slopes of −2.81, −3.05 and −3.27, the finally adopted zero points of the P L-relations in V , I and K are, respectively, ρ = −1.40 ± 0.11, −1.88 ± 0.12 and −2.49 ± 0.17. For the Wesenheit-index, after correcting for Malmquist bias and increasing the error bar due to the uncertainties described in Sect. 5.1, we adopt a zero point of −2.55±0.11 for a slope of −3.411.
The 'traditional' solution above has certain advantages, like the fact that the errors are smallest compared to solutions that do not include all stars, or, since the slope adopted is the one in the LMC, a distance determination to the LMC is essentially a comparison of zero points only (apart from systematic effects). On the other hand, alternative solutions can be presented which also have merits. These solutions are based on a volume complete sample (at least in V and I) to avoid Malmquist bias. Although small, its value does depend on the distribution of stars, and the intrinsic spread in the P L-relation and selecting a volume complete sample avoids Malmquist bias outright. In K, no volume complete sample could be constructed and we used the full sample instead. The alternative solutions take into account the theoretical prediction that the slope of the P L-relation may change at log P ∼ 0.5 for solar metallicities (Alibert et al. 1999) . Where the two alternative solutions differ are in the adopted slopes for the Galactic P L-relations. One alternative solution takes into account the, admittedly at the 1σ level of significance, evidence presented in Sects. 4.1-4.2 that the slope of the Galactic P L-relations are shallower than the ones in the LMC, and in accordance we have adopted the theoretical slopes predicted by Bono et al. (1999) for solar metallicities. The second alternative method adopts the slopes in Gieren et al. (1998) , who derived distances from the infrared version of the surface brightness technique to Galactic Cepheids, which yields steeper slopes than for the LMC. These alternative solutions are presented in Tables 1-3  (solutions 54- 55, 28-28 and 19-20, respectively) . The zero points in K have to be corrected for Malmquist bias (+0.01 mag) and for the off-sets in the corresponding V and I solutions, and the errors in all three zero points are increased for reasons indicated above. For the adopted slopes of −2.22, −2.35 and −3.05, the zero points of the P L-relations in V , I and K are, respectively, ρ = −1.95 ± 0.12, −2.47 ± 0.15 and −2.68 ± 0.18. For the adopted slopes of −3.04, −3.33 and −3.60, the zero points of the P L-relations in V , I and K are, respectively, ρ = −1.30±0.13, −1.75±0.14 and −2.30±0.18.
P L-relation of LMC Cepheids
Before proceeding we have to adopt P L-relations for the LMC Cepheids. In V , for a slope of −2.81, Caldwell & Laney (1991) find a zero point of 17.23 ± 0.02. Tanvir (1999) , for the same slope, gives an observed zero point of 17.451 ± 0.043. Adopting a mean reddening to the LMC of E(B − V ) of 0.08 (Caldwell & Laney 1991 ) and a ratio of total-to-selective reddening of R V = A V /E(B − V ) = 3.27 (Eq. (5) for typical colors) we derive a de-reddened zero point of 17.19 ± 0.04. For the Cepheids in the LMC we adopt the weighted mean of these two values, or a zero point of 17.22 ± 0.02 in V for a slope of −2.81.
In I, for a slope of −3.041, Gieren et al. (1998) find a zero point of 16.74 ± 0.06 (the error is calculated by us, from their data). Tanvir (1999) , for a slope of −3.078, gives an observed zero point of 16.904 ± 0.031. Adopting A I = 0.69A V = 0.18 mag for the reddening in V calculated as above, we derive a zero point of 16.72 ± 0.03. For the default slope of −3.05 we adopt the weighted mean of these two values, or a de-reddened zero point in the I band for the Cepheids in the LMC of 16.72 ± 0.02.
In K, for a slope of −3.267, Gieren et al. (1998) find a zero point of 16.03 ± 0.05 (the error is calculated by us from their data) for the Cepheids in the LMC. This value is adopted by us.
For the Wesenheit-index, for a slope of −3.411, Tanvir (1999) finds a zero point of 16.051 ± 0.017. This value is adopted by us.
Metallicity correction
We will now consider the effect of metallicity on the zero point. For comparison, FC applied a correction of +0.042 mag to the zero point in the V -band, based on Laney & Stobie (1994) . The theoretical models of Bono et al. (1999) , and Alibert et al. (1999) provide P L-relations and from those the difference ∆M = M (Gal) −M (LMC) can be determined which will depend on the photometric band and period. We have determined this difference for two periods, namely for log P 0 = 0.77 which we have determined to be the mean period of the volume complete sample of Galactic Cepheids in hipparcos and for log P 0 = 0.47 which is the mean period of Cepheids in the LMC (Alcock et al. 1999) . The results for ∆M are listed in Table 7 for the three photometric bands. This illustrates the difference between the two theoretical models, for the Alibert et al. (1999) models predict essentially no dependence on metallicity, while the Bono et al. (1999) models predict a significant metallicity dependence, which mostly is in the sense that the metal-rich pulsators are fainter than the metal-poor ones. This is at variance with various empirical estimates that give the opposite result, and that, in the V -band, vary between −0.24 ± 0.16 (Kennicutt et al. 1998 ) and about −0.4 mag/dex (Kochanek 1997 , Sasselov et al. 1997 , Storm et al. 1999 2 ). A mean of these four determinations is −0.38±0.09 mag/dex, which for a difference in metallicity of 0.4 dex, implies ∆M = −0.15 ± 0.04 in the V -band. In the I-band we assume the same value following Sasselov et al. (1997) and Kochanek (1997) , but the reader should realise that this number is less well established than the correction in V , and in the K-band adopt ∆M = −0.07. Note however, that a metallicity dependence as large as 0.4 mag in V as suggested by Sekiguchi & Fukugita (1998) can be excluded at the 6σ level (Laney 1999 (Laney , 2000 . In recent papers, Saio & Gautschy (1998) and Sandage et al. (1999) found no significant metallicity dependence on the bolometric P L-relation, and slopes of −0.08 mag/dex in V and −0.1 mag/dex in I (Sandage et al. 1999) , which represents a shallower dependence than the values listed above, that are adopted in the present study, and which therefore may be an extreme view.
The distance to the LMC
In Table 8 are listed the true distance moduli (DM) to the LMC for V, I, K, the three slopes ('traditional' meaning the observed slopes for the Cepheids in the LMC, 'shallower' adopting the theoretical slopes from Bono et al. and 'steeper' adopting the observed slopes for Galactic Cepheids from Gieren et al. (1998) and the three metallicity corrections ('0' means no correction, '+' means a longer distance scale as implied by the models from Bono et al., and '−' means a shorter distance scale as implied from empirical evidence). The error quoted includes the error in the zero point of both the Galactic and LMC Cepheids, and where appropriate, the error due to the metallicity correction, and for the solutions with either steeper or shallower slope, the uncertainty due to the difference in DM at log P = 0.47 and 0.77.
Also included are the weighted mean DM, averaged over V, I, K (with internal error), and, for reference, the (unweighted) mean DM per photometric band of all the solutions (with the one-sided range in the solutions). Also included is the solution based on the Wesenheit-index assuming the slope observed in the LMC, and no metallicity correction. The DM range from 18.45 ± 0.18 to 18.86 ± 0.12. Several important conclusions may be drawn:
(1) For every combination, the P L-relation in K gives the shortest distance, and the difference between the distance based on V and K can be as large as 0.24 mag (solutions 4, 5 in Table 8 ).
This systematic effect is worrying and merits investigation. It could hint to errors in the reddening, or dereddening procedure. It is illustrative to note that the (minimum, maximum, mean) extinction for the whole sample is (−0.21, 3.4, 1. 3) in A V , (−0.08, 2.1, 0.75) in A I , and (−0.05, 0.26, 0.10) in A K . This implies that any uncertainty in reddening is less in K. In Sect. 5.1 we have estimated these uncertainties (about 0.04 in V , 0.03 in I and 0.01 mag in K) and added them as a random errors. Possibly these are errors of a systematic nature instead. It is interesting to note that application of the procedures outlined in Sect. 3.2 results in negative reddening in some cases.
One can raise the question how much bluer the periodcolour-relations need to be to give positive reddening for all stars. It turns out that Eq. (4) needs to be bluer by 0.065 mag, Eq. (8) by 0.055 mag, and Eq. (11) by 0.075 mag. For the default slopes and using all stars, the zero points in V, I, K would change to, respectively, −1.620 (from −1.411), −1.970 (from −1.892), and −2.660 (from −2.607).
On the other hand, the DM based on the Wesenheitindex, which avoids the use of a P C-relation to estimate the individual reddenings, is in perfect agreement with the DM based both on the P L-relations in V and I. This suggests that the reddening is not the main reason for the systematically shorter DM in the K-band.
As pointed out in Sect. 4.3 there may be a bias in the K-band zero point due to the smaller number of Cepheids with accurate intensity-mean magnitudes. The correction for this bias was estimated by comparing, for the same sample of stars with K-band data, the zero point of the P L-relations in V and I to those for the full samples in V and I, and this correction is about 0.1 mag, in the sense that it makes the DM based on K shorter than they would be without this correction. This uncertainty can only be eliminated if more intensity-mean NIR magnitudes come available.
(2) The uncertainty in the type of metallicity correction introduces a range in DM of up to 0.20 mag in V, I, and 0.12 mag in K.
(3) The uncertainty in the slope of the Galactic P L-relations introduces a range in DM of about 0.16 mag in V, I, and about 0.05 mag in K.
Taking the case with the observed slopes of LMC Cepheids with no metallicity correction as default, one may summarise the results as follows. Based on the P L-relation in V and I, and the Wesenheit-index, the true DM to the LMC is 18.60 ± 0.11 (± 0.08 slope) ( +0.08 −0.15 metallicity). Based on the P L-relation in K it is 18.52 ± 0.18 (± 0.03 slope) (±0.06 metallicity) ( +0.10 −0 sample bias). The terms between parenthesis indicate the possible systematic uncertainties due to the slope of the Galactic P L-relations, the metallicity corrections, and in the K-band, due to the limited number of stars. Recent Alibert et al. (1999) work by Sandage et al. (1999) indicate that the effect of metallicity towards shorter distances may be smaller in V and I than indicated here. A more accurate determination is not possible without more definite information on the slope of the Galactic P L-relations and the metallicity correction.
Our prefered distance modulus is the one based on the P L-relation in V , I and the Wesenheit index, and puts the LMC 0.10 mag in DM closer than the value of 18.70 derived by FC. The difference is due to four effects that all work in the same direction, namely, (1) FC apply a metallicty correction of +0.042 mag, (2) the difference in the zero point in the Galactic P L-relation in V between FC and this study is +0.03 mag (+0.01 mag is due to Malmquist bias which FC did not take into account, while +0.02 mag is due to the different sample and slightly different photometry in some cases), (3) the difference in the DM based on V compared to the mean of the DM based on V , I and the Wesenheit-index is +0.02 mag, and (4) the difference between FC and this study in the adopted zero point of the P L-relation in V of the LMC Cepheids is +0.01 mag.
We finally note that the influence of the choice of slope and the metallicity correction are (predicted to be) smallest in the K-band as well as the uncertainty in the extinction correction. If the 20-30 closest Cepheids without published NIR photometry could have their NIR intensity-mean magnitudes determined, then the uncertainty due to the small number of stars could be eliminated and the zero point in K could be determined with an error that is a factor of two smaller than is possible at present. 
