As a non-commutative extension of the Lévy Laplacian for entire functions on a nuclear space, we define the quantum Lévy Laplacian acting on white noise operators. We solve a heat type equation associated with the quantum Lévy Laplacian and study its relation to the classical Lévy heat equation. The solution to the quantum Lévy heat equation is obtained also from a normal-ordered white noise differential equation involving the quadratic quantum white noise.
Introduction
As an infinite-dimensional generalization of the usual Laplacian on an Euclidean space the so-called Lévy Laplacian:
n was introduced and studied by Lévy in his famous books [21, 22] , and has been investigated from various aspects by many authors, see e.g., Feller [13] , Polishchuk [29] and references cited therein for the works until the mid-1980s. In recent years the Lévy Laplacian has afforded us much interest for its newly discovered relations with certain stochastic processes [1, 3, 30, 32] , Yang-Mills equations [4, 20] , Gross Laplacian [19] , infinite-dimensional rotation group [24] , quadratic quantum white noise [26, 27] , Poisson noise functionals [31] , and further relevant questions [2, [5] [6] [7] 9, 11, 23] .
In this paper, we introduce a non-commutative generalization of the Lévy Laplacian, called the quantum Lévy Laplacian, acting on white noise operators. Given a real Gelfand triple E ⊂ H ⊂ E * , its complexification N ⊂ H C ⊂ N * and a certain Young function θ , we construct a Gelfand (white noise) triple
by means of infinite-dimensional holomorphic functions [14] , see Section 3. The Wick symbol of a white noise operator Ξ ∈ L(W, W * ) is defined by
wΞ (ξ, η) = Ξφ ξ , φ η e − ξ,η , ξ,η ∈ N,
where φ ξ , φ η are exponential vectors. It is known (see Theorem 6.1) that Ξ → wΞ gives rise to a topological isomorphism from L(W, W * ) onto G θ * (N ⊕ N), which is the space of twovariable entire functions on N with certain growth rates. The Lévy Laplacian acting on such functions is naturally defined as soon as an infinite sequence in E ⊕ E is specified. A natural choice is {e 1 ⊕ 0, 0 ⊕ e 1 , e 2 ⊕ 0, 0 ⊕ e 2 , . . .}, where {e n } ⊂ E is a given infinite sequence. The associated Lévy Laplacian L acts on entire functions in two variables. If a white noise operator Ξ satisfies conditions (i) wΞ belongs to the domain of L ; and (ii) L (wΞ ) ∈ G θ * (N ⊕ N), then there exists a unique white noise operator whose Wick symbol is L (wΞ ). The quantum Lévy Laplacian QL is thus defined by
This definition is reasonable from several viewpoints. For example, for a multiplication operator M Φ ∈ L(W, W * ) by Φ ∈ W * , we have
whenever L Φ is defined (Theorem 7.5). Namely, we have a natural quantum-classical correspondence. It is noticed that the non-commutative extension of the Lévy Laplacian introduced by Accardi et al. [5] is different from our quantum Lévy Laplacian. For the precise definition of the quantum Lévy Laplacian and its relevant properties see Section 7. We are interested in the Cauchy problem associated with the quantum Lévy Laplacian:
where α ∈ C is a constant. In fact, by means of the Wick symbol the above equation is brought into a Cauchy problem for entire functions in two-variables. We solve the above Cauchy problem with α > 0 and a positive initial condition Ξ 0 by means of the integral representation for positive white noise operators [28] , see Section 8. Another noteworthy aspect of the above Cauchy problem with an arbitrary α ∈ C is found in the relation to the normal-ordered white noise differential equation with quadratic quantum white noise:
where stands for the normal-ordered (or Wick) product. A similar relation between the quadratic quantum white noise and the Cauchy problem associated with the (classical) Lévy Laplacian has been already observed in [26, 27] . In this paper we realize its quantum counterpart in terms of the newly introduced quantum Lévy Laplacian, see Section 9.
Entire functions on a nuclear space
Let E be a real countably Hilbert nuclear space equipped with the defining Hilbertian norms | · | p , where p 0. Without loss of generality we assume that the Hilbertian norms are linearly ordered so that
where E p is the Hilbert space obtained by completing E with respect to | · | p . We set H = E 0 as a distinguished Hilbert space, of which the inner product is denoted by ·,· . Let E * be the dual space of E and assume that E * is equipped with the strong dual topology unless otherwise stated. By the standard argument we obtain an increasing chain of Hilbert spaces {E p ; p ∈ R} with the inclusion relation: 
The canonical bilinear form on E * × E, being compatible with the inner product of H , is also denoted by ·,· . For complexification of (2.1) we set
The canonical C-bilinear form on N * × N is again denoted by ·,· so that |ξ | 2 0 = ξ , ξ for ξ ∈ H C .
We are interested in entire functions on N . In general, a C-valued function F defined on a complex topological vector space X is called Gâteaux-entire if for each ξ, η ∈ X, the C-valued function z → F (ξ + zη) is holomorphic at every z ∈ C. A Gâteaux-entire function F is called entire if it is continuous on X, or equivalently if it is locally bounded, i.e., every point of X is contained in a neighborhood on which F is bounded. We refer to Dineen [12, Chapter 3] for generalities.
A continuous, convex, increasing function θ :
For p ∈ R and m > 0 let Exp(N p , θ, m) be the space of Gâteaux-entire functions F on N p satisfying 
The polar function of θ is defined by
which becomes again a Young function. We set
Thus, F θ (N * ) and G θ * (N ) are classes of entire functions on N * and N , respectively, with particular growth rates.
Taylor expansion and weighted Fock space
In general, an entire function F on N admits the Taylor expansion
where N ⊗n is the n-fold symmetric tensor power and N ⊗0 = C. The map
is called the Taylor series map. Entire functions in F θ (N * ) and G θ (N ) are characterized in terms of their Taylor coefficients. Given a Young function θ and m > 0, we define a weight sequence by
For p 0 let F θ,m (N p ) be the weighted Fock space with weight sequence {α(n)}, i.e.,
which is a Hilbert space equipped with the norm · α,p . Define
which becomes a countably Hilbert nuclear space. Similarly, we set
The (boson) Fock space is defined by
From now on, we assume that the Young function θ satisfies sup x>0 θ(x) x 2 < ∞ so as to have the inclusion relation:
It is verified that F θ (N ) and G θ (N * ) are mutually dual spaces with respect to the canonical Cbilinear form of Γ (H C ), and hence (3.2) is a Gelfand triple. We write the canonical C-bilinear
The next result is due to Gannoun et al. [14] .
Theorem 3.1. The Taylor series map T is a topological isomorphism from
Remark 3.2. In order to construct a Gelfand triple as in (3.2), we may start with a weight sequence {α(n)} not necessarily defined by a Young function. However, to ensure important properties of (3.2), for example, characterization theorems of the S-transform and of the operator symbol, we need to assume certain conditions for {α(n)}, see e.g., [10, 15] and references cited therein. It then turns out, as is seen from Asai et al. [8] and Gannoun et al. [14] , that these two approaches are equivalent.
Lévy Laplacian
The Lévy Laplacian is defined as an operator acting on functions on a nuclear space [2, 19] .
for some p 0. Moreover, both maps ξ → F (ξ ) ∈ N * and ξ → F (ξ ) ∈ (N ⊗ N) * are continuous. For notational simplicity, taking into account the canonical isomorphism
, which follows from the kernel theorem for a nuclear space, we write
Let {e n } ⊂ E be an arbitrary infinite sequence, where we recall that N = E + iE. The Cesàro mean of F (ξ ), e n ⊗ e n is defined by
(4.2)
Note that the limit does not necessarily exist. Moreover, the limit depends not only on the choice of the sequence {e n } but also its arrangement. Let D L (N, {e n }) be the subspace of F ∈ C 2 (N ) for which the limit (4.2) exists for all ξ ∈ N . If there is no danger of confusion, we write simply
The operator L is called the Lévy Laplacian on N associated with {e n }.
Remark 4.1. Our definition of the Lévy Laplacian is quite general in the sense that we do not require any specific properties of the sequence {e n }. (In some statements below additional conditions are required, which will be stated explicitly therein. In Section 9 the original definition due to Lévy [21, 22] will appear.) In particular, we do not assume that {e n } forms an orthonormal basis of a Hilbert space, which is a standard condition in many literatures. Thus, the following case falls within our framework. 
where the coefficients c k ∈ C is taken in order that x c ∈ N * and the limit
exists. Then x c , e n = c n and a function of the form
Following Accardi, Smolyanov [2, Definition 3] we define the Lévy trace with respect to {e n } by
whenever the limit exists. The set of f ∈ (N ⊗ N) * which admit the Lévy trace forms a linear subspace and is denoted by
With this notation the following assertion is obvious.
Lemma 4.2. A function
Eigenfunctions of the Lévy Laplacian will play an important role later. The following formula is easily checked, see also [2, 27] .
The Lévy Laplacian is naturally defined for functions in two variables. Consider two real countably Hilbert nuclear spaces E 1 and E 2 , and their complexifications N 1 = E 1 + iE 1 and
is identified in an obvious manner with a single-variable function on the direct sum N = N 1 ⊕ N 2 , which is again a countably Hilbert nuclear space. Then, for F ∈ C 2 (N ), (4.1) is written in the following form:
where
We also use the notation:
Suppose we are given two infinite sequences: {e
Then the associated Lévy Laplacian acts on F (ξ 1 , ξ 2 ) regarded as a function of ξ i ∈ N i , which we denote by
Identifying N i with a subspace of N 1 ⊕ N 2 in the canonical manner, we write e (1) n and e (2) n for e (1) n ⊕ 0 and 0 ⊕ e (2) n , respectively. Then the following assertion is straightforward from the definitions. 1 , e (2) 1 , e (1) 2 , e (2)
which each term of the right-hand side exists.
Similarly, the Lévy trace · L is decomposed:
The next result is a direct consequence of Propositions 4.3 and 4.4.
Remark 4.6. In Proposition 4.4 the Lévy Laplacian L on N = N 1 ⊕ N 2 is defined, being associated with the sequence obtained by merging two given sequences {e (1) n } and {e (2) n } in such a way that each {e (i) n } appears as a subsequence in the merged sequence at equal asymptotic density. It is possible to merge the two sequences in such a way that {e (1) n } appears at asymptotic density α and {e (2) n } at 1 − α. Then the associated Lévy Laplacian becomes
Remark 4.7. The Lévy Laplacian for functions in two variables was discussed also by Accardi et al. [5] . Their definition is different from ours (see Definition 3 and Remark 4 in [5] ) and this difference will be important for the later discussion on the quantum Lévy Laplacian.
Lévy Laplacian for entire functions
It is natural to ask whether the Lévy Laplacian of an entire function is again entire. A partial answer to this question is given in the following proposition.
Proposition 5.1. Let L be the Lévy Laplacian with respect to an infinite sequence {e
Proof. By the Cauchy integral formula we have
Since
by assumption, noting that θ is an increasing function, we obtain
Let m > m. Define 0 < δ, δ < 1 by δ = m/m and δ + δ = 1. Since θ is convex, we obtain Minimizing the right-hand side by letting R run over (0, +∞), we obtain
3)
where C = 2θ 2 (m/δ ) 2 which is independent of n (see (3.1) for θ 2 ). Set
We see from (5.1) and (5.3) that
We shall prove that L F is Gâteaux-entire. Since S N is Gâteaux-entire, for any ξ, η ∈ N and any closed curve γ ⊂ C we have
Taking (5.4) and (5.5) into account, we apply Lebesgue's dominated convergence theorem to get 
Proof. It is easy to see that the partial sum of the Taylor expansion (5.6) converges to F in Exp (N p , θ, m) . Then the assertion follows by Proposition 5. 
White noise operators
From now on, the Gelfand triple (3.2) is denoted simply by
By the celebrated Wiener-Itô-Segal isomorphism, Γ (H C ) is isomorphic to L 2 (E * , μ), where μ is the Gaussian measure on E * . So, in the context of stochastic analysis, each Φ ∈ W * is considered as a generalized random variable and is called a white noise function. For ξ ∈ N the exponential vector is defined by
It is proved that φ ξ ∈ W and {φ ξ ; ξ ∈ N } spans a dense subspace of W. The S-transform of Φ ∈ W * is defined by
Since the S-transform and the Taylor series map T are mutually inverse, Theorem 3.1 realizes an analytic characterization of the S-transform. A continuous linear operator Ξ from W into W * is called a white noise operator. Let L(W, W * ) denote the space of white noise operators and equip it with the topology of bounded convergence. In the context of quantum stochastic analysis, each white noise operator is considered as a (generalization of) quantum random variable with respect to the vacuum state φ 0 = (1, 0, 0, . . .) .
If the Fock expansion (see [15, 25] ) of Ξ is given by
the Wick symbol becomes
The Wick symbol is characterized in a similar manner as the S-transform. The next result is shown by Ji et al. [18] . 
Quantum Lévy Laplacian
Let Ξ ∈ L(W, W * ) be a white noise operator. Then, by Theorem 6.1, the Wick symbol wΞ is an entire function on N ⊕ N and hence belongs to C 2 (N ⊕ N). Let {e n } ⊂ E be an infinite sequence, where N = E + iE. As in the second half of Section 4, we define the Lévy Laplacian L acting on functions in two variables. If wΞ ∈ D L (N ⊕ N) , we obtain L (wΞ ). If, in addition, L (wΞ ) is the Wick symbol of a white noise operator, or equivalently if L (wΞ ) ∈ G θ * (N ⊕ N), there exists a unique white noise operator, denoted by
We call QL the quantum Lévy Laplacian. By definition the domain of QL , denoted by Dom( QL ) = Dom( QL ; L(W, W * )), consists of white noise operators Ξ for which QL Ξ is defined as in (7.1).
if the limit exists and is a continuous linear form in
With these notations we claim the following. 
Proof. The Wick symbol of an integral kernel operator Ξ = Ξ l,m (κ l,m ) is given by
Applying the Lévy Laplacian L for two variables, we obtain
which proves the assertion. 2
We shall obtain an algebraic expression for the quantum Lévy Laplacian QL . With each ζ ∈ N we associate the annihilation operator A(ζ ) and the creation operator A * (ζ ) in the standard manner. By means of integral kernel operators we have
These are white noise operators. In fact, they are more regular in the following sense: A(ζ ) is a continuous linear operator from W into itself and extends to a continuous linear operator from W * into itself (denoted by the same symbol). Hence A * (ζ ) is a continuous linear operator from W into itself as well as from W * into itself, see e.g., [10, 15, 25] . Thus, for an arbitrary white noise operator Ξ ∈ L(W, W * ), the commutators
are defined and become again white noise operators. We define
which are respectively called the creation derivative and annihilation derivative of Ξ , and both together the quantum white noise derivatives (qwn-derivatives for brevity) of Ξ , see [17] . 
Before going into the proof, we prepare a useful formula.
Lemma 7.3. For η, ζ ∈ N and z ∈ C we have
where the right-hand side converges in W uniformly in z running over a compact set in C. Therefore,
Proof. Let ω n = ω n (η, ζ, z) be the partial sum of (7. 
Proof. We have by definition
Then, using A(ζ )φ ξ = ξ, ζ φ ξ , we obtain On the other hand, by definition we have
Ξφ ξ , φ η+zζ e − ξ, η+zζ .
It is then straightforward to check that (7.7) and (7.8) coincide, which proves (7.5). The proof of (7.6) is similar. 2
Proof of Theorem 7.2. By Lemma 7.4 we see that
wΞ (ξ + ze n , η).
If Ξ ∈ Dom( QL ), the limit
exists and coincides with w( QL Ξ )(ξ, η). Hence
from which (7.3) follows. 2
The above argument suggests to introduce two operators: for a white noise operator Ξ we define AL Ξ and CL Ξ by
respectively, whenever the right-hand sides are the Wick symbols of white noise operators. We see easily that
where the limit is understood in a similar manner as in Theorem 7.2. We call AL and CL the quantum Lévy Laplacians associated with the annihilation derivatives and the creation derivatives, respectively. Moreover,
holds on Dom( AL ) ∩ Dom( CL ). (7.9) corresponds to the decomposition of the Lévy Laplacian acting on a function in two variables, see Proposition 4.4.
To end this section we mention the classical-quantum correspondence. For Φ ∈ W * we define
where φψ is the pointwise multiplication as white noise functions, see e.g., [15, 25] . Moreover,
Let Dom( L ) = Dom( L ; W * ) be the subspace of white noise functions Φ ∈ W * such that SΦ ∈ D( L ) and L (SΦ) is the S-transform of a white noise function in W * . In this case we define L Φ by
In particular, M Φ ∈ Dom( QL ) and
Proof. For any ξ, η ∈ N we have 12) where the obvious identity φ ξ φ η = φ ξ +η e ξ, η is used. Since Φ ∈ Dom( L ; W * ) by assumption, applying the Lévy Laplacians with respect to ξ and η, we obtain
(1)
Moreover, by definition
which means that M Φ ∈ Dom( AL ) ∩ Dom( CL ) and (7.10) holds. Then (7.11) is obvious. 2 Remark 7.6. It is also noted that
which is verified by the operator symbols.
Remark 7.7. As a classical counterpart of the formula (7.2) we have
which is well known in various contexts. In fact, the right-hand side is given a meaning in a similar manner as in Theorem 7.2. Namely, for Φ ∈ Dom( L ; W * ) we have
Quantum Lévy heat equation
In this and the next sections we study the Cauchy problem associated with the quantum Lévy Laplacian: The proof is given in [5, Theorem 8] . In fact, we need only to employ the representation theorem for positive distributions due to Ouerdiane, Rezgui [28] and a one-to-one correspondence between L(W, W * ) + and F * θ (N * ⊕ N * ) + derived from the canonical isomorphism:
where the first isomorphism is given by the Wick symbol (Theorem 6.1) and the second by the Laplace transform [18] . Now we go back to the Cauchy problem (8.1). When α > 0 and Ξ 0 ∈ L(W, W * ) + , the Cauchy problem (8.1) looks like a heat equation and the method of Fourier transform for the Lévy heat equation [3, 27] can be applied. Recall that the Lévy Laplacian depends on the fixed sequence {e n } ⊂ E. If there exists a continuous operator S ∈ L(E, E) such that Se n = e n+1 for all n, we say that S is the shift operator associated with {e n }. In this case, S ⊕ S ∈ L(E ⊕ E, E ⊕ E) so that (S ⊕ S) * becomes a continuous transformation on (E ⊕ E) * . 
Proof. We set
x, e 1 2 + y, e 1 2 .
Since μ is invariant under (S ⊕ S) * , we see by the ergodic theorem thatḠ
On the other hand, by definition we have
Then (8.6) becomesḠ(x ⊕ y) = x ⊕ y 2 L and (8.4) exists for μ-a.e. x ⊕ y ∈ (E ⊕ E) * . It is straightforward to verify that A t defined in (8.5) is a solution to
Moreover, we see easily that 
Proof. We first note that
In fact, for ξ ∈ N we have
Now let Ξ t be a solution to (8.10 ). Then we have
which means that Φ t = Ξ t φ 0 is a solution to (8.11). 2 Remark 8.4. Uniqueness of a solution to (8.1) is unclear.
Quadratic quantum white noise
In this section we consider a particular Gelfand triple:
where S(R) is the space of rapidly decreasing functions on R and S (R) the dual space, i.e., the space of tempered distributions. The underlying space R stands often for the time axis. Let {a t , a * t ; t ∈ R} be the quantum white noise, that is, a t is the annihilation operator at t ∈ R and a * t the creation operator. Both are white noise operators. In fact, they are more regular in the sense that a t ∈ L(W, W) and a * t ∈ L(W * , W * ). It is noteworthy that the quadratic quantum white noise {a 2 t , a * 2 t } is well defined. Let us consider the following normal-ordered white noise equation:
It is known that (9.1) has a unique solution in L(W, W * ). In fact, the solution to (9.1) is given by the Wick exponential:
In this connection see [10, 26] for details. Now we consider the Lévy Laplacian associated with an infinite sequence {e n } ⊂ E having specific properties. We assume that {e n } ⊂ E is a complete orthonormal basis of L 2 ([0, 1]) and that for each t ∈ [0, 1] the following limit exists: See also Remark 9.5. It follows from Lemma 9.1 that
L (wZ t )(ξ, η) = 2c(t)(wZ t )(ξ, η).
Hence Z t ∈ Dom( AL ) ∩ Dom( CL ) and
The rest of (9.6) is clear from (7.9). 2
Thus, the solution Z t to the normal-ordered white noise differential equation (9.1) is an eigenvector of the quantum Lévy Laplacian with eigenvalue 2c(t). The following result is now clear. Then Ξ t ∈ L(W, W * ) is a solution to the following Cauchy problem:
As a classical reduction as in Proposition 8.3, we readily reproduce the following result due to Obata, Ouerdiane [27] , see also [26] . In the case of c(t) = t, i.e., when μ is the Lebesgue measure, {e n } is called equally dense by Lévy [21, 22] .
Remark 9.6. Another approach to the Cauchy problem (9.7) is studied by Chung et al. [9] , where the initial value Φ 0 ∈ W * is assumed to be a normal function of Lévy (or its generalization).
