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A bound state between a quantum emitter (QE) and surface plasmon polaritons (SPPs) can be
formed, where the QE is partially stabilized in its excited state. We put forward a general approach
for calculating the energy level shift at a negative frequency ω, which is just the negative of the
nonresonant part for the energy level shift at positive frequency −ω. We also propose an efficient
formalism for obtaining the long-time value of the excited-state population without calculating
the eigenfrequency of the bound state or performing a time evolution of the system, in which the
probability amplitude for the excited state in the steady limit is equal to one minus the integral of
the evolution spectrum over the positive frequency range. With the above two quantities obtained,
we show that the non-Markovian decay dynamics in the presence of a bound state can be obtained by
the method based on the Green’s function expression for the evolution operator. A general criterion
for identifying the existence of a bound state is presented. These are numerically demonstrated for a
QE located around a nanosphere and in a gap plasmonic nanocavity. These findings are instructive
in the fields of coherent light-matter interactions.
PACS numbers: 22
I. INTRODUCTION
Coherent interaction between a quantum emitter
(QE), such as atom, molecule or quantum dot, and the
quantized electromagnetic field lies at the heart of quan-
tum optics [1–8]. An incredibly wide observable phenom-
ena, such as ultrafast single-photon switches [9–11], trap-
ping atoms by vacuum forces [12–15], photon blockade
[16, 17], single-molecule sensing [18], single-atom lasers
[19, 20], enhanced and inhibited spontaneous emission
[21–28], giant Lamb shift [29, 30], quantum nonlinear
optics [31, 32], bound state [33–52] , etc, have been pre-
dicted and demonstrated. Among all, bound state is one
particular example, where a photonic excitation is con-
fined to the vicinity of the QE and a discrete eigenstate
is formed inside the environmental photonic band gap.
The quantum coherence, which plays a prominent role
in the fields of quantum physics and technology [53–60],
can be protected from environmental noise.
Recently, a bound state between a QE and surface plas-
mon polaritons (SPPs) is predicted [61], where the QE
does not decay completely to its ground state and part of
its excited-state population is trapped in the steady state
even in the presence of the lossy metal. Different from
the previous investigation [33–48], it is an open quantum
system and there is no photonic band gap in the positive
frequency domain. The formation of a QE-SPP bound
state has been attributed to the strong field confinement
which can greatly enhance their interaction. Inspired by
the above works, we are interested in the conditions for
∗Electronic address: huang122012@163.com
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the existence of a bound state for a QE located around
a plasmonic nanostructre.
To determine the existence or absence of a bound state,
one usually calculates the long-time values of the excited-
state population by solving the non-Markovian master
equation, in which a time-convolution integral should be
performed. As discussed in Ref. [62], this method is
time consuming. Alternatively, one can determine the
existence or absence of a bound state by the resolvent
operator method [1, 2, 52, 62–65], once the energy level
shift (Lamb shift) is known. Very recently, we have pro-
posed a general numerical method for calculating the en-
ergy level shift of a QE in an arbitrary nanostructure for
positive frequency [62]. In this work, we will generalize
the above method to the negative frequency domain, in
which the eigenfrequency for a bound state is located. In
addition, we will propose a general criterion for identify-
ing the existence of a bound state for a QE located in an
arbitrary nonostructure. We will show that the photon
Green’s function (GF) at zero frequency, which can be
calculated by numerous methods [66–77], is suffice. This
can greatly simplify the problem. Besides, we provide
two different formalisms to easily determine the excited-
state population in the steady state without performing
a temporal evolution.
As demonstrated in Ref. [62], the exact non-Markovian
dynamics can be investigated by the method based on the
Green’s function expression for the evolution operator, in
which there is no need of time convolution. For arbitrary
nanostructure, one just needs to calculate the photon GF
in the real frequency domain, in which no particular as-
sumption about the permittivity of the material, such as
the Drude model, should be made. It removes most lim-
itations, such as the usual tight-binding or a quadratic
dispersion assumption for the case of a cavity array or
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photonic crystal, encountered in previous analytical ap-
proaches and allows us to solve the exact decay dynamics
for an open system in an almost fully numerical way. In
this work, we would like to generalize the above method
to study the decay dynamics of a quantum emitter cou-
pled to surface plasmons when a bound state is formed.
The remainder of this paper is organized as follows.
In Sec. II, we first present the theory and derive a gen-
eral method for calculating the energy level shift in the
negative frequency domain. Besides, we then provide a
general criterion for identifying the existence of a bound
state and two new formalisms for calculating the excited-
state population in the steady state. In Sec. III, we apply
our method to a particular example where a QE is lo-
cated around a single gold nanosphere. The performance
of the above methods for energy level shift in negative
frequency domain, condition for the existence of bound
state, excited-state population in the steady state and
non-Markovian dynamics are shown. Section IV is de-
voted to the study of the bound state and non-Markovian
dynamics of a QE located in a plasmonic nanocavity. Fi-
nally, we conclude in Sec. V.
II. THEORY AND METHOD
Under the dipole and rotating-wave approximations,
the total Hamiltonian for a two-level QE coupled to a
common electromagnetic reservoir is [78]
H = H0 +HI ,
H0 =
∫
dr
∫ +∞
0
dω~ω fˆ† (r, ω) · fˆ(r, ω) + ~ω0|e0〉〈e0|,
HI = −
∫ +∞
0
dω[|e〉〈g|d∗ · Eˆ (r0, ω) + H.c.].
Here, fˆ (r, ω) and fˆ† (r, ω) are the annihilation and cre-
ation operators for the elementary excitation of the elec-
tromagnetic reservoir, respectively. d = 〈g|dˆ|e〉 =
dnˆ is the matrix element for the transition dipole
moment, with the unit vector nˆ and its strength d.
The electric field vector operator Eˆ (r, ω) is given by
Eˆ(r, ω) = i
√
~
piε0
∫
ds
√
εI(s, ω)G(r, s, ω) · fˆ(s, ω), where
G(r, s, ω) is the photon GF defined as [∇ × ∇ ×
−ε(r, ω)ω2/c2]G(r, s;ω) = ω2/c2Iδ(r−s). Here ε(r, ω) =
εR(r, ω) + iεI(r, ω) is the frequency-dependent complex
relative dielectric function in space and εI(r, ω) is its
imaginary part. I is the unit dyad and c refers to the
speed of light in vacuum.
We assume initially the field is in the vacuum state and
the QE is excited. In this case, the states of interest are
|I〉 = |e〉 ⊗ |0〉 and |Fr,ω〉 = |g〉 ⊗ |1r,ω〉 with |e〉 (|g〉) the
excited (ground) state of the QE and |1r,ω〉 ≡ fˆ
†
j (r, ω) |0〉.
|0〉 is the zero photon state. The state vector of the
system evolves as
|Ψ(t)〉 ≡ U(t)|I〉
= c1(t)|I〉+
∫
dr
∫ +∞
0
dωC(r, ω, t)|Fr,ω〉,
with the initial condition c1(0) = 1.
As demonstrated in Ref. [62], the dynamics can be
efficiently obtained by the resolvent operator technique,
in which the probability amplitude for the excited state
is c1(t) = 〈I|U(t)|I〉 with U(t) =
∫ +∞
−∞
dω[G−(ω) −
G+(ω)]exp(−iωt)/(2pii). Here, the retarded and ad-
vanced Green’s functions are G±(ω) = limη→0+ G(ω±iη)
with G(z) = (z − H/~)−1. From the operator iden-
tity (z − H0/~)G(z) = HIG(z)/~, we obtain Gii(ω) ≡
〈I|G(ω)|I〉 = [ω − ω0 − Rii(ω)]
−1, in which the ma-
trix element for the level shift operator Rii(ω) reads
Rii(z) =
1
piε0
[
∫∞
0
dω d
∗·ImG(rA,rA,ω)·d
z−ω . By using the rela-
tion limη→0+ 1/(z − ω − iη) = P[1/(z − ω)] + ipiδ(z − ω)
with P representing the Cauchy principal value, one has
R±ii (z) = limη→0+ Rii(z ± iη) = ∆(z) ∓ i
Γ(z)
2 , in which
the spontaneous emission rate Γ(z) and the energy level
shift ∆(z) are
Γ(z) = 2pi Im grr(z)θ(z), (1)
∆(z) = P
∫ +∞
0
ds
Im grr(s)
z − s
. (2)
Here, θ(z) is the step function and the coupling strength
is
grr(ω) =
d
∗ ·G(r0, r0, ω) · d
~piε0
. (3)
Thus, the probability amplitude for the excited state
becomes
c1(t) =
∫ +∞
−∞
S(ω)e−iωtdω, (4)
with the evolution spectrum
S(ω) =
1
pi
lim
η→0+
Γ(ω)/2 + η
[ω − ω0 −∆(ω)]2 + [Γ(ω)/2 + η]2
. (5)
To evaluate Eq. (4), one should calculate the evo-
lution spectrum S(ω) as well as the energy level shift
∆(ω) in the whole frequency range. For ω ≥ 0, we
have demonstrated in Ref. [62] that the energy level
shift can be calculated by the subtractive KK method
efficiently. For the sake of completeness, we include the
derivation of the method here. By using the relations
−piReG(r0, r0, s) = P
∫ +∞
−∞
ds ImG(r0, r0, s)/(ω − s)
and ImG(r0, r0,−s) = − ImG(r0, r0, s) , the energy
level shift [Eq. (2)] for ω ≥ 0 can be written as [79]
∆(ω) = −piRe grr(ω) + P
∫ +∞
0
ds
Im grr(s)
ω + s
. (6)
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Subtracting ∆(0) from ∆(ω), we have for ω ≥ 0
∆(ω) = −piRe grr(ω) + ∆c(ω), (7)
∆c(ω) =
pi
2
Re grr(0)− ω
∫ +∞
0
ds
Im grr(s)
(ω + s)s
. (8)
Here, we have used the relation ∆(0) = −0.5piRe grr(0),
since the second term on the right hand side in Eq. (6) is
−∆(0) [see Eq. (2)]. The first term −piRe grr(ω) is the
resonant part arising from the residua at the poles and
∆c(ω) is the correction part which represents the nonres-
onant part of the dispersion potential. As discussed in
Ref. [62], this method is useful and simplifies the numer-
ical integrals in calculating the energy level shift, sicne
there is no need to worry about the principal value and
the calculation of the GF with imaginary frequency argu-
ment. In addition, it converges much more quickly than
the method shown in Eq. (2).
To generalize the above method to the case for a nega-
tive frequency ω < 0, we alternatively use the formalism
of Eq. (2) and subtract ∆(0) from ∆(ω) in a similar way.
We have for ω < 0
∆(ω) = −
pi
2
Re grr(0)+ω
∫ +∞
0
ds
Im grr(s)
(ω − s)s
= −∆c(−ω).
(9)
Since the integrand in Eq. (9) decays faster than that
in Eq. (2) for large frequency s, it will converge much
more quickly than the method shown in Eq. (2). This
will be numerically demonstrated in the next section.
Equations (7) and (9) are the main results of our meth-
ods for calculating the energy level shift of a quantum
emitter for ω ≥ 0 and ω < 0, respectively. It is general
and does not imply any specific configuration or system.
It should be noted that the energy level shift ∆(ω) in the
negetive frequecny range (ω < 0) is just the negative of
the nonresonant part of the energy level shift for positive
frequency −ω, i.e. −∆c(−ω). Thus, ∆(ω) in the nege-
tive frequecny range (ω < 0) can be obtained directly
once the nonresonant part ∆c(ω) is obtained for a posi-
tive frequency ω ≥ 0. In addition, it is a monotonically
decreasing function and approaching zero as ω → −∞,
which can be clearly seen from Eq. (2).
With the energy level shift ∆(ω) calculated, the evo-
lution spectrum S(ω) [Eq. (5)] can be evaluated. For
nonzero Γ(ω), S(ω) is of a generalized Lorentzian form
S(ω) = 1pi
Γ(ω)/2
[ω−ω0−∆(ω)]2+[Γ(ω)/2]2
. But for frequency inside
the photonic band gap where Γ(ω) = 0, the evolution
spectrum becomes S(ω) = 1pi limη→0+
η
[ω−ω0−∆(ω)]2+η2
.
In this case, the evolution spectrum S(ω) is either zero
or a delta function depending on the zero of the function
f(ω) = ω − ω0 −∆(ω). (10)
If the solution ωb is not inside the photonic band
gap, S(ω) = 0. But for ωb inside [33–36, 39, 43,
49–51, 58, 80–82], the evolution spectrum becomes a
delta function for frequency around ωb, i.e. S(ω) =
1
pi limη→0+
η
[ω−ω0−∆(ω)]2+η2
= Zδ(ω − ωb), in which Z
is a real quantity and can be written as
Z = [1−∆
′
(ωb)]
−1 = [1 +
∫ +∞
0
Im g(s)
(ωb − s)2
ds]−1. (11)
Different from the previous investigations where the
energy level shift ∆(ω) and accordingly Z are usually an-
alytically evaluated under a tight-binding or a quadratic
dispersion assumption for the case of a cavity array or
a photonic crystal, we numerically calculate both by the
above methods for an open system in this work. Since
there is no photonic band gap in the positive frequency
range, the existence of a bound state requires that the
eigenfrequency ωb less than or equal to zero, i.e. ωb ≤ 0.
Furthermore, there is at most one root ωb for equation
f(ω) = 0 in the range ω ≤ 0, since f(ω) = ω−ω0−∆(ω) is
a monotonically increasing function [see Eq. (2)]. Thus,
when a bound state presents, the probability amplitude
in Eq. (4) can be written as
c1(t) = Ze
−iωbt +
∫ +∞
0
S(ω)e−iωtdω, (12)
in which the second term tends to zero due to out-of-
phase interference. The first term indicates a bound
state, since limt→∞ c1(t) = Ze
−iωbt. This indicates that
the quantity Z is the amplitude for the excited state in
the steady limit.
If one is only interested in the long-time value of the
excited-state population Pa(∞) = |c1(∞)|
2 = Z2, Eq.
(12) at t = 0 becomes
Z = c1(0)−
∫ +∞
0
S(ω)dω. (13)
Equation (11) and (13) are the main results of our
methods for calculating the long-time values of the
excited-state population Pa(∞) without performing a
time evolution. One just needs to calculate the pho-
ton GF in the real frequency range, which can be used
to obtain the energy level shift ∆(ω) and the sponta-
neous emission rate Γ(ω). For the method shown in
Eq. (11), we first solve the transcendental equation
f(ω) = ω − ω0 −∆(ω) = 0 [Eq. (10)] to find the lowest
root ωb and then perform a general integral [Eq. (11)] to
obtain Z. But for the method shown in Eq. (13), one just
needs to perform a general integral about the evolution
spectrum S(ω) [Eq. (5)] in the positive frequency range
without calculating the root ωb. In the next section, we
will demonstrate the performances of both methods [Eq.
(11) and (13)].
As stated above, the condition for the appearance of
a unique bound state is ωb ≤ 0. This requires f(0) ≥ 0,
since the monotonically increasing function f(ω) in the
negative frequency range approaches −∞ as ω → −∞.
Explicitly, this can be written as
∆(0) = −0.5piRe grr(0) ≤ −ω0, (14)
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where we have used the relation ∆(0) = −0.5piRe grr(0).
Equation (14) is a general criterion for identifying the
existence of a bound state when there is no photonic
band gap for the electromagnetic reservoir in the posi-
tive frequency range. It is only at zero frequency that
one can judge whether a bound state exists or not from
the real part for the coupling strength Re grr(0) = Re[d
∗ ·
G(r0, r0, 0) · d]/~piε0. Here, the photon GF G(r0, r0, 0)
can be obtained by numerous methods [66–77, 83]. For
example, direct electrostatics methods based on solving
the Poisson equation, such as the method of images, the
method based on separation of variables, the finite ele-
ment method (FEM), the boundary element method and
so on, can be applied. Besides, other methods by ex-
trapolating the solution of the full wave equation near
zero frequency can be used [see Ref. [62, 66] and ref-
erences therein]. In this work, we follow the method
presented in Ref. [62], in which the analytical method
for a nanosphere and the FEM for an arbitrary-shaped
nanostructure are adopted.
Before proceeding further, let us give a brief summary
about the theory and methods. Based on the photon GF
formalism, one can expresses the medium-assisted quan-
tized electromagnetic field by the fundamental bosonic
vector field and study the exact quantum decay dynam-
ics of a QE in an open quantum system by the resolvent
operator method. For any nanostructure, the photon GF
can be obtained by the method shown in Ref. [62, 66].
Then, the coupling strength grr(ω) and accordingly the
spontaneous emission rate Γ(ω) can be obtained directly
by Eq. (3) and (1), respectively. The energy level shift
∆(ω) can be calculated by Eq. (7) for positive frequency
(ω ≥ 0), in which the correction part ∆c(ω) can be cal-
culated by Eq. (8). For ω ≤ 0, ∆(ω) can be obtained di-
rectly from Eq. (2) or Eq. (9) with ∆c(−ω) calculated by
Eq. (8) for a positive frequency −ω. The non-Markovian
decay dynamics can be calculated by Eq. (12). In this
equation, we set Z = 0 if there is no bound state. Oth-
erwise, Z can be obtained by Eq. (11) or Eq. (13).
Both can be used to determine the long-time value of
the excited-state population Pe(∞) = |c1(∞)|
2 = Z2. It
should be noted that there is no need to evaluate the
bound state eigenfrequency ωb through Eq. (13) as com-
pared with the method by Eq. (11). The bound state
eigenfrequency ωb can be obtained by solving the tran-
scendental equation f(ω) = ω − ω0 − ∆(ω) = 0 [Eq.
(10)]. We have provided a general and easy way to judge
whether a bound state exists or not [Eq. (14)].
In the following sections, we will first demonstrate the
performances of the above methods. For this purpose, we
choose a particular example where a two-level QE is lo-
cated above a metal nanosphere. As shown in Fig. 1(a),
a nanosphere with radius a is located at the origin. A QE
at a distance h from the surface of the sphere lies on the
z-axis. The metal is Gold and characterized by a complex
Drude dielectric function [84] ε2(ω) = 1− ω
2
p/ω(ω+ iγp)
with ωp = 1.26× 10
16 rad/s and γp = 1.41× 10
14 rad/s.
The background is vacuum with ε1 = 1. For simplicity,
the matrix element for the transition dipole moment is
assumed to be polarized along the radial direction of the
sphere d =d rˆ and its strength is d = 24D in this work
unless otherwise specified. In section IV , we will apply
the method introduced above for a QE located at the
center of a plasmonic nanocavity [see Fig. 1(b)], where
the permittivity ε2 for silver is from experimental data
[85]. The plasmonic nanocavity is composed of two sil-
ver nanorods with a gap distance W . Their radius and
height are R = 4nm and H = 20nm, respectively. The
transition dipole moment is also assumed to be polarized
along the axis direction.
A
 !
 "
x
z
gold
air
a
h
air
 !
B
silver
 !
H
2R
silver
 !
x
z
w
FIG. 1: Schematic diagrams. (a) A QE is located around
a gold nanosphere with radius a. The distance between the
emitter and the surface of sphere is h. (b) A QE is located
at the center of two nanorods with radius R and height H .
For simplicity, the transition dipole moment for the QE is
thought to be polarized along the z direction. ε1 and ε2 are
the permittivities for air and metal, respectively.
III. PERFROMANCES OF THE ABOVE
METHODS FOR BOUND STATE AND
NON-MARKOVIAN DYNAMICS
In subsection A, we will first demonstrate the perfor-
mance of the methods for calculating the energy level
shift in the positive frequency range [Eq. (7)] and in
the negative frequency range [(9)]. Then, the existence
conditions of a bound state [Eq. (14)] will be shown.
In subsection B, the methods for the long-time value of
the excited-state population [Eq. (11) and (13)] and the
non-Markovian decay dynamics [Eq. (12)] are investi-
gated. We adopt the model shown in Fig. 1(a), where
the photon GF for the nanosphere can be analytically
obtained [62, 66, 67, 83].
A. ENERGY LEVEL SHIFT AND EXISTENCE
CONDITIONS OF BOUND STATE
With the photon GF calculated by the analytical
method presented in Ref. [62, 66, 67, 83], the sponta-
neous emission rate Γ(ω) [Eq. (1)] for h = 1nm is shown
in Fig. 2(a). The same as the result shown in Ref. [62],
great enhancement can be observed for ω in the range
of (4 − 7eV ), which can be attributed to the localized
surface plasmon resonance of the metal nanosphere.
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To evaluate the correction part ∆c(ω) for ω ≥ 0
[Eq. (8)], one should calculate the real part of the cou-
pling strength at zero frequency Re grr(0). Although
this term can be directly obtained from the analyti-
cal GF for the nanosphere, we adopt a general method
by extrapolating the photon GF near zero frequency
to the static case. Different from the previous linear
extrapolating method [62], we adopt a linear-quadratic
model, in which the the real part of the coupling strength
for ω near zero is written in the form of Re grr(ω) =
α + βω + γω2. The results for the original data (red
circle) and the extrapolating function (black solid line)
are shown in Fig. 2(b). We found they agree well with
Re grr(ω) =0.0279−1.1662×10
−6ω+0.0008ω2. Thus, we
obtain Re grr(0) = α = 0.0279meV , which is consistent
with the analytical result at extremely low frequency, for
example, Re grr(ω) = 0.0279meV with ω = 10
−8 eV .
For the integral part in Eq. (8), the upper limit +∞
in the integral should be replaced by some cut-off fre-
quency ωc to perform a numerical integral. The results
are shown in Fig. 2(c) with ωc = 10 eV (the black solid
line) and ωc = 200 eV (the red circle). There is no ob-
servable difference and their maximum difference is less
than 0.006meV , which means that a small cut-off fre-
quency (ωc = 10 eV ) is enough to obtain a convergent
result by Eq. (8).
For a negative frequency ω < 0, the energy level shift
∆(ω) is just the negative of the correction part, i.e.
−∆c(−ω) according to Eq. (9) or can be calculated by
the method shown in Eq. (2) without performing a prin-
cipal value integral. The results are shown in Fig. 2(d)
by Eq. (9) (the black solid line) and by Eq. (2) (red cir-
cle) with ωc = 200 eV . We find that both methods lead
to almost the same results. In addition, we observe that
∆(ω) is a monotonically decreasing function in the nega-
tive frequency range which is consistent with the theory
in the previous section.
To further demonstrate the accuracy, we use the results
by Eq. (9) with a large cut-off frequency ωc = 200 eV
as a reference and show the absolute difference (∆error)
for the results by Eq. (2) with a small cut-off frequency
ωc = 10 eV (black solid line) or a large cut-off frequency
ωc = 200 eV (red dashed line) or by Eq. (9) with ωc =
10 eV (blue dash-dot line) in Fig. 2(e). We find that the
method by Eq. (9) converges much more quickly than
the method by Eq. (2). Figure 2(f) demonstrates the
energy level shift ∆(ω) for our nanosphere model.
With Re grr(0) obtained by the above extrapolating
method, one can judge whether a bound state exists or
not easily according to Eq. (14). To form a bound
state, the strength for the transition dipole moment d
should be larger than a critical value dc = [2~ε0ω0/rˆ ·
ReG(r0, r0, 0) · rˆ]
1/2 [derived by Eq. (14) with Eq. (3)].
Figure 3(a) shows the critical transition dipole moment
dc as a function of the distance h between the QE and
the surface of the nanosphere. The red circles are for
the numerical results and the black solid line is for a cu-
bic fit with dc = 11.177 + 74.563h+ 66.083h2− 3.060h3.
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FIG. 2: The spontaneous emission rate and the energy level
shift. (a) The spontaneous emission rate Γ(ω). (b) The real
part of the coupling strength near zero frequency Re grr(ω)
(red circle) and the fitted results (black solid line). (c) The
nonresonant part ∆c(ω) for ω ≥ 0 calculated by Eq. (9) with
ωc = 10 eV (red circle) and ωc = 200 eV (black solid line).
(d) ∆(ω) for ω < 0 calculated by Eq. (2) (red circle) and by
Eq. (9) (black solid line) with ωc = 200 eV . (e)The absolute
difference between ∆(ω) obtained by Eq. (2) (black solid line
for ωc = 10 eV and red circle for ωc = 200 eV ) or by Eq. (9)
(blue dashed line for ωc = 10 eV ) and the results by Eq. (9)
with ωc = 200 eV . (f) The energy level shift ∆(ω).
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FIG. 3: The critical transition dipole moment dc as a function
of h and a. (a) dc with a = 20nm. (b) dc with h = 1nm.
The red circles are for the numerical results and the black
lines are for fits.
It is found that the critical dipole strength dc increases
sharply with the dipole-sphere distance h. We also vary
the radius of the nanosphere a with a constant dipole-
surface distance h = 1nm. The results are shown in Fig.
3(b), where the red circles are for the numerical results
and the black solid line is for a fit with dc = 138.868 +
16.943 exp(−a/4.14851)+2.472 exp(−a/31.472). Clearly,
106
this shows that the critical dipole strength dc decreases
slowly. Thus, we can conclude that dc depends heavily
on the dipole-surface distance h but less on the sphere
radius a.
B. LONG-TIME VALUE OF THE
EXCITED-STATE POPULATION AND
NON-MARKOVIAN DYNAMICS
In this subsection, we demonstrate the performance
of the two methods for calculating the amplitude of the
excited state in the long time limit Z [Eq. (11) and
Eq. (13)] and the method for the non-Markovian decay
dynamics [Eq. (12)].
To evaluate Z by Eq. (11), we first solve the tran-
scendental equation f(ω) = ω − ω0 − ∆(ω) = 0 [zero
of Eq. (10)] to find the lowest eigenfrequency ωb. As
demonstrated in Fig. 3(b), there is a critical transi-
tion dipole moment dc = 140.3D when h = 1nm.
We find that the root ωb is negative when the dipole
strength d is beyond the critical value dc. For example,
ωb = −0.00352 eV when d = 140.5D. But for a slightly
smaller one d = 140.1D, it is positive ωb = 0.00346 eV
and there is no bound state. Figure 4(a) demonstrates
the root ωb as a function of the dipole strength d. It is
found that the larger the dipole strength d is, the lower
the eigenfrequency ωb is.
Then, we turn to the calculation of Z. Equation (11)
can be evaluated once the negative eigenfrequency ωb is
obtained. The results are shown in Fig. 4(b) (red cir-
cle). The other method to obtain Z is by Eq. (13). We
find that the results [the black solid line in Fig. 4(b)]
agree well with those by Eq. (11) (red circle). The inset
is for the relative errors, which is the ratio of their ab-
solute difference and their average value. It is less than
0.25% for the considered transition dipole moment. It
should be noted that there is no need to calculate the
eigenfrequency ωb for the method by Eq. (13).
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FIG. 4: The lowest eigenfrequency ωb and Z as a function of
the dipole strength d. (a) ωb. (b) Z. The inset is for the
relative difference of Z obtained by Eq. (11) and (13).
The non-Markovian dynamics [Eq. (12)] are demon-
strated in Fig. 5. Figure 5(a) are the results for dipole
strength d extremely near the critical value dc. The black
solid line (d = 140.1D), the red circle line(d = 140.5D)
are for slightly below and above the critical value dc =
140.3D, respectively. In these cases, the corresponding
eigenfrequencies are positive (ωb = 0.00346 eV )and neg-
ative (ωb = −0.00352 eV ), respectively. We see that they
look almost the same at short times. But for longer times
(see the inset therein), a slight smaller dipole strength d
(black solid line) leads to an almost perfect decay when
the bound state is absent. Importantly, for the case of a
little larger dipole strength d (red circle), the QE expe-
riences a partial decay and becomes dissipationless after
a long time. In addition, the steady-state population
Pa(∞) matches well with the results Z
2 obtained by Eq.
(11) or (13). A suppressed dissipation dynamics is ob-
served.
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FIG. 5: The excited state population Pa(t) = |c1(t)|
2 and
the evolution spectrum S(ω) in the positive frequency range.
(a) Pa(t) for d around the critical value dc = 140.3D. The
red circles are for a little larger transition dipole moment d =
140.5D and the black solid line is for a little smaller dipole
moment d = 140.1D. (b) The same as (a) but for a much
larger (d = 178D red dash line) and a much smaller (d =
100D black solid line) transition dipole moment. (c) S(ω) for
d = 140.1D. (d)S(ω) for d = 100D. The insets in (c) and
(d) show the Lorentz fits with half widths w1 = 0.0453meV
and w2 = 4.78meV , respectively.
To further demonstrate this, we choose another two
different values of the dipole strength d. One is much
larger than the critical value dc and the other is much
smaller. The results are shown in Fig. 5(b). The
red dashed line (d = 178D leading to a negative root
ωb = −0.65967 eV ) and the black solid line (d = 100D
leading to a positive root ωb = 0.65725 eV ) demonstrate
a totally different decay characteristics. Different from
the case shown in Fig. 5(a), the short time behaviors
of the decay dynamics are different for these two val-
ues of dipole strength d. In addition, the time needed
for the complete decay is much shorter for d = 100D
than that for d = 140.1D [see the black solid lines in
the insets of Fig. 5(a) and 5(b)]. This can be under-
stood by checking the evolution spectrum S(ω) in the
positive frequency domain (see Fig. 5(c) and 5(d) for
d = 140.1D and d = 100D, respectively). We find that
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S(ω) around the peak value can be modeled by a perfect
Lorentz function in both cases [see the insets in Fig. 5(c)
and (d), where the red circles are for numerical results
and the black solid lines are for their Lorentz fits]. The
half widths, which represent the spontaneous emission
rates, are w1 = 0.0453meV and w2 = 4.78meV for the
above two different dipole moments, which is approxi-
mately two orders of magnitude difference.
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FIG. 6: Performance of the method [Eq. (12)] for the excited
state population Pa(t) = |c1(t)|
2 when a bound state exists
with d around and away from the critical value dc = 140.3D.
(a) d = 142D. (b) d = 240D. The black solid lines
are the results by the method based on the Greens func-
tion expression for the evolution operator [Eq. (12)]. The
red circles are for the results by solving the non-Markovian
Schro¨dinger equation (Volterra integral equation of the sec-
ond kind) in the time domain [Eq. (3) in Ref. [62], i.e.
c1(t)e
iω0t = c1(0) −
∫
t
0
B(t − s)c1(s)ds with B(t − s) =∫ +∞
0
dω Im g(ω)
∫
t−s
0
e−i(ω−ω0)udu]. The results agree well,
which means that Eq. (12) is able to obtain the exact non-
Markovian dynamic when a bound state presents.
As demonstrated in Ref. [62], the decay dynamics
can also be investigated by solving the non-Markovian
Schro¨dinger equation in the time domain, which is equiv-
alent to the method adopted in Ref. [61]. Although this
method is time consuming, we compare it with the resol-
vent operator method [Eq. (12)] when a bound state ap-
pears. Figure 6(a) and 6(b) are the results for d = 142D
and d = 240D, respectively. The lowest eigenfrequencies
are ωb = −0.0278 eV and ωb = −1.8209 eV respectively,
which are around and far away from zero. We find that
the results for the excited state population Pa(t) by both
methods agree well in both cases. The insets are for the
long-time results. It should be noted that the resolvent
operator method requires much less computation time
than the method by solving the Schro¨dinger equation in
the time domain. This clearly demonstrates that Eq.
(12) can be used to efficiently and accurately evaluate
the non-Markovian decay dynamics when a bound state
presents.
The main results of the above two sections can be sum-
marized as follows. We have demonstrated that the real
part of the coupling strength at zero frequency Regrr(0)
can be obtained by the extrapolating method. For the
energy level shift, we have proven that the method by
Eq. (9) is more efficient than the method by Eq. (2).
Thus, the exact energy level shift can be obtained effi-
ciently by Eq. (7) for positive frequency and by Eq. (9)
for negative frequency. Besides, one can quickly judge
whether a bound state exists or not by Eq. (14) with
Regrr(0) obtained. We have proven that results for the
non-Markovian decay dynamics by Eq. (12) or by solv-
ing the non-Markovian Schro¨dinger equation (see Ref.
[61, 62]) are the same. Thus, the non-Markovian decay
dynamics can be exactly obtained by Eq. (12), in which
the parameter Z can be either calculated by Eq. (11) or
(13). In spite of this, one need not to evaluate the lowest
eigenfrequency ωb [negative zero for the transcendental
Eq. (10)] for the method by Eq. (13) compared to the
method by Eq. (11). We will use these methods to inves-
tigate the existence condition of a bound state and the
non-Markovian decay dynamics when a QE is located in
a gap plasmonic nanocavity.
IV. EXISTENCE CONDITIONS OF A BOUND
STATE AND NON-MARKOVIAN DYNAMICS OF
A QE IN A PLASMONIC NANOCAVITY
In this section, we adopt the model shown in Fig. 1(b).
Different from the previous section where the Drude
model for the permittivity of metal over the whole fre-
quency range is assumed, the permittivity ε2 for silver
is from experimental data [85]. The photon GF for the
nanocavity is numerically obtained by COMSOL MUL-
TIPHYSICS software with the method presented in Ref.
[62, 66, 74]. We first vary the geometric parameters of
the nanocavity, such as the height H and the radius R
of the nanorod, to find the critical dipole moment dc for
the system to form a bound state according to Eq. (14).
Then, we investigate the long-time value of the excited-
state population by Eq. (11) and (13). At the end, the
non-Markovian dynamics by solving Eq. (12) are demon-
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strated. For simplicity, the transition frequency for the
QE is also set to be 1.5 eV .
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FIG. 7: The spontaneous emission rate Γ(ω) and the energy
level shift ∆(ω) for the model shown in Fig. 1(b). (a) and (b)
are for H = 20nm. (c) and (d) are for H = 50nm. Both Γ(ω)
and ∆(ω) are relative large at high frequency. The insets show
the results for frequency around the lowest plasmonic mode.
Here, d = 24D.
The spontaneous emission rate Γ(ω) and the energy
level shift ∆(ω) are shown in Fig. 7 for two different
nanocavities with H = 20nm and H = 50nm. Differ-
ent from the above section where both Γ(ω) and ∆(ω)
take great value only in a much narrow frequency range,
they are relative large over a wide frequency range. This
is because the permittivity for metal is from experimen-
tal data, which is beyond the Drude model and takes
into account the realistic response of metal at high fre-
quency. From the insets in Fig. 7, we observe that the
lowest plasmonic mode contributes much to the sponta-
neous emission rate Γ(ω) and the energy level shift ∆(ω),
in which the peak position and peak value depend heavily
on the rod height H .
Although Γ(ω) and ∆(ω) look very different for the
above different nanocavities, the critical dipole moment
dc for the system to form a bound state is nearly indepen-
dent of the radius R and height H of the nanorod. This
can be clearly seen from the second column of Table I.
Z1 and Z2 are the amplitude for the excited state in the
steady limit obtained by Eq. (11) and (13), respectively.
Their differences are very small (see Table I), which im-
ply that Eq. (11) and (13) are able to calculate Z. It
should be noted that there is no need to calculate the
eigenfrequency ωb by Eq. (13). In addition, we observe
that Z is nearly independent of the sizes of the nanorod
and the transition dipole moment d. But for the negative
eigenfrequency ωb, it depends heavily on them, especially
on the dipole strength d.
The decay dynamics are shown in Fig. 8. Here, the
height and the radius for the nanorod are H = 20nm
and R = 4nm, respectively. The critical dipole strength
to form a bound state is dc = 92.174D for a transition
frequency ω0 = 1.5 eV . Figure 8(a) demonstrates the
excited state population Pa(t) for the dipole strength d
just below and above its critical value dc. At the very
beginning, there is little difference, which is similar to the
phenomenon shown in Fig. 5(a). The difference increases
with time. For a little smaller dipole strength d = 90D
, we observe a complete decay where the excited state
population Pa(t) tends to zero [see the black solid line in
the inset of Fig. 8(a)]. But for a slightly larger dipole
strength d = 94D, the excited state population Pa(t) is
partially preserved and tends to 0.64 as t→∞.
We also consider another two different dipole moments,
which are much smaller or larger than the critical value
dc. In this case, the excited state population Pa(t) for the
above two different dipole strengths behaves differently
at the beginning. This implies that the decay dynam-
ics is much affected by the dipole strength at the begin-
ning. For the long time performance, a complete decay
and a partial limited decay can be observed depending
on the dipole moment [see the insets in Fig. 8(b)]. For
d = 130D, Pa(∞) = 0.593, which is around Z
2 = 0.604
for d = 120D (see the last two columns in Table I).
This is also consistent with the argument that the dipole
strength d takes little effect on the excited state popula-
tion in the long time limit.
The above phenomena can also exist for another plas-
monic nanocavity composed of nanorods with different
geometric parameter. Figure 8(c) and 8(d) demonstrate
the results for a higher nanorod H = 80nm with the
same radius R = 4nm. We find that the results shown
in Fig. 8(c) looks similar to that in Fig. 8(a). Differently,
the time for the system to reach its steady state is much
smaller for Fig. 8(d) than that in Fig. 8(b).
V. CONCLUSIONS
In summary, we have presented an efficient numerical
method [Eq. (14)] to determine the existence or absence
of a bound state for a QE coupled to surface plasmon
polaritons without calculating the time evolution of the
system. We have found that the critical dipole strength
dc is heavily dependent on the dipole-sphere distance
h but much less dependent on the sphere-radius a for
the QE located around a nanosphere. For the QE at
the center of a plasmonic nanocavity composed of two
nanorods, we have found that dc is nearly independent
of the radius and height of the rod. For a bound state
presented, we have proposed two different methods to
determine the long-time value for the excited state pop-
ulation Pa(∞) = Z
2 [Eq. (11) and (13)]. To evaluate
Eq. (11), we have proposed a new formalism to calculate
the energy level shift for a negative frequency [Eq. (9)],
which is more efficient than the method by Eq (2). This
is helpful to determine the exact eigenfrequency ωb [zero
for Eq. (10)] for the bound state, which is an important
parameter to evaluate Z by Eq. (11). For a QE located
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TABLE I: The results of dc, ωb and Z with different heights H and radius R of the nanorod. dc is the critical strength for the
dipole moment obtained by Eq. (14). ωb is the negative eigenfrequency for f(ω) = ω − ω0 −∆(ω) = 0 [zero of Eq. (10)]. Z1
and Z2 are the amplitude for the excited state in the steady limit obtained by Eq. (11) and (13), respectively. Their differences
are very small. We observe that dc and Z are nearly independent of the height H and radius R of the nanorod. But ωb depends
heavily on them, especially on the transition dipole moment d.
d = dc+ 0.01D d = 100D d = 120D
(H,R) (nm) dc (D) ωb (eV ) Z1 Z2 ωb (eV ) Z1 Z2 ωb (eV ) Z1 Z2
(20, 4) 92.1740 −0.0008 0.8031 0.8072 −0.2139 0.8007 0.8048 −0.7816 0.7772 0.7818
(20, 8) 90.6460 −0.0009 0.8039 0.8093 −0.2603 0.7982 0.8039 −0.8407 0.7734 0.7798
(20, 20) 89.7844 −0.0009 0.8001 0.8053 −0.2860 0.7936 0.7992 −0.8711 0.7692 0.7756
(50, 4) 91.3852 −0.0008 0.7809 0.7880 −0.2332 0.7846 0.7914 −0.7949 0.7666 0.7738
(80, 4) 90.9872 −0.0008 0.7662 0.7703 −0.2432 0.7788 0.7829 −0.8042 0.7652 0.7701
(100, 4) 90.8656 −0.0008 0.7594 0.7636 −0.2464 0.7777 0.7816 −0.8077 0.7654 0.7699
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FIG. 8: The excited state population Pa(t) = |c1(t)|
2. (a) d
is a little larger (d = 94D red circles) and smaller (d = 90D
black solid line) than the critical value dc. (b) d is much larger
(d = 130D red dash line) and much smaller (d = 50D black
solid line) than the critical value dc. Here, dc = 92.1740D
for H = 20nm. (c) and (d) are similar to (a) and (b) except
for a much higher rod H = 80nm. In this case, the critical
transition dipole moment is dc = 90.9872D. Here, the radius
of the nanorod is R = 4nm.
around a nanosphere or in a plasmonic nanocavity, we
have shown that both methods [Eq. (11) and (13)] lead
to the same results. In addition, we have found that Z
is less affected by the dipole strength d with d ≥ dc, but
the lowest eigenfrequency ωb is much dependent on it.
By comparing with the time-domain method via solv-
ing the non-Markovian Schro¨dinger equation, we have
shown that the non-Markovian decay dynamics in the
presence of a bound state can be exactly and efficiently
obtained by the method based on the Green’s function
expression for the evolution operator. It is found that
the excited state population Pa(∞) matches well with
Z2 obtained by Eq. (11) or (13). In addition, we have
found that Pa(∞) is nearly independent of the sizes of
the nanorod and the transition dipole strength d when
d is larger than the critical value dc, which is consistent
with the prediction by Eq. (11) and (13).
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