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Abstract
The first half of this thesis deals with the statistical inference of an unknown parameter
from the empirical data generated by a quantum system via repeated measurements. This
is the subject matter of quantum parameter estimation theory, a research field which has
expanded considerably after the first pioneering works by Helstrom [1] and Holevo [2]
in the 1970s. In particular, recent progress in quantum parameter estimation has been
spurred by the prospect of a second quantum revolution, aimed at harnessing quantum
phenomena to enhance the performance of several information-theoretic tasks. Parameter
estimation theory is being applied to the design of ultra-precise measurements at the
quantum frontier, by providing the theoretical tools for the estimation of e.g. atomic-
scale magnetic fields [3], the displacement caused by gravitational waves in gravitational
interferometers [4], the temperature of nanoscopic samples [5], as well as other physically
important quantities that cannot be measured directly, either in principle or due to some
technical obstruction [6].
It has been proved that estimation strategies exploiting quantum eﬀects (such squeez-
ing [7] and entanglement [8]) are able to achieve better precisions than any classical strat-
egy employing the same amount of resources. For instance, the error in the estimation of
a classical parameter via N independent measurements scales asymptotically ∼ 1/√N .
In contrast, quantum mechanics allows for a quadratic improvement, the error scaling
∼ 1/N , which is often referred to as the Heisenberg limit [9, 10]. The multiplicative fac-
tor in the previous asymptotic relations is the inverse of the Fisher information [11]. The
Fisher information is the most relevant metric in assessing the performance of quantum
measurements (besides having rich statistical and geometrical underpinnings [12–14]).
In fact, it provides an ordering criterion: measurements achieving a larger Fisher infor-
mation are ranked higher by an experimentalist, since they lead to a lower estimation
mean square error [15, 16]. In a seminal paper, Braunstein and Caves have maximized
the Fisher information over the set of all (regular) measurements [17]. The result of such
optimization is called the quantum Fisher information. It encodes the ultimate precision
limit, beyond which no further improvement is possible, due to the inherent stochasticity
of quantum experiments. An estimation strategy which achieves the quantum Fisher
3
information is thus usually considered optimal.
On the other hand, in this thesis we will show that, for certain kinds of estimation
problems, a better precision is achievable than predicted by a quantum Fisher information
analysis. This is true if some regularity assumptions about the underlying quantum
parametric model are relaxed. In particular, we will investigate the following scenarios:
• The interaction Hamiltonian between the probing system and the measuring appa-
ratus is parameter-dependent.
• The parameter to be estimated appears non-linearly in the probe’s Hamiltonian
and a measurement of the energy is employed to estimate the parameter.
In such cases, the quantum Fisher information does not completely capture the best
possible performance of quantum measurements, and a diﬀerent approach must be fol-
lowed.
∗ ∗ ∗
This first part of the thesis is based on the articles listed below. In particular, Chapter
2 and Chapter 3 contain entirely original material: the former is based on Refs. [1] and
[2], while the latter on Ref. [3]. Chapter 4 is based on unpublished work, currently under
review [4].
[1] L. Seveso, M. A. Rossi, and M. G. A. Paris, “Quantum metrology beyond the quantum
Crame´r-Rao theorem,” Phys. Rev. A, vol. 95, no. 1, p. 012111, Jan. 2017.
[2] L. Seveso and M. G. A. Paris, “Estimation of general Hamiltonian parameters via
controlled energy measurements,” Phys. Rev. A, vol. 98, no. 3, p. 032114, 2018.
[3] L. Seveso and M. G. A. Paris, “Trade-oﬀ between information and disturbance in
qubit thermometry,” Phys. Rev. A, vol. 97, no. 3, p. 032129, Mar. 2018.
[4] L. Seveso, C. Benedetti, and M. G. A. Paris, “The walker speaks its graph: global and
nearly-local probing of the tunnelling amplitude in continuous-time quantum walks,”
arXiv:1809.09211, Sept. 2018.
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Chapter 1
Basic concepts
This chapter provides a concise overview of parameter estimation theory, by first ly-
ing its foundations in a classical setting, and then generalizing to a quantum scenario,
i.e. when the data used for inference is obtained from a quantum system via quantum
measurements.
1.1 Probability theory
1.1.1 Probability spaces
The outcome of a random experiment is an event. At this stage, an event has no numerical
counterpart: it is an abstract subset of a sample space Ω.
Example 1.1.1. Let us consider a random experiment that consists in drawing a single
card from the deck Ω = {A♠ , K♡ , Q♢ , J♣}. We define the following event: a face card
is drawn. It corresponds to the subset {K♡ , Q♢ , J♣} ⊂ Ω.
In general, not every possible subset of Ω constitutes an event. A few desirable
requirements are the following: an experiment may have no outcome, so the empty
set should be an event; if A is a possible event, then its complement Ac, or logical
negation, should also be an event; if A and B are events, then their union A ∪ B, or
logical conjunction, should also be an event. Such requirements naturally lead to the
introduction of a σ-algebra structure on the set of events.
Definition 1.1.2. (σ-algebra) A σ-algebra A on a sample space Ω is a family of subsets
of Ω having the following properties:
(P1) The empty set ∅ is an element of A;
(P2) If A is an element of A, then also its relative complement Ac ∈ A;
5
1. Basic concepts
(P3) If {Ai}∞i=1 is a countable collection of elements of A, then also
∪∞
i=1Ai ∈ A.
The tuple (Ω,A) is called a measurable space and the elements of A the measurable
sets. Making use of properties (P2)− (P3), one may prove that, if {Ai}∞i=1 is a countable
collection of elements in A, then also their countable intersection ∩∞i=1Ai ∈ A. It follows
that if A1 and A2 are two diﬀerent σ-algebras on the same sample space Ω, then their
intersection A1 ∩ A2 is also a σ-algebra. From this, one may go on to prove that, given
any family of sets τ , there is a unique smallest σ-algebra containing τ . A case of major
interest is when τ is a topology on Ω, i.e. the tuple (Ω, τ) is a topological space.
Definition 1.1.3. (topological space) A topological space (Ω, τ) is a set Ω provided
with a topology τ , i.e. a family of subsets of Ω having the following properties:
(P1) Both Ω and the empty set ∅ are elements of τ ;
(P2) If {Ti}∞i=1 is a countable collection of elements of τ , then also
∪∞
i=1 Ti ∈ τ .
(P3) If {Ti}ni=1 is a finite collection of elements of τ , then also
∩n
i=1 Ti ∈ τ .
The elements of a topology τ on Ω are called the open sets of Ω. If Ω is endowed
with a topological structure to start with, a σ-algebra structure can be introduced by
taking countable unions, countable intersections and relative complements of its open sets.
The resulting σ-algebra is called the Borel σ-algebra B(Ω): it is the smallest σ-algebra
containing the open sets of Ω.
Once a σ-algebra structure A has been introduced on Ω, the probability of diﬀerent
events is specified by a probability measure µ. The triple (Ω,A, µ) is called a probability
space.
Definition 1.1.4. (probability space) A probability space (Ω,A, µ) is a set Ω together
with a σ-algebra structure A and a probability measure µ, i.e. a function µ : A → [0, 1]
having the following properties:
(P1) µ(Ω) = 1
(P2) If {Ai}∞i=1 is a countable collection of mutually disjoint elements of A, then
µ
( ∞∪
i=1
Ai
)
=
∞∑
i=1
µ(Ai) . (1.1.1)
With the help of property (P2), one may also prove that a probability measure satisfies
the following intuitive properties: µ(∅) = 0; if B ⊂ A, then µ(B) ≤ µ(A); for any two
events A,B ∈ A, µ(A ∪B) = µ(A) + µ(B)− µ(A ∩B).
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Remark 1.1.5. If (Ω,A) is a measurable space and µ : A → R+ is a function from
the measurable sets to the extended (nonnegative) real line, satisfying property (P2), the
triple (Ω,A, µ) is called a measure space and µ a measure. A measure µ is said to be finite
if µ(Ω) is a finite real number (it is said σ-finite if Ω is countable union of measurable
sets having finite measure). A probability space is thus equivalent to a measure space with
finite measure, normalized according to property (P1).
1.1.2 Random variables
While the random outcomes of an experiment are only required to have a σ-algebra
structure, a random variable is needed in order to associate values to elements of Ω.
Definition 1.1.6. (random variable) Given a probability space (Ω,A, µ) and a mea-
surable space (X ,B), a random variable is a function X : Ω → X having the following
property: if B ∈ B, then the preimage of B under X, i.e. X−1(B) = {ω ∈ Ω : X(ω) ∈ B},
is an element of A.
Example 1.1.7. A random experiment consists in drawing a single card from the deck
Ω = {A♠ , K♡ , Q♢ , J♣}. The corresponding σ-algebra is taken to be A = P(Ω), the
power set of Ω. The probability measure is the constant function µ(ω) = 1/4, ∀ω ∈ Ω.
A random variable X is defined as follows: X(A♠ ) = 11, X(K♡ ) = 4, X(Q♢ ) = 3,
X(J♣ ) = 2. Thus, the image set is X = {2, 3, 4, 11}. Let us take B = P(X ). The
probability of obtaining, e.g., an even number is the probability of the event X−1({2, 4}) =
{K♡ , J♣} := E, from which one obtains µ(E) = 1/2.
Notice that the measurable space (X ,B) in Def. 1.1.6 can be naturally made into
a probability space, by introducing the probability measure ν defined via the relation
ν(B) = µ(X−1(B)), where B is any measurable set in B. In practice, one often blurs the
distinction between the two probability spaces (Ω,A, µ) and (X ,B, ν), and says that the
outcome of a random experiment is a real value x ∈ X , rather than an event A ∈ A.
We will also make use of such abuse of terminology when the distinction can be safely
ignored.
Remark 1.1.8. By definition, a measurable function between two measurable spaces is a
function such that the preimage of any measurable set is measurable. Therefore, a random
variable can equivalently be defined as a measurable function between probability spaces.
For most random variables of interest, the image set X is a subset of the real line
R. If the subset is finite or countably infinite, the random variable is said to be discrete;
otherwise, it is a continuous. In the following, by a random variable, it will always be
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meant a real random variable, either discrete or continuous. We will also assume that
the σ-algebra B is fixed by defining first a topological structure on X (i.e., the subspace
topology induced by the real line standard topology) and then a σ-algebra structure,
i.e. the Borel algebra of X .
1.1.3 Integration on probability spaces
We now sketch how to define a notion of integration of a random variable with respect
to a probability measure. This is done initially only for simple random variables.
Definition 1.1.9. (simple random variable) A random variable X : Ω→ X is simple
if X is a finite set.
As a consequence, a simple random variable X can be written as X = ∑ni=1 xi1Ai ,
where {xi}ni=1 are real numbers, {Ai}ni=1 are elements of A and 1Ai is the characteristic
function of Ai, i.e.
1Ai(ω) :=
1 if ω ∈ Ai0 if ω /∈ Ai . (1.1.2)
This representation is, in general, non-unique.
If X is a simple random variable, its expectation is defined as
E(X) :=
n∑
i=1
xi µ(Ai) , (1.1.3)
which can also be denoted by
∫
Ω X dµ. It can be proven that E(X) does not depend on
the representation.
The next step is to define the expectation of nonnegative random variables. A random
variable X is nonnegative if it takes only nonnegative values. Two random variables satisfy
X ≥ Y if their diﬀerence X− Y is nonnegative. One defines:
E(X) := sup (E(Y), Y a simple random variable with 0 ≤ Y ≤ X) . (1.1.4)
Let us remark that, by definition, E(X) ≥ 0 and that E(X) always exists, but might be
equal to +∞, even if X is everywhere finite.
The final step is to consider an arbitrary random variable X. Let X(+) = max(X, 0)
and X(−) = −min(X, 0). Thus, X = X(+)−X(−), where X(+) and X(−) are positive random
variables. Then, one defines
E(X) := E(X(+))− E(X(−)) . (1.1.5)
8 PhD Thesis
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A random variable X is integrable if both E(X(+)) and E(X(−)) are finite; then, its
expectation is given by Eq. (1.1.5). It is easy to check that the set of integrable ran-
dom variables on a probability space (Ω,A, µ) is a vector space, denoted by L1, with
expectation acting as a linear map on it. Notice that, if two random variables satisfy
X = Y almost surely, i.e. µ({ω ∈ Ω : X(ω) = Y(ω)}) = 1, then E(X) = E(Y). Therefore,
equality almost surely is an equivalence relation, denoted by ∼, and equivalent random
variables have the same expectation. To remove this redundancy, one introduces the quo-
tient space L1 := L1/∼, whose elements are equivalence classes of almost surely equal
random variables. However, by abuse of terminology, one usually still refers to elements
of L1 as random variables. In a similar way, for 1 ≤ p <∞, one defines Lp as the vector
space of random variables such that |X|p ∈ L1, where |X| := X(+)+X(−). By taking equiv-
alence classes with respect to ∼, one then obtains the spaces Lp of p-integrable random
variables. In the following, we will only need the spaces L1 and L2.
If two random variables are square-integrable, they satisfy the following inequality.
Proposition 1.1.10. (Cauchy-Schwarz inequality) If X,Y ∈ L2, then X · Y ∈ L1
and
|E(X · Y)| ≤
√
E(X2)E(Y2) . (1.1.6)
Given square-integrable random variables {Xi}ni=1 with Xi ∈ L2, one defines their
covariance matrix as follows:
Definition 1.1.11. (covariance matrix) Let {Xi}ni=1 be a collection of square-integrable
random variables in L2. Their covariance matrix is the matrix with entries:
Cov(Xi,Xj) := E [(Xi − E(Xi))(Xj − E(Xj))] . (1.1.7)
Remark 1.1.12. In particular, the diagonal elements of a covariance matrix are the
variances Var(Xi) := E[(Xi − E(Xi))2].
As a concluding remark, since the product of two measurable functions is a measurable
function and the characteristic function 1A of a set A is measurable if and only if A is
measurable, the integral of a random variable on any measurable set A ∈ A is well-defined:
one has to take the expectation of the product 1A · X, i.e. ∫A X dµ = ∫Ω 1A · X dµ.
1.1.4 Probability densities
We now introduce the concept of probability density of a random variable. As discussed
before, a random variable X on a probability space (Ω,A, µ) gives rise to a probability
space (X ,B, ν), where X ⊆ R, B is the Borel algebra generated by the natural topology
Luigi Seveso Advances in quantum parameter estimation and other topics. 9
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of X and ν is a probability measure. Notice that there are already two natural notions
of a measure on X : the Lebesgue measure (if X is an uncountable subset of R) and the
counting measure (if X is a countable subset). The measure ν can always be expressed
in terms of either the Lebesgue measure or the counting measure, provided it satisfies a
technical assumption, which is contained in the following definition.
Definition 1.1.13. (absolutely continuous measures) If ν and ν ′ are any two mea-
sures with the same σ-algebra B of subsets of X , then ν is said to be absolutely continuous
with respect to ν ′, denoted ν ≪ ν ′, if ν(B) = 0 for any B ∈ B such that ν ′(B) = 0.
We henceforth assume that, if X is a continuous random variable, ν is absolutely con-
tinuous with respect to the Lebesgue measure, i.e. it agrees with the Lebesgue measure on
any set with Lebesgue measure zero. If instead X is discrete, every probability measure ν
is already absolutely continuous with respect to the counting measure (since the counting
measure vanishes only on the empty set and ν(∅) = 0 always). The following theorem
applies to any two absolutely continuous measures.
Theorem 1.1.14. (Radon-Nikodym) Let ν and ν ′ be two σ-finite measures on the
same measurable space (X ,B) such that ν ≪ ν ′. Then:
(T1) There exists a measurable function h : X → R+ such that, for all B ∈ B,
ν(B) =
∫
B
h dν ′ . (1.1.8)
(T2) Such a function h is almost unique: any two functions satisfying Eq. (1.1.8) can
diﬀer only on sets of measure zero with respect to ν ′.
(T3) h is integrable with respect to ν ′ if and only ν is a finite measure.
The function h is called the Radon-Nikodym derivative of ν with respect to ν ′, denoted
h = dν/dν ′. It allows to convert between the two measures by means of the symbolic
identity dν = h dν ′.
Definition 1.1.15. Let X be a random variable with probability space (X ,B, ν).
(D1) If X is continuous, its probability density function (p.d.f.) is the Radon-Nikodym
derivative of ν with respect to the Lebesgue measure, i.e. p = dν/dx.
(D2) If X is discrete, its probability mass function (p.m.f.) is the Radon-Nikodym deriva-
tive of ν with respect to the counting measure, i.e. p = dν/d#.
Knowledge of the p.d.f. p (resp., the p.m.f.) fully characterizes a random experiment
whose outcomes are described by a random variable X, since the probability of any event
B can be obtained by integrating p on B with respect to the Lebesgue measure (resp.,
the counting measure) by means of Eq. (1.1.8).
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1.2 Classical parameter estimation
1.2.1 Classical statistical models
Consider a random experiment whose outcomes are described by a random variable X,
with probability space (X ,B, ν) and probability density p. The task is to reconstruct p,
which is referred to as the true probability density, starting from N independent sample
points or observations of X (in the following, a sample point is denoted by a lowercase
letter, e.g. x ∈ X , whereas a sample of N observations by a boldface letter, e.g. x ∈ X×N).
There are many ways to approach the problem of learning p but, if the functional form
of p is already known, or can be guessed with reasonable accuracy, a parametric approach
is quite natural. The true probability density p is assumed to belong to a parametric
family of probability densities {pθ}θ∈Θ, where Θ ⊂ Rm is the parameter space. It is also
assumed that there exists a suitable choice θ∗ ∈ Θ such that pθ∗ = p. In this way, all lack
of knowledge about p is reduced to lack of knowledge about the true parameter θ∗ – a
considerable simplification of the problem.
Definition 1.2.1. (classical statistical model) A classical statistical model S is a
family of probability densities on X parametrized by m real parameters θ ∈ Θ ⊂ Rm:
S = {pθ : θ = (θ1, θ2, . . . , θm) ∈ Θ} , (1.2.1)
where the parametrization map θ → pθ is injective, the support X is parameter-independent
and pθ can be diﬀerentiated as many times as needed with respect to the parameters, i.e. all
possible derivatives ∂k11 . . . ∂kmm pθ (where ∂i is short for ∂θi) exist.
Remark 1.2.2. If X is countable, then pθ is a p.m.f. normalized such that∑
x∈X
px,θ = 1 , ∀θ ∈ Θ . (1.2.2)
If X is uncountable, then pθ is a p.d.f. normalized such that∫
X
pθ(x) dx = 1 , ∀θ ∈ Θ . (1.2.3)
In the following, we will employ the notation for continuous variables; for discrete
variables, one should replace the Lebesgue measure dx by the counting measure d#.
1.2.2 Fisher information metric
Given a statistical model S = {pθ}θ∈Θ, the map φ : S → Rm defined by φ(pθ) = θ can be
considered as providing a coordinate system for S. If ψ is a smooth reparametrization
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which maps Θ → Θ′, nothing prevents using ψ(θ) = θ′ as the new parameters, so that
the model is rewritten as S = {pψ−1(θ′) : θ′ ∈ Θ′}. This defines the structure of a diﬀer-
entiable manifold on S, with diﬀerent parametrizations representing diﬀerent coordinate
systems. Moreover, a Riemannian metric can be defined on the statistical manifold S as
follows.
Definition 1.2.3. (Fisher information) Let S be a statistical model. Given a point θ,
the (classical) Fisher information matrix FC(θ) at that point is the matrix having (i, j)th
element
[FC(θ)]ij =
∫
X
dx pθ(x) ∂i log pθ(x) ∂j log pθ(x) . (1.2.4)
When m = 1 and only one parameter θ = θ1 is present, FC(θ) is referred to as the
Fisher information (FI). For m > 1, FC(θ) is indeed a symmetric m×m real matrix. It
is always positive semi-definite and, in particular, positive-definite if and only if for every
θ ∈ Θ the elements of the set {∂1pθ, . . . , ∂mpθ} are linearly independent. Moreover, FC(θ)
has the correct transformation properties of a (0, 2) tensor under reparametrizations [12].
It follows that FC(θ) provides a Riemannian metric on S.
There is a precise sense in which the Fisher geometry, i.e. the geometry implied by
the Fisher information metric, is the only possible geometry on a statistical manifold. To
explain this, we introduce the notion of a statistic.
Definition 1.2.4. (statistic) Given a random variable X and a function T : X → Y
which maps x→ y = T (x), a statistic based on T is the random variable Y = T (X).
If X is associated with a statistical model S = {pθ}θ∈Θ, then a statistic T gives rise
to a model ST = {qθ}θ∈Θ associated with Y = T (X). A statistic is said to be suﬃcient if
the two models are related as follows: pθ(x) = h(x) qθ(y(x)), ∀x ∈ X , i.e. all dependence
on the parameter θ is contained in qθ. Intuitively, a suﬃcient statistic leads to no loss
of information about θ. Notice that a one-to-one function is always a suﬃcient statistic,
but there exist suﬃcient statistics which are not one-to-one functions. We now have the
following theorem.
Theorem 1.2.5. The Fisher information matrix F (T )C of the statistical model ST induced
by a statistic T satisfies the monotonicity property F (T )C ≤ FC (where FC is the Fisher
information matrix of the original model S). The previous inequality must be interpreted
in the sense that the diﬀerence F (T )C − FC is a positive semi-definite matrix. Equality
holds if and only if T is a suﬃcient statistic.
A Riemannian metric satisfying the monotonicity property is said to be a monotone
metric. Monotone metrics are the natural metrics on classical statistical models: they
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reflect the fact that the points of the manifold are probability distributions and distances
between points can only contract under any information processing. In this regard, the
following theorem [18–20] singles out the Fisher information metric as the only natural
metric on statistical manifolds.
Theorem 1.2.6. (Chentsov) The Fisher information metric FC is the essentially
unique monotone Riemannian metric on a classical statistical model, in the sense that
any other such metric is a scalar multiple of FC.
Chentsov’s theorem establishes a first link between the statistical properties of para-
metric models and the geometry defined by the Fisher metric. A further link comes from
the (classical) Crame´r-Rao theorem, which we now introduce.
1.2.3 Crame´r-Rao theorem
Let us return to the problem of estimating the true parameter θ∗ from a sample x ∈ X×N .
To this end, we introduce the following definition.
Definition 1.2.7. (estimator) An estimator θˆ(N) : X×N → Θ is a random variable
from the sample space X×N to the parameter space Θ. In particular:
(D1) An unbiased estimator is an estimator satisfying Eθ(θˆ(N)) = θ, ∀θ ∈ Θ, where Eθ(·)
denotes expectation with respect to pθ, i.e.
Eθ(θˆ(N)) =
∫
X×N
dx1 . . . dxN pθ(x1) . . . pθ(xN) θˆ(N)(x) . (1.2.5)
(D2) A locally unbiased estimator is an estimator which is unbiased at θ = θ∗, i.e.
Eθ∗(θˆ(N)) = θ∗ , (1.2.6)
and, moreover, satisfies
∂iEθ[(θˆ(N))j]
∣∣∣
θ=θ∗
= δji . (1.2.7)
(D3) An asymptotically unbiased estimator is an estimator such that
lim
N→∞
Eθ(θˆ(N)) = θ . (1.2.8)
A typical (classical) estimation protocol consists in collecting a sample x ∈ X×N and
processing it via an estimator θˆ(N), thus yielding an estimate θˆ(N)(x). If the estimator
is unbiased, the estimate will fluctuate around the true value θ∗ over many independent
repetitions of the protocol. To quantify the performance of an estimator, it is usual to
take as a figure of merit its mean square error:
[MSE(θˆ(N))]ij := Eθ([(θˆ(N))i − θ][(θˆ(N))j − θ]) . (1.2.9)
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Estimators with a smaller MSE are said to perform better than estimators with a larger
one. Notice that for unbiased estimators, the MSE matrix coincides with the covariance
matrix [Cov(θˆ(N))]ij. The following theorem provides a lower bound to the covariance
matrix of unbiased estimators [15,16].
Theorem 1.2.8. (Crame´r-Rao) If S is a classical statistical model and θˆ(N) an unbi-
ased estimator, its covariance matrix is bounded from below as follows:
Cov(θˆ(N)) ≥ 1
N
[FC(θ)]−1 , (1.2.10)
where FC is the Fisher information matrix of S.
The proof of Thm. 1.2.8 amounts to an application of the Cauchy-Schwarz inequality
of Prop. 1.1.10.
Remark 1.2.9. Under the weaker assumption that θˆ(N) is only locally unbiased, inequality
(1.2.10) still holds, but only at θ = θ∗.
Notice that the Crame´r-Rao theorem only provides a lower-bound: it does not guar-
antee that an estimator achieving the bound actually exists. If such an estimator exists,
it is said to be eﬃcient. An eﬃcient estimator is the best unbiased estimator, since it
minimizes the MSE among all unbiased estimators. Unfortunately, eﬃcient estimators
exist only under special circumstances (when the statistical model is of the exponential
type and the parameters are its natural parameters, see e.g. Ref. [21]). Finding the best
unbiased estimator becomes then a non-trivial task.
The situation improves in the asymptotic limit of a large number of samples. Let
us remark that unbiasedness is a strong condition: for some models there exists no such
estimator. A far more reasonable condition is that of consistency. A consistent estimator
is such that, in the limit N → ∞, its probability density becomes concentrated around
θ, i.e. ∀ϵ > 0 and ∀θ ∈ Θ, limN→∞ Prθ(|θˆ(N) − θ| > ϵ) = 0, where Prθ(·) denotes the
probability of an event computed with respect to pθ. Under mild conditions (e.g. that
Cov(θˆ(N)) is uniformly bounded with respect to the number of samples N), one can prove
that a consistent estimator is asymptotically unbiased, i.e. limN→∞Eθ(θˆ(N)) = θ, and
satisfies limN→∞ ∂iEθ[(θˆ(N))j] = δji . With the help of the last two properties, one can
prove the following asymptotic version of the Crame´r-Rao theorem:
lim
N→∞
N · Cov(θˆ(N)) ≥ [FC(θ)]−1 . (1.2.11)
A consistent estimator achieving equality is said to be asymptotically eﬃcient. Remark-
ably, asymptotically eﬃcient estimators always exist, e.g. the maximum-likelihood esti-
mator and Bayes estimators are asymptotically eﬃcient [21]. In conclusion, at the classical
14 PhD Thesis
Quantum measurement theory 1.3
level and in the asymptotic regime N ≫ 1, the optimal protocol consists in collecting a
sample and processing it via an asymptotically eﬃcient estimator; the asymptotic opti-
mal rate at which distinct values of the parameters can be distinguished is given by the
inverse Fisher information.
1.3 Quantum measurement theory
The outcomes of a quantum experiment are probabilistic. This means that there must
exist a suitable probability measure ν(M)ρ such that, if (X ,B) is the measurable space of
outcomes (where X ⊆ R is the sample space and B the σ-algebra induced by the natural
topology of X ), then the probability of any event B ∈ B is ν(M)ρ (B). The main diﬀerence
compared with the classical case is that ν(M)ρ is not arbitrary, but is a specific function of
both the state of the system ρ and the measurement M. The mapping (ρ,M) → ν(M)ρ
is given by Born’s rule.
We will deal exclusively with finite-dimensional quantum systems, with Hilbert space
H = Cd. A state is a density matrix ρ ∈ Her+d (C), i.e. an Hermitian positive semi-definite
matrix, usually normalized such that tr(ρ) = 1. The set S(H) of all possible density oper-
ators on H is a convex set. Its extremal elements are the pure states |ψ⟩ ⟨ψ|, with |ψ⟩ ∈ H
such that ⟨ψ|ψ⟩ = 1. The Hamiltonian matrix H ∈ Herd(C) completely determines the
dynamics of the system (assuming it is isolated from any external environment). That
is, if Ut := exp(−itH) is the matrix exponential of H and ρ0 is the state at time t = 0,
then the state of the system at any subsequent time t is ρt := Utρ0U †t .
A measurement on a quantum system can be described at three diﬀerent levels of
details. We begin with the first level, which is the more coarse-grained of the three.
(L1) POVM description: At this level, a measurementM is a mapping that associates
to any event B ∈ B a positive semi-definite operator M(B) ∈ Her+d (C). A few
natural requirements are that M(∅) = 0d; M(X ) = 1d; if {Bi}ni=1 are mutually
disjoint measurable sets such that ∪ni=1Bi := B ∈ B, then M(B) = ∑∞i=1M(Bi).
These properties imply thatM is a positive-operator valued (probability) measure
(POVM) on (X ,B). In particular, they imply that if {Bi}ni=1 are mutually disjoint
and ∪ni=1Bi = X , then ∑ni=1M(Bi) = Id. Apart for this normalization condition
and for being non-negative, the operators M(B) are completely arbitrary.
The link between a measurement M and the probability measure ν(M)ρ is provided
by Born’s rule, i.e.
ν(M)ρ (B) = tr(ρM(B)) . (1.3.1)
It can be proven that Born’s rule is actually the unique possibility under a few
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reasonable assumptions [22]. Eq. (1.3.1) completely determines the statistics of any
quantum experiment.
If X is a countable sample space, one defines the probability operators {Πx}x∈X of a
given measurement as follows: Πx :=M(x). The probability operators are suﬃcient
to compute the probability of any other event. A special case is when each Πx is a
projector Px, i.e. P 2x = Px. One can then associate to the measurement an Hermitian
operator X = ∑x∈X xPx, also called an observable. Vice versa, every Hermitian
operator gives rise to a projective measurement via its eigendecomposition. An
example is the Hamiltonian: a projective measurement over its eigenstates {|ξj⟩}d−1j=0
is called an energy measurement.
(L2) Instrument description: A POVM description assigns probabilities to measure-
ment outcomes, but does not specify how the state of the system is modified as a
result of the measurement. However, quantum measurements can have dynamical
eﬀects: if the measurement is non-destructive, the state of the system is updated
depending on the outcome. This requires introducing an instrument.
Formally, an instrument I is a mapping B → T (H), where T (H) denotes the
set of bona fide quantum operations on the system (i.e. completely-positive, trace
preserving maps). If B ∈ B is the observed event, then the state of the system after
the measurement is, by definition, IB(ρ). Assuming X is countable, it is enough to
consider the set {Ix}x∈X . It can be proven [23] that the most general form for Ix
is as follows,
Ix(ρ) =
∑n
j=1M
(j)
x ρM
(j)
x
†
Pr(x) , (1.3.2)
where the operators M (j)x are called measurement operators and Pr(x) := tr(ρΠx).
Since the post-measurement state Ix(ρ) must be normalized, one has the identifi-
cation
Πx =
n∑
j=1
M (j)x
†
M (j)x . (1.3.3)
In particular, if n = 1, ∀x ∈ X , the measurement is said to be fine-grained. No-
tice that, in general, many diﬀerent instruments correspond to the same positive-
operator valued measure. This is true even for fine-grained measurements, since
the condition Πx = M †xMx is solved by Mx = Ux
√
Πx, where
√
Πx is the principal
square-root of Πx but Ux is an arbitrary unitary operator. If the measurement is
fine-grained and Ux = Id, ∀x ∈ X , the measurement is said to be bare and the
corresponding instrument is known as the Lu¨ders instrument.
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(L3) Measurement model description: This is the most detailed level of description
of a measurement and is obtained by explicitly modelling the interaction between
the system and the measuring apparatus. It is assumed that the system is coupled
to an ancillary system with Hilbert space HA; the ancilla is prepared in an initial
state η ∈ S(HA); the two systems evolve together for an interaction time tint via
a quantum channel E (tint) ∈ T (H ⊗HA); finally, an observable X = ∑x∈X xPx on
HA is measured, producing an outcome x ∈ X . A measurement model is therefore
a quadruple (HA, η, E (tint), X). It gives rise to a positive-operator valued measure
via the relation:
tr(ρΠx) = tr[E (tint)(ρ⊗ η) Id ⊗ Px] . (1.3.4)
Moreover, it defines an instrument via
Ix(ρ) = trA[E
(tint)(ρ⊗ η) Id ⊗ Px]
Pr(x) , (1.3.5)
where trA(·) denotes the partial trace over the ancilla’s degrees of freedom.
Clearly, many measurement models can lead to the same instrument. In fact,
Ozawa’s theorem [24] states that one can recover all possible instruments just by
considering measurement models (HA, η, E (tint), X) where η is pure, E (tint) is a uni-
tary channel and each Px is rank-1. More precisely, let HA be the free Hamiltonian
of the ancillary system and HI the interaction Hamiltonian between the system and
the apparatus. Let η = |ϕ⟩ ⟨ϕ| be the initial preparation of the ancilla. Then, the
unitary channel U (t) generated by the total Hamiltonian HT = H +HA +HI acts
as follows:
ρ⊗ |ϕ⟩ ⟨ϕ| → U (t)(ρ⊗ |ϕ⟩ ⟨ϕ|) := Ut ρ⊗ |ϕ⟩ ⟨ϕ|U †t , Ut := e−itHT . (1.3.6)
From conditions (1.3.4) and (1.3.5), one may prove that the measurement operators
Mx and probability operators Πx take the following form, respectively,
Mx = ⟨x|Utint|ϕ⟩ , Πx = ⟨ϕ|U †tint Id ⊗ Px Utint|ϕ⟩ . (1.3.7)
1.4 Quantum parameter estimation
1.4.1 Quantum statistical models
By analogy with the classical case, a quantum statistical model is defined as follows.
Definition 1.4.1. (quantum statistical model) Given a quantum system with Hilbert
spaceH, a quantum statistical model S is a family of density operators in S(H) parametrized
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by m real parameters θ ∈ Θ ⊂ Rm:
S = {ρθ : θ = (θ1, θ2, . . . , θm) ∈ Θ} , (1.4.1)
where the parametrization map θ → ρθ is injective, the rank rk(ρθ) is parameter-independent
and ρθ can be diﬀerentiated as many times as needed with respect to the parameters.
A quantum statistical model typically arises in this way: the system is prepared at
time t = 0 in an initial state ρ0 and then goes through a quantum channel Eθ∗ ∈ T (H),
which depends on the true value θ∗ of one or more parameters. The associated model
is defined as ρθ := Eθ(ρ0), with θ ∈ Θ and Θ containing, by assumption, the true value
θ∗. The mapping ρ0 → Eθ(ρ0) is called the dynamical encoding. A typical example is the
unitary channel generated by the system’s Hamiltonian, i.e.
ρθ = Utρ0U †t , Ut = e−itHθ . (1.4.2)
The parameter θ is referred to as a Hamiltonian parameter. One further distinguishes
between Hamiltonian phase (or shift) parameters and general parameters. In the former
case, the parameter appears linearly, as an overall multiplicative constant, i.e. Hθ = θ G.
In the latter, the parameter enters non-linearly, so that the eigenvectors |ξj,θ⟩ of Hθ
depend in general on θ.
Dynamical encoding is not, however, the only possibility. For certain models, the
encoding is static. A typical example is that of a thermal model, describing the equilibrium
state of a quantum system in contact with a thermal bath,
ρβ =
e−βH
tr(e−βH) , (1.4.3)
where the parameter, conventionally denoted by β, is the inverse temperature of the bath
and H is the Hamiltonian of the system.
In both cases, given a quantum statistical model S = {ρθ}θ∈Θ, performing a measure-
ment with probability operators {Πx}x∈X gives rise to a classical statistical model, via
the relation pθ(x) = Prθ(x) = tr(ρθΠx) (where the sample space X is henceforth assumed
to be countable). Notice that the choice of the measurement to perform is an additional
degree of freedom the experimentalist is called to optimize upon, which is not present in
the classical case. Furthermore, if the encoding is dynamical, one also has to optimize
over the initial state of the probe ρ0. As a consequence, the search for optimal quantum
estimation protocols is considerably more complicated.
1.4.2 Quantum Riemannian metrics
A quantum statistical model can be naturally given the structure of a diﬀerentiable
manifold. Whereas in the classical case there is a fundamentally unique metric, in the
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quantum case non-commutativity breaks uniqueness and, in fact, leads to an infinite
number of possible metrics. Notice that monotonicity now translates into the requirement
that, for any completely-positive, trace-preserving map E ∈ T (H), the diﬀerence between
the metric on the original statistical model {ρθ}θ∈Θ and on the derived model {E(ρθ)}θ∈Θ
is positive semi-definite. In the quantum case, all possible monotone Riemannian metrics
have been classified by Petz [25]. Each such metric is in one-to-one correspondence with
an operator monotone function, which in turn is one-to-one related to an operator mean.
We give the following definition:
Definition 1.4.2. (operator mean) An operator mean m : Her+d × Her+d → Her+d is a
function such that, for any positive semi-definite operators A,B,C,D:
(P1) m(A,A) = A
(P2) m(αA, αA) = αA, ∀α ∈ R
(P3) A ≥ C, B ≥ D =⇒ m(A,B) ≥ m(C,D)
(P4) m(UAU †, UBU †) = U m(A,B)U †, ∀U unitary
(P5) m(A,B) = m(B,A)
Any function aspiring to be a mean for positive semi-definite matrices should intu-
itively satisfy conditions (P1) through (P5). The following proposition fully character-
izes the family of operator means.
Proposition 1.4.3. Every operator mean can be written in the form
m(f)(A,B) =
√
Af
(
1√
A
B
1√
A
) √
A , (1.4.4)
where f is an operator monotone function (i.e. a function such that, ∀A, B ∈ Her+d ,
A ≥ B =⇒ f(A) ≥ f(B)) with the constraints f(1) = 1 and f(1/x) = f(x)/x. Vice
versa, any such function gives rise to an operator mean.
Each quantum monotone metric is now put in one-to-one correspondence with a suit-
able operator mean via Petz’s classification theorem.
Theorem 1.4.4. (Petz [25]) If S = {ρθ}θ∈Θ is a quantum statistical model such that,
∀θ ∈ Θ, ρθ is full-rank, the generic monotone Riemannian metric on S is of the form:
[F (f)Q (θ)]ij = tr(∂iρθ J −1∂jρθ) , (1.4.5)
where J is the superoperator J = Rf(LR−1), f is an operator-monotone function satisfy-
ing f(1) = 1 and f(1/x) = f(x)/x, and L ( resp. R) is the left ( resp. right) multiplication
superoperator, which by definition acts on η ∈ S(H) as follows:
L(η) = ρθη , R(η) = ηρθ . (1.4.6)
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One may rewrite (1.4.5) more expressively by introducing the logarithmic derivative
operators L(f)i,θ which satisfy the following relations:
∂iρθ = JL(f)i,θ , i ∈ {1, . . . ,m} . (1.4.7)
The metric F (f)Q can therefore be rewritten as
[F (f)Q (θ)]ij = tr[∂iρθL(f)j,θ ] = tr[J (L(f)i,θ )L(f)j,θ ] . (1.4.8)
For each choice of an operator monotone function f , one obtains a corresponding
monotone metric.
(M1) Let us consider the operator monotone function fari(x) = (1+x)/2. The correspond-
ing operator mean is the arithmetic mean since, if A,B are commuting matrices,
then m(fari) = (A+B)/2. The logarithimic derivative operator L(fari)i,θ satisfies, from
Eq. (1.4.7),
∂iρθ =
R + L
2 L
(fari)
i,θ =
1
2{ρθ, L
(fari)
i,θ } , (1.4.9)
so that L(fari)i,θ is also called the symmetric logarithmic derivative (SLD) of ρθ. The
corresponding quantum metric is
[F (fari)Q (θ)]ij = ℜ tr(ρθ L(fari)i,θ L(fari)j,θ ) , (1.4.10)
which is usually referred to as the quantum Fisher information (QFI) metric and
denoted simply by FQ(θ). It can be obtained by “quantizing” the Bures distance
d2B [26], in the sense that
d2B(ρθ, ρθ+dθ) =
1
4 [FQ(θ)]ij dθ
idθj , (1.4.11)
where d2B(ρ, σ) = 2[1−
√
F (ρ, σ)] and F (ρ, σ) = (tr[
√√
ρ σ
√
ρ])2 is the fidelity.
(M2) The operator monotone function fhar = 2x/(1 + x) corresponds to the harmonic
mean, since for commuting matrix A,B one has m(fhar)(A,B) = 2AB/(A + B).
From Eq. (1.4.7), one finds:
∂iρθ =
2LR
L+RL
(fhar)
i,θ =⇒ L(fhar)i,θ =
1
2{ρ
−1
θ , ∂iρθ} . (1.4.12)
The corresponding metric is
[F (fhar)Q ]ij = ℜ tr(∂iρθ∂jρθρ−1θ ) . (1.4.13)
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(M3) The logarithmic mean corresponds to flog = (x− 1)/ log x since, for commuting A
and B, m(flog)(A,B) = (B − A)/(logB − logA). From Eq. (1.4.7), one obtains the
condition:
∂iρθ =
L−R
logL− logRL
(flog)
i,θ =⇒ [log ρθ, ∂iρθ] = [ρθ, L(flog)i,θ ] . (1.4.14)
One can solve for L(flog)i,θ as follows. First of all, let us recall the identity
log ρθ =
∫ ∞
0
dt
1 + t −
∫ ∞
0
dt
ρθ + t
. (1.4.15)
The commutator [log ρθ, ∂iρθ] can now be rewritten as follows:
[log ρθ, ∂iρθ] =
∫ ∞
0
dt
[
∂iρθ,
1
ρθ + t
]
=
∫ ∞
0
dt
[
∂i
1
ρθ + t
, ρθ
]
=
∫ ∞
0
dt
[
ρθ,
1
ρθ + t
∂iρθ
1
ρθ + t
] (1.4.16)
where we made use of the fact that, for any invertible matrixM , ∂iM−1 = −M−1∂iMM−1.
From Eq. (1.4.16), L(flog)i,θ can be read-oﬀ directly, i.e.
L
(flog)
i,θ =
∫ ∞
0
dt
1
ρθ + t
∂iρθ
1
ρθ + t
. (1.4.17)
The corresponding metric is the Bogoliubov-Kubo-Mori metric:
[F (flog)Q ]ij =
∫ ∞
0
dt tr
(
∂iρθ
1
ρθ + t
∂jρθ
1
ρθ + t
)
. (1.4.18)
It can be obtained by “quantizing” the quantum relative entropy S(ρ||σ) [26], in
the sense that
S(ρθ||ρθ+dθ) = 12 [FQ(θ)
(flog)]ij dθidθj , (1.4.19)
where S(ρ||σ) = tr[ρ(log ρ− log σ)].
It is also possible to derive a closed-form expression for F (f)Q , with f an arbitrary op-
erator monotone function. Notice that the superoperators L and R commute. Moreover,
if ρθ =
∑d
k=1 pk |k⟩ ⟨k| (where {|k⟩}dk=1 are the normalized eigenvectors of ρθ), then
L |k⟩ ⟨l| = pk |k⟩ ⟨l| , R |k⟩ ⟨l| = pl |k⟩ ⟨l| . (1.4.20)
It follows that {|k⟩ ⟨l|}dk,l=1 is a complete system of eigenvectors for both R and L. They
are also the eigenvectors of the superoperator J = Rf(LR−1), with eigenvalues:
J |k⟩ ⟨l| = pl f
(
pk
pl
)
|k⟩ ⟨l| . (1.4.21)
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Let us expand the symmetric derivative operators as
L
(f)
i,θ =
d∑
k,l=1
ℓ
(i)
kl |k⟩ ⟨l| . (1.4.22)
Notice that since ρθ is full-rank, the coeﬃcients ℓ(i)kl completely determine L
(f)
i,θ . Next,
one substitutes Eq. (1.4.22) into Eq. (1.4.16) and compares terms, which leads to the
conditions:
ℓ
(i)
kl =

∂ipk
pk
(k = l) ,
pl − pk
pl f(pk/pl)
⟨k|∂il⟩ (k ̸= l) .
(1.4.23)
From Eq. (1.4.8) and the previous relation, one finds:
[F (f)Q (θ)]ij =
d∑
k=1
∂ipk ∂jpk
pk
+
∑
l ̸=k
(pl − pk)2
pl f(pk/pl)
⟨k|∂il⟩ ⟨∂jl|k⟩ , (1.4.24)
which is our final result.
If the statistical model is not full-rank, one can still recover all possible monotone
metrics by extending the metrics of Eq. (1.4.5) via a suitable fiber bundle construction
(see e.g. [27]). In particular, for a pure model S = {|ψθ⟩}θ∈Θ, the extension of the
metric F (f)Q on S exists if and only if f(0) ̸= 0, in which case it is always proportional to
the Fubini-Study metric (which is in fact the unique unitarily invariant metric on pure
states [26]). For instance, the quantum Fisher information metric evaluates to:
[FQ(θ)]ij = 4ℜ [⟨∂iψθ|∂jψθ⟩+ ⟨ψθ|∂iψθ⟩ ⟨ψθ|∂jψθ⟩] . (1.4.25)
See also Ref. [28] for a closed-form expression of FQ(θ) when 1 < rk(ρθ) < d.
1.4.3 Braunstein-Caves argument and the quantum Fisher in-
formation
In spite of the infinite number of possible metrics, Braunstein and Caves [17] have shown
that the quantum Fisher information metric FQ(θ) is the only relevant one from an
estimation viewpoint. This is true, at least, in the case of uniparametric models (i.e.,
when there is only one parameter θ = θ1 to be estimated), to which from now on we
restrict our attention (see however Rem. 1.4.7).
Let us recall that a typical quantum estimation protocol is specified by a triple
(ρ0,M, θˆ(N)) and can be broken down into the following steps:
(S1) Initialization: The statistical model ρθ is prepared by suitably encoding the pa-
rameter into an initial state ρ0.
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(S2) Measurement: A measurement M is performed, yielding an outcome x ∈ X .
When N independent measurements are taken onto identically prepared systems,
one obtains a sample x ∈ X×N .
(S3) Data processing: The sample x is processed through the estimator θˆ(N).
The problem is to optimize over each step in order to minimize a given objective
function, which is generally taken to be the mean-square-error MSE(θˆ(N)). Notice that,
among the three steps, only (S1) and (S2) are properly quantum. Moreover, in the
asymptotic limit of a large number of sample points, optimization over (S3) is trivially
carried out by employing an asymptotically eﬃcient estimator. In contrast, optimization
over the measurement step (S2) is a non-trivial task. However, as long as N ≫ 1,
minimization of MSE(θˆ(N)) is equivalent to maximization of the Fisher information FC(θ)
corresponding to the classical statistical model pθ(x) = tr(ρθΠx) (with {Πx}x∈X the
probability operators of a generic measurement M). Therefore, the strategy usually
followed is first to identify the family F of measurements which are available to the
experimentalist, and then to maximize the Fisher information over all measurements
M∈ F .
We now introduce the family of regular measurements.
Definition 1.4.5. (regular measurement) A measurement M is called regular if its
probability operators are parameter-independent, i.e.
∂θΠx = 0 , ∀x ∈ X ; (1.4.26)
otherwise, the measurement is non-regular.
Braunstein and Caves have maximized the Fisher information over the family FR of
regular measurements.
Theorem 1.4.6. (Braunstein-Caves [17]) For uniparametric model, the maximum
Fisher information, optimized over the family FR, is the quantum Fisher information:
FQ(θ) = maxM∈FRFC(θ) . (1.4.27)
Proof. For a generic measurement, the Fisher information can be written as
FC(θ) =
∑
x∈X ∗
[∂θ tr(ρθΠx)]2
tr(ρθΠx)
, (1.4.28)
where X ∗ := {x ∈ X : tr(ρθΠx) ̸= 0}. Notice that, in Def. (1.2.4), summation is only
over those outcomes belonging to the support of pθ. In the quantum case the role of pθ
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is taken by Prθ(x) = tr(ρθΠx), so one should exclude outcomes x ∈ X \ X ∗ for which
Prθ(x) = 0. This clarification becomes irrelevant if ρθ is full-rank, since then X = X ∗.
Eq. (1.4.28) can be manipulated as follows:
FC(θ) =
∑
x∈X ∗
ℜ2 tr(ρθLθΠx)
tr(ρθΠx)
(1.4.29)
≤ ∑
x∈X ∗
| tr(ρθLθΠx)|2
tr(ρθΠx)
(1.4.30)
=
∑
x∈X ∗
| tr(√Πx√ρθ√ρθLθ
√
Πx)|2
tr(ρθΠx)
(1.4.31)
≤ ∑
x∈X ∗
tr(ρθΠx) tr(LθρθLθΠx)
tr(ρθΠx)
(1.4.32)
=
∑
x∈X ∗
tr(LθρθLθΠx) (1.4.33)
≤ ∑
x∈X
tr(LθρθLθΠx) (1.4.34)
= tr(ρθL2θ) = FQ(θ) . (1.4.35)
In the first line, we have employed the defining relation of the symmetric logarithmic
derivative ∂θρθ = {ρθ, Lθ}/2; in the second line, the inequality ℜ2z ≤ |z|2, ∀z ∈ C; in the
fourth line, the Cauchy-Schwarz inequality; in the sixth, we have extended summation
over all outcomes X , noting that tr(LθρθLθΠx) ≥ 0, ∀x ∈ X 1; finally, in the last line, we
have made use of the completeness relation ∑x∈X Πx = Id. We have thus proved that, for
any regular measurement M∈ FR, FC(θ) ≤ FQ(θ).
We will now show that there always exists a measurement saturating the previous
inequality, which will establish the theorem. The above manipulations involved three
separate inequalities, that to be simultaneously saturated require:
(R1) ℑ tr(ρθLθΠx) = 0, ∀x ∈ X ∗;
(R2) There exist complex numbers {αx}x∈X ∗ such that √ρθLθ
√
Πx = αx
√
ρθ
√
Πx;
(R3) ∑x∈X\X ∗ tr(LθρθLθΠx) = 0.
It is easy to check that requirements (R1) through (R3) are satisfied by performing a
projective measurement of the symmetric logarithmic derivative Lθ. More precisely, let
us remark that the defining relation ∂θρθ = {ρθ, Lθ}/2 determines Lθ only on the support
of ρθ: outside the support supp(ρθ), Lθ may be defined in an arbitrary way, compatible
1In fact, LθρθLθ and Πx are positive-semidefinite matrices and the trace of the product of two positive
semi-definite matrices is always nonnegative.
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with Hermiticity. The SLD Lθ may thus be written as follows:
Lθ =
∑
x∈X
λx,θ |λx,θ⟩ ⟨λx,θ| , (1.4.36)
where {|λx,θ⟩}x∈X\X ∗ are chosen arbitrarily so as to give rise to an orthonormal basis.
The eigenvectors and eigenvalues of Lθ are, in general, parameter-dependent. Then, if θ∗
is the true value of the parameter, the optimal measurement is
Π(opt)x = |λx,θ⟩ ⟨λx,θ|
∣∣∣
θ=θ∗
, ∀x ∈ X , (1.4.37)
i.e. the corresponding Fisher information satisfies FC(θ∗) = FQ(θ∗). Notice that, for
each θ∗ ∈ Θ, there is a diﬀerent optimal measurement: it is not required to engineer
the measurement so that it satisfies Eq. (1.4.37) for any possible value of θ∗. Such a
measurement would instead have probability operators |λx,θ⟩ ⟨λx,θ| and would be non-
regular. However, implementing the optimal measurement does require to know the
value of θ∗ for the problem at hand, which is a priori unknown. The obstacle is overcome
by employing an adaptive procedure, which involves constructing a sequence of estimates
{θ∗n} such that θ∗n → θ∗ and modifying the implemented measurement at each step so as
to match condition (1.4.37). See e.g. Ref. [29] for more details.
Remark 1.4.7. One may generalize Thm. 1.4.6 to the multiparameter case. The quan-
tum Fisher information FQ(θ) can be proven to be the least monotone metric such that
FQ(θ)− FC(θ) is positive semi-definite for any regular measurement. However, equality
is not in general attainable, unless the commutativity condition tr(ρθ[Li,θ, Lj,θ]) = 0 is
satisfied ∀i, j ∈ {1, . . . ,m} [30, 31]. A widely employed solution [32] is to regularize the
problem, by changing the objective function to tr[C ·Cov(θ)] (where C is a positive-definite
diagonal matrix assigning diﬀerent weights to diﬀerent parameters). However, for this
problem, the QFI metric is no longer necessarily the one providing the tightest bound [33].
With some caveats, the quantum Fisher information therefore sets the ultimate asymp-
totic sensitivity bound in uniparametric problems.
Theorem 1.4.8. (quantum Crame´r-Rao) For any uniparametric estimation protocol
(ρ0,M, θˆ(N)), whereM∈ FR and the estimator θˆ(N) is unbiased, the following inequality
holds:
Var(θˆ(N)) ≥ 1
N · FQ(θ) . (1.4.38)
Remark 1.4.9. As in the classical case, the bound 1.4.38 is saturable only for a few spe-
cial statistical models (see Ref. [13] for a precise statement). In contrast, in the asymptotic
limit N ≫ 1, one has that, for any regular measurement and any consistent estimator,
lim
N→∞
N · Var(θˆ(N)) ≥ 1FQ(θ) . (1.4.39)
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Equality can be achieved by resorting to the optimal measurement of Eq. (1.4.37) and to
an asymptotically eﬃcient estimator.
The last logical step is to maximize the QFI over the choice of the initial state ρ0. To
this end, the following extended convexity property is going to be useful.
Proposition 1.4.10. Given a quantum statistical model S = {ρθ}θ∈Θ, where each ρθ
is written as a convex superposition of the form ρθ =
∑
i λi,θ ρi,θ, the quantum Fisher
information satisfies the inequality:
FQ[ρθ] ≤
∑
i
λi,θFQ[ρi,θ] + FC [{λi,θ}] . (1.4.40)
The terms in square brackets specify the statistical models on which the (quantum)
Fisher information is computed. From Prop. 1.4.10, assuming that the system is prepared
in the parameter-independent state ρ0 =
∑
i λiρi and that the parameter is encoded via
a channel Eθ, one has
FQ[ρθ] ≤
∑
i
λiFQ[Eθ(ρi)] ; (1.4.41)
notice that the classical term FC [{λi}] vanishes since ∂θλi = 0. It follows that the QFI
achieves its maximum on the set of pure states. It is not possible, in general, to further
determine the optimal preparation, with the significant exception of unitary models.
Let us assume that ρ0 = |ψ0⟩ ⟨ψ0| and the encoding is provided by the unitary channel
associated to Ut = exp(−itHθ). Then, substituting into Eq. (1.4.25), one obtains
FQ(θ) = 4[⟨ψθ|g2θ[Ut]|ψθ⟩ − (⟨ψθ|gθ[Ut]|ψθ⟩)2] , (1.4.42)
where |ψθ⟩ = Ut |ψ0⟩ and gθ[Ut] := i∂θUtU †t is the local generator of Ut. Eq. (1.4.42) may
be rewritten as
FQ(θ) = 4VarUt|ψ0⟩ [gθ[Ut]] = 4Var|ψ0⟩[U †t gθ[Ut]Ut] , (1.4.43)
where Var|ψ⟩[O] is by definition the variance of the operator O over a state |ψ⟩. Let us
recall that, by Popoviciu’s inequality [34], for any random variable Y,
Var(Y) ≤ (Y − y)
2
4 , (1.4.44)
where Y (resp. y) is the maximum (resp. minimum) value of Y and equality holds when
Y is equally distributed over the two values Y and y. Let us also introduce the following
standard notation for the eigenvalues of a matrix M ∈ Herd(C): M has d real eigenvalues
spec(M) = {λ1(M), . . . , λd(M)}, ordered non-decreasingly, i.e. λ1(M) ≥ · · · ≥ λd(M). It
follows that
FQ(θ) ≤ [λ1(U †t gθ[Ut]Ut)− λd(U †t gθ[Ut]Ut)]2 = [λ1(gθ[Ut])− λd(gθ[Ut])]2 = [σ(gθ[Ut])]2 ,
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where the spectral gap of a matrix M ∈ Herd(C) is defined as σ[M ] := λ1(M) − λd(M).
Moreover, equality is achieved by any balanced superposition of the extremal eigenvectors
of the generator. We have thus established the following proposition.
Proposition 1.4.11. Given the unitary model {ρθ}θ∈Θ, with ρθ = Utρ0U †t and Ut =
exp(−itHθ), one has
max
ρ0
FQ[Utρ0U †t ] = [σ(gθ[Ut])]2 . (1.4.45)
The maximum is reached upon setting ρ0 = |ψ(opt)0 ⟩ ⟨ψ(opt)0 |, where |ψ(opt)0 ⟩ is a balanced
superposition of the extremal eigenvectors of the generator gθ[Ut]:
|ψ(opt)0 ⟩ =
1√
2
(
|λ1(gθ[Ut])⟩+ eiϕ |λd(gθ[Ut])⟩
)
, ϕ ∈ R . (1.4.46)
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quantum Crame´r-Rao theorem
In this chapter, we extend the theory of quantum parameter estimation, by enlarging the
class of measurements under consideration to non-regular measurements, i.e. measure-
ments carrying an intrinsic dependence on the unknown value of the parameter. Such
measurements will be shown to lead to an improvement of the achievable precision, be-
yond the bound encoded by the quantum Crame´r-Rao theorem [35,38].
2.1 Non-regular measurements
A measurement Mθ is said to be non-regular if its probability operators {Πx,θ}x∈X are
parameter-dependent. Since non-regular measurements, by definition, do not belong to
the family FR over which the Fisher information was optimized in Thm. 1.4.6, they
might outperform the optimal Braunstein-Caves measurement. Explicitly, their Fisher
information FC(θ) reads
FC(θ) =
∑
x∈X ∗
ℜ2 tr(ρθLθΠx,θ)
tr(ρθΠx,θ)
+
∑
x∈X ∗
[tr(ρθ ∂θΠx,θ)]2
tr(ρθΠx,θ)
+2
∑
x∈X ∗
ℜ tr(ρθLθΠx,θ) tr(ρθ ∂θΠx,θ)
tr(ρθΠx,θ)
.
The first term on the RHS is the same that appears on the first line of Eq. (1.4.29) and
that is bounded from above by the QFI, but there are also two additional contributions.
In general, they will have an important eﬀect on the achievable sensitivity (though they
are not always positive, so a precision enhancement is not guaranteed).
It is not immediately clear how to implement non-regular measurements. Seemingly,
one would need to know beforehand the true value of the parameter. The same could be
said of the statistical model ρθ but, in the latter case, the true value of the parameter
is encoded into the initial state, e.g. by making use of the time-evolution of the system
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as a resource. In the same way, a non-regular measurement requires the parameter to
be suitably encoded into its probability operators. We now describe two scenarios where
this is possible.
(S1) Measurement models with parameter-dependent interactions: Let us model
a non-regular measurement as in Sect. 1.3, by specifying the interaction between the
system and the apparatus. The total Hamiltonian is HT = Hθ +HA +HI,θ, where
it is assumed that the free Hamiltonian HA of the apparatus does not depend on
the parameter, but the coupling term HI,θ does. We also suppose that the duration
of the measurement tint is so short and the interaction so strong, that is possible
to neglect the free evolution of the two systems. Equivalently, the time-evolution
operator during the measurement process is Ut ∼ exp(−itHI,θ). If the apparatus
is prepared in a reference state |ϕ⟩ and a projective measurement {Px}x∈X is made
on the ancilla after a time tint, the resulting probability operators read
Πx,θ = ⟨ϕ|eitHI,θ Id ⊗ Px e−itHI,θ |ϕ⟩ (2.1.1)
and are, in general, parameter-dependent.
Example 2.1.1. The parameter to be estimated is the frequency ω of a bosonic
mode in a cavity. The system’s Hamiltonian is Hω = ω(a†a+1/2), the initial state
is chosen as |ψ0⟩ = α0 |0⟩ + α1 |1⟩ and the statistical model at time t is |ψω⟩ :=
Ut |ψ0⟩ = α0e−iωt/2 |0⟩+α1e−3iωt/2 |1⟩, where Ut := exp(−itHω). The QFI evaluates
to FQ(ω) = 4t2|α0|2|α1|2, which is the maximum information extractable via regular
measurements.
A non-regular measurement can be engineered by coupling the bosonic mode to a
two-level atom, which is initially in its ground state |g⟩, and by measuring whether
the atom has been excited or not after an interaction time tint. The interaction
Hamiltonian is of the Jaynes-Cummings type HI = Ω(a†σ− + aσ+), where Ω :=
d
√
ω/2ϵ0V , d := ϵ⃗·⟨e| d⃗ |g⟩, ϵ⃗ is the photon polarization, ϵ0 is the dielectric constant,
V the volume of the cavity, d⃗ the dipole operator, |g⟩ the atom’s ground state,
|e⟩ the excited state, σ+ := |e⟩ ⟨g| and σ− := |g⟩ ⟨e|. Notice that the interaction
Hamiltonian is parameter-dependent. Explicitly, the evolution operator Ut during
the measurement process is
Ut = Ugg |g⟩ ⟨g|+ Uge |g⟩ ⟨e|+ Ueg |e⟩ ⟨g|+ Uee |e⟩ ⟨e| , (2.1.2)
where, letting N := a†a denote the number operator for the radiation field, we have
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defined
Ugg := cos(Ωt
√
N) , Uge := −isin(Ωt
√
N)√
N
a† ,
Ueg := −isin(Ωt
√
1 +N)√
1 +N
a , Uee := cos(Ωt
√
1 +N) .
(2.1.3)
By convention, the outcome 0 is obtained if the atom is measured in the ground
state and the outcome 1 if measured in the excited state. From Eq. (1.3.7), the
measurement operators are
M0,ω = ⟨g|Utint |g⟩ = cos(Ωtint
√
N) , M1,ω = ⟨e|Utint |g⟩ = −i
sin(Ωtint
√
1 +N)√
1 +N
a .
(2.1.4)
The corresponding probability operators are
Π0,ω = cos2(Ωtint
√
N) , Π1,ω = sin2(Ωtint
√
N) . (2.1.5)
They depend on the parameter ω via the coupling constant Ω. The corresponding
Fisher information is
FC(ω) =
(
Ωtint
ω
)2 |α1|2 cos2(Ωtint)
1− |α1|2 sin2(Ωtint) , (2.1.6)
which is not necessarily bounded from above by the QFI. For instance, if the system
is initially prepared in an energy eigenstate, e.g. α1 = 0, then the QFI vanishes
(there is no regular measurement that can estimate the parameter with finite preci-
sion), but FC(ω) = Ω2t2int/ω2.
(S2) Energy measurements of non-linear Hamiltonians: If the Hamiltonian Hθ
depends on the parameter θ in a non-linear way (i.e. it is not of the form Hθ =
θG), its eigenstates {|ξj,θ⟩}d−1j=0 are in general parameter-dependent. An energy
measurement corresponds to the projective probability operators Πξj ,θ = |ξj,θ⟩ ⟨ξj,θ|,
thus the measurement is non-regular.
Example 2.1.2. The parameter to be estimated is the strength g of a uniform
gravitational field. The probing system is a mechanical oscillator, with Hamiltonian
Hg = −∂2x/2m + kx2/2 +mgx, where m is the mass of the oscillator, k its elastic
constant and x denotes the vertical displacement of the oscillator from equilibrium.
The energy eigenstates have the following wavefunctions:
ψj =
(
mω
pi
)1/4 1√
2j j!
Hj({ + {g) e−({+{g)
2/2 , (2.1.7)
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where j ∈ N0, Hj is the jth Hermite polynomial, ω :=
√
k/m, { is the dimensionless
coordinate { := x/ℓ, ℓ is the characteristic length of the oscillator ℓ := 1/
√
mω and
{g := mg/kℓ. The corresponding eigenvalues are ξj,g = ω(j + 1/2)−mg2/2ω2. At
time t = 0, the oscillator is cooled to its ground state ψ0; it is henceforth mechani-
cally displaced from its equilibrium point by a distance δx, so that the initial state
is
ψ(x, 0) =
(
mω
pi
)1/4
e−({+{δ)
2/2 , {δ := δx/ℓ . (2.1.8)
At the generic time t, the wavefunction of the oscillator reads
ψ(x, t) =
(
mω
pi
)1/4
e−iωt(1−{
2
g)/2 e−({+{g)
2/2 exp [Φg] , (2.1.9)
where
Φg = −e−iωt
(
({δ − {g)2
2 cosωt+ ({δ − {g)({ + {g)
)
. (2.1.10)
The computation of the QFI for the statistical model of Eq. (2.1.10) can be carried
out straightforwardly (see Ref. [35] for details); the final result is
FQ(g) = 8m
ω3
sin2
(
ωt
2
)
. (2.1.11)
It should be compared with the Fisher information FC(g) corresponding to an energy
measurement, which is FC(g) = 2m/ω3. Notice that FC(g) exceeds the QFI for
certain values of the interrogation time t.
2.2 Non-regular estimation of general Hamiltonian
parameters
In this section, we further study non-regular estimation protocols based on energy mea-
surements of non-linear Hamiltonians. The plan is to introduce a family of measurements
that are non-regular and have a clear-cut physical interpretation; to maximize the Fisher
information over such a family; to identify the best-performing measurement and, finally,
to compare it with the optimal Braunstein-Caves measurement.
2.2.1 Controlled energy measurements
Let us consider a projective measurement of Hθ, with θ a general Hamiltonian parameter.
It is assumed that Hθ has eigenvalues ξj,θ = λd−j(Hθ). With no significant loss of gener-
ality, the spectrum is taken to be non-degenerate. The probability of each measurement
outcome is
Prθ(ξj,θ) = tr(ρθPξj,θ) = ⟨ξj,θ|ρ0|ξj,θ⟩ , (2.2.1)
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where ρθ = Utρ0U †t , Ut = exp(−itHθ) and Pξj,θ = |ξj,θ⟩ ⟨ξj,θ|.
The corresponding sample space Xθ = {ξj,θ}d−1j=0 is, in general, parameter-dependent.
This is a significant complication, since there is no established theory for statistical models
with parameter-dependent sample spaces. In fact, if the sample space is allowed to
depend on θ, the proof of the classical Crame´r-Rao theorem, Thm. 1.4.6, breaks down. In
some cases, it is even possible to construct unbiased estimators having vanishing variance
[36]. To exclude such pathological situations, we assume in the following that either the
eigenstates of Hθ are parameter-dependent, but not its eigenvalues; or that the outcomes
of an energy measurement are processed via a suitable statistic Y : Xθ → Y , where Y is a
conventional parameter-independent sample space. Estimators having vanishing variance
can no longer occur and the Fisher information is again the only relevant performance
metric.
We now introduce a family of non-regular measurements, referred to as controlled
energy measurements, obtained by first applying a unitary control V ∈ U(d) and then
performing a projective energy measurement.
Definition 2.2.1. (controlled energy measurement) A controlled energy measure-
ment M(V )θ has sample space Y = {ζj := Y (ξj,θ)}d−1j=0 and probability operators {Πζj}d−1j=0,
where Πζj := V †Pξj,θV , V ∈ U(d) is a unitary parameter-independent control and Pξj,θ is
the projector over the jth energy eigenstate of Hθ.
The Fisher information of a controlled energy measurement M(V )θ is denoted by
F (V )C (θ). Let us remark that an energy measurement corresponds to the choice V = Id.
Its probability measure (see Eq. (2.2.1)) is t-independent, which implies that also the
Fisher information does not depend on t. In contrast, the QFI generically grows quadrat-
ically with t [37]. Therefore, for suﬃciently long times, an energy measurement can never
outperform the optimal Braunstein-Caves measurement. If, however, a control is applied
before the measurement, then the Fisher information F (V )C (θ) can grow again like t2 and,
in fact, can even outperform the optimal Braunstein-Caves measurement for any t, as
will be discussed in the following.
If an experimentalist is allowed to implement arbitrary controlled energy measure-
ments, the maximum Fisher information she can extract is
G(θ) := max
ρ0
max
V ∈U(d)
F (V )C [ρθ] . (2.2.2)
Compared with regular measurements, an enhancement is achievable if and only if G(θ) >
[σ(gθ[Ut])]2. However, computing G(θ) directly from its definition is a non-trivial task.
In the next section, a closed-form formula for G(θ) is derived under the assumption that
the Hamiltonian Hθ satisfies a rather general condition.
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2.2.2 Bounding G
For a generic controlled energy measurement M(V )θ , the probability of the outcome ζj is
Prθ(ζj) = tr(ρθV †Pξj,θV ) . (2.2.3)
Let us denote by {|j⟩}d−1j=0 the computational basis on the Hilbert space H of the system.
The two orthonormal basis {|j⟩}d−1j=0 and {|ξj,θ⟩}d−1j=0 are connected by a unitary transfor-
mation, denoted by S ∈ U(d), such that |j⟩ = S |ξj,θ⟩. Explicitly, the matrix elements of
S are ⟨j|S|k⟩ = ⟨ξj,θ|k⟩. Notice that, for a general Hamiltonian parameter, the matrix S is
θ-dependent and that S reduces Hθ to diagonal form, i.e. SHθS† = diag(ξ0,θ, . . . , ξd−1,θ).
One may thus rewrite Eq. (2.2.3) as follows,
Prθ(ζj) = tr
[
(SV Ut)ρ0(SV Ut)†Pj
]
= tr
(
U˜ (V )ρ0U˜
(V )†Pj
)
, (2.2.4)
where Pj := |j⟩ ⟨j| and all dependence on θ has been collected into the unitary matrix
U˜ (V ) := SV Ut. Formally, a controlled energy measurement on the model ρθ is equivalent
to a projective measurement in the computational basis on the model ρ(V )θ := U˜ (V )ρ0U˜ (V )†.
The Fisher information corresponding to M(V )θ can thus be written as
F (V )C (θ) =
∑
j∈J ∗
[∂θ tr(ρ(V )θ Pj)]2
tr(ρ(V )θ Pj)
, (2.2.5)
where J ∗ is the subset of J := {0, . . . , d− 1} such that j ∈ J ∗ if and only if Prθ(ζj) ̸= 0.
The task is to maximize the RHS of Eq. (2.2.5) over the unitary group U(d) of available
controls V and over the initial preparation ρ0.
Theorem 2.2.2. The maximum Fisher information G(θ) that can be extracted via con-
trolled energy measurements satisfies the inequality
G(θ) ≤ [σ(gθ[Ut]) + σ(gθ[S])]2 , (2.2.6)
where Ut = exp(−itHθ) is the unitary encoding, S is the similarity transformation diag-
onalizing Hθ, gθ[Ut] ( resp., gθ[S]) is the generator of Ut ( resp., S), i.e.
gθ[Ut] = i∂θUtU †t , gθ[S] = i∂θSS† , (2.2.7)
and σ(M) denotes the spectral gap of a matrix M ∈ Herd(C).
Proof. The Fisher information for M(V )θ is given by Eq. (2.2.5). Introducing the sym-
metric logarithmic derivative L(V )θ of ρ
(V )
θ ,
F (V )C (θ) =
∑
j∈J ∗
ℜ2 tr(ρ(V )θ L(V )θ Pj)
tr(ρ(V )θ Pj)
. (2.2.8)
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Using the inequality ℜz ≤ |z|, ∀z ∈ C, and then the Cauchy-Schwarz inequality, the
numerator can be bounded as follows,
ℜ2 tr(ρ(V )θ L(V )θ Pj) ≤ | tr(ρ(V )θ L(V )θ Pj)|2
≤ tr(L(V )θ ρ(V )θ L(V )θ Pj) tr(ρ(V )θ Pj) .
(2.2.9)
Therefore,
F (V )C (θ) ≤
∑
j∈J ∗
tr(L(V )θ ρ
(V )
θ L
(V )
θ Pj)
≤ ∑
j∈J
tr(L(V )θ ρ
(V )
θ L
(V )
θ Pj)
= tr[ρ(V )θ (L
(V )
θ )2] .
(2.2.10)
Taking the maximum over the initial preparation,
max
ρ0
F (V )C (θ) ≤ maxρ0 tr[ρ
(V )
θ (L
(V )
θ )2] . (2.2.11)
By convexity, the maximum of the expression on the RHS is achieved when the system
is prepared in a pure state. Let us set ρ0 = |ψ0⟩ ⟨ψ0|. One can then rewrite it as
tr[ρ(V )θ (L
(V )
θ )2]
∣∣∣
ρ0=|ψ0⟩⟨ψ0|
= 4Var|ψ0⟩(U˜ (V )†gθ[U˜ (V )] U˜ (V )) , (2.2.12)
where
gθ[U˜ (V )] = gθ[S] + (SV ) gθ[Ut] (SV )† (2.2.13)
is the local generator of U˜ (V ). By Popoviciu’s inequality,
max
ρ0
F (V )C (θ) ≤ [σ(gθ[S] + (SV ) gθ[Ut] (SV )†)]2 . (2.2.14)
After maximizing over the choice of the unitary control V ,
G(θ) ≤ max
V ∈U(d)
[σ(gθ[S] + (SV ) gθ[Ut] (SV )†)]2 . (2.2.15)
The maximization on the RHS can be carried out explicitly with the help of the following
lemma: the maximum spectral gap of the sum of any two Hermitian matrices with given
spectra is equal to the sum of their spectral gaps, i.e.
max
U1,U2∈U(d)
σ(U1M1U †1 + U2M2U †2) = σ(M1) + σ(M2) , M1,M2 ∈ Herd(C) . (2.2.16)
See Ref. [38] for a proof. From Eq. (2.2.16), Eq. (2.2.6) follows immediately.
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2.2.3 Saturability of inequality (2.2.6)
We now discuss tightness of inequality (2.2.6). The proof of Thm. 2.2.2 can be broken
down into three main steps:
(S1) In Eq. (2.2.10), the Fisher information F (V )C (θ) was bounded from above. This
step actually made use of three diﬀerent inequalities: the inequality ℜz ≤ |z| (on
the first line of Eq. (2.2.9)), the Cauchy-Schwarz inequality (on the second line of
Eq. (2.2.9)) and the inequality on the second line of Eq. (2.2.10), which follows from
∑
j∈J\J ∗
tr(L(V )θ ρ
(V )
θ L
(V )
θ Pj) ≥ 0 . (2.2.17)
(S2) Next, the quantity on the RHS of Eq. (2.2.11) was maximized over the initial
preparation ρ0, which led to Eq. (2.2.14).
(S3) Finally, maximization over the unitary control V was performed.
Steps (S2) and (S3) are proper maximizations, that can be made tight by imple-
menting the optimal control V (opt) and the optimal initial preparation |ψ(opt)0 ⟩. It is easy
to check that the optimal control has the form
V (opt) = S†R†1R2 , (2.2.18)
where R1 (resp., R2) is the similarity transformation that diagonalizes gθ[S] (resp., gθ[Ut]),
with eigenvalues ordered decreasingly, i.e.
R1gθ[S]R†1 =diag(λ1(gθ[S]), . . . , λd(gθ[S])) ,
R2gθ[Ut]R†2 =diag(λ1(gθ[Ut]), . . . , λd(gθ[Ut])) .
(2.2.19)
Moreover, from Popoviciu’s inequality, the optimal initial preparation is
|ψ(opt)0 ⟩ =
1√
2
U˜ (V
(opt))†[|λ1(gθ[U˜ (V (opt))])⟩+ eiϕ |λd(gθ[U˜ (V (opt))])⟩] , ϕ ∈ R , (2.2.20)
where U˜ (V (opt)) = SV (opt)Ut. The previous expression for |ψ(opt)0 ⟩ can be slightly simpli-
fied by noticing that the extremal eigenvalues of the generator of U˜ (V (opt)) coincide with
the extremal eigenvalues of the generator of S. This can be proven as follows. From
Eq. (2.2.13) and Eq. (2.2.18), the generator of U˜ (V (opt)) can be written as
gθ[U˜ (V
(opt))] = gθ[S] +R†1R2gθ[Ut]R†2R1 = R†1DR1 , (2.2.21)
where D is the diagonal matrix
D = diag[λ1(gθ[S]) + λ1(gθ[Ut]), . . . , λd(gθ[S]) + λd(gθ[Ut])] . (2.2.22)
36 PhD Thesis
Non-regular estimation of general Hamiltonian parameters 2.2
Therefore, the extremal eigenvectors of gθ[U˜ (V
(opt))] are given by
|λ1(gθ[U˜ (V (opt))])⟩ = R†1 |0⟩ , |λd(gθ[U˜ (V (opt))])⟩ = R†1 |d− 1⟩ . (2.2.23)
But, by the very definition of R1, R†1 |0⟩ = |λ1(gθ[S])⟩ and R†1 |d− 1⟩ = |λd(gθ[S])⟩, which
establishes our claim. One may thus write
|ψ(opt)0 ⟩ =
1√
2
U˜ (V
(opt))†[|λ1(gθ[S])⟩+ eiϕ |λd(gθ[S])⟩] , ϕ ∈ R . (2.2.24)
Proving tightness of inequality (2.2.6) is therefore equivalent to proving that of step
(S1), under the constraints that the control and the initial preparation are chosen accord-
ing to Eq. (2.2.18) and Eq. (2.2.24), respectively. Let us first consider the majorization
based on the Cauchy-Schwarz inequality, which is saturated if and only if, ∀j ∈ J ∗, there
exist complex numbers {αj} such that√
ρ
(V (opt))
θ Pj = αj
√
ρ
(V (opt))
θ L
(V (opt))
θ Pj . (2.2.25)
When the model is pure, condition (2.2.25) is automatically satisfied since it reduces to
⟨ψ(V (opt))θ |j⟩ |ψ(V
(opt))
θ ⟩ ⟨j| = αj ⟨ψ(V
(opt))
θ |L(V
(opt))
θ |j⟩ |ψ(V
(opt))
θ ⟩ ⟨j| (2.2.26)
(where we have set |ψ(V (opt))θ ⟩ := U˜ (V (opt)) |ψ(opt)0 ⟩), which implies
αj =
⟨ψ(V (opt))θ |L(V
(opt))
θ |j⟩
⟨ψ(V (opt))θ |j⟩
. (2.2.27)
The remaining two inequalities used in step (S1) cannot be saturated without making
further assumptions about the Hamiltonian Hθ. For the inequality ℜz ≤ |z| to be tight,
one should have, ∀j ∈ J ∗,
ℑ
[
⟨j|L(V (opt))θ |ψ(V
(opt))
θ ⟩ ⟨ψ(V
(opt))
θ |j⟩
]
= 0 . (2.2.28)
The SLD L(V
(opt))
θ can be checked to be given by
L
(V (opt))
θ = 2
[
|∂θψ(V
(opt))
θ ⟩ ⟨ψ(V
(opt))
θ |+ |ψ(V
(opt))
θ ⟩ ⟨∂θψ(V
(opt))
θ |
]
, (2.2.29)
which, introducing the generator gθ[U˜ (V
(opt))], leads to
L
(V (opt))
θ |ψ(V
(opt))
θ ⟩ = 2i
(
⟨ψ(V (opt))θ |gθ[U˜ (V
(opt))]|ψ(V (opt))θ ⟩ − gθ[U˜ (V
(opt))]
)
|ψ(V (opt))θ ⟩ .
(2.2.30)
Substituting the last relation in Eq. (2.2.28), one obtains
⟨ψ(V (opt))θ |gθ[U˜ (V
(opt))]|ψ(V (opt))θ ⟩ | ⟨ψ(V
(opt))
θ |j⟩ |2 = ℜ
[
⟨j|gθ[U˜ (V (opt))]|ψ(V
(opt))
θ ⟩ ⟨ψ(V
(opt))
θ |j⟩
]
.
(2.2.31)
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Using the explicit form of the optimal preparation given in Eq. (2.2.20),(
| ⟨j|λ1(gθ[U˜ (V (opt))])⟩ |2 − | ⟨j|λd(gθ[U˜ (V (opt))])⟩ |2
)
[λ1(gθ[U˜ (V
(opt))])−λd(gθ[U˜ (V (opt))])] = 0 .
(2.2.32)
By Eq. (2.2.21), the previous relation can also be written as(
| ⟨j|λ1(gθ[S])⟩ |2 − | ⟨j|λd(gθ[S])⟩ |2
)
[σ(gθ[S]) + σ(gθ[Ut])] = 0 . (2.2.33)
Therefore, the inequality is tight provided that
| ⟨j|λ1(gθ[S])⟩ | = | ⟨j|λd(gθ[S])⟩ | , ∀j ∈ J ∗ , (2.2.34)
i.e., the extremal eigenvectors of the generator of S, written in the computational basis,
are such that corresponding entries have the same complex moduli.
It remains to discuss tightness of inequality (2.2.17). Let j ∈ J \J ∗. This is equivalent
to ⟨j|ψ(V (opt))θ ⟩ = 0 where, as before,
|ψ(V (opt))θ ⟩ =
1√
2
[|λ1(gθ[U˜ (V (opt))])⟩+ eiϕ |λd(gθ[U˜ (V (opt))])⟩] . (2.2.35)
For ⟨j|ψ(V (opt))θ ⟩ = 0 to hold, there are two possibilities: either both
⟨j|λ1(gθ[U˜ (V (opt))])⟩ = 0 and ⟨j|λd(gθ[U˜ (V (opt))])⟩ = 0 ; (2.2.36)
or they are diﬀerent from zero, have the same moduli and the correct phase diﬀerence to
cancel each other out. This last possibility can be excluded since the phase ϕ is arbitrary
and can always be set such that no cancellation occurs. So the only possibility is for
Eq. (2.2.36) to hold. Now, to prove tightness, one should show that
⟨j|L(V (opt))θ |ψ(V
(opt))
θ ⟩ = 0 , ∀j ∈ J \ J ∗. (2.2.37)
Using Eq. (2.2.30) and (2.2.35), one arrives at the equivalent condition
λ1(gθ[U˜ (V
(opt))]) ⟨j|λ1(gθ[U˜ (V (opt))])⟩+ λd(gθ[U˜ (V (opt))]) eiϕ ⟨j|λd(gθ[U˜ (V (opt))])⟩ = 0 ,
(2.2.38)
which is trivially satisfied because of Eq. (2.2.36). Thus, no additional assumption is
needed for equality to hold in Eq. (2.2.17). We summarize our results via the following
proposition.
Proposition 2.2.3. If Hθ is such that the extremal eigenvectors of the generator of its
diagonalizing matrix S satisfy the condition
| ⟨j|λ1(gθ[S])⟩ | = | ⟨j|λd(gθ[S])⟩ | , ∀j ∈ J ∗ , (2.2.39)
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then the maximum Fisher information extractable via controlled energy measurements is
G(θ) = [σ(gθ[Ut]) + σ(gθ[S])]2 . (2.2.40)
The optimal preparation is given by Eq. (2.2.20) and the optimal control by Eq. (2.2.18).
The condition imposed by Eq. (2.2.39) on Hθ may seem quite restricting. However,
it turns out to be satisfied for many Hamiltonians of practical use in quantum metrology
(as discussed in Sect. (2.2.5)). Eq. (2.2.40) thus often provides a way to directly compute
G(θ), without the need of any optimization procedure.
2.2.4 Metrological applications
In this section, we discuss how to implement controlled energy measurements in a realistic
metrological scenario. In principle, a controlled energy measurement requires to apply a
unitary control V , and then to measure the energy projectively. The question is how to
perform a projective measurement of the Hamiltonian when the Hamiltonian is not fully
known. The problem has first been investigated in Refs. [39, 40]. In the following, we
associate to each controlled energy measurement M(V )θ a family of measurements, called
realistic controlled energy measurements, denoted by M(V )n,m (with n,m ∈ N), that are
experimentally feasible and allow to approximate M(V )θ to any desired level of accuracy
(in the sense that, as n,m → ∞ the probability measure of M(V )n,m converges to that of
M(V )θ ).
Our exposition can be divided into two parts. First, we describe a simplified version,
denoted byM(V )n , which is based on the phase estimation algorithm [41–43]. It is assumed
that the experimentalist can implement the controlled time-evolution operator
CUt := |0⟩ ⟨0| ⊗ Id + |1⟩ ⟨1| ⊗ Ut . (2.2.41)
This is an unrealistic assumption, since CUt still depends on the true value of the pa-
rameter via Ut. Next, we remove such assumption, which will lead to the introduction of
realistic controlled energy measurements.
In order to implementM(V )n , one introduces n control qubits, each one having Hilbert
space Hc = C2. The total Hilbert space is thus H⊗nc ⊗H, with H = Cd the Hilbert space
of the original system. Every control qubit is prepared in its ground state |0⟩. At time
t = 0, the state of the total system is |0...0⟩ ⟨0...0|⊗ρ0. Next, a Hadamard gate is applied
to each control qubit, i.e. |0⟩ → H |0⟩ = (|0⟩ + |1⟩)/√2. Meanwhile, the parameter is
encoded into the model ρθ = Utρ0U †t and the unitary control V is applied. Therefore, at
time t, the state of the system is
1
2n
∑
x,y∈{0,1}×n
|x1.. .xn⟩ ⟨y1.. . yn| ⊗ V ρθV † , (2.2.42)
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|x1⟩ = |0⟩ H •
QFT −1
!!✙✙✙✙✙✙ ❴❴❴❴❴❴❴❴
✤✤✤✤✤✤✤
❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴
✤✤
✤✤
✤✤
✤
|x2⟩ = |0⟩ H •
!!✙✙✙✙✙✙ ❴❴❴❴❴❴❴❴
✤✤✤✤✤✤✤
❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴
✤✤
✤✤
✤✤
✤
|x3⟩ = |0⟩ H •
!!✙✙✙✙✙✙ ❴❴❴❴❴❴❴❴
✤✤✤✤✤✤✤
❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴
✤✤
✤✤
✤✤
✤
|x4⟩ = |0⟩ H •
!!✙✙✙✙✙✙ ❴❴❴❴❴❴❴❴
✤✤✤✤✤✤✤
❴ ❴ ❴ ❴ ❴ ❴ ❴ ❴
✤✤
✤✤
✤✤
✤
|ψ0⟩ = |0⟩ Ut V CUτ CU2τ CU4τ CU8τ
q1
q2
q3
q4
Figure 2.1. Circuit diagram of M(V )n with n = 4 control qubits. A realistic controlled energy mea-
surement replaces each application of CUτ by m repeated applications of ΓUτ/m , defined in
Eq. (2.2.56).
where x stands for the generic binary n-string x1.. .xn and y for the binary string y1.. . yn.
Next, given an arbitrary unitary U on H, we define the superoperator CU as follows,
CU [ρ] := CUρC†U . (2.2.43)
For l = 1, .. ., n, the n superoperators C
U2l−1τ
are applied between the lth control qubit and
the main system (τ is a free parameter giving the timescale of the measurement process).
Notice that, when C
U2l−1τ
is applied to ρl := |xl⟩ ⟨yl| ⊗ V ρθV †, one obtains
C
U2l−1τ
[ρl] = |xl⟩ ⟨yl| ⊗ Uxl2l−1τ V ρθV †
(
U †τ
)yl2l−1
. (2.2.44)
Denoting by X = x1 + 2 · x2 + ... + 2n−1 · xn the decimal representation of the binary
string x, one obtains
1
2n
2n−1∑
X=0
2n−1∑
Y=0
|x⟩ ⟨y| ⊗ UXτ V ρθV †(U †τ )Y . (2.2.45)
Let us now expand V ρθV † on the energy eigenbasis, i.e.
V ρθV
† =
d−1∑
j=0
d−1∑
k=0
cjk |ξj, θ⟩ ⟨ξk, θ| . (2.2.46)
Eq. (2.2.45) then becomes
1
2n
d−1∑
j,k=0
2n−1∑
X,Y=0
cjk e
−iτ(Xξj, θ−Y ξk, θ) |x⟩⟨y| ⊗ |ξj, θ⟩⟨ξk, θ| . (2.2.47)
The next step is to apply an inverse quantum Fourier transform QFT −1 on the n control
qubits. By definition, QFT −1 acts as follows on the computational basis of H⊗nc :
QFT −1 |x⟩ = 12n/2
2n−1∑
Q=0
e−
2piiXQ
2n |q⟩ . (2.2.48)
40 PhD Thesis
Non-regular estimation of general Hamiltonian parameters 2.2
After application of QFT −1, the total state of the system is
1
22n
d−1∑
j,k=0
2n−1∑
X,Y=0
2n−1∑
Q,P=0
c˜jk |q⟩ ⟨p| ⊗ |ξj, θ⟩ ⟨ξk, θ| . (2.2.49)
where
c˜jk = cjk e−iX(τξj, θ+
2piQ
2n ) eiY (τξk, θ+
2piP
2n ) . (2.2.50)
The last step is to perform a measurement of the n control qubits in the computational
basis. The probability Prθ(q) of obtaining as outcome the binary string q is
Prθ(q) =
1
22n
d−1∑
j=0
2n−1∑
X,Y=0
Prθ(ξj,θ) e−i(X−Y )αj,Q , (2.2.51)
where
αj,Q := τξj, θ +
2piQ
2n , Prθ(ξj,θ) = ⟨ξj, θ|V ρθV
†|ξj, θ⟩ . (2.2.52)
By algebraic manipulation, Eq. (2.2.51) can also be written as
Prθ(q) =
d−1∑
j=0
Prθ(ξj,θ)
(
1
2n
sin(2nαj,Q/2)
sin(αj,Q/2)
)2
. (2.2.53)
In the limit n → ∞, Prθ(q) converges to the probability Prθ(ξj,θ), which corresponds to
a controlled energy measurement M(V )θ .
=
|x1⟩ • •
|ψ⟩
SWAP
Uτ/m
SWAP
|φ⟩
WU /m
Figure 2.2. Circuit diagram of WUτ/m .
A realistic controlled energy measurement M(V )n,m is obtained from M(V )n by imple-
menting the controlled time-evolution operator CUt via a quantum subroutine, known as
universal controllization [39]. For notational simplicity, let us consider the case l = 1:
the problem is to approximate the action of CUτ on the state ρ1 = |x1⟩ ⟨y1|⊗V ρθV †. The
operator CUτ is replaced by m applications of the superoperator ΓUτ/m , constructed as
follows. First, an ancilla, having the same dimensionality as the main system, is intro-
duced. The total Hilbert space is H⊗nc ⊗H⊗Ha, with Ha = Cd. The ancilla is prepared
in the maximally mixed state. Therefore, the state of the first control qubit, the main
system and the ancilla before application of CUτ is ρ′1 = |x1⟩ ⟨y1| ⊗ V ρθV † ⊗ Id/d. Let us
now define the following quantum operation,
WUτ := CSWAP (I2 ⊗ Uτ ⊗ Id)CSWAP , (2.2.54)
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where CSWAP is the controlled-SWAP gate acting on Hc ⊗H⊗Ha as
CSWAP (|0⟩⊗ |ψ⟩⊗ |ϕ⟩) = |0⟩⊗ |ϕ⟩⊗ |ψ⟩ , CSWAP (|1⟩⊗ |ψ⟩⊗ |ϕ⟩) = |0⟩⊗ |ψ⟩⊗ |ϕ⟩ .
(2.2.55)
The key remark is that implementation of WUτ does not require knowledge of the Hamil-
tonian, as it only makes use of the uncontrolled version of the time-evolution operator Uτ .
We now subdivide τ into m subintervals of length τ/m. During each subinterval, WUτ/m
is applied; then the ancilla is discarded; finally, the ancilla is refreshed to its initial state.
For instance, after the first interval, one obtains ΓUτ/m [ρ1]⊗ Id/d, where
ΓUτ/m [ρ1] := trHa
(
WUτ/mρ
′
1W
†
Uτ/m
)
. (2.2.56)
A simple computation reveals that
ΓUτ/m [ρ1] =
1
d
tr
(
Uy1−x1τ/m
)
CUτ/m [ρ1] . (2.2.57)
For future convenience, we write
1
d
tr
(
Uτ/m
)
= aτ/m eiϕτ/m , (2.2.58)
where aτ/m ∈ R+ and ϕτ/m ∈ R. Note that, since x1 − y1 ∈ {−1, 0, 1}, one can write
ΓmUτ/m [ρ1] = a
|x1−y1|m
τ/m e
i(y1−x1)mϕτ/m CUτ [ρ1] . (2.2.59)
Universal controllization thus replaces CUτ with ΓmUτ/m . In the limit m → ∞, it can be
proven that the error
ϵm :=
[
tr
(
Uτ/m
)
/d
]m − 1 (2.2.60)
tends to zero. A realistic controlled energy measurement is obtained by substituting each
application of C
U2l−1τ
by 2l−1m applications of ΓUτ/m . For instance, instead of Eq. (2.2.45),
one would have
1
2n
2n−1∑
X,Y=0
piX,Y e
i(Y−X)mϕτ/m |x⟩⟨y| ⊗ UXτ V ρθV †(U †τ )Y , (2.2.61)
where
piX,Y :=
n∏
l=1
a
|xl−yl|2l−1m
τ/m . (2.2.62)
After applying the inverse quantum Fourier transform and measuring in the computa-
tional basis, the probability of obtaining the outcome q ∈ {0, 1}×n is
Prθ(q) =
1
22n
d−1∑
j=0
Prθ(ξj,θ)
2n−1∑
X,Y=0
piX,Y e
i(Y−X)βj,Q , (2.2.63)
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with
βj,Q := αj,Q +mϕτ/m . (2.2.64)
Eq. (2.2.63) can be further expanded by rewriting it as follows,
Prθ(q) =
1
22n
d−1∑
j=0
Prθ(ξj,θ)
n∏
l=1
1∑
u,v=0
a
|u−v|2l−1m
τ/m e
i(v−u)2l−1βj,Q
= 12n
d−1∑
j=0
Prθ(ξj,θ)
n∏
l=1
[
1 + a2l−1mτ/m cos
(
2l−1βj,Q
)]
.
(2.2.65)
If m→∞, then ϕτ/m → 0 and aτ/m → 1, so that Eq. (2.2.65) converges to Eq. (2.2.53).
In conclusion, a realistic controlled energy measurement allows to approximate to any
desired precision a controlled energy measurement M(V )θ , without requiring any a priori
knowledge about the parameter θ.
2.2.5 Examples
In this section, we work out a collection of examples. For each example, we compute the
QFI FQ(θ) and compare it with G(θ). We will find that, in general, G(θ) majorizes FQ(θ),
thus controlled energy measurements lead to a precision enhancement. Moreover, we
study numerically the performance of realistic controlled energy measurementsM(V (opt))n,m .
From the previous section, as n,m → ∞, M(V (opt))n,m converges to M(V
(opt))
θ , and thus its
Fisher information also converges to Gθ. We will show that, already for relatively small
values of n and m, realistic controlled energy measurements perform very close to the the
ultimate bound Gθ.
Example 2.2.4. The parameter to be estimated is the polar angular direction θ of an
external magnetic field of known magnitude B. The probing system is a two-level atom,
with Hilbert space H = C2. The Hamiltonian is Hθ = ω(cos θ σz + sin θ σx), where the
energy splitting ω is proportional to B and thus is assumed to be known. At time t = 0,
the atom is initialized in its ground state: |ψ0⟩ = |0⟩. At the generic time t, the state of
the probe is |ψθ⟩ = Ut |ψ0⟩, with Ut := exp(−iHθt).
If an experimentalist is constrained to perform regular measurements, the best perfor-
mance she can achieve is quantified by the QFI:
FQ(θ) = 4 sin2(ωt)− sin2(2ωt) sin2 θ . (2.2.66)
Optimizing also over the initial preparation,
max
|ψ0⟩
FQ(θ) = 4 sin2(ωt) . (2.2.67)
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If instead the experimentalist is allowed to implement only controlled energy measure-
ments, the maximum Fisher information that she can extract is given by G(θ). To com-
pute G(θ), one first computes the matrix S, built from the eigenvectors of Hθ:
S =
−sgn [cos ( θ2)] sin ( θ2) sgn [cos ( θ2)] cos ( θ2)
sgn
[
sin
(
θ
2
)]
cos
(
θ
2
)
sgn
[
sin
(
θ
2
)]
sin
(
θ
2
)
 , (2.2.68)
where sgn(x) := |x|/x. Its generator gθ[S] reads:
gθ[S] =
 0 − i2 sgn(sin θ)
i
2 sgn(sin θ) 0
 . (2.2.69)
The extremal eigenvectors of gθ[S] are
|λ1(gθ[S])⟩ = 1√2 (−i, 1)
t , |λ2(gθ[S])⟩ = 1√2 (i, 1)
t . (2.2.70)
Since condition (2.2.39) is satisfied, G(θ) can be obtained via Prop. (2.2.3). The explicit
expressions for Ut and its generator are
Ut =
A B
B A∗
 , gθ[Ut] =
−C D
D∗ C
 , (2.2.71)
where
A = cosωt− i cos θ sinωt , C = 12 sin θ sin 2ω ,
B = −i sin θ sinωt , D = (cos θ cosωt− i sinωt) sinωt .
One thus obtains
G(θ) = (2| sin(ωt)|+ 1)2 ; (2.2.72)
see Fig. 2.3 for a comparison with the QFI.
Finally, we study numerically the performance of M(V (opt))n,m (with V (opt) the optimal
control of Eq. (2.2.18)). Recall that n is the number of ancillary qubits needed to imple-
ment the phase estimation algorithm, while m is the number of subintervals the timescale
τ is subdivided into. During each subinterval, the action of the controlled time-evolution
operator CUτ is approximated by applying m times the superoperator ΓUτ/m of Eq. (2.2.56).
As n,m → ∞, the probability measure of M(V (opt))n,m converges to that of the optimal con-
trolled energy measurement. The two panels of Fig. 2.4 show the performance ofM(V (opt))n,m
for diﬀerent values of n and m. Reasonably small values of the two parameters (i.e. n = 6,
m = 3) are already enough to come close to the ultimate bound G(θ).
Example 2.2.5. The parameter to be estimated is the component of a magnetic field
along the x direction. The probing system is again a two-level atom. The Hamiltonian is
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F (Q,C) 
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t
Figure 2.3. Comparison between the optimal Braunstein-Caves measurement and the optimal con-
trolled energy measurement, for the estimation of the polar angular direction of a magnetic
field via a qubit probe. The solid line is the QFI, optimized over the initial preparation,
while the dashed line corresponds to G(θ), computed by Eq. (2.2.72). The circular marks
correspond to values of G(θ) computed by numerical optimization from its definition (2.2.2).
Hθ = −ωσz + θσx, with eigenvalues ±Ωθ and Ωθ :=
√
ω2 + θ2. We report the matrices Ut
and S, with their corresponding generators. For Ut and gθ[Ut], one obtains
Ut =
A B
B A∗
 , gθ[Ut] =
−C D
D∗ C
 , (2.2.73)
where
A = cos(Ωθt) +
iω sin(Ωθt)
Ωθ
, C = −ωθ [sin(2Ωθt)− 2Ωθt]2 Ω3θ
,
B = −iθ sin(Ωθt)Ωθ , D =
sin(2Ωθt)ω2 − iΩθ cos(2Ωθt)ω + Ωθ (2tθ2 + iω)
2Ω3θ
.
For the matrix S and its generator,
S = 1√
2Ωθ
− ω+Ωθ√Ωθ+ω θ√Ωθ+ω
θ√
Ωθ+ω
θ√
Ωθ−ω
 , gθ[S] =
 0 iω2θ2
− iω2θ2 0
 . (2.2.74)
The maximum QFI is
max
|ψ0⟩
FQ(θ) = 2Ω4θ
[
2Ω2θ t2θ2 − ω2 cos(2Ωθt) + ω2
]
. (2.2.75)
Since the eigenvectors of gθ[S] satisfy condition (2.2.39), G(θ) can be computed directly,
whcih gives
G(θ) =
 ω
Ω2θ
+
√
2 [2Ω2θ t2θ2 − ω2 cos(2Ωθt) + ω2]
Ω2θ
2 . (2.2.76)
A comparison similar to that of Fig. 2.3 is shown in Fig. 2.5.
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 t
F 
F (Q) FQ( )
FC( )
(a) Fisher information of realistic controlled en-
ergy measurement, for diﬀerent values of n
and fixed m = 5.
 t
F 
F (Q) Q( )
FC( )
(b) Fisher information of realistic controlled en-
ergy measurements, for diﬀerent values of m
and fixed n = 6.
Figure 2.4. Fisher information of realistic controlled energy measurements, for diﬀerent values of n and
m. Each marker represents the maximum Fisher information, computed numerically over
the family of realistic controlled energy measurements for given n, m, τ and interrogation
time t. The curves are obtained by interpolation. The thin solid curve corresponds to the
QFI of Eq. (2.2.66). Both plots are obtained for ω = 1 and τ = 0.1 (in the natural units of
the problem), while the true value of the parameter is taken to be θ = pi/4.
Example 2.2.6. The parameter to be estimated is the magnitude of a weak magnetic
field. The probing system is an NV-center in diamond. An NV center consists of a
nitrogen atom (N) inside a diamond crystal lattice, having a vacancy (V) in one of its
neighboring sites. Two diﬀerent kinds of the defect are known: the neutral state NV0
and the negatively-charged state NV−. The latter is the most interesting for metrological
applications. In fact, the NV− form provides a spin triplet state which can be initialized,
manipulated with long coherence time and read out by purely optical means [3]. Neglecting
the interactions with the surrounding nuclear spins, the Hamiltonian HNV for the triplet
state is
HNV = µB · S +DS2z + E (S2x − S2y) , (2.2.77)
where B is the external magnetic field and S = (Sx, Sy, Sz) is a vector whose elements
are the three spin 1 matrices:
Sx =
√
2

0 1 0
1 0 1
0 1 0
 , Sy = √2i

0 −1 0
1 0 −1
0 1 0
 , Sz = 2

1 0 0
0 0 0
0 0 −1
 .
Moreover, D ∼ pi × 1.44GHz, E ∼ pi × 50 kHz and µ is the Bohr magneton. In the weak
magnetic field regime, the transversal components Bx and By can be neglected compared
to the component Bz, which is aligned along the NV-center defect axis. Relabelling Bz as
θ, the Hamiltonian becomes
Hθ = µθSz +DS2z + E (S2x − S2y) . (2.2.78)
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Figure 2.5. Comparison between the optimal Braunstein-Caves measurement and the optimal con-
trolled energy measurement, for the estimation of one component of a magnetic field via
a qubit probe. The circular marks correspond to values of G(θ) computed by numerical
optimization from its definition (2.2.2).
The maximum QFI is
max
|ψ0⟩
FQ(θ) = 8µ
2 [2θ2µ2t2χ2 + E2 − E2 cos (4χt)]
χ4
, (2.2.79)
where χ :=
√
θ2µ2 + 4E2. Instead, G(θ) is given by
G(θ) =
2Eµ
χ2
+ 2
√
2µ
√
2θ2µ2t2χ2 + E2 − E2 cos (4χt)
χ2
2. (2.2.80)
A comparison is shown in Fig. 2.6.
F (Q,C) 
G 
t
max
| 0 
FQ( )
G( )
Figure 2.6. Comparison between the optimal Braunstein-Caves measurement and the optimal con-
trolled energy measurement for the estimation of the magnitude of a weak magnetic field
via an NV-center in diamond. The circular marks correspond to values of G(θ) computed
by numerical optimization from its definition (2.2.2).
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2.3 Conclusions
In this chapter, we have considered non-regular measurements. In particular, we have
introduced the family of controlled energy measurements and applied them to Hamilto-
nian parameter estimation problems. Each such measurement is obtained by applying a
unitary control and then performing a projective energy measurement. It is non-regular
whenever the Hamiltonian depends non-linearly on the parameter θ. We have then max-
imized the Fisher information over the set of controlled energy measurements and initial
preparations (see Sect. 2.2.2). The maximum, denoted by G(θ), can be computed by the
closed-form expression given in Eq. (2.2.40). We have discussed how controlled energy
measurements can be implemented in realistic scenarios, via an adaptation of the quan-
tum phase estimation algorithm (see Sect. 2.2.4). Finally, we have worked out a collection
of examples to clarify our methods (see Sect. 2.2.5). We have discovered that a preci-
sion enhancement, compared with regular measurements, is often possible. In particular,
we have emphasized that, if the parameter is not a simple phase, the quantum Fisher
information no longer necessarily embodies the ultimate precision limit.
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Chapter 3
Information-disturbance trade-oﬀ in
qubit thermometry
This chapter establishes the existence of a trade-oﬀ relation between the information on
the temperature of a quantum thermometer, extractable via a quantum measurement,
and the corresponding disturbance caused by the measurement [59].
3.1 Preliminaries
A fundamental feature of quantummechanics is that extracting information from a system
disturbs its original state. In general, the greater the amount of information extracted,
the greater the disturbance caused by the measurement. This is the intuition behind
the original derivation of the uncertainty principle by Heisenberg [44]. Over the years,
the trade-oﬀ between information and disturbance has been given several quantitative
formulations from a quantum information perspective [45–52]. In this chapter, we study
the information/disturbance trade-oﬀ in the context of parameter estimation. In partic-
ular, we focus on the special case of estimating the temperature of a thermal bath via a
two-level quantum system, i.e. qubit thermometry [53–56].
The typical thermometry protocol consists of letting the probe thermalize with the
bath, performing a suitable measurement on the probe, and finally processing the out-
come via an estimator. Given the Hamiltonian H of the system, the statistical model is
the thermal model ρβ of Eq. (1.4.3) and the parameter to be estimated is the inverse tem-
perature β ∈ R+. Since β is a pure phase parameter, the ultimate precision is quantified
by the quantum Fisher information FQ(β), which evaluates to
FQ(β) = tr[ρβ (H − ⟨H⟩β)2] = Varρβ(H) . (3.1.1)
The symmetric logarithmic derivative of ρβ is given by Lβ = ⟨H⟩β −H, where ⟨H⟩β :=
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tr(ρβH) is the energy expectation value. The optimal Braunstein-Caves measurement is a
projective energy measurement. Therefore, assuming one is interested only in minimizing
the mean square error, the optimal thermometry protocol is as follows: wait until the
probe thermalizes with the bath, perform an energy measurement, process the outcome
via an eﬃcient estimator.1
However, a projective energy measurement introduces a significant amount of distur-
bance. We have not yet defined precisely how to quantify disturbance, but it will turn out
that a projective energy measurement maximizes all disturbance quantifiers we are going
to employ. For example, a natural disturbance quantifier is the decrease of the quantum
Fisher information between the post- and pre-measurement states (see Eq. (3.1.2) be-
low). After an energy measurement, the system is found in an eigenstate of H, which is
β-independent. Any repeated measurement on the probe thus extracts zero information.
Therefore, an energy measurement is maximally disturbing with respect to this quanti-
fier. After the measurement, the experimentalist has to put the thermometer in contact
with the thermal bath and wait again for thermalization to set in.
On the other hand, a less disturbing and less time-consuming estimation protocol
would involve implementing a measurement that, while suboptimal with respect to the
QFI limit, nonetheless does not completely destroys all information on β. One expects
a trade-oﬀ relation to exist between the Fisher information that is extracted by a mea-
surement, and the disturbance it causes. By definition, eﬃcient measurements are those
measurements that, for given extracted information, minimize the disturbance, i.e. they
make up the frontier of the information/disturbance trade-oﬀ region. In the following, we
introduce four diﬀerent disturbance quantifiers, that are variously employed in quantum
information, quantum thermodynamics and quantum information geometry. We study
their information/disturbance trade-oﬀ curves and, in particular, fully characterize the
family of eﬃcient measurements.
3.1.1 Disturbance quantifiers
In a parameter estimation context, there is a natural choice about how to quantify in-
formation: the Fisher information. It satisfies all the properties that are required of an
information quantifier (e.g. monotonicity, invariance under suﬃcient statistics, additiv-
ity, covariance under reparametrization) and has a direct statistical interpretation (via
the Crame´r-Rao theorem 1.2.8). The choice of the disturbance quantifier is, however,
less clear-cut. Diﬀerent quantifiers have been proposed in the literature, which capture
1A thermal model is of the exponential type, therefore equality can be achieved in the classical
Crame´r-Rao bound even in the non-asymptotic regime.
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diﬀerent aspects of the disturbance caused by a measurement. We will make use of the
following four quantifiers, denoted by D(α)(β), with α ∈ {∆, F, τ, pi}:
(Q1) The ∆-disturbance D(∆)(β) is the average information loss [57], i.e. the decrease of
the quantum Fisher information induced by a measurement. Assuming the mea-
surement outcomes take values in a sample space I, with probabilities Prβ(i) :=
tr(ρβΠi), one has
D(∆)(β) := FQ[ρβ]− ⟨FQ[ρβ|i]⟩ , (3.1.2)
where ⟨FQ[ρβ|i]⟩ is the average QFI of the post-measurement state, i.e.
⟨FQ[ρβ|i]⟩ :=
∑
i∈I
Prβ(i)FQ[ρβ|i] . (3.1.3)
(Q2) The F -disturbance D(F )(β) is the average fidelity-based distance [45] between the
initial and the post-measurement state, i.e.
D(F )(β) := 1−∑
i∈I
Prβ(i)F 2(ρβ, ρβ|i) , (3.1.4)
where F (ρβ, ρβ|i) is the fidelity,
F (ρβ, ρβ|i) = tr
[√√
ρβ ρβ|i
√
ρβ
]
. (3.1.5)
(Q3) The τ -disturbance D(τ)(β) is the average spectral temperature variation, i.e.
D(τ)(β) :=∑
i∈I
Prβ(i)
∣∣∣β − τ(ρβ|i)∣∣∣ , (3.1.6)
where the spectral temperature τ(ρ) of a quantum state is defined as follows [58],
τ(ρ) := 1
σ
d−1∑
i=0
(
Prβ(ξi+1) + Prβ(ξi)
2
)
log(Prβ(ξi)/Prβ(ξi+1))
ξi+1 − ξi ; (3.1.7)
σ := 1 − [Prβ(ξ0) + Prβ(ξd−1)]/2 and {ξi}d−1i=0 is the energy spectrum of H, as-
sumed to be non-degenerate. The spectral temperature generalizes the notion of
thermodynamical temperature to out-of-equilibrium states.
(Q4) The pi-disturbance D(pi)(β) is the average quantum relative entropy between the
pre-measurement state and the I-projection of the post-measurement state [12].
Explicitly,
D(pi)(β) :=∑
i∈I
Prβ(i)S(ρη(pi)i ||ρβ) . (3.1.8)
The I-projection ρ
η
(pi)
i
is the thermal state whose temperature is defined as
η
(pi)
i := arg min
η
S(ρη||ρβ|i) . (3.1.9)
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3.1.2 Qubit thermometry
A qubit thermometer is a two-level quantum system, with HamiltonianH = δσz/2 (where
δ is the energy gap). After thermal equilibrium sets in, the qubit is described by the
thermal statistical model:
ρβ =
1
Zβ
diag(e−βδ/2, eβδ/2) , with Zβ := 2 cosh (βδ/2) . (3.1.10)
Information on β is extracted via a suitable measurementM, yielding an outcome i ∈ I.
We are going to make the following assumptions on M: the measurement has a binary
sample space I = {0, 1}, it is fine-grained (i.e. there is only one measurement operator
for each measurement outcome) and bare (i.e. the post-measurement state is determined
via the Lu¨ders instrument). Such restrictions are quite natural and are suggested by
considerations of simplicity. For instance, the latter two assumptions have no eﬀect on the
computation of the information for given probability operators, but simplify significantly
the discussion about the corresponding disturbance. The family of all such measurements,
denoted by B, can be parametrized as in the following proposition.
Proposition 3.1.1. The generic binary measurement M ∈ B has probability operators
{Π0,Π1} of the form
Π0 = wI2 + xσx + yσy + zσz , Π1 = I2 − Π0 , (3.1.11)
where 0 < w ≤ 1/2 and √x2 + y2 + z2 ≤ w. Its measurement operators are {M0,M1},
where each Mi is the principal square root of Πi. The post-measurement state is given by
the Lu¨ders instrument, i.e.
ρβ|i =
MiρβM
†
i
Prβ(i)
, with Prβ(i) = tr(ρβΠi) . (3.1.12)
Proof. Let us expand Π0 as in Eq. (3.1.11) on the basis of Her2(C) made up of the
identity matrix I2 and the three Pauli matrices σx, σy, σz. Notice that Π1 = I2 − Π0. A
necessary and suﬃcient condition for {Π0,Π1} to be the probability operators of a physical
measurement is that they are positive semi-definite matrices. For 2× 2 matrices, this is
equivalent to requiring that both their trace and determinant are nonnegative. By explicit
computation, one obtains the constraints 0 < w ≤ 1, √x2 + y2 + z2 ≤ min(w, 1−w). By
assuming without loss of generality that tr(Π0) ≤ 1, the previous constraints simplify to
0 < w ≤ 1/2 and √x2 + y2 + z2 ≤ w.
Therefore, each measurement M ∈ B is represented by a quadruple (w, x, y, z), re-
ferred to as its cartesian coordinates. It is also convenient to introduce conical coordinates
(w, λ, θ, φ), defined as follows:
x = λw sin θ cosφ , y = λw sin θ sinφ , z = λw cos θ . (3.1.13)
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with the constraints 0 < w ≤ 1/2, 0 ≤ λ ≤ 1, 0 ≤ θ ≤ pi, 0 ≤ φ ≤ 2pi. Graphically, the
family of binary measurementsB can be represented as a cone in the Euclidean space R4,
with (w, x, y, z) as cartesian coordinates (see Fig. 3.1a). Each cross-section of the cone
with a hyperplane of constant w is a 3-dimensional ball of radius w, with θ the polar
angle and φ the azimuthal angle. For future convenience, we define the following special
subfamilies of measurements:
(S1) Projective measurements: Let us define a purity parameter γ,
γ := tr(Π20) = 2(1 + λ2)w2 . (3.1.14)
Projective measurements maximize γ. Their probability operators are rank-1 pro-
jectors. Graphically, they correspond to the sphere w = 1/2, λ = 1.
(S2) Irreversible measurements: A measurement is irreversible if at least one of its prob-
ability operators is a non-invertible matrix. Graphically, they correspond to the
surface of the cone λ = 1.
(S3) Semiclassical measurements: A measurement is semiclassical if all its probability
operators are diagonal in the eigenbasis of ρβ, i.e. [Πi, ρβ] = [Πi,Πi′ ] = 0, ∀i, i′ ∈
I. One can prove that, as a consequence, the conditional state after sequential
semiclassical measurements does not depend on the order they are performed. Let
us introduce a non-commutativity parameter χ := sin θ. It is easy to check that
[Πi, ρβ] = 0 if and only if χ = 0 (or, trivially, for uninformative measurements, which
are defined by the condition λ = 0). Semiclassical measurements thus minimize χ,
whereas non-classical measurements maximize it. Graphically, by fixing the values
of λ and w one obtains a sphere, with the latter corresponding to its two poles and
the former to its equator.
(S4) Eﬃcient measurements: A measurement is said to be α-eﬃcient, with respect to
the disturbance quantifier D(α)(β), if it minimizes D(α)(β) for fixed value of the
Fisher information.
3.2 Information/disturbance trade-oﬀ curves
In this section, we study the quantitative relation between information and disturbance,
for each of the four disturbance quantifiers D(α)(β) (α ∈ {∆, F, τ, pi}). We pay special
attention, in particular, to the determination of the subset of α-eﬃcient measurements.
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(a)
Irreversible measurements
Semiclassical measurements
Projective measurements
Energy measurement
(b)
Figure 3.1. Left: Graphical representation of the set of binary measurements B. Each probability
operator Π0 is represented by a point of the cone of equations w2 − x2 − y2 − z2 ≥ 0 and
0 < w ≤ 1/2. The spherical caps are the loci of points with fixed value of the purity γ.
Right: Relations between subfamilies of measurements. All projective measurements are
irreversible. The optimal Braunstein-Caves measurement, i.e. an energy measurement, is
both projective and semiclassical.
3.2.1 Information
Given a generic measurement M ∈ B, with conical coordinates (w, λ, θ, φ), its Fisher
information is
FC(β) = δ
2 λ2w cos2 θ sech4 (βδ/2)
4Q [1− wQ] , Q :=
[
1− λ cos θ tanh
(
βδ
2
)]
. (3.2.1)
With the help of Eq. (3.2.1), one can study how the information varies as a function of
the non-commutativity parameter χ (resp., the purity parameter γ). In Fig. 3.2, each
measurement gives rise to a point in the plane FC(β) vs χ (resp., FC(β) vs γ). The
boundary curve corresponds to measurements that maximize the Fisher information,
for fixed value of χ (resp., γ). For instance, the measurement that extracts maximum
information for given value of χ is obtained for λ = 1 and w = 1/2:
Π0 =
1
2
1±√1− χ2 χ e−iφ
χ eiφ 1∓√1− χ2
 , Π1 = I2 − Π0 . (3.2.2)
Analytically, the boundary curve (see left panel of Fig. 3.2) is
max
M∈B
F (χ)C (β)
∣∣∣
χ const.
= 2β
2 (1− χ2)
4− χ2 + 4 cosh(βδ) + χ2 cosh(2βδ) . (3.2.3)
Similarly, the measurement that extracts maximum information for given value of γ is
obtained for λ = 1 and θ = 0, i.e. it is the semiclassical measurement of the form:
Π0 =
√γ 0
0 0
 , Π1 = I2 − Π0 . (3.2.4)
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The boundary curve (see right panel of Fig. 3.2) is given by
max
M∈B
F (γ)C (β)
∣∣∣
γ const.
=
β2
√
γ e2βδ
(1 + eβδ)2 (1 + eβδ −√γ) . (3.2.5)
 
F (   , M )FC( 
(a)
F (   , M )
 
FC( 
(b)
Figure 3.2. Left: Fisher information and non-commutativity χ. Right: Fisher information and purity
γ. Both plots are obtained upon fixing β = δ = 1.
3.2.2 The ∆-disturbance
The ∆-disturbance caused by a generic measurement with conical coordinates (w, λ, θ, φ)
can be computed as
D(∆)β (M ) = FQ[ρβ]− Prβ(0)FQ[ρβ|0]− Prβ(1)FQ[ρβ|1] , (3.2.6)
where the QFI is FQ[ρβ] = δ2/(2 + 2 cosh βδ). The outcomes probabilities are
Prβ(0) = w − λw cos θ tanh(βδ/2) , Prβ(1) = 1− Prβ(0) , (3.2.7)
and the QFI of the conditional states
FQ[ρβ|0] = δ
2(1− λ2) eβδ
(K+ + eβδK−)2
, FQ[ρβ|1] = δ
2[(1− w)2 − λ2w2] eβδ
[1− wK+ + eβδ(1− wK−)]2 , (3.2.8)
with K± := 1 ± λ cos θ. The ∆-disturbance is maximized by projective measurements
and minimized by uninformative measurements.
If the non-commutativity χ is fixed, the measurement that maximizes D(∆)(β) is
obtained for λ = 1 and w = 1/2, i.e. it is the projective POVM of Eq. (3.2.2). The
corresponding maximum is the QFI FQ(β). On the other hand, for given value of γ,
the maximally disturbing measurement is obtained for λ = 1 and θ = 0, i.e. it is the
semiclassical POVM of Eq. (3.2.4). The corresponding maximum is
max
M∈B
D(∆)(β)
∣∣∣
γ const.
=
β2
√
γ e2βδ
(1 + eβδ)2(1 + eβδ −√γ) . (3.2.9)
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Figure 3.3. Left: Range of the ∆-disturbance as a function of χ. Right: Range of the ∆-disturbance
as a function of γ. Both plots are obtained upon fixing β = δ = 1.
While for any given value of χ it is possible to find a zero-disturbance measurement,
measurements with purity γ > 1/2 must destroy information. The minimum achievable
information loss is attained by measurements having w = 1/2 and θ = 0 or pi, which
identifies a subfamily of semiclassical measurements of the form
Π0 =
1
2
1±√2γ − 1 0
0 1∓√2γ − 1
 , Π1 = I2 − Π0 , (3.2.10)
where the upper choice of sign corresponds to the case θ = 0 and the lower choice to
θ = pi. The corresponding minimum is
min
M∈B
D(∆)(β)
∣∣∣
γ>1/2 const.
= β
2 (2γ − 1) sech2(βδ/2)
4(γ + cosh βδ − γ cosh βδ) . (3.2.11)
D( )( )
FC( )
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 
 ( )
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Figure 3.4. Left: Information/disturbance trade-oﬀ region for D(∆)β . Right: Plot of κ(χ) (see Proposi-
tion 3.2.1) for diﬀerent values of the product βδ.
Next, we discuss the trade-oﬀ relation between the information FC(β) and the ∆-
disturbance D(∆)(β). The trade-oﬀ region is completely characterized by the following
proposition.
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Proposition 3.2.1. The trade-oﬀ region in the plane FC(β) vs D(∆)(β) is the triangle
of vertices (0, 0), (0,FQ(β)) and (FQ(β),FQ(β)). It can be foliated into one dimensional
curves by fixing the value of the non-commutativity parameter χ. In fact, for given value
of χ, the trade-oﬀ curves are line segments with endpoints (0, 0) and (κ(χ)FQ(β),FQ(β)),
where
κ(χ) = 2(1− χ
2)
2− χ2 + χ2 cosh(βδ) . (3.2.12)
Proof. See Ref. [59].
From Prop. 3.2.1, it follows that ∆-eﬃcient measurements line up on the curve κ(χ) =
1, which implies χ = 0. Thus, the family of ∆-eﬃcient measurements coincides with
the semiclassical family. This last statement can, in fact, be generalized to any finite-
dimensional thermometer.
Proposition 3.2.2. For a d-level thermometer, any semiclassical measurement is ∆-
eﬃcient.
Proof. Since D(∆)(β) ≥ FC(β) [57], it will be enough to prove that, in fact, for a semiclas-
sical measurement, equality holds. Let us consider a generic semiclassical measurement,
with sample space J and probability operators {Πj}j∈J . The statistical model is ρβ =
exp(−βH)/Zβ, with H ∈ Herd(C) the system’s Hamiltonian and Zβ := tr[exp(−βH)].
Its SLD is denoted by Lβ[ρβ]. If the outcome j is obtained, the post-measurement state
is ρβ|j = Πjρβ/Prβ(j), where Prβ(j) = tr(ρβΠj). It easy to check that the SLD of ρβ|j is
related to that of ρβ as follows,
Lβ[ρβ|j] = Lβ[ρβ]− ∂β log Prβ(j) Id . (3.2.13)
The average QFI of the post-measurement state evaluates to
⟨FQ[ρβ|x]⟩ =
∑
j∈J
{tr(ρβL2β[ρβ]Πj) +
∑
j∈J
Prβ(j)[∂β log Prβ(j)]2+
− 2∑
j∈J
[∂β log Prβ(j)] tr(Lβ[ρβ]ρβΠj)} .
(3.2.14)
The first summation on the RHS is equal to the QFI FQ[ρβ]; the second to the FI for
the measurement we are considering; the third is also equal to the FI (using the fact that
tr(Lβ[ρβ]ρβΠj) = ∂βPrβ(j)). It follows that the Fisher and the ∆-disturbance coincide,
which proves our claim.
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3.2.3 The F -disturbance
For a generic measurement M∈ B, the F -disturbance evaluates to
D(F )(β) = 1 + cos
2 θ + sin2 θ cosh(βδ)
2[1 + cosh(βδ)]
[
1− w
√
1− λ2 −
√
(1− w)2 − w2λ2
]
. (3.2.15)
The subset of B that maximizes D(F )(β) is made up of measurements that are simulta-
neously projective and non-classical. They have the following probability operators:
Π0 =
1
2
 1 e−iφ
eiφ 1
 , Π1 = I2 − Π0 . (3.2.16)
Moreover, the maximum F -disturbance is equal to 1/2. On the other hand, the F -
disturbance is minimized by uninformative measurements which, in fact, do not intro-
duce any disturbance. However, if one fixes the value of the non-commutativity χ, the
maximum F -disturbance is achieved by projective measurements. The corresponding
maximum is
max
M∈B
D(F )(β)
∣∣∣
χ const.
= 2− χ
2 + χ2 cosh(βδ)
2 + 2 cosh(βδ) . (3.2.17)
If instead the purity γ is kept fixed, the maximum disturbance is attained by measure-
ments that are simultaneously irreversible and non-classical. Explicitly, they have the
form:
Π0 =
√
γ
2
 1 e−iφ
eiφ 1
 , Π1 = I2 − Π0 . (3.2.18)
The corresponding disturbance is
max
M∈B
D(F )(β)
∣∣∣
γ const.
=
1−
√
1−√γ
2 . (3.2.19)
For γ > 1/2, there is also a non-trivial lower bound,
min
M∈B
D(F )(β)
∣∣∣
γ>1/2 const.
= 1−
√
2− 2γ
1 + cosh(βδ) , (3.2.20)
which is achieved by a subfamily of semiclassical measurements satisfying the condition
w = 1/2 (see Eq. (3.2.10)).
Finally, we study the trade-oﬀ relation between the Fisher information and the F -
disturbance. The trade-oﬀ region in the plane FC(β) vs D(F )(β) is qualitatively similar
to that for the ∆-disturbance. In particular, the F -eﬃcient measurements are still of the
semiclassical type. They are described by the conditions θ = 0, λ = λopt and w = wopt.
The latter two parameters can only be determined numerically, see the right panel of
Fig. 3.6. In the left panel, the upper curve corresponds to projective measurements.
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Figure 3.5. Left: Range of the F -disturbance as a function of χ. Right: Range of the F -disturbance
as a function of γ. Both plots are obtained upon fixing β = δ = 1.
They maximize the F -disturbance for given information. The corresponding maximum
is
max
M∈B
D(F )(β)
∣∣∣FC const. = β
2δ2
2β2δ2 −FC + FC cosh(2βδ) . (3.2.21)
D(F )  (M )
F (   , M )
D(F )( )
FC( )
(a)
F (   , M )C( )
(b)
Figure 3.6. Left: Trade-oﬀ region for the F -disturbance. The F -eﬃcient measurements (dashed) satisfy
θ = 0, λ = λopt and w = wopt. Right: Parameters λopt and wopt as a function of FC(β).
3.2.4 The τ-disturbance
In general, the post-measurement state of the thermometer is an out-of-equilibrium state
and thus cannot be assigned a temperature in the conventional sense. However, the
spectral temperature of Eq. (3.1.7) is defined for any state, it coincides with the standard
temperature if evaluated on thermal states, and it shares many of its thermodynamical
properties [58]. Thus, a natural disturbance quantifier is the average spectral temperature
variation, i.e. the τ -disturbance. For a qubit thermometer, it evaluates to
D(τ)(β) = Prβ(0)
∣∣∣β − τ(ρβ|0)∣∣∣+ Prβ(1) ∣∣∣β − τ(ρβ|1)∣∣∣ . (3.2.22)
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The spectral temperatures of the two conditional states are
τ(ρβ|0) =
1
δ
log
[
2(1− Λ+Λ−) + eβδΛθ−
2(1− Λ+Λ−) eβδ + Λθ+
]
,
τ(ρβ|1) =
1
δ
log
[
2(1− w −W+W−) + eβδW θ+
2(1− w −W+W−) eβδ +W θ−
]
,
(3.2.23)
where we defined:
Λ± :=
√
1± λ , Λθ± :=
[
Λ± (cot θ + csc θ) + Λ∓ tan(θ/2)
]2
,
W± :=
√
1− w ± λw , W θ± :=
[
W± (cot θ + csc θ) +W∓ tan(θ/2)
]2
.
We now study the range of D(τ)(β) as a function of the non-commutativity χ and the
purity γ. For given value of χ, the maximally disturbing measurements are the projective
measurements. The corresponding maximum is
max
M∈B
D(τ)(β)
∣∣∣
χ const.
= β2
(
H−H˜− +H+H˜+
)
(3.2.24)
where
H± :=
∣∣∣∣∣1± 1βδ log 1−
√
1− χ2
1 +
√
1− χ2
∣∣∣∣∣ , H˜± :=
(
1±
√
1− χ2 tanh βδ2
)
. (3.2.25)
For given γ, instead, there is no finite upper-bound. For γ > 1/2, there is however a
non-trivial lower bound, corresponding to measurements with coordinates w = 1/2 and
θ = pi/2, or explicitly,
Π0 =
1
2
 1 −√2γ − 1 e−iφ
−√2γ − 1 eiφ 1
 , Π1 = I2 − Π0 . (3.2.26)
The corresponding disturbance is
min
M∈B
D(τ)(β)
∣∣∣
γ>1/2 const.
= 12δ
∣∣∣∣∣βδ − log L+L−
∣∣∣∣∣ , L± := 1±√2− 2γ tanh
(
βδ
2
)
.
(3.2.27)
We conclude this section with a study of the information/disturbance trade-oﬀ re-
gion. First of all, the region is unbounded from above. That is, for any given value of
the extracted information FC(β), there always exists a measurement for which D(τ)(β)
diverges. It can be explicitly constructed as follows. Take a measurement which is irre-
versible, semiclassical and whose w coordinate satisfies
w = (1 + e
βδ)3FC(β)
2[(1 + eβδ)2FC(β) + β2δ2 e2βδ] . (3.2.28)
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Figure 3.7. Left: Range of the τ -disturbance as a function of χ. Right: Range of the τ -disturbance as
a function of γ. Both regions are unbounded.
It is easy to check that the corresponding information is FC(β), while the τ -disturbance
diverges (since the probability Prβ(0) vanishes). In contrast, there is a non-trivial lower
curve which, in fact, corresponds to τ -eﬃcient measurements. They form a subfamily of
the semiclassical measurements, with θ = 0 and parameters λopt and wopt that must be
determined numerically (see Fig. 3.8).
D( )  (M )
F (   , M )
D( )( )
FC( )
(a)
F (   , M )C( )
(b)
Figure 3.8. Left: Trade-oﬀ region for the τ -disturbance. Right: Behavior of the optimal parameters
λopt and wopt for τ -eﬃcient measurements.
3.2.5 The pi-disturbance
The disturbance quantifier D(pi)(β) has a strong geometrical interpretation. In general, a
measurement forces the state of the system out of the thermal manifold S := {ρβ}β∈R+ .
One can however project it back onto the manifold S by means of the I-projection defined
in Eq. (3.1.9). On the thermal manifold, a natural way to quantify the distance between
two states is given by the quantum relative entropy:
SQ(ρη||ρβ) = tr(ρη log ρη)− tr(ρη log ρβ) = (β − η)⟨H⟩η + log (Zβ/Zη) . (3.2.29)
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The pi-disturbance is, in fact, the average quantum relative entropy between the pre-
measurement state and the projected post-measurement state. Even for qubits, compu-
tation of D(pi)(β) must, in general, be performed numerically.
Here, we summarize the main features of the behavior of D(pi)(β) as a function of the
relevant parameters. For fixed value of the non-commutativity χ, the measurements that
maximize D(pi)(β) are the projective ones. The corresponding disturbance is
max
M∈B
D(pi)(β)
∣∣∣
χ const.
= 12
[
P θ−P+ + P θ+P−
]
, (3.2.30)
where
P± := log(1 + e±βδ) , P θ± := 1± cos θ tanh
(
βδ
2
)
. (3.2.31)
Instead, for fixed value of γ, the measurements that maximize D(pi)(β) are a subset of
the irreversible ones, with conical coordinates λ = 1 and θ = θopt (to be determined
numerically). Let us remark that, in contrast to the three disturbance quantifiers previ-
ously studied, there is no non-trivial lower bound for γ > 1/2. In fact, a non-classical
measurement scheme (i.e. θ = pi/2) always introduces a vanishing disturbance, but at the
same time does not extract any useful information (see Eq. (3.2.1)). Finally, pi-eﬃcient
measurements make up a subset of the semiclassical measurements. They have conical
coordinates θ = 0, λ = λopt and w = wopt; the latter two parameters must be determined
numerically (see Fig. 3.10).
D( )( )
(a)
D( )( )
(b)
Figure 3.9. Left: Range of the pi-disturbance as a function of χ. Right: Range of the pi-disturbance
as a function of γ. Dots represent the performance of randomly generated POVMs with
parameters (w, λ, θ) chosen uniformly.
3.3 Conclusions
In this chapter, we have studied the trade-oﬀ relation between information and distur-
bance in the setting of qubit thermometry. Four diﬀerent disturbance quantifiers have
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Figure 3.10. Left: Information/disturbance trade-oﬀ region for D(pi)β . Dots correspond to the perfor-
mances of random measurements, whose POVMs have been generated with uniformly
randomized parameters (λ, θ, w). Right: Behavior of the optimal parameters λopt and
wopt for pi-eﬃcient measurements.
been employed, which capture diﬀerent aspects of the disturbance introduced by quan-
tum measurements. For instance, the ∆-disturbance focuses on the information that
cannot be retrieved by future measurements. The F -disturbance is based on the Hilbert
space distance between the pre- and post-measurement states. The τ -disturbance has
thermodynamical origins. The pi-disturbance emphasizes the notion of statistical distin-
guishability between states before and after a measurement.
Despite their diﬀerences, some general features emerge from our analysis that appear
to hold irrespective of how the disturbance is quantified. For example: for fixed value
of non-commutativity, the measurements maximizing the disturbance are the projective
ones; for fixed value of the purity, they are the irreversible ones; the eﬃcient measurements
are always of the semiclassical type. In particular, commutativity with the statistical
model appears to be a necessary, but not suﬃcient condition for eﬃciency. It is both
necessary and suﬃcient, however, in the case of the ∆-disturbance.
These commonalities suggest, on the one hand, that all four disturbance quantifiers
are meaningful in their own and, on the other, that some of our conclusions may hold
more generally, beyond the specifics of the model adopted here (e.g. for higher dimensional
thermometers).
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Estimation of continuous-time
quantum walks Hamiltonians on
classical graphs
In this chapter, we study the problem of reconstructing the Hamiltonian of a quantum
walker evolving continuously in time on a graph, focusing in particular on the interplay
between the maximum achievable precision and the graph’s topology. After setting up
the problem in Sect. 4.1 and Sect. 4.2, we investigate the ultimate limits to precision in
Sect. 4.3, while Sect. 4.4 analyzes the performance of a few realistic estimation strategies.
4.1 Introduction
The Hilbert space of a quantum system at low energies can often be truncated so that
only a finite number of states is suﬃcient to describe its eﬀective dynamics. In all such
cases, the system can be considered as completely equivalent to a quantum particle that
evolves continuously in time by transitioning between diﬀerent nodes, or vertices, of a
graph G. Each node of G is labeled by an integer j (with j ∈ {1, . . . , n}) and is in
one-to-one correspondence with a state |j⟩ of the original system. If HG denotes the
system’s Hamiltonian, any two vertices of G are connected by an edge whenever the
transition amplitude ⟨i|HG|j⟩ between the corresponding states is nonzero. One may
therefore write HG as
HG = −
∑
(i,j)∈E
γij(|i⟩ ⟨j|+ |j⟩ ⟨i|) +
∑
j∈V
ϵj |j⟩ ⟨j| , (4.1.1)
where E is the set of edges and V the set of vertices of G. Denoting by |ψ0⟩ the initial
state at time t = 0, time evolution implies |ψ0⟩ → |ψt⟩ = exp(−itHG) |ψ0⟩. The system
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is said to perform a continuous-time quantum walk on the graph G. The orthonormal
states {|j⟩} are usually referred to as the position eigenstates of the walker.
Any quantum walk Hamiltonian of the form (4.1.1) can be simulated on a quantum
computer of n qubits. Let the computational basis vectors be denoted by |χ1χ2 . . . χn⟩ :=
|χ1⟩ ⊗ |χ2⟩ ⊗ · · · ⊗ |χn⟩, where χi ∈ {↑, ↓}. Let the Hamiltonian HQ be
HQ = −
∑
(i,j)∈E
γij(σ(−)i ⊗ σ(+)j + σ(+)i ⊗ σ(−)j ) +
∑
j∈V
ϵj(1 + σ(z)j ) , (4.1.2)
where σ(−) := |↓⟩ ⟨↑|, σ(+) := |↑⟩ ⟨↓| and σ(z) := |↑⟩ ⟨↑|− |↓⟩ ⟨↑|. Each vertex state |j⟩ can
be encoded as a single-excitation state made up of one qubit in the up state |↑⟩ and all
the remaining qubits in the down state |↓⟩, i.e. |j⟩ = |↓⟩⊗j−1 ⊗ |↑⟩ ⊗ |↓⟩⊗n−j . Notice that
the Hamiltonian HQ commutes with the total excitation number. Therefore, if the initial
state is a single-excitation state, the system remains at all times in the single-excitation
subspace. The restriction of the Hamiltonian HQ to this subspace gives precisely the
quantum walk Hamiltonian HG of Eq. (4.1.1).
With the emergence of intermediate-scale quantum computers [60], quantum walks
promise to be available in the near future for applications to quantum algorithms and
quantum simulations. For instance, it is well known [61] that one-dimensional quantum
walks have superior transport properties compared with classical random walks, which
makes them extremely powerful for several algorithmic tasks [62]. Quantum walks may
even be crucial to explain the coherent energy transport in photosynthetic complexes [63].
In this regard, characterization of the architecture on which the quantum walk takes place
is a relevant problem. Full knowledge of the quantum walk Hamiltonian is in fact required
to achieve complete quantum control of the system. In this chapter, we investigate the
topic for several remarkable families of classical graphs. Some of the questions we aim
to answer are: how precisely can the Hamiltonian be estimated via a suitable quantum
measurement on the walker? How does the best achievable performance vary as a function
of the topology of the underlying graph? How does it scale with the number of nodes? Is
it possible to retrieve information on HG by monitoring only a subset of nodes, or even
a single node?
In the following, unless otherwise states, we will make the conventional choice that
each on-site energy ϵj is proportional to the vertex degree dj and that all transition
amplitudes γij are equal among themselves. That is, HG can be written as
HG = −γ
∑
(i,j)∈E
(|i⟩ ⟨j|+ |j⟩ ⟨i|) + ϵ∑
j∈V
dj |j⟩ ⟨j| . (4.1.3)
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In matrix notation, with respect to the position eigenbasis:
(HG)ij =

ϵdi if i = j
−γ if (i, j) ∈ E
0 otherwise
, (4.1.4)
with ϵ, γ ∈ R+. Since both ϵ and γ appear linearly in the Hamiltonian, one may set e.g. ϵ
to 1 and measure γ in units of ϵ. The coupling γ is then the only relevant parameter to
be estimated.
Let us remark that our model is slightly more general than the one often employed
in the quantum walk literature [64], which conventionally also assumes that γ = ϵ. In
particular, if γ = ϵ = 1, the Hamiltonian HG reduces to the Laplacian matrix L = D−A,
where D is the diagonal degree matrix and A the adjacency matrix of G. Notice however
that, in a physical architecture, the coupling strength γ and the on-site energy ϵ can in
general be tuned independently from one another by the experimentalist.
The rest of the chapter is organized as follows. In Sect. 4.2, we introduce several
families of graphs and discuss their corresponding quantum walk dynamics by solving for
the eigenvalues and eigenvectors of the associated Hamiltonians. In Section 4.3, we quan-
tify the best precision achievable by any protocol aimed at estimating HG via arbitrary
quantum measurements on the walker. Section 4.4 discusses a few specific measurements
and analyzes their performance. Finally, in section 4.5 we draw our conclusions.
4.2 Quantum walks on special graph families
Let the energy eigenstates of HG be denoted by |ξj⟩, with j ∈ {0, . . . , n − 1}. At time
t = 0, the system is prepared in an initial state |ψ0⟩ = ∑n−1j=0 αj |ξj⟩. After a time t, the
state of the system is |ψt⟩ = ∑n−1j=0 αje−iξjt |ξj⟩, which gives a complete description of any
quantum walk on G. In this section, we compute the eigenvalues and eigenvectors of HG
for several remarkable graph families:
(G1) A circulant graph On is a simple graph having the following property: there exists
a relabelling of its vertices which is 1) an isomorphism (i.e., any two vertices of the
resulting graph are connected by an edge if and only if their pre-images are also
connected) and 2) is a cyclic permutation of the vertices (the relabelling permutes
a subset of the vertices in a cyclic fashion, while leaving fixed the remaining ones).
Visually, a circulant graph can always be drawn in such a way that its n vertices
are the corners of a regular n-gon and every rotational symmetry of the n-gon is
also a symmetry of the drawing. The family of circulant graphs contains some
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familiar examples (cycle graphs, complete graphs), as well as more exotic ones
(cocktail-party graphs, Andra´sfai graphs, antiprism graph, Paley graphs of prime
order, Mo¨bius ladders).
The adjacency matrix of a circulant graph is a circulant matrix, i.e. each row is
obtained by shifting the preceding one to the right. Circulant matrices are well
studied in the mathematical literature [65] and, in particular, the analytical form
of their eigenvalues and eigenvectors is known. Based on this fact, we will relax our
previous assumption that all couplings are taken to be equal. Instead, we will allow
the couplings γij to be diﬀerent, but with the constraint that they can be a function
only of |i− j| mod(n). For instance, γ12 = γ21 = γ23 = γ32 but, in principle, γ12 is
not equal to γ13 (they are distinct parameters). It follows that HOn is a circulant
matrix, which may be written as
HOn =

dϵ −γ1 −γ2 . . . −γn−1
−γn−1 dϵ −γ1 . . . −γn−2
−γn−2 −γn−1 dϵ . . . −γn−3
... ... ... . . . ...
−γ1 −γ2 −γ3 . . . dϵ

, (4.2.1)
where d is the degree of each vertex and γj = γn−j, j ∈ {1, . . . , n− 1}. Notice that
there are a total of ⌊n/2⌋ independent couplings. Its eigenvalues are
ξj = dϵ−
n−1∑
k=1
γk e
2piijk
n , j ∈ {0, . . . , n− 1} . (4.2.2)
With the help of the relation γj = γn−j, one may rewrite the previous equation as
ξj =

dϵ− 2γ1 cos
(
2pij
n
)
− · · · − 2γ(n−2)/2 cos
(
(n−2)pij
n
)
− γn/2 cos (pij) (n even)
dϵ− 2γ1 cos
(
2pij
n
)
− · · · − 2γ(n−1)/2 cos
(
(n−1)pij
n
)
(n odd)
.
The spectrum is doubly degenerate, i.e. ξj = ξn−j. The corresponding eigenvectors
are
|ξj⟩ = 1√
n
n∑
k=1
e
2piij(k−1)
n |k⟩ . (4.2.3)
Two special cases of circulant graphs are complete graphs and cycle graphs.
(G1.1) A complete graph Kn is a graph where each vertex is adjacent to any other
vertex. It has n vertices, n(n− 1)/2 edges and it is regular with degree n− 1.
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For complete graphs, we will return to assuming that all couplings are equal
to the same constant γ. Explicitly, the associated quantum walk Hamiltonian
can be written as
HKn =

(n− 1)ϵ −γ −γ . . . −γ
−γ (n− 1)ϵ −γ . . . −γ
−γ −γ (n− 1)ϵ . . . −γ
... ... ... . . . ...
−γ −γ −γ . . . (n− 1)ϵ

. (4.2.4)
Making use of Eq. (4.2.2) and the identity ∑n−1k=0 exp(2pijk/n) = 0, the eigen-
values ξj of HKn can be written more compactly as
ξj =
(n− 1)(ϵ− γ) if j = 0(n− 1)ϵ+ γ if j ̸= 0 . (4.2.5)
The least eigenvalue is ξ0, whereas the remaining eigenvalues are all degenerate.
The corresponding eigenvectors are the same as in Eq. (4.2.3).
(G1.2) A cycle graph Cn is a chain of n vertices (and as many edges). It is circulant
and regular with degree 2.
The corresponding quantum walk Hamiltonian HCn is
HCn =

2ϵ −γ 0 . . . −γ
−γ 2ϵ −γ . . . 0
0 −γ 2ϵ . . . 0
... ... ... . . . ...
−γ 0 0 . . . 2ϵ

. (4.2.6)
In the following, we will focus on the special case of a cycle graph with an
even number of vertices (without loss of generality). Specializing some of the
above formulas, one finds in particular that the least eigenvalue of HCn is
given by ξ0 = 2(ϵ− γ), while the largest is ξn/2 = 2(ϵ+ γ), with corresponding
eigenvectors
|ξ0⟩ = 1√
n
(1, 1 . . . , 1, 1)t and |ξn/2⟩ = 1√
n
(1,−1 . . . , 1,−1)t . (4.2.7)
(G2) A hypercube graph Qd is the regular graph formed from the vertices and edges of
the d-dimensional hypercube. It has n = 2d vertices and d · 2d−1 edges; besides,
each vertex has the same degree d. It can also be thought of as the d-fold Cartesian
product of the complete graph K2.
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Figure 4.1. Families of graphs considered in the main text, with a conventional choice of labelling: (a)
circulant graph, (b) complete graph, (c) cycle graph, (d) hypercube graph, (e) complete
bipartite graph, (f) star graph.
The corresponding Hamiltonian matrix is HQd = dϵ I2d − γA(d), where A(d) is the
adjacency matrix of Qd, which is defined recursively via the relation
A(1) =
0 1
1 0
 , A(d) =
A(d−1) I2d−1
I2d−1 A(d−1)
 . (4.2.8)
The eigenvectors of HQd are denoted by |ξ(κj)j ⟩, j ∈ {0, . . . , d}, where κj is a degen-
eracy index ranging from 1 to [d, j] := d!/j!(d− j)!. The corresponding eigenvalues
are
ξj = dϵ− γ(d− 2j) . (4.2.9)
The eigenvectors |ξ(κj)j ⟩ coincide with the columns of a sequence of matrices Fd,
indexed by the dimension d of the hypercube and defined recursively as follows:
F1 =
1√
2
1 1
1 −1
 , Fd = 1√2
Fd−1 Fd−1
Fd−1 −Fd−1
 . (4.2.10)
By construction, each Fd is a Hadamard matrix. In particular, the ground state
|ξ0⟩ and the highest excited state |ξd⟩ can be written as
|ξ0⟩ = 12d/2
1
1
⊗ d , |ξd⟩ = 12d/2
 1
−1
⊗ d . (4.2.11)
Notice that they are non-degenerate, i.e. κ0 = κd = 1, so we omit the degeneracy
label.
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(G3) A complete bipartite graph Kp,q is such that its vertex set V can be split into two
subsets, with the following property: all vertex of the first set are adjacent to every
other vertex of the second, but no two vertices in either sets are adjacent among
themselves. It has n = p+q vertices, with {1, . . . , p} and {p+1, . . . , p+q} denoting
the two partitions. A special case of a complete bipartite graph is the star graph
Sn = K1,n−1, corresponding to setting p = 1 and q = n− 1.
The corresponding Hamiltonian HKp,q takes the following block form:
HKp,q =
 qϵ Ip −γJp×q
−γJq×p pϵ Iq
 , (4.2.12)
where Ip is the p × p identity matrix and Jp×q is the p × q matrix made up of all
ones. A natural ansatz for an eigenvector |ξ⟩ of HKp,q is in the form |ξ⟩ = (x, y)t,
where x is a p-vector and y a q-vector. The eigenvalue equation HKp,q |ξ⟩ = ξ · |ξ⟩
implies the linear system of constraints(qϵ− ξ)x = γJp×q y(pϵ− ξ)y = γJq×p x . (4.2.13)
Multiplying by Jq×p the first of the previous equations, and using the fact that
Jq×p Jp×q = pJq×q, one obtains
Jq×q y =
(qϵ− ξ)(pϵ− ξ)
γ2p
y , (4.2.14)
which implies that y is an eigenvector of Jq×q. Similarly, applying Jp×q to the
second equation of (4.2.13), one gets
Jp×p x =
(qϵ− ξ)(pϵ− ξ)
γ2q
x , (4.2.15)
so x is an eigenvector of Jp×p.
Let us recall that the spectrum of Jp×p is made up of the eigenvalue 0 (with mul-
tiplicity p − 1 and corresponding eigenspace spanned by all p-vectors whose com-
ponents sum to zero) and the eigenvalue p (with multiplicity 1 and corresponding
eigenvector 1p, the p-vector made up of ones). Eqs. (4.2.14) and (4.2.15) thus imply
that the only possible values for ξ are spec(HG) = {ξ1, ξ2, ξ+, ξ−}, where ξ1 := qϵ,
ξ2 := pϵ and ξ± are the roots of the equation (qϵ− ξ±)(pϵ− ξ±) = qp γ2, i.e.
ξ± =
(p+ q)ϵ±
√
∆p,q
2 , with ∆p,q
:= (p− q)2ϵ2 + 4qp γ2 . (4.2.16)
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Notice that the lowest eigenvalue is ξ−, the highest is ξ+, while ξ1 and ξ2 are always
in between.
The corresponding eigenvectors can be found as follows. For the eigenvalue ξ1, one
finds that y must vanish and that x ∈ kerJp×p, whereas for ξ2, x must vanish and
y ∈ kerJq×q. Introducing two orthonormal basis a(κ) and b(κ′), for kerJp×p and
kerJq×q respectively,
|ξ(κ)1 ⟩ = (a(κ),0q)t , |ξ(κ
′)
2 ⟩ = (0p, b(κ
′))t , (4.2.17)
where κ ∈ {1, . . . , p−1} and κ′ ∈ {1, . . . , q−1}. For the remaining two eigenvalues
ξ±, after substituting into the eigenvalue equation, one finally finds
|ξ±⟩ = η±
pϵ−ξ±γp 1p
1q
 , with η± :=
[
q
(
1 + pϵ− ξ±
qϵ− ξ±
)]−1/2
. (4.2.18)
Since Eqs. (4.2.17) and (4.2.18) already define a set of p+ q orthonormal eigenvec-
tors, there are no additional eigenvectors.
4.3 Ultimate quantum limits to precision
The problem we are going to consider is to reconstruct the Hamiltonian HG of a quantum
walker on a graph G via repeated quantum measurements. In a parameter estimation
framework, the best achievable precision is expressed by the quantum Fisher information.
In the following, we compute it for the families of graphs introduced in the previous
section. In particular, we study how the QFI scales with the number of vertices n and
the interrogation time t, and maximize it over the initial preparation |ψ0⟩.
(G1) A circulant graph On, with Hamiltonian HOn of the same form as in Eq. (4.2.1), has
n eigenvectors |ξj⟩, which are given explicitly in Eq. (4.2.3). For the corresponding
eigenvalues ξj, see Eq. (4.2.2). There are a total ofm := ⌊n/2⌋ unknown parameters
γ1, . . . , γm.
We assume that the experimenter can prepare arbitrary superpositions of the walker’s
energy eigenstates. Therefore, at time t = 0, the initial state of the walker has the
form |ψ0⟩ = ∑n−1j=0 αj |ξj⟩, where the weights αj are arbitrary except for the con-
straint ∑n−1j=0 |αj|2 = 1. The QFI metric is obtained via a standard computation.
At the generic time t, it can be written compactly as:
[FQ(γ1, . . . , γm)]kl = 16t2Cov [cos(2pikX/n), cos(2pilX/n)] , (4.3.1)
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where X is a random variable, taking values j ∈ {0, . . . , n − 1}, with probabilities
Pr(j) = |αj|2.
Let us now focus on just one coupling constant, e.g. γk. The corresponding QFI
is [FQ(γ1, . . . , γm)]kk = 16t2Var [cos(2pikX/n)]. We now make use of Popoviciu’s
inequality, see Eq. (1.4.44). The maximum value of cos(2pikX/n) is 1, obtained
e.g. for X = 0 (or any other value φk such that kφk = 0 (mod n)). To find the
minimum value, first define ϑk as follows
ϑk := arg min
θ∈{0,1,...,n−1}
kθ −
⌊
n
2
⌋
(mod n) . (4.3.2)
The minimum value of cos(2pikX/n) is cos(2pikϑk/n), obtained for X = ϑk. Thus,
the following inequality holds
[FQ(γ1, . . . , γm)]kk ≤ 4t2[1− cos(2pikϑk/n)]2 . (4.3.3)
It is saturated when the initial state is a balanced superposition of |ξ0⟩ and |ξϑk⟩,
which is thus the optimal preparation. Let us remark that the optimal QFI with
respect to the parameter γk is independent of the number of vertices n.
We now consider in detail the special cases of a complete graph Kn and of a cycle
graph Cn:
(G1.1) For a complete graph Kn, there is only one independent parameter, γ. The
initial preparation is |ψ0⟩ = ∑n−1j=0 αj |ξj⟩, where |ξ0⟩ is the ground state and the
other eigenstates form a degenerate subspace (the corresponding eigenvalues
are given in Eq. (4.2.5)). The QFI evaluates to
FQ(γ) = 4t2n2 |α0|2 (1− |α0|2) . (4.3.4)
Maximizing over the initial preparation, one has that FQ(γ) ≤ n2t2, which is
saturated when |ψ0⟩ is equally distributed between the ground state and the
excited energy subspace.
The QFI scales quadratically with the number of vertices n. The diﬀerent
scaling compared with the case of a general circulant graph On is explained
by the fact that all couplings are known from the start to be equal among
themselves.
(G1.2) For a cycle graph Cn, all couplings are zero except for γ1 = γn−1 := γ. The
QFI can be found by specializing the general formula, Eq. (4.3.1), valid for any
circulant graph On. In particular, Eq. (4.3.2) can be solved explicitly, which
gives ϑ = ⌊n/2⌋. The QFI, optimized over the initial preparation, is equal to
16t2 if n is even and 4t2[1 + cos(pi/n)]2 if n is odd.
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(G2) An hypercube graph Qd has eigenvalues ξj, where j ∈ {0, . . . , d}, see Eq. (4.2.9).
Each eigenvalue ξj has multiplicity [d, j] := d!/j!(d− j)!. The corresponding eigen-
states |ξ(κj)j ⟩, with κj ∈ {1, . . . , [d, j]}, are constructed recursively for any d by
means of Eq. (4.2.10). The most general initial preparation is
|ψ0⟩ =
d∑
j=0
[d,j]∑
κj=1
α
(κj)
j |ξ(κj)j ⟩ , with
d∑
j=0
[d,j]∑
κj=1
|α(κj)j |2 = 1 . (4.3.5)
For future convenience, let us denote by pξj :=
∑[d,j]
κj=1 |α(κj)j |2 the total probability
that an energy measurement returns the outcome ξj. After a standard computation,
the QFI at time t can be written as
FQ(γ) = 4t2Var(d− 2X) , (4.3.6)
where X is a random variable such that Pr(j) = pξj , for j ∈ {0, . . . , d}. Since
the maximum value of d − 2X is d (when X = 0) and the minimum value is −d
(when X = d), one has that FQ(γ) ≤ 4t2d2 by Popoviciu’s inequality. The optimal
QFI thus equals 4t2d2, which scales quadratically with the dimension d and the
interrogation time t. The optimal preparation is a balanced superposition of the
ground state |ξ0⟩ and the maximally excited state |ξd⟩ (see Eq. (4.2.11)).
(G3) A complete bipartite graph Kp,q has n = p + q eigenvectors, of which only two,
|ξ±⟩ given in Eq. (4.2.18), depend on the parameter γ. All other eigenvectors,
as well as their eigenvalues, are independent of γ and no estimation strategy can
fruitfully make use of them. As a consequence, the initial preparation is taken to
be a superposition of |ξ±⟩ only, e.g. |ψ0⟩ = α− |ξ−⟩ + α+ |ξ+⟩. The corresponding
QFI at the generic time t evaluates to
FQ(γ) =
4
(
fp,q − 4g2p,q
)
∆2 , (4.3.7)
where
fp,q = pq[16p2q2γ4t2 + (p− q)2(1 + 4pqγ2t2)ϵ2] , (4.3.8)
gp,q = (|α−|2 − |α+|2) pqγt
√
∆p,q + ℑ
(
eit
√
∆p,q α¯+α−
)
(p− q)√pq ϵ . (4.3.9)
The optimal initial preparation is such that gp,q vanishes, which is obtained when
|α−| = |α+|, with a relative phase arg(α+/α−) = t
√
∆p,q. The maximum QFI
is therefore equal to 4fp,q/∆2p,q. For fixed number of vertices n, one may further
optimize over the cardinality of each bipartition p and q. The maximum is reached
for p = ⌊n/2⌋, with corresponding scaling ∼ n2t2, quadratic both in the number of
vertices and the interrogation time.
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We study in some detail the special case of a star graph Sn. The maximum QFI is
obtained via the substitutions p = 1 and q = n− 1,
max
|ψ0⟩
FQ(γ) = 4(n− 1)[16(n− 1)
2 γ4t2 + (n− 2)2[1 + 4(n− 1)γ2t2]ϵ2]
[(n− 2)2 ϵ2 + 4(n− 1)γ2]2 . (4.3.10)
It depends on n but does not grow indefinitely with the size of the graph. When
n→∞, it saturates instead to a constant value. Therefore, an optimal number of
nodes nopt may exist. We solve for nopt in the two opposite regimes of small and
long times. For small times γt≪ 1,
max
|ψ0⟩
FQ(γ) ∼ 4(n− 1)(n− 2)
2 ϵ2
[(n− 2)2 ϵ2 + 4(n− 1)γ2]2 , (4.3.11)
which is maximized by
nopt ∼
2[1 + ϵ2/γ2 +
√
1 + ϵ2/γ2]
ϵ2/γ2
. (4.3.12)
For large times γt≫ 1,
max
|ψ0⟩
FQ(γ) ∼ 16γ
2t2(n− 1)[4(n− 1)2γ2 + (n− 2)2(n− 1)ϵ2]
[(n− 2)2 ϵ2 + 4(n− 1)γ2]2 . (4.3.13)
If ϵ2/γ2 ≤ 2, then there is no optimal value of n (the optimal value is n = ∞).
Instead, if ϵ2/γ2 > 2, the optimal value of n is
nopt ∼ 2(ϵ
2/γ2 − 1)
(ϵ2/γ2 − 2) . (4.3.14)
Adding new vertices above nopt will lower the maximum achievable precision.
4.4 Performance of a few selected measurements
Because the quantum Crame´r-Rao inequality is tight, there always exists a quantum
measurement whose FI is equal to the QFI computed in the previous section. However,
the optimal Braunstein-Caves measurement may be quite exotic, or even depend on the
true value of the parameter, so that it is not necessarily available to the experimentalist.
In this section, we investigate the performance of a few specific measurements and discuss
their eﬃciency with respect to the QFI upper bound.
One observable on the Hilbert space of the walker which has a clear-cut interpretation
is its position. By definition, a position measurement corresponds to a projection onto the
walker’s position eigenstates, i.e. the position operator is xˆ = ∑ni=1 i |i⟩ ⟨i|. It is also useful
to introduce incomplete position measurements. They correspond to coarse-grainings of
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a position measurement. Explicitly, the probability operators of an incomplete position
measurement of size m are the m rank-1 projectors onto m given position eigenstates
(plus the projector onto the orthogonal complement of the subspace spanned by them).
Incomplete measurements model a situation where one has experimental access only to
a subset of nodes.
In the following, we analyze the performance of position measurements in the estima-
tion of γ for diﬀerent graph families, assuming that the initial preparation coincides with
the optimal one maximizing the QFI.
(G1) We consider two particular examples of circulant graphs: an arbitrary complete
graph Kn and a cycle graph Cn with n an even integer.
(G1.1) As shown in the previous section, for a complete graph Kn the optimal prepa-
ration is a balanced superposition of the ground state |ξ0⟩ and of any of the
excited states, e.g. |ξ1⟩. We thus assume that the state of the walker at time
t = 0 is ∑nj=0 αj |ξj⟩ with α0 = α1 = 1/√2 and all other αj set to zero. After
a time t, an incomplete position measurement of size m is performed. By def-
inition, its probability operators are the projectors |j⟩ ⟨j|, for j ∈ {1, . . . ,m}
(plus the projector onto their orthogonal complement In −∑mj=0 |j⟩ ⟨j|). The
corresponding Fisher information is denoted by F (m)C (γ). The eﬃciency is de-
fined as the ratio of the FI to the QFI, optimized over the interrogation time
t, i.e. η(m) := max
t
F (m)C (γ)/FQ(γ).
The Fisher information F (m)C (γ) can be written as
F (m)C (γ) =
m∑
j=1
(∂γpj)2
pj
+ (∂γ p¯)
2
p¯
, (4.4.1)
where pj is the probability of detecting the walker at node j, i.e.
pj = |⟨j|ψt⟩|2 = 2
n
cos2
[
γnt
2 −
pi(j − 1)
n
]
(4.4.2)
and p¯ := 1 − ∑mj=1 pj is the probability that the walker is measured outside
the subset of the graph under control by the experimenter. It is possible to
rewrite p¯ as follows,
p¯ = n−m
n
− 1
n
cos
[
γnt− (m− 1)pi
n
] sin (pim
n
)
sin
(
pi
n
) , (4.4.3)
which can be proved by first transforming cos2(x/2) = (1 + cos x)/2 and then
simplifying the sum over the cosine terms via the geometric series identity
m−1∑
j=0
ei(x−
2pij
n ) = eix
1− e− 2piimn
1− e− 2piin
 . (4.4.4)
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The final result for F (m)C (γ) is
F (m)C (γ) = mnt2 − nt2 cos
[
γnt− (m− 1)pi
n
] sin (pim
n
)
sin
(
pi
n
)
+
t2 sin2
[
γnt− (m−1)pi
n
] sin2(pimn )
sin2(pin)
n−m
n
− 1
n
cos
[
γnt− (m−1)pi
n
] sin(pimn )
sin(pin)
.
(4.4.5)
For instance, if m = 1:
F (1)C (γ) =
2 sin2
(
γnt
2
)
n− 2 cos2
(
γnt
2
)n2t2 . (4.4.6)
The corresponding eﬃciency is η(1) = 2
n
: a local measurement can at most
extract a fraction 2/n of the maximum available information. Vice versa,
for a complete position measurement, i.e. m = n, one finds from Eq. (4.4.5)
that F (n)C (γ) = n2t2, which is also equal to the QFI: a complete position
measurement is optimal.
For a generic incomplete measurement with 1 < m < n,
η(m) = m
n
+ 1
n
sin
(
pim
n
)
sin
(
pi
n
) . (4.4.7)
Using the inequality sin(mpi/n) ≤ m sin(pi/n), the eﬃciency η(m) is at most
2m/n, i.e. twice the fraction of nodes that can be individually addressed. In
particular, the upper bound η(m) ∼ 2m/n is reached when n≫ m and n≫ 1.
(G1.2) For a cycle graph Cn, with n an even integer (the case n odd can be dealt
with in a totally analogous way), the optimal preparation is a balanced su-
perposition of the ground state |ξ0⟩ and highest excited state |ξn/2⟩, where
ξ0 = 2(ϵ− γ), ξn/2 = 2(ϵ+ γ), and the corresponding eigenvectors are defined
in Eq. (4.2.7). The state of the walker at time t is
|ψt⟩ = 1√2e
−iξ0t |ξ0⟩+ 1√2e
−iξn/2t |ξn/2⟩ = 1√2n e
−2i(ϵ−γ)t

1 + e−4iγt
1− e−4iγt
...
1 + e−4iγt
1− e−4iγt

.
(4.4.8)
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The probability pj of measuring the walker at node j is
pj =
1
n
[1 + (−1)j+1 cos(4γt)] =

2
n
cos2(2γt) := pO if j is odd
2
n
sin2(2γt) := pE if j is even
.
(4.4.9)
We study the performance of an incomplete position measurement over a sub-
set of the graphs’s nodes, of which nO have an odd label and nE an even label.
Introducing the notation βO := 2nO/n and βE := 2nE/n for, respectively,
the fractions of odd and even nodes under control, the corresponding Fisher
information F (β0,βE)C (γ) can be written as
F (β0,βE)C (γ) = nO
(∂γpO)2
pO
+ nE
(∂γpE)2
pE
+ (∂γ p¯)
2
p¯
, (4.4.10)
where p¯ = 1− nOpO − nEpE. One finds
F (β0,βE)C (γ) = 16t2
[
βO + βE − 2βOβE + (βE − βO) cos(4γt)
2− (βO + βE) + (βE − βO) cos(4γt)
]
. (4.4.11)
In spite of appearances, the previous expression is invariant under relabellings
of the graph’s nodes. A relabelling may change the parity of each vertex label,
exchanging βO with βE, and pO with pE. It is now enough to make use of the
relation cos(4γt) = npO − 1 = 1− npE to check the invariance.
Recalling that the optimal QFI is max
|ψ0⟩
FQ(γ) = 16t2, the eﬃciency evaluates
to η(βO, βE) = max(β0, βE). In particular, a complete position measurement
is always optimal. Incomplete measurements can also be optimal, e.g. a mea-
surement of only the odd or only the even vertices still has unit eﬃciency (see
also Fig. 4.2).
(G2) For a hypercube graph Qd, the optimal initial preparation is a balanced superposi-
tion of the ground state |ξ0⟩ and the highest excited state |ξd⟩. After a time t, an
incomplete position measurement is performed on |ψt⟩ = (e−iξ0t |ξ0⟩+e−iξdt |ξd⟩)/
√
2,
where ξ0 = d(ϵ − γ), ξd = d(ϵ + γ) and |ξ0⟩, |ξd⟩ are defined in Eq. (4.2.11). We
adopt the following notation: F (δ)C (γ) denotes the Fisher information for an incom-
plete measurement having as probability operators the 2δ rank-1 projectors over the
nodes making up a δ-dimensional face of the hypercube (plus the projector onto
their orthogonal complement). It can be computed as
F (δ)C (γ) = 2δ−1
(∂γp+)2
p+
+ 2δ−1 (∂γp−)
2
p−
, (4.4.12)
where
p+ :=
1
2d−1 cos
2(dγt) , p− :=
1
2d−1 sin
2(dγt) . (4.4.13)
78 PhD Thesis
Performance of a few selected measurements 4.4
Figure 4.2. The eﬃciency η(βO,βE) of an incomplete measurement, as a function of the fractions of
odd nodes βO and even nodes βE under experimental control, for diﬀerent values of γt.
Highlighted by a thick line (red), the optimal region of unit eﬃciency. For γt ̸= mpi/4,
m ∈ Z, the optimal region consists of the two segments (βO, 1) and (1, βE). For even
multiples of pi/4, only the first segment is present, while for odd multiples only the second.
Notice that the probability of finding the walker in any of the accessible nodes is
2δ−1p++2δ−1p− = 1/2d−δ, which is, in particular, independent of γ. Thus, no term
analogous to the last one on the left-hand-side of Eq. (4.4.1) appears in Eq. (4.4.12).
The Fisher information evaluates to
F (δ)C (γ) = 2δ−d+2d2t2 . (4.4.14)
Its eﬃciency is η(δ) = 1/2d−δ, i.e. the ratio between the number of nodes under
individual control and the total number of nodes. In particular, a complete mea-
surement (when δ = d) is optimal.
(G3) Finally, we focus on one particular case of complete bipartite graph: a star graph.
For a star graph Sn, the optimal initial preparation is a balanced superposition of
the two energy eigenstates |ξ±⟩ that can be read oﬀ from Eq. (4.2.18) after setting
p = 1 and q = n − 1, with a relative phase ϕopt = t
√
∆1,n−1. Since the optimal
phase ϕopt depends on γ, an adaptive procedure is required in order to extract the
maximum QFI. For the moment, we assume that the walker is prepared in the state
|ψ0⟩ = (|ξ−⟩+ eiϕ |ξ+⟩)/
√
2, where ϕ ∈ [0, 2pi] is arbitrary.
At time t, an incomplete position measurement is performed. First, let us consider
the case of an incomplete measurement monitoring only the central node, with as
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probability operators the two projectors |1⟩ ⟨1| and In − |1⟩ ⟨1|. Its Fisher infor-
mation coincides with the FI for a complete position measurement, denoted by
F (ϕ)C (γ) (the superscript indicates the dependence on the arbitrary phase ϕ of the
initial state). The implication is that distinguishing outcomes corresponding to the
walker being in one peripheral node or the other is useless for estimation purposes:
one may as well monitor only the central node. The eﬃciency of a position mea-
surement (either a complete measurement or an incomplete one, but including the
central node) is
η(ϕ) = 116(n− 1)2t2γ4 + (n− 2)2[1 + 4(n− 1)γ2t2]ϵ2
×
[(n− 2)2ϵ2 cos(ϕopt − ϕ)− 4(n− 1)
√
∆1,n−1 γ2t sin(ϕopt − ϕ)]2
4(n− 1)γ2 sin2(ϕopt − ϕ) + (n− 2)2ϵ2 .
(4.4.15)
Except for a few special cases (when n = 2, or t = 0 and ϕ = ϕopt), a position
measurement is suboptimal. For short interrogation time t, expanding for γt ≪ 1
and ϕ = ϕopt gives
η(ϕopt) = 1− 4(n− 1)∆1,n−1(n− 2)4ϵ4 γ
2t2 + o(γ2t2) , (γt→ 0) . (4.4.16)
For large number of vertices n→∞ and ϕ = ϕopt, one has instead
η(ϕopt) = 14γ2t2n + o(1/n) , (n→∞), (4.4.17)
i.e. the eﬃciency decreases linearly with the number of vertices. The reader is also
referred to Fig. 4.3 for more details about the diﬀerent possible regimes.
4.5 Conclusions
In this chapter, we have studied the problem of reconstructing the Hamiltonian HG of a
quantum walker evolving on a graph G. In particular, we have assumed a parameter esti-
mation framework to infer the value of the coupling constants via repeated measurements
on the walker. We have discovered that the graph topology can have dramatic eﬀects
on the maximum extractable information. For instance, the quantum Fisher information
exhibits diﬀerent scalings with the total number of vertices (see Table 4.1). For each
graph family considered, we have maximized the quantum Fisher information over the
initial preparation, determining in the process the optimal initial state of the walker, as
well as the optimal measurement. Finally, we have studied in detail the performance of
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Figure 4.3. The eﬃciency η(ϕ) of a complete measurement, as a function of the phase diﬀerence ϕopt−ϕ
and of the dimensionless time scale γt (for diﬀerent values of n and γ/ϵ). In general, the
eﬃciency is closer to one for higher values of γ/ϵ and for smaller values of γt and of n. Only
for t = 0, there always exist a choice of ϕ which allows to reach unit eﬃciency; otherwise,
a complete measurement is suboptimal.
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position measurements. Complete position measurements perform quite well: they are
often optimal, the only exception being (among the cases taken into account) that of
complete bipartite graphs, e.g. star graphs. Incomplete position measurements still allow
to extract a non-vanishing amount of information. Their eﬃciency (i.e. the ratio of the
Fisher to quantum Fisher information) is closely related to the fraction β of the nodes
under control by the experimentalist. The exception is again the case of star graphs,
since monitoring only the central node yields the same information as monitoring each
node separately.
scaling of QFI with n optimal preparation optimal measurement η of incomplete position measurement
Kn ∼ n2 any balanced superposition of groundstate and any other excited state position β + 1/n · sin(piβ)/ sin(pi/n)
Cn independent of n
any balanced superposition of ground
state and highest excited state
position max(βO, βE)
Qd ∼ (log n)2 any balanced superposition of groundstate and highest excited state position β
Sn ∃ nopt balanced superposition of |ξ±⟩with relative phase ϕopt
exotic independent of β
Table 4.1. For each family of graphs considered in the main text, we report the scaling of the QFI with
the total number of nodes n, the optimal measurement saturating the quantum Crame´r-
Rao bound, the optimal initial preparation and the eﬃciency of an incomplete position
measurement η. Notice that β (resp., βO, βE) denotes the fraction of the graphs’s nodes
(resp., nodes with even labels, odd labels) under individual control by the experimentalist.
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Abstract
In this second part of the thesis, we will focus on some applications of orthogonal arrays
in quantum information. Introduced by Rao in 1947 [66], orthogonal arrays have been
usefully employed in diﬀerent fields, from cryptography and coding theory to the sta-
tistical design of experiments, software testing and quality control [67]. Moreover, they
generalize some well-known classes of combinatorial designs, e.g. Graeco-Latin squares,
Hadamard matrices and classical codes [68]. Remarkably, orthogonal arrays have also
found application in quantum information theory and, in particular, in the study of
quantum entanglement [81].
Besides being arguably the most conceptually profound feature of quantum mechan-
ics, entanglement has also been recognized as a crucial resource in many information
processing tasks, from quantum metrology to quantum teleportation and quantum cryp-
tography [69]. Whereas for bipartite systems many results are known and a canonical
theory may be said to have been established, for multipartite system there remain sev-
eral unsolved problems. Here, the term multipartite refers to systems made up of N > 2
separate entities. In particular, an unfinished project is to classify all the inequivalent
ways in which the diﬀerent parties can be entangled among themselves. This has proved
extremely challenging, not only with respect to local operations and classical communi-
cation protocols, but also with respect to their stochastic analogues. In the following
chapter, we will study a toy version of the entanglement classification problem, which is
set in the space of states that are one-to-one related to orthogonal arrays.
Subsystems of multipartite systems are described by reduced density matrices, also
known as quantum marginals. Knowledge of only a few marginals is not enough to recon-
struct uniquely the global state, but may still suﬃce to compute important physical quan-
tities. Crucially, not all collections of marginals can arise. There are strong, non-trivial
constraints among quantum marginals, such as the famous Pauli exclusion principles for
many-body systems of fermions. The problem, given a set of compatible marginals, of
reconstructing the global state corresponding to those marginals, is known as a quantum
marginal problem. In the second chapter to follow, we will employ orthogonal arrays in
order to solve marginal problems for a few low-dimensional settings.
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Classification of entanglement in quantum systems is an unfinished task, solved so far only
for bipartite systems and for systems made up of three and four qubits. In this chapter,
after lying the necessary groundworks in Sect. 5.1, we develop a coarse-grained classifi-
cation framework for systems of N qudits that is based on the properties of orthogonal
arrays with N columns and d symbols [107].
5.1 Preliminaries
5.1.1 Pure multipartite entanglement classification
A pure state of a system of N distinguishable particles, with local dimensions {di}Ni=1,
is described by a vector in the Hilbert space H = Cd1 × Cd2 ⊗ · · · ⊗ CdN . By definition,
a state is said to be separable if it can be written in the tensor product form |ψ⟩ =
|ψ(1)⟩⊗|ψ(2)⟩⊗· · ·⊗|ψ(N)⟩. If a state is not separable, then it is entangled. An important
problem in quantum information is to classify, for any given setting, all the ways in
which the N parties can be entangled among themselves. This is done by introducing
an equivalence relation and organizing states into equivalence classes. Several results are
known in the bipartite (N = 2) case, whereas for N > 2 the problem is largely unsolved.
Diﬀerent notions of equivalence for entangled states have been considered in the liter-
ature. The most fine-grained is based on local unitary (LU) equivalence. Two states |ψ⟩
and |ϕ⟩ are said to be LU-equivalent if there exist unitaries {Ui ∈ U(di)}Ni=1 such that
|ψ⟩ = (U1 ⊗ U2 ⊗ · · · ⊗ UN) |ϕ⟩ . (5.1.1)
Clearly, a local change of basis can have no eﬀect on the global entanglement properties
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of a state. However, LU-equivalence proves to be a far too detailed criterion. Even for
systems made up only of qubits, the number of parameters necessary to label diﬀerent
classes grows exponentially with N . This can be proved as follows. A normalized N -
qubit state requires the specification of 2N+1− 2 real parameters (disregarding its global
phase). On the other hand, the group GLU = SU(2)× . . . SU(2) has 3N real parameters.
Therefore, the dimension of the generic equivalence class, obtained as the orbit of some
reference state |ψ⟩ under the action of the group GLU , cannot exceed 3N (it is strictly
less than 3N , if |ψ⟩ has a non-trivial stabilizer). It follows that at least 2N−1 − 3N − 2
real numbers are needed to characterize LU-equivalence classes of N qubits [70–72].
A coarser equivalence relation can be obtained by enlarging the family of operations
that, by definition, preserve the entanglement of a quantum state. From a physical
point of view, a natural criterion is based on the family of local operations and classical
communication (LOCC). It is assumed that each of the N particles is kept in a separate
laboratory under the control of an experimentalist. The experimentalists are allowed
to communicate among themselves via a classical channel. A typical LOCC protocol
is then made up of several rounds. In each round, one of the experimentalist performs
a measurement on her particle, keeps the post-measurement state and broadcasts the
outcome of the measurement to the other laboratories. Two states |ψ⟩ and |ϕ⟩ are said
to be LOCC-equivalent if they can be converted one into the other, after any number
of such rounds. Despite the intuitive appeal, there is no established LOCC classification
in a multipartite setting. This should be contrasted with the bipartite scenario, where
Nielsen’s theorem [73] provides a clear-cut answer: a state |ψ⟩ can be obtained from |ϕ⟩
by means of LOCC operations if and only if the vector of Schmidt coeﬃcients of |ψ⟩
majorizes that of |ϕ⟩.
A still more coarse-grained criterion can be introduced by assuming that intercon-
version under LOCC operations is required to occur only with some nonzero probability.
Two states are then said to be SLOOC-equivalent, where SLOCC stands for stochastic
LOCC. The benefit of considering SLOCC operations is that a convenient mathemati-
cal characterization is available. It can be proved [74] that two states |ψ⟩ and |ϕ⟩ are
SLOCC-equivalent if and only if there exist matrices {Mi}Ni=1 with unit determinant and
a scalar λ ∈ C, such that
(M1 ⊗M2 ⊗ · · · ⊗MN) |ψ⟩ = λ |ϕ⟩ . (5.1.2)
The task of finding all possible SLOCC-equivalence classes for given number of par-
ticles has been solved only for a few low-dimensional settings [74, 75]. In this regard, a
particularly fruitful idea has been to look for invariant quantities. One should distinguish
between SL-invariants and SLOCC-invariants. The special linear group SL(d,C) is the
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group of d × d complex matrices with unit determinant. An SL-invariant is a function
f(ψ) of the computational basis coeﬃcients of a state |ψ⟩, which does not change under
SL-transformations of the form |ψ⟩ → (M1 ⊗M2 ⊗ · · · ⊗MN) |ψ⟩, with Mi ∈ SL(di,C).
In general, such transformations do not preserve the normalization of the state. Sup-
pose however that f is an homogeneous SL-invariant of degree d, i.e. f(λψ) = λdf(ψ),
∀λ ∈ C. If f˜ is an SL-invariant of degree d˜, then an SLOCC-invariant can be constructed
as follows: g(ψ) := [f(ψ)]d˜/[f˜(ψ)]d. In fact, if |ψ⟩ and |ϕ⟩ are SLOCC-equivalent (see
Eq.(5.1.2)), then g(ψ) = g(ϕ). Vice versa, if two states have diﬀerent values for any
SLOCC-invariant, then they must belong to diﬀerent equivalence classes.
Entanglement invariants have been employed, for instance, to find all SLOCC classes
of three qubits [74]. There are six classes in total. One class is represented by unentangled
states, of the form |ψ1⟩⊗|ψ2⟩⊗|ψ3⟩. Three other classes correspond to states that possess
only bipartite entanglement, such as |ψ1⟩ ⊗ |ψ23⟩ (and its permutations). The remaining
two classes are genuinely entangled. That there exist at least two such classes can be
proven by considering the following SL-invariant, known as the Cayley hyperdeterminant,
Det(ψ) =
∑
i1,j1,k1
∑
i2,j2,k2
∑
i3,j3,k3
∑
i4,j4,k4
ci1j1k1ci2j2k2ci3j3k3ci4j4k4ϵi1i2ϵi3i4ϵj1j2ϵj3j4ϵk1k2ϵk3k4 ,
(5.1.3)
where |ψ⟩ ∈ C2 ⊗ C2 ⊗ C2 has been expanded on the computational basis as |ψ⟩ =∑
i,j,k cijk |ijk⟩ and ϵij is the totally antisymmetric Levi-Civita tensor. For the two states,
|GHZ3⟩ = 1√2(|000⟩+ |111⟩) , |W3⟩ =
1√
3
(|001⟩+ |010⟩+ |100⟩) . (5.1.4)
one obtains Det(W3) = 0 ̸= Det(GHZ3). The conclusion is that the GHZ state and the
W state are inequivalent under SLOCC operations, and thus give rise to two distinct
entanglement classes. It can be proven that no additional class exists [74]. The GHZ
class is said to be generic, meaning that the W state can be approximated to arbitrary
precision by states belonging to the GHZ class, but the vice versa does not hold [76].
However, entanglement of the W-type is more robust to particle loss: by tracing out any
single party from a GHZ state, one obtains a bipartite unentangled mixed state, which
is not true for the W state.
Already for four qubits there is an infinite number of SLOCC classes. They can be
organized into 9 continuous inequivalent families [75]. For higher numbers of qubits, the
situation gets even more complicated. In fact, one would need at least 2N+1 − 6N − 2
real parameters to parametrize all possible SLOCC classes of N qubits [72]. Therefore,
an exhaustive classification currently appears to be out-of-reach.
Luigi Seveso Advances in quantum parameter estimation and other topics. 89
5. Coarse-grained entanglement classification via orthogonal arrays
5.1.2 Maximally-entangled multipartite states
An entanglement measure allows to quantify the degree of entanglement of any given
quantum state. To introduce one, a common approach is to proceed axiomatically, by
making a list of desirable properties that any such measure should reasonably satisfy. An
entanglement measure should take real nonnegative values and, in particular, should van-
ish on the set of separable states. Another necessary requirement is that of monotonicity:
the value of an entanglement measure cannot increase under LOCC operations. Finally,
a desirable property, though not necessary, is convexity. Many multipartite entangle-
ment measures have been studied in the literature [69, 77–79]. While in the bipartite
setting all measures are maximized by the same set of maximally entangled states, in the
multipartite case diﬀerent measures lead to diﬀerent sets of states.
Here, we take as a measure of multipartite entanglement the average entanglement
entropy over its possible partitions [108]. Given a multipartite state |ψ⟩, made up of N ,
d-level particles, and a subset K ⊂ {1, 2, . . . , N}, consider the bipartite entanglement
between the reduced state of the particles whose labels are in K, and the reduced state of
the particles whose labels are in its complement, {1, 2, . . . , N} \K. In the bipartite set-
ting, a natural entanglement measure is the entanglement entropy, i.e. the von Neumann
entropy of any of its reduced states. We therefore give the following definition.
Definition 5.1.1. (k-uniform state) A k-uniform state of a system of N particles,
with d levels each, is such that the reduced state, obtained after tracing out any N − k
parties, is the maximally mixed state, i.e.
ρK = tr\K(|ψ⟩ ⟨ψ|) = Idk , (5.1.5)
for any subset K ⊂ {1, 2, . . . , N} of cardinality |K| = k.
Remark 5.1.2. If one introduces an entanglement measure equal to the average entangle-
ment entropy with respect to all possible partitions into two sets of k and N −k particles,
respectively, then k-uniform states are the maximally entangled states with respect to such
a measure.
Remark 5.1.3. If a state is k-uniform, then it is also k′ uniform, for any k′ < k. In
particular, a k-uniform state with k = ⌊N/2⌋ is called absolutely maximally entangled
(AME) [80]. It maximizes the entanglement entropy, averaged over all possible partitions.
5.1.3 Orthogonal arrays
Constructing k-uniform states is, in general, a non-trivial optimization problem. An
eﬃcient way to generate them, developed in Refs. [81,82], makes use of a class of combi-
natorial designs, known as orthogonal arrays.
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Definition 5.1.4. (orthogonal array) An orthogonal array OA(r,N, d, k) is a rectan-
gular arrangement of r < dN rows and N columns, made up of symbols from the alphabet
Ad := {0, 1, . . . , d − 1}, such that, for any subarray of k columns, every possible combi-
nation of k symbols is repeated the same number λ of times. The parameters of the array
are usually called the number of runs r, the number of factors N , the number of levels d
and the strength k, respectively.
This terminology has its roots in experimental design theory [83]. Every column of
an OA represents one factor, each factor having d possible values; every row represents a
diﬀerent run or treatment combination. By definition, a full factorial design contains all
possible dN treatment combinations. Unless d and N are reasonably small, it becomes
exponentially costly to perform a full factorial experiment. One thus resorts to a fractional
factorial design, which contains only a subset of all possible runs. An orthogonal array
is a particular type of fractional factorial design, with well-studied combinatorial and
statistical properties (see Ref. [68]).
Example 5.1.5. As an example, the following is an orthogonal array with four rows,
three columns, two symbols and strength two:
OA(4, 3, 2, 2) =
0 0 0
0 1 1
1 0 1
1 1 0
. (5.1.6)
Remark 5.1.6. For the purposes of this thesis, we do not distinguish between arrays
diﬀering only in the order of their runs. Moreover, if two arrays can be mapped one into
the other via a suitable combination of interchanges of rows, interchanges of columns and
permutations of symbols within any given column, they will be said to be isomorphic.
The strength k is one of the most important characteristics of an orthogonal array: the
higher the strength, the better one can distinguish among separate factorial eﬀects (see
Thm. (11.3) of Ref. [68] for a precise statement). However, for given values of r, N , and
d, there are in general many arrays having the same strength. To measure their diﬀerent
usefulness, statisticians have introduced a number of more fine-grained quantifiers, known
as quality factors. One of the most commonly employed is the generalized resolution (GR).
In order to compute the generalized resolution, each entry aij of the array is encoded as
a complex root of unity, by mapping each symbol s ∈ Ad to ωs = exp(2piis/d). Given
the multi-index I = j1 . . . jn, denoting a subset of n < N columns, the corresponding
J-characteristic of order n is defined as
Jn(I) :=
∣∣∣∣∣
r∑
i=1
ωaij1 · ωaij2 . . . ωaijn
∣∣∣∣∣ =
∣∣∣∣∣
r∑
i=1
e
2pii
d
∑
j∈I aij
∣∣∣∣∣ . (5.1.7)
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Let t be the smallest integer such that there exists at least one J-characteristic of order t
diﬀerent from zero (clearly, t > k since all possible J-characteristics of order up to k are
zero). Define J (max)t := max
I:|I|=t
Jt(I). Then, the generalized resolution is equal to
GR := t+ 1− J
(max)
t
r
. (5.1.8)
Notice that t < GR < t + 1. For two-level OAs (i.e. d = 2), the above quantity is
invariant under isomorphisms. For multi-level arrays, however, permutations of symbols
within columns can change the value of the RHS of Eq. (5.1.8). Hence, the generalized
resolution of a multi-level OA is defined as the maximum value of (5.1.8), taken over the
family of all isomorphic arrays [84].
Any OA(r,N, d, k) encodes a pure quantum state |ψN,d,k⟩ ∈ H⊗Nd of N qudits (with
Hd ≃ Cd the local Hilbert space of each subsystem) via the following mapping [81]:
τ : OA(r,N, d, k) =
a1,1 a1,2 . . . a1,N
a2,1 a2,2 . . . a2,N
... ... ...
ar,1 ar,2 . . . ar,N
=⇒ |ψN,d,k⟩ =
r∑
i=1
|ai,1ai,2, . . . , ai,N⟩ .
(5.1.9)
A quantum state which is the image of an orthogonal array under τ is said to be array-
based. For example,
τ : OA(2, 2, 2, 1) = 0 0
1 1
=⇒ |ψ2,2,1⟩ = |00⟩+ |11⟩ , (5.1.10)
which is the Bell state |Φ+⟩ of two qubits. For convenience, in this chapter we neglect to
normalize quantum states.
Let the set of all orthogonal arrays OA(r,N, d, k) with fixed values of the parameters
N , d and k, but an arbitrary number of runs r ≤ dN , be denoted by OA (N, d, k). Its
image under τ is denoted by OA(N, d, k): it is the set of array-based quantum states
belonging to H⊗Nd . We give the following additional definition.
Definition 5.1.7. (k-irredundant OA) An orthogonal array OA(r,N, d, k) is said to
be k-irredundant, denoted IrOA(r,N, d, k), if every subarray made up of N − k columns
contains no repeated rows.
Remark 5.1.8. An orthogonal array OA(r,N, d, k) of strength k is also an orthogonal
array with strength k′, for any k′ < k. Thus, an array OA(r,N, d, k) might not be k-
irredundant, but it could be k′-irredundant for some k′ < k. Clearly, a k′-irredundant
array IrOA(r,N, d, k′) is also a k′′-irredundant array, for any k′′ < k′.
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The following proposition links k-irredundant orthogonal arrays to k-uniform states.
Proposition 5.1.9. Given a k-irredundant orthogonal arrays IrOA(r,N, d, k), its image
under the transformation τ , defined in Eq. (5.1.9), is a k-uniform state.
Proof. See Ref. [81].
Remark 5.1.10. In particular, k-irredundant arrays of index unity give rise to k-uniform
states with minimal support, i.e. k-uniform states minimizing the number of terms in
their computational basis expansion. Thus, the number of runs r must be equal to dk.
Such arrays can be used to define a large class of classical codes, known as maximum
distance separable (MDS) codes. MDS codes have the property that the Hamming distance
between any two codewords, i.e. any two rows of IrOA(dk, N, d, k), is a constant, taking
the maximum possible value allowed by the Singleton bound. See Ref. [68] for more details.
5.2 Orthogonal arrays and their Hilbert bases
Our aim is to provide a mathematical exploration of the spaces OA(N, d, k) of array-
based quantum states. In particular, we will focus on a subset of arrays, referred to as
generating arrays, that have special combinatorial properties. With the help of generating
arrays, we will develop an algorithmic way to eﬃciently organize states into entanglement
classes, for arbitrary values of the parameters N , d and k. Such array-based classification
gives a coarse-grained picture of the diﬀerent ways in which N qudits can be entangled
among themselves in the Hilbert space H⊗Nd [107].
Our first task is to construct all possible array-based states for a given setting. We
now introduce a systematic method which, in principle, allows to generate all elements
of the set OA (N, d, k). In practice, computational complexity limits its applicability to
low-dimensional cases [85].
Let us define the following composition function, denoted by ⊕,
a1,1 a1,2 . . . a1,N
a2,1 a2,2 . . . a2,N
... ... ...
ar,1 ar,2 . . . ar,N
⊕
a′1,1 a
′
1,2 . . . a
′
1,N
a′2,1 a
′
2,2 . . . a
′
2,N
... ... ...
a′s,1 a
′
s,2 . . . a
′
s,N
=
a1,1 a1,2 . . . a1,N
... ... ...
ar,1 ar,2 . . . ar,N
a′1,1 a
′
1,2 . . . a
′
1,N
... ... ...
a′s,1 a
′
s,2 . . . a
′
s,N
, (5.2.1)
where it is assumed that r + s ≤ dN . That is, the operation ⊕ is a partial composition
function: it is well-defined only for two arrays whose total number of runs is not greater
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than dN . Crucially, there always exists a subset of OAs in OA (N, d, k), called generating
arrays, that are irreducible, i.e. they cannot be written as the composition of two arrays,
whereas every other array can be obtained as a suitable linear combination of them. This
can be shown as follows. From Eq. (5.1.9), an orthogonal array OA(r,N, d, k) gives rise
to a quantum state |ψN,d,k⟩,
|ψN,d,k⟩ =
d−1∑
i1,...,iN=0
ci1···iN |i1 · · · iN⟩ , (5.2.2)
where the coeﬃcients ci1···iN are nonnegative integers counting how many times the run
i1 · · · iN appears in the array. The coeﬃcients ci1···iN are not arbitrary: they satisfy a
system of linear constraints to ensure orthogonality of the underlying array.
Example 5.2.1. As an example, consider the case of OA (2, 2, 1). The coeﬃcients of the
state
|ψ2,2,1⟩ = c00 |00⟩+ c01 |01⟩+ c10 |10⟩+ c11 |11⟩ . (5.2.3)
are constrained to satisfy the linear systemc00 + c01 = c10 + c11 ,c00 + c10 = c01 + c11 . (5.2.4)
Eq. (5.2.4) simply states that each column of the array must contain the same number of
zeros and ones, which implies that the underlying array gives rise to an OA of strength
k = 1. A further constraint is
c00 + c01 + c10 + c11 ≤ 4 , (5.2.5)
since the total number of runs cannot exceed that of a full factorial design.
As an additional example, in the case of OA (3, 2, 2), the coeﬃcients of the state
|ψ3,2,2⟩ = c000 |000⟩+ c001 |001⟩+ c010 |010⟩+ c011 |011⟩+
c100 |100⟩+ c101 |101⟩+ c110 |110⟩+ c111 |111⟩ , (5.2.6)
must satisfy the linear system
c000 + c001 = c010 + c011 = c100 + c101 = c110 + c111 ,
c000 + c010 = c001 + c011 = c100 + c110 = c101 + c111 ,
c000 + c100 = c001 + c101 = c010 + c110 = c011 + c111 ,
(5.2.7)
together with a constraint similar to that of Eq. (5.2.5) on the total number of runs.
Eq. (5.2.7) expresses the fact that every two columns of the array must contain every
possible pair of symbols the same number of times.
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Based on the previous examples, the following result can be established:
Proposition 5.2.2. Any orthogonal array in OA (N, d, k) is uniquely associated to a
quantum state
|ψN,d,k⟩ =
d−1∑
i1,...,iN=0
ci1···iN |i1 · · · iN⟩, (5.2.8)
with the coeﬃcients ci1···iN satisfying the linear constraints
d−1∑
i1,...,iN−k=0
cσ(i1···iN−k, j1···jk) =
d−1∑
i1,...,iN−k=0
cσ(i1···iN−k, j′1···j′k) , (5.2.9)
together with the further constraint
d−1∑
i1,...,iN=0
ci1···iN ≤ dN . (5.2.10)
Here, σ ∈ SN is any permutation on the space of multi-indices of length N , and j1 · · · jk,
j′1 · · · j′k are any two multi-indices of length k.
Proof. Consider an arbitrary combination of k symbols, denoted by j1 . . . jk, where each
symbol is taken from the alphabet Ad. Then, the total number of times that such a
combination appears in the last k columns of an array, denoted by #(j1 . . . jk), is obtained
by summing over all possible combinations of symbols in the first N − k columns of the
array, i.e.
#(j1 . . . jk) =
d−1∑
i1,...,iN−k=0
ci1···iN−k, j1···jk . (5.2.11)
By definition, any combination of k symbols occurs the same number of times in any k
columns. In particular, this holds for the last k columns. Using Eq. (5.2.11) we have
#(j1 . . . jk) =
d−1∑
i1,...,iN−k=0
ci1···iN−k, j1···jk =
d−1∑
i1,...,iN−k=0
ci1···iN−k, j′1···j′k = #(j
′
1 . . . j
′
k) . (5.2.12)
Imposing a similar condition for any possible choice of k columns leads us to Eq. (5.2.9),
and thus proves our claim. Notice that Eq. (5.2.10) just expresses the fact that the
number of runs r of the array is constrained to satisfy r ≤ dN .
The linear system of Eq. (5.2.9) is made up of (dk − 1) × N !/[k!(N − k)!] equations
constraining the coeﬃcients of |ψN,d,k⟩. If the coeﬃcients are allowed to take nonnega-
tive real values, each linearly independent constraint gives rise to an hyperplane in the
positive orthant of (Rd)⊗N . The intersection among all such hyperplanes produces a ra-
tional cone, denoted by C(N, d, k), which is bounded because of the further constraint
(5.2.10). The resulting convex polytope is denoted by P (N, d, k). Points belonging to
P (N, d, k) with nonnegative integer coordinates are one-to-one related to orthogonal ar-
rays in OA (N, d, k). We therefore arrive at the following proposition.
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Proposition 5.2.3. Any orthogonal array in OA (N, d, k) is uniquely associated to a
point of the convex polytope P (N, d, k) with nonnegative integer coordinates, where P (N, d, k)
is defined by the set of linear constraints (5.2.9) and (5.2.10).
The set OA (N, d, k) can thus be visualized as a dN -dimensional integer lattice, which
can be conveniently described with the help of the Gordan’s lemma [86]. The lemma
states that any integer point of a rational cone can be represented as a combination with
nonnegative integer weights of a finite number of points. The requirement that such a set
of points is as small as possible makes it unique. It is usually referred to as the Hilbert
basis of the cone [87] and its computation is a well-studied problem: several software tools,
such as the open-source package Normaliz [88] (to which we resort in the following), are
available for this purpose.
We introduce the following terminology. The arrays in the set OA (N, d, k), which
are represented by points of P (N, d, k) belonging to the Hilbert basis of C(N, d, k), are
referred to as the generating OAs. The quantum states that are built on them are called
generating states. For any given values of the parameters N , d and k, we denote the
family of generating arrays by G (N, d, k) and the corresponding set of quantum states by
G(N, d, k). The preceding discussion can be summarized via the following proposition.
Proposition 5.2.4. The set OA (N, d, k) consists of all OAs of the form
OA(r,N, d, k) =
m⊕
i=1
αiOA(i)N,d,k , (5.2.13)
where αi ∈ N0, m is the cardinality of the Hilbert basis of the rational cone C(N, d, k)
and OA(i)N,d,k is the generating OA associated to the ith element of the Hilbert basis. The
numbers αi are constrained to satisfy
∑m
i=1 αi r
(i) ≤ dN , where r(i) is the number of runs
of OA(i)N,d,k. Moreover, OA(N, d, k) consists of all states of the form
|ψN,d,k⟩ =
m∑
i=1
αi |g(i)N,d,k⟩ , (5.2.14)
where |g(i)N,d,k⟩ is the generating state based on OA(i)N,d,k and the αi are constrained as above.
In Fig. 5.1, we illustrate Proposition 5.2.4 by showing a three-dimensional projection of
the convex polytope P (3, 2, 1), with the lattice points on its faces representing orthogonal
arrays OA(r, 3, 2, 1).
Example 5.2.5. Let us return to the case of OA (2, 2, 1) discussed in Example 5.2.1. It
can be checked that the Hilbert basis of C(2, 2, 1) is made up of the following generating
OAs,
OA(1)2,2,1 =
0 0
1 1
, OA(2)2,2,1 =
0 1
1 0
. (5.2.15)
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c100
c011
c000
|g(4)3,1i
|g(6)3,1i
|g(1)3,1i
|g(4)3,2,1 
|g(6)3,2,1 
|g(1)3,2,1 
Figure 5.1. Three-dimensional projection of the convex polytope P (3, 2, 1). The projection is obtained
by imposing the constraint c001 = c010 = 0 and restricting the polytope to the box [0, 2]×3.
It contains three out of the six generating states of the corresponding Hilbert basis, shown
in orange (larger points). Red (medium) points define quantum states associated with OAs
that are convex superpositions of the generating states. Black (smaller) points in the lattice
are outside the cone, and thus are not associated to orthogonal arrays.
The corresponding states are
|g(1)2,2,1⟩ = |00⟩+ |11⟩ , |g(2)2,2,1⟩ = |01⟩+ |10⟩ , (5.2.16)
which, up to normalization, coincide with the Bell states |Φ+⟩ and |ψ+⟩ (the remaining
two Bell states are not array-based, as they require a relative phase).
Turning instead to the case of OA (3, 2, 2), the Hilbert basis of the cone C(3, 2, 2)
consists of the orthogonal arrays
OA(1)3,2,2 =
0 0 1
0 1 0
1 0 0
1 1 1
, OA(2)3,2,2 =
0 0 0
0 1 1
1 0 1
1 1 0
, (5.2.17)
giving rise to the states
|g(1)3,2,2⟩ = |001⟩+|010⟩+|100⟩+|111⟩ , |g(2)3,2,2⟩ = |000⟩+|011⟩+|101⟩+|110⟩ . (5.2.18)
5.3 Entanglement classification for array-based states
In this section, we tackle the problem of classifying array-based states into entanglement
classes. The first issue is to define the set of free operations. In the Hilbert space H⊗Nd ,
the free operations are represented by local transformations of the form
|ψ⟩ → (M1 ⊗M2 ⊗ · · · ⊗MN) |ψ⟩ , (5.3.1)
Luigi Seveso Advances in quantum parameter estimation and other topics. 97
5. Coarse-grained entanglement classification via orthogonal arrays
where {Mi}Ni=1 are invertible complex matrices. However, such transformations, in gen-
eral, are not OA-preserving: they do not necessarily map a generic array-based state into
another array-based state.
Proposition 5.3.1. The most general OA-preserving transformation is the local compo-
sition of transformations represented by invertible stochastic matrices with integer entries.
Proof. Consider an invertible transformation acting on one party only: if |ψN,d,k⟩ is an
array-based quantum state, it is transformed to TA1 |ψN,d,k⟩ := (A1⊗ Id⊗· · ·⊗ Id) |ψN,d,k⟩,
with A1 an invertible d×d matrix (without loss of generality the transformation is applied
to the first party). For the transformation TA1 to be OA-preserving, any two entries of
A1 must be in rational proportions. Since states are unnormalized, we may assume that
all entries are integer. If some of the entries are negative, then TA1 |ψN,d,k⟩ is in general
not array-based. Thus, we may further assume that all entries are nonnegative. Let us
denote by αij ∈ N0 the entries of A1, with i, j ∈ Ad. Then, by construction,
TA1 |j⟩ ⊗ |ϕ⟩ =
d−1∑
i=0
αij |i⟩ ⊗ |ϕ⟩ , (5.3.2)
for arbitrary |ϕ⟩ ∈ H⊗N−1d . Assuming that TA1 is OA-preserving implies that
d−1∑
j=0
αi1j =
d−1∑
j=0
αi2j , (5.3.3)
for any choice of row indices i1 and i2, so that each symbol s ∈ Ad appears equally often
along the first column of the array corresponding to TA1 |ψN,d,k⟩. Moreover, it is also
necessary that each symbol appears equally often in any other column, which requires
that
d−1∑
i=0
αij1 =
d−1∑
i=0
αij2 , (5.3.4)
for any choice of column indices j1 and j2. In conclusion, A1 must have nonnegative
integer entries that sum to the same constant c along either a row or a column, i.e. A1
is an integer stochastic matrix or a generalized magic square with magic constant c [89].
In turn, if A1 is an integer stochastic matrix, then TA1 |ψN,d,k⟩ is array-based, since the
corresponding array is an OA with strength k at least 1. The most general OA-preserving
transformation is obtained by composition, i.e. it is of the form ⊗jTAj .
Example 5.3.2. As an example, let us consider the case of qubits. If Aj denotes a
general invertible matrix of the form
Aj =
α00 α01
α10 α11
 , α00α11 − α01α10 ̸= 0 , (5.3.5)
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with αij ∈ N0, in order to be integer stochastic, the following constraints must be satisfied:
α00 + α10 = α01 + α11 ,
α00 + α01 = α10 + α11 .
(5.3.6)
It follows that α00 = α11 := α and α01 = α10 := β, with α ̸= β. Thus, the most general
OA-preserving transformation for qubits is the composition of transformations TAj , with
Aj =
α β
β α
 , α ̸= β . (5.3.7)
For instance, if |ψN,2,k⟩ is the state based on OA(r,N, 2, k), then
|ψN,2,k⟩ → TA1 |ψN,2,k⟩ = α |ψN,2,k⟩+ β (σx ⊗ I2 · · · ⊗ I2) |ψN,2,k⟩ , (5.3.8)
or, for the corresponding orthogonal arrays,
OA(r,N, 2, k)→ α ·OA(r,N, 2, k)⊕ β · f1[OA(r,N, 2, k)] , (5.3.9)
where fj[OA] is obtained from OA by permuting symbols along the jth column.
Transformations of the form (5.3.9) do not change the strength of the starting array.
In fact, the following more general proposition can be established.
Proposition 5.3.3. Any two OAs, which are pre-images with respect to the map τ of
quantum states connected by an OA-preserving transformation, have the same strength.
Proof. It is enough to check that, if |ψN,d,k⟩ is based on OA(r,N, d, k), then TA1 |ψN,d,k⟩ is
based on an OA having the same strength k. Here A1 represents an integer stochastic ma-
trix, with entries αij ∈ N0 and magic constant c = ∑d−1i=0 αij = ∑d−1j=0 αij. For convenience,
we introduce the following notation. Given a multi-index I = j1j2 . . . jk with |I| = k, let
piI be the linear operator that acts on basis kets as follows: piI |i1i2 . . . iN⟩ = |ij1ij2 . . . ijk⟩.
For instance, pi23 |0123⟩ = |12⟩. Furthermore, if s ∈ Ad, then ζs is the linear operator
that acts on basis kets as ζs |i1i2 . . . iN⟩ = δs,i1 |i2 . . . iN⟩. For instance, ζ0 |0123⟩ = |123⟩,
but ζ1 |0123⟩ = 0.
The fact that |ψN,d,k⟩ is based on an OA of strength k is equivalent to the fact that,
for any I with |I| = k,
piI |ψN,d,k⟩ = λ τ(Fk,d) , (5.3.10)
i.e. the projection of OA(r,N, d, k) to any k columns is a multiple of the full factorial
design Fk,d, with λ being the index of OA(r,N, d, k). Moreover, it also holds that, for
any I with |I| = k − 1, and any s ∈ Ad,
piI ◦ ζs |ψN,d,k⟩ = λ τ(Fk−1,d) . (5.3.11)
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We have to check that TA1 |ψN,d,k⟩ is based on an OA of strength k. Write |ψN,d,k⟩ in
the following form,
|ψN,d,k⟩ =
r/d∑
l=1
|0⟩ ⊗ |ϕ0l⟩+
r/d∑
l=1
|1⟩ ⊗ |ϕ1l⟩+ · · ·+
r/d∑
l=1
|d− 1⟩ ⊗ |ϕd−1,l⟩
=
r/d∑
l=1
d−1∑
j=0
|j⟩ ⊗ |ϕjl⟩ ,
where the |ϕjl⟩ are computational basis kets. Then, from Eq. (5.3.2), it follows that
TA1 |ψN,d,k⟩ =
r/d∑
l=1
d−1∑
j=0
d−1∑
i=0
αij |i⟩ ⊗ |ϕjl⟩ . (5.3.12)
Suppose that k is at least 2 (otherwise the statement is trivial). We have to check that
for every I with |I| = 2, the state piI |ψN,d,k⟩ is a multiple of τ(F2,d). For instance, for
I = 23 one has
pi23 ◦ TA1 |ψN,d,k⟩ =
r/d∑
l=1
d−1∑
j=0
d−1∑
i=0
αij pi23(|i⟩ ⊗ |ϕjl⟩) =
r/d∑
l=1
d−1∑
j=0
(
d−1∑
i=0
αij
)
pi12 |ϕjl⟩
= c
r/d∑
l=1
d−1∑
j=0
pi12 |ϕjl⟩ = c pi23 |ψN,d,k⟩
=λc τ(F2,d) .
(5.3.13)
It is clear that the same holds for any choice of I not involving the first column. Consider
instead I = 12; then,
pi12 ◦ TA1 |ψN,d,k⟩ =
r/d∑
l=1
d−1∑
j=0
d−1∑
i=0
αij pi12(|i⟩ ⊗ |ϕjl⟩) =
r/d∑
l=1
d−1∑
j=0
d−1∑
i=0
αij |i⟩ ⊗ pi1 |ϕjl⟩
=
d−1∑
i=0
d−1∑
j=0
αij |i⟩ ⊗ pi1
r/d∑
l=1
|ϕjl⟩
 = d−1∑
i=0
d−1∑
j=0
αij |i⟩ ⊗ pi1 ◦ ζj |ψN,d,k⟩
=λ
d−1∑
i=0
d−1∑
j=0
αij
 |i⟩ ⊗ τ(F1,d) = λc d−1∑
i=0
|i⟩ ⊗ τ(F1,d)
=λc τ(F2,d) .
The same holds for any choice of I involving the first column and any other column.
If k were equal to 2, this would conclude the proof. If k > 2, it is enough to notice
that the previous computations rely on the two properties (5.3.10) and (5.3.11), which
hold for any k.
Therefore, OA-preserving transformations do not change the strength k. Moreover,
they can only increase the generalized resolution of the corresponding array.
100 PhD Thesis
Entanglement classification for array-based states 5.3
Proposition 5.3.4. If a quantum state |ψ⟩ is obtained from another array-based state |ϕ⟩
by an OA-preserving transformation, then the OA corresponding to |ψ⟩ has generalized
resolution not smaller than the array corresponding to |ϕ⟩.
Proof. Define Ω to be the linear functional which acts on basis kets as follows: Ω |i1i2 . . . in⟩ =
ωi1ωi2 . . . ωin , where as before ωs = exp(2piis/d) for s ∈ Ad. Given the array-based state
|ψN,d,k⟩, the J-characteristic Jn(I) of the OA τ−1 |ψN,d,k⟩ with multi-index I can be writ-
ten as
Jn(I) = |Ω ◦ piI |ψN,d,k⟩| . (5.3.14)
Suppose the transformation TA1 is applied to |ψN,d,k⟩. If our statement holds in this
particular case, it also holds for the most general OA-preserving transformation. The J-
characteristic of the OA τ−1 ◦ TA1 |ψN,d,k⟩ with multi-index I is denoted by J˜n(I). There
are two cases: either I includes the first index or not. If not, from Eq. (5.3.12), it follows
that:
J˜n(I) = |Ω ◦ piI ◦ TA1 |ψN,d,k⟩| =
∣∣∣∣∣∣
r/d∑
l=1
d−1∑
j=0
(
d−1∑
i=0
αij
)
Ω ◦ piI |ϕjl⟩
∣∣∣∣∣∣
= c |Ω ◦ piI |ψN,d,k⟩| = c Jn(I) .
(5.3.15)
We conclude that any J-characteristic J˜n(I), with I not involving the first column, is
rescaled by c, the magic constant of the matrix A1.
Now suppose I includes the first index, so that it may be written as I = 1 · I ′, where
|I ′| = n− 1. Then,
J˜n(I) =
∣∣∣∣∣∣
r/d∑
l=1
d−1∑
j=0
d−1∑
i=0
αij ωiΩ ◦ piI′ |ϕjl⟩
∣∣∣∣∣∣ =
∣∣∣∣∣∣
d−1∑
j=0
(
d−1∑
i=0
ωi αij
)r/d∑
l=1
Ω ◦ piI′ |ϕjl⟩
∣∣∣∣∣∣
= c
∣∣∣∣∣∣
d−1∑
i,j=0
ωiβijzj
∣∣∣∣∣∣ ,
(5.3.16)
where we defined
βij :=
αij
c
, zj :=
r/d∑
l=1
Ω ◦ piI′ |ϕjl⟩ . (5.3.17)
Notice that βij is a bistochastic matrix of order d. In matrix notation, we may rewrite
the summation on the right hand side of Eq. (5.3.17) as ω tβz, where ω and z are com-
plex column vectors. By Birkhoﬀ theorem, the set of bistochastic matrices is given by
the convex hull of all permutations of given size. Hence we can represent an arbitrary
bistochastic matrix as a combination of permutation matrices σq. In particular one can
write, β = ∑q θqσq, where the positive weights θq sum to unity, ∑q θq = 1. Then,
J˜n(I) = c
∣∣∣∣∣∑
q
θq ω
tσqz
∣∣∣∣∣ ≤ c∑
q
θq |ω tσqz| . (5.3.18)
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Notice that |ω tσqz| is the J-characteristic, for the same multi-index I, of the OA τ−1 ◦
Tσtq |ψN,d,k⟩ (which is isomorphic to the OA τ−1 |ψN,d,k⟩). This implies that
J˜n(I) ≤ cµ , with µ := max
σ
|ω tσqz| . (5.3.19)
We conclude that any J-characteristic J˜n(I), with I involving the first column, is less or
equal to c times the maximum of the J-characteristics, for the same multi-index I, of
OAs obtained from τ−1 |ψN,d,k⟩ by a permutation of symbols in the first column.
In particular, our results imply that: if Jn(I) = 0, with I not involving the first
index, then also J˜n(I) = 0; if I involves the first index and µ = 0, then also J˜n(I) = 0.
This in turn means that the quantity t appearing in definition (5.1.8) can never decrease
under OA-preserving transformations. In particular, if it increases, then, recalling that
t < GR < t+ 1, also the generalized resolution increases. If it does not change, then one
has to consider the maximum of the set of all J-characteristics of order t, taken over all
possible multi-index I with |I| = t and permutations of symbols within columns.
There are again two cases. Suppose that the multi-index achieving the maximum does
not involve the first index. Then, from Eq. (5.3.15), J (max)t gets rescaled by c. However,
since the number of rows is also rescaled by the same factor, the generalized resolution
remains unchanged. Suppose instead that the multi-index achieving the maximum does
not involve the first index. Then, we only know that J (max)t can not increase and, as a
result, the resolution (5.1.8) can not decrease.
By definition, the set of free operations is taken to consist of arbitrary compositions
of OA-preserving transformations and their inverses, as well as relabellings of the local
Hilbert spaces. Two array-based states are equivalent if they can be converted one into
the other under free operations. All states equivalent under free operations form an
entanglement class. Let us remark that isomorphic OAs always give rise to equivalent
states. Indeed, given two isomorphic OAs, the transformation connecting their corre-
sponding states is a composition of relabellings of the local Hilbert spaces (exchanges of
columns) and local permutations (permutations of symbols within columns) – i.e., it is
a free operation. However, it is important to emphasize that non-isomorphic OAs could
produce equivalent states. For instance, the GHZ state for three qubit systems is based
on the array
OA(2, 3, 2, 1) = 0 0 0
1 1 1
. (5.3.20)
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This state is equivalent to the state based on the array
OA(6, 3, 2, 1) =
0 0 0
1 0 0
1 0 0
0 1 1
0 1 1
1 1 1
, (5.3.21)
via the OA-preserving transformation TA1 with A1 = ( 1 22 1 ). However, from the point of
view of orthogonal array theory, the OAs (5.3.20) and (5.3.21) are inequivalent.
The array-based entanglement classification just introduced manages to capture many
genuinely diﬀerent types of entanglement. In fact, for any choice of the parameters N ,
d and k, it always includes classes having the maximum and the minimum amounts of
entanglement, as well as classes with diﬀerent intermediate degrees of entanglement.
(i) There is always an entanglement class corresponding to the fully separable case,
which is based on the full-factorial FN,d. This is because the orthogonal array
OA(dN , N, d,N) gives rise to the fully separable state |+⟩⊗N , with |+⟩ = |0⟩+ |1⟩+
· · ·+ |d− 1⟩.
(ii) Irredundant OAs of strength k give rise to k-uniform states. Since every irredun-
dant OA has a number of runs r < dN , all irredundant OAs of strength k are
in OA (N, d, k). In particular, AME states, i.e. IrOAs with strength k = ⌊N/2⌋,
maximize entanglement.
We now state a few simple results. Equivalent states in our classification are also
equivalent according to the standard SLOCC classification, but the opposite does not
hold. By Prop. 5.3.3 the strength k is the same within each class. Because of Prop. 5.3.4,
each entanglement class contains a state such that the corresponding array has the least
number of runs, and thus also generalized resolution at least as small as any other array
in the same class. Such a state is essentially unique, in the sense that all other states are
based on isomorphic arrays. This is because an integer stochastic transformation increases
the number of runs by a factor c, equal to its magic constant, and an integer stochastic
transformation with c = 1 is a permutation matrix. Thus, any two OA-based states in
the same entanglement class having the same number of runs must be isomorphic.
We call such a state a representative state of the class. The corresponding OA mini-
mizes the number of runs within each class. Every state based on a generating array is a
representative state (but the opposite does not necessarily hold). This follows from the
fact that a generating OA is always irreducible, by definition, whereas all states which are
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not representative states are based on OAs which are reducible. Therefore, states based
on non-isomorphic arrays among the generating OAs belong to diﬀerent entanglement
classes. The remaining representative states must be constructed by taking all allowed
compositions of the generating OAs, and then identifying states connected via free oper-
ations. The array with the least number of runs within each class is the representative
state of that class. Because there is only a finite number of allowed compositions, there
is also a finite number of classes, for any number of parties N and any local dimension d.
5.4 Entanglement classes of generating states
In this section, we focus on the space G(N, d, k) of generating states and classify them
into entanglement classes. Generating arrays tend to display higher degrees of entangle-
ment than other states. For instance, G(N, d, k) contains all k-uniform states of minimal
support, as stated by the following proposition.
Proposition 5.4.1. Every maximum distance separable code gives rise to a quantum
state based on a generating OA in the Hilbert basis of C(N, d, k), for some values of the
parameters N , d and k.
Proof. Every vector |ψN,d,k⟩ associated to an OA(r,N, d, k) can be obtained as a non-
negative integer combination of the generating states, i.e. |ψN,d,k⟩ = ∑mi=1 αi |g(i)N,d,k⟩ with
αi ∈ N0. If the OA associated to the ith generator |g(i)N,d,k⟩ has index λ(i)N,d,k then the OA
associated to the state |ψN,d,k⟩ has index λ = ∑mi=i αiλ(i)N,d,k. Since OAs associated to
MDS codes have index unity, i.e. λ = 1, and αi ≥ 0, we conclude that |ψN,d,k⟩ has to be
a generator state |g(i)N,d,k⟩, for a suitable value of i ∈ [1, . . . ,m].
In principle, the problem of finding all inequivalent classes of generating states can
be solved for arbitrary values of the parameters N , d and k. However, considerations of
computational complexity make our methods applicable only in a few lower-dimensional
cases. Two distinct steps are involved: (i) computing the Hilbert basis of the cone
C(N, d, k), i.e. the set G (N, d, k) of generating arrays; (ii) finding within G (N, d, k) the
non-isomorphic arrays, i.e. the representative states of the diﬀerent classes. The first task
is a standard integer programming problem. The second task can be eﬃciently carried out
by encoding orthogonal arrays as vertex-colored graphs, in such a way that two arrays are
isomorphic if and only if their graphs are isomorphic [90]. Testing for graph isomorphism
can then be performed via specialized software (e.g. the open-source tool nauty [91]).
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5.4.1 Three qubits
We begin by considering the case of three qubits (N = 3). Since OA (N, d, k) ⊂
OA (N, d, k′) whenever k′ < k, we take the lowest possible value of the strength (k = 1).
There are only two non-isomorphic arrays in G (3, 2, 1):
OA(I)3,2,1 =
0 0 0
1 1 1
, OA(II)3,2,1 =
0 0 0
0 1 1
1 0 1
1 1 0
. (5.4.1)
Therefore, there are only two classes, with representative states:
|ϕ(I)3,2,1⟩ = |000⟩+ |111⟩ ,
|ϕ(II)3,2,1⟩ = |000⟩+ |011⟩+ |101⟩+ |110⟩ .
(5.4.2)
One can can also compute the entanglement classes of states belonging to OA(3, 2, 1).
There are 9 classes, with representative states |ψ(γ)3,2,1⟩:
|ψ(I)3,2,1⟩ = |000⟩+ |111⟩ ,
|ψ(II)3,2,1⟩ = |000⟩+ |011⟩+ |101⟩+ |110⟩ ,
|ψ(III)3,2,1⟩ = 2 |000⟩+ |001⟩+ |110⟩+ 2 |111⟩ ,
|ψ(IV)3,2,1⟩ = 2 |000⟩+ |011⟩+ |101⟩+ |110⟩+ |111⟩ ,
|ψ(V)3,2,1⟩ = 3 |000⟩+ |011⟩+ |101⟩+ |110⟩+ 2 |111⟩ ,
|ψ(VI)3,2,1⟩ = 2 |000⟩+ |001⟩+ |011⟩+ |101⟩+ 2 |110⟩+ |111⟩ ,
|ψ(VII)3,2,1 ⟩ = 2 |000⟩+ |001⟩+ |010⟩+ |101⟩+ |110⟩+ 2 |111⟩ ,
|ψ(VIII)3,2,1 ⟩ = |000⟩+ |001⟩+ |110⟩+ |111⟩ ,
|ψ(IX)3,2,1⟩ = |000⟩+ |001⟩+ |010⟩+ |011⟩+ |100⟩+ |101⟩+ |110⟩+ |111⟩ .
(5.4.3)
The first two states are based on the OAs of Eq. (5.4.1) and are unitarily equivalent
to the GHZ state |GHZ3⟩ of three qubits. The states |ψ(γ)3,2,1⟩ (with γ = III, . . . ,VI) are
of the GHZ-type, but not unitarily equivalent to |GHZ3⟩. |ψ(VII)3,2,1 ⟩ is of the W-type, since
its 3-tangle vanishes. The state |ψ(VIII)3,2,1 ⟩ has only bipartite entanglement, since it can be
written as |GHZ2⟩ ⊗ |+⟩. The state |ψ(IX)3,2,1⟩ is fully separable and corresponds to the full
factorial F3,2. We have therefore been able to reproduce all qualitatively diﬀerent types
of entanglement for three qubits [74]. Let us remark that states that are inequivalent in
the array-based classification can nonetheless be equivalent in H⊗Nd , in which the set of
free operations is larger.
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5.4.2 Four qubits
We now move on to the case of 4 qubits. For k = 1, there are three non-isomorphic arrays
in G (4, 2, 1):
OA(I)4,2,1 =
0 0 0 0
1 1 1 1
, OA(II)4,2,1 =
0 0 0 0
0 0 1 1
1 1 0 1
1 1 1 0
, OA(III)4,2,1 =
0 0 0 0
0 0 0 0
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0
.
Hence, there are three entanglement classes in G(4, 2, 1), with representative states:
|ϕ(I)4,2,1⟩ = |0000⟩+ |1111⟩ ,
|ϕ(II)4,2,1⟩ = |0000⟩+ |0011⟩+ |1101⟩+ |1110⟩ ,
|ϕ(III)4,2,1⟩ =2 |0000⟩+ |0111⟩+ |1011⟩+ |1101⟩+ |1110⟩ .
(5.4.4)
The first one coincides with the GHZ state |GHZ4⟩. The second is a 1-uniform state,
but is inequivalent under SLOCC operations to the GHZ state. The third is a genuinely
entangled state, with average purity of its single-party reductions equal to ∼ 0.531.
None of them is 2-uniform. In fact, it can be proven that there exists no 2-irredundant
orthogonal array having 4 columns and 2 symbols, i.e. there is no AME state of 4 qubits.
Finding all classes in OA(4, 2, 1) is significantly more complicated than for 3 qubits.
It turns out that there are a total of 1110 diﬀerent classes. In general, it is reasonable to
expect the number of classes to grow exponentially with the number of parties N , even
if they are always a finite number by construction.
5.4.3 Five qubits and beyond
Finally, we consider systems made up of five qubits. For k = 1, there are eleven non-
isomorphic arrays in G (5, 2, 1), giving rise to eleven entanglement classes in G(5, 2, 1).
Below, we report a possible choice of representative states:
|ϕ(I)5,2,1⟩ = |00000⟩+ |11111⟩ ,
|ϕ(II)5,2,1⟩ = |00111⟩+ |01000⟩+ |10100⟩+ |11011⟩ ,
|ϕ(III)5,2,1⟩ = |00111⟩+ |01000⟩+ |10011⟩+ |11100⟩ ,
|ϕ(IV)5,2,1⟩ = |00100⟩+ |00001⟩+ |00010⟩+ |11000⟩+ 2 |11111⟩ ,
|ϕ(V)5,2,1⟩ = |00000⟩+ |00110⟩+ |01001⟩+ |10011⟩+ |11101⟩+ |11110⟩ ,
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|ϕ(VI)5,2,1⟩ = |00100⟩+ |01000⟩+ |00011⟩+ |10011⟩+ |11101⟩+ |11110⟩ ,
|ϕ(VII)5,2,1 ⟩ = |01000⟩+ |00011⟩+ |00101⟩+ |00110⟩+ |11011⟩+ |11101⟩+ |11110⟩+ |10000⟩ ,
|ϕ(VIII)5,2,1 ⟩ = |00000⟩+ 2 |01111⟩+ |10101⟩+ |10110⟩+ |11000⟩+ |11011⟩ ,
|ϕ(IX)5,2,1⟩ = |01000⟩+ |00000⟩+ 2 |00111⟩+ |11011⟩+ |11101⟩+ |11110⟩+ |10000⟩ ,
|ϕ(X)5,2,1⟩ = |01000⟩+ |00100⟩+ |00001⟩+ |00010⟩+ |10000⟩+ 3 |11111⟩ ,
|ϕ(XI)5,2,1⟩ =3 |00000⟩+ 2 |01111⟩+ |11100⟩+ |11001⟩+ |11010⟩+ 2 |10111⟩ .
For six qubits, the problem of computing the Hilbert basis of the cone C(6, 2, k) is
computationally out of reach for k < 4. We discuss the case k = 4, since the case k = 5
is included in it. There are three non-isomorphic generating arrays in G (6, 2, 4), giving
rise to as many classes, with the following representative states:
|ϕ(I)6,2,4⟩ = |000000⟩+ |000001⟩+ |000110⟩+ |000111⟩+ |001010⟩+ |001011⟩+ |001100⟩
+ |001101⟩+ |010010⟩+ |010011⟩+ |010100⟩+ |010101⟩+ |011000⟩+ |011001⟩
+ |011110⟩+ |011111⟩+ |100010⟩+ |100011⟩+ |100100⟩+ |100101⟩+ |101000⟩
+ |101001⟩+ |101110⟩+ |101111⟩+ |110000⟩+ |110001⟩+ |110110⟩+ |110111⟩
+ |111010⟩+ |111011⟩+ |111100⟩+ |111101⟩ ,
|ϕ(II)6,2,4⟩ = |000001⟩+ |000010⟩+ |000100⟩+ |000111⟩+ |001000⟩+ |001011⟩+ |001101⟩
+ |001110⟩+ |010000⟩+ |010011⟩+ |010101⟩+ |010110⟩+ |011001⟩+ |011010⟩
+ |011100⟩+ |011111⟩+ |100000⟩+ |100011⟩+ |100101⟩+ |100110⟩+ |101001⟩
+ |101010⟩+ |101100⟩+ |101111⟩+ |110001⟩+ |110010⟩+ |110100⟩+ |110111⟩
+ |111000⟩+ |111011⟩+ |111101⟩+ |111110⟩ ,
|ϕ(III)6,2,4⟩ =2 |000000⟩+ |000001⟩+ |000010⟩+ |000011⟩+ |000100⟩+ |000101⟩+ |000110⟩
+ 2 |000111⟩+ 2 |001001⟩+ 2 |001010⟩+ |001011⟩+ 2 |001100⟩+ |001101⟩
+ |001110⟩+ |001111⟩+ |010000⟩+ |010001⟩+ |010010⟩+ 2 |010011⟩+ |010100⟩
+ 2 |010101⟩+ 2 |010110⟩+ 2 |011000⟩+ |011001⟩+ |011010⟩+ |011011⟩
+ |011100⟩+ |011101⟩+ |011110⟩+ 2 |011111⟩+ |100000⟩+ |100001⟩+ |100010⟩
+ 2 |100011⟩+ |100100⟩+ 2 |100101⟩+ 2 |100110⟩+ 2 |101000⟩+ |101001⟩
+ |101010⟩+ |101011⟩+ |101100⟩+ |101101⟩+ |101110⟩+ 2 |101111⟩+ |110000⟩
+ 2 |110001⟩+ 2 |110010⟩+ 2 |110100⟩+ 3 |110111⟩+ |111000⟩+ |111001⟩
+ |111010⟩+ 2 |111011⟩+ |111100⟩+ 2 |111101⟩+ 2 |111110⟩ . (5.4.5)
Let us point out that the absolutely maximally entangled states of 5 and 6 qubits cannot
be obtained from the generating states listed above, since AME(5, 2) and AME(6, 2) are
not array-based [109].
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We conclude this section by remarking that our methods can also be applied to hetero-
geneous systems [82], i.e. systems made up of particles with diﬀerent numbers of internal
levels. For instance, we have considered the families (i) OA (2231, k) and (ii) OA (2132, k),
with k = 1, 2. Case (i) corresponds to system of two qubits and one qutrit. Vice versa,
case (ii) corresponds to systems of one qubit and two qutrits. Here, we report the repre-
sentative states for the entanglement classes of G(2231, 1) and G(2132, 1). For two qubits
and one qutrit, there are six classes, with representative states:
|ϕ(I)2231,1⟩ = |000⟩+ |110⟩+ |001⟩+ |012⟩+ |102⟩+ |111⟩ ,
|ϕ(II)2231,1⟩ = |000⟩+ |010⟩+ |101⟩+ |112⟩+ |111⟩+ |002⟩ ,
|ϕ(III)2231,1⟩ =2 |000⟩+ |011⟩+ |101⟩+ |112⟩+ |112⟩ ,
|ϕ(IV)2231,1⟩ = |000⟩+ |110⟩+ 2 |001⟩+ |112⟩+ |112⟩ ,
|ϕ(V)2231,1⟩ = |000⟩+ |110⟩+ |001⟩+ |002⟩+ |111⟩+ |112⟩ ,
|ϕ(VI)2231,1⟩ =2 |000⟩+ |011⟩+ |102⟩+ |112⟩+ |111⟩ .
(5.4.6)
Instead, for systems of one qubit and two qutrits, one finds fifteen classes, with the
following representative states:
|ϕ(I)2132,1⟩ = |000⟩+ |112⟩+ |121⟩+ |100⟩+ |012⟩+ |021⟩ ,
|ϕ(II)2132,1⟩ = |000⟩+ |111⟩+ |102⟩+ |120⟩+ |012⟩+ |021⟩ ,
|ϕ(III)2132,1⟩ =2 |000⟩+ |111⟩+ |112⟩+ |121⟩+ |022⟩ ,
|ϕ(IV)2132,1⟩ = |000⟩+ |121⟩+ |112⟩+ |110⟩+ |002⟩+ |021⟩ ,
|ϕ(V)2132,1⟩ = |000⟩+ |120⟩+ |112⟩+ |111⟩+ |002⟩+ |021⟩ ,
|ϕ(VI)2132,1⟩ =2 |000⟩+ 2 |111⟩+ |122⟩+ |022⟩ ,
|ϕ(VII)2132,1⟩ = |000⟩+ |111⟩+ |102⟩+ |120⟩+ |011⟩+ |022⟩ ,
|ϕ(VIII)2132,1⟩ = |000⟩+ |112⟩+ |111⟩+ |101⟩+ |020⟩+ |022⟩ , (5.4.7)
|ϕ(IX)2132,1⟩ = |000⟩+ |111⟩+ |112⟩+ |120⟩+ 3 |101⟩+ 2 |010⟩+ 3 |022⟩ ,
|ϕ(X)2132,1⟩ = |000⟩+ 3 |111⟩+ 3 |102⟩+ 3 |020⟩+ |021⟩+ |012⟩ ,
|ϕ(XI)2132,1⟩ =4 |000⟩+ 3 |111⟩+ 3 |122⟩+ |012⟩+ |021⟩ ,
|ϕ(XII)2132,1⟩ =3 |000⟩+ |120⟩+ |101⟩+ 2 |111⟩+ 2 |112⟩+ |021⟩+ 2 |022⟩ ,
|ϕ(XIII)2132,1⟩ = |000⟩+ |112⟩+ |121⟩+ 2 |110⟩+ 2 |101⟩+ |011⟩+ 2 |022⟩+ |002⟩+ |020⟩ ,
|ϕ(XIV)2132,1⟩ =2 |000⟩+ |112⟩+ |121⟩+ 2 |110⟩+ 2 |101⟩+ |011⟩+ 3 |022⟩ ,
|ϕ(XV)2132,1⟩ = |000⟩+ 2 |112⟩+ 2 |121⟩+ |110⟩+ |101⟩+ |011⟩+ 2 |002⟩+ 2 |020⟩ .
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5.5 Conclusions
In this chapter, we have introduced a family of multipartite states of N qudits that are
one-to-one related to orthogonal arrays. In particular, we have focused our attention on
a subfamily of states, referred to as generating states, with a remarkable combinatorial
property: every orthogonal array with given parameters can be obtained as a composition
of the arrays associated to them. The generating states include all irredundant orthogonal
arrays having minimum support or, equivalently, all MDS codes. Next, we have tackled
the problem of classifying the generating states into entanglement classes. This task
requires to identify the non-isomorphic arrays within the set of generating arrays. To
illustrate our methods, we have worked out all entanglement classes of generating arrays
for systems of up to five qubits, as well as heterogeneous systems of two qubits + one
qutrit, and one qubit + two qutrits.
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Orthogonal arrays and quantum
marginal problems
In this chapter, we establish a connection between orthogonal array theory and quantum
marginal problems, which is then exploited to provide constructive solutions, applicable to
infinitely many settings, including the already solved case ofN -qubit systems for arbitrary
N . In particular, Sect. 6.1 provides a concise introduction to quantum marginal problems,
emphasizing their relevance in the context of quantum information theory. Subsequent
sections, starting from Sect. 6.2, are based on original unpublished work.
6.1 Quantum marginal problems
The global Hilbert space H for a system of N particles, each one having d possible
levels, has the tensor product structure H = H⊗Nd , where Hd = Cd. A pure state
|ψN,d⟩ ∈ H is thus specified by dN complex numbers, an amount exponentially growing
with the number of parties. In order to escape the curse of dimensionality, a natural
idea is to do without a complete multi-body description and work instead only with the
reduced density matrices describing few-body subsets of particles. If OK denotes the
generic operator acting non-trivially only on a subset K ⊂ {1, 2, . . . , N} of subsystems,
then the reduced density matrix ρK ∈ Her+|K|d(C) is defined as the matrix such that
⟨OK⟩ := ⟨ψN,d|OK |ψN,d⟩ = tr(ρKOK). It can be proven that such matrix is unique and
that it can be obtained as ρK = tr\K(|ψN,d⟩ ⟨ψN,d|), where tr\K(·) denotes the partial
trace over the Hilbert spaces of particles whose labels are not in K. Knowledge of all
reduced density matrices {ρK}|K|=n is clearly suﬃcient to compute the expectation values
of all possible operators acting only on at most n particles at a time.
The partial trace operation is the quantum version of marginalization in classical
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probability. Given N real random variables X1, . . .XN , with joint probability density
function p, for any subset K ⊂ {1, . . . , N} the marginal distribution of {Xi}i∈K is defined
as pI =
∫
\K dx p(x1, . . . , xn), where
∫
\K denotes integration over the sample spaces of all
random variables {Xi}i/∈K . The multi-body wavefunction ψN,d can thus be considered as
the analogue of the joint probability density function p and the reduced density matrix
ρK as the analogue of the marginal pK . Hence, ρK is often referred to as a quantum
marginal and from now on we use the terms quantum marginal and reduced density
matrix interchangeably.
Knowledge of how quantum marginals relate to their global states allows to recover
fundamental properties of the system under study. For instance, consider a multi-body
system with Hamiltonian H that contains only pairwise interactions, i.e. H = ∑i<j hij.
The ground state energy E0 of the system may be computed as
E0 = min|ψN,d⟩∈H
⟨ψN,d|H|ψN,d⟩ = min
ρij comp.
∑
i<j
tr(hijρij) ,
where ρij denotes the two-body quantum marginal of the ith and jth subsystems. Cru-
cially, the second minimization is performed over all possible two-body density matrices
that are compatible with the existence of a global N -body pure state |ψN,d⟩, i.e. they
may be obtained from |ψN,d⟩ by a suitable partial trace operation over N − 2 parties.
Seemingly, an exponential speed-up can be achieved by minimizing the objective function
⟨H⟩ over the set of compatible two body marginals (whose dimension scales as N2d4),
instead of the set of pure N -body states (whose dimension scales as dN). This however
would be true assuming one were able to solve eﬃciently the following general problem:
given a collection of density matrices {ρKi}mi=1, where the sets Ki ⊂ {1, . . . , N} may or
may not have empty intersection between each other, are they compatible? That is, is
there a pure state |ψN,d⟩ such that
ρKi = tr\Ki(|ψN,d⟩ ⟨ψN,d|) , ∀i ∈ {1, . . . ,m} ?
Such problems are often referred to as quantum marginal problems (QMPs). First for-
mulated within the quantum chemistry community in the 1960s [92], they have recently
come into focus from a quantum information perspective (see e.g. [93] for a review).
One should distinguish between two main types of quantum marginal problems: either
the marginals are allowed to overlap or not. The first case has proven extremely diﬃcult to
tackle. In fact, from our previous argument, if an eﬃcient algorithm were to be discovered
to solve such problem, then one could eﬃciently compute the ground state energy of any
multi-body system – a task that appears out of reach. It is known that even a universal
quantum computer would not be able to solve eﬃciently the overlapping version of the
112 PhD Thesis
Quantum marginal problems 6.1
marginal problem: its algorithmic complexity belongs to the QMA-complete class [94],
the quantum analogue of the NP-complete class [95]. A simpler version of the problem
is when the marginals are non-overlapping. Without loss of generality, one may even
assume that all assigned density operators are single-body, i.e. the problem is univariate.
Finally, an extension of the quantum marginal problem which is also of great interest
is the following. Given a set of compatible marginals, explicitly construct the global state
having those marginals. The task is known to be computationally hard and, except for a
few solutions to univariate problems in low-dimensional settings, analytical progress has
been quite limited.
For the purposes of this thesis, we adopt the following terminology:
• Non-overlapping QMP : any two marginals are assumed to involve subsets of parti-
cles that do not overlap; otherwise the problem is said to be overlapping.
• Univariate QMP : all marginals are assumed to be 1-body marginals; otherwise the
problem is said to be multivariate.
• Non-constructive QMP: given N d-level particles and n ∈ N, find all possible sets
{ρK}|K|=n of compatible n-body marginals.
• Constructive QMP : given any set of compatible n-body marginals {ρK}|K|=n, con-
struct the global state |ψN,d⟩ having those marginals.
Up to now, it has been implicitly assumed that the system is made up of distinguishable
particles. It is also possible to consider quantum marginal problems for indistinguishable
particles. One has to add the further requirement that the global state lies within either
the symmetric subspace ∨⊗NHd (for bosons) or the totally antisymmetric one ∧⊗NHd
(for fermions).
(a) (b) (c)
Figure 6.1. Diﬀerent types of quantum marginal problems: (a) univariate, non-overlapping, (b) mul-
tivariate, non-overlapping, (c) multivariate, overlapping.
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6.1.1 Univariate QMPs: overview of solutions
Quantum marginal problems of the univariate type are the only ones that have proved
tractable. In the following, we will thus restrict to this scenario. The basic reason for its
greater manageability is that the problem has a unitary invariance that disappears in the
overlapping case, as illustrated by the following proposition.
Proposition 6.1.1. If {ρk}Nk=1 is a set of compatible 1-body marginals, then {UkρkU †k}Nk=1,
where each Uk ∈ U(d) is an arbitrary unitary matrix, is also a set of compatible marginals.
Proof. Since the marginals {ρk}Nk=1 are compatible, there exists a global state |ψN,d⟩
having those marginals. It is easy to check that ⊗Nk=1Uk |ψN,d⟩ is then the global state
having marginals {UkρkU †k}Nk=1.
As a consequence, compatibility depends only on the local spectra. In particular, one
may assume that each 1-body marginal ρk is given in diagonal form, with the eigenvalues
{λ(j)k }d−1j=0 ordered non-increasingly along its main diagonal. This simplification will always
be made use of in the following. Notice that, in λ(j)k , a subscript denotes the party under
consideration (ranging from 1 to N), while a superscript labels the eigenvalues of each
party in non-increasing order (from 0 to d− 1).
It is natural to embed the eigenvalues corresponding to a set of compatible marginals
as a point in RNd+ . That is, each such set gives rise to a point λ ∈ RNd+ of the general form
λ = (λ(0)1 , . . . , λ
(d−1)
1 , . . . , λ
(0)
N , . . . , λ
(d−1)
N )t, which is referred to as a λ-point. We denote
by ΛN,d the set of all possible λ-points, for given number of parties N and local dimension
d. It is a corollary of a theorem by Kirwan [96] that ΛN,d is always a convex polytope,
which is referred to as the moment polytope, or spectral polytope. The 1-body marginal
problem can thus be given the following geometrical representation. If compatibility of
quantum marginals introduced no non-trivial constraints, λ-points would fill the whole
Weyl polytope ΩN,d, which is the convex set defined via the following system of linear
constraints  λ
(0)
k ≥ λ(1)k ≥ · · · ≥ λ(d−1)k ≥ 0∑d−1
j=0(λ
(j)
k )2 = 1
with k ∈ {1, . . . , N}, (6.1.1)
where the inequality constraints introduce a conventional ordering among the eigenvalues
of each reduction and the equality constraints enforce normalization. However, compati-
bility usually does introduce non-trivial constraints among the local eigenvalues, so that
ΛN,d is a strict and convex subset of ΩN,d. The spectral polytope can be characterized
either as the convex hull of its extremal points (its V-representation), or in terms of a
finite list of linear inequalities of the form κ · λ + κ0 ≤ 0 (its H-representation). For
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given N and d, solving a non-constructive QMP is equivalent to determining the spectral
polytope ΛN,d. Instead, a constructive QMP requires finding, for the generic λ-point
λ ∈ ΛN,d, at least one pure state |ψN,d⟩ ∈ H having local eigenvalues λ. Notice that
there is, in general, no guarantee of uniqueness and, in fact, many diﬀerent pure states
exist all having the same local spectra.
In the rest of this section, we give a quick historical review of the literature of known
solutions. First, we focus on the case of distinguishable particles and thereafter consider
indistinguishable particles.
For distinguishable particles, the following cases have been solved.
• N = 2, d arbitrary: Any pure bipartite state can be written as
|ψ2,d⟩ =
d−1∑
j=0
√
λ(j) |ϕj⟩ ⊗ |χj⟩ , (6.1.2)
where {|ϕj⟩}d−1j=0 and {|χj⟩}d−1j=0 are two local orthonormal basis. It follows that
the 1-body reductions ρ1 and ρ2 have the same spectra. This solves the non-
constructive version of the problem. The constructive version is also easily solved:
if {λ(j)}d−1j=0 denotes the spectrum of either of the two marginals, the solution is
given by Eq. (6.1.2), where {|ϕj⟩}d−1j=0 and {|χj⟩}d−1j=0 are the the eigenvectors of ρ1
and ρ2, respectively.
• N arbitrary, d = 2: The case of N qubits has been completely solved by Higuchi
et al. [97]. To conform to the conventions of Ref. [97], let us denote by λk :=
min spec(ρk) the minimum eigenvalue of each reduction; the remaining one can
always be recovered as 1−λk. Then, the spectral polytopes ΛN,2 are the subsets of
the Weyl polytopes ΩN,2 cut out by the polygonal inequalities
λk ≤
∑
k′ ̸=k
λk′ , k ∈ {1, . . . , N} . (6.1.3)
Higuchi et al. also managed to solve the constructive version of the problem as
follows. Let {λk}3k=1 denote a generic triple of compatible eigenvalues satisfying
0 ≤ λk ≤ 1/2, as well as the polygonal inequalities of Eq. (6.1.3). The task is
thus to construct a state |ψ3,2⟩ ∈ H⊗32 with 1-body reductions having minimum
eigenvalues {λk}3k=1. A solution is
|ψ3,2⟩ = a |100⟩+ b |010⟩+ c |001⟩+ d |111⟩ , (6.1.4)
where from now on {|i⟩}d−1i=0 denotes the computational basis of each local Hilbert
space Hd and
a =
√
(λ2 + λ3 − λ1)/2 , b =
√
(λ3 + λ1 − λ2)/2 ,
c =
√
(λ1 + λ2 − λ3)/2 , d =
√
(2− λ1 − λ2 − λ3)/2 .
(6.1.5)
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Starting from |ψ3,2⟩ one can recursively construct solutions for higher numbers of
qubits. The procedure is most easily explained in the simple case of N = 4, from
which one can generalize to arbitrary N . Let {λk}4k=1 be the minimum eigenvalues
of the single-body reductions of |ψ4,2⟩ ∈ H⊗42 . Without loss of generality, λ1 ≥
λ2 ≥ λ3 ≥ λ4. Define ∆1 = λ1 − λ4. Then (∆1, λ2, λ3)t is a λ-point in Λ3,2 (i.e. it
satisfies the polygonal inequalities). Thus, there exists a corresponding pure state
|ψ˜3,2⟩ which has the same form as in Eq. (6.1.4) but with ∆1 taking the place
of λ1. For suitable (unnormalized) states |ϕ⟩ and |χ⟩ in H⊗22 , one may write it
as |ψ˜3,2⟩ = |0⟩ ⊗ |ϕ⟩ + |1⟩ ⊗ |χ⟩. It is then easy to check that the desired state
corresponding to the λ-point (λ1, λ2, λ3, λ4)t ∈ Λ4,2 can be taken as
|ψ4,2⟩ = |0⟩ ⊗ |ϕ⟩ ⊗ |1⟩+ sin θ |0⟩ ⊗ |χ⟩ ⊗ |0⟩+ cos θ |1⟩ ⊗ |χ⟩ ⊗ |1⟩ , (6.1.6)
where θ is fixed so that λ1 and λ4 are the minimum eigenvalues of ρ1 and ρ4,
respectively, which leads to
θ = arcsin
(
λ4
1− λ1 + λ4
)
. (6.1.7)
Explicitly, one finds
|ψ4,2⟩ = a |0000⟩+ b |0011⟩+ c |0101⟩+ d |0110⟩+ e |1001⟩+ f |1111⟩ , (6.1.8)
where
a =
√
λ4(λ2 + λ3 + λ4 − λ1)/[2(1− λ1 + λ4)] ,
b =
√
(λ1 + λ2 − λ3 − λ4)/2 ,
c =
√
(λ1 + λ3 − λ2 − λ4)/2 ,
d =
√
λ4(2 + λ4 − λ1 − λ2 − λ3)/[2(1− λ1 + λ4)] ,
e =
√
(1− λ1)(λ2 + λ3 + λ4 − λ1)/[2(1− λ1 + λ4)] ,
f =
√
(1− λ1)(2 + λ4 − λ1 − λ2 − λ3)/[2(1− λ1 + λ4)] .
(6.1.9)
Proceeding along the same steps, one can produce recursively a solution |ψN,2⟩ for
any set of compatible eigenvalues and any number of qubits N .
• N = 3, d = 3: The case of three qutrits has been tackled by Higuchi in Ref. [98].
The spectral polytope Λ3,3 is the subset of the Weyl polytope Ω3,3 cut out by the
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following system of inequalities:
λ(2)a + λ(1)a ≤ λ(2)b + λ(1)b + λ(2)c + λ(1)c
λ(3)a + λ(1)a ≤ λ(2)b + λ(1)b + λ(3)c + λ(1)c
λ(2)a + λ(3)a ≤ λ(2)b + λ(1)b + λ(2)c + λ(3)c
2λ(2)a + λ(1)a ≤ 2λ(2)b + λ(1)b + 2λ(2)c + λ(1)c
2λ(1)a + λ(2)a ≤ 2λ(2)b + λ(1)b + 2λ(1)c + λ(2)c
2λ(2)a + λ(3)a ≤ 2λ(2)b + λ(1)b + 2λ(2)c + λ(3)c
2λ(2)a + λ(3)a ≤ 2λ(1)b + λ(2)b + 2λ(3)c + λ(2)c
, (6.1.10)
where (a, b, c) is any permutation of (1, 2, 3).
• N arbitrary, d arbitrary: In a breakthrough paper [99], Klyachko has developed
an algorithm to produce the H-representation of the spectral polytopes ΛN,d for
arbitrary values of N and d. In particular, the above solutions for non-constructive
marginal problems can be recovered from Klyachko’s results. There are, however,
two caveats. First, the algorithm has a high computational complexity, so that in
practice it has been possible to apply it only in relatively low-dimensional settings
(N ≤ 10, d ≤ 5). Second, while it solves in principle any non-constructive (uni-
variate) marginal problem for indistinguishable particles, it gives no clue about the
constructive version.
We now focus on marginal problems for indistinguishable particles. For bosons, the
problem trivializes. Let {λ(j)}d−1j=0 denote the local eigenvalues of any 1-body reduced state
ρ(∨) of a system of N bosons. Notice that no subscript label is necessary since, by defini-
tion, all marginals are the same for all particles, as a consequence of indistinguishability.
Then, the state
|ψ(∨)N,d⟩ =
1√
d
d−1∑
j=0
√
λ(j) |j⟩⊗N (6.1.11)
is totally symmetric and moreover has the desired local spectra.
In contrast, the problem for fermions is non-trivial. It is also highly significant from
a physical standpoint. The reason is the following. Adhering to computational chemistry
conventions, the 1-body reduced state ρ(∧) for a system of N fermions over d > N
modes will now be normalized so that tr[ρ(∧)] = N . Thus its eigenvalues {λ(j)}d−1j=0 can
be interpreted as occupation numbers. As a consequence of antisymmetry, the Pauli
exclusion principle holds, that is the eigenvalues are constrained so that 0 ≤ λ(j) ≤ 1,
∀j ∈ {0, . . . , d− 1}. However, antisymmetry is a condition far stronger than implied by
the Pauli principle. For fermions, each λ-point of compatible local eigenvalues can be
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embedded in Rd, giving rise to the spectral polytope Λ(∧)N,d. It is a convex subset of the
Pauli polytope Πd, which is defined via the system of constraints1 ≥ λ
(0) ≥ λ(1) ≥ · · · ≥ λ(d−1) ≥ 0∑d−1
j=0 λ
(j) = N
. (6.1.12)
The Pauli polytope Πd plays the same role as the Weyl polytope ΩN,d for indistinguishable
particles. If the Pauli principle were the only constraint, then λ-points would fill the
entire Pauli polytope Πd. This, however, is not the case. The study of marginal problems
for fermions thus leads to generalized Pauli constraints [100]. Here, we summarize the
literature of known solutions.
• N = 2, d arbitrary: A necessary and suﬃcient condition on the local spectrum
is that it must be doubly degenerate (plus possibly a single unpaired vanishing
eigenvalue if d is odd). The corresponding global state can be constructed as follows.
Let the 1-body marginal ρ(∧) have the following local spectrum:
spec(ρ(∧)) =
{λ
(0), . . . , λ(d/2−1)} if d even
{λ(0), . . . , λ(⌊d/2⌋−1), 0} if d odd
. (6.1.13)
Each non-vanishing eigenvalues has multiplicity 2. Then, the state
|ψ(∧)N,d⟩ =
1√
N
⌊d/2⌋−1∑
j=0
√
λ(j) |2j⟩ ∧ |2j + 1⟩ , (6.1.14)
where by definition |j⟩ ∧ |j′⟩ := |j⟩ ⊗ |j′⟩ − |j′⟩ ⊗ |j⟩ is the desired solution. The
case of d−2 fermions over d modes can be treated similarly, which is a consequence
of particle-hole duality [101]: if the spectral polytope Λ(∧)N,d is known, the spectral
polytope Λ(∧)d−N,d can be obtained via the mapping λ(j) → λ(d−j+1).
• N = 3, d = 6: Because of particle-hole duality, this is the lowest dimensional setting
which is non-trivial. The spectral polytope Λ(∧)3,6 was first determined numerically
by Dennis & Borland in 1972 [102], while a rigorous proof was published only in
2007 by Ruskai [103]. It is the subset of Π6 cut out by the constraintsλ
(0) + λ(5) = λ(1) + λ(4) = λ(2) + λ(3)
λ(4) + λ(5) ≥ λ(3)
. (6.1.15)
• N arbitrary, d arbitrary: In complete parallel with the distinguishable particles
case, Klyachko has proposed an algorithm to determine spectral polytopes for ar-
bitrary (univariate) fermionic marginal problems [104]. Computational complexity
arguments limit its usefulness to low-dimensional settings. Moreover, Klyachko’s
solution oﬀers no hint regarding constructive problems.
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6.2 Connecting the quantum marginal problem with
orthogonal arrays
In this section, we illustrate how orthogonal array theory can be used to obtain solutions
for constructive marginal problems. The basic idea is that a balanced superposition of the
states associated to the runs of an IrOA(r,N, d, 1) always gives rise to a 1-uniform state.
1-uniform states are the solution to a particular type of marginal problems, i.e. when all
marginals are required to equal the maximally mixed state Id/d. The next natural step is
to consider arbitrary superpositions of the runs of a 1-irredundant orthogonal array. If the
array is chosen appropriately, one may hope to obtain a general solution to the problem
for arbitrary compatible marginals, upon a judicious choice of the relative weights.
To better understand this point, let us consider an arbitrary pure state of N qudits
|ψN,d⟩ ∈ H := H⊗Nd . Let {|I⟩}I∈{Ad}×N be a basis for H (where Ad := {0, 1, . . . , d − 1}
and the following multi-index notation is employed: given I = i1 i2 . . . iN , |I⟩ := |i1⟩ ⊗
· · · ⊗ |iN⟩). Then, we may expand |ψN,d⟩ as
|ψN,d⟩ =
∑
I∈A ×N
d
cI |I⟩ , (6.2.1)
with the normalization constraint ∑I |cI |2 = 1. The 1-body marginal corresponding to
the kth subsystem reads
ρk = tr\k(|ψN,d⟩ ⟨ψN,d|) =
d−1∑
j=0
d−1∑
j′=0
∑
I1∈A ×(k−1)d
∑
I2∈A ×(N−k)d
cI1·j·I2 c¯I1·j′·I2 |j⟩ ⟨j′| . (6.2.2)
Notice that composition of two multi-indices I = i1 . . . im and I ′ = im+1 . . . im+n is nat-
urally defined as follows: I · I ′ = i1 . . . imim+1 . . . im+n. As argued before, each marginal
ρk can be assumed to be given in diagonal form, with eigenvalues {λ(j)k }d−1j=0 ordered non-
increasingly. For every k ∈ {1, . . . , N}, we thus have to impose that
∑
I1∈A ×(k−1)d
∑
I2∈A ×(N−k)d
|cI1·j·I2 |2 = λ(j)k , for j ∈ Ad ; (6.2.3)
and ∑
I1∈A ×(k−1)d
∑
I2∈A ×(N−k)d
cI1·j·I2 c¯I1·j′·I2 = 0 , for j ̸= j′ ∈ Ad . (6.2.4)
Geometrically, a non-constructive marginal problem is equivalent to identifying a high-
dimensional algebraic variety embedded in CdN , which is defined via the system of equa-
tions (6.2.3) and (6.2.4).
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Orthogonal arrays prove useful in the following way. Suppose that, instead of starting
from the most general state |ψN,d⟩ as in Eq. (6.2.1), one considers arbitrary superpositions
of the runs of an IrOA(r,N, d, k), denoted by α, i.e.
|φN,d⟩ =
r∑
j=0
cj |sj1 . . . sjN⟩ , (6.2.5)
where the underlying array is
α =
s11 s12 . . . s1N
s21 s22 . . . s2N
... ... ...
sr1 sr2 . . . srN
. (6.2.6)
Because of irredundancy, all equations of the form (6.2.4) are automatically satisfied by
construction. One is left to solve a linear system in the variables |cI |2, which can be done
eﬃciently. Of course, there is no guarantee that a single array α will be suﬃcient to
obtain a solution for every set of compatible eigenvalues. Indeed, the linear system may
have no solution. Clearly, however, one should start from an array which has as many
runs as possible, compatibly with the requirement of irredundancy.
Definition 6.2.1. (maximal IrOA) An irredundant orthogonal array IrOA(r,N, d, k)
is called maximal if it maximizes the number of rows r, among all irredundant orthogonal
arrays with the same number of columns N , number of symbols d and strength k.
We now describe a recursive construction that allows to build, for given d, maxi-
mal 1-irredundant arrays with any number of columns N . For N = 2, consider the
IrOA(d, 2, d, 1):
ξ2,d =
0 0
1 1
... ...
d− 1 d− 1
. (6.2.7)
Let ξ′2,d be the extended array
ξ′2,d =
0 0 0
1 1 0
... ... ...
d− 1 d− 1 0
. (6.2.8)
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Let fs(ξ′2,d) denote the array obtained by adding s ∈ Ad mod(d), to each entry in the
first and last columns of ξ′2,d:
fs(ξ′2,d) =
0 + s mod(d) 0 s
1 + s mod(d) 1 s
... ... ...
d− 1 + s mod(d) d− 1 s
. (6.2.9)
Then, the array ξ3,d := ⊕s∈Adfs(ξ′2,d) is a maximal 1-irredundant IrOA(d2, 3, d, 1). From
ξ3,d, repeat the same procedure as many times as needed in order to have an array with
N columns, denoted by ξN,d, which is a maximal 1-irredundant IrOA(dN−1, N, d, 1).
The proof is elementary. First, let us check irredundancy. If one imagines eliminating
the last column, then the resulting array can have no repetition of rows: any two rows
belonging to the same block fs(ξ′N−1,d) are diﬀerent (because ξN−1,d is irredundant), while
rows belonging to diﬀerent blocks always diﬀer at least in the first entry. If one imagines
eliminating any other column, then there can be no duplication of rows, either because
they diﬀer in the last entry or, if not, because they must diﬀer in one of the first N − 2
entries. Finally, ξN,d is clearly maximal, since it has dN−1 rows, i.e. eliminating any one
column gives the full factorial design with N − 1 columns, so that no irredundant array
with more rows can exist.
Let us remark that the maximal irredundant array ξN,d just constructed is non-unique.
In fact, any array isomorphic to ξN,d is also maximal. For a binary alphabet, however, one
can prove that there are no other maximal IrOAs (ξN,2 is unique up to isomorphisms).
This is a consequence of the fact that any maximal IrOA with N columns over a binary
alphabet is associated to a proper 2-coloring of a hypercube graph QN . Since QN is
uniquely colorable, the statement follows. However, for d > 2, other maximal IrOAs,
inequivalent to ξN,d, may exist.
Example 6.2.2. Let us consider the case d = 2 and go through the steps of the previous
construction. The starting point is
ξ2,2 =
0 0
1 1
. (6.2.10)
By definition,
f0(ξ′2,2) =
0 0 0
1 1 0
, f1(ξ′2,2) =
1 0 1
0 1 1
. (6.2.11)
Thus, for N = 3 columns, one finds the following maximal 1-irredundant orthogonal
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array:
ξ3,2 = f0(ξ′2,2)⊕ f1(ξ′2,2) =
0 0 0
1 1 0
1 0 1
0 1 1
. (6.2.12)
The runs of the IrOA ξ3,2 span the subspace
|φ3,2⟩ = c1 |000⟩+ c2 |110⟩+ c3 |101⟩+ c4 |011⟩ , (6.2.13)
with ∑4j=1 |cj|2 = 1. Because of irredundancy, all single-body reductions are in diagonal
form:
ρ1 =diag(|c1|2 + |c4|2, |c2|2 + |c3|2) ,
ρ2 =diag(|c1|2 + |c3|2, |c2|2 + |c4|2) ,
ρ3 =diag(|c1|2 + |c2|2, |c3|2 + |c4|2) ,
(6.2.14)
Letting λ(0)k and λ
(1)
k denote the eigenvalues of each reduction ρk, the task is to solve the
linear system M3,2 · c = λ, where c = (|c1|2, |c2|2, |c3|2, |c4|2)t belongs to the standard
simplex ∆3, λ = (λ(0)1 , λ
(1)
1 , λ
(0)
2 , λ
(1)
2 , λ
(0)
3 , λ
(1)
3 )t belongs to the spectral polytope Λ3,2 and
M3,2 is the matrix
M3,2 =

1 0 1 0 1 0
0 1 0 1 1 0
0 1 1 0 0 1
1 0 0 1 0 1

t
. (6.2.15)
A solution can be obtained for any possible choice of λ ∈ Λ3,2, if and only if the inter-
section of the Weyl polytope Ω3,2 with the image of M3,2 acting on the standard simplex
∆3 coincides with the spectral polytope Λ3,2. A quick computation reveals that indeed
Ξ3,2 := im∆3(M3,2) ∩ Ω3,2 = Λ3,2 (one may for instance compute their V-representations
and check that they are the same). By solving explicitly the linear system above, one finds
c1 =
√
(2− λ(1)1 − λ(1)2 − λ(1)3 )/2 , c2 =
√
(λ(1)1 + λ
(1)
2 − λ(1)3 )/2 ,
c3 =
√
(λ(1)1 + λ
(1)
3 − λ(1)2 )/2 , c4 =
√
(λ(1)2 + λ
(1)
3 − λ(1)1 )/2 .
(6.2.16)
Substituted in Eq. (6.2.13), Eq. (6.2.16) provide a constructive solution to the marginal
problem for 3 qubits, which is unitarily equivalent to the one by Higuchi et al..
In the remaining part of this section, we discuss the case of fermionic systems. No-
tice that 1-irredundant orthogonal arrays give rise to 1-uniform states of distinguishable
particles. To obtain fermionic 1-uniform states, the starting array must have the follow-
ing antisymmety properties (besides orthogonality and irredundancy): no two rows may
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contain repeated symbols; moreover, if a particular row appears in the array, then all its
permutations must also appear. A maximal fermionic irredundant orthogonal array ξ(∧)N,d
may thus be constructed as follows: its unique rows (up to permutations) are a maxi-
mum set of subsets of N elements, all diﬀerent, taken from the alphabet Ad, such that
every two subsets have at most N − 2 symbols in common. For arbitrary N and d, ξ(∧)N,d
can be generated algorithmically in an eﬃcient way. The following simple example helps
clarifying our methods.
Example 6.2.3. Let us consider the setting N = 2, d = 4, i.e. 2 fermions over 4 modes.
A maximal set of subsets of 2 elements (taken from the alphabet A4 = {0, 1, 2, 3} and
all diﬀerent), with no elements in common, is e.g. {{0, 1}, {2, 3}}. The corresponding
maximal irredundant orthogonal array is
ξ2,4 =
0 1
1 0
2 3
3 2
, (6.2.17)
which gives rise to the totally antisymmetric states |φ(∧)2,4 ⟩ = c1 |0⟩ ∧ |1⟩ + c2 |2⟩ ∧ |3⟩.
All 1-body reductions are the same and equal to ρ(∧) = diag(|c1|2, |c1|2, |c2|2, |c2|2). As
recalled before, the most general single-particle spectrum for bipartite fermionic systems
is doubly-degenerate. Suppose, without loss of generality, that the local eigenvalues are
λ = (λ(0)λ(0), λ(1), λ(1)). Then the desired global state is
|φ(∧)2,4 ⟩ =
√
λ(0) |0⟩ ∧ |1⟩+
√
λ(1) |2⟩ ∧ |3⟩ . (6.2.18)
6.3 Construction of solutions via orthogonal arrays
In this section, we formalize the procedure followed in the previous examples to obtain
constructive solutions of (univariate) quantum marginal problems, for arbitrary values
of N and d. Given the vector of local eigenvalues λ, the construction succeeds only if
λ belongs to a convex subset ΞN,d of the spectral polytope ΛN,d. In the case of qubits,
however, we will prove that ΞN,2 and ΛN,2 coincide, thus obtaining an alternative solution
to the one by Higuchi et al. [97]. For distinguishable particles, the construction is based
on the following steps:
(S1) Using the recursive construction given above, obtain the maximal 1-irredundant
orthogonal array ξN,d.
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(S2) Compute the V-representation of the convex polytope
ΞN,d := im∆δ(MN,d) ∩ ΩN,d , (6.3.1)
where ∆δ is the standard simplex of dimension δ := dN−1− 1, MN,d is a Nd× dN−1
matrix and ΩN,d is the Weyl polytope. The matrix MN,d can be obtained from ξN,d
as follows: 1) replace each symbol s ∈ Ad of the array with d symbols, all of them
0, except a single 1 in position s; 2) interpret the resulting array as a matrix and 3)
transpose it.1 By a well-known lemma, the vertices of the linear image of a convex
polytope are a subset of the images of the vertices of the starting polytope. Thus,
one may also write:
im∆δ(MN,d) = conv(col(MN,d)) , (6.3.3)
the convex-hull of the columns of MN,d.
(S3) Check whether the vector of local eigenvalues λ belongs to ΞN,d. If not, the con-
struction cannot proceed.
(S4) Find at least one solution of the linear system M3,2 · c = λ. Denote such solution
as c˜. The global state having the assigned marginals is
|φN,d⟩ =
dN−1∑
j=1
√
c˜j |Ij⟩ , (6.3.4)
where {Ij}dN−1j=1 are the rows of ξN,d.
On the basis of Example 6.2.3, the interested reader may adapt the above procedure
to the case of fermionic systems.
6.3.1 The case of qubits
As anticipated, the case of N qubits is suﬃciently special that the construction given in
the previous section can be proven to be exhaustive.
Proposition 6.3.1. For any number of qubits N , the set of λ-points ΞN,2 for which
a solution can be constructed from the maximal IrOA ξN,d coincides with the spectral
polytope ΛN,2.
1For instance, for d = 2, one has to make the substitutions 0 → 1 0 and 1 → 0 1 into the array ξ2,2,
which produces the matrix
ξ2,2 =
0 0
1 1
→ M t2,2 =
(
1 0 1 0
0 1 0 1
)
. (6.3.2)
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Proof. The set ΞN,2 := im∆δ(MN,2) ∩ ΩN,2, with δ = 2N−1 − 1, is a convex polytope (it
is, in fact, the intersection of two convex polytopes). To establish the above proposition,
we will thus check that ΞN,2 has the same vertices as the spectral polytope ΛN,2.
First, we introduce the following convenient abbreviations:
A := 12 ,
1
2 , B
:= 1, 0 , C := 0, 1 , (6.3.5)
which allow to rewrite certain special vectors in compact form. For instance, the vector
(1/2, 1/2, 1, 0, 1/2, 1/2)t is represented by the string ABA. The set of all strings of N
symbols e.g., A and B, is denoted by S(A,B), and the number of occurrences in a string
of e.g., A, is denoted by #(A). From the polygonal inequalities of Eq. (6.1.3), it follows
that the vertices of ΛN,2 are
vert(ΛN,2) = {all N -strings ∈ S(A,B) such that #(A) ̸= 1} . (6.3.6)
Instead, the vertices of the Weyl polytope ΩN,2 are given by
vert(ΩN,2) = {all N -strings ∈ S(A,B)} . (6.3.7)
Note in particular that the vertices of the spectral polytope ΛN,2 are a proper subset of
the vertices of the Weyl polytope ΩN,2 (this does not hold in general for d > 2).
We now focus on im∆δ(MN,2). Recall that im∆δ(MN,2) is the convex hull of the
columns of MN,2 or, equivalently,
im∆δ(MN,2) = conv ({all N -strings ∈ S(B,C) such that #(C) is even}) , (6.3.8)
In fact, the array ξN,2 has 2N−1 rows, all diﬀerent by construction. Moreover, each row of
ξN,2 contains an even number of 1s (each row of ξ2,2 clearly has the previous property and
the operations involved in the recursive construction of Sect. 6.2 preserve such property,
so that it holds for any N). Therefore, the rows of ξN,2 are precisely all possible binary
strings containing an even number of 1s. SinceMN,2 is built from ξN,2 via the substitutions
0→ B, 1→ C (and matrix transposition), Eq. (6.3.8) follows.
We will prove that all vertices of ΛN,2 are also vertices of ΞN,2. This is suﬃcient
because, by construction, ΞN,2 ⊆ ΛN,2, so that if ΞN,2 had any other vertex, it would
strictly contain ΛN,2, which is absurd. By a simple lemma, every vertex of ΩN,2 that
belongs to im∆δ(MN,2) is also a vertex of ΞN,2 (if a point is an extremal point of a convex
set, it is also extremal with respect to any convex subset). Therefore, the task is to prove
that all vertices of ΩN,2 of the form (6.3.6) belong to im∆δ(MN,2). Or, equivalently, that
any string s ∈ S(A,B) with n := #(A) ̸= 1 can be obtained as a convex combination of
strings in S(B,C) with #(C) even. If n is even, the statement is trivial, since s is equal
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to 1/2 times a string of only Bs, plus 1/2 times a string of n Cs, at the same positions as
the As in s, while the rest are all Bs. For instance, AABAA = (CCBCC+BBBBB)/2.
Therefore, let us suppose n is odd. Then s can be written as an equal weights combination
of all strings having an even number of Cs, at the same positions as the As in s. For
instance,
AAAB = 14 (BBBB + CCBB + CBCB +BCCB) . (6.3.9)
This works because B + C = 2A and, at any given position where an A occurs in s, one
has a sum of the form mB times B plus mC times C, where:
mC =
(
n− 1
1
)
+
(
n− 1
3
)
+ · · ·+
(
n− 1
n− 2
)
= 2n−2 ,
mB =
(
n
0
)
+
(
n
2
)
+ · · ·+
(
n
n− 1
)
−mC = 2n−1 − 2n−2 = 2n−2 ,
(6.3.10)
so mB = mC , as desired.
For instance, applied to the case of 4 qubits, our methods produce the following
solution
|φ4,2⟩ = c1 |0000⟩+ c2 |1100⟩+ c3 |1010⟩+ c4 |0110⟩+ c5 |1001⟩ , (6.3.11)
where2
c1 =
√
(2− λ(1)1 − λ(1)2 − λ(1)3 − λ(1)4 )/2 ,
c2 =
√
(λ(1)1 + λ
(1)
2 − λ(1)3 − λ(1)4 )/2 ,
c3 =
√
(λ(1)1 − λ(1)2 + λ(1)3 − λ(1)4 )/2 ,
c4 =
√
(−λ(1)1 + λ(1)2 + λ(1)3 + λ(1)4 )/2 ,
c5 =
√
λ
(1)
4 ,
(6.3.12)
which should be compared with the solution by Higuchi et al. of Eqs. (6.1.8) and (6.1.9).
The two solutions can be proven to be non-trivially related (in contrast to the case of
three qubits), e.g. by computing their respective polynomial invariants [105].
6.3.2 Beyond qubits
For local dimension d > 2, it is not guaranteed that the construction of Sect. 6.3 is
exhaustive: the polytope ΞN,d is in general only a strict subset of the spectral polytope
ΛN,d. We discuss in some detail the setting of three qutrits.
2Here it is assumed that, without loss of generality, the Hilbert space labels are assigned so that
λ
(1)
1 ≥ λ(1)2 ≥ λ(1)3 ≥ λ(1)4 .
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Example 6.3.2. We start from the maximal IrOA(9, 3, 3, 1):
ξ3,3 =
0 0 0
1 1 0
2 2 0
1 0 1
2 1 1
0 2 1
2 0 2
0 1 2
1 2 2
. (6.3.13)
By mapping 0→ 1 0 0, 1→ 0 1 0, 2→ 0 0 1, the matrix M3,3 is found to be
M3,3 =

1 0 0 0 0 1 0 1 0
0 1 0 1 0 0 0 0 1
0 0 1 0 1 0 1 0 0
1 0 0 1 0 0 1 0 0
0 1 0 0 1 0 0 1 0
0 0 1 0 0 1 0 0 1
1 1 1 0 0 0 0 0 0
0 0 0 1 1 1 0 0 0
0 0 0 0 0 0 1 1 1

. (6.3.14)
The polytope Ξ3,3 is the convex hull of the columns of M3,3, intersected with the Weyl
polytope Ω3,3. We report below its V-representation, computed with the help of the Parma
Polyhedra Library (PPL) [106]. First, let us introduce the following abbreviations:
A := 1, 0, 0, B := 12 ,
1
2 , 0, C
:= 13 ,
1
3 ,
1
3 , D
:= 23 ,
1
6 ,
1
6 ,
E := 12 ,
1
4 ,
1
4 , F
:= 34 ,
1
4 , 0, G
:= 23 ,
1
3 , 0 .
(6.3.15)
From Ref. [98], the spectral polytope Λ3,3 has 33 vertices: AAA, BBB, CCC, ABB,
ACC, BBC, BCC, BDD, CGG, BCD, BEF , together with all their possible permu-
tations. In contrast, Ξ3,3 has only 26 vertices, which are a subset of the vertices of Λ3,3:
the 7 missing vertices are BBB, CGG, ABB, BEF , BFE, FEB, FBE.
We remark that, starting from a suitable array isomorphic to ξ3,3, it is actually possible
to cover such missing vertices. However, there is no single array whose associated polytope
coincides with the spectral polytope.
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6.3.3 A few fermionic cases
In this section, we discuss a few low-dimensional fermionic scenarios, beginning with the
Dennis-Borland setting (N = 3, d = 6).
Example 6.3.3. We start from the array
ξ
(∧)
3,6 = α(012)⊕ α(034)⊕ α(135)⊕ α(245) , (6.3.16)
where, e.g.,
α(012) =
0 1 2
0 2 1
1 0 2
1 2 0
2 0 1
2 1 0
. (6.3.17)
To it, one associates the family of states
|φ(∧)3,6 ⟩ = c1 |α(012)⟩+ c2 |α(034)⟩+ c3 |α(135)⟩+ c4 |α(245)⟩ , (6.3.18)
with the normalization condition |c1|2 + |c2|2 + |c3|2 + |c4|2 = 1/2. Notice that, e.g.,
|α(012)⟩ := |0⟩ ∧ |1⟩ ∧ |2⟩ = |012⟩ − |021⟩ − |102⟩+ |120⟩ − |210⟩+ |201⟩ . (6.3.19)
The matrix M (∧)3,6 is
M
(∧)
3,6 =

1 1 0 0
1 0 1 0
1 0 0 1
0 1 1 0
0 1 0 1
0 0 1 1

(6.3.20)
The set of λ-points for which a solution can be constructed is Ξ(∧)3,6 = conv(col(M
(∧)
3,6 )) ∩
Π3,6. Its vertices are
(1, 1, 1, 0, 0, 0)t ,
(3
4 ,
3
4 ,
3
4 ,
3
4 ,
3
4 ,
3
4
)t
,
(1
2 ,
1
2 ,
1
2 ,
1
2 ,
1
2 ,
1
2
)t
,
(
1, 12 ,
1
2 ,
1
2 ,
1
2 , 0
)t
,
which are also the vertices of the spectral polytope Λ(∧)3,6 .
As a last example, we study the case of three 7-dimensional fermions (N = 3, d = 7).
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Example 6.3.4. The starting point is the array
ξ3,7 = α(012)⊕ α(034)⊕ α(056)⊕ α(135)⊕ α(146)⊕ α(236)⊕ α(245) . (6.3.21)
The corresponding polytope, Ξ(∧)3,7 , has the following vertices:
(1, 1, 1, 0, 0, 0, 0)t ,
(3
5 ,
3
5 ,
3
5 ,
3
5 ,
1
5 ,
1
5 ,
1
5
)t
,
(
1, 13 ,
1
3 ,
1
3 ,
1
3 ,
1
3 ,
1
3
)t
,(
1, 12 ,
1
2 ,
1
2 ,
1
2 , 0, 0
)t
,
(2
3 ,
2
3 ,
1
3 ,
1
3 ,
1
3 ,
1
3 ,
1
3
)t
,
(5
7 ,
5
7 ,
3
7 ,
3
7 ,
3
7 ,
1
7 ,
1
7
)t
,(1
2 ,
1
2 ,
1
2 ,
1
2 ,
1
2 ,
1
2 , 0
)t
,
(2
3 ,
2
3 ,
1
3 ,
1
3 ,
1
3 ,
1
3 ,
1
3
)t
,
(3
4 ,
3
4 ,
1
2 ,
1
2 ,
1
4 ,
1
4 , 0
)t
,(3
7 ,
3
7 ,
3
7 ,
3
7 ,
3
7 ,
3
7 ,
3
7
)t
,
(1
2 ,
1
2 ,
1
2 ,
1
2 ,
1
2 ,
1
4 ,
1
4
)t
, (6.3.22)
which are the same as the vertices of the moment polytope Λ(∧)3,7 .
In both examples, the construction of Sect. 6.3 is exhaustive. However, we have not
been able to prove that this is the case in general, or at least for some infinite family of
settings.
6.4 Conclusions
In this chapter, we have established a connection between orthogonal array theory and
the quantum marginal problem. In particular, in Sect. 6.3, we have developed a sys-
tematic construction that allows to obtain eﬃcient solutions to constructive QMPs, for
any number of parties N and number of levels d. Our methods are completely general,
but have the drawback that reconstruction is possible only if the local eigenvalues belong
to a convex subset ΞN,d of the spectral polytope ΛN,d. For some simple enough low-
dimensional settings, such as the case of qubits and of three six- and seven-dimensional
fermions, the construction is, in fact, exhaustive and the two polytopes coincide. In
higher-dimensional settings, the polytopes Ξ(∧)N,d provide only an inner approximation to
the spectral polytopes Λ(∧)N,d.
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Appendix A
List of Notation
N Set of positive integers
N0 Set of nonnegative integers
R Set of real numbers
R Extended set of real numbers
R+ Set of nonnegative real numbers
C Set of complex numbers
|S| Cardinality of a set
P(S) Power set of S
conv(S) Convex hull of a set of points S
vert(Π) Set of vertices of a convex polytope Π
Mij Element ij of M
M t Transpose of a matrix M
spec(M) Spectrum of a matrix M
rk(M) Rank of a matrix M
σ(M) Spectral gap of a matrix M
col(M) Set made up of the columns of a matrix M
diag({λi}ni=1) Diagonal matrix, with diagonal elements {λi}ni=1
imS(M) Image of a matrix M on a set S
Mn,m(K) Set of n×m matrices over a field K
Hern(K) Set of n× n Hermitian matrices over a field K
Her+n (K) Set of n× n positive semi-definite Hermitian matrices over a field K
In n× n identity matrix
0n n× n zero matrix
Jp×q p× q matrix made up of all ones
X, Y . . . Classical random variables
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A. List of Notation
E(X) Expectation value of X
Var(X) Variance of X
Cov(X,Y) Covariance of X and Y
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