For the analysis of thermoacoustic instabilities it is most important to determine the dynamic flame response to acoustic disturbances. Premixed flames are often modelled as single-input single-output system, where the "output" (the overall rate of heat release) responds to a single "input" variable (often the velocity at the exit of the burner nozzle). However, for practical premixed flames, where perturbations of pressure or velocity at the fuel injector will modulate the fuel equivalence ratio, the heat release rate will respond to fluctuations of equivalence ratio as well as nozzle mass flow rate. In this case, a multiple-input, single-output (MISO) model structure for the flame is appropriate. Such a model structure is developed in the present paper. Staged fuel injection as well as fuel line impedances can be taken into account, the integration with low-order or finite-element based models for stability analysis is straightforward.
INTRODUCTION
Stricter emission regulations for stationary gas turbines have led to the development of lean premixed, low-emission combustion technology. Unfortunately, the lean premixed combustion process increases the risk of detrimental combustion oscillations, which can lead to mechanical and/or thermal damage and limit the operating regime. The prevention of this phenomenon has become an important design target for gas *corresponding author: polifke@td.mw.tum.de turbine combustors. The mechanism responsible for thermoacoustic instabilities is the transformation of fluctuation energy released in unsteady combustion into acoustic energy. In order to devise active or passive control strategies for combustion oscillations, a physical understanding and an accurate description of the flame dynamics is essential.
The present paper is concerned with the dynamics of practical premixed flames. In perfectly premixed flames, fuel is injected far upstream of the flame, such that the fuel/air mixture consumed by the flame is perfectly homogeneous even in the presence of combustion oscillations. This situation can be realized with relative ease in the laboratory by injecting the fuel upstream of a choked cross section and by using static mixers. However, high pressure losses and long residence times in the mixing section -which increase the risk of auto-ignition or flash-back -are usually not acceptable for practical combustion devices. It follows that for practical premixed flames, fluctuations of pressure or velocity at the fuel injector will in general result in fluctuations of the fuel equivalence ratio at the flame, which in turn has a significant impact on overall flame dynamics.
For practical premixed flames, two dominant interaction mechanisms between heat release rate by the flame and fluctuations of the flow field have been identified:
1. flame front kinematics, i.e. the time-delayed adjustment of flame shape, flame surface area and flame position to a change in the velocity of the flow through the burner. A modulation of the turbulent burning velocity by upstream flow fluctuations is also possible. At large amplitudes, vortical disturbances of the flow induced by acoustic oscillations can manifest themselves as large-scale vortex structures, which influence strongly the mixing of fresh fuel/air mixture and hot combustion products and thereby the heat release rate. Vortical structures can also be due to hydrodynamic instabilities [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] . 2. equivalence ratio fluctuations, which are created by fluctuations of the air mass flow past the injector or the pressure at the injector and transported convectively to the flame. At the flame these inhomogeneities lead to a modification of the heat released per unit mass of premixture, the hot gas temperature ("entropy waves"), burning velocity and flame position [11] [12] [13] [14] [15] [16] [17] [18] .
In the literature, these effects have often been discussed separately. Indeed, a significant body of work is concerned with the dynamics of perfectly premixed flames, where mechanism 2) is absent. Vice versa, some of the early works on thermo-acoustic instabilities in premix combustors consider only equivalence ratio fluctuations. However, it should be clear that in general several of the aforementioned interaction mechanisms between flow, mixing, heat release and acoustics will be active simultaneously; the overall flame response is then a superposition of individual contributions. Indeed, a number of comprehensive models have been developed, which attempt to take all significant interaction mechanisms into account, see e.g. [7, 15, 19, 20] .
The flame response to acoustic perturbations is usually described by flame transfer functions, relating a fluctuating "signal" to its "response", i.e. the resulting fluctuation of the heat release rate Q .' ′ (precise definitions are given in the next section). For a perfectly premixed combustion system, the mechanisms summarized under 1) can be related to fluctuations of mass flow or velocity u′ b at the burner exit (see e.g. [3, 4, 6] ). The flame dynamics is in this case described by a single-input single-output (SISO) model structure.
Mechanism 2) may be represented by a formulation for the transfer function which regards the fluctuating equivalence ratio at the fuel injector φ′ i as a signal variable [11] [12] [13] [14] [15] . The signal variable φ′ i may be influenced by fluctuations of pressure p′ i or velocities u′ A,i and u′ F,i at the injector -here the subscripts A and F refer to air and fuel, respectively -and the impedance Z i of the fuel nozzle, see Fig. 1 .
In general, the fluctuations in equivalence ratio φ′ i cannot be related in a straightforward manner to the velocity u′ b at the burner exit, but instead are coupled to the acoustics of the entire combustion system, including the fuel lines. The dynamic response of a practical premixed flame, with fuel injected upstream of the flame as sketched in Fig. 1 , to acoustic perturbation can therefore not be represented by a SISO model. Instead, a multiple-input single-output (MISO) model structure is appropriatean important fact which is not always appreciated in work on combustion dynamics of practical combustors.
Related questions are raised by the idea to use multiple, staged fuel injectors with appropriately tuned impedances Z i , i = 1, 2, …, I -see Fig. 2 for an example configuration with two injectors -as a means of passive control, as suggested by [21, 22] . Experience has shown that it is difficult to adjust the injector locations and impedances such that all possible modes of instability in a combustor are suppressed. Obviously, a design tool is needed that can account for the effect of multiple fuel injectors on overall flame response.
Of course, knowledge of the model structure alone is not sufficient to describe the response of the flame to acoustic perturbations in a quantitative manner, which is required for stability analysis or the design of passive or active control strategies [8, 11, 15] . An important objective of the present paper is to develop an identification scheme based on correlation analysis, which allows to determine MISO model coefficients for a practical premixed flame from unsteady CFD calculation with broad-band excitation [23] [24] [25] [26] . Identification of a MISO model is more difficult than identification of SISO model coeffcients, especially in the presence of noise. Therefore it is explored how the quality of the identified model can be validated a posteriori. Furthermore, it is investigated which excitation signal type provides the best identification results. The paper is organized as follows: in the next section flame transfer functions are introduced, which relate fluctuations of heat release rate to velocity at the burner exit and equivalence ratio at the fuel injectors, respectively. Furthermore, it is shown how fluctuations of equivalence ratio at the fuel injector can be determined from the fluctuating flow rates of air and fuel at the fuel injectors. In section 3 essential ideas and methods of system identification are reviewed. The different types of excitation signal employed in this study are introduced. Furthermore, quality measures for a posteriori validation of identification results are defined. Section 4 presents results of a numerical study of identification of a multiple-input single-output flame model. Time series of fluctuating signals and responses were generated with a simple Matlab/Simulink model that mimics qualitatively the behaviour of a practical premixed combustion system with two fuel injectors (see Fig. 2 ). The impact of excitation signal type, noise level and time series length on the identification results is investigated. The results show that indeed correlation analysis can identify correctly the MISO structure of the flame model, thus establishing proof of concept for the proposed methodology. Furthermore it is shown that identification fails if a SISO structure -inappropriate for the system investigated -is assumed. Consequences for experimental work on practical premixed flame dynamics and passive control strategies are discussed in the last section of the paper.
Note that throughout this work a linear response behaviour of the flame is assumed. The identification of the non-linear response of the flame to large amplitude acoustic fluctuations, which is required to predict limit cycle amplitudes or nonlinear instability limits, is outside the scope of the present paper. 
Figure 2:
A practical premixed combustion system with two fuel injectors.
FLAME TRANSFER FUNCTIONS
In a practical premixed combustion system, fluctuations of heat release rate may be induced by fluctuations of velocity or equivalence ratio 1 . In this section a multiple-input single-output (MISO) model structure for the flame is introduced. Several flame transfer functions are required to described how the "output" in terms of heat release rate of the flame is related to the "inputs", i.e. the velocity at the burner exit and the equivalence ratio or the acoustic perturbations at the fuel injectors.
Response to velocity fluctuations
Consider a practical premix burner with a single fuel injector as shown in Fig. 1 . The response of the flame to velocity fluctuations at a reference location u′ b can be described by a flame transfer function:
Here and throughout the paper an apostrophe ′ stands for fluctuations of a quantity (or the Fourier transform thereof), whereas mean values are denoted by an overbar -. Equation (1) represents a single-input single-output (SISO) system, with input u′ b and output Q .' ′. It is important to properly choose the reference location "b" for the velocity fluctuations u′ b . The transfer function F u should characterize the flame dynamics and therefore be independent of the acoustic impedance Z at the burner, which is controlled by the acoustic properties and boundary conditions of the test rig (or the CFD model). As the transfer function F u describes the kinematic response of a premixed flame to velocity fluctuations, the proper reference location is therefore the burner exit, where acoustic fluctuations generate vortical perturbations of the flow field.
The velocity signal at a different reference location may be influenced in a spurious manner by the acoustics of the combustion system. Indeed, Truffin and Poinsot have shown that the values of the phase and gain of the flame response depend significantly on combustor outlet reflection coefficient, if a reference location "b" too far upstream is selected [27] . If the distance xb -x b between the burner exit and the reference location is expressed as a Helmholtz number, only rather small values H ϰ 10 −2 are acceptable. In other words, the distance between the reference location and the burner exit must be much smaller than an acoustic wavelength.
For typical low-emission practical premix burner designs, the fuel is injected a considerable distance x f upstream of the flame (see Fig. 1 ). It follows that the velocity u′ A,i at the fuel injector cannot be used as the "signal" variable for the kinematic response of the flame. The significance of this observation will become clear in the following. 
Response to equivalence ratio fluctuations
In a practical premixed combustion system, fuel is usually injected at a location with non-negligible acoustic fluctuations of pressure or velocity. The equivalence ratio φ i at the injector will in this case also fluctuate. The impact of fluctuations φ′ i on the heat release rate of the flame can be described by a response function (2) where -φ denotes the mean equivalence ratio of the entire system. As the fuel is transported convectively from the injector to the flame, the equivalence ratio fluctuations are dispersed, depending on the geometry of and the turbulent flow field in the mixing section [16, 18] . When the fluctuations arrive at the flame front, they modulate the heat release rate through a change in heat of reaction per unit mass of premixture, turbulent burning velocity and flame area. All these processes are captured summarily by the transfer function F φ,i , which can in principle be determined by experiment or simulation.
Note that φ′ i stands for the equivalence ratio fluctuation at the injector. How this quantity can be computed from mean flow and acoustic quantities is discussed in the next subsection.
Determination of equivalence ratio fluctuations
In a practical combustor with multiple fuel injectors the overall equivalence ratio φ is computed from the mass flow rate of air and the sum of the fuel mass flow rates at the different injectors "i", (3) where N represents the number of injectors and s denotes the stoichiometric factor.
At each injector "i ", the nominal equivalence ratio φ i is increased in the presence of acoustic fluctuations, if the velocity of the flow past the injector is reduced (by a negative velocity fluctuation u′ A,i ) or the mass flow rate through the fuel nozzle is increased (by a positive velocity fluctuation u′ F,i ) [15, 28] . Linearizing the above relation, one obtains quantitatively to first order an equation relating the local equivalence ratio fluctuations at injection "i " to the overall mean equivalence ratio:
This result is very important: it provides -in conjunction with the transfer function F φ,i -a closure relation for stability analysis of the combustion system, e.g. with a loworder network model or a finite-element model for a generalized Helmholtz-Equation [11, 15, 29, 30] .
MISO model structure for practical premixed flames
Combining the results obtained so far, the overall fluctuations of heat release rate for a practical premix burner with N fuel injectors -see figure 2 -are determined as a superposition of the responses to velocity and equivalence ratio perturbations, respectively:
Clearly, the flame is described as a multiple-input single-output system with input signals u′ b and φ′ i , the latter being determined by velocity fluctuations u′ F,i and u′ A,i at the injectors i = 1, … , N. For a burner with two fuel injectors, N = 2, the corresponding block diagram is shown in figure 3 .
The model structure may be simplified if, for example, the pressure drop across the fuel injectors is very large ("stiff" fuel injector). Then the fluctuations of fuel mass flow rate induced by acoustic perturbations will be very small, and signal variables u′ F,i may be neglected. Similarly, if some fuel injectors are very close ("acoustically compact" distance) to the reference location "b", then the signal variables u′ A,i may be replaced by u′ b . If these conditions are not met, use of a simple SISO model structure or use of inappropriate reference locations will lead to significant errors in the description of the flame dynamics [27]!
IDENTIFICATION OF FLAME TRANSFER FUNCTIONS
In the previous section the model structure of a practical premixed flame with staged fuel injection has been elucidated. Now we turn to the question how the transfer functions F u and F φ,i can actually be determined. Some comments on experimental strategies are given in the Conclusions, the discussion in this section concentrates on CFD-based approaches.
Steady state simulations can be used to determine a time-lag distribution for the convective transport of equivalence ratio fluctuations from the injector to the flame. From the time-lag distribution, a fuel transport F φ transfer function can be deduced. Both Lagrangian and Eulerian approaches have been proposed in this context [16, [31] [32] [33] .
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Figure 3:
Sketch of a MISO system with two fuel injectors.
Alternatively, Kampen et al. [34] use a linear coefficient method in combination with an efficient order reduction algorithms. Transient CFD simulations with single frequency harmonic forcing can also be used to determine a frequency response [35] [36] [37] . This approach is particularly suitable for the kinematic response F u (ω) of the flame front to flow perturbations. The obvious drawback is that numerous simulations are necessary to obtain the transfer function over a range of frequencies. To reduce the computational effort Bohn et al. [38] imposed a unit step signal on the inlet mass flow. A Laplace transformation of the resulting response then yields the flame dynamics in the frequency domain.
Gentemann et al. [26] have used advanced system identification methods developed in the context of digital signal theory to post-process time series data generated, by turbulent reacting flow simulation with broadband excitation. The dynamics of a perfectly premixed flame was identified by correlation analysis of "signal" and "response", i.e. the velocity close to the burner exit and the heat release rate, respectively. The flame transfer function was then obtained by a z-transform of the unit impulse response (UIR). A similar strategy was followed by Zhu et al. [36, 39] using an infinite impulse response (IIR) filter model. The model coefficients are determined by a least square estimation of the signals.
The CFD-based approaches discussed so far were all based on a SISOmodel of the flame dynamics. However, the CFD/SI approach used by Gentemann et al. [26] is also suitable for more complex model structures. Indeed, the first applications of this method in the thermo-acoustic context were dealing with identification of multiple-input multipleoutput (MIMO) systems, i.e. the transfer matrix of the gauze in a Rijke tube [24] and the transfer matrix of a sudden jump in cross-section in compressible flow [40] .
In the following essential ideas of system identification are introduced, the basic relations for describing and identifying a MISO model for the flame dynamics are presented. The interested reader is referred to the literature for a more detailed exposition of the subject [23, 24, 41, 42] .
MISO structure and response filters
As non-linear effects are outside the scope of the present paper, it is assumed that at sufficiently small amplitudes the flame can be regarded as a linear time-invariant (LTI) system, which -according to digital signal theory -can be characterized completely by its impulse response. To avoid infinite convolution sums, an ARX model structure is chosen, where AR refers to the auto-regressive part and X to the extra input. The model uses only a finite amount of previous output values plus present and previous input values, which are weighted with certain model coefficients.
To maintain the causal relationship between the input signal and the output response in the time-domain, the model is reduced to a discrete finite impulse response (FIR) description 2 , which is observed at the sampling instants t n = n∆t with ∆t being the sampling interval.
In the following a practical premixed burner with two fuel injection stages is discussed, the flame is accordingly described as a MISO system with three input signals as shown in Fig. 3 . Treating the system as an open-loop, discrete time system without feedback, the output y n (the heat release rate fluctuation Q . ′) at time n∆t can then be determined from the relation (6) where
k represent the unit impulse response (UIR) vectors, which can be regarded as a causal, weighted, time-delayed distribution of the responses to the different x (i) 's.
In most practical cases the output depends not only on the input, but also on disturbances in the system. Therefore an additive noise term e is introduced in the model. Depending on the signal to noise ratio, e can have an significant influence on the identification quality.
The length M of the UIR vectors, which corresponds to the filter "memory" , has to be chosen such that it accounts for the longest time lag of the system (usually a convective time scale [25] ). The transfer functions of eqn. (6) are computed as the ζ-transform of the UIRs:
The valid frequency range for the transfer functions depends on the time step ∆t and the total simulation time T = n tot ∆t and ranges from f min = 1/T to f max = 1/∆t.
The UIR coefficients h (i) k ; i = 1, 2, 3; k = 1, … M of eqn. (7) describe the system as a so-called grey box with limited physical insight of the system. With the given model structure, the search for the optimum model reduces to the problem of identifying or estimating the unit impulse response vectors.
System identification
To accomplish this task a routine based on a non-recursive least square method and the linear regression property are used (see [23] for more details). The predictor of eqn. (6) can be described as (8) where θ denotes the unknown parameters and ϕ the regression vector , , ,
Using eqn. (8) the prediction error can be estimated and a least-square criterion for the linear regression can be introduced, which can be minimized analytically due to its quadratic characteristics in θ:
The least-square estimate θˆcan be calculated, if the inverse on the right side of the latter equation exists. The first sum of eqn. (9) can be estimated as the 3M × 3M autocorrelation matrix of the input signals: (10) The second term on the r.h.s. can be estimated as the cross-correlation vector: (11) of the input and output signals. Compared to the basic CFD/SI method the autocorrelation matrix contains in the present case non-diagonal entries, since the input signals are correlated. This fact requires a discussion about the choice of excitation signals and the validation methods to judge the quality of the obtained results. Equation (9) can be rewritten as follows (12) which is the optimal linear least square estimator for the unit impulse response. It is also known as the Wiener-Hopf equation or rather the Wiener-Hopf inversion [23, 43, 44] . After the auto-correlation and cross-correlation are determined, the unknown parameters are solved using a method which is based on a least-square root algorithm for sparse linear equations [45] .
In concluding this section, it is pointed out that with the CFD/SI approach it should be possible to identify all three transfer functions F u (ω), F φ,1 (ω) and F φ,2 (ω) from one single CFD run. This claim is substantiated by the results presented in section 4.
Excitation signals
The identification method presented above processes data from simulations with broadband excitation. This makes it possible to determine frequency responses F (i) (ω) from a single CFD run, thus reducing the computational effort drastically. Several types of broadband excitation signals are known, and it is worth while to investigate how the signal type influences the results of the identification.
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Clearly, insufficient excitation strength will yield poor identification results, especially in the presence of noise. On the other hand, because the identification procedure is limited to linear systems, it has to be assured that maximum signal amplitudes do not generate non-linear behaviour. A maximum utilization of the amplitude limit over a wide range of frequencies is beneficial. This can be judged in analyzing the so-called crest factor or peak-to-average ratio, proposed by Ljung [23] . The crest factor is a property of the waveform and is equal to the peak amplitude of the waveform divided by the mean square of the zero mean signal:
.
According to [23] a good signal waveform is one with a small crest factor. A similar definition can be found in Isermann [41] . In the next section, three different excitation signals are shortly explained as they are used in the following.
Overlaid multi-frequency signals
A broadband excitation signal x ex can be generated by a superposition of sine waves (SINE): (14) where NF denotes the number of single frequencies, u 0 the basic amplitude and ∆t is again the sampling interval of the signal.
Broadband white noise (BBWN)
A broadband white noise signal can be generated from pseudo-random numbers rand(n) distributed uniformly between 0 and 1: (15) for m = 0, 1, …, N ∆t/T c . T c represents the cycle time or rather the cut-off frequency F c = 1/T c , which determines the frequency content of the signal.
Discrete random binary signal (DRBS)
A discrete random binary signal can take on only two values ±u 0 . The change between the two values takes place at a random multiple of the time step T c = m∆t, m = 1, 2, …, N (∆t/T c ), which determines again the maximum frequency F c of the signal: An example of the excitation signals in the time domain is shown in Fig. 4 to demonstrate the different utilization of the amplitude limit. The second line in eqn. (15) and (16) represents a non-standard low-pass "filtering" operation that has been found useful in the present work. Its purpose is to preserve a maximum possible amplitude of the excitation signals. Using standard filter methods (e.g. low-pass Butterworth filter), the amplitudes in the time-domain and the power density spectrum are usually damped. This is demonstrated for the DRBS in Fig. 5 .
In principle rectangular or binary signals have the lowest crest factor and the highest power spectral density (signal amplitudes) for given limit amplitude. The power spectral density can be increased even further if the frequency content of the signal is reduced to a fraction of the sampling frequency. This effect can be exploited especially in the present case, as the flame exhibits a low-pass behavior, i.e it does not respond to high frequencies.
A posteriori validation of identification results
In many cases it is difficult to judge whether the transfer functions or the unit impulse response identified indeed describe the relationship between the measured signals and responses and thus the physics correctly. Especially in presence of noise the model size M and the length N of the signal have to be chosen in such a way that a proper identification is guaranteed. To accomplish this task a posteriori "quality checks" are required, which are described in the following. In some cases the transfer function or the unit impulse response vector has to satisfy certain constraints or has to exhibit certain characteristic features. For example, constraints on the low-frequency limit of flame transfer functions can be derived from global conservations laws, as discussed by Polifke and Lawn [46] . According to their analysis, the flame transfer function F u approaches 1 for ω → 0. The same behavior holds for transfer functions F φ in combustion systems with non-stiff fuel injection. The unit impulse response, on the other hand, has to reflect the physics of the system in showing a realistic mean time delay and time delay distribution of the response to the input signal.
Beside such qualitative evaluation two methods are used in the present work which are described in system identification theory (e.g. [23] ). In the first method, a simulated response is computed from the "measured" input signals and the estimated parameters h (i) k and then compared to the "measured" response values by the following relation (17) The numerator of the fraction term is the root mean squared prediction error where ŷ denotes the simulated response. The denominator represents the root mean squared Amplitude error of the "measured" response. Q represents the proportion of the total deviation of the measured response that is accounted for by the model. 100 % -Q can therefore be related to the unexplained deviation and can be interpreted as the proportion of the error or white noise in the signal. A better assessment of the quality of the model can be achieved in analyzing the correlation between the prediction error ⑀ n and the input signals x (i) , i = 1, 2, 3 (18) If the correlation values are rather large, it can be reasoned that there is still a part of the measured output y n that originates from present and past input signals. In other words, the input-output relationship has not been properly identified by the model with order M. If the obtained correlation values are small, it can be stated that the model is probably independent of the input signal and that the model can be also applied to other input signals. To judge whether a value is small or still acceptable, the correlation can be compared to a 99% confidence interval, which can be determined according to Ljung [23] to: (19) where Γ ⑀ and Γ x(i) are the auto-correlation vectors of ⑀ and x (i) , i = 1, 2, 3 respectively. N α represents the deviation of a normal distribution with expectation of µ = 0 and a standard deviation of σ = 1. For a confidence value of 99%, N α amounts to 2.58. It follows for the correlation that the relation (20) has to be fulfilled. Similar equations can be obtained for the auto-correlation of the prediction error in exchanging the signal x with ⑀. Large values of the auto-correlation are an indication that the prediction error does not exhibit white noise characteristics and may therefore still contain some dynamics of the system. An exception is the value at k = 0 which has to approach 1. All methods mentioned above should be analyzed together to make possible an assessment of the quality of the identification.
PROOF OF CONCEPT FOR IDENTIFICATION OF MISO MODEL
Until now, the CFD/SI method has not been applied to identify a MISOmodel for the flame dynamics. In this section, proof of concept for this approach is established by a comprehensive validation study. Both a priori and a posteriori quality criteria are
employed. Furthermore, the impact of different excitation signals and of the signal time series length N in the presence of noise on the quality of the identification results is assessed. Such a sensitivity study helps to determine the necessary conditions for a successful identification.
The proof of concept is not based on CFD data -because with a CFD model, the exact values of the frequency response functions are not known. Instead, a time-domain simulation of a linear, time-invariant dynamic system model, that is qualitatively representative of the dynamics of a practical premixed combustor (see Fig. 2 ) is set up in Matlab/Simulink (see the work of Yuen et al., where a similar approach has been used for validation of acoustic transfer matrix reconstruction [47] ). A block diagram of the model is shown in Fig. 6 . The model configuration includes two fuel injections at different locations, which allows to analyze the potential of using staged fuel injection as a means of passive control. The first disturbance shown in figure 6 represents the velocity fluctuation at the burner mouth. The second and the third one are fluctuations of the equivalence ratio, which arise from fluctuations of the velocity of the main stream and the fuel mass flow at the corresponding injection locations. Without essential loss of generality, zero acoustic boundary conditions and zero phase lag between velocity fluctuations at the injectors and the burner exit are assumed. Therefore, the velocity fluctuations u′ i at the injection locations are coupled directly to the fluctuations at the burner mouth u′ b , as indicated in Fig. 6 . The flame dynamics is described by three unit impulse responses UIR u , UIR φ1 , UIR φ2 , named "Digital filter" in Fig. 6 . The amplitudes, mean time lags and time lag distributions of the three UIRs differ from each other, see Fig. 7 . The UIRs are designed to correspond qualitatively with results of previous experimental and computational studies on premix flame dynamics, and also to the UIRs obtained in the CFD/SI study in Part II of the present paper. The corresponding transfer functions are presented in Fig. 8 . For the present case 60% of the total amount of fuel are injected by the first fuel injection system, located upstream, and the remaining 40% by the second one. The factor (see eqn. 5) in the model is accordingly set to 0.6 for the first and 0.4 for the second fuel injection system. All excitation signals -see Fig. 4 for a sample -have the same amplitude in the following. The relevant signals were "measured" upstream of the flame, represented by the digital filters in Fig. 6 . The amplitudes of the "measured" equivalence signals vary according to the sum of two excitation signals, which are weighted with factors K i . The sum represents the correlation of the velocity fluctuations as described in eqn. (4) . The crest factors of the measured signals are presented in table 1, confirming that the DRBS exhibits the best characteristics. The simulations of the dynamic model were performed using a time step of ∆t = 2.5e -5 s. The total length of the simulations were equal to 10000 time steps, which corresponds to a minimum resolved frequency of f min = 1/(10000 ∆t) = 4 Hz. In the first test series the white noise signals used are not limited in frequency ([0 40000 Hz]). The cycle time is thus the same as the sampling interval of the simulation. The sinus signal contains multiple sine waves with frequencies ranging up to 10000 Hz with a frequency step of 5 Hz.
Impact of model structure on identification results
First results obtained in the absence of noise are presented. In this case the identification results obtained with the MISO model exhibit a perfect match in terms of unit impulse responses or flame transfer functions, no matter which excitation signal is employed. For example, the unit impulse response UIR u is shown in Fig. 9 ; equivalent results are achieved for the fuel transport frequency responses (not shown). This is a remarkable result, which demonstrates that the proposed method is very well capable of unravelling the impact of the different signal variables on the overall flame response.
For comparison, Fig. 9 shows also identification results obtained if a SISO model structure is assumed, taking the velocity fluctuation at the burner mouth as the only input signal. Here it is apparent -compare with Fig. 7 -that the identified UIR also includes spurious contributions of the correlated part of the equivalence ratio fluctuations. If the UIR identified with the SISO model is used to generate a modelled output signal, a huge prediction error results, see Fig. 10 . On the other hand, if the UIR identified with the MISO model is used, a perfect match between actual and modelled time series is achieved, see again Fig. 10 .
These observations indicate that no matter which method of identification is used, an adequate model structure must be selected. In principle, simpler identification methods based e.g. on single frequency forcing and Fourier transforms of the signals could be applied. However, in that case a multi-load or multi-source strategy -an extension of the two-source methode proposed by Åbom [48] -would have to be developed in order to separate the correlated effects of the signals on the response. This would, however, result in a several-fold increase in compute requirements.
Impact of excitation signal types in the presence of noise
In experiments or CFD simulations, "measured" signals as well as "measured" responses contain usually a certain amount of noise. To investigate the impact of noise on identification quality, the signals are overlaid with an uncorrelated, normally distributed white noise signal. A signal-to-noise ratio u 0 /n 0 of about 4 was chosen in the present case, where n 0 denotes in this context the basic amplitude of the white noise. Figure 11 and 12 show the result of the identification of the disturbed excitation signals in terms of the unit impulse responses UIR u and UIR φ,2 . The results for the third unit impulse response UIR φ,1 , as well as the corresponding flame transfer functions exhibit similar trends and are omitted. It can be clearly seen that the discrete random binary signal exhibits the best characteristics.
In regions, where the values of the original UIRs are zero, these two signals possess a larger range of deviations, whereas the broadband white noise demonstrates a Again the DRBS reveals, in term of amplitude and phase, the best agreement with the target values. Analyzing the other two signals it can be confirmed that the BBWN shows overall a superior behavior compared to the SINE signal. Identification quality according to eqn. (17) is listed in table 2. Figure 15 and 16 shows the auto-and crosscorrelations of error and measured DRBS and of the measured SINE signal, respectively. The confidence interval is marked by the two horizontal lines in the figures. The cross-correlation is determined between ⑀ and u ′ b and ⑀ and φ′ 2 . The correlation between ⑀ and φ′ 1 has similar characteristics and is again omitted. The length of the correlations was set to 120 time steps, which is almost double the length of the UIRs. Except for a few cross-correlation values between the error and the SINE signal, which are located just outside the boarder of confidence interval, both figures indicate that the identification method regarding the model structure and the number of model parameters is sufficient. The deviations in the auto-correlation signal for the first 20 time steps are due to the limited frequency content of the response signal, which corresponds to the low-frequency behavior of the flame. Combining the information of table 2 and Fig. 15, 16 it can be concluded that the remaining 25% (100% -Q) of the DRBS signal is completely due to the noise signal (which amounts to about 1/4 of the total signal as mentioned before). In case of the SINE signal the same level of noise deteriorates the quality of the identification significantly. The BBWN lies between both extremes, but shows in total acceptable results.
In the second test case presented, two DRBS excitation signals with unlimited ([0 40000 Hz]) and limited frequency range ([0 8000 Hz]), respectively, were tested. A signal can be limited to a certain frequency range in setting a cycle time or cut-off frequency according to eqn. (15, 16) or setting a maximal single frequency in case of a multi-frequency signal (eqn. (14)). As a consequence the power spectrum density reaches a higher level in the limited frequency range. Such a excitation signal could therefore exhibit an even better characteristic regarding the identification process, especially in cases of significant noise amplitudes.
The measured signals and responses of the first test case are now overlaid with white noise with a signal to noise ratio of about 2. Fig. 17 and Fig. 18 show the identified 
Impact of the measured time series length
In further test series it was evaluated how many simulation time steps N of the signals are sufficient to guarantee a proper identification. As the total computational effort is proportional to the the length of the time series, it is important to know under which circumstances shorter time series would not degrade the identification quality. For the present case a DRBS signal with unlimited frequency range is used as a reference signal. Different length of time series were evaluated ranging from N = 3×M to N = 150×M, where M denotes again the number of UIR coefficients and represents the maximum considered time lag in the system (M∆t). Altogether three different signal to noise ratios were analyzed (no noise, S/N = 4, S/N = 10). The results are presented in Fig. 19 in form of the "quality" Q/Q 0 over the time series length, which are shown as multiple of M. Q/Q 0 is determined using eqn. (17) , which is normalized by the maximum possible result of Q in presence of noise. Taking the case with a signal to noise ratio of 10, a value of 97% can be reached when the total simulation time amounts to 15 times the length of the UIR or the longest time lag of the system.
CONCLUSIONS
In this paper, a multiple-input single-output (MISO) model for practical premixed burners with one or more fuel injection stages has been proposed. In order to identify unit impulse and frequency responses for such a model structure, a procedure based on correlation analysis of time series data has been developed. The approach has been validated successfully against test data generated with a generic time-domain model of a burner with two-stage fuel injection. Identification of a MISO model is a challenging task, because the influence of several input signals, which are usually partly correlated with each other, on the overall flame response must be "disentangled". It is therefore desirable to have available quality criteria, which allow to gauge how accurately an identified model reproduces the system dynamics. Such criteria have been implemented and used to investigate the impact of model structure, signal type and time series length on identification quality.
Although the ideas on model structure and identification of practical premixed flames have been developed in the context of the CFD/SI approach, they are relevant also to experimental work. Considerable effort has been spent on developing optical diagnostic techniques which allow to measure the rate of heat release of a premixed flame with inhomogeneous or fluctuating equivalence ratio, see e.g. [49, 50] . However, this is not sufficient! The results presented in section 4 suggest that measuring the heat release rate of a practical premixed flame in the presence of harmonic forcing and then relate that signal to the fluctuating velocity at the burner exit would in general yield a spurious flame transfer function, that depends on the acoustic impedances of the fuel lines as well as of the mixing section or burner nozzle. Changing the acoustic boundary conditions of the test rig would change the result of the flame transfer function measurement. Clearly, a FTF determined in this way would not be useful for stability analysis. Instead, an extension of the two-source approach [48] combined with excitation and measurement of fuel mass flow rates seems required. It has been proposed to control combustion instabilities by "tuning" the fuel line impedance, and/or by injecting the fuel through several injection stages, such that destructive superposition of interaction mechanisms results in a weak overall flame response. To properly implement this strategy for passive control, the MISO structure of the flame must be taken into consideration. First results have been published by Huber and Polifke [51] .
In a companion paper [52] , the MISO identification approach developed here has been applied to CFD simulation data of a turbulent, practical premixed swirl burner. Interesting conclusions concerning the dynamic interactions of flame front kinematics and fluctuations of equivalence ratio could be drawn. 
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