ABSTRACT Most actual industrial processes are multivariable and constrained complex systems. The state and output of the system also have uncertainty due to the existence of random disturbances. The output of the system is easier to be measured than the state and can more intuitively reflect the running state of the system. Considering the limitations of industrial equipment and the benefits of production, it is generally allowed to have a small portion of the output that can exceed the constraints. As a result, the outputs can be represented as corresponding single probabilistic constraints. In this paper, therefore, an output probabilistic constrained optimal control algorithm based on multivariable model algorithm control (MMAC) is proposed. First, the feedback correction link of the MMAC algorithm is improved, and the predicted outputs are corrected by taking the weighted average of the errors. Then, assuming that the disturbances obey Gaussian distribution, the output probabilistic constraints are transformed into deterministic ones. Next, the optimal control problem is solved as a quadratic programming (QP) problem after combining them with the performance index function of the MMAC. Finally, the proposed algorithm is applied to the looper control system in hot strip rolling process and compared with the single MMAC algorithm to verify its effectiveness.
I. INTRODUCTION
With the rapid development of economy and the continuous expansion of industrial scale, the complexity of industrial process is increasing. A complex industrial production process is usually accompanied by the exchange and transmission of materials, energy and information. Most of them are large-scale, multi-level and multi-mode complex systems [1] , [2] . There are many kinds of constraints in actual industrial processes. From the physical point of view, the actuator could be limited (such as valve saturation, power limitation, etc.). From the safety point of view, there will be requirements for product quality (such as thickness limitation
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of plate outlet, pipe flow, etc.). The economic benefits will be balanced based on actual benefits and production operations. Therefore, it is necessary to design appropriate controllers to achieve optimal control for system constraints [3] , [4] .
In actual industrial processes, it is usually difficult to obtain accurate model parameters of the plant due to the timevarying, uncertainty and external disturbances of the controlled system. Traditional control methods mostly require accurate mathematical models and are vulnerable to uncertainty. Model Predictive Control (MPC) is very suitable for industrial processes control because of its low requirement for model, strong anti-interference and great ability to deal with system constraints [5] , [6] . In modern industrial production, we should not only improve product quality, but also achieve energy-saving and cost-reduction, maximize economic benefits, reduce pollution and ensure the safety of production processes. Therefore, most of the plants of industrial processes are complex systems with multiple inputs and multiple outputs, and there are different constraints on each variable in production [7] . The design of the controllers are supposed to take into account different forms of control objectives and constraints in order to overall control the complex system.
Considering requirements for product quality, safety performance and physical conditions, the state and output of the system are often subject to many constraints. Influenced by uncertainty of the disturbances, they will also be accompanied by randomness [8] . In actual industrial production, it is not really possible to accurately control the device within the practical limits required by users, and there must be room to deal with various undesired disturbances. At the same time, it is acceptable in engineering sense to achieve the desired performance index with the expected probabilities. That means the product quality is completely qualified when the small deviations can be allowed to occur under small probabilities. Therefore, it is of typical practical significance to design reasonable probabilistic constrained controllers to overcome the influence of system uncertainty [9] .
In recent years, most of the researches on probabilistic constraints are focused on system states. In [10] , Chebyshev's inequality were used to transform probabilistic constraints of state into the forms of deterministic ones, which were combined with MPC to optimize the system. In [11] , a nonlinear MPC framework was proposed, which used polynomial chaotic expansion to propagate uncertainty of the parameters. The single state probability constraint was converted into a convex second-order cone constraint to achieve optimal control. An optimal power flow method was proposed under uncertainty of power systems in [12] . The system imposed probabilistic constraints on voltage, then reconstructed the constraints by convex approximation method, and combined them with MPC to realize adaptive control. In [13] , a chance-constrained stochastic control framework was proposed aiming at uncertainty of the robot control system. The finite samples were used to approximate the probabilistic distribution of the noise variables. Then the probabilistic constrained control problem was approximated to the deterministic one by using the hybridity linear programming technique. The approximate optimal solution was obtained to achieve the minimum expectation of the system. In [14] , a probabilistic solvability idea was proposed to ensure the recursive feasibility of the system, which guaranteed the existence of feasible solutions with a certain probability. And a joint chance-constrained optimal control framework was established, which can transform the problem into a convex optimization problem in a finite time domain. In [15] , the drone technology was added to achieve the minimum transmission delay of data packets from vehicle to drone with a certain probability in the automotive field. The probabilistic distribution of transport delay was given, and the multi-integral transformation method was used to solve the probabilistic constraints of delay. In [16] , the state was restricted by the probabilistic constraints in linear systems. The optimal control law was obtained by transforming them into a disturbance invariant set and an ellipse approximation method, which satisfied the probabilistic constraints and guaranteed the recursive feasibility of the algorithm.
In actual industrial processes, not all of the state variables of the system are measurable, while the output variables are generally measurable and can reflect the control effect well. Therefore, it is more practical to study the output probabilistic constrained optimal control algorithms. In [17] , the nonlinear programming solver was used to optimize the system by inverse mapping and linear approximation. In [18] and [19] , the optimal power flow problem was solved by a chance-constrained programming method under uncertainty of the power system. Firstly, the relationship between disturbance and output was found by linear approximation. Then the inverse mapping method was used to transform the probabilistic constraints of output variables into ones of random disturbances. The probabilistic density function was integrated to transform them into deterministic constraints. Finally the system was solved by SQP algorithm. Many studies are aimed at univariable MPC algorithm, but they are generally applicable to multivariable systems in actual industry. Therefore, the researches on probabilistic constrained control for multivariable systems have gradually become an important task in the field of process control. This paper proposes a multivariable output probabilistic constrained optimal control algorithm under uncertainty. The main contents and contributions are as follows: Firstly, MMAC algorithm is derived in detail, and the feedback correction link is improved by weighting the average of errors. Secondly, a QP problem is solved after combining MMAC with output probabilistic constraints. Thirdly, the proposed method is applied to looper control system in hot strip rolling and the satisfactory control effect is obtained.
The structure of this paper is as follows: MMAC algorithm is mainly introduced in Section 2, including the improvement of feedback correction link. Section 3 gives the forms of output probabilistic constraints of system, the method of transforming them into deterministic constraints and the standard form of QP problem. Section 4 introduces the application to looper control system and the corresponding analyses of simulation results. The conclusions and future works are given in Section 5.
II. MULTIVARIABLE MODEL ALGORITHM CONTROL
MAC is a typical predictive control algorithm based on impulse response model. It has the characteristics of easy modeling and strong anti-interference, and is suitable for asymptotically stable linear systems [20] . The univariate MAC algorithm has been successfully applied in electric power, chemical industry and other fields, but as an optimal control algorithm, it is more widely used in multivariate systems in actual industrial processes. Taking two-input-two-output object as an example, its control structure is shown in Fig. 1 .
A. PREDICTION MODEL
For the impulse response model of multivariable systems, the first step is to obtain the unit impulse response sequence h ij (1) , h ij (2) , · · · , h ij (N ) of each output to each input . Assuming that the controlled system has input and output, its response process can be expressed by a finite convolution.
Taking the prediction time domain as P, the control time domain as M and the modeling time domain as N , there is M < P < N . For the output y i , there are two cases to be considered. Firstly, assuming that only input u j is not zero, the output of the prediction model can be obtained
where
T H ij and H ijp , shown at the top of the next page, are both impulse coefficient matrices. For the input u j , u jp (k) contains the past known control and u j (k) contains the future unknown optimal control.
Next, if all the inputs are not necessarily zero, for the output y i , the output of the prediction model can be obtained by the superposition principle.
B. IMPROVED FEEDBACK CORRECTION
Influenced by external disturbance and time-varying parameters, there will be deviations between the actual output and the output of the prediction model. For the output y i , the error can be expressed as
In general, e im (k) is used as the correction error, only considering the influence of external disturbance. However, the actual outputs of the system are affected by multiple inputs, and the error can be taken as
where y im (k|k) and y ic (k|k) are the outputs of the prediction model and the reference trajectory at the current time, respectively. Therefore, the link of feedback correction is supposed to be improved. The reasonable error should be taken as the weighted average value of the above two cases for multivariable systems.
where m 1 + m 2 = 1 m 1 and m 2 are the weights of the two errors. The closed-loop predicted output in the future time can be obtained
For the output y i , the objective optimization function is given as
The matrix form can be written as
The reference trajectory can be obtained using set-value softening technology
Considering all the inputs and outputs, the matrix form of the output of the prediction model is as follows
The closed-loop predicted output can be written as
Inserting Eq. (8) into Eq. (9), the predicted output can be expressed as
C. OPTIMAL CONTROL LAW For multivariable systems, the quadratic performance index [21] , [22] is given as
Q is the error weighted matrix, adjusting the tracking performance of predicted output; R is the control weighted matrix, adjusting the control quantity appropriately. Inserting Eq.(10) and Eq. (11) into Eq.(12), the objective function can be written as
By dJ (k) /dU (k) = 0, the optimal control can be obtained
Taking the control at the current time to act on the system
III. OUTPUT PROBABILISTIC CONSTRAINED OPTIMAL CONTROL A. OUTPUT PROBABILISTIC CONSTRAINTS
In actual industrial processes, there are many external disturbances, whose uncertainty can cause the output variables be constrained. In order to meet the production demand and economic benefit, the output constraints are often expressed as single probability constraints
where Pr denotes the probabilities that the outputs are constrained within a certain range, α is the confidence defined by users. The relationship of the above two constraints are shown in Fig. 2 . The feasible regions of joint probabilistic constraints are contained in single probability constraints. The shadows in Fig. 2(a) and Fig. 2(b) show the feasible region of single and joint probabilistic constraints, respectively. The single probabilistic constraints define different confidence levels for different outputs because the outputs are independent of each other. They are applicable to situations where one constraint is more important than others. The joint probabilistic constraints require that all the outputs satisfy the constraints at the same time with the same probability, in order to ensure the safety of industrial production [23] .
B. TRANSFORMATION OF PROBABILISTIC CONSTRAINTS BASED ON SINGLE OUTPUT
For the output y i , the single probabilistic constraint of closed-loop prediction can be described as
Considering the existence of extern disturbances, the closed-loop prediction can be expressed as
where d i (k) represents the extern disturbances, y i0 (k) includes the influence of the past control to the predicted output and feedback correction of the error, regarded as known. The predicted output in the future time can be written as
Assuming that impulse response coefficients obey Gaussian distribution, h i ∼ N µ i , σ 2 i , its linear combination also obey Gaussian distribution.
Eq.(16) can be written as
Pr
The deterministic constraint can be obtained
C. CONVERSION OF PROBABILISTIC CONSTRAINTS BASED ON MULTIPLE OUTPUTS
Considering all the outputs, Eq.(19) can be described as
T y 0 (k) corresponds to y i0 (k) aiming at a single output. Taking all the outputs in the predictive time domain, the coefficients of deterministic constraints are as follows: (the form of B is the same as A)
The general form of the standard QP problem [24] can be described as
where G is a semi-positive definite matrix, f is a column vector, E is a constraint matrix, g is a constraint upper limit, x is a decision vector. The objective function is further transformed into
where the first item can be regarded as a certain quantity because it has nothing to do with the optimal control action U (k) in the future time required to solve. It has little effect on the control action and can be ignored. Thus,
Finally, Eq. (27) and Eq. (23) together constitute a QP problem, which can be solved by the method of interior point or active set [25] .
IV. APPLICATION TO LOOPER CONTROL SYSTEM
In hot strip rolling industry processes, the thickness accuracy of plates is one of the important indexes to measure production quality. The tension changes of the rolled piece are one of the main reasons for the thickness changes. If the tension exceeds the limitation, it will directly lead to the deterioration of production quality and the phenomenon of steel drawing or stacking [26] . Therefore, it is of great significance to strictly control the tension in the rolling processes. The tension is controlled within the allowable range of deviation through looper system in modern hot strip rolling processes, so as to improve production quality and meet the production demand of industry.
The looper system has the characteristics of non-linearity, time-varying and multivariable, and there are various uncertain external disturbances in the rolling stage, so it is difficult to obtain the accurate mathematical model. Considering that MMAC algorithm does not require high accuracy of the model and has good control effect, the proposed method can be applied to the looper control system to verify the effectiveness of the algorithm.
The looper device is an important part of finishing zone in hot rolling process. It controls strip tension by adjusting the speed of main motor and looper height (angle) by looper motor torque of upstream rolling mill. The looper mechanism between the adjacent stands is shown in Fig. 3 [27] . In fig. 3 , F i and F i+1 are the upstream and downstream stand respectively. α and β are the angles between the upstream and downstream stand and the rolling line, respectively. R, r, L and l are the length of looper arm, the radius of looper roll, the distance between adjacent stands and the distance from the upstream frame to the axis of looper support; h is the distance from the axis of looper support to the rolling line; θ is the corner of looper arm.
The looper system mainly includes tension and height control system, which constitute a typical dual-input and dual-output coupling system. The former is mainly used to maintain a constant small tension, while the latter is mainly used to maintain the equal flow rate per second of each frame in a unit time. Its control structure is shown in Fig. 4 [28] .
In Fig. 4 , σ * , σ , θ * and θ are the set and actual values of strip tension and looper angle, respectively. v * and v are the given speed and outlet speed of the stand roll line. M * and M are the set and output torque of looper motor.
represent the equivalent models of the control links of main motor and looper motor. E is the strip elastic model. From Fig. 4 , the differential equation of the dynamic process for the looper control system is obtained as follows:
Through the modeling and analysis of looper control system, the roll linear speed v * and the looper motor torque M * are selected as operating variables, the strip tension σ and the looper angle θ are taken as controlled variables. The state space equation can be obtained as follows:
, C = 0 0 1 0 0 0 0 0 0 1 Taking China's Ansteel 1700mm hot strip rolling (Here is the looper between the fifth and sixth stands) as an example, the parameters of looper system are as follows: For the unconstrained situation, the original MMAC algorithm is firstly used alone to act on the system, only considering the error between the predicted output and the actual output. After setting m 1 = 1, m 2 = 0 and selecting the predicted horizon P = 20, the control horizon M = 6, the softening coefficient α = 0.9, the error weighted matrix Q and the control weighted matrix R are adjusted to 6 , so that all the outputs tend to the expected values. The output curves of the system are shown in Fig. 5 .
As is shown in Fig. 5 , the probabilities satisfying the constraints for the two outputs are respectively Pr {4.7 ≤ σ ≤ 4.9} = 85.637% and Pr {25.5 ≤ θ ≤ 26.5} = 90.333% when the original MMAC algorithm is used alone for the system. Affected by external disturbances, the system outputs fluctuate violently and many of them are beyond the set range. Obviously, it can not achieve the desired production targets.
In this paper, we consider not only the error between the predicted output and the actual output, but also the error between the predicted output and the reference trajectory. By taking the weighted average of the errors, the feedback correction link of MMAC algorithm is improved. Then Keeping other parameters same as in MMAC, the weights of the two errors are gradually adjusted from m 1 = 1, m 2 = 0 to m 1 = 0.76, m 2 = 0.24. The output curves of the system are shown in Fig. 6 and the control curves are shown in Fig. 7 .
As is shown in Fig. 6 , the probabilities meeting the constraints for the two outputs are respectively Pr {4.7 ≤ σ ≤ 4.9} = 91% and Pr {25.5 ≤ θ ≤ 26.5} = 94.67% when the improved MMAC algorithm is used for the system. Compared with Fig. 5 , the improved method achieves larger probability values, that is, there are more output values meeting the given range. It means that the improved MMAC can reduce fluctuations and has better control effects than MMAC.
Under uncertainty of the disturbances, the looper tension and angle are also random. In order to improve production quality, the outputs of the system are considered to be constrained. If the outputs are allowed to have a small portion that can exceed the constraints, a probabilistic constrained optimal control algorithm based on MMAC is employed. Keeping other parameters unchanged, the confidence levels are set to α 1 = 0.9505 and α 2 = 0.9756, respectively. The output curves are shown in Fig. 8 , and the control curves are shown in Fig. 9 .
It can be seen from Fig. 8 that the probabilities satisfying the constraints for the two outputs reach Pr {4.7 ≤ σ ≤ 4.9} = 96.01%, Pr {25.5 ≤ θ ≤ 26.5} = 98.913% after adding the probabilistic constraints on the outputs. Compared with Fig. 6 , the proposed method can better restrict the outputs within the given limits and achieve satisfactory control effects. Under the influence of random disturbance, the outputs of the system will fluctuate inevitably, but only a small part of outputs exceed the restriction, which does not affect the rolling process and the production quality. Compared with Fig. 7 and Fig. 9 , it is obvious that the control curves are more stable and can maintain fluctuation in a small range by applying the proposed method in this paper. Finally, based on the probabilistic constrained MMAC algorithm, the confidence levels are set to α 1 = 0.9744 and α 2 = 0.9641, respectively, while other parameters remain unchanged. The output curves are shown in Fig. 10 .
It can be seen from Fig. 10 that the probabilities satisfying the constraints in the two outputs are as high as Pr {4.7 ≤ σ ≤ 4.9} = 98.5765% and Pr {25.5 ≤ θ ≤ 26.5} = 97.8648% when the confidence levels are altered. Compared with Fig. 8 , with the increase of α 1 , there will be more output values to satisfy the constraint in corresponding σ . Also, with the decrease of α 2 , the part satisfying constraint in corresponding θ will reduce. Therefore, with different confidence levels given by users, the probabilities that the outputs meet constraints can reach different expectations.
V. CONCLUSION
Complex industrial processes are usually multivariate, large-scale and have various practical constraints. Influenced by uncertain disturbances, the output of the system is also accompanied by randomness. This paper presents an output probabilistic constrained optimal control algorithm based on MMAC, and applies it to looper system in hot strip rolling to control strip tension and looper angle. Firstly, the feedback correction link of MMAC algorithm is improved. Considering the existence of disturbances and the coupling effect between multiple inputs, there are two methods to select the feedback errors. In this paper, the weighted averages of the errors in two cases are used to correct the predicted outputs. Then, assuming that the disturbances obey Gaussian distribution, the output probabilistic constraints are transformed into deterministic ones, which can constitute a QP problem combined with the performance index function of MMAC. Finally, the proposed method is compared with using MMAC alone in looper control system. The results show that it can effectively overcome the influence of uncertainty, make the system outputs meet the constraints well, and obtain satisfactory control effects. The actual multivariable systems have strong coupling and non-Gaussian disturbances. Therefore, in the future, we should devote more efforts to the cases of non-Gaussian probabilistic constraints and take into account the existence of couplings among variables when the probabilistic constraints are set. ZHIJIE SHI received the B.E. degree in automation from the University of Science and Technology Beijing, Beijing, China, in 2017, where he is currently pursuing the master's degree in control science and engineering. His research interest includes probabilistic constrained optimal control for complex industrial systems.
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