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Abstract
In this article, we study the generic curve of the linear system E of plane curves of degree
d passing through r generic points with at least prescribed multiplicities m1; : : : ; mr . Assuming
that the mi are less than or equal to three and that the degree d is greater than 316 we prove
that, if E is not empty, then its generic curve is geometrically irreducible, smooth away from
the prescribed singularities and has only ordinary singularities. c© 2001 Elsevier Science B.V.
All rights reserved.
MSC: 14H50
0. Introduction
Soient d;m1; : : : ; mr; r entiers positifs, et P1; : : : ; Pr r points en position g(en(erale dans
le plan projectif complexe P2. Soit E le syst'eme lin(eaire des courbes planes de degr(e
d passant par chaque point Pi avec la multiplicit(e au moins mi. La dimension attendue
pour E est e=max(d(d+3)=2−∑ri=1 mi ; −1). Nous prouvons ici le r(esultat suivant:
Theoreme 1. Si mi ≤ 3 pour tout i (1 ≤ i ≤ r) et si d ≥ 317; alors le syst&eme E a la
dimension attendue; s’il est non vide; une courbe g)en)erale de E est irr)eductible; lisse
en dehors des r points P1; : : : ; Pr; et poss&ede en chacun de ces points une singularit)e
ordinaire de la multiplicit)e prescrite.
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Le Th(eor'eme 1 est particuli'erement int(eressant pour les syst'emes lin(eaires de dimen-
sion z(ero. La courbe est alors isol(ee, et l’emploi du th(eor'eme de Bertini est impossible.
La borne d ≥ 317 provient uniquement des contraintes de la m(ethode employ(ee (voir
les constructions de la Section 5.3) et peut certainement eˆtre am(elior(ee en reprenant la
meˆme d(emarche avec plus de pr(ecautions.
Une conjecture de A. Hirschowitz pr(evoit que si m1 ≥ · · · ≥ mr ≥ 1 et d ≥
m1 +m2 +m3, le syst'eme E a la dimension attendue (voir [11]) et, s’il est non vide, sa
courbe g(en(erique est irr(eductible et lisse, 'a singularit(e ordinaire (sauf dans le cas d’un
genre n(egatif ou d’une cubique multiple passant par 9 points). La borne conjecturale
vaut donc ici 10.
Les travaux pr(ec(edents ont surtout port(e sur la question de la dimension des syst'emes
lin(eaires E. En 1960, Nagata [14] donnait la dimension de ces syst'emes dans le cas o'u
le nombre de points r est inf(erieur ou (egal 'a 9. Les r(ecents, et nombreux, progr'es dans
ce domaine ([1,5,6,13,17] entre autres) permettent d’aborder s(erieusement la question
de la lissit(e et de l’irr(eductibilit(e des courbes.
Pour ces questions, plusieurs r(esultats sont maintenant acquis, lorsque la dimension
du syst'eme E est grande devant le degr(e des courbes (Voir [7,8]). Dans [8, Section
3.3], Greuel, Lossen et Shustin montrent l’existence d’une courbe irr(eductible 'a sin-
gularit(e ordinaire sous une condition impliquant dim E¿d2=4. Dans ce cadre, il est
permis de faire usage du th(eor'eme de Bertini. Pour des multiplicit(es born(ees, le dernier
r(esultat remonte 'a 1981: Dans [2], Arbarello et Cornalba montrent que la conjecture
d’Hirschowitz est vraie pour des multiplicit(es valant 1 ou 2.
Signalons pour Knir un r(esultat r(ecent annonc(e par A. Bruno (Tol'ede, octobre 1998):
les vari(et(es de courbes planes, irr(eductibles, de degr(e d Kx(e, ayant exactement r sin-
gularit(es ordinaires de multiplicit(e m1; : : : ; mr en position g(en(erale sont irr(eductibles et
lisses. Il reste 'a prouver que ces vari(et(es sont non vides. C’est l'a l’objet du th(eor'eme
1, qui montre de surcroLˆt que ces singularit(es peuvent eˆtre prises en position g(en(erique.
Presentation de la preuve
Avant tout, notons que l’essentiel du travail n’est pas fait sur le plan, mais sur
la surface rationnelle obtenue en (eclatant P2 aux r points P1; : : : ; Pr . Ceci permet un
emploi agr(eable de la forme d’intersection, du th(eor'eme de Bertini, et une meilleure
gestion des probl'emes inKnit(esimaux.
Si x d(esigne le r-uplet (P1; : : : ; Pr), le plan P2 (eclat(e aux r-point est not(e Sx. Il
est d’usage de munir le groupe de Picard de Sx de la base form(ee de la transform(ee
totale d’une droite du plan et de l’oppos(e des r diviseurs exceptionnels. Le syst'eme
lin(eaire complet Lx de la classe (d;m1; : : : ; mr) est isomorphe au syst'eme E d(eKni plus
haut.
Le lemme d’Horace g)eom)etrique. La preuve du th(eor'eme 1 se fonde sur un lemme
d(emontr(e par l’auteur dans [12] (voir aussi [3] pour une premi'ere approche –non
diM(erentielle– de ce lemme). Nous appelons ce r(esultat “lemme d’Horace g(eom(etrique”.
Il s’inspire de la m(ethode d’Horace de A. Hirschowitz (voir [1] par exemple). Mais
tandis que la m(ethode d’Horace usuelle permet seulement de calculer la dimension de
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syst'emes tels que Lx, le lemme g(eom(etrique permet aussi de prouver que les sections
de ce syst'eme sont irr)eductibles et lisses.
Ce lemme, expos(e en Section 2.1, fonctionne sur le principe suivant: Choisissons
une courbe plane int'egre C, de degr(e c. Sp(ecialisons quelques uns des r points sur C
et notons y = (Q1; : : : ; Qr) le r-uplet des points en position sp(eciale. La sp(ecialisation
est faite en sorte que C˜ (transform(ee stricte de C sur Sy) soit une composante Kxe du
syst'eme lin(eaire Ly en position sp(eciale. Ainsi, une courbe dans Ly est l’union de C˜
et d’une courbe r)esiduelle.
Sous certaines conditions, pr(ecis(ees par le Lemme 2:1, si la courbe r(esiduelle g(en(eri-
que est g(eom(etriquement irr(eductible et lisse, la courbe g(en(erique du syst'eme initial
aura les meˆmes propri(et(es.
Remarquons que, si l’on ne sp(ecialise pas assez de points sur C, C˜ n’est pas une
composante Kxe de Ly et la m(ethode ne s’applique pas. En revanche, si l’on sp(ecialise
trop de points sur C, la dimension du syst'eme augmente lors de la sp(ecialisation. Pour
maLˆtriser ce ph(enom'ene, il faut consid(erer certains sous-syst'emes deLy, o'u l’on impose
aux courbes de passer par des points inKniment voisins des Qi (voir l’(enonc(e 2:1, la
remarque 2:2, et surtout [12]).
Monodromie de l’intersection des courbes. L’une des hypoth'eses essentielles du
lemme d’Horace g(eom(etrique est la suivante: l’intersection de la courbe r(esiduelle
g(en(erique D′y et de la courbe C˜ doit eˆtre transverse et irr(eductible. Expliquons cette
condition.
Supposons, pour simpliKer que la dimension de Ly vaille 0. Dans ce cas, la courbe
g(en(erique D′y est isol(ee dans son syst'eme lin(eaire. Si elle rencontre C˜ transversalement,
il existe un ouvert U de l’adh(erence Y de y tel que, pour tout point ferm(e z dans cet
ouvert, la courbe r(esiduelle D′z soit isol(ee et rencontre C transversalement. Lorsque z
varie, l’intersection D′z ∩ C˜ forme une vari(et(e I , et le morphisme naturel I → U est
un reveˆtement de degr(e dc.
La condition, (enonc(ee au dessus du point non ferm(e y, signiKe simplement que
la vari(et(e I est irr(eductible. Autrement dit, le groupe de monodromie du reveˆtement
I → U (ou du morphisme Kni D′y ∩ C˜ → y) agit transitivement. Nous noterons Gy ce
groupe de monodromie.
Permutation des points. En r(ealit(e, la condition expliqu(ee ci-dessus peut eˆtre aMaiblie
lorsque plusieurs multiplicit(es sont identiques (Ce sera toujours le cas ici puisque seuls
les nombres 1; 2 et 3 apparaissent comme multiplicit(es). On peut alors d(eKnir un groupe
Hy qui agit sur la vari(et(e Y en permutant des points aMect(es des meˆmes multiplicit(es.
L’action de ce groupe se prolonge 'a toute la vari(et(e Sy, ainsi qu’aux courbes D′y et C˜.
Soient D̂′y et
ˆ˜C les quotients de D′y et C˜ par Hy. Pour pouvoir appliquer le lemme
d’Horace, il suQt en fait que le sch(ema D̂′y ∩ ˆ˜C soit irr(eductible. Si Ĝy d(esigne le
groupe de monodromie du morphisme D̂′y ∩ ˆ˜C → yˆ, il suQt donc que Ĝy agisse
transitivement.
On montre ais(ement que Gy est un sous-groupe distingu(e de Ĝy. De plus, le groupe
Hy s’envoie surjectivement sur le quotient Ĝy=Gy; ainsi, en permutant des points par
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le groupe Hy, il est possible de montrer que Ĝy agit transitivement, meˆme si ce n’est
pas le cas pour Gy.
R)epartition sym)etrique. Pour mettre en pratique cette remarque, nous introduisons
la notion de r(epartition sym(etrique. Il s’agit d’une sp(ecialisation du point y en un point
z telle que la courbe r(esiduelle d(eg(en'ere en l + 1 courbes: D′z = H1 ∪ · · · ∪ Hl ∪ R.
La courbe R ne rencontre pas C˜, tandis que les l courbes Hi ont une intersection
irr(eductible avec C˜. On montre ainsi que l’action de Gz poss'ede l orbites. Par ailleurs,
puisque le groupe Hz agit sur D′z, il en permute les composantes. On demande qu’il
laisse R stable et agisse transitivement sur les Hi. Si une telle r(epartition existe, le
groupe Ĝz agit transitivement; mais ce groupe est un sous-groupe de Ĝy (car y se
sp(ecialise en z). Donc Ĝy agit aussi transitivement.
L’existence de r(epartition sym(etrique est prouv(ee en Section 3:9. Les r(epartitions
n(ecessaires au th(eor'eme 1 sont construites 'a la Kn de l’article.
Syst&emes faiblement contraints. Pour appliquer le lemme d’Horace, il faut aussi
(etudier la courbe r(esiduelle g(en(erique. Pour cela, nous introduisons un type parti-
culier de syst'emes lin(eaires: les syst'emes faiblement contraints. Ce sont des syst'emes
de courbes assign(ees 'a passer avec la multiplicit(e 1 par un grand nombre de points
g(en(eriques sur C. Sous une condition simple de non sp(ecialit(e, de tels syst'emes se com-
portent souvent comme si les conditions impos(ees par ces points de C n’existaient pas.
On est alors en pr(esence d’un syst'eme de grande dimension, et l’on peut appliquer
le th(eor'eme de Bertini pour prouver que la courbe g(en(erique est irr(eductible et lisse.
On peut aussi appliquer les techniques propos(ees par Harris [10] pour prouver que le
groupe de monodromie de l’intersection de C et des courbes du syst'eme est le groupe
sym(etrique tout entier.
La preuve. Nous appliquons le lemme d’Horace g(eom(etrique en choisissant, comme
courbe C, une cubique plane rationnelle (courbe irr(eductible ayant un nRud pour seule
singularit(e). Nous distinguons deux cas:
S’il y a suQsamment de points aMect(es de la multiplicit(e 2, il suQt d’appliquer
une fois le lemme pour obtenir un syst'eme r(esiduel faiblement contraint; on conclut
alors sans diQcult(e. Sinon, il faut utiliser deux fois le lemme d’Horace avant d’obtenir
un syst'eme faiblement contraint. La premi'ere fois, il est n(ecessaire de construire des
r(epartitions sym(etriques pour prouver que l’intersection des courbes (modulo le groupe
H) est irr(eductible. Pour construire ces r(epartitions il faut que suQsemment de points
soient aMect(es de la multiplicit(e 3. Ceci impose la condition d ≥ 317.
Le choix de la cubique C est dict(e par plusieurs crit'eres. Il faut une courbe: ra-
tionnelle pour construire des r(epartitions sym(etriques (cf. Proposition 3.9); de degr(e
assez grand pour pouvoir sp(ecialiser un nombre (elev(e de points et obtenir un syst'eme
faiblement contraint; de degr(e assez faible pour obtenir facilement un lemme d’annulation
(cf. Proposition 5.1).
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1. Familles de courbes sur les surfaces rationnelles
Dans cette partie, nous posons les principales notations de l’article, et d(ecrivons la
famille de surfaces rationnelles obtenue en (eclatant une famille de r points distincts du
plan projectif complexe P2. Nous construisons aussi les familles de courbes sur ces
surfaces en exhibant un diviseur universel. EnKn, nous (etudions dans quelle mesure ces
constructions “passent au quotient” lorsqu’un groupe de permutation agit sur la famille
des r points.
1.1. Familles de surfaces et diviseurs relatifs
Soit r ≥ 0 et X l’ouvert de (P2)r des r-uplets de points distincts. Le morphisme
P2X = P2 × X → X est muni de r sections naturelles:
i: X → P2 × X;
(P1; : : : ; Pr) → (Pi; (P1; : : : ; Pr)):
Soit i l’image de i. L’union  =
⋃r
i=1 i est une vari(et(e lisse de P2X . En (eclatant
P2X le long de , on obtient une famille de surfaces rationnelles, param(etr(ees par X :
SX
b→P2X → X . Nous noterons  le morphisme compos(e SX → X . Pour tout point
x = (P1; : : : ; Pr) de X , la Kbre de  au dessus de x, not(ee Sx est simplement le plan
(eclat(e aux r points P1; : : : ; Pr . Si x est le point g(en(erique de X , Sx est la surface
rationnelle g)en)erique de nombre de Picard r + 1.
Rappelons que l’on appelle diviseur de Cartier relatif de SX sur X tout faisceau
d’id(eaux ID sur SX , localement principal, et non diviseur de z(ero dans toutes les Kbres
du morphisme  (voir [9, Section 4]). Ces faisceaux d’id(eaux sont plats sur X .
Exemples. (1) Soit L une droite de P2, L × X ⊂P2 × X la famille de droites corre-
spondante au dessus de X , et HX = b−1(L × X ) la transform(ee totale de L × X dans
SX apr'es (eclatement. L’id(eal IHX est un diviseur de Cartier relatif eMectif de SX → X .
(2) Soit maintenant Ei;X le diviseur exceptionnel issu de l’(eclatement le long de i;
l’id(eal IEi; X est un diviseur de Cartier relatif eMectif de SX → X .
1.2. Forme d’intersection et syst&emes lin)eaires
Pour tout x ∈ X , le groupe de Picard de la surface Sx est muni de la base: [Hx];
[ − E1; x]; : : : ; [ − Er;x] (o'u Hx (resp. Ei;x) est la Kbre du diviseur HX (resp. Ei;X ) au
dessus de x). Puisque les diviseurs de Cartier relatifs sont plats sur X , ils v(eriKent la
propri(et(e de conservation des nombres suivante:
Proposition 1.1. Soit D un diviseur relatif e;ectif de SX → X et; pour tout x ∈ X; soit
[Dx] ∈ Zr+1 la classe du diviseur Dx dans la base d)e<nie ci-dessus; [Dx] ne d)epend
pas de x.
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Le diviseur canonique de Pic Sx vaut ! = (−3; (−1)r) (la notation (−1)r d(esigne
l’entier (−1) r(ep(et(e r fois. Nous conserverons cette convention dans la suite). La forme
d’intersection de Sx s’(ecrit: (d;m1; : : : ; mr):(c; n1; : : : ; nr) = dc − m1n1 − · · · − mrnr .
Fixons maintenant une classe d = (d;m1; : : : ; mr) ∈ Pic Sx. Nous noterons O(d) le
faisceau localement libre O(dHx−
∑r
i=1 miEi;x). Le th(eor'eme de Riemann-Roch donne
la caract(eristique d’Euler-Poincar(e de O(d): #(d)= ((d+1)(d+2))=2−∑ri=1 (mi(mi +
1))=2. On peut aussi calculer le genre arithm(etique des sections de O(d): g(d)((d −
1)(d− 2))=2−∑ri=1 (mi(mi − 1))=2.
Le syst'eme lin(eaire complet des sections de O(d), P(H 0(Sx;O(d))), sera not(e Lx(d).
Si d ≥ −2, le th(eor'eme de dualit(e de Serre montre que h2(Sx;O(d)) est nul. La
dimension attendue pour Lx(d) vaut alors: max(#(d) − 1;−1). (Par convention, le
syst'eme vide est suppos(e de dimension −1).
Un syst'eme Lx(d) est dit r)egulier s’il a la dimension attendue. Plus g(en(eralement,
un faisceau F sur Sx est dit r(egulier si h0(Sx;F) = max(#(F); 0) et h1(Sx;F) =
max(−#(F); 0).
1.3. Familles universelles de diviseurs relatifs
Consid(erons d=(d;m1; : : : ; mr) ∈ Zr+1 ; posons m′i=max(mi; 0) et d′=(d;m′1; : : : ; m′r).
Soit i l’image de la i-i'eme section naturelle i : X → P2X , d(eKnie plus haut, et soit
Z ⊂P2X le sch(ema d’id(eal Im
′
1
1 : : :I
m′r
r . Z est une famille plate sur X dont les Kbres,
not(ees Zx pour x ∈ X , sont des unions de r gros-points de multiplicit(es m′1; : : : ; m′r .
Si x=(P1; : : : ; Pr) ∈ X , le syst'eme lin(eaire |IZx(d)| est le syst'eme des courbes planes
de degr(e d passant avec la multiplicit(e au moins m′i en chaque point Pi. Ce syst'eme
est isomorphe 'a Lx(d).
Consid(erons maintenant Pd(d+3)=2 =P(H 0(P2;O(d))) le syst'eme lin(eaire des courbes
planes de degr(e d. On d(eKnit (ici, de mani'ere ensembliste uniquement, mais il poss'ede
une structure de sch(ema naturelle) le sous-sch(ema F = F(d) de Pd(d+3)=2 × X de la
mani'ere suivante:
F(d) = {(D; (P1; : : : ; Pr)) ∈ P(H 0(P2;O(d)))× X tel que
D est de multiplicit(e au moins m′i au point Pi (1 ≤ i ≤ r):}
Ce sch(ema F param'etre une famille canonique de courbe D′⊂P2 × F : si x′ =
(D; (P1; : : : ; Pr)), la Kbre D′x′ est simplement la courbe D. Eclatons maintenant les
r-points en familles dans P2 × F , et notons bF : SF → P2F cet (eclatement. Par hy-
poth'ese, le diviseur D = b−1F (D
′) −∑ ri=1 miEi est eMectif. C’est un diviseur relatif
eMectif de la famille SF sur F .
Proposition 1.2. Soit d ∈ Zr+1. Le foncteur Fd de Sch (ema=X vers Ens tel que Fd(Y )=
{G⊂ SY = SX ×X Y |G est un diviseur relatif e;ectif de classe d sur Y} est repr)esent)e
par le couple (F;D).
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(Cette proposition est pr(esent(ee plus en d(etail dans [12]; on pourra aussi consulter
[9,15]).
Soit p : F → X la projection naturelle de F ⊂Pd(d+3)=2×X vers X . La Kbre de p au
dessus de x ∈ X est simplement le syst'eme lin(eaire Lx(d). Soit x′ le point g(en(erique
de cette Kbre. Par d(eKnition, la courbe Dx′ est la courbe g(en(erique de Lx(d). Nous la
noterons Dx(d).
Soit maintenant y ∈ X , tel que x se sp(ecialise en y. Nous dirons que la courbe
Dx(d) se sp)ecialise en Dy(d) si le point g(en(erique y′ de p−1(y) est une sp(ecialisation
de x′. Cette notion est primordiale si l’on souhaite obtenir des informations sur Dx(d)
'a partir de Dy(d).
Si la dimension de Ly(d) est (egale 'a celle de Lx(d), on montre ais(ement que Dx(d)
se sp(ecialise en Dy(d). En revanche, si la dimension de Ly(d) est sup(erieure 'a celle
de Ly(d), il faut des conditions suppl(ementaires. Ces conditions peuvent eˆtre v(eriK(ees
en imposant au syst'eme de nouveaux points bases, inKniment voisins des r points de
d(epart (voir [12, et le Lemme 2:1]).
1.4. Permutation des points
Soit Sr , le groupe de permutation des r-entiers {1; : : : ; r}; Sr agit sur X ⊂(P2)r en
permutant les points du plan. Nous noterons TX le quotient de X par Sr . L’action de
Sr se prolonge naturellement 'a P2X tout entier. De plus, si  d(esigne la famille des
r points (voir le paragraphe 1:1), on observe que Sr() = . Donc Sr agit aussi sur
l’(eclatement de P2X le long de . Nous noterons S TX le quotient de SX par Sr .
Soit maintenant d=(d;m1; : : : ; mr) ∈ Zr+1. Nous dirons que ) ∈ Sr laisse d invariant
si (d;m1; : : : ; mr) = (d;m)(1); : : : ; m)(r)). Notons H ′ = H ′(d)⊂Sr le stabilisateur de d
par Sr . On v(eriKe ais(ement que l’action de H ′ sur X se prolonge en une action sur
le sch(ema F = F(d) d(eKni dans la section pr(ec(edente. De meˆme, l’action de H ′ est
bien d(eKnie sur P2F et se prolonge au sch(ema SF tout entier. EnKn, H ′ agit aussi sur
la courbe universelle D.
Soient maintenant y, un point de X , et Y l’adh(erence de y dans X . On note Ty (resp.
TY ) l’image de y (resp. Y ) dans TX par le morphisme quotient de Sr . Soit H ′′y le groupe
de monodromie du reveˆtement Y → TY . C’est un sous-groupe bien d(eKni de Sr (voir
Section 3.1, Proposition 3.3); il agit sur X en laissant y invariant. Il agit donc sur la
vari(et(e Y tout enti'ere.
Pour tout couple (y; d), y ∈ X et d ∈ Pic Sy, nous poserons:
Hy(d):=H ′(d) ∩ H ′′y ⊂Sr :
Le groupe Hy(d) sera simplement not(e H s’il n’y a pas de confusion possible.
Soit y′ le point g(en(erique de la Kbre p−1(y), o'u p : F(d) → X , et soit Y ′
l’adh(erence de y′ dans F . Le groupe H agit sur Y et SY , mais aussi sur les vari(et(es
Y ′, SY ′ et sur le diviseur universel DY ′ au dessus de Y ′. En particulier, H agit sur la
surface Sy′ et sur la courbe Dy(d)⊂ Sy′ . Nous noterons Ŷ ′; SŶ ′ ; D̂Y ′ ; etc. les quotients
de toutes ces vari(et(es par H .
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2. Le lemme d’Horace geometrique
Dans cette partie, nous (enonUcons et commentons le lemme d’Horace g(eom(etrique.
Ce lemme est prouv(e par l’auteur dans [12]. Nous montrons ensuite qu’il est possible
d’aMaiblir une hypoth'ese de ce lemme (condition 9) lorsqu’un groupe de permutation
agit sur les points en pr(eservant les multiplicit(es.
2.1. Notations et )enonc)e
Fixons tout d’abord quelques conventions: Soit y=(Q1; : : : ; Qr) un point de X (nous
notons abusivement y=(Q1; : : : ; Qr) meˆme lorsque y n’est pas un point ferm(e). Soit G
un ferm(e irr(eductible de P2. Nous dirons que les a points Q1; : : : ; Qa (0 ≤ a ≤ r), sont
libres sur G si y est le point g(en(erique de Ga × V ⊂(P2)r , o'u V est une sous-vari(et(e
de (P2)(r−a).
Supposons maintenant que Qi est un point lisse d’une courbe plane C. On note
QCi ∈ Sy le point d’intersection de la transform(ee stricte C˜ de C et du diviseur ex-
ceptionnel Ei; on note aussi IQCi le faisceau d’id(eaux de Q
C
i sur Sy. Si d ∈ Pic Sy,
les sections globales du faisceau IQCi (d) correspondent, sur le plan, aux courbes de
degr(e d, ayant une multiplicit(e au moins mj 'a chaque point Qj (1 ≤ j ≤ r) et, si la
multiplicit(e en Qi vaut exactement mi, ayant une branche tangente 'a C en ce point.
Lemme 2.1. Soient d = (d;m1; : : : ; mr) ∈ Zr+1 et x = (P1; : : : ; Pr); y = (Q1; : : : ; Qr);
deux points de X tels que x se sp)ecialise en y. Soient C une courbe de P2y et C˜ sa
transform)ee stricte sur Sy. On suppose C˜ g)eom)etriquement irr)eductible et lisse; de
classe c ∈ Pic(Sy) et de genre g(c).
Dimension et sp (ecialisation: Supposons que:
(1) d:c + 1− g(c) =−a o&u a ≥ 0 (condition d’ajustement);
(2) Parmi les points Q1; : : : ; Qr; il y a g(c) points libres sur C; a;ect)es de multiplicit)es
strictement positives;
(3) Si a ≥ 1; il y a a+ 1 entiers i1; : : : ; ia+1 tels que: Pi1 ; : : : ; Pia+1 sont libres dans le
plan P2; et Qi1 ; : : : ; Qia+1 sont libres sur la courbe C;
(4) Si a= 0; OSy(d− c) est r)egulier;
Si a ≥ 1; IQCi1∪···∪QCia+1 (d− c) est r)egulier;
alors Lx(d) est r)egulier et; s’il est non vide; Dx(d) se sp)ecialise en Dy(d).
Irr (eductibilit (e. Si; de plus; Lx(d) est non vide et:
(5) La classe c n’est pas e;ective en position x;
(6) Dy(d− c) est g)eom)etriquement irr)eductible;
Alors Dx(d) est g)eom)etriquement irr)eductible.
Lissit (e. Si; en<n;
(7) Si a= 0; y est normal dans l’adh)erence de x;
(8) Dy(d− c) rencontre C˜ transversalement;
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(9) Dy(d− c) ∩ C˜ est irr)eductible (pas g)eom)etriquement);
(10) Dy(d− c) est lisse;
Alors Dx(d) est lisse.
La courbe C sera appel(ee la courbe exploit)ee. Le syst'eme Ly(d − c) et la courbe
Dy(d− c) seront respectivement appel(es syst'eme et courbe r)esiduels. En fait, Dy(d)=
C˜ ∪Dy(d− c).
Remarque 2.2. Si a est positif: Si (1) entier a de la condition d’ajustement (1)
est strictement positif, la dimension du syst'eme augmente de a. Ce cas se produit
lorsque l’on sp(ecialise “trop” de points sur C. Supposons par exemple que #(d)¿ 0,
et consid(erons la suite exacte: 0 → OSy(d − c) → OSy(d) → OC˜(d) → 0. La con-
dition (1) et le th(eor'eme de Riemann–Roch sur C donnent: #(d − c) = #(d) + a.
Par ailleurs, puisque IQCi1∪···∪Q
C
ia+1
(d − c) est r(egulier, O(d − c) l’est aussi. Ainsi,
dimLy(d− c) = dimLy(d) = dimLx(d) + a. La dimension a augment(e de a.
Remarque 2.3. R)egularit)e des syst&emes: Si l’on souhaite seulement prouver qu’un
syst'eme a la dimension attendue, il est possible d’appliquer le Lemme 2:1 'a un syst'eme
de courbes d(ej'a soumises 'a des conditions inKnit(esimales sur C. Par exemple, si b ≤ r
et si P1; : : : ; Pb sont des points lisses de C, le faisceau IPC1 ∪···∪PCb (d) est r(egulier, si les
conditions (2), (3) et (4) sont respect(ees et si (1) est remplac(ee par d:c+ 1− g(c)−
b=−a. On peut ainsi proc(eder par r(ecurrence pour prouver la r(egularit(e d’un syst'eme.
Par ailleurs, au lieu de consid(erer (a+ 1) points dans les hypoth'eses (3) et (4) on
peut se contenter de a points seulement. Ces deux am(eliorations proviennent du lemme
d’Horace diM(erentiel usuel, tel qu’on le trouve dans [1].
Remarque 2.4. Types de singularit)es dans le plan: A priori, le Lemme 2:1 ne donne
aucune indication quant aux types de singularit(es de la projection de Dx(d) sur le plan.
Toutefois, si Dy(d− c) ∪ C˜ rencontre chaque diviseur exceptionnel Ei (1 ≤ i ≤ r) en
mi points distincts, Dx(d) poss'ede aussi cette propri(et(e. Sa projection sur le plan ne
poss'ede donc que des singularit(es ordinaires de la multiplicit(e attendue.
2.2. A;aiblissement des hypoth&eses par permutation des points
Reprenons les notations du Lemme 2:1 et de la Section 1.4. Au couple (y; d) on
associe le groupe H = Hy(d). Ce groupe est l’intersection du stabilisateur de d dans
Sr et du groupe de monodromie du morphisme y → Ty, o'u Ty est l’image de y dans
le quotient de X par Sr .
Soit y′ le point g(en(erique de la Kbre de p : F(d) → X au dessus de y (Section
1.3). On sait que H agit sur la surface Sy′ et sur la courbe Dy(d)⊂ Sy′ . Mais Dy(d)=
Dy(d− c) ∪ C˜ ; puisque C˜ est d(eKnie au dessus de C (ou d’un point, ferm(e ou non,
du syst'eme lin(eaire |OP2C(C)|), elle est invariante sous l’action de H . Donc H agit sur
Dy(d− c).
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Proposition 2.5. L’hypoth&ese (9) du Lemme 2:1 : Dy(d)∩C˜ est irr)eductible; peut-eˆtre
remplac)ee par: D̂y(d− c) ∩ C˜ ⊂ Sŷ′ est irr)eductible.
Preuve. Il faut revenir 'a la preuve du Lemme 2:1 [12]. Rappelons simplement l’id(ee
de cette preuve pour la lissit(e:
Soit x′ (resp. y′) le point g(en(erique de la Kbre de p :F → X au dessus de x (resp.
y). La partie “dimension et sp(ecialisation” du Lemme 2:1, nous assure que y′ appartient
'a l’adh(erence de x′ et est normal dans cette adh(erence. La courbe Dx′ se sp(ecialise
donc en Dy′ .
La courbe Dy′=C˜∪Dy(d−c) est nodale et ses seuls points singuliers sont les points
d’intersection de C˜ et Dy(d−c). Il est possible d’(eclater les (eventuelles singularit(es de
Dx(d) =Dx′ en famille. Puisque Dx(d) est irr(eductible (partie pr(ec(edente du lemme),
son (eclatement est connexe. Puisque la base est normale en y′, et que C˜ ∪Dy(d− c)
est irr(eductible, l’(eclatement des singularit(es de Dx(d) se sp(ecialise en l’(eclatement de
tous les nRuds de Dy(d). On obtient alors deux composantes connexes au dessus de
y′. Ceci est impossible.
Soit X ′ (resp. Y ′) l’adh(erence de x′ (resp. y′) dans F . Puisque H agit sur Y ′,
on peut prolonger son action 'a X ′. Le quotient Yˆ
′
de Y ′ par H , est alors une sous
vari(et(e de Xˆ
′
, et l’on sp(ecialise Dxˆ′ en Dyˆ′ Le groupe H (etant Kni, la vari(et(e Xˆ
′
reste
normale en yˆ′. Le raisonnement pr(ec(edent s’applique encore, et montre que la courbe
Dxˆ′(d) =Dxˆ(d) est lisse. Par une extension Knie du corps de base on retrouve Dx(d)
qui est donc lisse, elle aussi.
Cette am(elioration est importante, comme le montre l’exemple suivant:
Exemple. Soient y le point g(en(erique de (P2)3, L une droite, et d la classe (2; 2; 1; 1).
La courbe Dy(d), est la r(eunion de deux droites. Elle coupe L˜y en deux points. Au
dessus de y, la vari(et(e d’intersection r(esiduelle Dy(d) ∩ L˜y est r(eductible: les deux
points d’intersection ne peuvent pas eˆtre permut(es.
Le groupe Hy(d) est le groupe S2 des permutations de P2 et P3. Au dessus de
yˆ ∈ Xˆ , les deux points P2 et P3 peuvent eˆtre (echang(es, ce qui a pour eMet de permuter
les deux points d’intersection: au dessus de yˆ, l’intersection est irr(eductible.
3. Monodromie et repartitions symetriques
Nous abordons ici le probl'eme pos(e par la condition (9) du lemme d’Horace g(eo-
m(etrique: Etant donn(e une courbe C sur une surface rationnelle S, et une famille D
de courbes, coupant C transversalement, comment prouver que l’intersection de C et
de la courbe g(en(erique Dx est irr(eductible?
Dans cette partie, nous r(einterpr(etons ce probl'eme en lui associant un groupe de
monodromie. Il faut alors montrer que ce groupe agit transitivement. Nous d(eKnissons
pour cela la notion de r)epartition sym)etrique: il s’agit de faire d(eg(en(erer la Kbre
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g(en(erique aKn de r(epartir les points de Dx ∩ C en plusieurs blocs; ces blocs pouvant
eˆtre permut(es sous l’action du groupe H d(eKni 'a la Section 1.4.
3.1. Groupes de Galois et groupes de monodromie
Soit - : Z → T un morphisme Kni entre sch(emas r(eduits sur un corps k de car-
act(eristique 0. On suppose que T est irr(eductible, que toutes les composantes de Z
dominent T , et on note R ( T le lieu de branchement de -.
Soient Z1; : : : ; Zl les composantes irr(eductibles de Z . Posons K et Ki (1 ≤ i ≤ l), les
corps de fractions respectifs de T et Zi. Les extensions K ⊂Ki sont de degr(e Kni. Pour
chaque i, choisissons un plongement ’i de Ki dans une cloˆture alg(ebrique commune
de K . Soit Li la cloˆture normale de ’i(Ki), et L le compos(e de tous les Li. Le corps
L sera appel(e corps de d)ecomposition du reveˆtement -.
De-nition 3.1. On appelle groupe de Galois (ou groupe de monodromie) de Z sur T ,
et on note Gal(Z=T ), le groupe de Galois de l’extension K ⊂L.
Si le corps k = C, Gal(Z=T ) est simplement le groupe de monodromie d’une
Kbre g(en(erale du reveˆtement non ramiK(e Z|(T−R) → (T − R) [10]. Rappelons sans
d(emonstration deux propri(et(es fondamentales des groupes de monodromie ([10,16] et,
pour la Proposition 3.3, [4, Chapter 5]).
Proposition 3.2. Le sch)ema 2= Z ×T SpecL; obtenu par changement de base est un
ensemble <ni de points distincts (L-points). Le groupe Gal(Z=T ) agit sur 2; et son
action est transitive si et seulement si Z est irr)eductible.
Proposition 3.3. Soit Z ′ un sous-sch)ema irr)eductible et r)eduit de Z; non contenu dans
R; et soit T ′ l’image de Z ′ par -. Le groupe Gal(Z ′=T ′) est un sous groupe bien
d(eKni de Gal(Z=T ). Il est isomorphe au groupe Gal(-−1(T ′)=T ′) qui n’est d)e<ni qu’&a
conjugaison pr&es dans Gal(Z=T ).
Exemple 3.4. Soit X ⊂(P2)r la vari(et(e des r-uplets de points distincts. Le groupe Sr
agit sur X et l’on note TX la vari(et(e quotient. Par construction, le reveˆtement - : X → TX
est galoisien, et Gal(X= TX ) = Sr . Soit Y , une sous vari(et(e irr(eductible et r(eduite de
X et TY = -(Y ). Puisque X → TX est galoisienne, Y → TY l’est aussi. Le groupe
Gal(Y= TY ) = Gal(X| TY = TY ) est un sous groupe de Sr .
3.2. Monodromie des intersections de courbes
Soit d=(d;m1; : : : ; mr) un (r+1)-uplet d’entiers, y ∈ X un r-uplet de points distincts
de P2 et C une courbe irr(eductible et r(eduite de P2 (C (etant d(eKnie au dessus d’un
point, ferm(e ou non du syst'eme lin(eaire |OP2C(C)|).
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Comme dans la Section 1.3, on note F le sch(ema param(etrant les courbes de classe
d. On note aussi p : F → X la projection naturelle, et D⊂ SF le diviseur relatif
universel de classe d. Soient y ∈ Y et y′ le point g(en(erique de la Kbre Fy = p−1(y).
La courbe C peut eˆtre vue comme une courbe de P2y′ (aKn d’all(eger les notations, nous
n’indiquons pas le changement du corps de base). Notons C˜ la transform(e stricte de
C sur le plan (eclat(e Sy′ et c sa classe dans Pic Sy′ . Dans cette section, nous supposons
que C˜ rencontre Dy(d) transversalement. Le morphisme C˜∩Dy(d)→ y′ est alors Kni,
non ramiK(e, de degr(e d:c.
Soit maintenant H =Hy(d), le groupe d(eKni 'a la Section 1.4. Ce groupe agit sur y′,
Sy′ et sur Dy(d). Puisque C est d(eKni sur C il agit aussi comme l’identit(e sur C˜. On
note ŷ′ et D̂y(d) les quotients de y′ et Dy(d) par H .
Notation 3.5. On note Gy(d; C) (ou Gy s’il n’y a pas d’ambiguWLt(e) le groupe de
monodromie du morphisme Kni C˜ ∩Dy′ → y′. On note Ĝy(d; C) (ou Ĝy) le groupe
de monodromie du morphisme Kni C˜ ∩ D̂y(d)→ ŷ′.
A l’aide des Proposition 3.2 et 2:5, on peut remplacer l’hypoth'ese (9) du Lemme
2:1 par: Ĝy agit transitivement sur les L-points de C˜ ∩ D̂y(d) (o'u L est un corps de
d(ecomposition).
Proposition 3.6. Le groupe Gy est un sous groupe distingu(e de Ĝy et il existe un
morphisme surjectif: H → Gˆy=Gy:
Preuve. Soit K=k(y′) et Kˆ=k(ŷ′). Choisissons L (resp. Lˆ) un corps de d(ecomposition
pour le morphisme Kni C˜ ∩Dy′ → y′ (resp. C˜ ∩ D̂y′ → ŷ′). Les relations d’inclusion
sont les suivantes:
K ⊂ L
∪ ∪
Kˆ ⊂ K ∩ Lˆ ⊂ Lˆ
Toutes les extensions de ce diagramme sont galoisiennes. Le groupe Gy=Gal(L=K) est
naturellement isomorphe au groupe Gal(Lˆ=(Lˆ ∩ K)) et la derni'ere ligne du diagramme
nous fournit la suite exacte:
0→ Gy → Gˆy → Gal((Lˆ ∩ K)=Kˆ)→ 0:
Ceci implique la premi'ere assertion. Le meˆme diagramme nous donne aussi un mor-
phisme surjectif de Gal(K=Kˆ) vers Gal(Lˆ ∩ K=Kˆ)  Ĝy=Gy. Par d(eKnition, Gal(K=Kˆ)
est isomorphe 'a Gal(y′=ŷ′). Il reste 'a montrer que Gal(y′=ŷ′) est isomorphe 'a H =
Gal(y=yˆ). Si e est la dimension de Ly(d), c’est aussi celle de Lyˆ(d). Il suQt donc
de remarquer que le morphisme Kni Pek ×y → Pek × yˆ a meˆme groupe de monodromie
que y → yˆ.
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3.3. D)e<nition et propri)et)e des r)epartitions sym)etriques
Soit C une courbe g(eom(etriquement irr(eductible et r(eduite de P2. Nous appelerons
r)epartition sur C, tout couple (y; d) ∈ X × Pic Sy tel que le syst'eme Ly(d) est non
vide, r(egulier, et que Dy(d) rencontre C˜ transversalement.
Notons H = Hy(d) le groupe d(eKni 'a la Section 1.4.
De-nition 3.7. Une r)epartition sym)etrique sur C est une r(epartition (y; d) tel que:
Dy(d) = H1 ∪ · · · ∪ Hl ∪ R o'u chaque courbe Hi (1 ≤ i ≤ l) est g(eom(etriquement
irr(eductible et r(eduite, de classe hi, et o'u:
• C˜ ∩ Hi est irr(eductible;
• R:C˜ = 0 et C˜ n’est pas composante de R;
• Pour tout 1 ≤ i; j ≤ l distincts, il existe ) ∈ H tel que )(hi) = hj.
Proposition 3.8. Soit (y; d) une r(epartition sym(etrique sur C et c la classe de C˜ dans
Pic Sy. L’action de Gy poss&ede l orbites de cardinaux d:c=l et l’action de Ĝy est
transitive.
Preuve. Ecrivons, comme dans la d(eKnition, Dy(d) =H1 ∪ · · · ∪Hl ∪ R. On remarque
que R ∩ C˜ est vide. L’intersection de Dy(d) et C˜ est donc r(eunion des Hi ∩ C˜.
Soit y′ le point g(en(erique de la Kbre p−1(y), o'u p : F → X (voir la Section 1.3).
Soit K = k(y′) le corps r(esiduel de F en ce point, L le corps de d(ecomposition du
morphisme Dy(d)∩ C˜ → y′, 2 l’ensemble des L-points de Dy(d)∩ C˜ et 2i l’ensemble
des L-points de Hi ∩ C˜. Notons aussi Li le corps de d(ecomposition du reveˆtement
Hi ∩ C˜ → y′, et Gi le groupe de monodromie de ce reveˆtement. Par d(eKnition, on a
les inclusions K ⊂Li⊂L. On a donc un morphisme surjectif Gy → Gi. Puisque Hi ∩ C˜
est irr(eductible, le groupe Gi agit transitivement sur les Li-points de Hi ∩ C˜. Donc Gy
agit aussi transitivement sur 2i.
Supposons maintenant que l’une des orbites, O de Gy soit r(eunion de plusieurs 2i:
O=2i1 ∪ · · · ∪2iq . Puisque Gy agit transitivement sur O, le sch(ema (Hi1 ∩ C˜)∪ · · · ∪
(Hiq ∩ C˜) est irr(eductible (Proposition 3.2). Ceci est impossible. Les orbites de Gy sont
donc les ensembles 2i, de cardinaux d:c=l.
Soient maintenant 1 ≤ i; j ≤ l deux entiers distincts. Soit ) l’(el(ement de H tel que
)(hi)=hj. Par d(eKnition, le groupe H agit sur Sy′ et sur Dy′ =Dy(d). Puisque ) laisse
Dy′ invariante, )(Hi) est une composante de Dy′ , et sa classe vaut )(hi) = hj. Donc
)(Hi) = Hj. Puisque C˜ est d(eKnie au dessus de C, elle est invariante sous l’action de
H . Ainsi, )(C˜ ∩ Hi) = C˜ ∩ Hj.
D’apr'es la Propri(et(e 3:6, il existe un morphisme surjectif ’ : H → Ĝy=Gy. Soit  un
rel'evement de ’()) dans Gˆy. On voit que (2i) = 2j. Ainsi, les l orbites 2i peuvent
eˆtre permut(ees sous l’action de Gˆy: cette action est transitive.
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3.4. Un mod&ele de r)epartition sym)etrique
Nous donnons ici un exemple simple de r(epartition sym(etrique. Cet exemple servira
de mod'ele aux r(epartitions utilis(ees dans la preuve du Th(eor'eme 1.
Soit C une courbe plane rationnelle, g(eom(etriquement irr(eductible et r(eduite de degr(e
c, et d un (r + 1)-uplet d’entiers positifs tel que #(d) ≥ 1. Soit h un entier positif,
et U ⊂ |OP2 (h)| l’ouvert des courbes irr(eductibles et lisses. Le diviseur canonique au
dessus de U sera not(e H⊂P2 × U .
Supposons qu’il existe deux entiers 5 et 6 tels que 6 ≤ hc et que d s’(ecrive d =
(d;m35+3h
2
; n36; m3(5+h2+6)+1; : : : ; mr) o'u m; n; mi ≥ 1. On d(eKnit un point de X 'a l’aide
de la vari(et(e V suivante:
W = {(u1; u2; u3; t) ∈ U 3 × X | t = (P1; : : : ; Pr) o 'u les Pi sont distincts
et pour 1 ≤ i; j; k ≤ 3 et i; j; k distincts;
les courbesHui ;Huj ;Huk croisent C et se croisent transversalement;
les points P(i−1)5+1; : : : ; Pi5 sont sur Hui ; hors de C;Huj et Huk ;
les points P35+(i−1)h2+1; : : : ; P35+ih2 sont en Huj ∩Huk ;
les points P3(5+h2)+(i−1)6+1; : : : ; P3(5+h2)+i6 sont en Hui ∩ C;
les points P3(5+6+h2)+1; : : : ; Pr sont hors deHui ;Huj et Huk}:
Soit W 0 une composante irr(eductible de W , et Y l’image de W 0 par la projection
naturelle de W sur X . Le sch(ema Y est irr(eductible; on note y son point g(en(erique.
Soit (v1; v2; v3; y), un point de la Kbre de W 0 au dessus de y. Nous noterons Hi la
transform(ee stricte de Hvi sur Sy. La classe hi de Hi s’(ecrit facilement. Par exemple,
h1 = (h; 1
5; 025; 1h
2
; 02h
2
; 16; 0 r−35−3h
2−6).
Proposition 3.9. Avec les notations ci-dessus; si 5 ≥ (h− 1)(h− 2)=2 et si:
h1:d+ 1− g(h1) = 0; (1)
c:(h1 + h2 + h3) = c:d; (2)
h1(Sy; d− h1 − h2 − h3 − c) = 0; (3)
Alors (y; d) est une r)epartition sym)etrique sur C et Dy(d) = H1 ∪ H2 ∪ H3 ∪ R; o&u
R=Dy(d− h1 − h2 − h3).
Preuve. Montrons d’abord que les trois courbes H1; H2 et H3 sont composantes Kxes
du syst'eme. Pour H1, on consid'ere la suite exacte
0→ OSy(d− h1)→ OSy(d)→ OH1 (d)→ 0:
Puisque h1:d+ 1− g(h1) = 0, #(OH1 (d)) = 0. Par ailleurs, les points P1; : : : ; P5 sont en
position g(en(erale sur H1. Puisque 5 est sup(erieur ou (egal 'a (h − 1)(h − 2)=2, qui est
le genre de H1, le diviseur OH1 (d) est nonsp(ecial et h
0(OH1 (d)) = h
1(OH1 (d)) = 0. On
en d(eduit que H1 est composante Kxe de Ly(d), et que h1(OSy(d− h1)) = h1(OSy(d)).
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La position des points (etant sym(etrique les suites exactes similaires pour H2 et H3
montrent que ces deux courbes sont aussi des composantes Kxes de Ly(d), et que
h1(OSy(d))=h
1(OSy(d−h1−h2−h3)). Nous poserons d′=d−h1−h2−h3, et noterons
R la courbe g(en(erique de Ly(d
′). Ce qui pr(ec'ede montre Dy(d) = H1 ∪ H2 ∪ H3 ∪ R.
Par d(eKnition, les courbes Hi rencontrent C˜ transversalement.
Puisque y est le point g(en(erique de Y , la courbe H1 peut eˆtre vue comme la courbe
g(en(erique du syst'eme lin(eaire |OP2 (h)|. Son intersection avec C˜ est donc irr(eductible
(voir la Proposition 4.1). Il en est de meˆme pour H2 et H3.
La condition (2) signiKe: R:C˜ = 0. Montrons maintenant que C˜ n’est pas une com-
posante Kxe de Ly(d
′). Soit Q un point g(en(erique de C˜. Il suQt de prouver que IQ(d′)
est r(egulier. Consid(erons la suite exacte:
0→ OSy(d′ − c)→ IQ(d)→ IQ;C˜(d′)→ 0:
D’apr'es la condition (2), #(IQ;C˜(d
′)) = (d′:c − 1) + 1 − g(C˜) est nulle (on a utilis(e
deux fois la condition (2). Il est ici essentiel que C soit rationnelle). Puisque C˜ est
rationnelle, IQ;C˜(d
′) est non sp(ecial et h0(IQ;C˜(d
′)) = h1(IQ;C˜(d
′)) = 0. Par suite,
h1(IQ(d)) = h1(OSy(d
′ − c)), qui est nul d’apr'es la condition (3). Ceci montre aussi
que h1(d) est nul. Le syst'eme Ly(d) est donc r(egulier.
Il reste 'a v(eriKer le dernier point de la d(eKnition. Soit TY l’image de Y dans le
quotient de X par le groupe Sr . Il nous faut trouver un (el(ement ) de Gal(Y; TY ),
laissant d invariant, et tel que )(h1) = h2. Soit Z la vari(et(e suivante, o'u l’on pose
s= r − 36 − 3h2 et o'u y est le r-uplet (P1; : : : ; Pr):
Z = {(u1; u2; u3; t) ∈ U 3 × (P2)s | t = (Q1; : : : ; Qs) o 'u les Qi sont distincts
et pour 1 ≤ i; j; k ≤ 3 et i; j; k distincts;
les courbesHui ;Huj ;Huk croisent C et se croisent transversalement;
les points Q(i−1)5+1; : : : ; Qi5 sont sur Hui ; hors de C;Huj et Huk ;
pour 35+ 1 ≤ l ≤ r − 36 − 3h2; le point Ql est (egal 'a Pl+3(6+h2)}:
La Kbre de la projection Z → U 3 au dessus de (u1; u2; u3) est un ouvert de H5ui ×
H5uj ×H5uk . Ces Kbres (etant irr(eductibles et de dimension constante, Z est irr(eductible.
Consid(erons maintenant le morphisme naturel W → Z (oubli des points P35+1; : : : ;
P3(5+6+h2)). Ce morphisme est Kni. Ses Kbres constituent l’ensemble des choix possi-
bles pour placer des points aux intersections Hui ∩Huj et Hui ∩ C˜. (Elles sont donc
de cardinal (q2!)3 × (( hc6 ) × 6!)3). Puisque W 0 est une composante de W , le mor-
phisme restreint  : W 0 → Z est aussi Kni. Il est par ailleurs clair que W 0 se projette
surjectivement sur Z .
Soit ! = (u1; u2; u3; t) un point ferm(e g(en(eral de W 0. Posons  (!) = (u1; u2; u3; z).
Si t = (Q1; : : : ; Qr), alors z s’(ecrit (Q1; : : : ; Q35; Q3(5+6+h2)+1; : : : ; Qr). EMectuons une
permutation du premier et du deuxi'eme bloc de 5 points dans z. On obtient un s-uplet
z′, et on v(eriKe ais(ement que le point (u1; u2; u3; z′) est un point de Z . Soit , un
chemin trac(e sur Z reliant (u1; u2; u3; z) 'a (u1; u2; u3; z′). Relevons  par le reveˆtement
W 0 → Z . On obtient un chemin = trac(e sur W 0. N(ecessairement, les ensembles de
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points {Hu1 ∩ C} et {Hu2 ∩ C} ont (et(e permut(es, de meˆme que {Hu1 ∩Hu3} et
{Hu2 ∩Hu3}. L’image > de = par le morphisme Kni W 0 → Y est un lacet de Y , et
l’image ) de > dans Gal(Y= TY ) stabilise d et envoie bien h1 sur h2.
4. Systemes faiblement contraints
Dans cette partie, nous d(eKnissons et (etudions les “syst'emes faiblement contraints”
sur une courbe plane int'egre C. Ce sont des syst'emes de courbes assign(ees 'a passer avec
la multiplicit(e 1 par un grand nombre de points g(en(eriques sur C. De tels syst'emes se
comportent souvent comme si les conditions impos(ees par ces points de C n’existaient
pas.
On est alors en pr(esence d’un syst'eme de grande dimension, et l’on peut appliquer
le th(eor'eme de Bertini pour prouver que la courbe g(en(erique est irr(eductible et lisse.
On peut aussi appliquer les techniques propos(ees par Harris [10] pour prouver que le
groupe de monodromie de l’intersection de C et des courbes du syst'eme est le groupe
sym(etrique tout entier.
4.1. Syst&emes de grande dimension
On consid'ere qu’un syst'eme Ly(d) est de grande dimension si #(d) ≥ d+ 1. Nous
(etudions ces syst'emes en imposant quelques conditions techniques:
Dans toute cette section et la suivante, y d(esigne un r-uplet de points distincts
tels qu’aucun triplet n’est align(e; d = (d;m1; : : : ; mr) est un (el(ement de Pic Sy tel que
d ≥ 2m+ 1 o'u m=max1≤i≤rmi; C une courbe plane de degr(e sup(erieur ou (egal 'a 2
telle que sa transform(ee stricte C˜ sur Sy est g(eom(etriquement irr(eductible et lisse; et
Q est un point g(en(erique de C˜.
Proposition 4.1. Supposons que #(d) ≥ d+ 1.
(a) Si O(d − 1;m1; : : : ; mr) est r)egulier alors Ly(d) est sans point base; la courbe
Dy(d) est g)eom)etriquement irr)eductible; lisse et rencontre chaque diviseur excep-
tionnel Ei en mi points distincts.
(b) Si de plus IQ(d − 1;m1; : : : ; mr) est r)egulier alors Dy(d) rencontre C˜ transver-
salement et Gy(d; C) = Sd:c.
Preuve. (a) Montrons d’abord que Ly(d) est sans point base sur Sy: Puisque #(d) ≥ 1,
il suQt de prouver que, pour tout point Q de Sy, H 1(Sy;IQ(d))=0. C’est ce que montre
le Lemme 4:2.
Puisque Ly(d) est sans point base, le th(eor'eme de Bertini montre que Dy(d) est
lisse. Supposons que Dy(d) n’est pas g(eom(etriquement irr(eductible et notons D1; : : : ; Dl
(l ≥ 2) ces composantes irr(eductibles (au dessus d’un corps de base (eventuellement
plus gros). Notons di ∈ Pic Sy la classe de Di.
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Consid(erons i et j (1 ≤ i; j ≤ r), deux entiers distincts et P, un point de Dj. Le
syst'eme Ly(di) est de dimension positive (il est sans point base), donc il existe une
courbe D′i ∈ Ly(di) passant par P. Puisque Dy(d) est lisse, Dj:D′i = 0 et Dj est
n(ecessairement une composante de D′i : Le syst'eme Ly(di − dj) est eMectif. Il en est
de meˆme pour Ly(dj − di). On en d(eduit que di = dj ∀1 ≤ i; j ≤ l.
Ainsi, d= ld1, et d
2 =0. Puisque #(d)+g(d)=d2 +2, on obtient: g(d) ≤ 1−d. On
sait aussi que g(ld1) = lg(d1)− (l− 1). Ainsi, lg(d1) ≤ l− d. Mais g(D1) est positif
ou nul, et l ne peut-eˆtre plus grand que d. N(ecessairement, l= d et D1 est une droite
de classe d1 telle que d
2
1 = 0. On peut supposer que d1 = (1; 1) et d= (d;d); mais ce
cas est exclu car d ≥ 2m+ 2.
Par ailleurs, le th(eor'eme de Bertini appliqu(e 'a chaque diviseur exceptionnel Ei montre
que Dy(d) rencontre Ei transversalement, en mi points distincts.
(b) Il suQt de montrer que Gy = Gy(d; C) contient une transposition et agit 2-
transitivement sur les points de Dy(d) ∩ C˜. Posons V = Ly(d) et D⊂ Sy × V le
diviseur universel au dessus de V . Si v ∈ V , on note Dv la Kbre du morphisme naturel
D→ V .
2-transitivit)e de Gy: Soit U l’ouvert de V tel que, si v ∈ U , Dv rencontre C˜
transversalement. Cet ouvert est non vide car Ly(d) est sans point base. Consid(erons
la vari(et(e J ⊂U × C˜ × C˜ suivante:
J = {(v; Q1; Q2) ∈ U × C˜2 |Q1 = Q2; Q1; Q2 ∈ Dv ∩ C˜}
Soit q la projection naturelle de J sur C˜× C˜. En appliquant le Lemme 4:2, on constate
que les Kbres de q sont des espaces projectifs de dimension constante #(d) − 3. La
vari(et(e J est donc irr(eductible, et Gy est 2-transitif.
Une transposition dans Gy: Soit I =D ∩ (C˜ × T ) la vari(et(e d’intersection. D’apr'es
Harris ([10] lemme de la section II.3), il suQt de montrer qu’il existe un point v ∈ V
tel que Dv rencontre C˜ en n − 2 points distincts et un point double de support Q, et
que I soit localement irr(eductible au voisinage (formel) de (Q; v).
En utilisant la projection I → C˜, dont les Kbres sont des espaces projectifs de
dimension #(d)−2, on montre que I est lisse. L’irr(eductibilit(e locale est donc (evidente.
Soit Q un point g(en(eral de C˜, S ′ l’(eclatement de Sy en Q, et E = Er+1 le di-
viseur exceptionnel au dessus de Q. Soit Q′ le point d’intersection de C˜ et E. Puisque
h1(S ′;O(d− 1;m1; : : : ; mr; 1)) = 0 (le groupe de picard vaut maintenant Zr+1), on peut
appliquer le Lemme 4:2. Ceci montre que le syst'eme lin(eaire |IQ′(d;m1; : : : ; mr; 1)| n’a
pas de point base –meˆme inKniment voisin de Q′– autre que Q′ sur S ′. En cons(equence,
si Z est le sch(ema de longueur 2 et de support Q sur C˜, une courbe g(en(erale de |IZ(d)|
rencontre C˜ en (n− 2) points distincts et en Z . Une telle courbe correspond au point
v recherch(e.
Lemme 4.2. Avec les notations et hypoth&eses pr)esent)ees en d)ebut de section; soit Z
un sch)ema de dimension z)ero et de longueur 2 sur Sy. Si #(d) ≥ d + 1 et O(d − 1;
m1; : : : ; mr) est r)egulier; alors h1(IZ(d)) = 0.
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Preuve. Notons E1; : : : ; Er les diviseurs exceptionnels de Sy et  : Sy → P2, l’(eclatement
du plan. Nous distinguons plusieurs cas, suivant la position relative de Z et des di-
viseurs exceptionnels, en particulier E1 et E2 (ou, de mani'ere similaire, n’importe quel
couple parmi les Ei).
(1) Le support de Z ne rencontre aucun des Ei. Dans ce cas, il existe une droite
L passant par (Z). Soit L˜ la transform(ee stricte de cette droite. La classe de L˜ dans
Pic Sy s’(ecrit l=(1; @1; : : : ; @r) o'u @i vaut 1 si L passe par Pi, et z(ero sinon. Consid(erons
la suite exacte:
H 1(Sy;OSy(d− l))→ H 1(Sy;IZ(d))→ H 1(L˜;IZ; L˜(d)): (4)
Puisque le syst'eme Ly(d − 1;m1; : : : ; mr) est r(egulier, le syst'eme Ly(d − 1;m1 −
@1; : : : ; mr − @r) l’est a fortiori. Mais #(d− l) = #(d)− (d+ 1) +
∑r
i=1 @imi, est positif
ou nul par hypoth'ese. Donc H 1(Sy;OSy(d− l)) = 0.
Par ailleurs, puisque L˜ est rationnelle, le syst'eme |IZ; L˜(d)| est r(egulier, de degr(e
d:l − 2. Puisque qu’aucun triplet de points n’est align(e et que d ≥ 2m + 1, on voit
facilement que d:l−2 ≥ −1. Par suite, h1(L˜;IZ; L˜(d))=0 et la suite exacte (4) montre
que h1(Sy;IZ(d)) = 0.
(2) Z est l’union de deux points distincts Q1 ∈ E1 et Q2 ∈ E2. Soit d′ = (d;m1 +
1; m2 + 1; m3; : : : ; mr) ∈ Pic Sy. Il existe une suite exacte:
H 1(Sy;O(d
′))→ H 1(Sy;IZ(d))→ H 1(E1;IQ1 (m1))⊕ H 1(E2;IQ2 (m2)):
Le terme de droite est clairement nul. Soit L la droite passant par P1 et P2. La classe
de sa transform(ee stricte est l = (1; 12; 0 r−2). La suite exacte (4) ci-dessus, o'u Z est
vide, montre que h1(Sy;O(d
′)) est nul si h1(Sy;O(d′ − l = (d − 1;m1; : : : ; mr))) = 0.
Ceci est vrai par hypoth'ese.
(3) Z est support)e par E1 mais n’y est pas inclus. Soit Q ∈ E1 le support de Z .
On note toujours d′ = (d;m1 + 1; m2; : : : ; mr). Il existe une suite exacte “r(esiduelle”
relativement 'a E1: H 1(Sy;IQ(d
′)) → H 1(Sy;IZ(d)) → H 1(E1;IQ;E1 (m1)): Le terme
de droite est nul. Consid'erons la droite L du plan passant par P1 dans la direction
d(eKnie par Q. Sa transform(ee stricte L˜, de classe l passe par Q, et la suite exacte
H 1(Sy; (d− l))→ H 1(Sy;IQ;E1 (d′))→ H 1(L˜;IQ; L˜(d)) montre que H 1(Sy;IQ(d′))=0.
(4) Z est contenu dans E1. On pose d
′ = (d;m1 + 1; m2; : : : ; mr) et on utilise la
suite exacte: H 1(Sy;O(d
′))→ H 1(Sy;IZ(d))→ H 1(E1;IZ;E1 (m1)): On conclut 'a l’aide
d’une droite L passant par P1.
(5) Z est l’union de deux points distincts Q1 ∈ E1 et Q2 ∈ Ei (1 ≤ i ≤ r). Comme
dans le cas (2), on proc'ede en deux temps, en utilisant d’abord le diviseur exceptionnel
E1, puis la droite L passant par P1 et (Q2).
4.2. Syst&emes faiblement contraints
De-nition 4.3. Soient y ∈ X , d = (d;m1; : : : ; mr) ∈ Pic Sy et C une courbe plane
int'egre. Le syst'eme Ly(d) est dit faiblement contraint sur C, par les points Pi1 ; : : : ; Pia
T. Mignon / Journal of Pure and Applied Algebra 158 (2001) 267–294 285
(0 ≤ a ≤ r) si ces points sont libres sur C, si mi1 = · · · = mia = 1, et si #(d) + a
≥ d+ 1.
Comme le montre la proposition suivante, un syst'eme faiblement contraint sur C
se comporte presque comme un syst'eme de grande dimension. Nous reprenons ici les
notations et hypoth'eses de la Section 4.1.
Proposition 4.4. Si Ly(d) est faiblement contraint par les a derniers points sur C
et si les deux faisceaux O(d − 1;m1; : : : ; mr−a; 0a) et IQ(d) sont r)eguliers, alors la
courbe Dy(d) est g)eom)etriquement irr)eductible et lisse et rencontre chaque diviseur
exceptionnelle Ei (1 ≤ i ≤ r) en mi points distincts. De plus; Dy(d) rencontre C˜y
transversalement; en dehors des Ei; et Gy(d; C)
∼−→Sd:c.
Preuve. Notons b la classe (d;m1; : : : ; mr−a), z = (P1; : : : ; Pr−a) le (r − a)-uplet des
premiers points de y, et W le syst'eme lin(eaire Lz(b). Le diviseur universel au dessus
de W sera not(e B⊂ Sz×W . Puisque Ly(d) est r(egulier, dimW =#(d)+a−1. Posons
C˜ la transform(ee stricte de C sur Sz et consid(erons V ⊂W × C˜a, la vari(et(e d(eKnie par:
V = {(w; (Q1; : : : ; Qa)) ∈ W × C˜a |Q1 ∪ · · · ∪ Qa⊂Bw ∩ C˜}:
(l’union des Qi est ici sch(ematique sur C˜: les Qi ne sont pas forc(ement distincts. Cela
ne cr'ee pas d’ambiguit(e, car C˜ est lisse). Consid(erons la projection q1 : V → C˜a. Si
(Q1; : : : ; Qa) est g(en(eral sur C˜, h1(Sy;IQ1∪···∪Qa(b))=0. Il existe donc un ouvert O⊂ C˜
a
tel que, au-dessus de O, les Kbres de q1 soient des espaces projectifs de dimension
constante. L’ouvert U=q−11 (O) est donc irr(eductible dans W , de dimension #(d)+a−1.
Soit maintenant q2 : U → W , la deuxi'eme projection. Si q2 n’est pas dominante,
q2(U ) est contenu dans une sous vari(et(e propre de W , de dimension au plus #(d)+a−2.
Les Kbres de q2 sont donc de dimension au moins 1. Si t = (Q1; : : : ; Qa) est le point
g(en(erique de C˜
a
, et si G est la courbe g(en(erique de |IQ1∪···∪Qa(b)|, la Kbre q−12 (q2(G; t))
est l’ensemble des a-uplets de points ((eventuellement inKniment proches) contenus dans
G ∩ C˜. Si dim q−12 (q2(G; t)) ≥ 1, cet ensemble est inKni, donc C˜ est une composante
de G. Par suite, le faisceau IQ1∪···∪Qa∪Q(b) n’est pas r(egulier, contrairement 'a
l’hypoth'ese.
Ainsi q2 : U → W est dominant. La courbe g(en(erique de |IQ1∪···∪Qa(b)| est donc iso-
morphe 'a la courbe g(en(erique de |O(b)| ('a un changement du corps de base pr'es). Il suf-
Kt maintenant d’appliquer le Lemme 4:1 qui montre que Dy(b) est lisse,
g(eom(etriquement irr(eductible, et rencontre les diviseurs exceptionnels en mi points dis-
tincts. Il en va de meˆme pour Dy(d).
• Le fait que Dy(d) rencontre C˜y transversalement, en dehors des Ei est imm(ediat au
vu des r(esultats pr(ec(edents. Montrons que Gy(d; C)
∼→Sd:c. On proc'ede par r(ecurrence
sur l’entier a. Si a = 0, le r(esultat provient de la Proposition 4.1. Traitons le cas ou
a= 1, les cas suivants se d(eduisant de la meˆme faUcon.
Soit V la vari(et(e d(eKnie plus haut; V param'etre la famille de courbes BV =B×W V ,
mais aussi une famille de surface S ′V (Sz (eclat(ee au point Q1) et deux familles de
courbes B′V et C˜V sur S
′
V . (B
′
V (resp. C˜V ) est la transform(ee totale de BV (resp. C˜V )
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moins le diviseur exceptionnel au dessus de Q1). Le groupe de monodromie recherch(e
est celui du morphisme B′V ∩ C˜V → V .
Soit - : I = BV ∩ (C˜ × V )⊂ Sz × V → V . Le morphisme - admet une section
 : V → I qui 'a (w;Q1) associe Q1 ∈ Bw ∩ C˜. Donc, I admet deux composantes, (V )
et J . On voit facilement que la vari(et(e B′V ∩ C˜V est birationnelle 'a la vari(et(e J . Il
suQt donc de connaitre le groupe de monodromie du reveˆtement J → V . Consid(erons
le diagramme cart(esien suivant:
I = (V ) ∪ J −−−−−→ B ∩ (C˜ ×W ) -  u
V
v−−−−−−−−−→ W
Il est clair que B∩ (C˜×W ) est isomorphe 'a V , et que les deux Y'eches u et v sont les
meˆmes. Ainsi, si K est le corps des fonctions de W et L le corps de d(ecomposition
du reveˆtement V → U , le groupe de galois de (V ) ∪ J → V n’est autre que celui du
morphisme Spec (L⊗K L)→ SpecL.
On peut supposer que L est le corps K[T ]=f o'u T est une ind(etermin(ee, et f un
polynoˆme irr(eductible de degr(e d:c. D’apr'es l’hypoth'ese de r(ecurrence, Gal(L=K) =
Sd:c+1. Soit C ∈ L une racine de f. Sur L, f(T ) se factorise en (T − C)g(T ) o'u g est
irr(eductible sur L, de groupe de galois Sd:c. Ainsi, L⊗L ∼→ K×L[T ]=g. N(ecessairement,
le corps des fonctions de J vaut spec(L[T ]=g), et Gal(J=U ) = Gal((L[T ]=g)=L)
∼→ Gd:c.
5. Demonstration du theoreme
Pour d(emontrer le Th(eor'eme 1, nous utilisons le lemme d’Horace g(eom(etrique en
sp(ecialisant plusieurs points sur une cubique rationnelle. La plupart des hypoth'eses de
2.1 peuvent eˆtre v(eriK(ees graˆce aux notions de r(epartition sym(etrique et de syst'emes
faiblement contraints.
La preuve proprement dite est eMectu(ee en Section 5.2. Les r(epartitions sym(etriques
n(ecessaires sont construites explicitement dans la derni'ere section. Mais avant tout, il
nous faut d(emontrer un lemme d’annulation en position sp(eciale, lorsque plusieurs des
points sont sur la cubique rationnelle.
Dans toute cette partie La cubique rationnelle g(en(erique de P2 (ayant un nRud) est
not(ee C.
5.1. Un lemme de r)egularit)e en position sp)eciale
Nous d(emontrons ici la r(egularit(e de certains syst'emes lin(eaires Lx(d) lorsque
plusieurs points sont situ(es sur la cubique C. Nous autorisons aussi la pr(esence de
quelques points inKniment voisins. Le r(esultat obtenu n’est en aucun cas optimal, mais
il suQt 'a notre usage.
Nous reprenons les notations du Lemme 2:1.
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Proposition 5.1. Soient P1 le nCud de C et y = (P1; : : : ; Pr); le r-uplet g)en)erique de
P1 × Cs × (P2)r−s−1 (0 ≤ s ≤ r − 1). Soient d= (d;m1; : : : ; mr) tel que mi ≤ 3 (1 ≤
i ≤ r) et a un entier tel que 0 ≤ a ≤ min(27; s). Si d ≥ 67 et d:c − a ≥ 140; alors
IPC2 ∪···∪PCa+1(d) est r)egulier.
Preuve. On fait d(eg(en(erer la cubique C en l’union d’une droite L et d’une conique
g(en(erale U . On sp(ecialise P1 en l’un des points d’intersection de L et C, et l’on
sp(ecialise t points sur la droite L, o'u t est le plus grand entier tel que d − m1 −
· · · −mt − a ≥ 9. Les autres points sont sp(ecialis(es sur U . Puisque t est le plus grand
possible, deux cas se pr(esentent: soit t = s, tous les points sont sur L, et 2d − m1 ≥
137. Soit t ¡ s et d − m1 − · · · − mt − a ≤ 11; dans ce cas, puisque d:c − a ≥
140; 2d− m1 − mt+1 − · · · − ms ≥ 140− 11 = 129.
D’apr'es le Lemme 5:2 ci-dessous, ce syst'eme est r(egulier. Par semi-continuit(e, le
syst'eme lin(eaire initial est lui aussi r(egulier.
Lemme 5.2. Soient U une conique g)en)erale; L une droite et P1; P2 les deux points
d’intersection de U et L dans P2. On note y= (P1; : : : ; Pr) ∈ X; le point g)en)erique de
P1 × P2 × Cs × Lt × (P2)r−s−t−2 (s; t ≥ 0 et s + t + 2 ≤ r). Soit d = (d;m1; : : : ; mr)
tel que 0 ≤ mi ≤ 3 pour 1 ≤ i ≤ r et mi ¿ 0 si i¿ 2 et soit a; un entier tel que
0 ≤ a ≤ min(t; 27).
Si d ≥ 67; d:l− a ≥ 9 (i); et d:u ≥ 129 (ii); alors IPLs+3∪···∪PL2+s+a(d) est r)egulier.
Preuve. Si #(IPLs+3∪···∪PL2+s+a(d))¿ 0, il est toujours possible d’ajouter des points sim-
ples g(en(eriques dans le plan pour se ramener 'a une caract(eristique d’Euler-Poincar(e
nulle. Nous supposons donc que #(d)− a ≤ 0.
Nous proc(edons par r(ecurrence sur le degr(e: Si d=67, puisque d:u ≥ 129, il y a au
plus 5 points sur la conique. On peut alors supposer que ces points sont en position
g(en(erale dans le plan, et appliquer le Lemme 5:3 ci-dessous.
Supposons la propri(et(e vraie pour d − 1. Si m1 = 0 et s¿ 0, on sp(ecialise P3 en
P1; de meˆme avec m2 et P2. Ainsi, on peut supposer que: soit s = 0, soit m1 et m2
sont non nuls. En revanche, puisque qu’il y a peut-eˆtre plus de points sur L, il faut
remplacer (ii) par: d:l − a ≥ 3 (iii). Si s = 0, on applique le Lemme 5:3 ci dessous.
Sinon, montrons qu’il existe un entier l tel que 0 ≤ l ≤ r − s− t − 2 et
− b:=d− (m1 + m2 + m3+s + · · ·+ m2+s+t+l)− a ∈ [− 2; 0]: (5)
Pour cela, il suQt de v(eriKer que:
d− (m1 + m2 + m3+s + · · ·+ mr)− a¡ 0
⇐d:u≥0 3d− (2m1 + 2m2 + m1 + · · ·+ mr)− a¡ 0
⇐mi≤3 3d− 12 (m1(m1 + 1)=2 + · · ·+ mr(mr + 1)=2)− a¡ 0
⇔ 3d− 12 ((d+ 1)(d+ 2)=2− #(d))− a¡ 0
⇐#(d)≤a 3d− (d+ 1)(d+ 2)=4− a=2¡ 0 qui est vrai d 'es que d ≥ 9:
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On applique maintenant la partie r)egularit)e du Lemme 2:1: on note z le r-uplet de
(P2)r obtenu en sp(ecialisant les l points P3+s+t ; : : : ; P2+s+t+l en des points g(en(eriques
de L. On exploite la droite L en tenant compte de la remarque 2:3. V(eriKons les
hypoth'eses (1) 'a (4) de 2:1.
L’hypoth'ese (1) n’est autre que la condition (5) ci-dessus. La condition (2) est vide,
car on exploite une courbe rationnelle. Puisque d:l ≥ 3 ((equation (iii)), l’entier l est
sup(erieur ou (egal 'a b. Il est donc possible de choisir b points Ps+t+3; : : : ; Ps+t+b parmi
ceux que l’on a sp(ecialis(es. C’est l’hypoth'ese (3) du Lemme 2:1 (avec la Remarque
2:3).
Il reste 'a montrer que h0(Sz;IPL3+s+t∪···∪PLs+t+b(d
′)) = 0, o'u d′ = (d − 1;m1 − 1;
m2 − 1; m1; : : : ; ms; m3+s − 1; : : : ; m2+s+t+l − 1; m3+s+t+l; : : : ; mr). Par r(ecurrence, il suQt
de v(eriKer les in(egalit(es (i) et (ii).
In)egalit)e (i): Puisque m1 et m2 sont strictement positifs, d
′:u= 2(d− 1)− (m1 − 1)
− (m2 − 1) = 2d− m1 − m2 = d:u. L’in(egalit(e est donc toujours vraie.
In)egalit)e (ii): Il s’agit de montrer que d′:l− b ≥ 9, ce qui s’(ecrit:
(d− 1)− (m1 − 1)− (m2 − 1)−
2+s+t+l∑
i=3+s
(mi − 1)− b ≥ 9
⇔(5) −b+ a+ 1 + t + l− b ≥ 9
⇐b≤2 t + l ≥ 12:
Mais, puisque mi ≤ 3, l’ (Eq. (5) implique: 3(t+l) ≥ d−m1−m2−a ≥(a≤27;mi≤3) d−33.
Ainsi, t + l est un entier sup(erieur ou (egal 'a (d − 33)=3, et l’in(egalit(e est vraie d'es
que d ≥ 67.
Lemme 5.3 ([13; Proposition 4:1]).
Soient L une droite du plan et y le r-uplet g)en)erique de Lt × (P2)r . Soit d =
(d;m1; : : : ; mr) tel que mi ≤ 3 pour 1 ≤ i ≤ r et a un entier tel que 0 ≤ a ≤ min(s; 27).
Si d ≥ 10 et d− m1 − · · · − mr − a ≥ 0; alors le syst&eme IPL1∪···∪PLa (d) est r)egulier.
Remarque. En r(ealit(e le lemme (enonc(e dans [13] n’autorise qu’un nombre a ≤ 2 de
points inKniment voisins. Mais, partant de a ≤ 27, il suQt d’exploiter une fois la droite
L graˆce au lemme d’Horace diM(erentiel 2.4 de [13] pour se ramener 'a la Proposition 4.1
de [13] avec d ≥ 9.
5.2. La preuve proprement dite
Theoreme 2. Soient x le point g)en)erique de X et d= (d;m1; : : : ; mr); o&u 1 ≤ mi ≤ 3
(1 ≤ i ≤ r). Si d ≥ 317 alors Lx(d) est r)egulier et; s’il est non vide; Dx(d) est
g)eom)etrique irr)eductible et lisse; et sa projection sur le plan n’a que des singularit)es
ordinaires.
Preuve. On sait, d’apr'es le Lemme 5:3, queLx(d) est r(egulier. Si #(d) ≤ 0, ce syst'eme
est vide et le th(eor'eme est vrai. Si #(d) ≥ 2, il est possible de rajouter #(d)−1 points
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simples g(en(eriques dans P2 et de n’(etudier que l’unique courbe de Lx(d) passant par
ces points. On supposera donc que #(d) = 1.
Par ailleurs, s’il y a plus de trois points aMect(es de multiplicit(e 1, il est possible
d’eMectuer une collision de ces trois points simples pour obtenir un point double. Si
la courbe passant par ce point double est comme le pr(evoit le Th(eor'eme 2, on v(eriKe
ais(ement que la courbe passant par les trois points simples de d(epart poss'ede aussi
les propri(et(es recherch(ees. On supposera donc que le nombre de points aMect(es de
multiplicit(e 1 est inf(erieur ou (egal 'a 2.
Consid(erons C la cubique rationnelle g(en(erique. Nous allons appliquer le Lemme 2:1
en distinguant deux cas:
S’il y a plus de d points doubles impos(es:
Quitte 'a permuter les mi, (ecrivons d = (d;m1; 2d; m2+d; : : : ; mr), o'u m1 ≥ 2 (il y a
au plus deux mi (egaux 'a 1). Montrons qu’il existe un entier s (0 ≤ s ≤ r − d− 1) tel
que:
− a:=3d− 2m1 − 2d−
1+d+s∑
i=2+s
mi + 1 ∈ [− 2; 0]: (6)
Puisque 1 ≤ mi ≤ 3, il suQt de v(eriKer que 3d− 2m1− 2d+1 ≥ 0, ce qui est (evident,
et que
3d− 2m1 − 2d−
r∑
i=2+d
mi + 1 ≤ 0
⇐1≤mi≤3 3d−
1
2
(
r∑
i=1
mi(mi + 1)
2
)
+ 1 ≤ 0
⇔#(d)=1 3d− 12
(
(d+ 1)(d+ 2)
2
− 1
)
+ 1 ≤ 0; ce qui est vrai pour d ≥ 9:
Notons y = (Q1; : : : ; Qr), le point g(en(erique de Q1 × Cd+s × (P2)r−d−s−1, o'u Q1 est
le nRud de la cubique C. Le r-uplet g(en(erique x ∈ (P2)r se sp(ecialise en y. La
transform(ee stricte de C sur Sy; C˜ est lisse, et sa classe est c= (3; 2; 1d+s; 0 r−d−s−1).
Pour appliquer le Lemme 2:1, nous en v(eriKons les hypoth'eses (1) 'a (10):
La condition (1) n’est autre que la relation (6) donn(ee plus haut et la condition (2)
est vide (C est rationnelle). Pour (3) et (4), on v(eriKe que IPC2 ∪···∪PCa+2(d − c) est
r(egulier. On applique le Lemme 5:1 dont la seule condition est:
(d− c):c − a− 1 ≥ 140
⇔ 3d− 9− 2(m1 − 2)− d−
1+d+s∑
i=2+d
(mi − 1)− a− 1 ≥ 140
⇔(6) d+ s− 7− 2a ≥ 140; ce qui est vrai d 'es que d ≥ 151:
Il reste les parties “irr(eductibilit(e” et “lissit(e” du lemme d’Horace g(eom(etrique.
L’hypoth'ese (5) est (evidente (il n’y a pas de cubique passant par d points g(en(eriques),
de meˆme que la condition (7) (la vari(et(e X est lisse).
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Pour les autres hypoth'eses, on v(eriKe que le syst'eme r(esiduel Ly(d− c) est faible-
ment contraint par les d points P2; : : : ; Pd+1. On peut alors appliquer 4:4. Soit Q, un
point g(en(erique de C. Il faut d’abord v(eriKer que IQ(d−c) est r(egulier. En appliquant
le Lemme 5:1, il suQt pour cela que (d−c):c−1 ≥ 140, ce qui est vrai, au vu du cal-
cul similaire eMectu(e plus haut. De meˆme, I((d− 3)− 1;m1 − 2; m2 − 1; : : : ; m1+d+s −
1; m2+d+s; : : : ; mr) doit aussi eˆtre r(egulier. L'a encore, on applique le Lemme 5:1 en
v(eriKant que:
(d− 4)3− 2(m1 − 2)−
1+d+s∑
i=2+d
(mi − 1) ≥ 140
⇔(6) 2d+ s− 9− a ≥ 140; qui est vrai d 'es que d ≥ 76:
Ainsi, les hypoth'eses (6), (8), (9) et (10) sont vraies. Le lemme d’Horace g(eom(etrique
montre alors que la courbe Dx(d) est bien g(eom(etriquement irr(eductible et lisse. En
ce qui concerne les singularit(es ordinaires, on utilise simplement le Lemme 4:4 et la
Remarque 2:4.
S’il y a moins de d points doubles impos(es:
Soit l le nombre d’entiers mi (egaux 'a trois. Puisque’il y a moins de 2 points simples,
et moins de d points doubles, la condition #(d) = 1 conduit ais(ement 'a: l ≥ (d2 −
3d+ 2)=12. Nous (ecrirons d= (d; 3l; ml+1; : : : ; mr). Nous allons exploiter C deux fois
de suite:
• Lors de la premi'ere exploitation, le nombre de points sp(ecialis(es sur C doit eˆtre
choisi attentivement: pour v(eriKer l’hypoth'ese (9) de 2:1, nous allons devoir construire
des r(epartitions sym(etriques. Ceci impose des contraintes arithm(etiques importantes.
Ecrivons d = 9h + f o'u 0 ≤ f ≤ 8. Posons s = d + @, o'u −1 ≤ @ ≤ 7, est donn(e
par le Tableau 1 (Section 5.3) en fonction de h et f. Soit y = (Q1; : : : ; Qr), le point
g(en(erique de Q1 × Cs × (P2)r−s−1, o'u Q1 est le nRud de C. Le point x se sp(ecialise
en y. La classe de C˜y est c = (3; 2; 1s; 0 r−s−1).
Appliquons le Lemme 2:1. La condition (1) est satisfaite puisque:
− a:=d:c + 1 = 3d− 2:3− 3:(d+ @) + 1 =−5− 3@ ∈ [− 26;−2]: (7)
La condition (2) est vide et, pour (3) et (4), on utilise les a+1 derniers points. Graˆce
au Lemme 5:1 l’hypoth'ese de r(egularit(e (4) est vraie d'es que (d− c):c− a− 1 ≥ 140,
c’est 'a dire: 3d − 9 − 2 − 2(d + @) − a − 1 ≥ 140. Ceci est vrai d'es que d ≥ 192.
Comme dans le premier cas, les hypoth'eses (5) et (7) sont (evidentes.
La condition (8) et la version aMaiblie de l’hypoth'ese (9) (voir Proposition 2.5)
sont d(emontr(ees dans la section suivante, Proposition 5.4. Pour obtenir ce r(esultat, on
construit plusieurs r(epartitions sym(etriques, ce qui n(ecessite d’avoir d ≥ 317.
Pour montrer que Dy(d − c) est g(eom(etriquement irr(eductible et lisse (conditions
(8) et (10)), et qu’elle rencontre les diviseurs exceptionnels en des points distincts, on
exploite une deuxi'eme fois la cubique C 'a l’aide du lemme d’Horace g(eom(etrique.
• Consid(erons la classe d′=(d− 3; 2; 2s; ms+2; : : : ; mr). Il s’agit presque de d− c, mais
l’on a augment(e la multiplicit(e aMect(ee 'a Q1, de 1 'a 2. Puisque a ≥ 2, la dimension
de dimLy(d− c) est sup(erieure ou (egale 'a 2 (Remarque 2:2). On voit alors ais(ement
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que si Dy(d
′) a les propri(et(es recherch(ees, il en sera de meˆme de Dy(d − c). Ceci
permet de ne pas faire apparaLˆtre une multiplicit(e −1 en Q1 lorsqu’on exploite C une
deuxi'eme fois.
Soit t la partie enti'ere de (d− 13− 2@)=3. Puisque le nombre l de points triples est
sup(erieur 'a (d2−3d+2)=12, on voit que l ≥ t+s+1. Les multiplicit(es ms+2; : : : ; ms+t+1
valent donc toutes 3.
Soit z = (R1; : : : ; Rr) le point g(en(erique de R1 × Cs+t × (P2)r−s−t−1. Le point y se
sp(ecialise en z, et la classe de C˜z vaut c′ = (3; 2; 1t+s; 0 r−s−t−1).
La condition d’ajustement (1), est vraie puisque:
− b:=(d′:c′) + 1 = 3(d− 3)− 4− 2(d+ @)− 3t ∈ [− 3; 0]: (8)
L’hypoth'ese (2) est vide. Les b + 1 points Rs+2; : : : ; Rs+b+2 permettent de v(eriKer les
conditions (3) et (4). Il faut montrer que IRCs+2∪···∪RCs+b+2(d
′ − c′) est r(egulier. D’apr'es
le Lemme 5:1, il suQt que (d′− c′):c′− b− 1 ≥ 140, c’est 'a dire (d− 6):3− 4− (d+
@)− 2t − b− 1 ≥ 140. Ceci est vrai d'es que d ≥ 131.
L’hypoth'ese (5) est (evidente, de meˆme que (7), puisque Q1 × Cs × (P2)r−s−1 est
lisse au point g(en(erique de Q1 × Cs+t × (P2)r−s−t−1. On remarque maintenant que le
syst'eme Lz(d
′ − c′) est faiblement contraint par les s = (d + @) points P2; : : : ; Ps+1.
La Proposition 4.4 et le Lemme 5:1 permettent maintenant de conclure: Si Q est un
point g(en(erique sur C, il suQt de v(eriKer que IQ(d
′− c′) est r(egulier –ce qui est vrai
puisque (d′ − c′):c′ − 1 ≥ 140– et que O(d− 7; 0; 1s; 2t ; 3r−s−t−1) est r(egulier –ce qui
est vrai puisque 3(d− 7)− s− 2t ≥ 3d− 21− d− @− 2((d− 6)=3) ≥d≥317 140–.
Ainsi, Dy(d
′) est g(eom(etriquement irr(eductible et lisse et Dy(d′) ∪ C˜y rencontre
chaque diviseur exceptionnel Ei en mi points distincts. D’apr'es 2:1 (et la Remarque
2:4), il en va de meˆme pour Dx(d).
5.3. Les r)epartitions sym)etriques de la preuve
Nous terminons ici la preuve du Th(eor'eme 2 en prouvant l’irr(eductibilit(e de l’inter-
section entre la cubique rationnelle et la courbe r(esiduelle (voir la section pr(ec(edente).
Pour cela, nous construisons de mani'ere totalement explicite des r(epartitions sym(etriques
sur la cubique.
Reprenons les notations de la section pr(ec(edente: C est la cubique rationnelle g(en(er-
ique, Q1 est le nRud de C. Le point y ∈ X est le point g(en(erique de Q1×Cs×(P2)r−s−1
(o'u s= d+ @ est donn(e par le tableau 1) et d′ = (d− 3; 1; 2s; 3l−s−1; ml+s+1; : : : ; mr) ∈
Pic Sy. Nous souhaitons construire des r(epartitions sym(etriques en sp(ecialisant y.
Ecrivons d=9h+f, o'u 0 ≤ f ≤ 8. Consid(erons H1; H2 et H3 trois courbes g(en(eriques
de degr(e h. Soient @ et 6, les entiers fournis par le Tableau 1. On d(eKnit un entier 5
de la mani'ere suivante:
5=
1
3
(
(d− 3)h− 26 − 6h2 + 1− (h− 1)(h− 2)
2
)
: (9)
Notons que le choix de 6 donne toujours une valeur enti'ere pour 5. Soit z=(R1; : : : ; Rr) ∈
X un r-uplet de points tel que R1 = Q1 est le nRud de C et, pour 1≤ i; j; k ≤ 3
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Tableau 1
Valeurs de @ et 6 en fonction de d = 9h + f (0 ≤ f ≤ 8)
h ≡ 0 [3] h ≡ 1 [3] h ≡ 2 [3]
f = 0 @:=− 1; 6:=3 @:=2; 6:=5 @:=2; 6:=5
f = 1 @:=4; 6:=6 @:=1; 6:=4 @:=4; 6:=6
f = 2 @:=0; 6:=3 @:=0; 6:=3 @:=6; 6:=7
f = 3 @:=5; 6:=6 @:=− 1; 6:=2 @:=− 1; 6:=2
f = 4 @:=1; 6:=3 @:=7; 6:=7 @:=1; 6:=3
f = 5 @:=6; 6:=6 @:=6; 6:=6 @:=3; 6:=4
f = 6 @:=2; 6:=3 @:=5; 6:=5 @:=5; 6:=5
f = 7 @:=7; 6:=6 @:=4; 6:=4 @:=7; 6:=6
f = 8 @:=3; 6:=3 @:=3; 6:=3 @:=0; 6:=1
et i; j; k distincts: Les points Rs+(i−1)5+2; : : : ; Rs+1+i5 sont libres sur Hi, les points
Rs+35+(i−1)h2+2; : : : ; Rs+1+35+ih2 sont en Hj ∩ Hk , les points R(i−1)6+2; : : : ; R1+3(5+h2)+i6
sont en Hi ∩ C, les autres points sont d(eKnis par Ri = Qi.
On v(eriKe ais(ement que, si d ≥ 317, les points de P2 sp(ecialis(es sur les trois courbes
sont tous aMect(es de la multiplicit(e 3. Il suQt de voir que l ≥ (d2 − 3d + 2)=12 ≥
35+ 3h2.
Proposition 5.4. Si d ≥ 317; la r)epartition (z; d′) d)e<nie ci-dessus est une r)epartition
sym)etrique. En cons)equence; Dy(d
′) coupe C˜y transversalement; et le groupe Ĝy:=
Ĝy(d
′; C) agit transitivement.
Preuve. Le point z est une sp(ecialisation de y; Ĝz:=Ĝz(d
′; C) est donc un sous-groupe
de Ĝy. Si l’on prouve que (z; d) est une r(epartition sym(etrique, l’intersection de Dz(d
′)
et C˜z est transverse et Ĝz agit transitivement. Il en est de meˆme en y.
La position des points (R1; : : : ; Rr), est celle de la Proposition 3.9. Puisque 5= 13((d−
3)h−26−6h2+1−g); 5 est sup(erieur ou (egal 'a h2−h−26=3−h2=6 ≥ (h−1)(h−2)=2.
Il suQt donc de v(eriKer les 3 Conditions de 3:9.
La condition (1) est clairement vraie: l’entier 5 a (et(e d(eKni en sorte que cette relation
soit satisfaite. L’(egalit(e (2) s’(ecrit:
c:(d′ − h1 − h2 − h3) = 0
⇔ 3(d− 3− 3h)− 2− 2(s− 36)− 36 = 0
⇔(d=9h+f;s=d+@) f − 11− 2@+ 36 = 0:
Les valeurs de @ et 6 donn(ees par le tableau v(eriKent bien cette relation.
Il reste 'a v(eriKer que h1(Sz;O(d − h1 − h2 − h3 − c)) = 0. Pour cela, nous allons
exploiter successivement H1; H2, H3 et encore H1. Nous v(eriKerons ensuite qu’il reste
moins de #(h)−1 points sur chaque courbe Hi. Ces points pourront donc eˆtre suppos(es
g(en(eriques dans le plan. On appliquera alors le lemme de r(egularit(e 5:3.
Nous d(ecrivons ci-dessous ces quatre sp(ecialisations. A l’(etape num(ero i, on sp(ecialise
Fi points du plan et Gi points de C sur la courbe exploit(ee. Notons que, pour la classe
d − h1 − h2 − h3 − c, tous les points de C sont aMect(es de la multiplicit(e 1. On peut
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donc choisir Fi et Gi en sorte que l’hypoth'ese d’ajustement du lemme d’Horace soit
respect(ee sans condition di;)erentielle; c’est 'a dire, a= 0 dans le Lemme 2:1.
A chaque (etape, il faut v(eriKer plusieurs conditions. En particulier, il y avoir plus de
(h− 1)(h− 2)=2 points g(en(eriques sur la courbe exploit(ee (condition sur le genre). Il
faut aussi montrer quelques in(egalit(es sur le nombre de points en jeux. La condition qui
impose d ≥ 317 est l’in(egalit(e montrant qu’il y a assez de points triples disponibles
pour eMectuer ces 4 sp(ecialisations. Les autres conditions sont largement satisfaites
lorsque d ≥ 317, et nous ne les d(etaillerons pas.
Tous les calculs ont (et(e eMectu(es 'a l’aide du logiciel Mapple. Le d(etail en est
disponible aupr'es de l’auteur.
Etape 1: on exploite H1. On pose G1 =3h−=1 o'u 0 ≤ =1 ≤ 2. La congruence de =1
modulo 3 est choisie aKn qu’en sp(ecialisant un nombre entier F1 de points triples sur
H1, on puisse satisfaire l’(equation d’ajustement (hypoth'ese (1) du Lemme 2:1, avec
a= 0). L’entier F1 est totalement d(etermin(e par cette condition d’ajustement:
F1 =
11
18
h2 +
hf
9
− 13
6
h+
4
9
6 +
=1
3
:
Etape 2: on exploite H2. On sp(ecialise les F1 points libres de H1, aMect(es de la
multiplicit(e 2 'a l’intersection de H1 et H2. Puisque F1 ¡h2 (v(eriKcation par le calcul),
on peut encore sp(ecialiser h2 − F1 points libres de H1 parmi les 5 points aMect(es de la
multiplicit(e 1 (l'a encore, on v(eriKe que 5¿h2 − F1).
On pose ensuite G2 = 3h − =2 o'u 0 ≤ =2 ≤ 2. La congruence de =2 modulo 3
permet de d(eKnir un nombre entier F2 de points triples 'a sp(ecialiser sur H2. l’(equation
d’ajustement donne:
F2 =
2
27
h2 +
2
27
hf − 13
9
h+
8
27
6 +
=1
9
+
=2
3
:
Etape 3: on exploite H3. On sp(ecialise les F2 + 5 points libres de H2, aMect(es de
multiplicit(es 1 ou 2 'a l’intersection de H2 et H3. On sp(ecialise aussi les 5− (h2 − F1)
points libres restant sur H1 et aMect(es de multiplicit(e 1 'a l’intersection de H1 et H3.
On pose ensuite G3=3h−24−=3 o'u 0 ≤ =3 ≤ 2. Le nombre 24 constitue simplement
une “marge” pour s’assurer qu’il reste bien assez de points libres sur C. La congruence
de =3 modulo 3 permet de d(eKnir un nombre entier F3 de points triples 'a sp(ecialiser
sur H3:
F3 =
11
81
h2 − 16
81
hf − 4
27
h+
44
81
6 − =1
27
− 2
9
=2 +
=3
3
+ 8:
Etape 4: on exploite &a nouveau H1. On sp(ecialise les F3 + 5 points libres de H3,
aMect(es de multiplicit(es 1 ou 2 'a l’intersection de H3 et H1.
On pose G4 = =4 o'u 0 ≤ =4 ≤ 2. La congruence de =4 modulo 3 permet de d(eKnir
l’entier F4:
F4 =
127
486
h2 +
77
243
hf − 83
162
h− 70
243
6 − 7
81
=1 +
4
27
=2 − 29=3 −
=4
3
− 50
9
:
Conclusion: Sur la courbe H1, il reste F4 points libres et F3 points en H1 ∩ H3. On
v(eriKe que F3 + F4 ≤ #(h1) − 1 = h(h + 3)=2. Sur H2, il reste F2 points en H2 ∩ H3,
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et F2 ≤ #(h2) − 1. Sur H3, il reste F2 points en H2 ∩ H3 et F3 points en H1 ∩ H3. On
v(eriKe aussi que F2 + F3 ≤ #(h3)− 1.
Ainsi, tous les points sur les courbes Hi peuvent eˆtre suppos(es g(en(eriques dans le
plan. Il reste un syst'eme de degr(e 2h+f ≥ 70 avec quelques points sur C aMect(es de
multiplicit(e 1. Sur C il y a exactement s− 36− G1− G2− G3− G4 = 24− 36+ @+ =1 +
=2 + =3 − =4 points. Ce nombre est positif ou nul, et inf(erieur ou (egal 'a 34. On peut
faire d(eg(en(erer C en l’union d’une droite et d’une conique, sp(ecialiser tous les points
de C sur la droite, et appliquer le Lemme 5:3.
Pour Knir, nous donnons la conditions pour qu’il y ait assez de points triples dans
le plan. On sait qu’il y a au moins (d2 − 3d + 2)=12 points triples au d(epart. Il faut
donc v(eriKer que:
(d2 − 3d+ 2)=12 ≥ s+ 35+ 3q2 + F1 + F2 + F3 + F4; c′est 'a dire
163
972
h2 +
95
486
hf +
f2
12
− 1009
162
h− 4f
3
+
244
243
6 − 8=1
81
− 7=2
27
− =3
9
+
=4
3
− 16
9
≥ 0:
Ceci est vrai d'es que d= 9h+ f ≥ 317.
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