Asymptotic metrics on the space of matrices under the commutation
  relation by Glashoff, Klaus & Bronstein, Michael M.
ar
X
iv
:1
30
5.
23
84
v3
  [
cs
.N
A]
  1
6 J
ul 
20
13
Asymptotic metrics on the space of matrices
under the commutation relation
Klaus Glashoff and Michael M. Bronstein
Institute of Computational Science
Faculty of Informatics,
Universita` della Svizzera Italiana
Lugano, Switzerland
September 13, 2018
Abstract
We show that the norm of the commutator defines “almost a met-
ric” on the quotient space of commuting matrices, in the sense that
it is a semi-metric satisfying the triangle inequality asymptotically for
large matrices drawn from a “good” distribution. We provide theoret-
ical analysis of this results for several distributions of matrices, and
show numerical experiments confirming this observation.
1 Introduction
Almost commuting matrices have attracted interest since the 1950s, mainly in
the field of quantum mechanics, where it was important to establish whether
two almost commuting matrices are close to matrices that exactly commute
[1, 15, 16, 13, 11, 8, 14, 10]. It is well-known that commuting matrices are
jointly diagonalizable; in [9], we extended this result to the approximate case,
showing that almost commuting matrices are almost jointly diagonalizable.
This result relates to recent works on methods for approximate joint diag-
onalization of matrices and their applications [5, 4, 6, 7, 12]. In particular,
[12] used the joint diagonalizability of matrices as a criterion of their simi-
larity in the context of 3D shape analysis. In light of [9], we can consider the
1
norm of the commutator instead of performing a computationally expensive
approximate joint diagonalization.
In this paper, we are interested in defining a metric between the equiva-
lence classes of commuting matrices using the norm of their commutator. We
show that while not a metric, such a construction is a metric asymptotically
for sufficiently large matrices with a “good” distribution.
2 Background
Let A,B ∈ Mn(R) denote two n × n real matrices, assuming hereinafter
n ≥ 2. We define their commutator as [A,B] = AB−BA. In this paper, we
study the properties of the Frobenius norm of the commutator, ‖[A,B]‖F =(∑
ij [A,B]
2
ij
)1/2
.
A non-negative function d : Mn ×Mn → R+ ∪ {0} is called a metric if it
satisfies the following properties for any A,B,C ∈Mn:
(M1) Symmetry: d(A,B) = d(B,A).
(M2) Identity: d(A,B) = 0 iff A = B.
(M3) Triangle inequality: d(A,B) + d(B,C) ≥ d(A,C).
In the case when (M2) holds only in one direction (A = B⇒ d(A,B) = 0), d
is called a pseudo-metric; d satisfying (M1)–(M2) only is called a semi-metric.
We are interested in a pseudo-metric d on Mn satisfying d(A,B) = 0 for
all A,B ∈ Mn such that [A,B] = 0. Such a pseudo-metric can be regarded
as measure of the similarity of matrices under which commuting matrices are
equivalent. - In the following, we will omit the prefix ‘pseudo’.
One can easily show that d(A,B) = ‖[A,B]‖F is not a metric but a semi-
metric only, i.e. it violates the triangle inequality (M3): a counterexample
for n = 2 is
A =
(
2 1
1 1
)
, B =
(
1 0
0 1
)
, C =
(
0 1
1 0
)
,
for which ∆(A,B,C) = ‖[A,B]‖F + ‖[B,C]‖F − ‖[A,C]‖F = −
√
2 < 0.
However, when taking matrices A,B,C with i.i.d. normal elements, one
obtains the probability distribution of ∆(A,B,C) as shown in Figure 1; other
distributions produce a similar behavior. A surprising observation is that for
increasing matrix size n, the probability of ∆(A,B,C) < 0 (i.e., having
the triangle inequality violated) decreases. Thus, even though not a metric
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Figure 1: Distribution of ∆(A,B,C) for different values of n; matrices A,B,C ∈
Mn with normal i.i.d. elements. The negative tail of the distribution decreases
with the increase of n.
in the strict sense, the commutator norm ‖[A,B]‖F behaves like a metric
asymptotically. In the next section, we provide analysis of this behavior.
3 Asymptotic triangle inequality
Let use denote by Sn = {A ∈ Mn(R) : ‖A‖F = 1} the unit sphere of n × n
matrices. We consider general distances of the form dα(A,B) = ‖AB −
BA‖αF, where α > 0, and define the triangle inequality defect as
∆α(A,B,C) = dα(A,B) + dα(B,C)− dα(A,C);
for α = 1 we obtain the case discussed in the previous section (using the
notation ∆ = ∆1); for α = 2 we can relate to the results of Bo¨ttcher and
Wenzel [2, 3] who studied the statistical properties of squared norms of matrix
commutators.
We can formulate our observation in Section 2 as the following
Theorem 3.1 (asymptotic triangle inequality). Let A,B,C be indepen-
dently drawn from a uniform distribution on the unit sphere Sn, and α = 1
3
or α = 2. Then,
lim
n→∞
P(∆α(A,B,C) < 0) = 0.
Proof. For α = 2, we use the result of Bo¨ttcher and Wenzel [3] who showed
that the expectation and variance of the squared norm of the commutator
under the conditions of the theorem are given by
E‖AB−BA‖2F =
2
n
− 2
n3
; Var(‖AB−BA‖2F) =
8
n4
+O(n−5).
Since the expectation of a sum of random variables is equal to the sum of
the expectations, we get
E∆2(A,B,C) = E‖AB−BA‖2F =
2
n
− 2
n3
.
Denoting X1 = ‖AB − BA‖2F, X2 = ‖BC − CB‖2F, X3 = ‖AC − CA‖2F,
the variance is expressed as Var(∆2(A,B,C)) =
∑
ij Cov(Xi, Xj), where
Cov(Xi, Xi) = Var(Xi). Using the Cauchy-Schwartz inequality Cov(Xi, Xj) ≤√
Var(Xi)Var(Xj), we can bound
Var(∆2(A,B,C)) =
72
n4
+O(n−5). (1)
Finally, using the Chebychev inequality, we get
P(∆2 < 0) ≤ P(|∆2 − E∆2| ≥ E∆2) ≤ Var(∆2)
(E∆2)2
= O(n−2),
from which the assertion of the theorem follows.
For α = 1, we use the following result (the proof is given in the Appendix):
Lemma 3.2. Let {Xn}n≥1 be a sequence of nonnegative random variables
with probability distributions {fn(x)}n≥1, with expectation µn = O(n−1) and
variance σ2n = O(n−4). Then,
E(X1/2n ) = µ
1/2
n (1 +O(n−2));
Var(X1/2n ) = O(n−3).
Applying Lemma 3.2 to Xn = ‖AB−BA‖2F, we infer that
E‖AB−BA‖F =
√
2(n−1 − n−3)1/2(1 +O(n−2)) = O(n−1/2),
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Figure 2: Expectation and standard deviation (shown are theoretical results and
numerical computation on 104 matrices drawn uniformly on the unit sphere) of
the triangle inequality defect ∆2 for different values of n.
implying E∆1 = O(n−1/2), and Var(‖AB − BA‖F) = O(n−3), implying
Var(∆1) = O(n−3). Therefore, P(∆1 < 0) = O(n−2), which completes the
proof.
Table 1 and Figure 2 show a numerical simulation, experimentally con-
firming the asymptotic behavior of the triangle inequality defect ∆α for dif-
ferent values of α.
Remark 3.3. Theorem 3.1 holds for other distributions as well. Bo¨ttcher
and Wenzel [3] give expressions for the expectation and variance of the squared
commutator norm ‖AB−BA‖2F for different distributions:
1. aij, bij are i.i.d. with standard normal distribution: in this case,
E‖AB−BA‖2F = 2n3 − 2n; Var(‖AB−BA‖2F) = 24n4 +O(n3),
and thus P(∆2 < 0) = O(n−2).
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Table 1: Mean and standard deviation of the triangle inequality defect ∆α for
different values of n and α, computed on 104 matrices drawn uniformly on the
unit sphere.
n α = 0.5 α = 1 α = 2
2 0.87 ± 0.33 0.80 ± 0.53 0.75 ± 0.83
3 0.86 ± 0.19 0.75 ± 0.31 0.59 ± 0.46
4 0.82 ± 0.13 0.67 ± 0.21 0.47 ± 0.29
5 0.78 ± 0.10 0.61 ± 0.15 0.38 ± 0.19
10 0.67 ± 0.04 0.44 ± 0.06 0.20 ± 0.05
25 0.53 ± 0.01 0.28 ± 0.01 0.08 ± 7×10−3
50 0.45 ± 5×10−3 0.20 ± 4×10−3 0.04 ± 1×10−3
100 0.38 ± 2×10−3 0.14 ± 1×10−3 0.02 ± 4×10−4
200 0.32 ± 9×10−4 0.10 ± 6×10−4 0.01 ± 1×10−4
500 0.25 ± 3×10−4 0.06 ± 1×10−4 4×10−3 ± 2×10−5
2. aij, bij are i.i.d. with Rademacher distribution (equi-probable values
±1): the orders of the expectation and variance are the same as in the
former case.
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Appendix
Proof of Lemma 3.2. The expectation of X
1/2
n is given by
EX1/2n =
∫ ∞
0
√
xfn(x)dx.
Our evaluation of this integral is based on the ‘delta method’, where we have
to take care of the singularity of the second derivative of
√
x at x = 0. We
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will need the following inequality several times throughout the proof:
∫ µn
2
0
fn(x)dx = P (Xn ≤ µn2 ) = P (µn −Xn ≥ µn2 )
≤ P (|µn −Xn| ≥ µn2 ) ≤ 4
σ2n
µ2n
= O(n−2). (2)
Denote:∫ ∞
0
√
xfn(x)dx =
∫ µn
2
0
√
xfn(x)dx+
∫ ∞
µn
2
√
xfn(x)dx = I1 + I2.
From our assumption on µn and (2), we get
0 ≤ I1 ≤
√
µn
2
∫ µn
2
0
fn(x)dx =
√
µnO(n−2).
Using the Taylor series for
√
x at x0 =
√
µn in the integrand of I2 we
obtain
I2 =
∫ ∞
µn
2
(√
µn +
1
2
√
µn
(x−√µn) +R1(x)
)
fn(x)dx
=
√
µn
∫ ∞
µn
2
fn(x)dx+
1
2
√
µn
∫ ∞
µn
2
(x− µn)fn(x)dx+
∫ ∞
µn
2
R1(x)fn(x)dx
= I21 + I22 + I23. (3)
We have I21 ≤ √µn
∫∞
0
fn(x)dx =
√
µn, and by (2),
I21 =
√
µnP (Xn ≥ µn2 ) =
√
µn(1− P (Xn ≤ µn2 ) ≥
√
µn(1− 4σ
2
n
µ2
n
).
This yields
√
µn(1− 4σ
2
n
µ2
n
) ≤ I21 ≤ √µn, and thus
I21 =
√
µn(1 +O(n−2)).
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Employing (2) again, we have for the second integral of (3):
I22 =
1
2
√
µn
∫ ∞
µn
2
(x− µn)fn(x)dx
=
1
2
√
µn
(∫ ∞
0
(x− µn)fn(x)dx−
∫ µn
2
0
(x− µn)fn(x)dx
)
=
1
2
√
µn
(
0−
∫ µn
2
0
(x− µn)fn(x)dx
)
≤ 1
2
√
µn
µn
∫ µn
2
0
fn(x)dx
=
√
µnO(n−2).
For the third integral of (3), we use the Taylor remainder formula for
g(x) =
√
x:
R1(x) =
g
′′
(ξ)
2!
(x− µn)2 = −1
8
ξ−3/2(x− µn)2,
for some ξ ∈ [µn
2
,∞] depending on x. It then follows that
|I23| =
∫ ∞
µn
2
|R1(x)|fn(x)dx =
∫ ∞
µn
2
ξ−3/2
8
(x− µn)2fn(x)dx
≤ max
ξ∈[µn
2
,∞]
ξ−3/2
8
∫ ∞
0
(x− µn)2fn(x)dx = 1√
8
√
µnµ
−2
n σ
2
n =
√
µnO(n−2).
Combining the results, we get I1 + I2 =
√
µn(1 +O(n−2)), which proves
the Lemma concerning the expectation. For the variance, we use the relation
Var(X1/2n ) = EXn − (EX1/2n )2 = µn − µn(1 +O(n−2))2
= µn(O(n−2) +O(n−4)) = O(n−3).
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