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A Bayesian is one who, vaguely expecting a horse, and catching a glimpse of a donkey,
strongly concludes he has seen a mule
(Senn, 1997)
We balance probabilities and choose the most likely.
It is the scientific use of the imagination
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Randomized controlled trials are experiments for the evaluation of a new treatment option,
currently representing the “gold standard” in health care assessment. Clinical trials fulfill
a double role of evidence production and of regulatory oversight in sanctioning new drugs’
approval into the drug market. For this reason trials are large and tightly regulated enter-
prises that have to comply with ethical requirements while at the same time maintaining high
epistemic standards, in a balance that becomes increasingly difficult to strike as research
questions become more and more sophisticated.
The statistical framework adopted for designing and analysing trials represents a relevant
part of this architecture. Statististical methodology influences such aspects as which infer-
ences are licensed on the basis of data and what is the degree of support granted to an
hypothesis. Thus, statistics plays a fundamental role as a gatekeeper both in warranting the
ethical permissibility of a trial, and in licensing conclusions about the most effective treatment.
Certain widely-accepted statistical principles have an impact on the way results frommed-
ical studies are evaluated. One such principle is conditioning, i.e. the possibility to incorpo-
rate an assessment of strength of evidence in inferential statements of confidence. Currently,
conditioning is not part of the statistical method in use, although it is upheld by alternative
statistical paradigms such as the Bayesian. In my thesis I analyze the impact of condition-
ing upon the ethical, epistemic and regulatory facets of trials and I suggest the possibility of
incorporating conditioning within the current statistical paradigm of clinical research.

Introduction
In a 2007 Compass paper, John Worrall writes that “The logic of evidence as applied to
medicine is [...] a new area where philosophers of science could have an enormous impact -
both intellectual and (very unusually) practical” (2007a, p. 981). Indeed, this field provides a
unique perspective to the philosopher of science, since the epistemic objectives in medicine
are competing and sometimes conflicting with the ethical obligations that go with any form of
experimentation with human subjects.
Randomized controlled trials (RCTs) are tightly controlled experiments for the evaluation
of a new treatment option. Since its inception in the 1950s, the science of clinical trials has
risen to a very sophisticated discipline. Nowadays clinical trials are large and tightly regulated
enterprises that have to comply with ethical requirements while at the same time maintaining
high epistemic standards, in a balance that becomes increasingly difficult as the research
questions become more and more sophisticated. The statistical design currently in use for
RCTs represents a relevant part of this architecture. Statistics plays a fundamental role as a
gatekeeper both in warranting the ethical permissibility of a trial, and in licensing conclusions
about the most effective treatment.
The statististical methodology adopted influences such aspects as which inferences are
licensed on the basis of data or what is the degree of support granted to an hypothesis. Sta-
tistical approaches are generally distinguished along the fault line of a division between two
major statistical schools. Frequentist statistics is based on an interpretation of probabilities
as relative frequencies. Therefore frequentist inference relies on ensuring that the inferen-
tial procedure produces reliable conclusions in the sense that, if the test is repeated many
times, the procedure will yield the correct conclusion most of the times. Frequentist inference
is therefore focused on the control of the experimental design, in order to control the rate of
erroneous conclusions. In virtue of the impartiality that this perspective appears especially
suitted to warrant, frequentism is currently the framework that dominates the statistical treat-
ment of trials. Bayesian inference is instead based on the idea that it is possible to establish
probability as a degree of belief in a hypothesis on the basis of the available evidence. What
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is relevant to Bayesian inference is therefore not the way the experiment is designed but only
the prior belief in the hypothesis, if available, and the strength of the available evidence.
In my work I focus on the practical import that foundational questions about statistical in-
ference have in application to evidence-generation through RCTs. A illustrative example is
provided by the practice of monitoring of clinical trials. Monitoring refers to the analysis of trial
data carried out as they accumulate, with the option of stopping the trial before the planned
end, if the data indicate a conclusion with sufficient strength. This differs from vigilance over
the manifestation of unexpected side effects: While the latter is an undispensible ethical safe-
guard, due to in-trial patients, the former is a strategy for achieving the epistemic objective of
the trial with less resource expenditure. Monitoring clinical studies for early signs of benefit is
a strategy that is becoming increasingly common. It meets a need, that has become press-
ing in the last decade, for an improvement in the cost-effectiveness of treatment evaluation
through clinical trials. Since the trial can be stopped as soon as a convincing result is ob-
tained, the valuable epistemic aim of the trial can be attained with less resource expenditure.
In the meaning used through this work, monitoring revolves around a specific epistemic issue:
At which point is the accumulating evidence sufficient to warrant a conclusion? The import of
statistics, and the statistical method, to this question, is evident. What is possibly less evident
is that different statistical schools may provide different answers to it.
As outlined above, Bayesian methods focus on assessing the plausibility of a specific con-
clusion, on the basis of available evidence and prior expectations, whereas classical methods
focus on ensuring the general validity of the results produced with a specific method. Within a
Bayesian framework, a result borrows its reliability directly from the strength of the observed
evidence and, possibly, of prior information about it. For this reason, Bayesian inference is
widely acknoledge to be more suited than the frequentist to appraisal of accumulating evi-
dence from an ongoing trial. However, the greater epistemic efficiency of Bayesian methods
rests on the incorporation of prior evidence in the inference. This has a downside, namely,
that this evidence can be incomplete or misleading, as it has often been the case in the history
of medicine; furthermore, the possibility of including external information can open the way to
the most obvious perturbation of trial results, driven by financial interests.
Presently, the debate about which statistical framework fits the epistemic, regulative and
ethical aims of trials best is deadlocked over the use of priors. While it is recognized that
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Bayesian inference, through use of priors, can provide a more efficient and informative evalu-
ation of trials’results, the concern remains that Bayesianmethodsmaymakemedical research
more bias-prone.
My work is motivated by the observation that the controversy over prior specification will
not likely be overcome in a short time. Therefore, I take up a pragmatic perspective: I grant
that conservatism towards frequentist inference reflects the conviction, among themain stake-
holders, that this framework is overall adequate in serving the purpose, albeit in a suboptimal
way. Taking this as my starting point, I find it fruitful to take a fresh look at the issue by
proposing a different classification of statistical approaches, namely, the distinction between
conditional and unconditional ones. In conditional approaches to inference, the conclusive-
ness of the inference depends on the strength of the observed evidence. This is not the case
with unconditional approaches. The classification of inferential approaches as conditional or
unconditional cuts across the fault line dividing the two schools. Indeed, while Bayesian ap-
proaches are all conditional and the classical frequentist approach is instead unconditional,
it is nonetheless possible to develop a conditional frequentist approach to inference. Within
this latter approach appraisal of results is still based upon measures of error rather than on
posterior credibility. However, the error assessment is post-data rather than pre-data, as
in the classical unconditional framework. The change in perspective that I propose offers
remarkable advantages. As a first thing, it affords a way out of the deadlock because it iden-
tifies a strength of the Bayesian paradigm other than use of priors, namely the possibility ot
condition on the observed strength of evidence. Furthermore it suggests how, by borrowing
conditioning into an otherwise frequentist framework, it is possible to overcome some known
limitations of classical frequentist inference, particularly in the context of trial monitoring. Ul-
timately, such approach affords a concrete opportunity to improve on the present framework
while leaving the controversial issue of the use of priors out of the picture.
The thesis will be structured as follows. The first chapter will serve as an introduction to
the problem and to the relevant concepts that I will use through the work. Afterwards, in the
three core chapters, I will examine each of the three roles of statistical inference in clinical
trials in turn. In Chapter II I will focus on the epistemic role of statistical inference, i.e. on
the construction of medical knowledge from RCTs through the inferential procedure. In this
chapter I will be focusing on the perspective of the medical consumers of statistics, physicians
3
and medical professionals, and their inferential needs. In Chapter III I will confront instead
the ethical role of the inferential framework, i.e. its role of warranting the ethical acceptability
of a trial. In the context of clinical trials, statistics represents the tip of the ethical balance,
and this is all the more evident in relation to trial monitoring. Finally, in Chapter IV, I turn to
the analysis of the regulatory role performed by statistical inference, in light of the fact that
RCTs currently constitute the main gateway to market approval for medical interventions in
the Western world. Hence, the evolution of the statistical framework for design and analysis
of trials is deeply intertwined with the transformation of the needs and scope of the regulatory




Randomized Controlled Trials and Statistics
Randomized Controlled Trials (RCTs) represent the gold standard of evidence in medical re-
search. RCTs are typically used to assess whether a newly proposed drug or device is more
efficient than the established standard treatment for a certain condition. In the typical proce-
dure for the evaluation of a treatment option, patients are assigned to either the experimental
or the control group. Patients in the first group receive the new treatment that is being tested,
while patients in the control group are instead administered the treatment that constitutes the
benchmark for the evaluation of the newly proposed alternative, which can either be a placebo
or the standard therapy for the condition under study. In order to avoid bias, allocation to the
two groups is random and the investigators and physicians are generally blinded to group
allocation. According to the health issue under study, different end-points will be taken into
account. For anti-cancer interventions, for instance, the performance of the new treatment
will most typically be evaluated with respect to time to recurrence and survival time. The ex-
perimental data of the RCT consist in the record of the value of the end-points of interest for
all the patients involved in the trial. From this it is possible to estimate the action of the experi-
mental and the standard treatment with respect to the end-point of interest – for instance, the
average time-to-recurrence for patient on one or the other drug. The details of the analysis
will actually vary depending on the details of the intervention under study and the nature of
the end-point of interest –for instance, different kind of analysis are needed for data about
binary events (e.g. no death vs.death or recurrence vs. no recurrence) and for time-to-event
studies (e.g. recurrence-free survival). The trial is positive for the new treatment if there is a
difference in event rates that favors the new treatment’s arm. Clearly, not any difference will
do. Events in one group may be higher than in the other just due to chance and we know
that small differences, or fluctuations, are extremely common. The role of statistics in clinical
trials is precisely that of separating minor trends that could depend on fluctuations from the
conspicuous trends that point to genuine differences in outcome.
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Statistics, however, is a full fledged scientific discipline rather than a mere set of scientific
tools. Philosophical schools of statistics exist, which differ from one another by their respec-
tive take on fundamental principles of inductive inference. A outlook on the epistemology of
clinical trials would miss an important aspect if it were to ignore that adherence to a particular
statistical school, and thereby use of particular statistical methodologies in place of others,
carries an epistemological commitment with it. As Mayo and Kruse (2001) observe, “Philoso-
phers who appeal to principles and methods from statistical theory in tackling problems in
philosophy of science need to recognize the consequences of the statistical theory they en-
dorse”. This work is concerned with the philosophical and ethical consequences that descend
from adoption of a particular statistical methodology for the design and analysis of medical
studies. Clinical trials are currently designed and analyzed under a classic interpretation of
probability, endorsed by a school called frequentism. This is partly due to historical reasons,
which I will examine in the first upcoming section. Afterwards I will introduce the school of
statistics which is currently endorsed in clinical research together with its main adversary, the
Bayesian school, in section one. In the third section I will describe in detail the methodology
of the statistical treatment of trials. In section four and five, finally, I will introduce a situation
where the conflict between the two schools has clear reverberations onto the practice. This is
the case of monitoring and early stopping of trials. As I will discuss, philosophical differences
between the two schools lead to conflicting methodological recommendations in this setting.
Analysis of this conflict will conclude the first part of my work.
1.1 Setting the stage: The history and role of RCTs
Today, the RCT is above all the most praisedmeans of evidence generation in medicine. For a
large part of the history of modern medicine, cultural tradition, personal experience and expert
judgment remained the only informing principles for clinical decision-making. The introduction
of the controlled trial represented a revolution in medicine, providing what appeared to be a
objective means of gathering evidence about the effect of a new treatment.
The birth of the RCT is generally marked with the trial of the antibiotics streptomycin in the
treatment of pulmonary tuberculosis, carried out at the British Medical Research Council in
1947. What is so notable about this study is that it was the first trial to feature randomization
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of patients between the treatment and the control arm. The trial was designed by epidemiol-
ogist and statistician Austin Bradford Hill, widely recognized as the founding father of modern
medical statistics. Hill’s work –especially the series of articles that appeared in 1937 in the
Lancet on the topic of medical statistics– pioneered the application of the statistical method-
ology of the test of significance to the context of biomedical research, just a few years after
Ronald Fisher’s Design of Experiments (1935) had shaped the technique. This circumstance
led to a shared perception that Hill simply adapted Fisher’s method, originally developed for
agrarian experiments, to trials on medical patients. This view is, however, quite reductive.
Hill, an economist by education, came in contact with leading figures of statistical theory of
his times such as Karl Pearson (Farewell and Johnson, 2010). Even though Hill did certainly
corresponded with Fisher (Armitage, 2003), his ideas about the importance of randomization
and control were oriented by practice. As defended also recently by Ian Chalmers (2009), it
was not the theoretical import of randomization as defended by Fisher but rather the concept
of a unbiased test, more fundamental and less technical, which was central to establishing
these methodological principles in medicine. This suggests that the methodology of signifi-
cance testing found its way in clinical trials not due to subscription of medical statisticians to a
certain school of inference, but rather in virtue of certain perceived advantages of this frame-
work. Among those, the most important was its being less discretionary than other means of
appraisal of evidence at the time: This is because the interpretation of the experiment could
rely on a set of fixed rules (Teira, 2011).
In the present days, the movement known as Evidence-Based Medicine (EBM) is playing
a fundamental role in forwarding the epistemic indispensibility of RCTs. A methodological
movement famously linked to the names of Archibald Cochrane and David Sackett, MDs,
EBMwas born in the latest decades of the twentieth century with the purpose to orient clinical-
decision making. EBM proponents maintain that clinical decision-making has to be based
on the best quality of evidence and they propose hierarchies that rank the methodological
ability of different study designs to yield answers to certain types of research questions. For
questions concerning the safety or effectiveness of an intervention, well-conducted RCTs
and systematic reviews thereof are regarded as the gold standard of evidence. Actually,
EBM is much more than a set of best practice standards. As Djulbegovic et al. (2009) put it,
“[b]ecause EBM proposes a specific relationship between theory, evidence, and knowledge,
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its theoretical basis can be understood as an epistemological system”.
EBM’s rejection of conventional wisdom in favor of evidence gathered throughwell-conducted
RCTs is grounded on RCTs’ superior epistemic virtue. According to Howick (2011), RCTs are
valuable in that they provide a surrogate access to the counterfactual of interest in assessing
the effectiveness of a medical treatment, which is: How would have the patient fared had
she not received the treatment she got? Being it impossible to answer this question directly
with regards to a single patient, researchers administer the treatment to one group of patients
and they use a second group of patients to represent the second term in the counterfac-
tual. Randomization is generally considered an epistemic device that makes the comparison
meaningful, by ruling out relevant differences in the composition of the two groups. Whether
randomization is or is not able to warrant this aspect of the epistemic adequacy of RCTs is sub-
ject of considerable philosophical controversy (Urbach, 1985; Kadane and Seidenfeld, 1990;
Papineau, 1994; Worrall, 2007b). What is of interest to this work is however not so much the
role played by randomization but rather a different aspect of the frequentist methodology of
RCTs –namely, the epistemic value assigned to fixed, pre-experimental error rates in the test
of hypotheses.
This connects with the foundational distinction between the two grand schools of statistics,
the frequentist and the Bayesian.
1.2 Schools of statistics
The evaluation of effectiveness of a new treatment based on the result of a trial on a small
number of patients is an instance of probabilistic, or statistical, inference. We observe the
comparative effect of a new treatment in a sample population of patients, and from this we
have to draw a conclusion about the comparative effectiveness of the treatment in the hypo-
thetical population of all patients that may be treated with it, presently or in the future.
There are two main schools in statistics, which differ in the way they approach this prob-
lem. Frequentist statistics is based on an interpretation of probability as relative frequency of
an event in a long series of repetitions. Therefore, frequentist inference relies on ensuring
that the inferential procedure produces reliable conclusions in the sense that, if the test is
repeated many times, the procedure will yield the correct conclusion most of the times. The
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Bayesian school, instead, licenses interpretation of probability as a degree of belief in an hy-
pothesis about the state of the world. Bayesian inference, therefore, consists in establishing
the plausibility of a hypothesis in light of available evidence.
The main difference between the two schools lies in the fact that for a frequentist uncer-
tainty applies to events, while for a Bayesian it applies to hypotheses. To make things clearer,
it is helpful to go back to the case of clinical trials, where we observe a certain difference in
patient performance between the two groups and we want to infer from this the tenability of a
hypothesis about the treatment’s effect. For a Bayesian, it is legitimate to think that different
hypotheses derive a varying degree of support from the same data. Therefore the Bayesian
will simply decide which value of the effect is more tenble in light of the observed data. For an
adherent of the frequentist school, instead, it is all the observable values of the difference that
have a different probability under a fixed hypothesis. Hence, the frequentist will set out from a
certain hypothesis about the value of the treatment’s effect, she will derive from it predictions
about the probability of the outcome that was actually observed, and on the basis of this she
will decide about the plausibility of the starting hypothesis.
Of the two schools, the more ancient is actually the Bayesian. The first comprehensive
attempt at formalizing a solution to the problem of probabilistic inference was done by Thomas
Bayes, a protestant minister and scholar, in the late 1700. His “Essay Towards Solving a
Problem in the Doctrine of Chances” contains a foundational mathematical result, the theorem
that bears his name. This theorem applies to events that are related. If a and b are two events,
P(a|b) is the conditional probability of a occurring, given that b is the case. If a and b are not
independent, P(a|b) will be different from P(a): Knowledge about b will make a difference
about the probability assigned to the occurrence of a. Bayes’ theorem relates the two inverse
probabilities P(a|b) and P(b|a), in order to learn about the one from knowledge of the other.
To make an example, let us suppose that a is the event of someone having an appendicitis
while b is the event of someone having a fever. From etiological and epidemiological data, we
generally do know what are the chances of b occurring when a is the case. For instance, say
we know that 56% of patients that have appendicitis develop a fever on top of abdominal pain†.
Then we learn that b is the case: A patient with abdominal pain and a fever shows up in the
emergency ward. What probability should we now assign to the patient having appendicitis
†I adapted this example from Westover et al. (2011)
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–P(a|b)–, in light of the circumstances? Clearly, this probability will be higher than the general
prevalence of appendicitis in the population, P(a): After all, we know the patient is ill, so we
think it more likely that she has an appendicitis as compared to her apparently healthy relative
standing by. But how much higher? Bayes’ theorem provides a solution to this problem.
P(a|b) = P(b|a)P(b) · P(a) (1.1)
The posterior probability of appendicitis, P(a|b), is obtained from the general prevalence of
appendicitis P(a) through a procedure known as conditional updating which involves the con-
ditional probability P(b|a) that a patient with appendicitis has also a fever, normalized by the
chances P(b) of observing fever in the general population (fever may be due to other causes,
such as for instance a flu).
There is no question, between the two schools, about the validity of Bayes’ Theorem (1.1).
Both schools accept this result, likewise the basic rules of probability from which it descends,
as uncontroversial. The point of divergence is however the interpretation that should be given
to it. In the example used for introducing Bayes’ theorem, all the quantities involved can be
known from etiological –P(b|a)– or epidemiological data –P(b) and P(a). Determining P(a|b)
amounts then to a simple application of a mathematical procedure. However, Bayesians
extend the scope of application of Bayes’ Theorem, as they regard it as providing the funda-
mental rule for reasoning under uncertainty. For let us say that we are no longer concerned
with relating the probability of two events such as a and b, but we want to relate the proba-
bility of making a certain observation e with the plausibility of a certain hypothesis H, when
we know how likely e is produced under H. For instance, suppose a physician visits a patient
who appears to be extremely ill. She prescribes some exams as she is in doubt that her
patient may be suffering from a severe disease – this is hypothesis H. The day after, before
the results arrive, she sees her patient again and this time the patient is up an feeling well –
event e. Now, the physician knows that such a fast recovery is unlikely if the patient has the
disease – in other words, P(e|H) is very low. The physician may now attempt to use Bayes’
theorem to update her belief that the patient has the disease with the new evidence e.
P(H|e) = P(e|H)P(e) · P(H) (1.2)
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Notice, however, the difference with (1.1). In the first example we introduced, all quantities
appearing in the formula were known and objective quantities. In this case, instead, in order
to determine P(H|e) the physician would have to assign a value to P(H), i.e. to her subjective
belief that her original diagnosis was correct. This prior probability is at the heart of all the
dispute. Indeed, critics of the Bayesian view point out that P(H) cannot be established with
objectivity: Since it reflects the subjective state of belief of the agent prior to observing e,
factoring it in contaminates the inference to P(H|e) with non-objective, epistemically suspect
elements. The founding father of frequency statistics, Ronald Fisher, was motivated in his
work by the desire to rid statistical inference from this perceived subjective interference and
put it on a completely objective footing. Whether he actually succeeded in this endeavour is
a question that will be examined later on.
For the moment, the contrasting interpretations of (1.2) serve to exemplify the two con-
trasting approaches to inference. For adherents to a subjectivist, or Bayesian, view, Bayes’
theorem (1.2) dictates how a rational agent should update her state of belief on the basis of
upcoming evidence (Howson and Urbach, 2006). Within a objectivist or frequentist interpre-
tation, however, uncertainty applies to the occurrence of events, but hypotheses can only be
either true or false. The idea that a hypothesis can have a changing degree of support does
not have a legitimate interpretation. Therefore a frequentist would question the very interpre-
tation of Bayes’ theorem as a guide to updating an internal state of belief about credibility of
a hypothesis. For a frequency-minded statistician, the only legitimate interpretation of Bayes’
theorem is in terms of probabilities of related events, as in (1.1).
In most situations of interest, statistical inference involves learning about an unknown
parameter θ, which determines the distribution of an observable variable X , from observation
of data X = x. For a particular value of θ, the probability of observing the specific outcome x
is called the likelihood of x under θ:
`(x, θ) = P(X = x|θ) (1.3)
Since it summarizes the probabilistic relationship between the observed variable and the un-
known parameter, the likelihood has a crucial role in both account of inference, the frequentist
and the Bayesian. However, the interpretation of this quantity is different in the two cases. In
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frequentist methods, (1.3) is regarded as a function of X for varying θ. This likelihood function
is then used to calculate how likely different observations are under a fixed hypothesis. In the
Bayesian interpretation, instead, (1.3) is interpreted as a function of θ for a given observa-
tion x. The likelihood function serves, in this framework, to measure the support lent by the
observation to possible values of the parameter. It is important to note that, in the frequen-
tist use, the function `θ(X ) is construed before performing the experiment and it is then used
to infer, in an indirect way, the support lent by data to the postulated value θ0. In Bayesian
inference, instead, the likelihood function `x(θ) is construed after X = x has been observed
and can then be interpreted as a comprehensive summary of the evidence coming from the
experiment about the unknown parameter. Whether this interpretation is valid only within a
Bayesian framework, or if it can be valid (and at what price) also within a frequentist frame-
work, is the subject of the controversial issue around the likelihood principle. This problem
and its implications will be confronted later on.
Another way to see the difference between the two methodologies is to identify two kinds
of statistical problems: Problems of testing concern the validity of a statistical inference, while
problems of estimation address the accuracy of the result of the inference. In the case of clini-
cal trials, we distinguish between (a) the question of whether the trial result points to a genuine
difference in performance between the two treatments and (b) the question of whether the es-
timate that results from the trial is close to the actual value of the difference in effect. Both
questions are relevant to the issue of statistical inference. However, we may regard the two
schools of inference as being more inclined towards meeting one or the other. Testing is
more natural in frequentist statistics and is well established in the methods ascribed to Fisher
(1935a, 1956) and Neyman and Pearson (1933). Bayesian methodology, on the other hand,
is better suited to problems of estimation, because the inferential step incorporates an evalu-
ation of which hypotheses about the value of the parameter are best supported by available
evidence†. As I will expound in section 3, testing of hypotheses features prominently among
the statistical procedures used for analysing the results of medical trials.
Recently Mayo (1996) and Mayo and Spanos (2006) have proposed a considered recon-
struction and defense of frequentist ideas about testing, insisting in particular on the falsifica-
tionist rationale underlying it. The view expressed by Mayo and Spanos is that the frequentist
†See however Gelman and Shalizi (2011) for a reconstruction and a thought-provoking criticism of this tradi-
tional account
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position, in a nutshell, consists in using probability “to assess the reliability of a test procedure
to assess and control the frequency of errors in some (actual or hypothetical) series of ap-
plication” (Mayo and Spanos, 2006, p. 324). This approach, termed error-statistics, provides
a philosophical interpretation of the practice of frequentist testing, whereby credibility of an
hypothesis depends on the stringency of the conditions under which it was tested. There is
a large debate in philosophy of science regarding this account, and in particular the question
of whether it captures the logic underlying scientific inference. Without engaging directly with
this wider philosophical debate, I believe that there is something to say about this question
while remaining in the more restricted scope of health-care assessment. Clinical trials repre-
sent a practical field of application of ideas about statistical inference where the import of such
foundational issues can be substantial. Inference from a clinical trial to a statement about a
new treatment’s effectiveness is, on one hand, just an instance of statistical inference. On
the other hand, though, this inference is embedded in a set of unique epistemic, ethical and
social needs. This poses specific constraints to the choice of a statistical methodology. In
order to proceed with this analysis, as a first thing, it is necessary to see more in detail how
inference in clinical trials is performed.
1.3 Hypothesis test
As discussed in the introduction, testing of hypotheses is the technique typically used for
trials. A textbook for students of biomedical sciences reads: “Most investigators run tests on
the variables that are used to evaluate the success of medical treatments and report P values.
For example, if a new treatment has been compared to a standard treatment, the readers of
the results will want to know what the chance of making a mistake is if the new treatment is
adopted. [...] In general, it is sensible to run tests when investigators have a rationale for the
size of the P value that would lead them to reject the null hypothesis and when users of the
results want to know their chance of making a type I error.” (Dunn and Clark, 2009, p. 113)
I will discuss mainly two kind of testing scenarios. One, the simple vs. simple hypothesis
test, is useful in situations where one wants to know which of two point-like alternatives is
the case. For instance, we are testing a standard normal distribution with known variance
X ∼ N (θ,σ) and we are interested in knowing which of two values θ0 and θ1 best approximates
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the mean θ of the distribution. Therefore we test the two alternatives
H0 : θ = θ0 vs. H1 : θ = θ1
Contrary to what may be thought, the simple hypotheses scenario is not particularly rel-
evant in the context of clinical trials and the reason I will discuss it is merely its pedagog-
ical value. In testing hypotheses about a new treatment’s effectiveness, investigators are
almost never interested in directly comparing two hypotheses about the treatment effective-
ness. Since clinical trials are mainly conceived of as scientific experiments, the underlying
statistical test is conducted by testing a null hypothesis of no effect –the usual θ = θ0– not
against a precise alternative, but against a unspecified alternative:
H0 : θ = θ0 vs. H1 : θ 6= θ0
or against a range of reasonable possibilities for the new treatment’s effectiveness:
H0 : θ = θ0 vs. H1 : θ ∈ Θ1, θ0 /∈ Θ1
The rationale behind the choice of the simple vs. composite hypothesis test is clear: we do
not want the result of the test to be influenced by the specification of an alternative, since the
test is set up precisely because the information about the treatment effect is lacking. The fact
that clinical trials are mainly conducted as tests of a precise hypothesis against a composite
alternatives, however, raises a number of issues which essentially form the subject of this
chapter.
Trials are generally designed as one-sided hypothesis tests, meaning that the range of
parameter values θ contemplated by the alternative H1 lies wholly on one side of θ0. This is
adequate in most cases, since the trial comes typically at late stage in the research process.
Most commonly earlier investigations suffice to test the expectation that the newly proposed
treatment is at least as good as the standard. The use of one-sided tests has however been
criticized on the basis that, since the one-sided test discounts the error in one direction, there
is no error control in case an effect in an unexpected direction is found. Moyé and Tita (2002)
note that “A one-tailed test designed exclusively to find benefit does not permit the assessment
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of the role of sampling error in producing harm, a dangerous omission for a profession whose
fundamental tenet is to first do no harm.” For example in the case a new promising treatment
turns out to be less efficient than the standard contrary to expectations, there is no warrant
on the error associated to the conclusion and therefore a ethically problematic repetition of
the trial may prove necessary. However, designing all clinical tests as two-sided is also an
ethically problematic option, given that two-sided tests require on average a larger number of
subjects to achieve equal confidence in the result. Owen (2007) for instance argues that “two-
sided tests may expose research subjects to unnecessary risk, and are therefore unethical”.
The data from the study can be represented with the random variable X , which distribution
depends in some way on the unknown difference in effect. Two commonly used measure-
ments for assessing the effectiveness of a treatment are the odds ratio and the hazard ratio.
The odds ratio OR directly compares the probability of an event occurring under two different
interventions. For instance, the event of interest can be death or disease recurrence. Defining
with p1 and p2 its probability under the experimental treatment and the control, respectively,
the odds ratio is:





an OR smaller than one implies a lower event rate under the new intervention, and therefore
it favors the new.
The hazard ratio HR, on the other hand, is the quantity of choice for a different kind of sta-
tistical analysis, focusing on survival data. In building this variable, we are not interested in
the probability of the disease event occurring but rather in the temporal rate of its occurrence.
Does the new drug prolong survival, by making death or recurrence on average slower? In
order to answer this question, one has to compare the hazard rate h(t) –the istantaneous
chance of dying or experiencing recurrence, provided survival until t– under the two interven-
tions. The hazard ratio
HR = h1(t)h2(t)
(1.5)
is generally assumed to be constant in time over the treatment period, in order to make infer-
ences based on this variable.
The distribution of the data is assumed to have a parametric form, determined by the
statistical model used and by the unknown value of the parameter θ. The use of a normal
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approximation X ∼ N (θ,σ), where σ is a known or estimated variance, is often possible as a
simplifying assumption. The study data are summarized in a test statistics,
Z (X ) = (X − θ)σ (1.6)
X is the sample mean and σ is the variance. The use of the test statistics Z provides a way
to order the data and make them uniform. If X ∼ N (θ,σ2), then Z is distributed according to
Z ∼ N (0, 1). Therefore, the probability of observing a value of X larger than x is given by














In this expression, Φ0 is the cumulative distribution function of Z underH0. Φ0(−z(x)) sums up
the values of the probability for all values of Z below −z(x). This means that, for an observed
value x, expression (1.7) measures the tail area at the right of z(x), equal to the area at the
left of −z(x) due to the symmetry of the distribution, as in figure (1.a).
Figure 1.a: The p-value for observation x under a normal distribution. Image adapted from
Goodman (1999a)
There exist different schools for testing, subscribing to either one or the other philosophy
of inference. This means that the various schools differ not only in the way the test of the
hypothesis is designed and conducted but most importantly in the interpretation to be given
to the test result. Testing is more natural in frequentist statistics and is well established in
the methods ascribed to Fisher (1935a, 1956) and Neyman and Pearson (1933). However,
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Bayesian techniques for testing have been developed and I will describe them in due course.
1.3.1 Fisher
Ronald Fisher is the celebrated father of the methodology of significance testing, which he
viewed as a key to resolve the long debated problem of induction (Fisher, 1935b). The test
he developed is based on the idea of assessing the strength with which data speak against
the null hypothesis. The crucial quantity in Fisher’s test of significance is the p value
p = P(z(X ) > z(x)|H0) = Φ0(−z(x)) (1.8)
In this formula, Φ0 denotes the cumulative distribution function of Z under θ0 as described
in the previous section. The p-value measures the probability mass concentrated on values
as or more extreme than the one observed, under the null distribution. In other words, the
p value represents the probability, under the null hypothesis, of an observation at least as
extreme as the one obtained.
Fisher’s test makes no reference to an alternative hypothesis, because the underlying idea
is to “give the facts a chance of disproving the null hypothesis” (1966, p.16). Fisher thought
that hypotheses can only be disproved but that there is no way for inductively corroborating
one particular hypothesis. In absence of other information, one has to turn to the probability
distribution of the variable Z under the null hypothesis, the likelihood `0(Z ) = N (0, 1). Large
values of Z are unlikely under the null hypothesis and, through (1.8), give rise to low p-values.
The logic underlying the test of significance is the following, in Fisher’s words: “There is the
logical disjunction: Either an intrinsically improbable event will occur, or, the prediction will not
be verified”(1959, p.43), with the latter occurrence implying that the null is not true. This dis-
junctive argument has been examined in depth by Spielman (1974). The philosophical basis
of a Fisherian test is that of a proof by contradiction. The basis for suspecting a contradiction
is actually observing data that are highly improbable under the null hypothesis. However, if
the null hypothesis is not rejected, the best that one can say is that the data are consistent
with it: Not rejecting does not entail any kind of corroboration of the null (Christensen, 2005).
Fisher’s school of testing subscribes to a frequentist interpretation of probability, even
though it is not ultimately an error-statistical account, as I will discuss briefly. In fact, Fisher
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elaborated the methodology of significance test in opposition to the then prevalent school
of inverse probability, based on Bayesian principles. According to Fisher, the choice of the
significance level, i.e. the decision of which p-values are extreme enough to justify rejection
of the null, should be a contextual one. This goes in contrast with the idea, proper of error
statistical thinking, that we should judge the soundness of the probabilistic inference by the
stringency of the error rates proper of the method. Fisher remarked “A man who rejects a
hypothesis [...] when the significance is 1% or higher, will certainly be mistaken in not more
than 1% such decision [...] However, the calculation is absurdly academic, for in fact no
scientific worker has a fixed significance level at which [...] in all circumstances, he rejects
hypotheses; he rather gives his mind to each particular case in the light of his evidence and his
ideas” (1973, p. 44–45) In other words, Fisher’s test focuses not so much on the probability
of rejecting the null hypothesis but on the (a priori) probability of observing rare outcomes. In
any case, the observed p-value should be reported since it represents an index of the strength
of the evidence against the null hypothesis.
1.3.2 Neyman-Pearson
The test methodology developed by J. Neyman and E. Pearson (1933) is concerned with
the behavioral aspects of testing. The objective is to control and minimize the chance of
committing two kinds of error in a long run of repetitions of the same test procedure. A Type
I error is committed when the null hypothesis is rejected when it is in fact true. A Type II error
instead is committed when the null hypothesis is not rejected but it is in fact false.
The statistical test can be defined in terms of the test statistic Z (already defined at the
beginning of the section) and of a critical region R. If the test statistic falls within the critical
region, z ∈ R, the null hypothesis H0 is rejected and the alternative HA is accepted, if z /∈
R the opposite occurs. Although the description could suggest that the test is symmetric
between the alternatives H0 and HA, it is only H0 that is actually tested against the data,
similarly to what happens in Fisher’s significance test. In other words, accepting HA denotes
a statistical acceptance, stemming from the fact that HA was the proposed alternative to the
null. Nothing is said about whether HA is a reasonable alternative face the problem in the first
place. However, in clinical trials, the choice of HA can be regarded as setting a yardstick for
the new treatment’s effectiveness. The probability of a mistaken rejection is denoted α and it
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is calculated as the probability that a sample from the null hypothesis falls within the rejection
region:
α = P(Z (X ) ∈ R|H0) (1.9)
instead β is the probability that a sample does not lead to rejection, while actually being taken
from the alternative distribution:
β = P(Z (X ) /∈ R|HA) (1.10)
A further important notion in Neyman-Pearson methodology is power, the capacity of the test
to detect true superiority, that is equal to Π = 1− β. The two quantities α and β are depicted
in Figure 1.b, where it is possible to see how they are related.
Figure 1.b: Error rates α (green) and β (orange). α is computed assuming the null hypothesis
to be true (black curve) while β is calculated under the alternative (grey curve). As it is possible
to see, decreasing α by decreasing the significance level entails a increase in β.
The size of the rejection region, α, is also the probability of mistakenly rejecting the null
hypothesis in a long series of testing. This descends mathematically from the law of Large
Numbers, assuming that the null hypothesis is true in all of the tested samples. In the Neyman-
Pearson testing framework, the decision to accept or reject the hypothesis intrinsically de-
pends on the costs associated with committing a Type I or Type II error. Typically, in the
context of clinical trials, regulatory bodies and the medical community attach a high penalty
to the possibility of mistakenly adopting a treatment that works less well than the standard.
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Therefore the chance of committing a type I error is controlled to a lower level than is the
other error rate. This is also due to the fact that the two error rates are related through the
size of the rejection region (from 1.9 and 1.10), therefore the probability of one error cannot be
decreased by choosing a smaller (larger) rejection region, without the other error rate increas-
ing. It is important to note that the critical region of the test is generally the first design feature
to be fixed and it is independent of the choice of the alternative. The alternative influences
only the type II error rate and power: It follows that different choices for HA can modify the
error-statistical properties of the test but do not have an impact on the result of the inference.
Once the alternative HA is specified, Neyman-Pearson theory specifies the rejection region
that yields the test with the specified level α and the largest power.
The most powerful Neyman-Pearson test for simple vs. simple hypotheses is based, by
the Neyman-Pearson Lemma, on the ratio of the likelihoods (Lehmann, 1997). The test rejects
H0 in favour of HA if the ratio of the likelihoods falls below a pre-determined level cα
L(x) = `(x, θ0)
`(x, θA)
≤ cα (1.11)
where cα is chosen so that
P(L(X ) ≤ cα|H0) = α (1.12)
In the case of simple vs. composite test, the power of the test is no longer fixed but it
varies with θ in the alternative. However, it is still possible to define a test which is uniformly
most powerful. For every fixed value of the parameter in HA, this test is the most powerful
among all alternatives. The test of level α rejects if
z(x) > zα = Φ−10 (1− α) (1.13)
and accepts otherwise. As it is possible to see, the rejection region is independent of θ. Φ0
is the cumulative distribution function of X under H0 and Φ−10 is its inverse. Thus, this test
rejects the null hypothesis if the observation x falls in the tail of the probability distribution of
Z right of the critical value zα. The NP test in this situation is equivalent to the Fisherian test
described above, in particular it corresponds to a test of significance that rejects when p < α.
This resemblance has fuelled an inappropriate identification of the two methodologies.
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This identification is inappropriate because of its consequences in terms of misinterpretation
of test results, highlighted by Goodman (1999a), and because there are profound differences
between the two accounts, as discussed by Hubbard and Bayarri (2003). To see the dif-
ferences, suppose a test of level α = 0.05 is conducted and the result is significant with
p = 0.001. A p-value this low speaks against the null hypothesis, as both Fisher and Neyman
would agree. Neither would accept that p = 0.001 represents the probability that H0 has been
falsely rejected in this case. However, Fisher would report the p-value as the most informative
measure of evidence arising from the experiment, and would give it the evidential interpreta-
tion of data-related measure of strength of evidence against the null hypothesis. Neyman and
Pearson, on the other hand, would merely report the fact that the results are significant at the
5% level, and therefore H0 is rejected and HA is accepted with probability of error equal to α.
Indeed, the Neyman-Pearson testing framework permits one to draw a conclusion within the
pre-determined error bounds, but contemplates no post-data measure for the assessment of
strength of evidence.
1.3.3 Significance testing in clinical trials
Despite the differences just highlighted, the two approaches to testing just described have
been integrated in a hybrid framework that is currently used in the analysis of clinical trials.
The results of a trial that enrolls n patients is summarized in the variable X that we assume
to be normally distributed: X ∼ N (θ,σ2/n). From this it is possible to derive the test statistics
z(x) = x
√
n/σ. The test generally applied in this scenario is the simple vs. composite test
described by (1.13). As already noted above, it is equivalent to a significance test that rejects
if Φ0(−z(x)) ≤ α. The significance level is set in the phase of design typically at α = .05 or
α = .02, corresponding to a Type I error rate of 5% and 2%, respectively. If the test is two-
sided, this error probability should be divided evenly between the two tails of the distribution.
The Type II error rate β is often chosen to be around β = .2, which yields an error probability
of 20% and a power 1−β = 80%. According to test (1.13), the null hypothesis will be rejected
in favor of the alternative if X > zασ/
√
n. The power Π is the probability of this occurrence











From formula (1.14) it is possible to determine the sample size n as a function of θ†. For any
θ = θA




This formula yields the number of patients that it is necessary to enroll to detect an effect of at
least θA with the desired powerΠ. Among the quantities appearing in this formula, Φ and α are
set in the design phase as discussed. The standard deviation σ can be generally assigned
a reasonable value based on natural variability among patient response. The choice of θA,
the value to be assigned to the effect for the sake of determining n, is instead more critical.
Clearly, it is desirable to minimize the number of patients, n, because each participant to the
trial comes at an ethical and a practical cost. This would incentivize picking larger values for
θA. However, remember that θA represents the minimum value of the effect size which can
be detected with the desired power. If the true effect is smaller than θA, the test might not be
able to detect it. If the observed x is within the rejection region, but yields an estimate for θ
which lies below θA, the test result will be inconclusive. If this situation occurs, we say the
test was underpowered for detecting the actual difference. Since underpowered tests expose
patients to the risks of trial participation but fail to achieve the epistemic gain of a reliable
conclusion, they are generally considered to be unethical (Halpern et al., 2002). Therefore,
investigators have to choose a value of θA as close as possible to the true underlying effect,
in order to minimize both the number of patients to be enrolled and the risk that the trial will be
underpowered. Generally, θA is chosen with reference to two important pieces of information.
On one hand there is the SCID (smallest clinically important delta) or the smallest value of
the effect that would make the new treatment a viable therapeutic option. On the other hand
there is the estimate of the efficacy of the new treatment coming from earlier phase trials (see
Orloff et al. 2009). While the latter value provides a guidance about the true value of the
effect, the SCID acts as a benchmark. If the trial fails to demonstrate existence of an effect
at least as large as the SCID, the new treatment can be discarded because it does not fulfill
clinical expectations.
The procedure just described, inspired by Neyman-Pearsonian principles of inductive be-
haviour can be regarded as a mechanism to adjust the design of the test in order to optimize
the detection of an effect of magnitude at least θA. This fulfills an important role in the design
†See Spiegelhalter, Abrams and Myles (2004, eq. 2.38)
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of clinical trials. Regulatory bodies such as the U.S. FDA put a special emphasis on careful
trial design as a means to ensure the validity of trial results. For instance, in the FDA Guid-
ance Document on drug evaluation (Food and Drug Administration, 1998) we read that “The
inherent variability in biological systems may produce a positive trial result by chance alone.
This possibility is acknowledged, and quantified to some extent, in the statistical evaluation
of the result of a single efficacy trial”. If the use of Neyman-Pearson ideas were limited to the
optimization and control of experimental design, the hybridization so far described would be
perfectly legitimate and it would pose no particular problem.
The methodological problems, however, arise because ideas from the two frameworks
come to be mingled in the interpretation of the experiment. This is what Hubbard and Bayarri
(2003) refer to when they denounce “the widespread nature of the anonymous mixing of
Fisherian with Neyman-Pearson ideas in some statistics textbooks”.
As discusses above, the Neyman-Pearson framework warrants the investigator that the
test result is valid within certain pre-specified rates of error. This measure of validity is in-
dependent of the data that actually obtain: The investigator has to report the same error
probability, whether the data are just at the significance boundary or far beyond it. However,
once the data are at hand, the non-evidential nature of the Neyman-Pearson measures is ev-
idently unsatisfying. Consequently, the use of p-values as measures of evidence, à la Fisher,
has taken hold in the medical community. The problematic consequences of this usage have
been analysed in depth by Goodman (1999a). For one thing, interpreting p-values in single
(or ongoing) experiments is void of meaning in a Neyman-Pearson hypothesis testing con-
text. Furthermore, p-values are often misinterpreted as post-experimental error probabilities,
an interpretation which is by no means sanctioned by Fisher’s theory of testing, besides being
plainly wrong: The error probabilities associated with classical tests and estimation allow only
for an interpretation in terms of long run frequencies.
The interpretational andmethodological hurdles related to the significance testingmethod-
ology applied to trials will be largely the object of the present work, particularly as they arise
in the context of monitoring. Before moving on with the discussion, however, I will conclude
this section with a brief introduction to the Bayesian approach to testing.
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1.3.4 Bayes
Likewise the Neyman-Pearson test, the Bayesian test (Cornfield, 1966a; Kass and Raftery,
1995; Goodman, 1999b) requires the specification of an alternative hypothesis. Indeed, the
procedure of the two tests could superficially appear to be similar. If the two alternatives are
specified, point-like hypotheses of the form H0 : θ = θ0 vs. θ = θ1 are tested one against the
other based on the Bayes factor which is simply the ratio of the likelihoods:
B(x) = L(x) = `(x, θ0)
`(x, θA)
(1.16)
Values of B(x) lower than 1 express support for the alternative Ha, while values higher than 1
favor the null. From equation (1.11) we know that the NP test in the simple vs. simple case is
also based on the ratio of the likelihoods. However, the likelihood ratio is confronted with the
critical value cα in NP test (1.11) while it is confronted with unity in the Bayesian test. This
difference is crucially related to the two different interpretations underlying the two tests. In
the case of the Bayesian test, the point is all about deciding from the experimental data x
which hypothesis is to be assigned greater credibility. Clearly, values of B(x) very close to
unity lend weak support to either conclusion: However, Bayesian inference is based on the
idea that the probability that a hypothesis is true represents a subjective state of knowledge.
Hence there is no in principle problem with a result that does not license a conclusion with
enough confidence∗. The NP test, instead, sets off from a fixed level of confidence that we
want the test to warrant. Therefore, the test only licenses a conclusion when the confidence
in the result would equal the pre-specified level α, and the critical value cα is chosen so as to
ensure control on the a priori probability of error within the desired level of confidence.
The degree of support provided by the data can be quantified, in a Bayesian framework, by
calculating the probability of error associated to the test result. In the Bayesian interpretation,
the probability that the conclusion is erroneous is simply equal to the probability that the
winning hypothesis is not true. Since Bayes’ theorem can be used to calculate the probability
that an hypothesis is true – simply equal to its posterior probability –, the calculation of the
∗The contiguity of Bayesian analysis with formal decision theory makes it possible to use decision-theoretic
principles, such as utility, in order to evaluate the appropriateness of accepting an hypothesis in conditions of
severe uncertainty (cf. Lewis, Lipsky and Berry 2007). The development of Bayesian testing methodology along
decision-theoretic lines seem, however, to be not particularly promising for the application to clinical trials, due
to the complexity of modeling all the decision factors involved. These developments are, therefore, beyond the
scope of this work.
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error probability is straightforward. In case of the simple vs. simple test, the probability that
acceptance of HA is erroneous is equal to the probability that H0 were true instead:
P(H0|x) = B(x)B(x) + 1 (1.17)
This is the Bayesian version of the false positive probability or α. Conversely, the Bayesian
equivalent to the false negative rate β is the probability that the alternative were true:
P(HA|x) = 1B(x) + 1 (1.18)
The important difference between the Bayesian error rates (1.17) and (1.18) and the NP
α and β is that the former depend on the actually observed data x through the Bayes factor
B(x) while the latter are pre-specified in the design phase and constitute a property of the test
rather than of the conclusion drawn in light of data. This fundamental difference stems, again,
from the foundational divide between the two paradigms. The NP test can be interpreted as an
attempt of putting statistical inference on an objective footing by grounding the plausibility of an
hypothesis solely on the stringency of the test it survived. This is error-statistical philosophy in
a nutshell (Mayo, 1996). In Bayesian inference, on the other hand, the focus is on assessing
the plausibility of the conclusion in light of the data that were actually observed.
The application of the Bayesian approach to testing to cases beyond the simple vs. simple
scenario requires an additional element. When the hypothesis to be tested against the null
is a composite alternative, the quantity to be compared againts the likelihood of the null in
the likelihood ratio has to be constructed as a marginal likelihood. This means averaging the
likelihood function `(x, θ) over all the values of θ in the alternative. In this way the likelihood of
the null hypothesis H0 is compared to the support that data warrant to its competitor overall.
The marginal likelihood is ∫
Θ1
f (x|θ)pi(θ)dθ (1.19)
In this formula, pi(θ) is the prior density of probability over the alternative θ ∈ Θ1. The idea is
that evidence provided by x displaces the probability assignment to the possible values of θ
from what it was originally assumed to be. It is possible to make an “objective” or “reference”
choice for pi(θ) (Jeffreys, 1961; Bernardo, 1979, 2009): in this way, the prior will spread out
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the probability over the possible alternatives in a non-informative manner, without favoring
any particular value of θ. This procedure tends however to be too conservative in most cases
of practical interest (Spiegelhalter, Abrams and Myles, 2004): Since the probability mass is
distributed among all components of the alternative, but it is concentrated on the point-like
null on the other side, the ratio of the likelihood will tend to favor the null most of the times.
This problem can be regarded as a consequence of the fact that Bayesian methodology is
not well suited to the test of a point-like hypothesis.
For this reason, many Bayesian-inclined methodologists have proposed an alternative
use of the Bayesian framework to the problem of health-care assessment†. As described in
Section 1.2, the Bayesian philosophy of inference is specially suited for estimation. If input an
accurate prior probability assignment pi(θ) over the space of possible values for the parameter,
application of Bayes’ theorem (1.2) yields a posterior probability distribution over θ which
directly expresses the posterior plausibility of the different values of θ, after seeing the data:
P(θ|x) = P(x|θ)P(x) P(θ) (1.20)
In this formula, P(x) is a normalization factor and its value is generally not of interest. The
truly important part of the equation involves θ and it says that the posterior distribution is
proportional to (has the same shape as) the product of the likelihood P(x|θ) and the prior:
P(θ|x) ∝ `x(θ)pi(θ) (1.21)
The posterior probability P(θ|x) can be used to provide an interval of possible values of θ that
are most credible in light of observation, or to make direct probability statements. Another
possibility is that of testing the hypothesis that the parameter lies in a certain interval θ ∈ Θ∗,
and accepting if the posterior probability mass in Θ∗ is more than a specified threshold. Infer-
ences based upon (1.21) are instances of a full Bayesian approach: This approach exploits
the strenght of the Bayesian paradigm to its full extent. However, as it is easy to see, in this
approach the problem of dependence upon the prior distribution pi(θ) cuts even deeper than
with the test based on the Bayes factor. The prior to be used in (1.21) can be based on pre-
vious data, it can be a non-informative distribution or it can be, as proposed by Spiegelhalter
†E.g. Berry (1993); for an overview of the method, see (Bolstad, 2007)
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et al. (1996), a model of a prototypical skeptic or enthusiast opinion about the effect of a new
treatment. In all these cases, there remains the unpalatable fact that the posterior distribution
and hence the inference about θ will be influenced by the choice that was made for pi(θ). This
problem is of great concern to trial methodologists, as exemplified by Moyé (2008): “Without
specific safeguards, use of Bayesian procedures will set the stage for the entry of non-fact-
based information that, unable to make it through the ‘evidence-based’ front door, will sneak
in through the back door of ‘prior distributions’.”
Why it is then that, notwithstanding these worries, still so many methodologists are con-
vinced that Bayesian methods hold the potential for substantial contributions to the field of
health-care assessment? The reason for this enthusiasm is the greater epistemic efficiency
of this framework as compared to classical frequentist methods. Bayesian tests in most cases
make it possible to arrive at a conclusion with less data and at a comparable level of confi-
dence. In order to clarify and motivate this claim, it is useful to turn to an application of
statistical methodology, where adherence to one or the other framework makes a substantial
difference to the practice. This, the issue of trial monitoring and optional stopping, will be the
subject of the remaining of the chapter.
1.4 Monitoring and sequential trials
Monitoring refers to the analysis of trial data carried out as they accumulate, with the option of
stopping the trial before the planned conclusion, if the data indicate with sufficient strength a
conclusion. According to the trial situation, this will mean either stopping before the planned
number of patients has been recruited, or terminating the trial regime for in-trial patients be-
fore the planned number of events (e.g. deaths or disease recurrences) has been observed.
Different scenarios are possible: the trial can be stopped because the new treatment outper-
forms the control (early stopping for benefit) or because it causes serious and unexpected
side-effects (stopping for safety). Other possibilities are that the new treatment performs
markedly worse than the standard (stopping for inefficacy) or finally that, given the current re-
sults, it is unlikely or impossible that the trial will demonstrate superiority of the experimental
treatment (stopping for futility).
In all its declinations, data monitoring in clinical trials fulfills an ethical obligation towards
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in-trial patients that ought not to receive a treatment known to be inferior. The characteriza-
tion of this ethical obligation, while obvious in the case of safety monitoring, becomes less
straightforward for the other two kinds of monitoring. This issue will be explored in depth in the
third chapter. For what concerns the main focus of my work, namely monitoring for benefit, it
suffices to note that there are independent pragmatic reasons that make it desirable regard-
less of whether it is also ethically beneficial for patients in trial. Data monitoring for benefit
facilitates the rapid application of experimental findings to all patients in the population and it
meets a need for improving cost-effectiveness of trials that has become pressing in the last
decade. By allowing for stopping as soon as a convincing result is obtained, and before the
full amount of information has accrued, monitoring makes it possible to attain the valuable
epistemic aim of the trial with less resource expenditure.
A recent review (Montori et al., 2005) shows that the practice of trial monitoring is increas-
ing, particularly in the fields of cardiology, oncology, and HIV/AIDS research. The proportion
of all RCTs published in high-impact journals that were stopped early for benefit increased
from 0.5% in 1990-1994 to 1.2% in 2000-2004. Typically, these were industry-funded drug
trials. It is likely that these numbers have further climbed, due to issues of scarcity of research
money (Allison, 2012) and of candidates for trial participation (Schroen et al., 2010).
In order to stop a trial early, investigators have to confront a particular form of inference.
They do not only have to make a decision about the conclusion warranted by data, as is the
case with traditional, fixed-sample trials; they also have to make a decision about when the
data so far accumulated warrant a conclusion with sufficient confidence. For this kind of test,
therefore, a stopping rule has to be specified together with the decision criteria. A stopping
rule tells investigators when it is legitimate to stop the trial and draw a conclusion. A branch
of statistics called sequential analysis provides the tools for confronting this problem.
1.4.1 Sequential analysis
The techniques of sequential analysis have been developed in order to make testing possible
when data are still accruing. The importance of this possibility is highlighted by the fact that
publication of the foundational work in sequential analysis by British statistician AbrahamWald
was delayed until after 1947, due to the potential for war use of the technique he invented. The
importance of the possibility offered by sequential monitoring in the context of clinical research
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is likewise apparent. The first application of Wald’s work to this field is due to Armitage (1975).
A sequential trial is defined as a trial in which the decision to continue or discontinue data
collection depends on the information that accrued so far (Wald, 1947). In order to perform this
test, pairs of subjects are formed bymatching patients with respect to clinically relevant known
confounders. When each pair enter the trial, one of the two patients is assigned at random
to one arm of the trial and the other patient to the other. The outcome of the trial for each pair
is transated to a preference for one of the two arms, according to which of the two patients
responded first. The analysis is graphical. The outcomes of successive pair are inserted one
after the other as successive steps in a random walk. The stopping and decision rules are
represented by boundaries in this graph, V-shaped as in figure 1.c. The coordinates of the
Figure 1.c: The graphical boundaries of Wald’s test. Image taken from Todd et al. (2012)
graphical boundaries are determined by the selected type I and II error-rates (α and β) and
the expected value for the treatment effect. If the line described by successive pairs results
crosses one or the other boundary, the inference about the superiority of one or the other
treatment can be drawn at a specified nominal level of significance (for instance, α = 0.05). A
modification of this design, with an additional boundary across the open end of the V, enables
monitoring for inefficacy. Upon crossing of this third boundary it can be concluded that there
is no significant difference between the two treatments at a pre-specified type II error rate.
The strength of the matched-pairs technique is that it permits a continuous monitoring
and at the same time it ensures that an inference will be reached with a predictable maximum
number of paired subjects. This maximum size will typically be larger than for a fixed sample
test with the same level and power, but the average sample size is lower, since the trial will
generally be terminated before the maximum size is achieved. However, the sequential test
based on matched pairs has serious practical limitations that greatly restrict its use in clinical
trials. In order to apply this technique, there must be a large reservoir of eligible patients
so that matching can be done, and the time from entry to outcome must be short compared
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with the expected duration of the trial. These conditions rarely obtain in clinical trials. Even
for large megatrials of diseases that have a fast response to treatment, matched sequential
analysis requires that the registration of the accruing events be regular and continuous. This
is difficult, especially if the trial is a multicenter one. For this reasons a different methodology,
group sequential analysis, has been developed for application to the field of clinical .
1.4.2 Group sequential methods
The group sequential methodology has been developed by Pocock (1977). Further important
methodological advances include the O’Brien-Fleming (1979) rule and the Haybittle-Peto rule
(Haybittle, 1971; Peto et al., 1976).
The group sequential procedure is adequate for situations, fairly common in cancer trials,
where events accumulate at an uneven rate and patients enrollment rate is unpredictable.
In this procedure, patients do not enter the trial all at once but in groups. Each time two
new groups are about to enter the trial (one in the active arm and one in the control), a
statistical analysis is performed on the data to determine whether the results so far accrued
indicate a significant difference; if this is the case, the trial can be stopped. The significance
test is conducted at pre-defined time points using a significance level that is more stringent
than the nominal α. This is because multiple subsequent analysis break the equivalence
between rejection criteria and probability of error, that was explained in section 4.2. In fact,
the significance level (for instance 0.05) corresponds to the chances of observing an effect
when the null hypothesis is true instead. But if an investigator tests the data multiple times
while they are still accumulating, she invites such an opportunity repeatedly. Therefore, the
chance that the observed effect is actually a type I error will be considerably higher after the
calculation of many significance tests than after a single one (McPherson, 1974). Asking for
a lower p-value for stopping represents a way to “raise the bar” and make it more difficult for a
false positive to mislead the researcher. This is a fairly intuitive criterion: It restricts the class
of results that can lead to early stopping to only the results which are most extreme. In other
words, in order for the investigators to accept the conclusion of superiority at a early stage
and with only a small fraction of data at hand, the result has to be not just good but striking.
However, the group sequential procedures so far described represent more than a guide-
line for implementing this intuition: These stopping rules have a theoretical counterpart. As
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I have described above, the problem in the setting of monitoring for benefit is the inflation
of the possibility to commit a error of type I. At each interim analysis, part of the probabil-
ity of committing this kind of error, which had been “set aside” as α in the design phase, is
consumed. If researchers want to claim a certain level of confidence α for the analysis, the
original amount has to be split up among all the interim analyses, and consumed at each
of those in a controlled manner. The various group sequential procedures presented above
differ precisely for the rate at which type I error rate is spent during the course of the trial. It is
evident, then, that the objective of preserving the overall significance level can be achieved
only by sticking to the number and frequency of looks at the data that were established in the
design phase. In theory, if the formal sequential plan is not adhered to, a proper frequentist
analysis is impossible. Actually, Lan and De Mets (1983, De Mets and Lan 1994) developed
the notion of the adaptive α-spending function, that could be applied to unplanned interim
analyses. This technique relies on a function that can be used to calculate how much of the
type I error rate was spent by an unplanned look at the data. Thus, the procedure allows
recalibration of the analysis following the unplanned look. However, Tsiatis and Mehta (2003)
demonstrated that this approach is inefficient, in the sense that one can always construct a
standard group-sequential test that has higher probability of reaching the correct conclusion
earlier.
Unfortunately, the necessity to adhere to a rigid design makes monitoring unpractical in
many real-world contexts, being often in clash with pragmatic considerations or unforeseen
circumstances. The consequence is a low level of compliance to statistical sequential design
in a large fraction of published trials. This was highlighted by Montori et al. (2005), who in their
survey of 143 trials stopped early for benefit found that “In approximately one third (48/143)
of RCTs stopped early for benefit, a statistical approach to monitoring the trial was either
not used or not specified in the report”. Also Mukherjee et al. (2011), in relation to oncology,
observe that “there needs to be a higher degree of transparency by oncology trial investigators
with respect to the number of interim analyses carried out, and the stopping rules that were
applied to the trial should be explicitly stated”. Overall, the presence of results with a low
statistical quality contributes to undermine the credibility of the practice of monitoring.
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1.4.3 The problem with stopping rules
There are, however, more substantial problems with the requirement to adhere to a fixed sam-
ple plan, as it has been pointed out since the early times of the framework’s development by
Anscombe (1963), Cornfield (1966b, 1976) and Berger and Berry (1988a). Indeed, the con-
trol over the pre-determined error rates requires that the significance level should be adjusted
for the fact that there were interim looks at the data. If the trial is designed as sequential,
the critical value in the final analysis needs to be lower than the nominal significance in order
to preserve the advertised type I error rate α. This remains true even in case the trial was
not stopped but instead it continued to the planned end. This leads to situations that often
seem counterintuitive to the medical audience. For instance, a trial designed as sequential
may yield a non-significant result for the new treatment, whereby the same result would have
been significant if the trial had been conducted as a fixed size test (Jennison and Turnbull,
1990). Furthermore, an analysis based on the p-value depends on stopping rules also in a dif-
ferent manner. The calculation of the p-value depends on the set of more extreme outcomes
that could have been observed, and this changes with the design adopted. In the case of
sequential design, then, the calculated p-value would reflect the fact that interim testing was
contemplated even if this additional testing was not carried out (see Berger and Berry 1988b).
Thus, two statisticians faced with the same set of data may report different p-values because
one entertained the possibility of stopping the trial early while the other did not. The following
example, due to Royall (1997a), clarifies the problem. If in a matched pairs trial engaging
6 subject pairs we were to obtain 5 preferences for the experimental treatment and only 1
for the control, the analysis of the results would depend on the design and therefore on the
intentions of the investigators. Did they plan to enroll just 6 pairs and then stop to analyse the
results? Or had they decided to stop after obtaining at least one preference for the control?
The outcome of the analysis will be very different in the two cases. In particular, the trial result
would be significant in the second case but not in the first, due to the fact that the set of ‘more
extreme values’ used to compute the p-value is different in the two scenarios described.
This example may seem artificial: Clearly, when the sample size increases the difference
due to design will wane, to the point of being negligible for large trials. However, this kind of
situations is by no means rare in contexts where monitoring is of its largest practical import,
namely, when the illness under study is a severe one and available options are inefficient.
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An instance of this occurrence is provided by the context of a trial comparing extracorporeal
membrane oxygenation (ECMO) with conventional medical treatment in newborns with per-
sistent pulmonary hypertension (O’Rourke et al., 1989). Since the condition had a fatality rate
of 80% under conventional therapy, the investigators decided to halt the trial when the results
amounted to four deaths among ten infants in the control arm versus none in the nine infants
receiving ECMO. As the ECMO trial shows, in clinical trials it is often of the utmost importance
to be able to assess the validity and reliability of a conclusion when just a small fraction of the
data is at hand. Based on the example by Royall described above, one may wonder whether
the stopping rule that was used should matter in such assessment. Biostatisticians Jennison
and Turnbull (1990) put the question in the following terms: “should the statistical analysis of
the data be affected by the knowledge that interim data reviews have been performed in the
past or that further reviews might be undertaken in the future?”
1.5 The controversy about stopping rules
The question of the inferential relevance of stopping rules that I have briefly outlined in the
previous section, far from being purely practical in nature, is at the roots of a heated debate
in the Philosophy of Statistics. As Etzioni and Kadane (1995) observe, “Bayesian and clas-
sical approaches diverge completely on the question of how to monitor clinical trials, and the
reasons for the divergence reach to the very foundations of the two paradigms”. In fact, the
inferential import of stopping rules represents a fault line dividing philosophies of inference.
A crucial issue in the debate is represented by the likelihood principle, first introduced by
Birnbaum (1962):
Likelihood Principle (LP): All the information about parameter θ obtainable from
an experiment is contained in the likelihood function `x(θ) for θ given x. Two likeli-
hood functions for θ contain the same information about θ if they are proportional
to one another (Berger and Wolpert, 1988, p. 19)
In other words, the likelihood principle states that the information about the parameter of in-
terest should depend on the experiment only through the likelihood function and not through
design parameters of the experiment. Once the data are at hand, knowledge of the observed
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x is sufficient to draw conclusions about θ, regardless of the properties of the test that pro-
duced x. Statistical methods that acknowledge the validity of the likelihood principle are called
likehood-based; among these, there are most Bayesian methods†.
Birnbaum (1962) and Berger andWolpert (1984), in introducing the LP, showed that the LP
is formally entailed by the conjuction of two more primitive principles, the sufficiency principle
and the conditionality principle.
1.5.1 A digression in statistical theory
In statistical theory, the term statistic is used to denote any attribute of a sample which may
summarize statistical information about it, such as for instance the conventional samplemean.
A statistic T (X ) is a function of the sample X . If T (X ) summarizes all statistically relevant
information about the sample it is called sufficient. This means that in the case of a sufficient
statistics the original sample provides no additional information that can be used to determine
the probability distribution of the population fromwhich the sample was drawn. In other words,
if T (X ) is sufficient, its value contains all the information needed to compute any estimate of
the parameter θ.
A quite straightforward consequence of the concept of sufficiency thus defined is the
sufficiency priciple, which simply states that if a sufficient statistic exists for the problem at
hand, then two observations x1 and x2 which yield the same value of the sufficient statistics
T (x1) = T (x2) license the same inference about the underlying parameter θ. The sufficiency
principle is rather uncontroversial as both frequentists and Bayesians recognize it. This agree-
ment is non-philosophical, being rather a consequence of mathematical –measure theoretic–
considerations.
More controversial is the second principle invoked by Birnbaum in his famous proof,
namely, the conditionality principle. In order to see what is the content of this principle, let us
suppose that there is a panel of experiments that could be performed in order to learn about
common parameter θ and that some random mechanism, independent of θ, is used to select
which experiment will be performed. This setup is called a mixture experiment. The condi-
tionality principle states that in a mixture experiment situation the inference upon θ should
depend only on the experiment which was actually performed, and those experiments which
†Some objective Bayesian methods do violate the LP: see Bernardo (2011) and Sprenger (2013)
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were not performed must be irrelevant to the inference.
The content of the principle appears to be intuitive. In order to grasp its full disruptive
potential, however, it is useful to turn to an example proposed by Savage (1951). Suppose
we are interested in testing θ, the unknown probability of heads for possibly biased coin C1.
The null hypothesis is H0 = θ = 1/2. Prior to examining C1, however, we flip another, unbiased
coin C2. If C2 lands heads, we will perform experiment E1:
E1 : toss C1 12 times
If C2 lands tails, instead, we will perform experiment E2 for learning about θ:
E2 : toss C1 until 3 tails are observed
Now, the Conditionality Principle states that, since the probability that C2 will land heads is
perfectly independent from θ, then if it does and E1 is chosen, inference upon observation
x1 from E1 should not depend upon the fact that we could have chosen E2 instead. To see
why this may be troubling for a frequentist, however, recall the Royall example discussed in
section 5.3: It says that the p-value will be different in the two cases E1 and E2, because the
set of more extreme values is different. On the other hand, though, denying the conditionality
principle seems to go against common sense: If E1 was performed, why should our evaluation
of the result of it be affected by the fact that E2 could have been performed instead?
The conditionality principle states that experiments that were not performed are irrelevant
to the interpretation of the experiment that was performed. The likelihood principle, instead,
states that data that were not observed are irrelevant to the interpretation of the data that was
observed. The LP is therefore even more difficult for frequentists to accept, particularly due
to one consequence of it, the Stopping Rule Principle:
Stopping Rule Principle (SRP). In a sequential experiment with observed data
x = (x1, ... , xn), the information conveyed by the experiment about θ should not
depend on the stopping rule τ that was used (Berger and Wolpert, 1988)
In other words, the SRP says that knowledge of the stopping rule that was used in an experi-
ment should not affect the analysis and conclusions derived from the data. Supporters of the
Bayesian view regard adherence to the SRP as an asset in statistical practice (Berry, 1987):
Since the SRP entails that stopping rules are immaterial to the inference to be drawn from the
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trial, analysis using likelihood-based methods can be performed on a sequential experiment
even if the original sampling plan could not be adhered to due to unforeseen circumstances.
This means that these methods do not suffer from the shortcomings described above in the
context of monitoring.
On the other hand, however, frequency-minded statisticians deem the SRP unacceptable
since this principle, in combination with classical testing at fixed significance level, leads to
sure rejection of a true null hypothesis. It is easy enough to see how this can happen. If an
experimenter is testing the null hypothesis at a fixed significance level α, she could use the
stopping rule
SR1: “keep sampling until the sample mean x¯ is zα standard deviations from θ0”
Then she is sure that she will reject H0 upon stopping, because rejection at level α happens
precisely when x¯ − θ0/σ ≥ zα (equation 1.13). In theoretical discussion, this problem goes
under the name of sampling to foregone conclusion.
1.5.2 Sampling to a foregone conclusion
The problem connected with repeated sampling is described by Savage thus:
If sequential properties of his experimental program are ignored, the persistent
experimenter can arrive at data that nominally reject any null hypothesis to any
significance level, when the null hypothesis is in fact true. (1962, p. 18)
This worrisome consequence of the LP has led many frequentist statisticians to reject
the principle. This is apparently problematic given that the two generally accepted principles
of sufficiency and conditionality formally entail the LP. Deborah Mayo (2006) has attempted
a refutation of Birnbaum’s original argument and in consequence claims that a frequentist
statistician that subscribes to sufficiency and conditionality need not buy the LP. Pending the
validity of Mayo’s refutation of Birnbaum, doubts may remain that frequentist statistics needs
to accept the LP, due to the controversial aspect of conditionality: Discussion of this issue is
deferred to chapter 2.
A number of forceful arguments have been brought forward to counter the charge that
likelihood-based and Bayesian methods are liable to sampling to a foregone conclusion. For
instance, Cornfield (1966b) and Lindley (1972) take the problem of sampling to foregone
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conclusion as a ground for rejecting, rather than the SRP, the classical practice of testing at
fixed significance level. In fact, adherence to the SRP does not necessarily expose aBayesian
experimenter to the risk of sampling to a foregone conclusion: Bayesian inference is based
on the posterior probability that the null hypothesis is true and, if assumptions on the prior
are sufficiently reasonable, it may take an infinite time to have this probability fall below a
specified level. In other words, as shown by Kadane, Schervish and Seidenfeld (1996a,b),
a Bayesian cannot exploit the SRP to design an experiment that will lead to sure rejection of
the null, if the null is indeed true.
1.5.3 Optional stopping and error control
Though the debate around the SRP has never really subsided in the statistical community, a
criticism against the SRP has been recently rehearsed by Mayo and Kruse (2001). Rather
than by the possibility of sampling to a foregone conclusion, Mayo and Kruse are concerned
about the fact that ignoring the stopping rule used in testing has a consequence on the un-
conditional error rates.
The problem is that of testing a normal mean with known variance. Observations are avail-
able in N groups of size m, and after each group a two-sided test of level 0.05 is performed.
The actual type I error is the probability that at least one of the N observations is significant
when the mean is actually 0. This quantity increases with the number of observations N,
and actually it approaches unity as N goes to infinity. This result is actually an old one, hav-
ing been demonstrated by Armitage et al. (1969); Mayo and Kruse exploit it to disqualify the
likelihood-based methods, due to these methods’ adherence to the SRP. Armitage’s result
entails, in their view, that the appraisal of the inferential import of stopping rules is substantial
to “our ability to control error and thereby the reliability and severity of our inferences and
tests – generally regarded as important goals of science”. As a consequence, “there is no
obvious way in which approaches consistent with the LP can deliver these goods [reliability
and severity]”.
In the context of simple vs. simple hypothesis test, it is possible to demonstrate that the
worry expressed by Mayo and Kruse need not be troubling for a supporter of the LP. Indeed,
in this scenario it is possible to show that there are several bounds on the possibility of being
misled that hold independently of the unconditional error rate. In particular, Savage (1962)
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proved the existence of an upper bound on the probability that the Bayes Factor against the
null (1.16) will rise above a specified threshold. Royall (2000) similarly showed that there
exists an upper bound on the probability of observing evidence so extreme as to lead us to
mistakenly reject a true null.
Confronting Mayo and Kruse’s challenge in the simple vs. composite case has, however,
proved more difficult. This is due essentially to the fact that the Bayes Factor in the simple
vs. composite case depends on the marginal likelihood: It is proved that if a uniform, non-
informative prior is used for θ (as would be the most sensible thing to do) the upper bound on
the Bayes Factor ceases to hold and it becomes possible to sample to a foregone conclusion.
The discussion presented in this section may appear to be mostly of theoretical import.
However, its consequences in relation to statistical practice are serious : If Mayo and Kruse
are right that error control is a crucial goal in scientific testing, then methods that adhere to
the likelihood principle such as Bayesian methods should be rejected on the grounds that
they do not allow for control of error rates. However, there are reasons to believe that, at
least in the context of clinical trials, the premise of this argument can be challenged. In fact,
in the upcoming chapter I will lay out some problems with pre-experimental error rates, in
the context of clinical trials and particularly of trial monitoring. These problems suggest that,
in this context, control over unconditional (Neyman-Pearson) error rates may be of lesser
importance than other inferential goals.
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Chapter II:
Conditioning in Sequential Medical Trials
The current statistical framework for the design and analysis of clinical trials is grounded in
frequentism. In the design phase, the control of pre-experimental error rates of type I and
II guides the choice of all the relevant design parameters of the trial, including the number
of patients to be enrolled. Once the trial is finished, p-values and confidence intervals are
regarded as the principal summaries of evidence gathered through the trial.
An alternative to the classical statistical framework is represented by Bayesianism. The
use of Bayesian principles in clinical research statistics has been supported by a growing ad-
vocacy movement in recent year. The differences between this framework and the frequentist
are significant, to the point of possibly licensing diverging interpretations of the same clinical
study. As a first thing, Bayesian inference obeys the likelihood principle–introduced in the
preceding chapter–, to the effect that both the decision and the reported error rates are in-
dependent from the sampling plan. Furthermore, Bayesian inference consists in updating a
prior state of knowledge about a parameter by incorporating the result of fresh observation.
The inclusion of prior information in the inference has advantages and shortcomings. On one
side, this allows the meaningful placing of unexpected results within a context of prior knowl-
edge. On the other side, though, this external element introduced into the inferential step is
seen as jeopardizing the reliability of Bayesian methods.
In the current chapter I will examine a different categorization of the competing statisti-
cal approaches, one that does not rely on the genealogy of the methods but upon a feature
the different methods may –or may not– possess. The categorization I will examine divides
statistical approaches in conditional and unconditional ones. The term “conditional” identifies
statistical procedures that quantify the conclusiveness of a test result by conditioning on the
data actually observed. Determination of the posterior probability distribution in a Bayesian
framework is an example of such a procedure. This conditioning is instead absent in ap-
proaches identified as unconditional: For instance, the error rates in a Neyman-Pearson test
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are set pre-experimentally and do not depend on the data that were actually observed.
The classification of statistical approaches as conditional or unconditional turns out to be
more fruitful that the often invoked division between frequentist and Bayesian approaches.
First and foremost, this division cuts across the fault line between the two schools. Cur-
rently, frequentism is characterized by the use of unconditional procedures while most of the
proposed Bayesian approaches are conditional. Nonetheless, conditioning is a possibility in
frequentist statistics too, and one that bears the potential to overcome some known limitations
of the classical framework.
The structure of the chapter will be as follows. The first part of the chapter will be strictly
theoretical: I will introduce the distinction between conditional and unconditional approaches
in greater formal detail, I will discuss the shortcomings of unconditional procedures from the
theoretical point of view, and I will introduce an approach that is aimed at modifying frequentist
inference in a conditional sense. In the second part of the chapter I will move to application:
I will discuss problems of an unconditional framework as they arise in the context of clinical
trials, and I will discuss how moving to a conditional framework may alleviate these.
2.1 Conditional and unconditional procedures
In the previous chapter I have introduced the statistical methodology currently used for design
and analysis of clinical trials. Trials are designed following Neyman-Pearson principles of
minimization of error in a long run of experiments. By following these principles, the decision to
reject or accept the null hypothesis –declare the new treatment effective or not– is associated
with a certain statement of confidence, provided by the pre-experimental error coverages α
and β respectively. These error coverages, however, only apply to the bipartite conclusion
to reject or accept. This implies that strength of evidence –the data-based evaluation of the
tenability of the null hypothesis or its rejection– cannot be properly assessed in this framework.
The test will report the same, pre-experimental error probabilities no matter how extreme the
data are, whether deep into the rejection region or close to its boundary. The focus of the
Neyman-Pearson test is on the long-run performance of the procedure and its logic is purely
deductive.
The inferential toolkit of the frequentist paradigm, however, is not limited to the hypothe-
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sis test. As I described in the previous chapter, the current methodology complements the
Neyman-Pearson test with other measures of evidence, which are sensitive to the observed
data while at the same time being compatible with frequentist testing principles. The most
important such measure is the p-value. More recently, discontent with some limitations of the
p-value as a measure of evidence has prompted interest towards an alternative measure, the
confidence interval, which is more adequately described as an estimation procedure. How-
ever, both the p-value and the confidence interval share the unconditional nature of the NP
error rates, and I am going to argue that this makes them suboptimal as assessments of the
strength of evidence. After an overview of these quantities, I will discuss what is wrong with
them being unconditional.
2.1.1 P-values
The definition of the p-value has been introduced in the previous chapter. This quantity mea-
sures the probability of an outcome as or more extreme than the one observed, under the null
hypothesis. From a statistical point of view, the p-value is a measure of evidence with much
more dependence on the actual observation than mere rejection at the 5% level. However,
p-values have been repeatedly denounced as an inadequate measure. As a first thing, inter-
pretational problems due to misapprehension of p-values are fairly common in the medical
literature (Goodman, 1999a). P-values are misinterpreted as the post-experimental probabil-
ity of the null hypothesis, as an analogous of the Bayesian posterior probability. Alternatively,
they are misinterpreted as a post-data probability that the rejection of the null hypothesis is
erroneous, a sort of post-data measure of type I error (Hubbard and Bayarri, 2003). Needless
to say that neither of these interpretations is sanctioned by frequentist theory. Although not
an outright argument against p-values, the interpretational difficulty has been taken to testify
the counterintuitive character of p-values as measures of evidence (Sterne and Davey Smith,
2001; Lee, 2010). A similar point has been raised in the field of Psychology, where misinter-
pretations of the significance test are equally common, for instance by Wagenmakers (2007)
and Fidler (2012). The seminal contribution of Edwards, Lindman and Savage (1963) to the
debate about classical significance testing also had its origin in this field.
Turning to more principled arguments against the use of p-values, the main reason why
p-values are regarded as a bad measure of evidence is the fact that the same p-value in dif-
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ferent experiments does not speak with the same force against the null hypothesis (Cornfield,
1976), due to the p-values dependence on the size of the sample. This dependence is evident
by considering the definition: The p-value is the measure of the tail area of the distribution. As
the size of the sample increases, the probability distribution function becomes more peaked.
Consequently, the tail area associated with a certain point x will become smaller and smaller.
It is intuitively plausible that extreme data should speak more forcefully against the null hy-
pothesis when the size of the sample is small than when it is large. The problem is, however,
that the indirect character of p-values’ dependence on sample size makes it impossible to
meaningfully compare p-values across experiments. Fisher was aware of this property of
p-values, and indeed he insisted that evaluation of significance should be contextual. Royall
(1986) has pointed out a further, apparently paradoxical, behavior of a inferential strategy
based on p-values: When we know the exact significance level of a result, its weight of evi-
dence against H0 decreases with sample size, for the reason discussed above. But if we only
know that a result achieved significance at a fixed level, the evidence against H0 increases
with sample size (Peto et al., 1976).
The evidential shortcomings of p-values become apparent by a comparison with the Ba-
yesian measure of strength of evidence, the Bayes Factor (1.16). An important difference be-
tween the two quantities is that the p value can be calculated by making reference to the null
hypothesis alone, while the BF requires the specification of an alternative. On the other hand,
though, the p-value’s independence from alternatives is offset by this quantity’s dependence
on data that were not observed. Jeffreys (1961) highlights the paradoxical consequence this
has on inferential behavior: “What the use of P implies, therefore, is that a hypothesis that
may be true may be rejected because it has not predicted observable results that have not
occurred” (1961: p. 385).
In comparison with Bayes Factors, p-values have a tendency to over-estimate the evi-
dence against the null (Dickey, 1977). This is due to the fact, mentioned above, that when
the sample size is large even a small discrepancy from the null is sufficient to yield a low
p-value. In the simple vs. simple setting, the Bayes Factor is simply equal to the likelihood
ratio of the null vs. the alternative, therefore it depends only on the data that were observed
and it is unaffected by any prior probabilities. In this setting the Bayes Factor has the intuitive
behavior of rejecting H0 when the sample mean is closer to the mean of the alternative and
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accepting if it is closer to the mean of the null instead. The p-value instead will lead to re-
jection of H0 regardless of the distance from the alternative mean, provided that the sample
is large enough. In other words, a low p-value is the sign of a statistical discrepancy, which
may be of no practical importance. Reliance on p-values has been criticized in the medical
literature, for instance by Ocana and Tannock (2011), due to the misleading character of this
feature.
In the simple vs. composite case matters are complicated by the fact that the Bayes factor
in this scenario requires specification of a prior distribution over the composite alternative. It
is in this context that the notorious Lindley’s paradox arises (Lindley, 1957). The paradox
states that, given hypothesis H0 and significance level α, there always exist an experimental
outcome x which yields simultaneously a p-value which is marginally significant against H0,
and a Bayes Factor BF (x) which instead favors H0. The paradox registers a divergence of
the two measures of evidence as the sample size increases. As already discussed, the p-
value in this setting decreases with sample size increase, thus triggering rejection for values
which are even closer to the null. The Bayes factor does not show the same dependence
from the sample size: The likelihood for the alternative is spread out among all values in
the composite, so the Bayesian measure sticks to the null, essentially as the lesser of two
evils (Spiegelhalter, Abrams and Myles, 2004, sec. 4.4.5). However, the paradox just points
out a divergence of the two measures: It does not adjudicate which one is correct. Indeed,
frequentists typically point out that conservatism towards the null of the Bayesian measure
may be an undesirable quality (Mayo and Kruse, 2001).
Casella and Berger (1987) show that it is possible to reconcile frequentist evidence ex-
pressed in terms of the p-value with a second Bayesian measure, the posterior probability
that H0 is true. This accordance does not persist in the two-sided testing of a point-like al-
ternative, as discussed by Berger and Sellke (1987) and Berger and Delampady (1987). In
particular, Berger and Sellke make the very important point that the discrepancy between the
magnitude of p and the magnitude of the post-data evidence against the null as expressed
by the posterior distribution is essentially due to a failure to condition on available evidence.
Indeed, in order to determine p, the knowledge that X = x is replaced with the knowledge that
X lies somewhere in the tail of the distribution: X ∈ A = {y : z(y) ≥ z(x)}. Due to its use of A
instead of the actual x, “the frequentist calculation may cause a substantial overevaluation of
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the evidence against H0” (Berger and Sellke, 1987, p. 114).
2.1.2 Confidence intervals
As I have anticipated, use of significance tests and p-values has been strongly criticized in
recent years in several contexts of application. Use of confidence intervals (CIs) as a way
to bypass the shortcomings of p-values has been advocated forcefully (Gardner and Altman,
1986; Jennison and Turnbull, 1990). CIs represent an improvement over the use of p-values,
because unlike these they provide an assessment of the effect size. Thus, CIs allow the
appraisal of practical significance of a result, as opposed to p-values that allow to gauge
statistical significance alone.
The procedure for the construction of a (1− α)% CI is as follow: First, for every possible
value of θ, the set Dθ of observations consistent with θ at the (1−α)% level is identified. This
corresponds to the set of observations which would not lead to reject θ at α% significance.
Next, one considers the set that is formed by taking all values of θ, and intersects it with the
observed data x to obtain the CI
C1−α(x) = {θ|x ∈ Dθ(x)} (2.1)
Thus C1−α(x) contains all values of θ that would not be rejected by a significance test at α%
upon observing x.
For a normal distribution, the two-sided confidence interval at 95% level is centered around
the sample mean. Its width depends on the standard deviation and on the confidence level
α = 5%:
C95 = [xn − z5σ/
√
n, xn + z5σ/
√
n] (2.2)
The simple form of the confidence interval suggests that the interval represents the region of
the parameter space where the true value of the parameter lies with 95% probability. However,
this interpretation is not correct. A 95% CI has the meaning that, if we were to repeat the trial
many times and every time construct a 95% confidence interval around the result, then 95%
of the times the true value of the effect would be fall within one of the intervals. This, however,
does not mean that the particular confidence interval constructed from the result of the one
trial that was performed contains the true value with 95% probability, because any particular
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CI either contains the true value or it does not. A confidence interval should be interpreted
as a “consistency interval”: It identifies the set of parameter values θ that are consistent with
observation x at a specified level of significance.
The set which contains the true value of θ with a specified probability can be constructed
from the observation x relying on the Bayesian posterior probability distribution over the pa-
rameter θ. This is called a credible interval; it can be equivalent with the classical interval, if
the prior distribution invoked in calculation of the posterior is uniform. The practical equiva-
lence of the Bayesian and the frequentist credential sets in this case should not be misleading
about the true nature of classical CIs. Even though it is constructed after data were observed,
a CI is a pre-experimental measure. When determining the CI for the mean θ of a normal dis-
tribution as in (2.2), we would expect the confidence of a genuinely post-data set to be higher
when the variance of the sample is low than when it is high. Classical CIs do not behave
according to this intuition: The coverage remains the same, but the change in the variance
is reflected in a change in the width of the interval (Kiefer, 1977). Furthermore, as shown by
Seidenfeld (1981), there are examples of confidence intervals that include the entire sample
space with an advertised coverage of less than 100%, raising the question of whether the
entire notion is a misnomer. These behaviors depend on the CI being an unconditional mea-
sure. As Feinstein (1998) commented, p-values and confidence intervals are the “two sides of
the same unsatisfactory coin”. We turn now to analyzing what is that is unsatisfactory about
unconditional measures.
2.2 Some problems with unconditional measures
In a seminal paper entitled “Some problems connected with statistical inference”, Cox (1958)
highlighted the counterintuitive behavior of some traditional procedures –the hypothesis test
and the confidence interval– in situations where conditioning is involved. I introduced the
concept of conditionality in the previous chapter, in discussing the likelihood principle. The
situation where this concept arises is that of the mixture experiment: A composite experiment
in which the toss of a coin is used to decide between two different experiments to be per-
formed, two apparatuses to be used, or the like. In the situation of the mixture experiment,
two choices are possible: Optimizing the test parameters for the overall experiment –i.e. in-
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cluding the coin toss and its outcome– or waiting for the coin toss and then optimizing the
test conditional upon the experiment that will actually be performed. As I will show by means
of two examples well discussed in the literature, conditioning appears as the more sensible
procedure but it typically comes to conflict with the objective to optimize the error-parameters
of the test.
As observed by Lehmann (1993), this conflict is totally internal to the frequentist school,
since it marks the divergence between the two theories of testing of Fisher and of Neyman and
Pearson. Fisher held that conditioning was necessary every time a relevant subset was rec-
ognizable in the sample space, in order to avoid situations where probability takes a different
value on a set and one of its subsets. He regarded this as necessary in light of a require-
ment of total evidence (Carnap, 1962). Neyman and Pearson, on the other hand, maintained
that considerations about power should always take precedence over conditioning. Lehmann
makes it very clear that the divergence of the two theories happens because different con-
siderations take precedence. In Neyman-Pearson’s theory, the error-statistical properties are
paramount because the focus is not on individual cases but on the long-run frequency of
errors. Fisher’s sole concern, instead, was for situations inherent to scientific inquiry where
the circumstances of testing are important, while the long run performance isn’t. “This issue
–Lehmann observes– seems to lie at the heart of the cases in which the two theories disagree
on specific tests”. Two such cases will be presented shortly. A doubt may arise at this point,
that what is presented here is a purely theoretical issue. After all, how often do scientists toss
a coin for deciding which experiment to perform, as in the situation exemplified by the mixture
experiment? Actually, this theoretical controversy has instead substantial reverberations in
the practice, as I will discuss in the second part of the chapter with application to healthcare
assessment.
The first example (Kiefer, 1977; Berger, 2003) revolves around confidence intervals. Let
us suppose that we take two observations X1 and X2 with probability law
Xi =

θ + 1 with probability 1/2
θ − 1 with probability 1/2
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If we now construct a confidence interval for θ, then the interval Cθ(·, ·) defined by
Cθ(X1,X2) :=

X1 + 1 ifX1 = X2
(X1 + X2)/2 ifX1 6= X2
(2.3)
has an unconditional coverage of 75%. Yet, this does not seem to be a sensible conclusion
regarding the confidence that the data warrant with respect to the true value of θ. Indeed,
if we observe X1 = X2 we are equally uncertain as to whether θ equals the common value
plus one or the common value minus one: So the (a posteriori) confidence of the confidence
set is actually only 50%. But if we observe X1 6= X2, then θ equals their mean with certainty
and we can assign 100% confidence to this conclusions. The unconditional coverage of 75%
neglects that, after learning the value of |X1−X2|, we are in a much better position to assess
the confidence that the data grant to our inference. If we stick to the goal of maximizing the
overall confidence, we should go for interval (2.3): However, this interval is not efficient in
learning from the data.
A slightly more complicated example, discussed most notably by Cox (1958) and Royall
(1997a), can further illuminate this distinction and help us introduce conditional procedures.
The situation is that of testing the hypothesis about the value µ of the mean of a normal dis-
tribution N (µ,σ), with variance σ2 known: H0 : N (0,σ2) against H1 : N (1,σ2). This is a
classical situation of testing of a simple null against a simple alternative, described exhaus-
tively in the first chapter. What is peculiar about the situation however is that the toss of a fair
coin is to decide whether we will draw N = 1 or N = 100 observations. We are confronted with
a mixture experiment. Conventional reasoning about good design principles would lead us to
choose the rejection boundaries that would make the resulting test more powerful at a fixed
(5%) significance level. One possibility is that of choosing the test that maximizes power over
the two possible occurrences: drawing N = 1 or drawing N = 100 observations. This test is
Tu(X ) =

if N = 1 rejectH0 for x1/σ2 > 1.282
if N = 100 rejectH0 for x¯/σ2 > 0.508
The test Tu(X ) is unconditionally most powerful. Qualitatively, the idea behind test Tu(X ) is to
exploit the fact that discrimination between H0 and H1 is easier if N = 100, in order to lower
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the significance in the other, equiprobable scenario. It says that we can afford a (relatively)
high type I error rate to an observation taken in the the N = 1 scenario, because, if we were
to repeat the experiment, we might get a different distribution where discrimination would
be easier. The two components of the experiment have opposing properties: The N = 1
component has high significance level (high type I error rate) and hence high power. The
N = 100 component has low significance, and lower power. The overall test Tu(X ) combines
these properties over the region of interest. It borrows high power from its N = 1 component
and low significance from its N = 100 component. It is intuitively clear, but it can be verified by
calculation, that the resulting power is higher than that of the test Tc(X ) which rejects H0 for
a fixed value of X , namely x¯/(σ2 · N) > 1.64. Tc(X ) maximizes power and size conditionally
on the distribution that is known to have been sampled, but is not the unconditionally more
powerful test. However the test which is most powerful in the overall mixture experiment may
not be the best choice once we know which experiment is actually performed. Considerations
of which test maximizes power in the mixture scenario appear to be irrelevant when we set
out to interpret an observation that we know came, say, from the N = 1 scenario. As an
aside, it should be noted that use of the test Tc(X ) corresponds to a direct application of the
Conditionality Principle, discussed in the previous chapter. As in the previous example, also
in this case we see that the choice to to conditionalize is problematic, because it conflicts with
the objective to optimize the unconditional error-statistical properties of the test.
Turning to the field of application of health-care assessment, the conflict presented above
seems to settle against conditioning. Indeed, as I have presented in the previous chapter,
control over unconditional error rates of the test procedure is generally perceived as the main
warrant upon reliability of clinical trials results. Then, if this objective is jeopardized by con-
ditioning, it seems that we should be satisfied with an unconditional result with good error
properties rather than turning to the conditional test, even if the latter appears the more sen-
sible choice. I propose now a reason why reliance upon the unconditional error statistical
properties should not be regarded as the most important objective, and question this conclu-
sion. This example will also make the practical import of this discussion more evident.
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2.2.1 Against unconditional error assessment: The base rate fallacy
The base-rate fallacy (BRF) is an error in reasoning that results from not taking in due account
the size of population subgroups when drawing conclusions on the frequency of certain events
in the subgroup. The fallacy is easily understood in the context of Bayesian reasoning, where
it can be formalized as follows: In the assessment of hypothesis H based on evidence E,
the fallacy is committed if the posterior probability of H being true P(H|E) is calculated on
the basis of P(E|H) without taking into account the prior probability of H being true, P(H),
as Bayes’ theorem would instead mandate. The prior probability P(H), however, needs not
reflect a degree of belief inH in the Bayesian sense; it could represent the objective frequency
of true H in the population: its base rate, hence the name.
In many practical contexts, the fallacy is caused by neglecting this kind of objective fre-
quencies. A ‘classical’ example is the medical test described by Psillos (2007, p. 17–18):
A test for the presence of a disease has two outcomes, ‘positive’ and ‘negative’
(call them + and−). Let a subject (Joan) take the test. LetH be the hypothesis that
Joan has the disease and ¬H the hypothesis that Joan doesn’t have the disease.
The test is highly reliable: it has zero false negative rate. That is, the likelihood
that the subject tested negative given that she has the disease is zero. The test
has a small false positive rate: the likelihood that Joan is tested positive though
she doesn’t have the disease is, say, 5 per cent.
If the disease is extremely rare –that is, it has a low base rate P(H)– the probability that Joan
does not have the disease although she tested positive will be quite high and, in particular, it
will be higher than the advertised false positive rate of the test. In other terms, taking the FPR
rate of the test P(+|H) as a faithful indication of whether the subject tested has the disease
P(H|+) without taking into account the base rate P(H) leads to the base rate fallacy and to
grossly overestimating Joan’s risk.
Now the point is that it is possible to establish a straightforward analogy between the
medical test just described and the significance test as applied to clinical trials. As I will
briefly outline in this section, this suggests that reliance on error properties of the test can be
epistemically dangerous in this case also. Furthermore, this concern seems to be supported
by recent findings, as I will detail in due time.
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A medical test like the one described by Psillos can be straightforwardly mapped into a
statistical test upon a real-valued variable of the kind used for clinical trials and described in
chapter I. Indeed, most of the medical tests rely on the detection of some biological parameter,
for example of blood glucose level, body temperature, presence of a particular antigene and
so on. For the sake of concreteness, let us think of some biological parameter that is found
in the blood stream, so that the medical test physically consists in a routine blood analysis.
The patient is healthy if the level θ of the marker in her blood is less than a threshold value
θ0 signaling disease. Therefore, the medical test can be modeled as a standard one-sided
test, with null hypothesis H0 that the biological parameter θ is less than a threshold value
θ0 –hence the patient is healthy. The alternative hypothesis HA will be that the parameter is
above the threshold, hence the patient has the disease.
H0 : θ ≤ θ0 (corresponding to ¬H)
HA : θ > θ0 (corresponding to H)
As the underlying statistical model, it is reasonable to consider the distribution of the random
variableW , representing the level of the biological marker within the analysed blood sample.
In order to simplify the problem, let us assume that W is distributed normally, with known
variance: W ∼ N (θ,σ). The medical test is thus all about deciding, from the observation w
-the sample taken from Joan- whether the population mean θ that represents the level of the
biological marker in Joan’s blood, is greater or less that the value θ0 signalling disease. Thus,
it is possible to see that the medical test represents a device needed to turn statistical infor-
mation about a real-value parameter into a two-tiered choice among two options, precisely
as it is the case with hypothesis test in clinical trials†.
The classical test is equipped with unconditional error probabilities, the Type I and II error
rates. Such error rates play a fundamental role in assessment of results within the error-
statistical perspective, which is the most comprehensive philosophical underpinning of fre-
quentist testing. The type I error rate, the false positive rate of the NP test, is calculated
assuming the null hypothesis to be true. It is therefore indicative of the false positive rate that
obtains in repeated testing, but only if an assumption is made about the underlying propor-
†The analogy between the two problems has been proposed also by Westover et al. (2011)
50
tion of true nulls. Without information on this underlying proportion, there is no guarantee
that the Type I error rate provides a faithful estimate of the probability that the result we have
just accepted is a false positive. Indeed, as Spielman (1974) observes, “if all the hypotheses
tested by a researcher are true, all of his rejections will be erroneous, no matter how small his
level of significance is”. Spanos (2010) has recently endeavored to defend the error-statistical
perspective against the threat posed by the BRF. However, his result is limited to showing that
the consistency of the error-statistical approach is not undermined by the BRF. What Spanos’
analysis leaves instead open is the possibility that the consequences of the fallacy may indeed
be serious in fields of scientific practice, such as clinical research, where the error-properties
of the Neyman-Pearson test are employed for the evaluation of results.
The weight of such consequences can be appreciated by taking into consideration a re-
cent provocative paper by Ioannidis (2005). In this article, Ioannidis discusses a form of the
base-rate fallacy in which –in his opinion- most of the scientific community is caught. He
claims that the error properties of classical Neyman-Pearson test are often misunderstood,
taking the fixed significance level α to correspond to the probability that the hypothesis that
passed the test is a false positive. Based on this fact, scientists in the different fields expect a
very high proportion of the relations that achieved formal significance to be true. However, as
Ioannidis notes, after a research finding has been claimed based on achieving formal statis-
tical significance, the post-study probability that it is true is the positive predictive value, PPV.
This is a post-data figure that depends not only on the error properties of the test, but also on
the underlying ratio of true relationships to no relationships. For instance, if 95% of all nulls
were true a priori and α = 0.05, then about 50% of the nulls will be true given p ≤ α: This is
the true fraction of false findings†.
Ioannidis’ conclusion uncovers a clear instantiation of the base-rate fallacy. In particular,
he considers the field of epidemiology, where relationships that are being tested have gen-
erally a very low prior probability. In this context, even good error statistical properties of
the test (optimality in Neyman-Pearson terms) are not sufficient to warrant high plausibility
to the hypotheses that passed the test. Based on the very high fraction of true nulls that
reasonably exists in epidemiological research, Ioannidis can provocatively claim that “most
published research findings are false”. Even though determining a plausible value for the
†Johnson and Gastwirth (1991) make the same calculation in the context of a medical test screening for HIV
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percentage of true nulls in drug research is far more challenging, the risk posed by the BRF
should discourage exclusive reliance on the error properties of the test for evaluating trial
results. As pointed out by D. G. Altman in a unfortunately neglected methodological paper,
“[w]e obviously do not know whether the null hypothesis is true, so the probability of rejecting
it in error is also unknown, although this clearly reduces as [the significance level] reduces”
(Altman, 1980, p. 1612). Together with the problem with false positives here described there
is an analogous problem with false negative claims and type II error rates, which has been
discussed by Greenland (2011).
Clearly, Ioannidis’ point about the BFR in interpretation of epidemiological findings does
not necessarily carry over to interpretation of results from clinical trials. Typically, incorpora-
tion of such results within a body of shared medical knowledge does not rely upon a –albeit
imprecise– knowledge of the true proportion of ineffective drugs that are tested. Rather, physi-
cians are in most cases able to meaningfully place the results of a new trial, by interpreting
such results in light of everything that has been learned about a treatment both within and
outside the trial. As I will describe in the next section, however, the picture is complicated in
the context of monitoring of an ongoing trial. In this situation unconditional error rates prove
inadequate to guide proper appraisal of results.
2.3 Monitoring in clinical trials: Problems of an unconditional
approach
As I have described in the previous chapter, the practice of monitoring trials for early signs of
effectiveness has become increasingly common in the last decade, as a means for improving
the cost-effectiveness of the trial process. In the case of monitoring for benefit, the trial can
be stopped early if a large treatment effect is found before the end of the study. Stopping
early means stopping with an amount of statistical information smaller than what was initially
planned. According to the trial typology this will mean either stopping before the planned
number of patients has been recruited, or terminating the trial regime for in-trial patients before
the planned number of events (e.g. deaths or disease recurrences) has been observed. As I
have already described, monitoring in the current framework involves a sequential plan which
specifies the number and timing of interim analyses. At each analysis, the significance level
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that can prompt stopping is lower than the nominal significance level of the test: This means
that, for an analysis at 5% significance, the trial will be stopped early if the p-value is lower
than 0.02, 0.01 or the like.
This procedure is prima facie sensible: We accept to stop the trial early only if the re-
sult appears to be exceptional. However, as we saw in the discussion about p-values in
section 2.1.1, what is statistically relevant may not be of real practical importance. Further-
more, adopting the classical sequential procedure for guiding monitoring and early stopping
introduces a problem concerning the correct appraisal of results of trials that stop early. The
practical relevance of this issue is testified by a series of articles appeared recently in the main
medical journals (Montori et al., 2005; Wilcox et al., 2008; Bassler et al., 2008, 2010). These
studies found that trials stopped early for benefit show implausibly large treatment effects,
relative to what the medical community would be inclined to expect. In a review of 134 trials
stopped early for benefit, Montori et al. (2005) point out an inverse correlation between sam-
ple size and treatment effect: the smaller the sample size achieved by the trial at the moment
of stopping, the larger the estimate it provided for the effect. Bassler et al. (2010), based on a
comparison between results from early stopped trials and trials on the same research ques-
tion that were continued to the planned end, found that estimates from the truncated RCTs
are systematically larger than the those from the non-truncated studies.
Such claims of bias supported by empirical evidence severely discredit the reliability of
trials that were stopped early, as well as their reputation in the medical community. For in-
stance, Montori and colleagues suggest that “clinicians should view the results of such [fore-
shortened] trials with skepticism” (Montori et al., 2005, p. 2209), while Bassler and colleagues
conclude that clinicians should assume “appreciable overestimates of effect in trials stopped
early” (2010, p. 1187). This attitude of mistrust, in turn, threatens to nullify the possible
advantages of monitoring.
The overestimation described by Montori, Bassler and their colleagues is actually in-
evitable under the classic significance test, as discussed by several methodologists, espe-
cially those that are familiar with a Bayesian framework (Goodman, 2007, 2009; Goodman,
Berry and Wittes, 2010; Berry, Carlin and Connor, 2010; Ellenberg, DeMets and Fleming,
2010). In fact, as the classical sequential methodology mandates stopping under extremely
low p, the class of early stopped trials is enriched in results that have an uncommonly high
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value of the difference in performance between the new treatment and the control. Thus,
estimates from such truncated trials will on average overstate the true extent of the benefit.
The bias discussed in the medical literature affects only the point estimate of treatment effect,
and it is an unavoidable consequence of early stopping under fixed significance level. This
problem should not be perceived as a deficiency of the frequentist method: The technique of
sequential analysis is optimized with respect to its primary objective, which is the control over
the error rates in repeated testing. The appraisal of results should simply not rely on the face
value arising from the trial.
Jennison and Turnbull (2000) have proposed to correct the known shortcomings of the
classical procedure through recourse to a sequential test based on confidence intervals. From
what I have described in section 2.1.2, it should be clear that a methodology based on con-
fidence intervals is surely better able to cope with the estimation problem due to sequential
analysis vis-à-vis a p-value based one. On the other hand, though, this approach is liable
to the same criticism as a strategy based on the p-value, since confidence intervals are built
upon a unconditional level of significance. For one thing, this entails the same problems of
rigidity of the sampling plan that I have already described in the previous chapter: proper se-
quential plans with legitimate stopping rules often cannot be adhered to, and this determines
a low level of compliance to statistical sequential design in a large fraction of published trials.
However, the problem with unconditional procedures is more profound.
When invested with the decision to stop a trial early for apparent benefit, medical inves-
tigators are concerned about the possibility of promoting a treatment that is actually less
efficacious. For instance, Mueller et al. (2007) report a case of two leukemia treatments
where interim analyses suggested a high relative risk reduction (53% and 45%) in a partic-
ular chemotherapy regimen, but the assessment had to be reversed after completion of the
trial. From what I have discussed so far, it should be clear that the classical unconditional
procedure does not provide a way to discriminate this kind of situations efficiently. The un-
conditional procedure for sequential analysis poses constraints on the decision to stop which
are aimed at the control of the error rate in the long run. As I have discussed in section 2.2.1,
however, the unconditional error rate does not provide a useful guidance about the probabil-
ity that a particular inference is wrong. The fact that the conditions for stopping warrant that
we will not be too often wrong in the long run, is not a good warrant that we are not making
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a mistake in this particular trial that we are deciding to stop early. Furthermore, as I have
discussed in section 2.1, it is a matter of contention that unconditional measures such as the
p-value are able to gauge appropriately the strength of evidence in the data. The idea that
such measures can adequately inform the decision to stop is therefore equally problematic.
In the upcoming section I will discuss different attempts to find a more adequate solution than
the classical sequential procedure to the problem of monitoring. As I will eventually show,
conditioning is a most interesting element common to all these alternative approaches.
2.4 Reforming statistics for monitoring
In the early 1980s, when the practical problem with sequential analysis, the rigidity of the
sampling plan, was starting to gain the attention of investigators and methodologists, some
attempts were made at reforming sequential analysis within the boundaries of the accepted
theory of hypothesis testing. The concept of stochastic curtailment was introduced, as a way
to make unplanned termination of trials possible. The idea behind this approach is to stop
the trial as soon as the available data make a conclusion –towards either H0 or HA– certain
or determined with very high probability. In other words, one should stop when further data,
whatever they are, do not have the capacity to revert the current trend. For instance, Ware
et al. (1985) proposed an approach along these lines based on a futility index which could be
used to establish a point in the trial whence achieving a significant result would no longer be
possible.
In seminal work conducted over the years with different co-authors, K. K. G. Lan pioneered
the approach to model the process of the sequential test as a random walk with unknown
drift (Lan, Simon and Halperin, 1982; Lan and Wittes, 1988; Lan and Zucker, 1993). Lan
showed that it is possible to exploit this mathematical equivalence in order to extrapolate to
the end of the study based the current value of the estimate. As an instance, the concept of
conditional power introduced in Lan, Simon and Halperin (1982) represents the probability of
rejecting the null hypothesis based on the current data. The projected outcome of the trial is
determined by combining the data already observed up to the moment of the analysis, with
the future observations that are predicted using the null value θ0 for θ. Thus, the conditional
power approach is “only half conditional”: it uses the originally hypothesized value, and not
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the current estimate, to make the prediction about future observations which is needed to
draw the inference ahead of completion.
This procedure can be criticized on the grounds that the value θ0 may not be a plausible
one in light of data that are available at the moment of the interim analysis (Spiegelhalter,
Freedman and Blackburn, 1986). In practice, the conditional power approach ignores the
knowledge about θ that accumulated so far in the trial. We can easily recognize, in this
criticism, an echo of the theoretical arguments agains unconditional procedures presented in
section 2.2. However, this time the problem can be gauged in its practical import.
2.4.1 Bayesian advocacy
Turning to Bayesian statistics has been repeatedly proposed as a way to substantially improve
the effectiveness and adequacy of the practice of monitoring. This advocacy has come from
both biostatisticians –Donald Berry, Steven Goodman, Joseph Kadane, David Spiegelhalter
among the most active– and methodologically aware physicians –George Diamond and San-
jay Kaul in heart and circulation, among themost recent–. Indeed, JeromeCornfield had been
advocating a Bayesian outlook in clinical trials ever since the 1960s (Cornfield, 1966a, 1969,
1976). According to Keating and Cambrosio (2012), the beginnings of the RCT methodology
were marked by a coexistence of the two statistical schools, with researchers in the UK favor-
ing frequentist methods and researchers on the other side of the Atlantic pushing Bayesian
methods. After less than two decades, however, standardization was achieved and frequen-
tist methods prevailed. Among the reasons which hindered the spread of Bayesian statis-
tics in the beginning was the computationally-intensive character of Bayesian procedures in
most real-world applications. In the beginning of the 1990s, however, a computational break-
through was achieved though development of the technique known as Markov Chain Monte-
Carlo (MCMC: Gilks et al. 1996). This paved the way to considerable expansion of Bayesian
methods to applied problems in the medical arena in the following years (Ashby, 2006), par-
ticularly after creation of a computer package for applied statisticians (BUGS: Thomas et al.
1992).
But what does ground the conviction that Bayesian methods could provide particular ad-
vantages in the context of monitoring? From what we have seen in first chapter, Bayesian
inference is based on Bayes formula, which guides update of a state of knowledge in light of
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new evidence. This makes Bayesian inference especially suited for a continuous update in
a flow of accruing data. Parmar et al. (1994), Spiegelhalter et al. (1994) and Parmar et al.
(2001) gave a practical demonstration of this feature with a prospective Bayesian analysis of
the CHART trial, investigating a new radiotherapy technique in both non-small-cell lung can-
cer and head and neck cancer. This trial was conducted at the Medical Research Council in
the UK. The trial was designed and performed according to traditional frequentist principles;
however, a Bayesian analysis was conducted contextually and its results were presented at
each meeting of the statistical committee monitoring the trial. Two priors were used in the Ba-
yesian analysis: Both were obtained by formalizing in probabilistic terms the expectations of
participating clinicians about the new treatment. One prior collected together the more skep-
tical opinions and the other one included the opinions more favorable to the new treatment.
In this way, the two priors constituted useful reference positions: a considered skeptic and a
considered enthusiast. The Bayesian analysis consisted in updating these priors based on
the likelihood of incoming trial data. With this kind of analysis in play, a trial can be monitored
by using the posterior distribution in order to check whether the evidence accumulated up to
a certain point is sufficient to significantly displace the initial assignment of probability or, in
other words, to persuade a reasonable skeptic or a reasonable enthusiast to change their
mind.
A different approach for constructing priors is the so-called empirical choice. In this case,
the prior probability distribution for the parameter is constructed so as to summarize the cur-
rent state of knowledge about a treatment effect. This approach applies any time empirical
results –such as earlier stages of the trial or of other trials of the same treatment– are available
about the treatment under study. In this way the available information can be incorporated
formally into the inferential process. Thus, unexpected results can be positioned meaning-
fully within a context of prior knowledge, so as to mitigate the impact of implausible findings.
Spiegelhalter, Abrams and Myles (2004) give a demonstration of this method by applying it
to a trial comparing two drugs for dissolving clots in occluded coronary arteries following a
myocardial infarction. The trial in question (GUSTO; Migrino et al. 1997) was analyzed ret-
rospectively, using a prior based on the data from two previous studies that investigated the
same compounds. The GUSTO trial concluded with a statistically significant result under the
frequentist analysis. However, the previous studies (GISSI-2 and ISIS-3) had found minimal
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difference in the primary endpoint. The Bayesian analysis incorporating these results sug-
gested that the observed statistical significance may not translate into a practically relevant
difference between the two treatments.
In the context of monitoring, this approach to prior choice can indeed provide some guid-
ance when it comes to deciding whether an early positive finding is to be considered the effect
of mere chance or of a truly effective medication. For example, previous studies of the same
treatment that had a positive outcome will make a positive result for the current trial more
expected and therefore will support the decision to stop early, whereas previous indecisive
results would downplay early bursts in performance. It is important to note that this kind of
reasoning is routinely used in the decision about early stopping of trials, albeit only in an
informal way.
An important thing to note about Bayesian methods used in monitoring is that Bayesian
inference obeys the likelihood principle, presented in chapter I. As reviewed there, this means
that the analysis on the data is unaffected by the decision to stop. When a Bayesian method is
used for monitoring a trial, the time-points of the analyses need not be specified in advance,
unlike in frequentist analysis. Furthermore, the overestimation associated to trials that are
stopped early in the traditional framework (Montori et al., 2005) is not present if the trial is
stopped following a Bayesian analysis: This is because the decision to stop is grounded
on the current level of tenability of the null hypothesis face the alternative, while in classical
analysis it is directly determined by the occurrence of a exceptionally rare observation (Berry,
1987; Goodman, 2007).
Among philosophers of science, Teira (2011) and Stanev (2012) have critically evaluated
these claims. Both downplay the enthusiasm towards Bayesian methods. Even though it
seem uncontroversial that Bayesian treatment can make the trial process more efficient, when
it comes to assessing which statistical framework to adopt for health-care evaluation, the
possibility for monitoring represents just one among the aspects that are relevant and possibly
not even a crucial one. The need to specify priors, unescapable in a Bayesian approach, is
perceived to be in conflict with the values of objectivity and external validity which are asked
from clinical research. Medical professionals, in particular, are concerned about the possibly
distorting effect of prior opinions of physicians participating in a clinical trial. This worry is well
expressed by Moyé (2008), who warns his colleagues against “non-fact-based information
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that, unable to make it through the ‘evidence-based’ front door, will sneak in through the back
door of ‘prior distributions”’ (p. 476). Most Bayesians would contest that such position is
overstating the objectivity warrant provided by frequentist statistics vis-à-vis the Bayesian.
Nonetheless, Moyé’s remark reflects a genuine uneasiness in the medical community about
including priors in the evaluation of evidence from trials, since this would require a profound
revision of the criteria for this which are firmy entrenched.
In the last chapter I will return to this issue and discuss it more in detail from the perspec-
tive of the regulation of medical research. For the moment I point out that there is an interest
in reaping the advantages of monitoring if this is possible without completely overthrowing the
present framework. A possibility in this sense is offered by theoretical attempts at reconciling
the two frameworks, motivated by the intention to exploit the respective strengths of the two
paradigms in order to integrate them in a superior statistical framework. The reconciliation
takes two possible routes. One is that of complementing Bayesian methods with statistical
tools for model evaluation, the so-called calibrated Bayesian approach (Little, 2006). A sec-
ond route consists in complementing frequentist statistics with evidential measures of strength
of evidence, using Bayesian insight. This is the conditional frequentist proposal (Kiefer, 1977;
Berger, 2003). The merit and feasibility of such reconciliation approaches is currently a hotly
debated topic in the Philosophy of Statistics. Evaluating the merits of reconciliation may how-
ever be easier in applicative scenarios such as testing in clinical trials. In the context of trials
conditional frequentism is, in my opinion, the most promising option. In what remains of this
chapter, I will introduce the conditional frequentist approach and explore its application to
RCTs and the context of monitoring in particular.
2.5 The conditional frequentist test
The idea behind conditional frequentist methods is that of identifying a statistics S indicating
strength of evidence in the data and then calculate the error probabilities associated with the
inference conditional on the value s that S happens to have in the experimental sample:
α(s) = P0(reject H0|S = s) (2.4)
β(s) = PA(accept H0|S = s) (2.5)
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The role played by S is that of partitioning the sample space, according to the conclusive-
ness of acceptance or rejection when data are in a particular region of the sample space. In
other words, S has the function of ordering the possible outcomes, based on the strength of
evidence that is associated to them.
The choice of the conditioning statistics S is far from straightforward and the quest for a
good conditioning statistics has considerably slowed down developments of this approach.
In 1994 Berger, Brown and Wolpert proposed, for the simple vs. simple testing scenario, a
conditioning statistics based on Bayesian considerations, using the Bayes factor (1.16) as a
measure of strength of evidence.
S(X ) = min{B(X ),Ψ−1[B(X )]} (2.6)
Ψ is a function defined on the basis of the cumulative distribution functions of B(X ) under
H0 and HA respectively†. Basically, S(X ) defined as in (2.6) matches points in the sample
space that have the same strength of evidence against H0. The two hypotheses are treated
symmetrically. So the points matched according to the support they provide to the rejection of
H0, provide the same support to the acceptance of H1, and vice versa. It is important to note
that the ordering function performed by the statistics S is entirely pre-data: It corresponds
to deciding, before the experiment is performed, which data would lead to more confident
rejection (vs. acceptance) than others. No assignment of probability to hypotheses, the
contested hallmark of Bayesian theory, is involved. The Bayesian insight is only exploited
in what constitutes a strength of Bayesian paradigm, namely the task of identifying a sensible
measure of strength of evidence.
The conditional test can now be defined as:
TC(X ) =

RejectH0 ifB(X ) < c
AcceptH0 ifB(X ) ≥ c
(2.7)
†The cdf relative to the Bayes Factor can be written:
F0(c) = P(B(X ) ≤ c|H0)
F1(c) = P(B(X ) ≤ c|H1)
then, Ψ
Ψ(b) = F0(b)−1(1− F1(b))
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and for observed B(x) = s, we report conditional error probabilities
α(s) = PH0 (rejectH0|S = s) =
s
1 + s (2.8)
β(s) = PH1 (acceptH0|S = s) =
1
1 + s (2.9)
where the latter inequalities have been proven by Berger, Brown andWolpert (1994, Theorem
1) The critical value c of the test can be thought of as analogous to the value cα in the Neyman-
Person test (1.11)†. In the conditional test by Berger, Brown and Wolpert, the inference relies
upon a pre-set rejection region like the classical NP test. The error probabilities associated
to the inference are instead calculated conditionally. The fact that the Bayes factor is used
should not be misleading about the frequentist nature of the test: in the simple vs. simple
hypothesis test, B(X ) is simply equal to the ratio of the likelihood, and from (1.11) we know
that the most powerful Neyman-Pearson test in this setting is based on the same quantity.
Furthermore, Kiefer (1977) and Brown (1978) established that conditional error probabilities
such as (2.8) have a legitimate frequentist interpretation, i.e. a valid interpretation in terms of
error rates in repeated sampling.
Thus, TC is a valid (conditional) frequentist test. But TC is valid in the Bayesian context,
too, since the conditional error probabilities (2.8) have a valid interpretation in Bayesian terms.
Indeed, if we assume that the two hypotheses have equal prior probability, P(H0) = P(H1) =





= B(x)1 + B(x)
P(H1|x) = (1 + B(x))−1 = 11 + B(x)
Thus, we see that the posterior probabilities of H0 and H1 correspond to the conditional error
probabilities for rejecting H0 and H1 respectively, if a neutral prior is assumed. Indeed, the
decision to accept H0 will be wrong whenever H1 is actually true, that is, with probability
1/1 + B(x). Thus TC is simultaneously a conditional frequentist and a Bayesian test.
Berger (2003) further proved that conditioning on (2.6) is equivalent to the choice of the
†It is the value that satisfies the equality F0(c) = 1− F1(c)
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following statistics:
S′(X ) = max{p0,p1} (2.10)
where p0 is the usual p-value calculated under the null hypothesis while p1 is the p-value
calculated under H1. According to Berger, the equivalence between S and S′ is an extremely
important fact because it brings the conditional frequentist framework that uses S as the con-
ditioning statistics even closer to the goal of unification. In fact using S implies, by this result,
making use of p-values as measures of strength of evidence, much in the spirit of Fisher’s
testing; however, through conditioning and the determination of data-specific error rates (2.8),
the conditional test yields a measure of evidence that has a legitimate interpretation in both
the Bayesian and the Neyman-Pearson framework, unlike p-values. Unification is surely a
matter of theoretical importance. However, its consequence for the practice are far more in-
teresting. It means that Bayesians and frequentists can conduct the same (conditional) test
and obtain the same numerical conclusions. As long as there is methodological agreement
on procedures, philosophical questions about the interpretation of probability can remain in
the background: Practitioners do not have to decide for either camp (Berger, 2003). As dis-
cussed through the chapter, in the present framework the statistical evaluation of trial results
relies on unconditional error rates, on one side, and indirect indications of strength of evi-
dence conveyed by p-values, on the other. Conditional error probabilities fit into this picture
because they are consistent with an evaluation of trial results from an error-based perspective.
However, by exploiting Bayesian insight, the conditional error incorporates an assessment of
strength of evidence. Thus, the conditional inference represents a way to make error-based
inference more informative while not betraying its committment to evaluating results on the
basis of associated error, rather than their posterior probability. On the other hand, Bayesians
may appreciate the fact that the conditional test avoids many of the pitfalls of classical fre-
quentist inference, such as assigning the credibility of a result on the basis of data that could
have been observed but were not.
Berger, Boukai and Wang (1997) have extended conditional tests to the simple vs. com-
posite testing scenario. Clearly enough, this requires assigning a prior distribution over the
composite alternative in order to calculate the Bayes factor. This may raise the concern that
the attempt to evade the issue of prior specification through the conditional test fails in this
other scenario, which is surely of greater practical interest. However, it can be argued that
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the role played by priors in the conditional test is intrinsically different from that played in tra-
ditional Bayesian analysis. In a test based on the Bayes Factor such as described in Section
1.3.4, assigning a prior over the alternative has the precise meaning of assigning degrees of
plausibility to the values in the alternative. The prior to be used for calculation of the Bayes
factor for the purpose of conducting a conditional frequentist test need not take up this mean-
ing. Hence, a non-committal, reference prior is the more adequate choice for application to
the conditional frequentist test.
2.5.1 The conditional test in sequential setting
The use of a fully conditional plan for monitoring of trials is possible using a result by Berger,
Brown andWolpert (1994), who developed the sequential version of the conditional test, build-
ing on Wald’s landmark Sequential Probability Ratio Test (cf. section 1.4.1). Berger, Boukai
and Wang (1999) confronted the properties of the two tests and they found substantial agree-
ment between the two, in the sense that the tests mandate stopping in similar situations.
Discrepancies are limited to situation where the boundaries for the classical test include sig-
nificant overshoot –that is, if the boundaries were designed under the alternative hypothesis of
a smaller effect than was actually observed. In this case, however, it seems more reasonable
to rely on the error probabilities provided by TC, once the data are at hand.
One important difference is the existence of a no-decision region in the conditional test.
If the data happen to be in the no-decision region, the test is inconclusive as to whether
H0 should be accepted or rejected. This happens because, in this region, data would lend
anyway weak support to either hypothesis. The existence of the no-decision region is not
necessarily a drawback of conditional inference. As a first thing, it seems just reasonable
to think that sometimes data just do not allow us to discriminate effectively. Additionally, as
shown by Paulo (2002), the (pre-data) probability of ending up in the no-decision region is
never higher than than the largest unconditional error rate. An important thing to observe
about the conditional error probabilities in the sequential version of the test is that they obey
the stopping rule principle, since they depend only on the likelihood ratio B(X ). This means
that, in conducting the sequential version of TC, the error probabilities can be calculated
even if the stopping rule was not fully specified. Clearly, investigators may prefer to abide
by carefully designed sequential plans for regulatory purposes; what is important is that, if
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for some unforeseeable occurrence the plan could not be adhered to, analysis using the
conditional test can be legitimately conducted.
The advantage of turning to the conditional sequential test are easily seen. The decision to
stop an ongoing trial is a complex one and a number of factor have to be taken into account. A
relevant consideration is the evaluation of whether the data that have so far accrued would be
sufficient to convince the medical community of the result. At present, the statistical tool that
is used to guide this evaluation is the interim p-value in the context of a sequential stopping
plan. As I have described in this chapter, however, the interim p-value is not a reliable indicator
of whether the result would be accepted in the medical community; in fact, since a low p-
value is associated with a likely over-estimation of treatment effect, it can even be said to
be misleading for this purpose. A conditional measure of error instead is directly related to
the credibility of the hypothesis and could therefore provide a sounder guidance in deciding
whether the evidence accumulated so far is sufficient to ground the decision to stop. Given
the material presented so far, there are good reasons to think that the conditional test would
represent a substantial improvement in the conduct of RCTs.
However, since the conditional test obeys the stopping rule principle, the test TC is liable
to the objection presented in section 1.5.3: When observations are taken without a formal
stopping plan, the unconditional error rates cannot be properly controlled and are actually
inflated far beyond acceptable. Should one be worried about the possibly bad frequency
properties of the conditional test? Answering this question proves particularly difficult, be-
cause it requires committing to a supposition about the elements that are important within
the medical community for evaluating medical evidence from trials. The support warranted
by pre-experimental error properties can indeed be lost by the conditional test, just as shown
by Mayo and Kruse (2001). This is only a problem for the conditional test, however, if the re-
liance upon pre-experimental error rates of the trial procedure represents an important part of
the evaluation of trial results. It seems reasonable to maintain that medical investigators are
more concerned with the actual probability of drawing the wrong inference than with the abso-
lute (unconditional) error rate of the testing procedure and, in this respect, post-experimental
error rates prove certainly more adequate. Similarly, Sprenger (2009) has argued from a
decision-theoretic perspective, based on Schervish, Kadane and Seidenfeld (2003), that for
a knowing agent stopping rules have a role pre-experimentally but they become irrelevant
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post-experimentally. On the other hand, though, pre-experimental error assessment certainly
represents an important tool for the institutional consumers of trial statistics, the regulatory
authorities. Thus, it is also possible that the proposal of such a substantial revision of the
statistical framework in use for trials may encounter considerable resistance. I delay discus-
sion of this issue to Chapter IV, and I close this chapter by suggesting a possible solution for
exploiting the valuable aspects of conditioning without the need to compromise on classical
stopping rules.
2.6 Conditional error rates in reporting
As long as the the criterion for stopping early is based on the observation of a low p-value,
results of trials stopped early will likely overestimate the extent of the new treatment’s bene-
fit. Thus, the overestimation discussed in section 2.3 is really not eliminable in the present
framework. However it may be possible to correct the most problematic consequence of this
overestimation, namely, the unjustified skepticism towards trials that stop early, by using the
conditional assessment of error associated to the conditional test (Nardini, 2013; Nardini and
Sprenger, 2013). When a trial stops early for benefit, the claim of superiority is less strong,
since it is based on a smaller set of data than it was originally planned. However, in the
present framework there is no methodologically sound way to make sense of this intuitive
truth. A trial stopped earlier than planned has prima facie the same reliability as if the trial
had been carried to the planned end. In fact the sequential procedure has the objective of
maintaining the pre-planned error rate even if the experiment was stopped early. Instead, the
conditional statements of error associated to TC are sensitive to evidence contained in the
data and also to the fact that the trial was stopped early. Since conditional error rates can
legitimately be interpreted as expressions of the probability that the conclusion is erroneous,
they would facilitate medical readers in their judgment about the reliability of the magnitude
of a trial result, be the trial foreshortened or not.
In practice, the solution here envisaged would be extremely easy to implement: a trial can
be designed as usual, in particular with the usual strategies in place for the control of uncon-
ditional error rates. When the decision to halt the trial is made, the current result can be used
to compute the conditional error. The test would yield the same, possibly inflated, estimate
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for the treatment under study as does the current methodology. However, the estimate would
now be associated with a conditional statement of credibility of the conclusion. In order to
see the potential of this proposal, it is useful to consider an illustrative example. The example
involves a trial for adjuvant therapy in resectable hepatocellular carcinoma (Lau et al., 1999).
The trial was stopped early based on interim findings, but additional data were available after
the decision to stop was taken. Pocock and White (1999) describe the situation in detail:
At the planned interim analysis, the local disease recurrence rates for the active
treatment (intra-arterial lipiodol-iodine-131) and control (no adjuvant treatment)
groups were three/14 (21%) and 11/16 (69%) respectively (p = 0.01). According to
the predefined stopping rule, p < 0.029 was sufficient for early stopping. The non-
significant overall survival difference, three versus six deaths, was in the same
direction. Thus, the investigators decided to stop the trial. [However], 13 more
patients were randomised before the trial was stopped, and the investigators also
decided to postpone analysis while patients already randomised were followed
up. Hence, the report (18 months after the trial was stopped) reveals updated
recurrence rates of six/21 (29%) and 13/22 (59%), respectively (p = 0.04). Thus
the absolute difference in recurrence rates shrank from 48% to 30% during the
interval between stoppage and publication. (p. 944)
Such shrinkage of the estimated benefit between the interim and the final analysis is precisely
what physicians dread about early stopping. There is a widespread view that early stopping
captures trial results which are on a “random high”: If the trial were to continue, the outcome
would eventually “regress to the truth” similarly to what happened with the trial of Lau and
colleagues.
In this situation conditional error rates can provide real guidance, as I am going to show. In
order to calculate the error rates using (2.8), it is necessary to set up a alternative hypothesis.
This is possible using Lau et al.’s expectations that “131I-lipiodol would reduce the rate of
recurrence [postulated to be 50%] by 50% and double the disease-free survival rate” (1999:
798). Using this value in calculation yields a Bayes factor B(x) = 0.09 and a type I error rate
at the interim analysis of α∗ = 9%. This value should be contrasted with the unconditional
error rate, which is always α = 5% since the trial was stopped following a proper group
sequential rule, and with the inadequate informational content provided by p = 0.01% which
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is just indicative of an unexpectedly high performance. The conditional error, instead, reflects
the greater statistical uncertainty associated with the small sample when the decision to stop
the trial was taken. When a trial stops early, the conditional error will be generally higher
than for a fully completed one, unless its result is strikingly good. Hence, assessment of
error after data collection through conditional error probabilities offers the possibility to fine-
grain the decision about the reliability of results from trials that are stopped early. Making a
post-data measure of error available on medical journals would enable medical readers to
judge single trials that stop early and to evaluate each in its own right. Eventually, this would
dispel the mounting skepticism about all trials that stopped early and would thus facilitate
the appraisal of the benefits of monitoring and early stopping. However, the conditional error
does not only reflect the amount of statistical information concurring to a conclusion but also
the strength of the evidence. This is shown by the conditional error probability associated to
the final analysis: The calculation based on the same assumptions as the preceding yields
B(x) = 0.16 and α∗ = 14%, higher than at the interim analysis. The increased chance that the
conclusion is erroneous reflects the fact that the final data speak less forcefully for the efficacy
of the new treatment. Thus, even though no statistical method can eliminate situations where
a promising treatment reveals itself as a fluke, we see that the conditional assessment of error
enables a much better appreciation of the results of a trial, be it foreshortened or not.
A possible criticism that could be raised against this proposal is that, by making early
stopping more widely accepted, it may incite unwise usage of this technique. Indeed, the
possibility of licensing drugs with fewer data appeals to pharmaceutical companies for rea-
sons that are all too obvious. Shouldn’t we be worried of a technique that makes it easier
to implement monitoring and early stopping, and possibly compromise RCTs’ capacity to act
as a gatekeeper against ineffective or harmful compounds? I think that this position has a
standing, however it should not be regarded as a conterargument to the use of conditional
methods. The question of whether stopping a trial early is a good or a bad thing hinges on
a value judgement that is not for the statistical framework to adjudicate. It involves different
perspectives, the ethical side of the bedside of participating patients and the view of the reg-
ulator which is entrusted with the protection of social interests in medical research. In the
next two chapters of the thesis I will engage with these two perspectives in turn. I anticipate
my conclusion, which is that, from both of these points of view, there are reasons that make
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Clinical trials rest on a delicate ethical balance. On one hand, the aim of the trial is to forward
medical knowledge and possibly to establish a new, more effective treatment option. Cur-
rently, RCTs represent the “gold standard” of health care assessment; the epistemic objective
of a clinical trial constitutes, therefore, a collective benefit that society is to gain from the trial.
On the other hand, though, it is clearly unacceptable according to our ethical standards that
this benefit comes from an exploitation or harm to the individual patients that are involved in
a ongoing trial. This implies that clinical trials are ethically acceptable under the requirement
that patients participating in the trial are not receiving a treatment that is known to be inferior.
In the previous chapters of the thesis aspects connected to the ethics of trials have been
mentioned several times. However, until now the term “ethics” has been used in a rather
vague manner to simply denote the protection of the well-being and the interests of the pa-
tients participating in the trial. Such limited wealth of conceptual instruments proves insuffi-
cient for confronting the question that was left open in the previos chapter, about the ethical
desirability of stopping a trial as soon as there are signs of manifest superiority of one treat-
ment. Is stopping early a beneficial thing for patients involved in clinical experimentation? Is
it mandated by an obligation to protect such patients? Is stopping early compatible with the
social role of clinical research in forwarding medical progress? In order to provide a sensi-
ble answer, these questions have to be confronted from within a coherent and sound ethical
framework. Claims about the ethical virtue of different statistical approaches–and of Bayesian
ones particularly– abound in the biostatistical literature. Unfortunately however, as I am going
to discuss in this chapter, the ethical underpinning of the most part of such claims is presently
too underdeveloped. Thus, my objective in this chapter will be that of using the tools and
concepts of current clinical research ethics in order to assess the ethics of early stopping and
to discuss whether any statistical approach can be deemed the most ethical in this respect.
The chapter will be structured as follows. As a first thing, I will elucidate the ethical dilemma
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that underlies randomized trials and the practice of trial monitoring in particular. Then I will
discuss an ethical framework that has achieved a certain popularity in the biostatistical litera-
ture for evaluating the adequacy of different statistical andmethodological solutions in tackling
this tension. This framework is the individual-collective ethics dichotomy. However, as I will
discuss, the dichotomy framework has been deemed inadequate in the characterization of
its ethical foundations. Therefore, I will turn to describe the most widely accepted framework
for the ethical evaluation of RCTs: Namely, the concept of clinical equipoise introduced by
Freedman (1987). Equipoise, or relevant clinical uncertainty, is widely reputed to be able
to dissolve the inherent tension between collective and individual interest involved in clinical
research. In the context of monitoring and optional stopping, however, equipoise encoun-
ters problems which appear to undermine its adequacy. Being convinced of the value of this
framework, in the final part of the chapter I will attempt to rescue equipoise by redefining it
in its aspects which are related to the epistemic side – most notably, the characterization of
clinical uncertainty in statistical terms. Finally, I turn to confronting the original question about
the ethics of trial monitoring from within the revised equipoise framework.
3.1 The dilemma of clinical research ethics
The aim of clinical research is producing reliable and generalizablemedical knowledge. There-
fore, clinical experimentation is forwarding first and foremost what could be described as a
collective interest in producing the knowledge needed to guide future treatment choices. On
the other hand, however, this collective interest cannot be allowed to overweight the interests
and well-being of the individual patients involved in research. Guidelines for the ethics of
research on human subjects like the Helsinki Declaration emphasize the discounting of col-
lective interest that has to take place in order to make clinical research ethical: “Concern for
the interest of the subject must always prevail over the interest of science and society” (WMA,
2008). It is true that, in recent years, this statement contained in the Declaration has been
exposed as an overprotection that would, if applied strictly, deem a significant part of current
clinical research as unethical (Giordano, 2010). Nonetheless, it remains a fundamental tenet
of research on human subjects that the interests of participants cannot be consistently overrid-
den. Were this the case, indiscriminate appeal to other-regarding considerations would make
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it possible to perform whatever extremely dangerous research on living persons, provided
that the expected benefits for future patients or for society are sufficiently high.
In other words, two distinct sets of interests are identifiable–the collective interest in novel
medical evidence and the individual interest of participating patients–, and clinical research
should be forwarding both. However, reconciling these two sets of interests appears hard at
first glance, at least in some cases. In particular, randomized controlled trials pose an im-
portant ethical dilemma, in that they represent, at the same time, extremely reliable tools for
the production of medical knowledge and ethically delicate experiments with human beings.
RCTs entail specific procedures, like randomization and blinding, that may conflict with the
individual interest of the participating patients. In particular, two different ethical issues are
attached to randomization. As a first thing, randomization entails that the choice of the treat-
ment that will be administered to the participating patient is out of the hands of both the patient
and her treating physician. This is problematic both because it represents a violation of the
participating patient’s autonomy, and because it prevents the treating physician to take indi-
vidualized, considered decisions regarding her patient’s care, a duty arising from the fiduciary
patient-doctor relationship. As a second thing, randomization entails that, by entering trial,
the patient may receive the treatment that will eventually turn out to be inferior. This is gener-
ally conceived of as a violation of therapeutic beneficence and therapeutic non-maleficence
towards the patient, besides going against the physician’s therapeutic obligation as already
mentioned†.
The ethical tension in RCTs is often described as a conflict between research and ther-
apy: Between allegiance to the scientific method and therapeutic obligation (Royall, 1991);
between the two roles of the physician as a scientific investigator or as a care-provider (Hell-
man and Hellman, 1991); or, on more consequentialist grounds, as a conflict between the
interest of future patients and the interest of trial participants (Joffe and Truog, 2008). This
tension has all but increased with the rise of the Evidence-Based Medicine movement, as
most EBM theorists place evidence from RCTs at the very top of the hierarchy of medical
evidence (Howick, 2011). Since RCTs cannot be renounced to as a tool for acquiring medical
knowledge, it follows that some ethical instruments must be found to tackle the tension.
Informed consent is (when obtainable) a necessary condition for the ethical conduct of
†The ethically relevant consequences of blinding are similar, but they emerge particularly in monitoring
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clinical trials. However, informed consent alone does not provide sufficient protection against
the violation of therapeutic beneficence that RCTs, as we have seen, seem to entail: Treating
a patient with an intervention which is less effective than the available standard remains a
unethical act even in case the patient consents. The view that is currently prevalent in the
ethical literature is that equipoise, denoting a epistemic state of indifference between two
treatments, is able to provide a relief of the ethical tension inherent in RCTs. A fundamentally
epistemic criterion, equipoise identifies the condition under which it is legitimate to conduct a
trial. The idea underlying equipoise is that competent uncertainty of medical experts about
which treatment is superior entails that patients are not harmed by the offer of randomization
between the two treatments. This uncertainty warrants that trial entry represents “an equal
bet in prospect” for patients (Edwards et al., 1998). Hill, the celebrated father of the RCT
methodology in clinical practice, was referring to a similar idea when he observed “Only if, in
his state of ignorance, [the doctor] believes the treatment given to be a matter of indifference
can he accept a random distribution of the patients to different groups” (Hill, 1963). The
concept of equipoise will be explored in depth in the forthcoming discussion.
A radically different solution is the one proposed byMiller and Brody (2003, 2007). Accord-
ing to Miller and Brody, most medical ethics literature on clinical research has been caught in
a misguided “similarity position”, the notion that “the ethics of clinical trials rest on the same
moral considerations that underlie the ethics of clinical medicine” (2003, p. 20). Instead, the
authors claim this is not the case: While clinical medicine entails a commitment to the well-
being of patients, clinical research entails no such commitment. Rather, clinical researchers
have an obligation to not exploit research subjects. But the therapeutic misconceptions that
clinical research is aimed at the benefit of participating patients may actually cover exploitation
of participants. Consequently, Miller and Brody argue that clinical trials should be regulated by
principles appropriate to the ethical evaluation of research, including a principled assessment
of the ethical features of the trial as a research project, especially with regards to the potential
for participants’ exploitation. This proposal can however be challenged on consequentialist
grounds, as done for instance by Weijer and Miller (2003). The solution proposed by Miller
and Brody requires, in fact, to explicitely disclaim the therapeutic obligation towards present
patients, including many with serious illness: This, in turn, is likely to affect in a negative
manner both recruitment into trials and societal trust in research. Furthermore, Weijer and
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Paul Miller observe that it is unclear how Miller and Brody’s solution could apply to research
on vulnerable subjects who cannot autonomously renounce to their status as patients, such
as children or patients in the emergency room. Finding such objections to Miller and Brody’s
view to be sound, I will not discuss their proposal any further.
3.1.1 The dilemma in monitoring
The ethical tension between individual and collective interests in trials emerges with particular
force in the context of an ongoing trial. As the evidence keeps accumulating, investigators
may be concerned about the ethics of keeping patients on the treatment which is performing
worse albeit not conclusively so. On the other hand, crossing all patients over to the best-
performing arm may irreparably compromise the possibility of achieving the epistemic goal
of the study. The practice of data monitoring was introduced in the previous chapters. As
already discussed, there are different reasons to stop a trial early and consequently different
kinds of monitoring. The trial can be stopped because the new treatment outperforms the
control (early stopping for benefit) or because it causes serious and unexpected side-effects
(stopping for safety). Other possibilities are that the new treatment performs markedly worse
than the standard (stopping for inefficacy) or finally that, given the current results, it is unlikely
or impossible that the trial will demonstrate superiority of the experimental treatment (stop-
ping for futility). Often, the term ‘inefficacy’ is used to denote both the latter two reasons for
stopping.
Safety monitoring, which is done in order to promptly detect unexpected harmful side
effects in the active arm, is virtually indispensible in any trial of a novel treatment. Since
its necessity is universally recognized, this kind of monitoring is the least controversial, also
because it does not partake the peculiar epistemic problem that characterize other kinds of
monitoring. In fact, a very low amount of evidence is generally sufficient to trigger stopping for
safety, while the epistemic standards for drawing conclusions on the treatment effect ahead
of time –such as is done with efficacy or inefficacy stopping– are much more demanding.
The other two kinds of monitoring, efficacy and inefficacy monitoring, are becoming in-
creasingly common essentially as a means of optimizing research expenditure. Korn and
Freidlin (2011) recently advocated a higher commitment in inefficacy monitoring on the part
of investigators and monitoring bodies. They argue that “in terms of protecting the patients
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enrolled on the trial, inefficacy monitoring is more important than superiority [efficacy] moni-
toring. This is because inefficacy monitoring protects patients from receiving an experimental
treatment that may be worse than the standard treatment they would have received if they
had not participated in the trial” (p.2). Efficacy monitoring, on the contrary, seems to be more
ethically controversial: On the one hand, the advantages of an early termination to in-trial pa-
tients seem less marked while, on the other hand, the commercial interest of pharmaceutical
companies on the possibility of a shorter trial is all too evident.
Also the statistical requirements are different in the two cases. As Pocock (2006) illustrates
“It is widely recognized that any statistical boundary for benefit needs to be sufficiently tough
[...] so that they relate well to the public health implications of a decision to stop the trial
early” (p. 513). On the other hand, “there is usually an asymmetry in the statistical stopping
boundary whereby one requires less extreme evidence of a treatment difference to stop early
if such a difference is in ‘the wrong direction’ i.e., new treatment looking inferior” (p. 517). The
focus is on maintaining the planned significance level in the case of efficacy monitoring, since
the risk involved is that of committing a type I error. In the context of inefficacy monitoring,
instead, the trial is concluded with a rejection of the alternative hypothesis, and therefore
considerations about the type I error do not bear relevance. What matters in this case is that
the test maintains sufficient power to not let a existing effect go unnoticed. For the sake of
concreteness, all of the following discussion will be focused on one of the two cases, namely
on efficacy monitoring.
When setting up a clinical trial, investigators are confronted with an ethical dilemma: On
the one hand, they cannot ethically treat patients with an inferior remedy; on the other hand,
in order to achieve a conclusion of superiority of one of the two treatments, they need to
administer to part of the participants the treatment which will turn out to be inferior. In the
context of monitoring, the problem is even more marked. To see why this is the case, let us
consider the matched pair sequential design introduced in chapter 1. In this kind of study
patients are enrolled in pairs as the trial proceeds, with one member of the pair chosen at
random receiving the experimental treatment and the other receiving the control. Enrollment
continues until the interim results cross a pre-set boundary of statistical significance. At first
glance, this design would appear more ethical than the classical fixed sample trial were pa-
tients get enrolled all at once, for the reason that it is more epistemically efficient: The number
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of patients that get exposed to the risk of receiving an inferior treatment is strictly limited to
the number needed to achieve a scientifically valid result. However, Lellouch and Schwartz
(1971) identify an ethical issue in enrolling patients in sequential trials, which they describe
thus: “near the end of the trial, [...] one of the patients among the last pairs necessary to draw
conclusive findings will undergo a therapy that, at the time, will seem considerably inferior to
the other treatment”. In other words, as soon as some evidence in the ongoing trial begins to
favor one treatment over the other, even if not conclusively so, there is an apparent violation
of therapeutic beneficence towards patients that are offered entry into the arm which is per-
forming worse. Lellouch and Schwartz refer to this issue as the accumulating-data problem.
The problem does not only affect entry in a sequential trial, but as it is easily seen it affects
all trial situations where interim findings are made available while the trial is still ongoing. In
this case, the question is whether it is ethically legitimate that patients are kept on the treat-
ment which is performing worse. Monitoring emphasizes the ethical tension inherent in the
conduct of clinical trials because, while trial entry is a decision which is taken once and for
all, the decision to stop or continue – the decision to keep patients on the inferior treatment
or not– keeps re-proposing itself as the trial proceeds. The problem with accumulating data
has prompted the development of an ethical framework, which has gained some popularity
especially among biostatisticians: The dichotomy view. Unfortunately, as I will discuss, the
dichotomy view is inadequate not only as a general framework for clinical research ethics, but
also for resolving the particular problem it was meant to solve.
3.2 Solving the dilemma: The ‘dichotomy view’
The ‘individual–collective ethics’ dichotomywas originally introduced by Lellouch and Schwartz
(1971) in an effort to tackle the ethical difficulties of sequential RCTs. According to this frame-
work, the ethical choice in clinical trials dichotomizes into, respectively, doing what is best for
current subjects in the trial versus doing what is best for future patients who stand to benefit
from the trial’s results. Pocock (1993) points out that “each clinical trial involves a balance be-
tween individual and collective ethics” and that such a balance is never simple but complex. In
this case, ‘individual ethics’ refers to the interest of patients participating in trials while ‘collec-
tive ethics’ refers to the scientific and societal interest in the generalizable medical knowledge
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that can be obtained through the trial.
It is evident that the conflict expressed in the dichotomy coincides with the dilemma of
clinical research expressed in the previous section. However, in the dichotomy view, the
interests embodied by individual and collective ethics are in an uneasy coexistence at all
times in clinical research. This differs profoundly from the equipoise view, whereby instead
clinical uncertainty or equipoise warrants that the tension is absent in all cases where trials
are ethically acceptable. The two ‘ethics’, individual and collective, are supposed to represent
conflicting interest that have the same stance, so that one of the two has every time to be
sacrificed for the other. For instance, Palmer (2002) proposes to categorize trials according
to the severity and prevalence of the illness involved. The idea is to identify in this manner
situations in which it is acceptable to forgo the individual interest of participating patients in
order to forward the collective good, versus situations in which the protection of participants
must take precedence†.
The conflict between individual and collective ethics defines the boundaries of acceptable
trial design. By the dichotomy view, different trial designs can be evaluated according to
the extent they warrant individual or collective ethics. Most of the ethical discussion around
RCTs in the statistical literature has been carried out in terms of the dichotomy view: For
instance Palmer (1993); Palmer and Rosenberger (1999); Pocock (1993); Pullman andWang
(2001); Pocock (2006). Possibly this is due to the fact, mentioned by Palmer (2002), that the
dichotomy approach is accessible to non-specialists in Ethics due to its simplicity. A more
adequate explanation of the appeal of the dichotomy view may be the one provided by Heilig
and Weijer, who identify in this framework “an effort to cast specific statistical methodologies
as solutions to ethical problems”.
The accumulating-data problem, in particular, has been cast in terms of a balance between
collective ethics and individual ethics. According to this view, monitoring entails a conflict
between stopping early in the interest of present patients and continuing in order to forward
the collective interest in a more conclusive result. As I have already described, the dichotomy
view entails that the interest of individual participants and the collective interest in reliable
trial results are traded off one against the other during the course of the trial. For instance, in
relation to HIV-AIDS research, Pocock (1993) observes that “especially in the United States,
†Palmer’s project can arguably be said to represent an informal risk-benefit profile assessment.
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the push towards individual ethics at the expense of collective ethics has been detrimental to
determine the most effective therapeutic policies”(p. 1466). In fact, Pocock continues, a trial
that stops early “does not represent strong evidence for the superiority” of one treatment and
therefore “provides little scope for making reliable judgments on the benefits of this treatment
for universal use” (p. 1460). The conclusion that follows seems to be that the only way to
minimize controversies about early stopped trials, is to avoid early stopping altogether: “Our
overall recommendation is that very convincing evidence of treatment benefit based on a
large number of patients is required to stop and publish a clinical trial ahead of its preplanned
completion.” (p. 1466)
The dichotomy view strikes a balance between two equally valuable things and tells us
that we have to choose: On the one hand we have the protection of patients that are kept
on what seems an inferior treatment, on the other hand we have the possibility to conduct
a RCT to its planned end and thus gain convincing medical evidence. Albeit this idea may
appear convincing, there are actually several problems with the idea that patient protection
and attainment of an epistemic goal are to be negotiated one against the other. Taken to-
gether, these problems hopelessly undermine the possibility to use the dichotomy view for
adjudicating the ethical dilemmas of clinical research.
3.2.1 Some problems with the dichotomy view
Heilig and Weijer (2005) have thoroughly reviewed the framework of individual and collective
ethics and they have identified several problems with it. As they observe: “First, the contrast
has over-simplified the stakes. Secondly, [it has] not resolved the accumulating-data problem
[it was designed to solve]. Thirdly, [...] the concept has not inspired a rigorous incorporation of
ethics in trial technology [...] appearing in some instances to encourage superficiality” (p.249).
Heilig and Weijer conclude that the dichotomy approach does not represent a workable
ethical framework for the discussion of clinical research. One reason is that the dichotomy
view entails a forceful oversimplification which ends up hiding some relevant details. A more
important point is that the dichotomy view has failed to tie the concepts of collective and
individual ethics, and the interest that they refer to, to a rigorous ethical foundation. As Heilig
and Weijer describe it, “over time, these concepts have metamorphosed into normative, often
ambiguous claims about conflicting duties to individuals and to society with no prescribed
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means for arbitrating that conflict” (p. 252). This is what happens, for instance, with an
account like Palmer’s (2002): It is unclear where the interests that are labeled as individual
and collective derive their normative force from; whether it is ethically acceptable in a clinical
trial that these conflicting interests are traded off one against the other; and finally, which
principles should guide the weighting and adjudication of this tradeoff.
While the criticisms provided by Heilig and Weijer question the adequacy of the frame-
work from the ethical point of view, the failure of the dichotomy view in the context of the
accumulating-data problem is characterized epistemically. When a trial is being monitored,
two choices are available: stopping the trial or continuing it. According to the dichotomy view,
these two choices forward the individual or the collective interest, respectively. However, this
contrast is problematic, because the question of whether stopping the trial goes in the interest
of participating patients can only be adjudicated once a conclusion is drawn from the trial. In-
deed, the treatment which seems to be the better performing option may not eventually prove
to be such. If a trial stops early on a faulty conclusion of superiority, patients that were in the
trial will be harmed by the stopping of the trial rather than by its continuation, because their
future therapy will be based on the faulty conclusion. The dichotomy view seems to imply
that the interest of in-trial patients can be forwarded independently from the attainment of the
epistemic good that the trial was designed to provide, but this is clearly not the case. The
interest of both in-trial patients and collectivity is forwarded in the same way: by having the
trial reach the correct conclusion.
This observation reveals the fundamentally epistemic nature of the monitoring dilemma.
This aspect is recognized by Freedman and Shapiro (1994), who criticize the dichotomy view
precisely on this ground:
Discussions about the need to sacrifice individual ethics on the altar of collective
ethics [...] seem to us misguided. The dilemma seems to presuppose that some
time in the course of the [trial] we learn which is the preferred treatment, but do
not stop the study because we seek a result that will be convincing to potential
skeptics as well as to us [...] The problem however only arises because lurking in
the back of the mind is the belief that any difference [...] between treatments [...] is
relevant. But, of course, it is not. Until convincing evidence of a clinically relevant
difference between treatments has been reached (i.e., prior [to] disturbing clinical
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equipoise) the trial has not accomplished its task
As Freedman and Shapiro rightly point out, the dichotomy view presupposes a double stan-
dard of evidence: A standard for the participating physician (who is able to “learn which is
the preferred treatment” at some point during the trial) and a different one for the medical
community (the reason why the investigators continue the trial in order to “seek a result that
will be convincing to potential skeptics”). This double standard is difficult to defend. In the
upcoming section we will see that the epistemic characterization of the monitoring dilemma is
inadequate also in the presently accepted ethical framework, the one based on the concept
of equipoise. Before discussing this aspect it is, however, necessary to introduce the current
framework in detail.
3.3 Equipoise
As I anticipated in Section 3.1, competent uncertainty of medical professionals is, when
present, held able to reconcile the individual and collective interests at stake in clinical tri-
als. If equipoise is present at the beginning of a trial, participation in the trial represents an
equal bet in prospect for patients and therefore no violation of therapeutic beneficence or
non-maleficence occurs. What is less straightforward, however, is the question of whether
equipoise is present in the context of a particular trial. As a first thing, a number of definitions
of equipoise exist. But even if one abides by one specific definition, as I will do, adjudicating
the question of whether equipoise is present remains difficult, particularly in the context of
ongoing trials.
3.3.1 Definitions of equipoise
The physician-patient relationship and its fiducial nature has been perceived as the primary
locus where the ethical tension of RCTs arise. Accordingly, the concept of individual equipoise
is the first form under which the notion of equipoise entered the modern ethical literature, in
Fried’s (1974) landmark work. Concerned mainly about the fact that trial-specific procedures
–randomization and blinding– hinder the physician’s ability to take individualized, considered
decisions regarding her patient’s welfare, Fried held that a physician who personally favors
one treatment cannot ethically offer to her patients enrollment in a trial were the patient has
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just the same probability to receive the other treatment. He therefore maintained that only if
the physician finds herself in a state of indifference or equipoise she can ethically propose
trial entry to her patients. Through Fried’s work, equipoise was established as a necessary
condition in clinical research; Fried’s notion applies to the individual physician and for this
reason it is referred to as individual or also theoretical equipoise.
Fried himself regarded theoretical equipoise as a condition that rarely obtains in practice,
not only because doctors typically have individual views and preferences about treatments,
but also because, when considering to offer trial entry to a particular patient, they are bound to
consider the unique circumstances and values attached to that patient. Thismakes theoretical
equipoise a principle of almost no practical use for the regulation of clinical research. In
consideration of this fact Freedman (1987), in a equally foundational article, dismissed the
requirement for individual equipoise as unpractical and proposed to adopt clinical or collective
equipoise in its place. Freedman observes that the fact that physicians are rarely in a state
of personal equipoise poses “nearly insuperable obstacles to the ethical commencement or
completion of a controlled trial and may also contribute to the termination of trials because of
the failure to enroll enough patients” (p.141). In order to overcome these issues, that make
the concept of equipoise unworkable as the ethical justification for RCTs, Freedman proposes
a redefinition of the concept. He observes that “the basic reason for conducting clinical trials
[is that] there is a current or imminent conflict in the clinical community over what treatment
is preferred for patients in a defined population” (p. 143). Accordingly, trials are justifiable
when there exists clinical equipoise, or a state of “honest, professional disagreement among
expert clinicians about the preferred treatment”. The important aspect of Freedman’s proposal
is that, according to the requirement of clinical equipoise, it is the standard of the medical
community rather than the individual physician’s inclination that should determine whether
participation in an RCT is ethically acceptable. A similar view, relying on epistemic standards
shared by the scientific community, was proposed by Levine (1988) who argued that a trial is
ethical if “there is no scientifically validated reason to predict that therapy A will be superior to
therapy B”.
Some authors have argued that this account of the moral landscape is incomplete, and
that patients’ own values and judgements should be taken into account when deciding about
the moral soundness of a proposed RCTs. The notion of patient equipoise has been intro-
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duced following the argument that it is patients, and not clinicians, who should be indifferent
among the various treatment options when enrolling in a trial. This view has been proposed,
for instance, by Veatch (2002) and Lilford (2003) and it has a force in some special cases.
For instance, it is clear enough that a patient with prostate cancer may not desire to enter a
randomized controlled trial in which he stands just the same chance of receiving radiother-
apy or a radical prostectomy: As Lilford (2003) notes, “A man with early prostate cancer who
wants a child may place a higher value on preservation of fertility than someone who has no
such aspirations”. The delicate trade-off between prevention and side-effects that is evident
in a case like this cannot be adjudicated without taking the personal values of the concerned
individuals into account. Karlawisk and Lantos (1997) have argued that the locus of morally
relevant disagreement should be extended to include patients and their representatives to-
gether with medical professionals. Therefore they have proposed the concept of community
equipoise.
These positions remain, however, marginal or restricted to special cases and clinical
equipoise is accepted, at least in the U.S., as the appropriate principle for providing ethi-
cal justification. In Europe an alternative principle is favored, referred to as the uncertainty
principle. Part of the difference between the uncertainty principle and equipoise is that the
former lacks the semantic commitment expressed in the word ‘equipoise’ for an equal bal-
ance between the two treatments in trial: The uncertainty principle merely expresses a lack
of knowledge, while “Equipoise is different from simply ‘not knowing’ or being ‘uncertain’ be-
cause it implies that we have no rational preference whatever” (Lilford and Jackson, 1995).
The main difference, however, lies in the fact that the uncertainty principle brings the moral
focus back to the physician-patient relationship: For instance, according to Peto and Baigent
(1998) “A patient can be entered if, and only if, the responsible clinician is substantially un-
certain which of the trial treatments would be most appropriate for that particular patient”.
Supporters of the uncertainty principle claim that clinical equipoise or collective uncer-
tainty among the body of clinicians should not be taken as the ethical defence of RCTs. For
instance, Enkin (2000) maintains that “If we grant moral authority to the medical community as
a whole, we devalue the responsibility of individual clinicians”, and this is undesirable because
the medical community may get stuck in a faulty and difficult to shake consensus (“the com-
placent collective certainty”). However important the judgment of individual clinicians may
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be, I maintain that it is preferable to turn to community standards for the ethical justification
of trials. A first reason for this is the consequentialist worry already explored by Freedman:
a framework that leaves the moral onus of the decision to participating physicians can lead
to low participation and consequently to difficulties in recruiting. More in general, though, it
seems that the focus on individual perspective entailed by this kind of framework overlooks
the perspective of society and the fact that there is a collective interest in trials as a means to
respond to a clinical and scientific question. For this reason, a framework like the uncertainty
principle seems to be ill equipped to account for the principled version of the clinical research
dilemma that I have described at the beginning of this chapter. Clinical equipoise as intro-
duced by Freedman, instead, takes the value of RCTs for resolving a conflict or an uncertainty
in the medical community explicitly into account. It is, therefore, better suited to truly provide
a reconciliation between the clinical and scientific obligations that exist in medical research.
Miller and Weijer (2003) argue that the two versions of equipoise may be compatible: “FE
[Fried’s Equipoise] articulates conditions under which the fiduciary duties of physician to pa-
tient may be upheld in the conduct of research. CE [Clinical Equipoise] sets out a standard for
the social approval of research by institutional review boards. Viewed in this way, FE and CE
are not necessarily competing notions, but rather address complementary moral concerns”
(p. 93). I am but tangentially interested in this divide as I intend to concentrate primarily on
clinical equipoise and the way it is affected by epistemic standards adopted in the scientific
community. However I observe that it is problematic to maintain that the two criteria can co-
exist, since situations where they give rise to contrasting indications would pose significant
problems, both moral and pragmatic. Consider, for instance, a situation in which a trial can be
commenced since it is consistent with the criterion of social acceptability (CE) but no physi-
cians are willing to offer participation to their patients (not in a state of FE). The strength of
Freedman’s proposal is precisely that of identifying the epistemic state that is relevant with
that of the scientific community, thus reducing the moral tension for the individual treating
physician. In other words, the physician is not in the position to offer the best option to her
patient because her knowledge of which is the best option is conditional on the trial obtaining
a conclusive result.
Besides, the fact that the conditions for a trial to be ethical ultimately rest upon an epistemic
criterion–namely, the competent uncertainty of the community of medical experts– reveals
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the most fascinating aspect of this debate. For the reasons discussed so far, the epistemic
adequacy of an RCT is part and parcel with its ethical adequacy. Thus, RCTs constitute a
most interesting interplay of ethics and epistemology (Worrall, 2008), as the debate on trial
monitoring stands to testify.
3.3.2 Equipoise and monitoring
Equipoise reveals its weakness in the context of monitoring of an ongoing trial. If equipoise
is conceived of as a perfect balance of alternatives, it is clear that the slightest element of
accumulating information will be able to tip the balance, thereby rendering the trial unethical.
Critics of equipoise argue that the notion of equipoise is useless because, once the trial is
started, equipoise cannot be invoked any longer to justify trial continuation (Miller and Joffe,
2011).
As we have discussed so far, equipoise is considered a necessary condition for a clinical
trial to be ethical. A trial can be instated if the dedicated surveillance body -the Institutional
Review Board or IRB- establishes that a state of equipoise is indeed present concerning the
trial’s research question. However, as soon as the study has started and data begin to ac-
cumulate, equipoise seems to be no longer sufficient to adjudicate the ethical acceptability
of the trial. The problem is twofold. On the one hand, there is a violation of therapeutic
beneficence that equipoise seems incapable to justify. In fact, small differences in effect will
inevitably appear between the two arms of the trial and the epistemic state of uncertainty that
made the trial ethical in the first place will cease to hold. At that point therefore we cannot
invoke the epistemic state of the medical community to justify the fact that patients in the
inferior arm are kept on a treatment that is performing worse. In late phases of a large trial,
when the balance of evidence has shifted considerably in favor of one treatment, patients in
the inferior arm are being offered a treatment that is less effective, even if not conclusively
so. The impression that these patients are being harmed is even more forceful. The problem
is described by Joffe and Truog (2008) in the following terms, as the “consequentialist con-
cern that randomization may require assignment of some participants to therapy that is likely
to be inferior, even though the preliminary evidence supporting that judgment falls short of
conventional standards of methodological rigor” (p.247). The cognate issue has to do with
informed consent, and in particular with the fact that the condition of substantial uncertainty
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under which consent was obtained starts to change as soon as trial data begin to accumu-
late. Should the investigators rely on the original consent, even though it does arguably not
cover the new situation? Or should they ask for a renewal of consent each time new results
become available? In either case, there seems to be no use in relying on equipoise, since
this principle does not support in a clear manner neither of the possible courses of action.
The problem is that, once trial data begin to accumulate, a difference in efficacy will emerge,
even though it is not yet marked enough to displace the epistemic indifference that existed in
the clinical community. Continuing the trial in this situation seems then to violate therapeutic
beneficence towards patients that are on the inferior arm, and it seems that this violation can
no longer be justified by appealing to a state of uncertainty.
Is this objection to equipoise serious enough to jeopardize the adequacy of this frame-
work? On one hand, this objection captures the fact that equipoise is mostly conceived of in
the literature as a static concept –the image of a balance or scale is frequent in the literature in
reference to this concept. At the moment of the deciding the trials’ acceptability, the IRB has
to look at the scientific question that the trial is meant to answer. Only the current epistemic
state is relevant to the IRB’s decision about whether equipoise is present. However, once the
trial has started, it begins to produce information that has a moral import. Equipoise in the
present conception is not well suited to account for this dynamic perspective on the ongoing
trial.
On the other hand, though, I believe that the objection to equipoise based upon its behav-
ior in the context of monitoring doesn’t actually cut as deep as it may appear. This is because
this objection is founded upon methodologically naïve assumptions. The first of these as-
sumptions was denounced already by Freedman in his original paper about clinical equipoise
(1987, p. 141):
Late in the study—when P values are between 0.05 and 0.06— themoral issue of
equipoise is most readily apparent, but the same problem arises when the earliest
comparative results are analyzed. Within the closed statistical universe of the
clinical trial, each result that demonstrates a difference between the arms of the
trial contributes exactly asmuch to the statistical conclusion that a difference exists
as does any other. The contribution of the last pair of cases in the trial is no greater
than that of the first. If, therefore, equipoise is a condition that reflects equivalent
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evidence for alternative hypotheses, it is jeopardized by the first pair of cases
as much as by the last. The investigator who is concerned about the ethics of
recruitment after the penultimate pair must logically be concerned after the first
pair as well.
As a second thing, the position that trial continuation violates beneficence towards in-trial
patients is liable to the same kind of criticisms that were raised against the dichotomy view,
namely, that interim results of a trial do not generally represent a valid guidance for treatment
choice. A sentence like “Interim findings should be presented to patients in order to ensure
that no one receives what seems an inferior treatment” (Hellman and Hellman, 1991, p. 1587)
entails that, when a treatment ‘seems’ inferior, we should act under the presumption that it is.
However, relying on incomplete evidence for grounding our ethical conduct seems an unwise
course of action to take, since the interim result could well represent a transient fluctuation
in the data. This objection is crucial in that it brings the close connection between equipoise
and the epistemic standard to the spotlight.
In routine settings, this connection is codified into a set of procedural rules. The decision
to stop a trial is overseen by a dedicated body, the Data Monitoring Committee (DMC), also
referred to as Data and Safety Monitoring Board. The DMC is entrusted with the responsibility
to monitor the accumulating data and to take the decision about early stopping. But what is
exactly the extent of the moral responsibility of DMCs? Some authors argue that the role of
DMCs is that of concealing equipoise-breaking results from the public until the result can be
declared scientifically valid. This view is held, for instance, by Joffe and Miller (2012) who de-
nounce “The practice of routinely withholding information from the expert clinical community
to preserve clinical equipoise”. There is an alternative view of the moral responsibility of mon-
itoring committees, which I personally find more sensible. This view acknowledges that the
individual equipoise of participating physicians is liable to be dispelled by minor trends; the
role of the DMC then is that of guaranteeing that the trial would go on until the trend is strong
enough to dispel collective (clinical) equipoise. This reading is supported by Beauchamp
and Childress (2009): “A [Data Monitoring] Committee will likely decide that clinical equipoise
must have been eliminated from the perspective of the expert medical community” (p.322)
and later on “A data and safety monitoring committee will [...] end the trial when statistically
significant data displace clinical equipoise” (p.323). Adopting this view, the DMC’s role is that
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of deciding when the accumulating evidence is sufficient as to consider equipoise dispelled
by it.
The reason why I consider this view particularly interesting is that it sanctions the iden-
tification of the equipoise-breaking result with a result that leads to early stopping at a pre-
defined level of significance. The statistical criterion of significance is used in this context as
a safeguard against the possibility of stopping the trial on a random fluctuation and therefore
faultily concluding superiority. Of course, the criterion does not warrant certainty to the claim
of superiority, but at least it gives a grounded presumption that can be acted upon. More
importantly, significance represents the epistemic criterion shared in the medical community
which can be used to decide unambiguously whether equipoise is still present or not.
As I have discussed in chapters I and II, trial monitoring is made possible in frequen-
tist terms by the technique of sequential analysis. This methodology creates the possibility
of achieving a statistically significant result before the planned end of the study. Therefore,
when a trial is monitored using a sequential plan, equipoise can be broken at every step
of the sequential analysis. From the point of view of the ethical conduction of an ongoing
trial, this means that monitoring multiplies the chances to break equipoise. As Edwards et al.
(1998) put it, “any trial has the potential to destroy the equipoise that it relies on to be eth-
ical”. When considering the decision to stop, DMCs rely on statistical stopping rules and
significance stopping boundaries as guidelines. As discussed in the previous chapter, the
methodology for efficacy monitoring requires a low p-value –lower than the advertised signifi-
cance level– as a condition for stopping early. The reason behind this requirement is twofold:
on the one hand, in this way the analysis can maintain the advertised significance level and,
more importantly, the declared value of the type I error rate. The second rationale is more
behavioral than methodological: a ‘tough margin for stopping’ like that invoked by Pocock
(1993) is considered by most frequentist biostatisticians to warrant results that are also con-
vincing to the medical consumers of statistics. Pocock, for instance, claims that “p-values [as
high as] 0.05 are simply not persuasive enough to make a new treatment widely accepted”
(1992). Most (frequentist) biostatisticians maintain, like Pocock, that a low enough p-value
makes for a convincing result and therefore is a guarantee of acceptance of results in the
medical community.
In the upcoming section I am going to discuss a problem, the monitoring paradox, which
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reveals this view as misguided. Furthermore, the paradox reveals a genuine weakness of
equipoise in the context of monitoring. Actually, as I will eventually claim, the monitoring
paradox does not go so much against the notion of equipoise in itself: rather, it signals a fault
in the epistemic connotation of equipoise as clinical uncertainty defined in narrow statistical
terms.
3.3.3 The monitoring paradox
Monitoringmultiplies the chances to break equipoise before the planned end of the trial. When
a trial stops early due to manifest superiority of one treatment, practicing physicians have a
reason to endorse the new treatment, in light of the large benefit that has expectedly prompted
stopping. In recent years, however, a series of articles published in top medical journals
(Montori et al., 2005; Wilcox et al., 2008; Bassler et al., 2008, 2010) have cast a shadow of
doubt on the reliability of results from early stopped studies. I have already introduced these
studies in the previous chapter, section 2.3. These papers present empirical work in support
of the claim that results from trials stopped early for benefit provide biased estimates for
the treatment effect; consequently, they suggest that these trials are unreliable. For instance,
Montori and colleagues suggest that “clinicians should view the results of such [foreshortened]
trials with skepticism” (p.2209), while Bassler and colleagues conclude that clinicians should
presuppose “appreciable overestimates of effect in trials stopped early” (2010, p. 1187). The
point raised by these studies is of extreme relevance for the medical community because it
questions in a direct way an established source of medical knowledge. Empirical proofs of
bias like those contained in the studies mentioned propagate the idea that results from early-
stopped trials are unreliable because they overestimate the treatment effect. Indeed, all the
studies mentioned go on to suggest that medical readers should treat result from these trials
with skepticism. This skepticism is, however, at the source of a problematic situation.
Let us suppose that at some point in the monitoring of an ongoing trial, the Data Mon-
itoring Committee decides that the information accrued is enough to break equipoise and
consequently it would be unethical to maintain in-trial patients on the treatment that is per-
forming worse. Once the trial result is published, however, it is regarded with skepticism. If
medical professionals do not regard evidence from the trial as reliable, this means that the
state of uncertainty in the medical community remains unresolved. Does this imply that the
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DMC was wrong in claiming equipoise to be broken? Or is equipoise in fact dispelled, and the
practicing physicians are behaving unethically in denying the new treatment to their patients?
The bottom line is that trials stopped early because equipoise was broken may in fact fail to
remove the very uncertainty that is at the basis of the accepted definition of equipoise. I will
refer to a situation of this sort as the monitoring paradox.
The paradox is implicit in a methodological paper on monitoring (Fayers et al., 1997):
If the early results [of the trial] provide reasonably conclusive evidence of an ad-
vantage in favour of one of the treatments, it may be considered unethical to con-
tinue recruiting patients. Superficially, therefore, it might appear that clinical trials
should be terminated as soon as there is a convincing and statistically significant
difference between the treatments. Nevertheless, there is an opposing school of
thought which argues persuasively that the role of a clinical trial is to influence clin-
ical opinion and clinical practice. Thus if a clinical trial detects a large treatment
effect after half the patients have been entered, and as a consequence is termi-
nated early, that trial may be received with considerable scepticism by clinicians;
despite any significant p-values that are cited, many clinicians may still remain
unconvinced by the weight of evidence that has been produced. (p. 1414)
The main underlying cause of the paradox may be traced back to methodology because,
if we adopt the identification of statistical significance with equipoise breaking that has been
described above, there is no way of making sense of it. It seems that the physicians in the
community who refuse to endorse the significant result are simply behaving irrationally. Ac-
tually, however, statistics is less binding for DMCs than what many bioethicists think: As
Ellenberg et al. (2002) describe, “[t]he process of making such judgments is rarely straight-
forward; the observation of a low p-value or a sequential boundary crossed represents only
the beginning of this process, not the end” (p.42). On the other hand, if we endorse a more
general definition of clinical equipoise as the epistemic state that prevails in the community,
the fact that the trial achieved significance becomes irrelevant. This, however, implies that in
the situation envisaged in the monitoring paradox the DMC’s evaluation was simply wrong.
At first sight, then, the monitoring paradox cuts both ways and it makes equipoise untenable.
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3.4 Redefining equipoise: The role of statistics
The monitoring paradox represents a problem for the notion of equipoise because it reveals
an apparent inconsistency in the definition of this concept. Indeed, as we have seen, clini-
cal equipoise can be defined either as a state of reasonable disagreement in the community
or, more formally, as the lack of a statistically significant result that can adjudicate the dis-
agreement. In the situation which leads to the paradox, these two definitions turn out to be
incoherent with each other, giving rise to contradicting ethical indications. However, this need
not be the case. In this section I put in place a twofold strategy aimed at dissipating the para-
dox and at establishing equipoise more firmly as a workable principle in the context of trial
monitoring. Firstly, I will argue that equipoise is better understood as a mid-level principle in
ethical theory (Rachels, 2009). This means that equipoise should not be conceived of as a
formally defined condition that must apply for clinical research to be ethical. Rather, it is more
adequately understood as a ideal principle that should guide researchers, similar to the ‘do no
harm’ precept of medical ethics. As a second thing, and more importantly, I will propose that
it is necessary to revise the definition of equipoise in probabilistic terms: The identification of
a statistically significant result with a equipoise-breaking result is too tenuous to hold.
The monitoring paradox highlights first and foremost a difficulty with the delimitation of the
concept of equipoise which exists in the medical literature. For instance, Sackett (2000) de-
nounces equipoise as “lacking clinical reality” and “still lacking a precise definition”. Indeed,
the monitoring paradox stems from a conflict between two coexisting definitions of equipoise:
a narrow an procedural definition in terms of lack of a statistically significant result, and a more
comprehensive account in terms of the epistemic attitude in the community. In my opinion,
however, insistence that equipoise should be nailed down to a precise and procedural defini-
tion is misguided, because equipoise is more adequately described as a mid-level principle.
‘Mid-level’ denotes that a moral principle is situated in an intermediate plane in between more
fundamental ethical considerations, such as the Utility Principle or the Categorical Imperative
in Kantian ethics, and more practical moral rules. Mid-level principles are valuable in ethi-
cal theory because different normative systems can converge on mid-level principles. Such
principles can then guide and adjudicate moral conduct even in situations where different
normative theories appear irreconcilable (Krom, 2011).
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Conceptualizing equipoise in these terms goes a long way towards addressing the various
criticisms of equipoise considered in section 2.2. What is relevant in relation to the monitoring
paradox is the fact that a mid-level principle is not liable to a definition in terms of a criterion
or a procedure, just as much as respect for the autonomy of a patient is not defined in terms
of the consent form she has signed. Thus, invoking the status of a mid-level principle for
equipoise means that it need not be tied to the particular epistemic state of any of the actors
involved –the DMC, or the medical community. In the context of trial monitoring, this means
that even though different agents may choose different criteria as appropriate for identifying
equipoise, the principle of equipoise remains the unequivocal identifier of ethical trial conduct.
A definition of equipoise (as, say, “trials are justifiable when there exists a state of honest, pro-
fessional disagreement among expert clinicians about the preferred treatment”) might clarify
the general norm for instating a RCT, but it would not narrowly determine its defensibility in
the light of the inconclusive evidence of ongoing trials. Thus, the monitoring paradox cannot
be used as an argument against equipoise conceived of as a mid-level principle.
A mid-level principle, however, is incomplete as long as the norms and methodologies
needed to implement it in the practice remain ill-specified. I claim this is the situation at
present for clinical equipoise. Indeed, a conclusion that can be derived from the monitoring
paradox at the methodological level is that the narrow identification of a equipoise-breaking
result with a statistically significant result would not work. There is the need for a more re-
fined representation, in probabilistic terms, of the relevant clinical uncertainty. Recognizing
equipoise as a mid-level principle entails that there is space for methodological work aimed
at redefining the notion of uncertainty at the basis of equipoise.
3.4.1 Redefining clinical uncertainty
In a complex and thorough article, Ashcroft (1999) reviews the ethical importance of clinical
uncertainty or indifference for trial defensibility, and points out the importance of value-laden
aspects of the evaluation process. Through the paper Ashcroft analyzes the worth of objective
Bayesian and of theoretic approaches to the problem of clinical uncertainty and dismisses
all of them as inadequate. The inadequacy of what he identifies as “attempts to replace
political judgment with inductive logic” stems in Ashcroft’s view from the fact that any decision
theoretic approach is ultimately unable to effectively incorporate the political dimension of the
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many judgments that are involved. For instance, statistical accounts of clinical uncertainty
based on different weights assigned to the probability of committing various types of error
reveal themselves as inadequate, in Ashcroft’s view, as there exists no objective account of
seriousness of error.
What Ashcroft fails in my opinion to recognize is that the rational uncertainty he refers
to is already at the present state being given a formulation in terms of probability, as I have
discussed in the first part of this Chapter. Avoiding the use of a statistical or probabilistic
concept of clinical uncertainty is simply not an option, as indifference between competing
treatments is itself characterized epistemically. For this reason, I follow Hansson (2006) in
attempting a probabilistic definition of the relevant clinical uncertainty underlying equipoise.
Hansson presents a situation where there are two treatments: The well-established stan-
dard therapy a and the newly proposed b. It is reasonable to maintain that low uncertainty
surrounds the effect of treatment a, the standard which is already in place, while relatively
large uncertainty surrounds the true value of the effectiveness of treatment b that is the ex-
perimental drug that has yet to be tested. According to Hansson, the clinical uncertainty that
can justify a trial comparing b with a exists to the extent that the possibility that b is a better
therapeutic option than a can reasonably be entertained in light of the state of knowledge be-
fore the trial. This uncertainty can be represented as the overlap between the two probability
distribution functions for the value of the effect, respectively, of the experimental treatment
and the control, as depicted in Fig. 3.a.
Figure 3.a: Statistical definition of equipoise in Hansson (2006): The overlap in the probabil-
ity distribution functions for the effect of treatments a and b represents the relevant clinical
uncertainty that makes a trial comparing the two justifiable. From Hansson (2006, p. 157)
The framework proposed by Hansson makes it very intuitive to connect the notion of clini-
cal uncertainty with our present state of knowledge concerning the two treatments. However,
in my opinion, Hansson’s account as it stands is inadequate to deal with the issue of clinical
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uncertainty in the context of monitoring which is the main concern of this chapter. This is due
chiefly to two reasons. As a first thing, Hansson’s definition applies to the equipoise that may
or may not be present at the beginning of a trial. Therefore his definition of relevant clinical
uncertainty is meant to represent a static quantity, and Hansson does not provide an explicit
treatment of situations where this quantity is allowed to change over the course of a trial. Fur-
thermore, Hansson defines clinical uncertainty starting from the two probability distributions
relative to the effect size of the two treatments. In Hansson’s reconstruction, clinical uncer-
tainty can be identified as the overlap of the two probability distributions. This reconstruction
is incomplete in that it is unclear, if we take uncertainty to be expressed in those terms, how
it can be put in relation with the quantities that are relevant at present in constructing medical
evidence from trials: the p-value, the significance level and the rates of type I and II error
in the Neyman-Pearson hypothesis test. Ultimately, we see that this difficulty is due to the
fact that Hansson relies on a subjective interpretation of probabilities while we have seen that
the statistical treatment of trials is dominated by frequentism. Indeed, Hansson observes (p.
155):
For every specified treatment (and patient group) there is, in principle, a “true”
probability distribution that corresponds to ideal knowledge about the relative fre-
quencies of different treatment outcomes. In practice, we only have access to
estimates (subjective probability judgments) that can be based on anything from
extensive previous clinical trials to uncertain interpretations of animal experiments.
Clearly, the first interpretation referred to by Hansson is a frequentist interpretation, while the
second one –which he adopts– is Bayesian. In order to constructively rely upon Hansson’s
insightful proposal, it is then necessary to translate the probabilistic notion of the relevant
clinical uncertainty it in frequentist terms. Only in this way it is then possible to confront it
with relevant quantities in frequentist analysis, and eventually make sense of the fact that
significance tests are able to dissipate this uncertainty.
The conventional way to assess which between two treatments is superior is through a
statistical test of significance upon a variable which expresses the difference in performance
between the experimental and the control group. This variable, θ, may be for instance the
odds ratio for the two treatments in question. The odds ratio (OR) has been introduced in
chapter I and it is essentially a measure of how more (or how less) likely it is for a patient to
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experience a certain outcome –for example, disease recurrence– under the new intervention,
with respect to the control.
As it was discussed in chapter I, uncertainty in frequentist terms can apply to possible
outcomes of the trial given a value for the difference in effect, but it cannot apply to the value
of the difference itself. In order to understand how this uncertainty may be characterized in
univocal terms in order to determine whether equipoise is present or not, it is useful to observe
how uncertainty is resolved by means of the significance test. As we have seen in previous
sections of this thesis, clinical trials are designed as frequentist hypothesis tests to decide
between two candidates: One, H0 or the null hypothesis that there is no difference in effect
between the two treatments, and the other, HA, that there is a difference equal or greater in
magnitude than a certain pre-set extent that is of clinical relevance. In terms of the previously
defined parameter, the odds ratio, the two hypotheses can be defined as H0 : OR = 1 and
HA : OR ≥ δ where δ > 1 is a certain pre-designated, clinically relevant amount. This
situation is depicted in Figure 3.b. Notice that the two distributions H0 and HA have different
Figure 3.b: Clinical uncertainty in frequentist terms: The two probability distributions of H0
(black) and HA (grey)
means but they have the same width. This is because they represent different objects from
a and b in figure 3.a. In figure 3.a, a and b summarize our state of knowledge about the
value of the effect: We are more or less certain about this value according to the amount
of information about it provided by prior knowledge about the treatment. As Hansson notes,
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“The new evidence obtained in a clinical trial will typically justify a probability distribution for
treatment outcomes that is narrower than the previous estimate”. Therefore the distributions
depicted in figure 3.a are likely to get progressively narrower as the trial proceeds.
Instead, H0 and HA in figure 3.b represent the distribution of the probability of observing
various trial outcomes, under the hypothesis of no difference in treatment, or of superiority
of the new, respectively. The information that accrues as the trial proceeds is not going to
modify the way H0 and HA look like: Rather, this information will determine a definitive choice
between the two. Let us bracket for a moment the issue with the correct interpretation of
a frequentist test and let us concentrate on the test itself as a means of deciding, with a
certain control on the possibility of committing a mistake, which one of two alternatives is
the case. It becomes then clear that the clinical uncertainty that we are interested in, and
that must exist for the trial to be ethical, can be expressed as uncertainty between the two
alternatives HA and H0. Note that this differs from Hansson’s proposal in that the uncertainty
is about a choice between two probability distributions over possible observations rather than
being represented as the overlap of two probability distributions over the value of the effect.
Clinical uncertainty is present at the beginning of a clinical trial because the the comparison
index between the two treatments is spread out and therefore we are not able to distinguish
epistemically which of the two alternatives is the case. Clinical uncertainty is dispelled by a
clinical trial when the data enable us to conclude for one of the alternatives.
We are now ready to see the connection between clinical uncertainty thus defined and
confidence in the result expressed via traditional frequentist measures. As I have discussed
at length in previous sections of the thesis, the frequentist test is calibrated to decide between
H0 and HA with the desired pre-specified probability of committing a mistake. The confidence
in adjudicating uncertainty is evaluated via the classical pre-experimental error rates α and
β. But then, if the results of clinical trials are considered a valid means of breaking equipoise
by dispelling the underlying uncertainty, this means that conventional error rates must play a
relevant part in qualifying a result as equipoise-breaking.
In other words, the characterization of a equipoise-breaking result requires not only statis-
tical significance but also a measure of credibility. When using the classical test this is implicit,
because results which are significant come with a certain statement of confidence. However,
as I am going to argue in the concluding section, classical, unconditional error rates remain
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liable to the monitoring paradox: Therefore, they do not represent adequate tools for defining
the relevant clinical uncertainty at the basis of equipoise.
3.5 Clinical equipoise, statistical uncertainty and the monitoring
paradox
As discussed through this chapter, what makes the debate about the ethics of trial monitoring
so complex and so interesting is the tight intertwining of ethics and epistemology which this
debate brings to light. The ethics of stopping a trial earlier than planned cannot be easily
adjudicated because the scientific validity of the trial result at any stage is a relevant factor in
deciding whether the trial can be ethically allowed to continue.
The dichotomy view reviewed in this chapter has been often taken as grounds for arguing
for the ethical superiority of Bayesian methods in the design of clinical trials (Palmer, 1993;
Berry, 2004). The position is that Bayesianism is more ethical in that it allows a more efficient
use of the data arising from patients participating in the trial. This has been illustrated also in
the second chapter, in discussing the issue of monitoring. However the dichotomy framework
overlooks the complexity just mentioned because it rests on the false premise that stopping
early is always in the best interest of participating patients. In other words, the dichotomy
view wrongly sanctions the idea that stopping a trial early is a value per se and that, therefore,
Bayesian methods are more ethical because they can afford shorter trials.
The concept of clinical equipoise provides instead, as I have argued, the adequate ethical
tools to tackle the ethics-epistemology interplay that comes to the spotlight in the context of
trial monitoring. Equipoise establishes an identification of the ethical criterion that makes a
trial acceptable with the epistemic criterion of (lack of) competent consensus in the scientific
community. Thus, it becomes clear that some element of credibility or confidence in the
conclusion must enter the picture. This consideration reveals that the evaluation of the ethical
adequacy of a statistical framework is a more complex affair than what the uphelders of the
dichotomy view maintained. Thus, the judgement extends beyond the framework’s eventual
efficiency to arrive at a result quickly, to include some measure of confidence in the result it
commends.
The current (unconditional) frequentist framework associates a fixed measure of confi-
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dence to all results that were achieved following stopping rules specified pre-data. However
such measure of confidence does not seem to capture the epistemic standard that is shared
by the medical community, as the monitoring paradox testifies. As we have seen, in order to
dispel the relevant clinical uncertainty that made the trial ethical, a trial result must possess
two features. Not only it must tip the balance in favor of one of the hypothesis, but it must
also do so with a weight of evidence that offers adequate confidence in the conclusion. In the
case of monitoring through a sequential plan, the situation which gives rise to the paradox,
the stopping rule of the sequential design warrants that both conditions will be verified. In
fact, it will only sanction stopping in case the nominal significance level is preserved, which
means warranting the pre-defined level of confidence. However, stopping under these con-
ditions leads to likely overestimation of the true effect of the treatment, for the reasons that I
have discussed in chapter II, section 3. When medical readers are confronted with a trial that
was stopped early, they see a result which is likely an overestimate, and which furthermore
is arising from a patient sample which is smaller than was initially planned. It is reasonable
to maintain that, in this situation, medical professionals may not be satisfied with the stan-
dard confidence level. Viewed in these terms, it seems that the uneasiness in the medical
community is not so much about stopping early, but about trials with implausibly large effects
– effects which require, in the words of Mueller et al. (2007), “astute clinicians” to make an
appropriate interpretation of the results.
In the previous chapter I have described how conditional –as opposed to unconditional–
measures of error provide a better guidance for interpreting results from trials stopped early.
Conditional error rates are sensitive to the strength of evidence in the data and at the same
time they will generally reflect the fact that the conclusion is based on a reduced amount of
data. On these grounds, I have concluded that the adoption of conditional error rates can
dissipate the skepticism about early-stopped trials. The conclusion drawn in chapter II was
however restricted to the epistemic attitude of the medical community toward trials that stop
early. Here, in closing this chapter, I will examine this conclusion with regards to its ethical
import on the issue of monitoring under equipoise.
First of all it is necessary to elaborate the conditional version of the statistical definition
of clinical uncertainty considered above. The conditional test is based, likewise the classical
frequentist test, on the comparison of two alternatives. The only difference which is relevant
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to the present purpose is that the probability of error, or in other words the confidence in the
result, will also be reported conditionally. This difference is, however, crucial. Indeed, as we
have seen in the previous chapter, conditional error rates can greatly differ from the uncondi-
tional ones: In the example presented in section 2.5.1, the post-data error probability at two
subsequent analysis of a ongoing trials were 7% and 14%, respectively. These probabilities
have to be confronted with the nominal 5% confidence level warranted by the classical analy-
sis. The discrepancy between conditional and unconditional error probabilities has an import
in terms of clinical uncertainty – and therefore on equipoise.
This is evident once we consider the definition, given in the previous section, of clinical
uncertainty as lack of a result which can warrant discrimination between two alternative hy-
potheses with a desired level of confidence. In the case just mentioned, if we consider a
confidence of 5% to be the threshold, uncertainty is resolved at the end of the trial or it is
not according to whether we consider the unconditional confidence level (5%) or the condi-
tional error rate (7%). Clearly, the monitoring paradox is more complex than what this simple
example pretends to illustrate. The paradox involves clinical disagreement more than mere
uncertainty, and therefore it entails a behavioral dimension which cannot be ignored and can’t
be reduced to a purely statistical formulation. However, as far as the epistemic dimension of
the paradox is concerned, we see that we can make sense of the fact that clinicians outside
the trial are unconvinced by the result, even though it is statistically significant: Possibly, they
are just evaluating their confidence in the conclusion conditionally.
Clearly, as long as conditional error assessment does not become familiar to medical
practitioners, there is no way to ground this claim. My point is, however, that a definition of
clinical uncertainty which relies on conditional quantities instead of unconditional ones may
be less easily liable to the monitoring paradox. This is because, if we agree that the skeptical
attitude towards trials that stop early is caused by distrust towards extreme effect and small
sizes, a conditional measure is able to take these into account; a unconditional one isn’t. Thus
a conditional criterion for defining clinical uncertainty stands a better chance of resolving the
monitoring paradox and of providing an adequate methodological grounding to the principle
of equipoise.
A further thing to be noted is that, while the unconditional confidence level is a fixed quan-
tity that is only warranted if the data cross a global or sequential boundary of significance, the
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conditional quantity varies as the data accrue and it can be calculated at any point in the trial.
This is because the conditional test obeys the likelihood principle and is therefore indepen-
dent of the stopping rule, as discussed in section 2.5. For this reason, a definition of clinical
uncertainty in terms of conditional confidence is also better able to account for the dynami-
cal dimension of equipoise that we have seen to be badly represented by the unconditional
definition.
A final remark concerns the possible opportunities afforded by a conditional interpretation
of the clinical evdence that can dispel equipoise. In the present unconditional framework the
decision to stop a trial early concerns stopping with a fixed level of confidence and hence it
is an “all or none” decision. Instead, evaluating confidence conditionally makes it possible
to envisage a scenario where the acceptable level of confidence is variable across trials,
depending on factors such as the severity of the condition or the pace of the response to
treatment. Such contextual connotation of the notion of equipoise is intriguing, because it
seems to capture an intuition which is underlying the dichotomy framework – that what level
of uncertainty is acceptable varies with disease- or treatment-specific circumstances. Though
we need to conduct trials on human patients for obtaining evidence needed to guide treatment
choices, the possibility to negotiate such need for evidence down to the level where clinical
trials are conducted provides space formoral reasoning and thus, potentially, a way to alleviate
the most painful situations that may arise in the context of clinical research. Thus, conditional
inference represents a promising and feasible possibility for more ethical clinical trials.
The objective of this chapter was that of examining the ethics of randomized trials in its
connection with statistical methodology. When discussing the merits of the alternative statis-
tical schools, the claim is often made that Bayesianism is more ethical in that it allows a more
efficient use of the data arising from patients participating in the trial. This position is, how-
ever, grounded upon an inadequate ethical framework, the dichotomy view. In the first part of
the current chapter I have argued that the ethics of trials should not be represented as a ten-
sion between conflicting interests where efficacy of the statistical methodology is paramount;
rather, it should be clear that uncertainty about the preferred treatment is the more appropri-
ate grounding for the ethics of RCTs. Thus, the discussion contained in this chapter clarifies
the role of statistics as a gatekeeper in sanctioning the ethical permissibility of a clinical trial.
Rather than balancing the conflicting interests of current and future patients as envisaged in
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the dichotomy view, the ethical role of statistics is better understood as adjudicating whether
uncertainty exists at the beginning of a trial, and deciding whether and when it is dissolved.
Within the ethical framework that is currently endorsed uncertainty about the preferred
treatment, under the name of equipoise, plays a fundamental role in the identification of the
conditions that make trial initiation and continuation ethical. The methodological connota-
tion of this uncertainty has however been rather sloppy, especially in relation to the statistical
dimension. Along this dimension, a superficial identification of equipoise with lack of a statis-
tically significant result has prevailed. This identification is however problematic, particularly
in the context of trial monitoring where the situation labeled as the monitoring paradox arises.
As I have discussed in the second part of the chapter, the monitoring paradox surely stems in
part from the confusion surrounding the definition and the proper understanding of the con-
cept of equipoise. On the other hand, though, the shortcomings of unconditional inference,
which I have already confronted in the previous chapter, play a relevant part in the genesis of
the paradox. Unconditional inference complicates the appraisal of the strength of the conclu-
sion and thus it fuels skepticism towards results of trials that stop early. The conclusion of this
discussion is that, even though the ethical framework based on equipoise does not mandate
a specific statistical treatment for defining the underlying relevant clinical uncertainty, a con-
ditional framework should be preferable. But is the idea of implementing such a framework a
realizable possibility, within the current milieu of medical research? In the upcoming and final
chapter I am going to analyze the outlook for trial methodology in light of some of the most





Perspectives: Moving past Unconditional
Trial Design
In the course of this work I have analysed some issues connected with the choice of the
statistical framework in use for clinical trials. As reviewed already in chapter I, over the past
decades RCTs prevailed over clinical judgement, case report and observational studies as
evidential standards in medicine. What is more important, during the same time frame, RCTs
became a crucial part of the regulatory process whereby a new therapeutic can gain access to
the drug market. The testing of drugs through clinical trials represents a fairly recent addition
to the approval process. The need itself for pre-market approval of new compounds did not
exist until the 1960s and as far as the 1970s in several countries decisions about approval
were essentially taken on a case-by-case basis. The approval pipeline as we know it, with
its elements of objectivity and universality enshrined in a fixed set of procedures, is a fairly
recent construct.
As I will discuss in this chapter, it is the social role played by RCTs within the context of this
construct which places the strongest constraints upon the choice of the statistical framework.
Indeed, the epistemic role ascribed to RCTs does not prescribe any particular requirements at
the level of the statistical principles involved in inference. This is proven by the fact that, as far
as the discovery phase of clinical research is concerned, usage of Bayesian methodologies
is unproblematic and it has even become the routine in the context of specific problems such
as phylogenetic inference (Ronquist and Huelsenbeck, 2003).
In the stage of drug testing, however, Bayesian methods encounters still a lot of difficulties
to get established. This is clearly due to the fact that in drug testing the stakes, in terms of
both patients and public protection, are clearly higher than in basic biomolecular research.
There is a shared perception that frequentist methods grant objectivity and impartiality at the
level needed for clinical research.
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In this final chapter I will confront this position with particular reference to the problem of
trial monitoring, which has been a constant theme through the thesis. Monitoring and early
stopping are particularly tricky from the regulatory point of view, giving the plain commercial
interest of the pharmaceutical industry in shorter trials. After having introduced the current
state of the regulatory landscape, I will present what are in my opinion the most important
driving forces that are shaping the landscape of clinical research. Grounding upon these, I
will defend the claim that early stopping, and even more extreme forms of flexibility in trial
conduct, may be a necessity in the future landscape of clinical research regulation. Thus, in
concluding the chapter, I will discuss the consequences of this conclusion for the subscription
to a particular form of statistical inference in clinical research.
4.1 Regulators, objectivity and statistics
Nowadays we consider it natural that new drugs must gain regulatory approval, i.e. have
an independent body assess their safety and efficacy, before being allowed to be purchased
or prescribed. However, this idea established itself only quite recently. The drug market is
characterized by an informational asymmetry: In most instances, drugs consumers are not in
a position to make decisions about which drugs to use and to weigh potential benefits against
risks. For this reason some form of regulation is required. However for most of modern
medicine it was thought that having physicians supervise drug administration was sufficient
in order to have this regulatory need fulfilled. The watershed between this way of thinking
and the tightly regulated drug market of today is arguably represented by the Thalidomide
scandal.
Thalidomide was a sedative and hypnotic that first went on sale in Western Germany in
1956 and in the following years was introduced in 46 different countries worldwide. In the
same years a dreadful increase in frequency of phocomelia and other deformities in new-
borns was observed. Correlation between the two was proved in 1961 by Widukind Lenz,
a German physician, prompting withdrawal of the drug from the markets of all the nations
involved. It is estimated that until the drug’s withdrawal, as much as 10’000 babies were born
with dysmelia as a result of their mothers taking thalidomide during pregnancy. The drug had
been presented as a remedy to morning sickness and therefore it was naturally prescribed
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to thousands of pregnant women to relieve their symptoms. Despite knowing this, the man-
ufacturers had not taken sufficient action to examine the drug’s effects on the developing
fetus. This tragic scandal had a huge impact on the public and it drove the reshaping of the
regulatory system in several countries into the form we know it today.
In the U.S. the regulation of the pharmaceutical market is entrusted to a governmental
agency, the Food and Drug Administration (FDA). In European countries, instead, regulation
of drugs proceeded along heterogeneous trajectories in the different national states until as
far as the 1990s. EC Regulation No. 2309/93 set up a communitarian body, the European
Agency for the Evaluation of Medicinal Products, later renamed to the European Medicines
Agency (EMEA or EMA – EC Regulation No. 726/2004). Nowadays, member states of the
EU have national agencies overseeing the national market, but EMEA has responsibility over
a large number of drug approvals through a centralized procedure. Even though EMEA is
not an FDA-like independent regulatory agency, its decisions have considerable authority
and impact at the national level. Differences, even critical, between the policies and view of
EMEA and FDA exist, however they can largely be regarded as tangential to the topic of the
present work. Recently, a international coordination initiative was launched with the objective
to standardise requirements for marketing applications submitted in Europe, Japan and the
USA. The name of the initiative is International Conference on Harmonization (IHC).
In order to understand how the RCTs assumed the current role in the regulatory arrange-
ment, the trajectory of the American system turns out to be more relevant. FDA, the federal
body appointed for the oversight of medicine industry, was formally established in 1927. How-
ever, the agency’s authority over the drug market was established only in 1938 through the
Food, Drugs and Cosmetics Act (FDC) of 1938. This legislation introduced mandatory pre-
market approval for new drugs, that was to be regulated by the FDA. In 1962, a significant
expansion of FDA authority over drugs occurred as the Congress enacted the Kefauver-Harris
amendments to the FDC. The so-called Drug Amendments of 1962 were a reaction to the
thalidomide crisis: The fact that FDA had not granted approval to thalidomide in the US at
the time of the scandal’s outbreak induced a positive perception in the public towards a tight
regulation in the drug market. As a result of the 1962 Amendments, the additional burden
of proof of establishing a new drug’s efficacy –and not only its safety– was put on drug com-
panies. Furthermore, the FDA was granted greater autority on the oversight of clinical trials
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for new drugs. If before 1962 clinical trials were essentially just a device needed to generate
evidence that could guide decision-making in the clinics about a new therapeutic, after this
date trials –and Phase III RCTs in particular– became an essential step in gaining approval
for the new drug.
4.1.1 Statistics and early stopping of trials
The process of testing a new compound goes through several phases. The first stages, phase
I and II trials, are experiment-setting trials. Phase I trials are needed to rule out unexpected
toxicity of the new drug and phase II trials have the aim to optimize dosage. Decision about
regulatory approval depends instead the data of phase III trials. Phase III trials are conducted
on a large population of patients and in tightly controlled conditions, ideally under double or
triple blinding and with randomization of participants between the arms of the study. Phase I
and II, on the contrary, do not necessarily feature patient randomization and a control group.
The higher stakes involved in phase III RCTs entail a higher level of methodological standard-
ization and strictness. What is possibly less obvious is that this strictness extends to the level
of the statistical framework which should be adopted. A review of regulatory guidelines of the
main national and supranational Agencies (White et al., 2000) found most of the guidelines
to explicitely endorse frequentist principles of testing; in cases where no explicit statement of
the inferential framework was made, classical hypothesis testing approach was still implicitely
assumed.
Different documents issued by the FDA, the EMA and the IHC do not give specific recom-
mendations on which statistical methods to use. However, they do have specific requirements
on what statistical information should be documented and presented. For instance, the FDA
recently decided that trials for regulatory approval of medical devices –diagnostic or thera-
peutic devices such as RX apparatuses or prostheses– can be presented with data analysis
that use Bayesian methods†. However information on the frequency properties of the de-
sign remains crucial: The recommendation to investigators is that “in adherence to regulatory
practice, FDA recommends you provide the type I and II error rates of your proposed Bayesian
†This openness towards Bayesian methods in the case of medical devices has more to do with the technology
than with statistics. As pointed out by Spiegelhalter (2004), medical devices are typically developed in incremental
steps and a large body of relevant evidence is usually available. On the other hand, proper assessment of the
quality and relevance of prior information is much harder in the case of drug trials. This aspect will be confronted
more in detail later on
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analysis plan” (FDA, 2010b, p. 29). A few lines afterwards we read “FDA considers type I
error, along with other operating characteristics of the trial design, in evaluating submissions.
We strive for reasonable control of the type I error rate”.
The focus on pre-experimental quantities on the part of the regulators is perfectly under-
standable. The classical Neyman-Pearson methodology of hypothesis testing was conceived
with an eye to the problem of quality control in the industry, as described in chapter I. The
pre-experimental error rates inform us about the probability of a mistake in several application
of the same testing criterion. Regulatory agencies need to decide about the approval of hun-
dreds of new drug candidates each year. It is then clear that the kind of information provided
by the unconditional error rates is well-suited to the perspective of the regulator. As we have
seen through Chapter II, however, the classical frequentist measures reveal inadequate for
the purpose of properly evaluating trials that were stopped before their planned conclusion.
This is a significant issue, given the clear interest of pharmaceutical companies in the possi-
biity of grounding claims of benefit upon shorter, less expensive trials. It is well known that the
agenda of pharmaceutical companies does not always reflect the set of priorities and needs
of society Psaty and Kronmal (2008). This mismatch is explainable in terms of the different
and potentially conflicting sets of ends for which society and private corporations pursue clin-
ical research. While the primary aim of society is that of obtaining generalizable knowledge
to benefit future patients, the primary (and legitimate) aim of pharmaceutical industries is,
instead, that of making profits and to increase their market share. The role of regulators is
that of ensuring that the legitimate mismatch of interest does not result in an illegitimate di-
vergence, whereby drug companies pursue treatments that are of no real value for society
(Huskamp, 2006). “Me-too” drugs –drugs that are commercially but not pharmacologically
different from already known and proven treatments– provide a clear illustration of the kind of
drug research that should be discouraged.
On these grounds, the doubt might arise that early stopping should be discouraged be-
cause of the possible misuse of this technique. In the upcoming section, however, I will
provide some material that points to a different direction.
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4.2 Drivers of change
So far the regulatory construct embedding the unconditional inferential measures has surely
done its job of protecting patients and payers from harmful or ineffective compounds. However
new elements are in sight which could significantly affect the drug regulation landscape that I
have just described. The first of these elements is pragmatic: A relevant public pressure has
mounted in recent years around the regulatory architecture, calling for a greater efficiency in
the trial process. The second aspect, instead, is epistemic in content, being related with the
emergence of the concept of personalized medicine. Let us review these factors in turn.
4.2.1 The valley of death
In a spotlight 2008 commentary, Butler denounced the “valley of death” gaping in between
basic biomedical research and clinical applications of it. There is, according to Butler, “a
growing perception that the enormous resources being put into biomedical research, and the
huge strides made in understanding disease mechanisms, are not resulting in commensurate
gains in new treatments, diagnostics and prevention.” (Butler, 2008, p.840).
Butler’s article voices a concern that is shared by many. This so-called translational gap is
surely a multifaceted problem. The pre-clinical process, i.e. the process that lies in between
a compound behaving promisingly in vivo and a drug which can be administered to human
beings, is fraught with obstacles: The compount may not be easily synthesizable, or its action
may be different in human patients than what it was on the animal model, and so on. Finally,
once the development process is through, the drug must still undergo regulatory approval.
The cost-efficacy of a tight regulatory system such as the U.S. one has been a matter of
contention since the 1970s. Less a decade had elapsed since the 1962 Amendments when
scholars holding libertarian views began to challenge the regulatory action, in many cases
supporting their claims with empirical data about the drug market and health statistics in dif-
ferent countries. Among the most notable of such criticisms, Peltzman (1973) pointed out
that the high costs that pharmaceutical firms have to bear in order to complete the pre-market
approval process affects the rate of innovation and the availability of new pharmaceuticals.
The idea is that climbing R&D costs discourage companies in making investments in the re-
search of new therapeutics, while high costs of the approval process creates a bottleneck
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whereby fewer drug candidates can afford to be tested. Peltzman’s argument has not lost its
force over the years: The existence of such ‘regulatory bottleneck’ continues to be blamed for
the progressive shrinking of investments from the private sector (Cressey, 2011). A second
line of criticism concerns the drug lag (Wardell and Lasagna, 1975; Kaitin and Brown, 1995)
induced by tighter regulation, i.e. the observation that new medicines become available more
quickly in drug markets less regulated than the U.S. one. Even though to an extent the drug
lag is inevitable if some form of third party oversight over the drug market is desired, critics
argue that the costs in terms of number of lives that could be saved by making the new drug
quickly available far exceeds the benefit in terms of deaths prevented by regulatory action
(Gieringer, 1985). Stewart et al. (2010) re-estimated this cost-benefit ratio using current data
about life-expectancy and average improvement in cure-rates of advanced lung cancer and
they concluded that “If it were conservatively estimated that cured patients have a life ex-
pectancy of just 5 years, then the 5-year delay in the advance would mean 54,860 life-years
lost in the United States attributable to patients who could have been cured but were not”
(2010: p. 2928). This figure should be compared, according to Stewart and colleagues, with
a mere 16.3 life-years gain that results from preventive effect of regulatory action. In evaluat-
ing the impact of such claims, it should be considered that big players in the pharmaceutical
industry are not the only stakeholders who have an interest in a leaner approval pathway.
Patient advocacy organizations, who have a comprehensible desire for new drugs to be ap-
proved rapidly, can represent as powerful an interest group, as the history of the antiretroviral
drug AZT in HIV-AIDS treatment (Epstein, 1996) stands to testify. Carpenter (2004) observes
that “the rise in patient advocacy has led to a balancing of the visibility of Type II versus Type
I errors”, by creating public pressure on the FDA around new drugs that are being reviewed
slowly.
Debates about the adequacy of the regulatory process have been raging for decades
now. What is new about it is, however, the fact that as of late the methodology of RCT it-
self is coming under scrutiny as a part of the regulatory process which is not as efficient as
desired (Jones, 2005). The starting point of the controversy are the data on attrition rate of
new drug candidates. The attrition rate of the approval process is defined as the difference
between the number of compounds that enter the regulatory pipeline and those that success-
fully gain approval. A recent report (Peck, 2007) describes the steep rise witnessed in the last
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years: “Increasing attrition rates are a significant contributor to increasing R&D costs, with a
recent estimate from the FDA suggesting that only 8% of the molecules that enter clinical
development are being successfully registered compared with 14% ten years ago. The latest
surveys confirm that success rates from the first study in humans to launch are now <10%”.
Drug attrition rates in cancer treatment are even higher: “Only 5% of agents that have anti-
cancer activity in preclinical development are licensed after demonstrating sufficient efficacy
in phase III testing, which is much lower than, for example, 20% for cardiovascular disease”
(Hutchinson and Kirk, 2011). What is considered to be crucial is the fact that attrition rate is
high particularly in the later phases of the approval process. The review mentioned earlier
on (Peck, 2007) reveal that attrition rate in phase II is now over 70% and, what is worse, al-
most one in three molecules fail in phase III. Having candidate drugs progress through early
phases and then fail in the latter, more burdensome stages of the process, is seriously sub-
optimal. It means that the current system is not good at screening off useless compounds
at an early stage, when dropping them would be less painful. A commentary published in
2009 in Nature Reviews concerning “declining pharmaceutical industry productivity, which is
well recognized by drug developers, regulatory authorities and patient groups” denounces as
a “key part of the problem” the fact that “clinical studies are increasingly expensive, driven
by the rising costs of conducting Phase II and III trials” (Orloff et al., 2009, p. 1). Thus, at
least part of the dissatisfaction surrounding the regulatory process stems from a perceived
inefficiency of the current trial architecture. In order to focus limited research resources on
the most promising approaches, it is asked that trials will fail ineffective drugs more quickly,
and exploit all sources of relevant information.
Attempts at addressing these demands and improving on the present state of affairs have
been made by regulatory agencies both through direct action and by encouraging initiatives
and partnerships between key players both public and private. As for direct regulatory acts, in
2004 the FDA has launched the Critical Path Initiative, calling for a national effort to modernize
scientific and technical tools as well as harness information technology (FDA, 2004). Then, in
2012, the agency has launched a program for speeding approval of seemingly promising new
drugs called “Expedited Drug Development Pathway” (FDA, 2012). Among non-institutional
initiatives PACE (Pragmatic Approaches to Comparative Effectiveness) is a U.S.-based col-
laborative that was created, as stated in the initiative’s page, “in the belief that whereas the
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comparative effectiveness national agenda must include comparative and pragmatic trials,
traditional approaches to designing and conducting such trials are too costly, take too much
time and are commonly not answering real world needs” (PACE, 2008). The collaborative in-
cludes a number of different professional profiles –clinicians, policy-makers, biostatisticians–,
in order to be able to confront the different facets of the problem, such as the economic ar-
rangement of the trial process (Luce and Claxton, 1999), the guidelines and reporting system
(Zwarenstein et al., 2008), effective alternatives for trial design (Getz et al., 2008) and for trials
statistical analysis (Spiegelhalter et al., 2000; Berry, 2006).
Efforts to modernize trial conduct appear even more timely in light of the second element
I am about to discuss: The rise of personalized medicine.
4.2.2 Personalized medicine: Targeted cancer therapies
The term “personalized medicine” refers to a new concept of therapy that stemmed from
the achievement of the Human Genome Project (HGP) in 2003. Prior to this watershed, the
guiding idea in medical research was that of identifying treatments that worked best on a large
statistical basis. The HGP spurred the promise of precise cognition of genetic mechanisms of
disease and response. This created the possibility to proceed from the understanding of the
characteristic features of the target in order to design and administer situationally the least
harmful and most effective treatment.
In the field of oncological research, in particular, the idea of personalized medical treat-
ment took on a specific meaning, due to the impressive molecular heterogeneity of tumor
lesions. Common tumors, once thought to be single entities, are now recognized as a mix-
ture of different molecular profiles, a discovery made possible by genomic analyses. Thus,
novel tumor therapies developed in light of this knowledge are “personalized” in the sense of
being modulated to the molecular profile of a tumour.
The discovery of the heterogeneity of tumor gene profiles, together with an increasing
availability of compounds that target specific molecular pathways, heralded a new perspective
on cancer drug research: Investigators started to look for molecularly targeted drug agents.
Traditional therapies for cancer are based on cytotoxic drugs that attack, in a non-specific
manner, all fastly dividing cells. In contrast, molecularly targeted agents act in a selective
manner on precise nodes of cellular pathways that are mutated or dysregulated in cancer
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cells.
The two most renowned of these compounds are probably Gleevec (imatinib) in chronic
myelogenous leukemia (CML) and Herceptin (trastuzumab) in breast cancers characterized
by overexpression of HER2 receptor. A review of the role and discovery path that led to
these landmark drug agents can be found in two short monographies about “milestones in
personalized medicine” that appeared in The Lancet Oncology, Gambacorti-Passerini (2008)
and Gelmon (2008) respectively. Targeted drugs can act against the tumor by means of
different mechanisms. Some agents, like trastuzumab, are antibodies that recognize and
bind a molecule which is overexpressed by the tumor cells. Antibodies that recognize tumor
cells specifically can be exploited either to elicit the patient’s immune response against the
tumor, or as probes, in order to direct onto the malignant cell toxic compounds that will kill
it (Ledford, 2011). A second mode of action of targeted drug therapies is direct interference
with cellular mechanisms involved in tumor growth and progression. The drug compound
would interfere with cell growth signaling or tumor blood vessel development, or promote the
specific death of cancer cells. Imatinib represents an instance of this approach. In CML,
the tyrosine kinase enzyme ABL in white blood cells is locked in its activated form due to a
chromosomal mutation and it speeds up cell division. Following the discovery of this genomic
mechanism, investigators started screening chemical libraries to find a drug that would inhibit
the enzyme. The protein thus identified, a tyrosine kinase inhibitor, was later developed into
the drug Gleevec.
There is significant hype around the promise of targeted cancer therapy, due to the spec-
tacular results of some of these drugs. Imatinib, for instance, has essentially turned CML from
a fatal disease into a chronic manageable condition. A further relevant feature of targeted
agents is their specificity: The action of antibodies like trastuzumab or selective inhibitors like
imatinib affects in a specific manner the cells in the tumor. For this reason targeted agents
have typically less harmful side-effects than conventional chemotherapy that instead attacks
healthy and malignant cells alike.
Being sometimes described in the media as “wonder drugs”, the reputation of targeted
agents in cancer treatment may be something of an overstatement. As a first thing, sometimes
the prospective target cannot be attacked because it is expressed by an important set of
healthy cells in their normal physiology, therefore attacking it would severely harm the patient;
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in other cases, even when the target is known and unique, developing an agent with the
needed sensitivity and specificity for it proves technically impossible. Furthermore, tumors
typically do not rely on a single molecular pathway for growing and spreading: For this reason
targeted therapies are rarely used alone but rather in combination with other targeted agents
or even with traditional chemotherapy. In this latter case the quality-of-life benefit of these
drugs is largely lost. More importantly, even the most successful targeted agents can lose
their effect due to onset of resistance. Malignant cells in most tumors eventually find a way to
get around blocked pathways and give rise to drug-resistant variants –or, in other cases, pre-
existing variants are selected during therapy. Even the brightest success stories are spoiled
by the fact that a however small percentage of patients will eventually develop resistance to
the drug. As an instance, vemurafenib, an inhibitor that interferes with the mutated version
of an enzyme called B-Raf, roused great excitement for breathtaking results in its preliminary
phase I trial in late stage melanoma. About 80% of the terminal patients receiving the drug
showed partial to complete remission of the disease, an unheard-of result. However, the
regression only lasted 2 to 18 months (Flaherty et al., 2010). This means that vemurafenib
can add some months to the life of melanoma patients, but it will not cure them. This is still
to be considered a significant achievement give the dire prospects of these patients, but no
wonder-drug yet.
These qualifications notwithstanding, targeted agents are at present the major way for-
ward in cancer research (Majewski and Bernards, 2011; Chin et al., 2011). The efficacy of a
traditional chemotherapeutic, a cytotoxic agent, is balanced on a knife’s edge with its toxicity.
The former cannot be augmented over that of currently available treatments, without the lat-
ter becoming unbearable. Targeted agents, by their specificity against the cells of the tumor,
appear as the only option for improving over the present safety/effectiveness deadlock. It is
expected that “[t]he application of specially designed combinational therapies, dependent on
the unique characteristics of the individual patient and his or her malignancy, may become
the standard therapeutic strategy in patients with incurable solid tumors” (Wells and Nevins,
2004).
A crucial aspect of the fragmentation of disease and therapy underlying targeted cancer
treatments is the variability of patients’ response. When patients that have the same kind of
tumor, but harboring different molecular lesions, are exposed to a targeted compound, the
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response can vary dramatically to the point that not only the magnitude, but also the direction
of the treatment effect may be different across molecularly identified subgroups. For instance,
treatment with trastuzumab is conditional on the level of expression of the drug’s target, the
HER2 receptor. This has dramatic consequences on conduct of trials for these treatments.
As a first thing, phase III trials are typically designed to include a large number of par-
ticipants in order to and generate accurate and reliable results, given that so much of the
approval process and judgment on the efficacy of the experimental treatment depends on
them. This model however is generally not applicable to molecularly targeted agents, due
to the small size of the sub-population of patients potentially sensitive to the targeted treat-
ment. For instance, Tursz et al. (2011) in relation to breast cancer note that the population
of patients exhibiting both mutations that are predictive of response to a particular molecular
agent “accounts for around 0.4% of breast cancer. The feasibility of large clinical trials in this
population is questionable, as this equates to 250 patients overall per year in France, when
the total number of newly diagnosed breast cancer cases in the country is 50 000 per year”.
Even large, specialized cancer centers are in most cases insufficient to provide enough pa-
tients to start a trial. Therefore, large multi-national collaborations are formed for this purpose.
An instance is Lungscape, a European initiative in personalized treatment of non-small-cell
lung cancer (NSCLC; McIntyre 2012). Lungscape is a collaboration of 16 research hospitals
around Europe which are pooling clinical data about their lung cancer patients. The aim of
the collaborative is that of defining small subgroups of patients which are likely to respond
differently to treatment depending on the molecular alteration that their tumour harbors. The
network is planning to launch a prospective trial within the next two years.
Even when investigators are able to enroll a sufficient number of subjects in the trial,
however, the traditional RCT proves inadequate to the task of adequately testing the efficacy
of a molecular agent. This is because the beneficial effect of the targeted agent is often
restricted to a small class of the initially eligible patients, as previously noted, but the identifier
of the class of patients that would benefit often cannot be determined prior to beginning the




“Adaptive design” is a label for all approaches to trial design that allow for adaptations of
the study protocol, while the trial is still ongoing, to information generated during the trial.
Modifications can include changes in group size, adjustments in medication dosage, or even
changes in the treatments being compared. This feature makes adaptive trials especially
suited for the assessment of targeted agents, that for the reasons outlined above require
flexibility in the design and conduct of the trial. Two groundbreaking trials that are pioneering
the adaptive approach can serve as a illustration of the concepts here described. These are
large collaborative efforts which are testing multiple agents and at the same time looking for
predictive response markers.
BATTLE (Biomarkers Integrated Approaches of Targeted Therapy for Lung Cancer Elim-
ination) is a phase II trial in non-small cell lung carcinoma, testing a panel of four different
drugs in several small cohorts of patients, differentiated according to the biological charac-
teristics of their tumor (Kim et al., 2011). The use of adaptive principles in design allowed
investigators to test a panel of associations in a limited time, using a relatively small sample
of patients. The first patients entering trials were randomized equally among the four arms of
the studies. As results from the first patients became available, however, researchers used
the accruing information to assign subsequent patients to therapies more likely to work for
their particular tumor type, identified on the basis of biological markers. An adaptive random-
ization such as it has been used in BATTLE clearly improves epistemic efficiency in detecting
possible associations between patient profile and therapy. The randomization imbalance has
the effect of amplifying possible differences in effect between the arms of the treatment. An
adaptive design, the randomized play-the-winner rule, was famously pioneered by Marvin
Zelen in the first American trial of ECMO (Barlett et al., 1985), in order to figure out as soon
as possible the appropriate treatment for severely ill newborns.
The I-SPY2 study (Investigation of Serial Studies to Predict Your Therapeutic Response
with Imaging And MoLecular Analysis 2) is a phase II trial for the identification of new adjuvant
agents in breast cancer therapy (Barker et al., 2009). The trial, launched in March 2010, is
planned to evaluate 12 different drugs and to follow multiple biological markers as possible
predictors of response. Investigators are able to drop or add new compounds to the study
while the trial is ongoing. Donald Berry, a leading statistician at M.D. Anderson Cancer Care
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Center and co-principal investigator of I-SPY2, describes the unique features of this trial: “At
any given point during the I-SPY2 trial there are up to six treatment arms, including control.
Randomization is adaptive across the arms within biomarker subtypes, with arms that are
performing better within a subtype being assigned with greater probability to patients having
that subtype. A consequence of this adaptive randomization is that better therapies move
through the process faster, and have greater exposure to responding subtypes, potentially
resulting in more-accurate and faster drug development. Agents may be replaced as they
graduate from the trial to the phase III confirmatory stage or are dropped for futility” (Berry,
2012, p. 205). In other words, I-SPY2 leverages the opportunities offered by adaptiveness in
order to identify improved treatment regimens that could work better for patients with certain
molecular characteristics of their disease.
Among the key features of adaptive design, as they can be gathered from the two exam-
ples described, are adaptive allocation of patients among arms of the trial, flexibility of the
study protocol and the possibility to add or drop hypotheses to the panel that is being tested.
An adaptive design can feature just some of these strategies, or all of them. It is clear that
continuous inflow of real-time patient data is a key element in the implementation of adaptive
monitoring techniques. This replaces the fixed schedules and rigid adherence to predefined
plans used in traditional studies.
The advantages of adaptive designs are manifold. First of all, adaptive approaches can
reduce the sample size, cost and time needed to arrive at decision-relevant information, and
they enable a timely appraisal of which lines of investigation are more promising. This has
clear advantages in improving the cost-efficiency of the trial process. A second aspect is
represented by the value of these approaches in terms of ethics. Adaptive randomization
minimizes the chance for a patient to be exposed to a therapy that is not effective for him or
her. It is true, though, that the ethics of adaptive randomization may not to be adjudicated
so straightforwardly: As Joffe and Truog (2008) note, “[a]lthough unbalanced randomization
and play-the-winner strategies may reduce the number of subjects exposed to the inferior
intervention, this advantage may be more than offset by the problem of justifying to those
assigned to the nonpreferred arm why it is ethical for them to be recruited into the trial”.
Finally, adaptive designs have a sharp pragmatic edge. Targeted agents typically rep-
resent a tough market for pharmaceutical companies, due to the fact that the potential con-
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sumers represent a very small fraction of the population of cancer patients. Adaptive trials
are more efficient and certainly faster. Not only this, but “[a] goal [of using adaptive designs]
is to enable small phase III trials that focus on patients who are most likely to respond to
the therapy, which should, in turn, shorten drug development” (Berry, 2012). In other words,
adaptive designs have the potential to make research in targeted compounds interesting for
companies despite the paucity of the prospective market, if this can be offset by a leaner and
less expensive approval path.
There is however an important point. BATTLE and I-SPY2 are phase II trials: Agents that
graduated from these studies will still need to go through a large, traditional phase III trial in
order to gain approval†. However, there are reasons to believe that this stumbling block for
adaptive approaches may not be unyielding because, as it is being increasingly pointed out
by medical researchers, phase III trials may be unnecessary for evaluating targeted drugs.
The statistical rationale behind the requirement of large samples for phase III trials is to allow
for the detection of an effect that can be small with a sufficiently low error rate. Large samples
have indeed already been deemed unnecessary to provide evidence of dramatic therapeutic
effects in well-known cases such as penicillin for bacterial infections, smallpox vaccination
and insulin in insulin-dependent diabetes (Black, 1996). On the other hand, most molecular
targets are expected to show a dramatic effect on the class of patients that harbor the sensible
mutation, and this is indeed the reason for interest in them. Of primary importance for targeted
agents is to assess that the molecular mechanism of action works within the human body and
that, by interfering with the targeted tumor pathway, it can improve patient-relevant outcomes.
Small studies on a highly selected sample of patients, when combined with laboratory find-
ings, can suffice to prove this. It follows that the pivotal stage of assessment for targeted
drugs moves from phase III to phases I and II, designed as small-scale comparative studies.
Once the early-phase trials have proven that the agent is effective through the hypothesized
mechanism, the rationale – both pragmatic and ethical – for conducting large phase III trials
is questionable (Sharma and Schilsky, 2012). Nardini, Annoni and Schiavone (2012) have
further argued that personalized medicine constitutes a paradigm of evidence-generation in
medicine which can be regarded as distinct from and complementary to EBM. This grounds
†Indeed, one of the drugs that graduated from BATTLE, Bayer’s Nexavar (sorafenib), has just failed its phase




the claim that personalized medicine has distinctive evidential needs that are not accounted
for by the classical paradigm of statistically significant effects in large populations.
There have been recent cases in which the substantial benefit provided by the targeted
agent, in clinical settings in which effective options are scarce, has led the regulator to ac-
celerate approval, without waiting for the published results of phase III trials and in some
cases, even before phase III trials were initiated. One paradigmatic case is represented by
Gleevec, the celebrated targeted drug imatinib, which was approved to treat chronic myel-
ogenous leukemia in May 2001 on the basis of dramatically positive results in three short,
early-phase clinical trials (Keating and Cambrosio, 2012). Notably, the FDA provides a fast
track for molecular targets highly likely to benefit patients with life-threatening diseases com-
pared with available treatments: This is the Accelerated approval programme Subpart H,
launched in 1992 (FDA, 1992).
For what concerns adaptive trials more specifically, regulatory authorities both in the US
and in Europe have recently published “Guidance Documents” on the use and implementation
of these designs. The European Medicines Agency (EMEA) led the way with a “Reflection
Paper on Methodological Issues In Confirmatory Clinical Trials Planned With An Adaptive
Design” (2008). The US FDA released in 2010 a draft guidance for the use of adaptive
methodology: “Draft Guidance – Adaptive Design Clinical Trials for Drugs and Biologics”†.
Expressing the view of the regulator, Hung et al. (2006) warrant that “[a]daptive designs prob-
ably are useful for Phase III confirmatory trials in some situations” even though “much more
careful planning is needed for such trials than in traditional non-adaptive trials”. According to
Hung and colleagues, regulators will accept trials designed adaptively, insofar as there is a
sound rationale for choosing this design and the trial is designed in close coordination with
the regulator. At first sight, this seems to limit the scope of adaptive approaches to a restricted
number of trials set up by large, specialized clinical research centers. Indeed, a large fraction
of adaptive trials worldwide that are ongoing or recently completed, including the I-SPY and
BATTLE studies mentioned in the previous section, were set up in a single research hospital,
the M.D. Anderson Cancer Care Center (Houston, TX).
On the other hand, though, the appreciation of adaptive design principles coming from
regulatory bodies clearly has a strong pragmatic rationale underlying it. Adaptive clinical
†The contextual issuance by the FDA of guidelines on the use of Bayesian statistics in medical device trials
(FDA, 2010b) could be seen as motivated by the same principles. This will become clearer in the next section
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trials represent a way for regulators to meet the two pressing demands described at the be-
ginning of this section: The public demand for streamlining the approval process, and the
demand for more informative trials that stems from the peculiar epistemic features of targeted
drug evaluation. As White et al. (2000) observe, “[t]he two-group randomised controlled trial
(RCT) frequently employed in medical research is actually a very simple experimental design
conceptually, though with special challenges, notably sequential accrual of subjects. More
complex designs are employed within the pharmaceutical industry for preclinical research.
As health technology assessment develops, it is likely to need more complex studies, and
hence these methods to answer questions about packages of interventions and interactions
between them” (p. 3). This comment seem to apply particularly well to the possible spread
of adaptive designs, as of now limited to early phases of drug research, to the central stage
of drug assessment. In the final section of this chapter I will discuss the consequences and
implications for the statistics of clinical trials.
4.3 Statistics: Why change? Why not?
As discussed through in the first part of the chapter, the current evidential paradigm underlying
the action of regulatory bodies is grounded in unconditional frequentist inference. Uncondi-
tional inference evaluates the reliability of a result on the basis of the design features of the
test which produced it. It is clear then that, to the extent that regulators subscribe to this in-
ferential framework, they are bound to consider statistical significance from large trials as the
“gold standard” of proofs of therapeutic effectiveness. While I have no intention to deny the
value of adequately powered, well conducted trials, the material I presented in this chapter
suggests that this model of treatment evaluation may be no longer viable, as the evidential
and regulatory scenario in which trials are embedded is fastly changing. Large trials add to
the drug lag and to the soaring costs of drug research, therefore contributing to the perceived
unsustainability of the drug approval process. Furthermore, the novel emerging field of per-
sonalized medicine brings about a paradigm of evidence that appears to be inadequately
captured by the traditional notion of ‘statistical significance from large RCTs’.
Adaptive trials, reviewed in the previous section, constitute an interesting alternative to
large RCTs for treatment evaluation. However, fully adaptive trials are particularly difficult to
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design and analyse in the classical frequentist framework. I have already described, in pre-
vious chapters, the issues arising in frequentist analysis as an effect of early stopping based
on interim data. Other features of adaptive designs, such as imbalances in the proportion of
group allocation or introduction or dropping of hypotheses on-the-run, raise similar problems
in view of the fact that design features have an import in frequentist inference. Considering the
import of design features of the trial for classical frequentist inference, it is to be expected that
this framework is ill-equipped to deal with situations where a number of design parameters
are allowed to vary based on the available results. Classical frequentist treatment of adaptive
trials, though technically possible, is fraught with difficulty. The Bayesian approach, on the
other hand, is ideally suited for building adaptive trials. Bayesian inferential measures, which
are the posterior probability of an unknown parameter and the predictive probability of future
observations, can be updated as information is accrued in the trial. This process is actually
the most natural version of Bayesian inference: An application of Bayes’ rule upon the cur-
rent probability distribution, to update it in light of new evidence. Furthermore, as described
in Chapter I, Bayesian inference obeys the Likelihood Principle (sec. 1.5). This entails that
the Bayesian analytic treatment of the trial results is unaffected by modifications to the study
design such as those required by an adaptive design. This link between adaptive approaches
and Bayesian design is confirmed by numbers: According to a recent review (Chevret, 2012),
more than 1/4 of articles on Bayesian clinical trials published since 2002 were concerning
adaptive Bayesian trials.
What this analysis suggests is that we may be on the verge of witnessing the decade-long
dominance of the unconditional frequentist paradigm over regulatory standards give way. In
order to motivate this claim, in the remaining of the chapter I will discuss the specific strengths
that are generally acknowledged to the paradigm over its competitors and I will propose that
they are becoming less cogent as medical research evolves. As a first thing, there exists the
shared perception that the current paradigm is able to secure objectivity and impartiality of the
evaluation process, by providing fixed rules for the interpretation of an experiment. Secondly,
the current paradigm provides medical investigators and regulators with a well-structured and
standardized methodology. Thirdly, it seems that pre-experimental error control it provides fits
an important need of the regulator.
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4.3.1 Objectivity
As I have discussed in the first chapter, the RCT was welcomed in medical research as a lib-
eration from overpowering, and often mistaken, expert judgement. Thus, the main reason for
the endorsement of the classical test of significance is the shared perception that this method
is an objective and impartial assessment of a trial’s result. This commonly held view is how-
ever overstating the objectivity that frequentist methods may be able to provide. As famously
discussed by Berger and Berry (1988b), reaching sensible conclusions from any statistical
analysis inevitably requires some subjective input. In Bayesian analysis this is incorporated
in the prior; in frequentist analysis, more subtly, the investigator’s knowledge as well as her
expectations about the phenomenon of interest shape the design parameters of the study.
Furthermore, when evaluating the methodological adequacy of current RCTs for fulfilling
the regulatory role that is asked from them, impartiality with respect to prior convictions of
medical practitioners is only part of the story. An equally important aspect is impartiality with
respect to commercial interest of pharmaceutical companies. In this respect, classical statis-
tics seems to provide less safeguard than is currently thought. An interesting example that
can substantiate this claim is represented by the problem of design bias (Montori et al., 2004;
Sismondo, 2008). This term refers to the observed association between industry sponsor-
ship and pro-industry result of a trial. What is more interesting is the possible origin of this
bias. The fact that sponsored trials are less likely to fail is not necessarily a sign of data
manipulation on the side of drug companies: On the contrary, surveillance on trial conduct
and impartiality of the analysis is generally higher in this kind of trials, because of the obvious
commercial interests involved (Djulbegovic et al., 2000). A more interesting hypothesis is that
there exists the possibility of trimming some aspects of the test procedure, based on prior
information, so to make a positive result more likely. According to Fries and Krishnan (2004,
p. 250):
From an industry perspective the drug development process must involve ‘design-
ing for success’. In a well established set of procedures company consultants and
staff debate what is known about the drug, its competitors, its potential advantages
in terms of toxicity or efficacy, and the potential disease indications [...] Then, trials
are designed that include the patients, dosages, study duration, end-points, and
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comparators that are likely to provide a positive result for the sponsor and one that
is acceptable to the US FDA.
Some of the factors mentioned by Fries and Krishnan, which are involved in “design for suc-
cess” of candidate drugs trials, are clearly involved in the statistical design of the study, such
as study duration and setting of the end-points. In light of design bias, frequentist statistics
reveals itself as much less impervious to manipulation than what is currently thought. There
is, however, an example which shows this even more clearly: The case of non-inferiority drug
trials.
Non-inferiority (NI) trials are designed so to allow a direct comparison between an exper-
imental intervention and the standard of care. Often these active control studies are difficult
to design as superiority trials, especially if the difference between treatment effectiveness is
small. In this case, the sample size required to demonstrate superiority with sufficient confi-
dence generally makes the trial unfeasible (Shapinn, 2000). The standard superiority study
enables investigators to conclude with a certain confidence level (e.g. 95%) that the new
treatment is better than the control. In a NI trial, instead, the objective is not to show that
the new treatment has a positive advantage over the control, but rather that its inferiority with
respect to the new does not extend below a certain limit, −∆. In conventional superiority
trials, the purpose of the trial is to prove that the new drug is superior to the standard. In
order to prove it, investigators start with the assumption that there is no difference between
the two drugs, the null hypothesis H0 : θ − θ0 ≤ 0. In a NI trial, instead, investigators aim
at proving that there is no relevant difference between the two drugs. However, to prove it
scientists need to start with the assumption that the new drug is worse: The null hypothesis
is H0 : θ−θ0 ≤ −∆. It is important to note that zero, the value indicating no difference, is part
of the null hypothesis in traditional superiority designs, but is is part of the alternative in the
case of NI trials. In other words, while in superiority trials the starting hypothesis is formulated
in terms of the ‘neutral’ value of no difference, in NI trials the starting point is the presumption
of a certain value of the difference in effect. This value ∆ is the non-inferiority margin: If the
trial disproves the hypothesis that the difference between the new treatment and the active
control is as low as the NI margin, the new treatment will be considered non-inferior. The clear
problem with this procedure is that the choice of the margin can influence the conclusion that
are drawn from the trial. Clearly, a sloppy margin will make a positive verdict all to probable.
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Furthermore, demonstrating non-inferiority under a sloppy margin also requires less patients
than under a tight one. This is exactly what happens in superiority studies, where a large
imputed difference between treatment and control requires a small sample size for achieving
a desired power for the test. However, in a superiority test, choice of a large margin makes the
test more difficult to pass for the new treatment if its actual superiority is less or approximately
equal to the margin. Instead, a large margin makes a NI trial easier to pass for a compound
that is less efficacious than the control.
There are two possible reasons that justify the choice to design a trial as a NI rather than
as superiority. A first reason is that we may be confronted with a new therapeutic option which
has secondary advantages with respect to the current standard of care –for instance, it is less
expensive, more tolerable or it consists in a less invasive procedure. Therefore, we are inter-
ested in proving that the new treatment is therapeutically roughly equivalent to the standard.
Another possible reason is the need to identify new compounds which are equivalent to the
standard of care, in order to have therapeutic alternatives in case of resistance to the existing
drugs. Both reasons provide sound justification to the necessity to conduct NI trials. Nonethe-
less, what has been said above suggests that ensuring objectivity to NI trials is a substantial
challenge because of the critical import of the choice of the NI margin ∆. Both the U.S. FDA
and the EMA have issued guidelines for the conduction of NI trials (FDA, 2010a, draft guid-
ance, and EMA, 2000; EMA, 2005), with particular attention to the problem of margin-setting.
Typically, the margin ∆ is formulated in terms of a percentage of the active control’s effect,
which represents the maximum amount of the standard’s effect that it would be acceptable
to give up. As described in detail by Schumi and Wittes (2011), this acceptable value can be
chosen through a deliberative process, by involving physicians and patients representatives,
or through a technical evaluation. The deliberative approach is preferred by the EMA while
the technical approach is favored by the FDA. In any case it should be evident that in the
case of NI trials, due to arbitrariness in the choice of the margin, the significance test cannot




In the course of this thesis, especially in chapters I and II, I have described the unsatisfactory
nature of the classical frequentist criteria and measures of evidence. In particular, an aspect
that has been often condemned in the literature is the fixity of the pre-experimental error rates
α and β. The fact that conventional values are chosen for these rates, regardless of many
possibly relevant contextual factors, has been denounced as unreasonable and arbitrary. For
instance, Healy (1994) asks “Why the invariable 5% for α? Conditional on this, why the larger
10% or even 20% for β? Is it really more important not to make a fool of yourself than it is to
discover something new?”
A more accurate representation of reality is that policy makers and experts in the regula-
tory agencies are often aware of the simplistic nature of these criteria. However, they consider
oversimplification a price that is worth paying for avoiding a pluralism of criteria and methods
that would be impossible to manage effectively. Robert Temple, Deputy Director at the FDA,
informally remarked “The alternative to adopting a standard is to actually determine a criterion
for success on the spot for each new case. That is my idea of a nightmare. So, we use a
foolish, if you like, simplification [...] I don’t want to have to have a symposium for every new
trial to decide on an acceptable level of evidence” (Berry, Goodman and Louis, 2005, p. 303).
Clearly, standardization is valuable in that it provides the regulator with the conditions to take
quick and more certain decisions. Standardizing Bayesian methods proves far more difficult.
Different schools of Bayesianism exist, differing mainly in the criteria guiding the choice of
the prior. Empirical Bayesian methods base the prior on empirical data such as other trials
or systematic reviews. Proper (or subjective) Bayesianism relies on those kind of data as a
basis for the prior, but also on expert’s opinion through the technique of prior elicitation. Both
these approaches however face difficulties in situations where prior information is lacking or in
cases when subjective commitment is undesirable. Reference Bayesianism, finally, is an at-
tempt to ground Bayesian inference on a completely objective footing (Bernardo, 1979, 2009)
by constructing reference, non-informative priors. This strand of Bayesianism, however, goes
rather close to frequentist positions.
Ultimately, while the frequentist framework is well-established in clinical research, and it
provides a set of reliable and widely known methodologies, the Bayesian community lacks at
present a well-articulated perspective on research discipline. The Bayesian methodological
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tools are surely extremely advanced and, as discussed through this thesis, they aremore pow-
erful than their frequentist counterpart in many applications of practical interest. The Bayesian
approach, however, does not present itself as coherent and unified. On these grounds, David
Teira (2011) has recently argued that the Bayesian camp is at present too underdeveloped
to successfully take up the regulatory role. Furthermore, even provided that one single Baye-
sian perspective could prevail and be endorsed, standardizing the operation of constructing
a prior upon available evidence remains a challenge. This is connected with the approved
usage of Bayesian methods for trials of medical devices that was mentioned in section 4.1. As
pointed out by Spiegelhalter (2004), medical devices are typically developed in incremental
steps and a large body of relevant evidence is usually available. This can be formalized into
a prior distribution in a rather uncontroversial manner. On the contrary, drug trials take place
in an altogether different epistemic landscape. Prior expectations about the performance of
a new treatment encompass the results of laboratory research, possibly of previous trials on
the new drug and of previous phase trials. Deciding what among this evidence is relevant,
and how it should be weighted, is far from straightforward.
However, the case of non-inferiority trials described in the previous section shows that
use of a well-worn procedure cannot avoid the need for a case-by-case evaluation in many
circumstances. In the case of non-inferiority trials, the conclusion at the end of the trial de-
pends on the choice of the non-inferiority margin. For this reason, regulators need to embark
in a painstaking evaluation in order to decide, in the case of each new drug proposed for
approval through a NI trial, whether the margin that has been chosen is acceptable. This
way of proceeding is remarkably similar to what has been proposed for circumventing the
problem of possible arbitrariness of the prior in using Bayesian methods for drug trials. As
Berry (2006) observes, “[i]n a regulatory setting, it is important for sponsors and regulators
to agree in advance as to the prior distribution(s) that will be used”. An advantage that is
generally recognized to Bayesian methods is that, once agreement on priors is achieved, the
procedure which yields posterior and predictive distributions based on the prior and the trial
data is mechanical, and it is actually completely automatized through use of software like
the already mentioned BUGS. In other words, the only aspect of a Bayesian trial which is
really in need of regulatory oversight is the choice of the prior. This seems to suggest that an
alternative approach to drug assessment, where regulators focus on careful assessment of
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the prior instead of the choice of the design parameters, is at least possible to envisage. As
again Berry (2006) notes “Regulators are appropriately concerned about the choice of prior,
but this no longer seems to be a stumbling block to using a Bayesian approach”.
4.3.3 Error control
Indeed, prior input is not the only distinction between frequentist and Bayesian inference. As
I have reviewed in chapter I, Bayesian inference obeys the likelihood principle, while classical
frequentism doesn’t. This aspect is tangential to reliance on priors: An inferential approach
like Royall’s (1997b) is founded on the likelihood principle, but it rejects assignment of priors to
hypotheses. Adherence to the likelihood principle appears to be, at first sight, as problematic
from a regulatory point of view as reliance on untested priors is. Regulatory authorities rely
massively on pre-experimental error rates for their evaluation of the reliability of a study’s
result. As I have discussed in Chapter I, reliance on pre-experimental error rates and the
likelihood principle are incompatible.
The problem of controlling the unconditional error rates can be seen at play in the case
of adaptive trials, described in the section 2.3. As a first thing, adaptive designs massively
rely, as we have seen, on real-time monitoring of accruing data. As discussed in chapter
I, multiple looks at the data inflate the type I error rate and are generally not acceptable in
frequentist terms. Additionally, one feature of adaptive designs is the possibility to add or
drop study arms, which in statistical terms corresponds to adding or dropping hypotheses
to the panel being tested. A frequentist study is designed in order to have the type I error
rate bound below a certain value. However, when a new hypothesis is added to the panel,
the probability of committing a type I error increases. Therefore, the error rate needs to be
adjusted. On the other hand, when a hypothesis is dropped from the comparison, the part
of type I error pertaining to it could be re-distributed among remaining hypotheses. However,
this is not always straightforward. The analysis of a trial in which predictive biomarkers are
identified prospectively, then, presents even more difficulties. The classical hypothesis test is
not optimized for identifying correlated variables out of a large set of possible interactions. The
problem here is similar to the one encountered in epidemiology, and described by Ioannidis
(2005). When a large panel of hypotheses is tested at the same time, and all have low prior
probability of being true, the false positive rate gets essentially decoupled from the type I error
124
rate. This effect was described in chapter II under the name of base rate fallacy.
In some cases the problem, more than the difficulty to control the conventional pre-data
error rates, is the difficulty to even define them meaningfully. For instance Hung et al. (2006)
describe a trial, very similar to the already described I-SPY2, in which results from earlier
stage of the trial are used for modulating patient accrual to the various arms of the later
stage of the trial. Hung and colleagues observe “[t]he challenge is whether the data from the
early (exploratory) stages can be combined with the data of the later (confirmatory) stage for
evaluation of the relevant clinical endpoint [...] The concept of overall type I error rate for the
study in this case can be unclear”.
However, the fact that the pre-experimental error rates cannot be fixed through the choice
of design parameters does not imply that, in these alternative designs, there is no bound on
the error or no way to check, pre-data, the frequency properties of the test. Indeed, pre-
experimental error rates can be obtained through simulation, by using computers to simulate
the result –and the proportion of false-positives and false-negatives– of the test under variable
conditions. Indeed, in the FDA Guidance Document for Bayesian designs in medical device
trials (FDA, 2010b), this methodology is explicitly requested for evaluating the prospective
frequency properties of the trial:
FDA recommends you provide tables of the probability of satisfying the study
claim, given various ‘true’ parameter values (e.g., event rates) and various sample
sizes for the new trial. This table will also provide an estimate of the probability of a
type I error in the case where the true parameter values are consistent with the null
hypothesis, or power in the case where the true parameter values are consistent
with the alternative. In some simple cases (e.g. a single arm trial with a bino-
mial outcome) these probabilities can be calculated directly. If the study design is
complex it is usually necessary to use simulation to compute these probabilities.
In general, the simulation should reflect the study design.
What this excerpt makes evident is the fact that the FDA has already shown openness to
the possibility of evaluating the degree of error control warranted by the statistical procedure
via simulations on the statistical model rather than via knowledge of the design parameters
of the test. This fact is of extreme relevance for the discussion of unconditional vs. condi-
tional appraisal of error that I have already confronted in Chapter II. There we mentioned a
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potential counterargument to the use of Bayesian and conditional approaches: The fact that
such approaches, by obeying the likelihood principles, may fail to provide proper control upon
the pre-experimental error rates. On the basis of the material just provided it is instead pos-
sible to conclude that this objection is unlikely to be crucial for the evaluation of conditional
procedures by regulators. Indeed, even though regulators remain rightly concerned with the
unconditional, pre-data properties of the test procedure, they seem ready enough to move
this requirement to the background for the sake of other, equally relevant, inferential qualities.
For instance, in the case of trials for medical devices and of adaptive trials in oncology, the
epistemic advantage provided by Bayesian methods seems qualified to offset the loss of the
possibility to specify the error properties directly through the design.
4.4 Conclusion: An outlook
In this chapter I have analyzed the regulatory choice of adherence to a particular statistical
framework in the context of the fastly moving stage of medical research, with particular at-
tention to the field of oncology. I have described two emerging needs in the medical arena
that in my opinion are most likely to play an important part in the future shaping of the regula-
tory process. On one hand there is a strong public call for streamlining the approval process
through an improvement of the efficiency of clinical trials. On the other hand, on the side of
medical science, the emerging paradigm of personalized medicine brings about a shift in the
way trials should be conducted, fostering a reappraisal of evidence from small comparative
studies face statistical evidence from large RCTs. Accordingly, some of the arguments tradi-
tionally upheld in favor of the current framework are losing force. Objectivity, impartiality and
pre-experimental error control remain important for the regulator but they come to clash with
the objective of improving the epistemic efficiency of the statistical framework. Interestingly
enough, this may be regarded an applied version of the “conditioning dilemma” which was
proposed in Chapter II.
However I propose that the dilemma remains such only as long as it is evaluated accord-
ing to the current statistical framework. Within an unconditional framework ‘sound evidence’
may only be the evidence coming from large trials, because confidence in the result is deter-
mined by the design features of the study. This entails diminishing the value of evidence from
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small trials, trials that stop early, or adaptive trials, while instead these constitute the most
promising way of streamlining evidence production in medicine. But if the present framework
does not provide the tools to assess the confidence in results from foreshortened or adaptive
trials properly, this may not be impossible if a different framework is used. As Berry (2012)
remarked, “Asking more questions in a single clinical trial makes drug development faster and
more accurate. However, asking many questions requires a wholly different way of thinking
about research. In particular, not every question that is asked in a trial can be answered with
high statistical power” (p.201). In other words, making the clinical research process more effi-
cient requires us to think differently about statistical evidence: To dismiss the idol of statistical
significance from large trials, and to stipulate alternative criteria for evaluating conclusiveness
of a result.
Conditional procedures, both Bayesian and frequentist, can provide such new criteria. As
I have described in chapter II, while the unconditional test sanctions a decision at a fixed level
of confidence and error, the conditional test lets the confidence in the decision vary with the
strength of evidence in the data. Another way to see the issue is by observing that sequential
analysis is about drawing inference with an amount of statistical information which is inferior
to what was originally planned. Clearly this has a price in terms of confidence. Unconditional
procedures set out with a pre-defined level of confidence that we want to achieve, and then
license stopping only when this level can be warranted. Conditional procedures, instead, con-
form to our decision to stop and inform us about the loss of confidence. Thus, appraisal of
conditional error rates affords a fine-grained discrimination of trial results according to their
size but also of the strength of the conclusion they commend. Ultimately, conditional evalu-
ation of evidence offers a platform for weighting the evidence coming from trials, both large
and small, on a par. Thus, endorsement of a conditional appraisal of strength of evidence
represents an effective way of fostering the needed change in the way medical evidence is
build from trials.
While the discussion so far conducted is valid for Bayesians as well as for conditional
frequentist procedures, the way to actual endorsment of Bayesian procedures by regulators
appears to be still a long and winding one. Side by side with the promising signs of openness
from the regulators that I have presented towards the end of this chapter, there remains in fact
the issue that full adoption of the Bayesian framework ultimately requires a radical change in
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the scope of the regulatory action: From the oversight of the design features of the trial an
assessment of the appropriateness of the prior used in the analysis. In this context I suggest
that the adoption of a conditional frequentist framework can provide an effective transition
solution. Conditional evidence is fully compatible with an evaluation of results in terms of
frequentist error rates. At the same time, however, this framework cures the most serious
deficiencies of unconditional error reporting. This approach is actually very much in line with
a suggestion by eminent biostatistician Stephen Senn, who noted: “[I]t is profitable to look
at things in Bayesian and frequentist ways [...] If a reluctance to use ‘subjective’ information
persists, Bayesian inspiration for different approaches to analysis can be found.” (Senn, 2001,
p. 154)
More importantly, though, the conditional frequentist framework can make the medical au-
dience more familiar with the valuable consequences of conditioning, such as the Likelihood
Principle, and thus facilitate the adoption of a full Bayesian framework. In conclusion, endors-
ment of a conditional frequentist framework can free medical research from the tyranny of the
large and costly RCT by providing the tools to properly evaluate small, truncated, or adaptive
trials. Eventually, this will bring regulators closer to the needs of current medical research
and pave the way to a fruitful reform of the regulatory system.
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Conclusion
Randomized clinical trials have an ever-increasing importance for evidence generation in
modern medicine. Nonetheless, or maybe precisely for this reason, the epistemic adequacy
of RCTs has been in latter years called into question. A particular issue within this debate
revolves around the statistical methodology in use for design and analysis of clinical trials.
There are two main schools of statistical inference, having equal methodological standing but
differing in the choice of foundational principles they subscribe to.
Frequentist inference is based upon the interpretation of probabilities as long-run frequen-
cies of events. Consequently, credibility of a hypothesis is based on the pre-specified error
properties of the procedure that was used to put it to test. These error probabilities are deter-
mined by the choice of the design parameters of the study. Strength of evidence is measured
indirectly, through p-values, as the probability of obtaining a resut as or more extreme than the
one observed, under a fixed hypothesis. Currently, design and analysis of trials are grounded
in frequentism and they exploit the whole frequentist toolkit of fixed confidence levels, pre-
experimental error rates and p-values.
The Bayesian framework of inference is based upon assigning degrees of credibility to hy-
potheses in light of the available evidence. According to this inferential school, the reliability
of a conclusion is in direct relation with its prior credibility and with the strength of evidence
in the data supporting it. The two distinctive elements of Bayesian inference are therefore
reliance on priors, on one hand, and adherence to the likelihood principle, on the other. The
likelihood principle formalizes the dynamic nature of Bayesian inference, whereby the con-
clusion depends only on the strength of evidence in the data and not on design features of
the trial.
These two features which distinguish the Bayesian framework from the frequentist coun-
terpart are at the roots of the greater epistemic efficiency of Bayesian methods as compared
to frequentist ones. As a first thing, the inferential step incorporates relevant prior information,
thus requiring less novel evidence to tip the balance in favor of one or the other hypothesis.
Furthermore, thanks to the likelihood principle, Bayesian inference is independent from the
129
experimental design and, in particular, from the stopping rule. In this way, Bayesian method-
ology is able to make a more efficient use of the evidence generated by the trial, even as it is
still incomplete.
This comes to light particularly well in considering a specific issue: The monitoring of
ongoing trials for detecting conclusive evidence ahead of the planned end. This practice,
which is becoming increasingly common in later years, bears potential of great advantages
both in terms of protection of in-trial patients and of a more cost-effective use of resources in
medical research. From the statistical point of view, this practice requires to draw a conclusion
on the basis of the accumulating data before the full amount of information that was initially
planned has accrued. Bayesian statistics is more effective than frequentist statistics for what
concerns monitoring, due to the features described earlier on. On the one hand, reliance on
priors allows a better appraisal of interim results because it allows placing them meaningfully
in a context of prior knowledge. On the other hand, the decision to stop does not affect
the Bayesian analysis, due to adherence to the likelihood principle. Frequentist analyses,
instead, have to be adjusted for the fact that the analysis was undertaken at a different time-
point than what had initially been planned. In recent years the evolution of the context of
medical research has brought about an increase in the need for flexibility in trial conduct.
An instance of this is represented by the emergence of adaptive design for trials. Within an
adaptive study, design features are adjusted in response to emerging trends in the data while
the trial is still ongoing. Adaptive trials exasperate the contrast between the two schools that
is brought to light by trial monitoring.
In a context of growing scarcity of resources like the one we are witnessing at present
in medical research, inferential efficiency as expressed by Bayesian methods is clearly an
asset. However, the shared consensus is that frequentist statistics is more adequate for the
design and analysis of trials, as far as principles are concerned. Indeed, clinical trials fulfill
a double role in the current system: They represent the gold standard for the generation of
medical evidence and, at the same time, they constitute the main gateway to market approval
for medical interventions in the Western world. Frequentist statistics is perceived as better
suited to trial analysis because it seems better able to warrant two goals which are extremely
important face the double role of RCTs, namely control over the possibility of mistaken con-
clusions and objectivity of the framework. Bayesian methods are held to be less capable
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than frequentist ones of providing those goods: A position which remains well entrenched
and difficult to shake.
Objections to Bayesian inference in the context of medical trials revolve mainly around two
points. As a first thing, reliance of priors is considered a fragility in that it leaves unchecked
an opportunity for bias and manipulation of trial results. In this context, frequentist methods
appear to provide a higher warrant of objectivity. Secondly, the independence of Bayesian
inference from design features of the trial compromises the possibility of controlling the error
rates of the test procedure through design choices. This seems to leave Bayesian methods
without a proper safeguard against the possibility of a mistaken conclusion.
Even though these objections have for long been considered crucial, they are losing force
in recent years. With regards to objectivity, awareness is growing about the fact that no
statistical method can be absolutely impervious to manipulability: In the case of frequentist
methods, this is proven by the phenomenon of design bias and by the difficult appraisal of
results from non-inferiority studies. Indeed, frequentist inference does make use of prior
information in the phase of planning the experiment: This is precisely what Neyman-Pearson
theory of optimal design is about. For what concerns error rates, statistical theory tells us that
control over pre-experimental error rates is often obtained at the price of proper appraisal of
individual results. Thus, while the objective of controlling the pre-set error of the procedure
remains an important goal especially from the perspective of regulators, the drive towards
improving the efficiency of the trial opens the way to alternative considerations. In particular,
error control can be obtained otherwise than through design choices, and regulators and
practitioners alike are showing openness to this possibility.
Nonetheless, implementing Bayesian methods within the regulatory context would require
a radical rethinking of the statistical framework that is currently in place. Namely, it would
imply a shift in focus from considering the appropriateness of the design choices for the trial,
to assessing the appropriateness of the prior used in the analysis. Furthermore, the Bayesian
school is at present still lacking a coherent and unified methodology for application to clinical
trials, particularly for what concerns a unified perspective on prior construction. This problem,
more than the classical objections to the use of priors in medical research, may hinder the
spread of Bayesian methods in clinical trials in the close future.
The good news is that there is a third way for safeguarding the advantage of flexibility from
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within the current frequentist paradigm of inference. This alternative is provided by conditional
approaches to inference. Conditional procedures quantify the degree of confidence that can
be assigned to a conclusion as a function of the observed evidence. Such assessment of
the strength of evidence is absent from classical procedures, which are for this reason de-
noted as unconditional. Conditional frequentist methods, in particular, provide a reconciliation
between the two opposing schools of statistical inference, by supplementing frequentist pro-
cedures with a post-data assessment of strength of evidence and probability of error. These
conditional measures are constructed with Bayesian insight and obey the likelihood principle.
However they involve no assignment of prior credibility to hypotheses, the contested hall-
mark of Bayesian theory. Thus, the conditional frequentist approach is able to improve the
epistemic efficiency of trial conduct without introducing subjective probabilities and remain-
ing firmly within the frequentist approach to inference. From the statistical point of view, the
value of conditional frequentism is that of fostering unification at the foundational level and
of providing a common ground for practitioners. For Bayesians, insisting on the virtues of
conditional error-assessment could represent a way to forward the advantages of the full Ba-
yesianmethod, while at the same time downplaying the import of the most contested aspect of
Bayesianism, the use of priors. For frequentists, adopting a conditional approach would cre-
ate the possibility to make trials more efficient, as is required with mounting urgency, without
the need to compromise with their core inferential principles.
The scope of the examination of the statistical methodology undertaken in this thesis is
however wider than the realm of statistical theory and practice, as this examination ultimately
provides a novel and fruitful perspective on medical research itself. Indeed, the different
inferential principles that have been discussed through this work reflect different priorities
in inference as they are held by the contrasting schools of statistics –or also by different
approaches internal to a single school, as the fault line between unconditional and conditional
approaches stands to testify. Thus, it can be seen that the problem of choosing one particular
inferential framework for the design and analysis of trials is so complex precisely because the
differences among the various statistical approaches reflect the plurality of values and goals
that exists in medical research.
In the past, the tension between these different values has been mostly identified as a
contrast between an obligation of care and protection towards participating patients vis-á-
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vis the recognized objective of achieving a reliable and generalizable scientific conclusion.
This picture is however, as I have described, overly simplistic and inadequate to represent
the stakes that are presently involved in medical research. The real conflict turns out to be
the one involving the proper characterization of a reliable conclusion. Traditionally, the focus
of investigators and regulators has been on controlling the long-run performance of the test
procedure and on keeping a bound on unconditional error rates as a way to secure a warrant
upon the objectivity and credibility of statistical conclusions. Under this view, trials needed
to generate strong evidence must necessarily involve a large number of patients and follow
strict design planning. This perspective is however in contrast with the idea that small, flexible
trials can be more effective in discriminating credible results and thus lead to better medical
decisions.
For a long time it has been thought that unconditional inferential goals correspond more
adequately to the shared goals of the different actors involved in medical research. The con-
clusion I arrive to in my work is a different one. True, the need to comply with traditional
requirements, strongly influenced by the classical unconditional inferential approach, still ex-
ists. However, this need is likely to get eventually offset by a pressing demand for inferential
efficiency which is growing in the changing landscape of medical research. Flexible, adaptive
and efficient trials are increasingly regarded as a promising way forward. Such trials are able
to meet the epistemic needs of medical research, including the newly emerging exigencies
of personalized medicine, all in ensuring adequate principia for the protection of participating
patients. However, only a proper appraisal of strength of evidence in each single case, as
made possible by conditioning, can afford the opportunity for this scenario to develop. In-
deed, only conditional approaches to inference can warrant that these goods are achieved
without losing safeguard on the validity of trial results.
The proposal of using conditional frequentist methods for clinical trials is, at the current
stage, slightly less than a blueprint. The work collected in this thesis should be understood
as aimed at paving the way to the possibility of developing this approach in a working set of
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