Abstract-It is getting harder to deal with the large data sets by the classical hierarchical clustering algorithm, so we propose an efficient quantum hierarchical clustering algorithm, in which the quantum bit (qubit) is used to represent the data point in the space. For quantum entanglement, the distance between two data points is calculated through adding an auxiliary particle to construct the entangled state. Then a projective measurement is performed on the auxiliary particle alone. The distance between two points is acquired by the projective measurement. We use the distance of the cluster centroids as a measure of similarity between clusters. Also, based on the principle of the minimum cluster centroids distance, the nearest two clusters are merged. We aim at improving time and space complexity and effect of the clustering of the hierarchical clustering algorithm.
I. INTRODUCTION
Nowadays, on the one hand, the data generated by mankind increase rapidly beyond our imagination. On the other hand, the size of the classic computer chip is difficult to become smaller as the post-Moore era ends, so further improvements in the calculation speed seem to be impossible. Scientists predicted big data analysis such as machine learning, natural language processing and pattern recognition will face more severe challenges in the future [1] - [3] .
As one of the important research contents of machine learning, pattern recognition and so on, the clustering analysis plays an extremely important role in identifying the internal structure of data. The clustering analysis usually can be divided into five categories, partitioning-based approach, hierarchical approach, density-based approach, grid-based approach, and model-based approach [4] , [5] . Hierarchical clustering analysis is one of the pillars of clustering analysis in practical application [6] - [9] because it is simple and easy to implement. However, in the era of big data, the development and application of most clustering algorithms are constrained by the high time and space complexity. Hierarchical clustering analysis also has the same dilemma. Although hierarchical clustering analysis is simple, it seems to be too slow for the large data sets. The time complexity of at least O(nlog 2 n) is required, where n is the number of data points. However, quantum computing can provide a good solution for the low efficiency of the clustering analysis algorithm.
In recent decades, quantum computing has made amazing achievements [10] - [13] . Quantum coherence and quantum entanglement are used to quantum computing, which making quantum computing has a unique way of calculating that is completely different from the classical computation. Moreover, the parallelism of quantum computing shows remarkable superiority that classic computing cannot catch up. In 1989, Deutsch first proposed the Deutsch quantum algorithm [10] , which is used to solve the n-bit Deutsch problem. This quantum algorithm is a good demonstration of the parallelism of quantum computers for the first time. It also brings the inspiration for the quantum computing research. The efficiency of quantum computer is far faster indeed than that of classic computer in solving some problems. After that, Shor [11] , [12] and Grover [13] showed the advantages of quantum computing in solving some of the classical problems respectively, such as RSA, DES, AES. Since then, the Algorithm quantization sets off a research boom in the international academia, and the quantum computing provides a new way of accelerating the classic algorithms.
In the past ten years, some scholars carried out some preliminary researches about combinatorial machine learning and quantum algorithms [14] - [17] . Aï meur et al. [18] first proposed learning in quantum states in 2006, and they put forward a quantum dichotomy algorithm. The fidelity of quantum states is used to determine the quantum state similarity. In 2008, a learning model of quantum state was raised by Gambs et al. [19] , which is used to classify an unknown quantum state. In 2013, Lloyd et al. [20] proposed a supervised and unsupervised quantum machine learning. After that, more and more quantum machine learning algorithms have been presented [21] - [24] . In 2015, Cai et al. [25] implemented an experiment, based on entangled quantum machine learning. Although the above quantum machine learning algorithms use the quantum way to achieve the classification or clustering analysis, most of them focused on such case as dividing all objects into two clusters. As for the case of dividing into any number of clusters, it still needs to be further studied. Thus, we propose a quantum hierarchical clustering algorithm based on the classical hierarchical clustering analysis. This algorithm has three improvements: (1) the qubit is applied to represent the data point in the space, (2) the distance between the points is calculated by introducing an auxiliary particle to construct the quantum entangled states, and (3) the minimum cluster centroids distance between clusters is used as the merging rule, instead of the minimum distance of two points between clusters.
II. CLASSICAL HIERARCHICAL CLUSTERING ANALYSIS
In the hierarchical clustering analysis, there are two fundamental types of hierarchical clustering analysis, agglomerative hierarchical clustering algorithm based on bottom-up merging and divisive hierarchical clustering algorithm with top-down splitting [26] . Strategies for the two types are as follow:
 Agglomerative clustering: it is a bottom-up approach. Each object is its own initial cluster. As one move up the hierarchy, pairs of clusters are merged. Until all objects are in the same cluster, it ends.  Divisive clustering: it is a top-down approach. All objects start in one cluster. Then one cluster is split into two clusters recursively as one move down the hierarchy. Until all clusters only contain one object respectively, it ends. Both this algorithm are exactly reverse of each other. So in this paper, we focus on the quantization of the agglomerative hierarchical clustering algorithm in detail. The specific algorithm steps of the classic agglomerative hierarchical clustering are as follows:
Input: n data points, the number of terminating clusters k; Output: k clusters; (1) Let each data point be an initial cluster, respectively; (2) Compute the similarity of clusters between pairs of clusters and find the nearest two clusters; (3) Merge the nearest two clusters to generate a new set of clusters; (4) Repeat the second and the third steps until the number of defined clusters k is reached. Step 1
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Step 2 According to the number of clusters by user requirements, the data sets can be divided at different hierarchies. For example, the user requests the five objects to be divided into three clusters, then the aggregation hierarchical clustering algorithm just needs to work to the third step of the Fig. 1 . The advantages of the algorithm have been listed in the above section, but the computational complexity still restricts its application scope in large volumes of data. Also, effect of the clustering is not ideal to a certain extent.
III. QUANTUM HIERARCHICAL CLUSTERING ALGORITHMS
With the increase of the data sets, the time and space complexity of the classical hierarchical clustering analysis mostly exponentially rise. Luckily, its time and space complexity can be greatly reduced by the combination of quantum computing and the classical algorithms.
A. Quantum Representation of Data Points in the Space and the Distance
The biggest difference between our algorithm and the classical hierarchical clustering is the representation of data points and the calculation of distance in the space.
1) Quantum representation of the data points in the space
Data points in space are vectors. Quantum states can be used to represent data points in space, such as data point 
2) Quantum representation of the distance between two data points
According to the above description, we could get the distance between the two points of the quantum expression of D:
The core idea of the quantum algorithm is to use the coherence of the quantum state, so that the result of the satisfying condition is enhanced while the result of the conditional dissatisfaction is weakened. Thus, the result of the satisfying condition occurs at a high probability after the measurement. Quantum entanglement reflects the coherence, the probability and the spatial nonlocalization of quantum states. Therefore, an auxiliary qubit is added to construct the quantum entangled state between the two data points. Through the measurement of the entangled state, we obtain the relation among the probability, the Euclidean distance and the inner product. Then we could get the distance of the two data points. The detailed computing steps of distance D are described in the next subsection.
B. Algorithms Description
In the subsection, we describe the concrete steps of the quantum hierarchical clustering algorithm as follows. There is a data set X that contains N d-dimensional data, where d=2 n .
Input: N quantum states of n qubits, user-specified cluster numbers k (k is much smaller than n); Output: k quantum superposition states (i.e., k clusters) (1) Each point as an initial cluster, that is, each quantum state as an initial cluster, and the initial cluster centroids is itself for each point. So, let t=0, where t denotes the times of merger, (2) Calculate the distances of cluster centroids between pairs of clusters. According to the minimum cluster centroids distance rule, the two nearest clusters are merged into the same cluster. ,where n r is the number of data points in the cluster r, x i is the data point in the cluster r, (4) It ends until t satisfies t=n-k. Otherwise, repeat the second and the third steps.
In the second step of the quantum hierarchical clustering algorithm, the operation of calculating the distance D as follows:
(1) The way of calculating the distance between two points is to add an auxiliary qubit between the two points 
From (9), we obtain the inner product expression between i x and j x as follows:
In the third step of the quantum hierarchical clustering algorithm, the cluster centroids of each cluster are calculated. Assume that there are n i points in the i-th clusters, i.e., {x 1 ,x 2 ,…,x ni }, we could calculate the cluster centroids: . The quantum superposition state is one of the key characteristics that make the quantum calculation different from the classical calculation. It is also the theoretical basis of quantum parallel computing [27] . For a register of n qubits, the quantum superposition states of n qubits can be represented by . Making calculation of this formula once is equivalent to making calculation of numbers at the same time, which makes the time complexity of the algorithm decrease substantially. In our algorithm, the time cost mainly depends on the distance calculation. The time complexity of the classical hierarchical clustering in calculating the distance between two ddimensional vectors is O(d). However, in the quantum world, only the time complexity of O(log 2 d) was required in the same data sets [28] . From the time spend of calculating the distance of two d-dimensional data, we could no exaggeration to say that our algorithm greatly reduces the time cost. To save time often means that the more storage space will be used [29] - [31] . But in the quantum world, it is not the case.
For the space complexity, we take the information quantity expressed by two bits as an example to illustrate the space complexity analysis of our algorithm. In classic calculation, 00,01,10,11 are used to express four different messages respectively. The two bits of classic memory can only store one of the four states once, while the two qubits of quantum memory can store these four different states in the form of quantum superposition at the same time. It means that the storage capacity of the quantum computer increase exponentially, compared to the traditional computer on the condition of the same bits of the register. For example, for an n-qubit register, 2 n different numbers can be stored at the same time, and the 2 n different numbers are expressed in the same one quantum state. The space complexity of our algorithm mainly falls on the cost of the storage of data sets. Compared to the classic storage, 1/2 n the ability of the classic storage register is enough for our algorithm to store the same size of the data sets.
Due to the quantum parallel computing, the time and space complexity of our algorithm decrease sharply. Quantum parallel computing reflects the most important advantage of quantum computing. The classic computer computing speed and information processing capabilities cannot be compared with the quantum computer. Thus, the quantum hierarchical clustering algorithm is superior to the classical one in the time and space complexity through the above analysis. The advantages of our algorithm are more obvious, especially on large data sets.
V. CONCLUSION
In this paper, we have elaborated the hierarchical clustering analysis based on quantum computations. Then we have proposed the quantum calculation method of the distance between two data points. Finally, we analyzed the time and space complexity of the proposed algorithm. It shows that the quantum hierarchical clustering algorithm could bring an exponential speed-up over classical algorithms. Moreover, considering the shortcoming that classical hierarchical clustering cannot revoke the merging operation of the previous step, we use the principle of the minimum cluster centroids distance replace the principle of the minimum data points distance. It makes effect of the clustering much better than the classical one. Of course, this alternative strategy is not perfect. But we will further study how to overcome the lack of the quantum hierarchical clustering algorithm well in the follow-up work.
