We consider a basic problem in unsupervised learning: learning an unknown Poisson Binomial Distribution. A Poisson Binomial Distribution (PBD) over {0, 1, . . . , n} is the distribution of a sum of n independent Bernoulli random variables which may have arbitrary, potentially non-equal, expectations. These distributions were first studied by S. Poisson in 1837 [Poi37] and are a natural n-parameter generalization of the familiar Binomial Distribution. Surprisingly, prior to our work this basic learning problem was poorly understood, and known results for it were far from optimal.
INTRODUCTION
We begin by considering a somewhat fanciful scenario: You are the manager of an independent weekly newspaper in a city of n people. Each week the i-th inhabitant of the city independently picks up a copy of your paper with probability pi. Of course you do not know the values p1, . . . , pn; each week you only see the total number of papers that have been picked up. For many reasons (advertising, production, revenue analysis, etc.) you would like to have a detailed "snapshot" of the probability distribution (pdf) describing how many readers you have each week. Is there an efficient algorithm to construct a high-accuracy approximation of the pdf from a number of observations that is independent of the population n? We show that the answer is "yes."
A Poisson Binomial Distribution over the domain [n] = {0, 1, . . . , n} is the familiar distribution of a sum
Xi, where X1, . . . , Xn are independent Bernoulli (0/1) random variables with E[Xi] = pi. The pi's do not need to be all the same, and thus these distributions generalize the Binomial distribution B(n, p) and, indeed, comprise a much richer class of distributions. (See Section 1.2 below.) It is believed that Poisson [Poi37] was the first to consider this extension of the Binomial distribution 2 and the distribution is sometimes referred to as "Poisson's Binomial Distribution" in his honor; we shall simply call these distributions PBDs.
PBDs are one of the most basic classes of discrete distributions; indeed, they are arguably the simplest n-parameter probability distribution that has some nontrivial structure. As such they have been intensely studied in probability and statistics (see Section 1.2) and arise in many settings; for example, we note here that tail bounds on PBDs form an important special case of Chernoff/Hoeffding bounds [Che52, Hoe63, DP09] . In application domains, PBDs have many uses in research areas such as survey sampling, case-control studies, and survival analysis, see e.g. [CL97] for a survey of the many uses of these distributions in applications. Given the simplicity and ubiquity of these distributions, it is quite surprising that the problem of density estimation for PBDs (i.e. learning an unknown PBD from independent samples) is not well understood in the statistics or learning theory literature. This is the problem we consider, and essentially settle, in this paper.
We work in a natural PAC-style model of learning an unknown discrete probability distribution which is essentially the model of [KMR + 94] . In this learning framework for our problem, the learner is provided with independent samples drawn from an unknown PBD X. Using these samples, the learner must with probability 1 − δ output a hypothesis distributionX such that the total variation distance dTV (X,X) is at most , where , δ > 0 are accuracy and confidence parameters that are provided to the learner.
3 A proper learning algorithm in this framework outputs a distribution that is itself a Poisson Binomial Distribution, i.e. a vectorp = (p1, . . . ,pn) which describes the hypothesis PBD X = n i=1X i where E[Xi] =pi.
Our results.
Our main result is a highly efficient algorithm for learning PBDs from constantly many samples independent of [n] . Since PBDs are an n-parameter family of distributions over the domain [n] , we view a bound completely independent of n as a surprising result. We prove:
Xi be an unknown PBD.
[Learning PBDs from constantly many samples]
There is an algorithm with the following properties: given n and access to independent draws from X, the algorithm usesÕ
samples from X, performs O (1/ 3 ) · log n · log 2 1 δ bit operations, and with probability 1−δ outputs a (succinct description of a) distributionX over [n] which is such that dTV (X, X) ≤ .
[Properly learning PBDs from constantly many samples]
There is an algorithm with the following properties: given n and access to independent draws from X, the algorithm uses O (1/ 3 ) · log(1/δ) 3 [KMR + 94] used the Kullback-Leibler divergence as their distance measure but we find it more natural to use variation distance.
samples from X, performs (1/ )
O(log 2 (1/ )) ·Õ log n · log 2 1 δ bit operations, and with probability 1−δ outputs a (succinct description of a) vectorp = (p1, . . . ,pn) defining a PBDX such that dTV (X, X) ≤ .
We note that since each sample drawn from X is a log(n)-bit string, the number of bit-operations performed by our first algorithm is quasilinear in the length of its input. The sample complexity of both our algorithms is not far from optimal, since Ω(1/ 2 ) samples are required even to distinguish the (simpler) Binomial distributions B(n, 1/2) and B(n, 1/2 + / √ n), which have variation distance Ω( ). Motivated by these strong learning results for PBDs, we also consider learning a more general class of distributions, namely distributions of the form X = n i=1 wiXi which are weighted sums of independent Bernoulli random variables. We give an algorithm which uses O(log n) samples and runs in poly(n) time if there are only constantly many different weights in the sum: To complement Theorem 2, we also show that if there are many distinct weights in the sum, then even for weights with a very simple structure any learning algorithm must use many samples:
Theorem 3. (Sample complexity lower bound for learning sums of weighted independent Bernoullis) Let X = n i=1 i · Xi be a weighted sum of unknown independent Bernoullis (where the i-th weight is simply i). Let L be any learning algorithm which, given n and access to independent draws from X, outputs a hypothesis distributionX such that dTV (X, X) ≤ 1/25 with probability at least e −o (n) . Then L must use Ω(n) samples.
The proofs of Theorems 2 and 3 are postponed to Appendix D.
Related work.
At a high level, there has been a recent surge of interest in the theoretical computer science community on fundamental algorithmic problems involving basic types of probability distributions, see e.g. [KMV10, MV10, BS10, VV11] and other recent papers; our work may be considered as an extension of this theme. More specifically, there is a broad literature in probability theory studying various properties of PBDs; see [Wan93] for an accessible introduction to some of this work. In particular, many results study approximations to the Poisson Binomial distribution via simpler distributions. In a well-known result, Le Cam [Cam60] shows that for any 3 ) samples, and has shown that any algorithm must use Ω(log(n)/ 3 ) samples. (The [Bir87a] lower bound is stated for continuous unimodal distributions, but the arguments are easily adapted to the discrete case.) Our main result, Theorem 1, shows that the additional PBD assumption can be leveraged to obtain sample complexity independent of n with a computationally highly efficient algorithm.
So, how might one leverage the structure of PBDs to remove n from the sample complexity? A first observation is that a PBD assigns 1 − of its mass to O ( √ n) points. So one could draw samples to (approximately) identify these points and then try to estimate the probability assigned to each such point, but clearly such an approach, if followed naïvely, would give poly(n) sample complexity. Alternatively, one could run Birgé's algorithm on the restricted support of size O ( √ n), but that will not improve the asymptotic sample complexity. A different approach would be to construct a small -cover (under the total variation distance) of the space of all PBDs on n variables. Indeed, if such a cover has size N , it can be shown (see Lemma 11 in Appendix D.1, or Chapter 7 of [DL01])) that a target PBD can be learned from O(log(N )/ 2 ) samples. Still it is easy to argue that any cover needs to have size Ω(n), so this approach too gives a log(n) dependence in the sample complexity.
Our approach, which removes n completely from the sample complexity, requires a refined understanding of the structure of the set of all PBDs on n variables, in fact one that is more refined than the understanding provided by the aforementioned results (approximating a PBD by a Poisson, Normal, or Binomial distribution). We give an outline of the approach in the next section.
Our approach.
The starting point of our algorithm for learning PBDs is a theorem of [DP11, Das08] that gives detailed information about the structure of a small -cover (under the total variation distance) of the space of all PBDs on n variables (see Theorem 4). Roughly speaking, this result says that every PBD is either close to a PBD whose support is sparse, or is close to a translated "heavy" Binomial distribution. Our learning algorithm exploits this structure of the cover; it has two subroutines corresponding to these two different types of distributions that the cover maintains. First, assuming that the target PBD is close to a sparsely supported distribution, it runs Birgé's unimodal distribution learner over a carefully selected subinterval of [n] to construct a hypothesis HS; the (purported) sparsity of the distribution makes it possible for this algorithm to useÕ(1/ 3 ) samples independent of n. Then, assuming that the target PBD is close to a translated "heavy" Binomial distribution, the algorithm constructs a hypothesis Translated Poisson Distribution HP [R07] whose mean and variance match the estimated mean and variance of the target PBD; we show that HP is close to the target PBD if the target PBD is not close to any sparse distribution in the cover. At this point the algorithm has two hypothesis distributions, HS and HP , one of which should be good; it remains to select one as the final output hypothesis. This is achieved using a form of "hypothesis testing" for probability distributions.
The above sketch captures the main ingredients of Part (1) of Theorem 1, but additional work needs to be done to get the proper learning algorithm of Part (2), since neither the sparse hypothesis HS nor the Translated Poisson hypothesis HP is a PBD. Via a sequence of transformations we are able to show that the Translated Poisson hypothesis HP can be converted to a Binomial distribution Bin(n , p) for some n ≤ n. For the sparse hypothesis, we obtain a PBD by searching a (carefully selected) subset of the -cover to find a PBD that is close to our hypothesis HS (this search accounts for the increased running time in Part (2) versus Part (1)). We stress that for both the non-proper and proper learning algorithms sketched above, many technical subtleties and challenges arise in implementing the high-level plan given above, requiring a careful and detailed analysis.
To prove Theorem 2 we take a more general approach and then specialize it to weighted sums of independent Bernoullis with constantly many distinct weights. We show that for any class S of target distributions, if S has an -cover of size N then there is a generic algorithm for learning an unknown distribution from S to accuracy that uses O((log N )/ 2 ) samples. Our approach is rather similar to the algorithm of [DL01] for choosing a density estimate (but different in some details); it works by carrying out a tournament that matches every pair of distributions in the cover against each other. Our analysis shows that with high probability some -accurate distribution in the cover will survive the tournament undefeated, and that any undefeated distribution will with high probability be O( )-accurate. We then specialize this general result to show how the tournament can be implemented efficiently for the class S of weighted sums of independent Bernoullis with constantly many distinct weights.
Finally, the lower bound of Theorem 3 is proved by a direct information-theoretic argument.
Preliminaries.
For a distribution X supported on [n] = {0, 1, . . . , n} we write X(i) to denote the value Pr[X = i] of the pdf, and X(≤ i) to denote the value Pr[X ≤ i] of the cdf. For S ⊆ [n] we write X(S) to denote i∈S X(i) and XS to denote the conditional distribution of X restricted to S.
Recall that the total variation distance between two distributions X and Y over a finite domain D is
Similarly, if X and Y are two random variables ranging over a finite set, their total variation distance dTV (X, Y ) is defined as the total variation distance between their distributions. For convenience, we will often blur the distinction between a random variable and its distribution.
Fix a finite domain D, and let P denote some set of distributions over D. Given δ > 0, a subset Q ⊆ P is said to be a δ-cover of P (w.r.t. total variation distance) if for every distribution P in P there exists some distribution Q in Q such that dTV (P, Q) ≤ δ.
We write S = Sn to denote the set of all PBDs X = n i=1 Xi. We sometimes write {Xi} to denote the PBD X = n i=1 Xi. We also define the Translated Poisson distribution as follows.
Definition 1 ([R07]).
We say that an integer random variable Y has a translated Poisson distribution with parameters μ and σ 2 , written Y = T P (μ, σ 2 ), if
where {μ − σ 2 } represents the fractional part of μ − σ 2 .
Translated Poisson distributions are useful to us because known results bound how far they are from PBDs and from each other. We will use the following results:
LEARNING AN UNKNOWN SUM OF BERNOULLI RANDOM VARIABLES FROM poly(1/ ) SAMPLES
In this section we prove our main result, Theorem 1, by giving a sample-and time-efficient algorithm for learning an
A cover for PBDs. An important ingredient in our analysis is the following theorem, which is an extension of Theorem 9 of the full version of [DP11] . It defines an -cover of the space S = Sn of all order-n PBDs:
Theorem 4 (Cover for PBDs). For all > 0, there exists an -cover S ⊆ S of S such that 
Finally, for every {Xi} ∈ S for which there is no -neighbor in S that is in sparse form, there exists a collection {Yi} ∈ S in k-heavy Binomial form such that
We remark that [Das08] establishes the same theorem, except that the size of the cover is n 3 ·O(1/ )+n· 1 O(1/ 2 ) . Indeed, this weaker bound is obtained by including in the cover all possible collections {Yi} ∈ S in sparse form and all possible collections in k-heavy Binomial form, for k = O(1/ ) specified by the theorem.
[DP11] obtains a smaller cover by only selecting a subset of the collections in sparse form included in the cover of [Das08] . Finally, the cover theorem stated in [Das08, DP11] does not include the part of the above statement following "finally." We provide a proof of this extension in Appendix E.1.
We remark also that our analysis in this paper in fact establishes a slightly stronger version of the above theorem, with an improved bound on the cover size (as a function of n) and stronger conditions on the Binomial Form distributions in the cover. We present this strengthened version of the Cover Theorem in Appendix E.2.
The learning algorithm. Our algorithm Learn-PBD has the general structure given in Figure 1 (a detailed version is given later).
The subroutine Learn-Sparse X is given sample access to X and is designed to find an -accurate hypothesis if the target PBD X is -close to some sparse form PBD inside the cover S ; similarly, Learn-Poisson X is designed to find an -accurate hypothesis if X is not -close to a sparse form PBD (in this case, Theorem 4 implies that X must be -close 
In particular, the algorithm outputs the lists a1 through a k and b1 through b k , as well as the total probability mass that H assigns to each subinterval [ai, bi] 
The main result of this subsection, proved in Appendix A, is the following: The high-level idea of Lemma 3 is quite simple. We truncate O( ) of the probability mass from each end of X to obtain a conditional distribution X [â,b] ; since X is unimodal so is X [â,b] . Ifb −â is larger than O(1/ 3 ) then the algorithm outputs "fail" (and X could not have been close to a sparse-form distribution in the cover). Otherwise, we use Birgé's algorithm to learn the unimodal distribution X [â,b] . See Appendix A for details.
Learning when
X is close to a k-heavy Binomial Form PBD.
and returns two parametersμ andσ 2 . The algorithm has the following guarantee: Suppose X is not -close to any Sparse Form PBD in the cover S of Theorem 4. Let HP = T P (μ,σ 2 ) be the translated Poisson distribution with parametersμ andσ 2 . Then with probability at least 1 − δ we have dTV (X, HP ) ≤ c2 for some absolute constant c2 ≥ 1.
Our proof plan is to exploit the structure of the cover of Theorem 4. In particular, if X is not -close to any Sparse Form PBD in the cover, it must be -close to a PBD in Heavy Binomial Form with approximately the same mean and variance as X, as specified by the final part of the cover theorem. Now, given that a PBD in Heavy Binomial Form is just a translated Binomial distribution, a natural strategy is to estimate the mean and variance of the target PBD X and output as a hypothesis a translated Poisson distribution with these parameters. We show that this strategy is a successful one. Appendix B gives all details; here we only extract two facts from the analysis that will be used later. The first is that assuming X is not -close to any Sparse Form PBD in the cover S , its variance σ 2 satisfies
for some universal constant θ.
(1) The second is that under the same assumption, the parametersμ,σ 2 obtained from the lemma satisfy
where μ, σ 2 are respectively the mean and variance of X.
Hypothesis testing.
Our hypothesis testing routine Choose-Hypothesis X runs a "competition" to choose a winner between two candidate hypothesis distributions H1 and H2 over [n] that it is given in the input. We show that if at least one of the two candidate hypotheses is close to the target distribution X, then with high probability over the samples drawn from X the routine selects as winner a candidate that is close to X. This basic approach of running a competition between candidate hypotheses is quite similar to the "Scheffé estimate" proposed by Devroye and Lugosi (see [DL96b, DL96a] and Chapter 6 of [DL01], as well as [Yat85]), but there are some small differences; the [DL01] approach uses a notion of the "competition" between two hypotheses which is not symmetric under swapping the two hypotheses, whereas our competition is symmetric. We obtain the following lemma (proved in Appendix C), postponing all running-time analysis to the next section.
Lemma 5. There is an algorithm Choose-Hypothesis X (H1, H2, , δ ) which is given oracle access to X, two hypothesis distributions H1, H2 for X, an accuracy parameter , and a confidence parameter δ . It makes
draws from X and returns some H ∈ {H1, H2}. If one of H1, H2 has dTV (Hi, X) ≤ then with probability 1 − δ the H that Choose-Hypothesis returns has dTV (H, X) ≤ 6 .
Here we only describe the competition since we will refer to it later. Let W be the support of X. To set up the competition between H1 and H2, we define the following subset of W:
Let then p1 = H1(W1) and q1 = H2(W1). Clearly, p1 > q1 and dTV (H1, H2) = p1 − q1.
The competition between H1 and H2 is carried out as follows: |{i | si ∈ W1}| be the fraction of samples that fall inside W1.
, declare H1 as winner and return
, declare H2 as winner and return H2; otherwise, 5. declare a draw and return either Hi.
Proof of Theorem 1.
We first treat Part (1) of the theorem, where the learning algorithm may output any distribution over [n] and not necessarily a PBD. Our algorithm has the structure outlined in Figure 1 with the following modifications: (a) if the target total variation distance is , the second argument of both Learn-Sparse and Learn-Poisson is set to 12 max{c 1 ,c 2 } , where c1 and c2 are respectively the constants from Lemmas 3 and 4; (b) we replace the third step with ChooseHypothesis X (HS, HP , /8, δ/3) , where HP is defined in terms of HP as described below. If the Choose-Hypothesis procedure returns HS, then Learn-PBD also returns HS, while if Choose-Hypothesis returns HP , then Learn-PBD returns HP . We proceed to define HP .
Definition of HP : For every point i where HS(i) = 0, we let HP (i) = HP (i). For the points i where HS(i) = 0, in
Appendix G we describe an efficient deterministic algorithm that numerically approximates HP (i) to within an additive ± /24s, where
3 ) is the cardinality of the support of HS. We define HP (i) to equal the approximation to HP (i) that is output by the algorithm. Observe that HP satisfies dTV ( HP , HP ) ≤ /24, and therefore |dTV (
, then we have that dTV (X, HP ) ≤ .
We do not use HP directly in Choose-Hypothesis because of computational considerations. Since HP is a translated Poisson distribution, we cannot compute its values HP (i) exactly, but using approximate values may cause ChooseHypothesis to make a mistake. So we use HP instead of HP in Choose-Hypothesis; HP is carefully designed both to be close enough to HP so that Choose-Hypothesis will select a probability distribution close to the target X, and to allow efficient computation of all probabilities that ChooseHypothesis needs without much overhead. In particular, we remark that in running Choose-Hypothesis we do not a priori compute the value of HP at every point; we do instead a lazy evaluation of HP , as explained in the running-time analysis below.
We proceed now to the analysis of our modified algorithm Learn-PBD. The sample complexity bound and correctness of our algorithm are immediate consequences of Lemmas 3, 4 and 5, taking into account the precise choice of constants and the distance between HP and HP . To bound the running time, Lemmas 3 and 4 bound the running time of Steps 1 and 2 of the algorithm, so it remains to bound the running time of the Choose-Hypothesis step. Notice that W1(HS, HP ) is a subset of the support of the distribution HS. Hence to compute W1(HS, HP ) it suffices to determine the probabilities HS(i) and HP (i) for every point i in the support of HS. For every such i, HS(i) is explicitly given in the output of Learn-Sparse, so we only need to compute HP (i). It follows from Theorem 7 (Appendix G) that the time needed to compute HP (i) is O(log 3 (1/ ) + log n + |μ| + |σ 2 |), where |μ| and |σ 2 | are respectively the description complexities (bit lengths) ofμ and σ 2 . Since these parameters are output by Learn-Poisson, by inspection of that algorithm it is easy to see that they are each at most O(log n + log log(1/δ) + log(1/ )). Hence, given that the support of HS has cardinality O(1/ 3 ), the overall time spent computing all probabilities under HP is O(
). After W1 is computed, the computation of the values p1 = HS(W1), q1 = HP (W1) and p1 − q1 takes time linear in the data produced by the algorithm so far, as these computations merely involve adding and subtracting probabilities that have already been explicitly computed by the algorithm. Computing the fraction of samples from X that fall inside W1 takes time O log n · log(1/δ)/ 2 and the rest of Choose-Hypothesis takes time linear in the size of the data that have been written down so far. Hence the overall running time of our algorithm isÕ(
). This gives Part (1) of Theorem 1.
Next we turn to Part (2) of Theorem 1, the proper learning result. We explain how to modify the algorithm of Part (1) to produce a PBD that is within O( ) of the target X. We only need to add two post-processing steps converting HS and HP to PBDs; we describe and analyze these two steps below. For convenience we write c to denote max{c1, c2} ≥ 1 in the following discussion.
1. Locate-Sparse(HS , 12c ): This routine searches through the sparse-form PBDs inside the cover S 12c to identify a sparse-form PBD that is within distance 6 from HS, or outputs "fail" if it cannot find one. Note that if there is a sparse-form PBD Y that is 12c -close to X and Learn-Sparse succeeds, then Y must be 6 -close to HS, since by Lemma 3 whenever Learn-Sparse succeeds the output distribution satisfies dTV (X, HS) ≤ 12 . We show that if there is a sparse-form PBD Y that is 12c -close to X and Learn-Sparse succeeds (an event that occurs with probability 1 − δ/3, see Lemma 3), our Locate-Sparse search routine, described below, will output a sparse-form PBD that is 6 -close to HS. Indeed, given the preceding discussion, if we searched over all sparse-form PBDs inside the cover, it would be trivial to meet this guarantee. To save on computation time, we prune the set of sparse-form PBDs we search over, completing the entire search in time
Here is a detailed explanation and run-time analysis of the improved search: First, note that the description complexity of HS is poly(1/ ) · log n ·Õ(log 2 (1/δ)) as HS is output by an algorithm with this running time. Moreover, given a sparse-form PBD in S 12c , we can compute all probabilities in the support of the distribution in time poly(1/ ) log n. Indeed, by part (i) of Theorem 4 a sparse-form PBD has O(1/ 3 ) non-trivial Bernoulli random variables and those each use probabilities pi that are integer multiples of some value which is Ω( 2 ). So an easy dynamic programming algorithm can compute all probabilities in the support of the distribution in time poly(1/ ) log n, where the log n overhead is due to the fact that the support of the distribution is some interval in [n] . Finally, we argue that we can restrict our search to only a small subset of the sparse-form PBDs in S 12c . For this, we note that we can restrict our search to sparse-form PBDs whose support is a superset of the support of HS. Indeed, the final statement of Lemma 3 implies that, if Y is an arbitrary sparse-form PBD that is 12c -close to X, then with probability 1 − δ/3 the output HS of Learn-Sparse will have support that is a subset of the support of Y . Given this, we only need to try 1 O(log 2 1/ ) sparse-form PBDs in the cover to find one that is close to HS. Hence, the overall running time of our search is 1 O(log 2 1/ ) · log n ·Õ(log 2 1/δ).
2. Locate-Binomial(μ,σ 2 , n): This routine tries to compute a Binomial distribution that is O( )-close to HP (recall that HP ≡ T P (μ,σ 2 ). Analogous to LocateSparse, we will show that if X is not 12c -close to any sparse-form distribution inside S 12c and LearnPoisson succeeds (for convenience we call these conditions our "working assumptions" in the following discussion), then the Binomial distribution output by our routine will be O( )-close to HP and thus O( )-close to X.
Letμ andσ
2 be the parameters output by LearnPoisson, and let μ and σ 2 be the (unknown) mean and variance of the target X. Our routine has several steps. The first two steps eliminate corner-cases in the valueŝ μ andσ 2 computed by Learn-Poisson, while the last step defines a Binomial distribution B(n,p) withn ≤ n that is close to HP ≡ T P (μ,σ
2 ) under our working assumptions. (We note that a significant portion of the work below is to ensure thatn ≤ n, which does not seem to follow from a more direct approach. Gettinĝ n ≤ n is necessary in order for our learning algorithm for order-n PBDs to truly be proper.) Throughout (a), (b) and (c) below we assume that our working assumptions hold (note that this assumption is being used every time we employ the bounds (1) or (2) . We note for future reference that in both cases Equation (2) gives
We claim that this setting of σ
then this variation distance is zero and the claim certainly holds. Otherwise we have the following (see Equation (2)):
Hence, by Lemma 2 we get:
where we used the fact that σ 2 = Ω(1/ 2 ) (see (1)). 
1 ) then as before the variation distance is zero and the claim holds. Otherwise, we observe that σ 2 1 > σ 2 2 and σ 2 2 ≥ 0 (the last assertion follows from the fact thatμ must be at most n). So we have (see (2)) that
which implies
We now observe that
where the inequality is Cauchy-Schwarz. Rearranging this yields
We now have that
where the first inequality follows from (6) and (7) and the second follows from (8) and the fact that any PBD over n variables satisfies μ ≤ n. Hence, by Lemma 2 we get:
where we used the bound σ 2 = Ω(1/ 2 ) (see (1)).
(c) Constructing a Binomial Distribution: We construct a Binomial distribution HB that is O( )-close to T P (μ, σ 2 2 ). If we do this then we have dTV (HB, HP ) = O( ) by (5), (10) and the triangle inequality. The Binomial distribution HB we construct is Bin(n,p), wherê
Note that by the way σ 2 2 is set in step (b) above we indeed haven ≤ n as claimed in Part 2 of Theorem 1.
Let us bound the total variation distance between Bin(n,p) and T P (μ, σ 2 2 ). Using Lemma 1 we have:
Notice that
where the next-to-last step used (9) and the last used the fact that σ 2 = Ω(1/ 2 ) (see (1). So plugging this into (11) we get:
The next step is to compare T P (np,np(1 −p)) and T P (μ, σ 2 2 ). Lemma 2 gives:
By the triangle inequality we get dTV (Bin(n,p), T P (μ, σ 2 2 ) = O( ), which was our ultimate goal.
Given the above Locate-Sparse and Locate-Binomial routines, the algorithm Proper-Learn-PBD has the following structure: It first runs Learn-PBD with accuracy parameters , δ. If Learn-PBD returns the distribution HS computed by subroutine Learn-Sparse, then Proper-Learn-PBD outputs the result of Locate-Sparse(HS , 12c ). If, on the other hand, Learn-PBD returns the translated Poisson distribution HP = T P (μ,σ 2 ) computed by subroutine Learn-Poisson, then Proper-Learn-PBD returns the Binomial distribution constructed by the routine Locate-Binomial(μ,σ 2 , n). It follows from the correctness of Learn-PBD and the above discussion that, with probability 1−δ, the output of ProperLearn-PBD is within total variation distance O( ) of the target X. The number of samples is the same as in Learn-PBD, and the running time is 1 O(log 2 1/ ) ·Õ(log n log 2 1/δ). This concludes the proof of Part 2 of Theorem 1, and thus of the entire theorem.
CONCLUSION AND OPEN PROBLEMS
While we have essentially settled the sample and time complexity of learning an unknown Poisson Binomial Distribution to high accuracy, several natural goals remain for future work. One goal is to obtain a proper learning algorithm which is as computationally efficient as our nonproper algorithm. Another goal is to understand the sample complexity of learning log-concave distributions over [n] 
APPENDIX A. PROOF OF LEMMA 3
The Algorithm Learn-Sparse X (n, , δ ) works as follows: It first draws M = 32 log(8/δ )/ 2 samples from X and sorts them to obtain a list of values 0 ≤ s1 ≤ · · · ≤ sM ≤ n. In terms of these samples, let us defineâ := s 2 M and b := s (1−2 )M . We claim the following:
Proof. We only show that X(≤â) ≥ 3 /2 with probability at least 1 − δ /8, since the arguments for X(≤â) ≤ 5 /2, X(≤b) ≤ 1 − 3 /2 and X(≤b) ≥ 1 − 5 /2 are identical. Given that each of these conditions is met with probability at least 1−δ /8, the union bound establishes our claim.
To show that X(≤â) ≥ 3 /2 is satisfied with probability at least 1 − δ /8 we argue as follows: Let α = max{i | X(≤ i) < 3 /2}. Clearly, X(≤ α ) < 3 /2 while X(≤ α + 1) ≥ 3 /2. Given this, of M samples drawn from X an expected number of at most 3 M/2 samples are ≤ α . It follows then from the Chernoff bound that the probability that more than 
Ifb −â > (C/ )
3 , where C is the constant in the statement of Theorem 4, the algorithm outputs "fail", returning the trivial hypothesis which puts probability mass 1 on the point 0. Otherwise, the algorithm runs Birgé's unimodal distribution learner (Theorem 5) on the conditional distribution X [â,b] , and outputs the result of Birgé's algorithm. Since X is unimodal, it follows that X [â,b] is also unimodal, hence Birgé's algorithm is appropriate for learning it. The way we apply Birgé's algorithm to learn X [â,b] given samples from the original distribution X is the obvious one: we draw samples from X, ignoring all samples that fall outside of [â,b] 
Analysis: It is easy to see that the sample complexity of our algorithm is as promised. For the running time, notice that, if Birgé's algorithm is invoked, it will return two lists of numbers a1 through a k and b1 through b k , as well as a list of probability masses q1, . . . , q k assigned to each subinterval [ai, bi] , i = 1, . . . , k, by the hypothesis distribution HS, where k = O(log(1/ )/ ). In linear time, we can compute a list of probabilitiesq1, . . . ,q k , representing the probability assigned by HS to every point of subinterval [ai, bi] , for i = 1, . . . , k. So we can represent our output hypothesis HS via a data structure that maintains O(1/ 3 ) pointers, having one pointer per point inside [a, b] . The pointers map points to probabilities assigned by HS to these points. Thus turning the output of Birgé's algorithm into an explicit distribution over [a, b] incurs linear overhead in our running time, and hence the running time of our algorithm is also as promised. Moreover, we also note that the output distribution has the promised structure, since in one case it has a single atom at 0 and in the other case it is the output of Birgé's algorithm on a distribution of support of size (C/ ) 3 . It only remains to justify the last part of the lemma. Let Y be the sparse-form PBD that X is close to; say that Y is supported on {a , . . . , b } where b − a ≤ (C/ )
3 . Since X is -close to Y in total variation distance it must be the case that X(≤ a − 1) ≤ . Since X(≤â) ≥ 3 /2 by Claim 6, it must be the case thatâ ≥ a . Similar arguments give thatb ≤ b . So the interval [â,b] is contained in [a , b ] and has length at most (C/ ) 3 . This means that Birgé's algorithm is indeed used correctly by our algorithm to learn X [â,b] , with probability at least 1 − δ /2 (that is, unless Claim 6 fails). Now it follows from the correctness of Birgé's algorithm (Theorem 5) and the discussion above, that the hypothesis HS output when Birgé's algorithm is invoked satisfies dTV (HS, X [â,b] ) ≤ , with probability at least 1 − δ /2, i.e. unless either Birgé's algorithm fails, or we fail to get the right number of samples landing inside [â,b] .
To conclude the proof of the lemma we note that: [â,b] |X [â,b] 
So the triangle inequality gives: dTV (HS, X) = O( ), and Lemma 3 is proved.
B. PROOF OF LEMMA 4
We start by showing that we can estimate the mean and variance of the target PBD X. 
The algorithm uses
O(log(1/δ)/ 2 )
samples and runs in time
O(log n log(1/δ)/ 2 ).
Proof. We treat the estimation of μ and σ 2 separately. For both estimation problems we show how to use O(1/ 2 ) samples to obtain estimatesμ andσ 2 achieving the required guarantees with probability at least 2/3. Then a routine procedure allows us to boost the success probability to 1 − δ at the expense of a multiplicative factor O(log 1/δ) on the number of samples. While we omit the details of the routine boosting argument, we remind the reader that it involves running the weak estimator O(log 1/δ) times to obtain estimatesμ1, . . . ,μ O(log 1/δ) and outputting the median of these estimates, and similarly for estimating σ 2 .
We proceed to specify and analyze the weak estimators for μ and σ 2 separately:
• Weak estimator for μ: Let Z1, . . . , Zm be independent samples from X, and letμ =
So Chebyshev's inequality implies that
Choosing t = √ 3 and m = 3/ 2 , the above imply that |μ − μ| ≤ σ with probability at least 2/3.
• Weak estimator for σ 2 : Let Z1, . . . , Zm be independent samples from X, and letσ 
where κ is the kurtosis of the distribution of X. To bound κ in terms of σ
Choosing t = √ 3 and m = 3/ 2 , the above imply that
σ 2 with probability at least 2/3.
We now proceed to prove Lemma 4. Suppose that X is not -close to any PBD in sparse form inside the cover S of Theorem 4. Then there exists a PBD Z in k = k( )-heavy Binomial form inside S that is within total variation distance from X. We use the existence of such a Z to obtain lower bounds on the mean and variance of X. Indeed, suppose that the distribution of Z is Bin( , q) + t, i.e. a Binomial with parameters , q that is translated by t. Then Theorem 4 certifies that the following conditions are satisfied by the parameters , q, t, μ = E[X] and σ 2 = Var[X]:
In particular, conditions (b) and (d) above imply that
for some universal constant θ, as mentioned in Section 2.2 (see Equation (1)). Hence we can apply Lemma 7 with = / 4 + 1 θ 2 and δ = δ to obtain-from O(log(1/δ )/ 2 ) samples and with probability at least 1−δ -estimatesμ and σ 2 of μ and σ 2 respectively that satisfy
(see Equation (2) of Section 2.2). Now let Y be a random variable distributed according to the translated Poisson distribution T P (μ,σ 2 ). We conclude the proof of Lemma 4 by showing that Y and X are within O( ) in total variation distance.
Proof. We make use of Lemma 1.
It remains to bound the total variation distance between the translated Poisson distributions T P (μ, σ 2 ) and T P (μ,σ 2 ). For this we use Lemma 2. Lemma 2 implies
The claim follows from (12), (13) and the triangle inequality.
This concludes the proof of Lemma 4 as well.
As a final remark, we note that the algorithm described above does not need to know a priori whether or not X is -close to a PBD in sparse form inside the cover S of Theorem 4. The algorithm simply runs the estimator of Lemma 7 with = / 4 + 1 θ 2 and δ = δ and outputs whatever estimatesμ andσ 2 the algorithm of Lemma 7 produces.
C. PROOF OF LEMMA 5
Let W be the support of X. To set up the competition between H1 and H2, we define the following subset of W:
, declare H1 as winner and return H1; otherwise,
It is not hard to check that the outcome of the competition does not depend on the ordering of the pair of distributions provided in the input; that is, on inputs (H1, H2) and (H2, H1) the competition outputs the same result for a fixed sequence of samples s1, . . . , sm drawn from X.
The correctness of Choose-Hypothesis is an immediate consequence of the following claim. (In fact for Lemma 5 we only need item (i) below, but item (ii) will be handy later in the proof of Lemma 11.) • For part (i): If dTV (X, H2) > 6 , from the triangle inequality we get that p1 − q1 = dTV (H1, H2) > 5 . Hence, the algorithm will go beyond step 1, and with probability at least 1 − e −m 2 /2 , it will stop at step 3, declaring H1 as the winner of the competition between H1 and H2.
• For part (ii): If p1 − q1 ≤ 5 then the competition declares a draw, hence H2 is not the winner. Otherwise we have p1 − q1 > 5 and the above arguments imply that the competition between H1 and H2 will declare H2 as the winner with probability at most e
This concludes the proof of Claim 9 and of Lemma 5.
D. LEARNING WEIGHTED SUMS OF IN-DEPENDENT BERNOULLIS
In this section we consider a generalization of the problem of learning an unknown PBD, by studying the learnability of weighted sums of independent Bernoulli random variables X = n i=1 wiXi. (Throughout this section we assume for simplicity that the weights are "known" to the learning algorithm.) In Section D.1 we show that if there are only constantly many different weights then such distributions can be learned by an algorithm that uses O(log n) samples and runs in time poly(n). In Section D.2 we show that if there are n distinct weights then even if those weights have an extremely simple structure -the i-th weight is simply i -any algorithm must use Ω(n) samples.
D.1 Learning sums of weighted independent
Bernoulli random variables with few distinct weights
Recall Theorem 2: 
samples from the target distribution X, runs in time
and with probability 1 − δ outputs a hypothesis vectorp ∈ [0, 1] n defining independent Bernoulli random variablesXi
Given a vector a = (a1, . . . , an) of weights, we refer to a distribution X = n i=1 aiXi (where X1, . . . , Xn are independent Bernoullis which may have arbitrary means) as an a-weighted sum of Bernoullis, and we write Sa to denote the space of all such distributions.
To prove Theorem 2 we first show that Sa has an -cover that is not too large. We then show that by running a "tournament" between all pairs of distributions in the cover, using the hypothesis testing subroutine from Section 2.3, it is possible to identify a distribution in the cover that is close to the target a-weighted sum of Bernoullis. 
is an -cover for the space of all possible S's, and hence the set
is an -cover for Sa. So Sa has an explicit -cover of size
(We note that a slightly stronger quantitative bound on the cover size can be obtained using Theorem 6 instead of Theorem 4, but the improvement is negligible for our ultimate purposes.)
Lemma 11. Let S be any collection of distributions over a finite set. Suppose that S ⊂ S is an -cover of S of size N . Then there is an algorithm that uses

O(
−2 log N log(1/δ))
samples from an unknown target distribution X ∈ S and with probability 1 − δ outputs a distribution Z ∈ S that satisfies dTV (X, Z) ≤ 6 .
Devroye and Lugosi (Chapter 7 of [DL01]) prove a similar result by having all pairs of distributions in the cover compete against each other using their notion of a competition, but again there are some small differences: their approach chooses a distribution in the cover which wins the maximum number of competitions, whereas our algorithm chooses a distribution that is never defeated (i.e. won or achieved a draw against all other distributions in the cover).
Proof. The algorithm performs a tournament by running the competition Choose-Hypothesis X (Hi, Hj, , δ/(2N )) for every pair of distinct distributions Hi, Hj in the cover S . It outputs a distribution Y ∈ S that was never a loser (i.e. won or achieved a draw in all its competitions). If no such distribution exists in S then the algorithm outputs "failure."
Since S is an -cover of S, there exists some Y ∈ S such that dTV (X, Y ) ≤ . We first argue that with high probability this distribution Y never loses a competition against any other Y ∈ S (so the algorithm does not output "failure"). Consider any Y ∈ S . If dTV (X, Y ) > 4 , by Claim 9(ii) the probability that Y loses to Y is at most 2e We next argue that with probability at least 1−δ/2, every distribution Y ∈ S that never loses has Y close to X. Fix a distribution Y such that dTV (Y , X) > 6 ; Lemma 9(i) implies that Y loses to Y with probability 1 − 2e
A union bound gives that with probability 1 − δ/2, every distribution Y that has dTV (Y , X) > 6 loses some competition.
Thus, with overall probability at least 1 − δ, the tournament does not output "failure" and outputs some distribution Y such that dTV (X, Y ) is at most 6 . This proves the lemma.
Proof of Theorem 2:
We claim that the algorithm of Lemma 11 has the desired sample complexity and can be implemented to run in the claimed time bound. The sample complexity bound follows directly from Lemma 11. It remains to argue about the time complexity. Note that the running time of the algorithm is poly(|Sa, |) times the running time of a competition. We will show that a competition between H1, H2 ∈ S a, can be carried out by an efficient algorithm. This amounts to efficiently computing the probabilities p1 = H1(W1) and q1 = H2(W1).
It is thus easy to see that p1, q1 can be efficiently computed as long as there is an efficient algorithm for the following problem: given H = k j=1 bjSj ∈ S a, and w ∈ W, compute H(w). Indeed, fix any such H, w. We have that
where the sum is over all k-tuples (m1, . . . , m k ) such that 0 ≤ mj ≤ nj for all j and b1m1 We close this subsection with the following remark: In recent work [DDS12] the authors have given a poly( , log(n), 1/ )-time algorithm that learns any -modal distribution over [n] (i.e. a distribution whose pdf has at most "peaks" and "valleys") using O( log(n)/ 3 +( / ) 3 log( / )) samples. It is natural to wonder whether this algorithm could be used to efficiently learn a sum of n weighted independent Bernoulli random variables with k distinct weights, and thus give an alternate algorithm for Theorem 2, perhaps with better asymptotic guarantees. However, it is easy to construct a sum X = n i=1 aiXi of n weighted independent Bernoulli random variables with k distinct weights such that X is 2 k -modal. Thus a naive application of the [DDS12] result would only give an algorithm with sample complexity exponential in k, rather than the quasilinear sample complexity of our current algorithm. If the 2 k -modality of the above-mentioned example is the worst case (which we do not know), then the [DDS12] algorithm would give a poly(2 k , log(n), 1/ )-time algorithm for our problem that
) examples (so comparing with Theorem 2, exponentially worse sample complexity as a function of k, but exponentially better running time as a function of n). Finally, in the context of this question (how many modes can there be for a sum of n weighted independent Bernoulli random variables with k distinct weights), it is interesting to recall the result of K.-I. Sato [Sat93] which shows that for any N there are two unimodal distributions X, Y such that X + Y has at least N modes.
D.2 Sample complexity lower bound for learning sums of weighted independent Bernoulli random variables
Recall Theorem 3:
weighted sum of unknown independent Bernoulli random variables (where the i-th weight is simply i).
Let L be any learning algorithm which, given n and access to independent draws from X, outputs a hypothesis distributionX such that dTV (X, X) ≤ 1/25 with probability at least e −o(n) . Then L must use Ω(n) samples.
Proof of Theorem 3:
We define a probability distribution over possible target probability distributions X as follows: A subset S ⊂ {n/2 + 1, . . . , n} of size |S| = n/100 is drawn uniformly at random from all n/2 n/100 possible outcomes.. The vector p = (p1, . . . , pn) is defined as follows: for each i ∈ S the value pi equals 100/n = 1/|S|, and for all other i the value pi equals 0. The i-th Bernoulli random variable Xi has E[Xi] = pi, and the target distribution is X = Xp = n i=1 iXi. We will need two easy lemmas:
Lemma 12. Fix any S, p as described above. For any j ∈ {n/2 + 1, . . . , n} we have Xp(j) = 0 if and only if j ∈ S. For any j ∈ S the value X p (j) is exactly (100/n)(1 − 100/n) n/100−1 > 35/n (for n sufficiently large), and hence Xp({n/2 + 1, . . . , n}) > 0.35 (again for n sufficiently large).
The first claim of the lemma holds because any set of c ≥ 2 numbers from {n/2 + 1, . . . , n} must sum to more than n. The second claim holds because the only way a draw x from Xp can have x = j is if Xj = 1 and all other Xi are 0 (here we are using limx→∞(1 − 1/x) x = 1/e). The next lemma is an easy consequence of Chernoff bounds:
Lemma 13. Fix any p as defined above, and consider a sequence of n/2000 independent draws from Xp = i iXi. With probability 1−e −Ω(n) the total number of indices j ∈ [n] such that Xj is ever 1 in any of the n/2000 draws is at most n/1000.
We are now ready to prove Theorem 3. Let L be a learning algorithm that receives n/2000 samples. Let S ⊂ {n/2 + 1, . . . , n} and p be chosen randomly as defined above, and set the target to X = X p .
We consider an augmented learner L that is given "extra information." For each point in the sample, instead of receiving the value of that draw from X the learner L is given the entire vector (X1, . . . , Xn) ∈ {0, 1} n . Let T denote the set of elements j ∈ {n/2 + 1, . . . , n} for which the learner is ever given a vector (X1, . . . , Xn) that has Xj = 1. By Lemma 13 we have |T | ≤ n/1000 with probability at least 1 − e −Ω(n) ; we condition on the event |T | ≤ n/1000 going forth.
Fix any value ≤ n/1000. Conditioned on |T | = , the set T is equally likely to be any -element subset of S, and all possible "completions" of T with an additional n/100 − ≥ 9n/1000 elements of {n/2 + 1, . . . , n} \ T are equally likely to be the true set S.
Let H denote the hypothesis distribution over [n] that algorithm L outputs. Let R denote the set {n/2+1, . . . , n}\T ; note that since |T | = ≤ n/1000, we have |R| ≥ 499n/1000. Let U denote the set {i ∈ R : H(i) ≥ 30/n}. Since H is a distribution we must have |U | ≤ n/30. Each element in S \ U "costs" at least 5/n in variation distance between X and H. Since S is a uniform random extension of T with at most n/100 − ∈ [9n/1000, n/100] unknown elements of R and |R| ≥ 499n/1000, an easy calculation shows that (n) . This means that with probability 1−e −Ω(n) we have dTV (X, H) ≥ 8n 1000 · 5 n = 1/25, and the theorem is proved.
E. EXTENSIONS OF THE COVER THEO-REM E.1 Proof of Theorem 4
We only need to argue that the -covers constructed in the works [Das08] and [DP11] satisfy the part of the theorem following "finally;" we will refer to this part of the theorem as the last part in the following discussion. Moreover, in order to avoid reproducing here the involved constructions of [Das08] and [DP11], we will assume that the reader has some familiarity with these constructions. Nevertheless, we will try to make our proof self-contained.
First, we claim that we only need to establish the last part of Theorem 4 for the cover obtained in [Das08] 
• Proof for (μZ, σ 
The filter of Stage 1 rounds the expectations of the indicators indexed by L to some value in {0, 1/k} so that no expectation is altered by more than an additive 1/k, and the sum of these expectations is not modified by more than an additive 1/k. Similarly, the expectations of the indicators indexed by H are rounded to some value in {1 − 1/k, 1}. See the details of how the rounding is performed in Section 5 of [Das08] . Let us then denote by {p i }i the expectations of the indicators {Zi}i resulting from the rounding. We argue that the mean and variance of Z = i Zi is close to the mean and variance of X. Indeed,
Similarly,
We proceed to bound the two terms of the above summation separately. Since the argument is symmetric for L and H we only do L. We have
Using the above (and a symmetric argument for index set H) we obtain: This concludes the proof of Theorem 4.
E.2 Improved Version of Theorem 4
In our new improved version of the Cover Theorem, the k-heavy Binomial Form distributions in the cover are actually Binomial distributions Bin( , q) (rather than translated Binomial distributions as in the original version) for some ≤ n and some q which is of the form (integer)/ (rather 2. Bounding dTV (T P (¯ p,¯ p(1−p)), T P (¯ q,¯ q(1−q))): Let σ 2 denote min{¯ p(1 −p),¯ q(1 −q)}. Since |q −p| ≤ 1/n, we have that q(1 −q) =¯ p(1 −p) ± O(1) = Ω(1/ 2 ), soσ = Ω(1/ ). We use Lemma 2, which tells us that dTV (T P (¯ p,¯ p(1 −p)), T P (¯ q,¯ q(1 −q)))
Since |p −q| ≤ 1/n, we have that |¯ p −¯ q| =¯ |p −q| ≤ /n ≤ 1, so the first fraction on the RHS of (16 is O( ). The second fraction is at most (O(1) + 1)/σ 2 = O( 2 ), so we get dTV (T P (¯ p,¯ p(1 −p)), T P (¯ q,¯ q(1 −q))) ≤ O( ) as desired.
3. Bounding dTV (T P (¯ q,¯ q(1 −q)), Bin(¯ ,q)): Similar to the first case above, we use Lemma 1, together with the lower boundσ = Ω(1/ ), to get the desired O( ) upper bound.
This concludes the proof of Theorem 6.
F. BIRGÉ'S THEOREM: LEARNING UNI-MODAL DISTRIBUTIONS
Here we briefly explain how Theorem 5 follows from [Bir97]. We assume that the reader is moderately familiar with the paper [Bir97] .
Birgé (see his Theorem 1 and Corollary 1) upper bounds the expected variation distance between the target distribution (which he denotes f ) and the hypothesis distribution that is constructed by his algorithm (which he denotesfn; it should be noted, though, that his "n" parameter denotes the number of samples used by the algorithm, while we will denote this by "m", reserving "n" for the domain {1, . . . , n} of the distribution). More precisely, [Bir97] shows that this expected variation distance is at most that of the Grenander estimator (applied to learn a unimodal distribution when the mode is known) plus a lower-order term. For our Theorem 5 we take Birgé's "η" parameter to be . With this choice of η, by the results of [Bir87a, Bir87b] bounding the expected error of the Grenander estimator, if m = O(log(n)/ 3 ) samples are used in Birgé's algorithm then the expected variation distance between the target distribution and his hypothesis distribution is at most O( ). To go from expected error to an -accurate hypothesis with probability 1 − δ, we run the above-described algorithm O(log(1/δ)) times so that with probability at least 1−δ some hypothesis obtained is -accurate. Then we use our hypothesis testing procedure of Lemma 5, or, more precisely, the extension provided in Lemma 11, to identify an O( )-accurate hypothesis. (The use of Lemma 11 is why the running time of Theorem 5 depends quadratically on log(1/δ).)
It remains only to argue that a single run of Birgé's algorithm on a sample of size m = O(log(n)/ 3 ) can be carried out inÕ(log 2 (n)/ 3 ) bit operations (recall that each sample is a log(n)-bit string). His algorithm begins by locating an r ∈ [n] that approximately minimizes the value of his function d(r) (see Section 3 of [Bir97]) to within an additive η = (see Definition 3 of his paper); intuitively this r represents his algorithm's "guess" at the true mode of the distribution. To locate such an r, following Birgé's suggestion in Section 3 of his paper, we begin by identifying two consecutive points in the sample such that r lies between those two sample points. This can be done using log m stages of binary search over the (sorted) points in the sample, where at each stage of the binary search we compute the two functions d − and d + and proceed in the appropriate direction. To compute the function d − (j) at a given point j (the computation of d + is analogous), we recall that d − (j) is defined as the maximum difference over [1, j] between the empirical cdf and its convex minorant over [1, j] . The convex minorant of the empirical cdf (over m points) can be computed inÕ((log n)m) bit-operations (where the log n comes from the fact that each sample point is an element of [n]), and then by enumerating over all points in the sample that lie in [1, j] (in time O((log n)m)) we can compute d − (j). Thus it is possible to identify two adjacent points in the sample such that r lies between them in timeÕ((log n)m). Finally, as Birgé explains in the last paragraph of Section 3 of his paper, once two such points have been identified it is possible to again use binary search to find a point r in that interval where d(r) is minimized to within an additive η. Since the maximum difference between d − and d+ can never exceed 1, at most log(1/η) = log(1/ ) stages of binary search are required here to find the desired r.
Finally, once the desired r has been obtained, it is straightforward to output the final hypothesis (which Birgé denoteŝ fn). As explained in Definition 3, this hypothesis is the derivative ofF r n , which is essentially the convex minorant of the empirical cdf to the left of r and the convex majorant of the empirical cdf to the right of r. As described above, given a value of r these convex majorants and minorants can be computed inÕ((log n)m) time, and the derivative is simply a collection of uniform distributions as claimed. This concludes our sketch of how Theorem 5 follows from [Bir97].
G. EFFICIENT EVALUATION OF THE POIS-SON DISTRIBUTION
In this section we provide an efficient algorithm to compute an additive approximation to the Poisson probability mass function. This seems like a basic operation in numerical analysis, but we were not able to find it explicitly in the literature.
Before we state our theorem we need some notation. For a positive integer n, denote by |n| its description complexity (bit complexity), i.e. |n| = log 2 n . We represent a positive rational number q as
, where q1, q2 are relatively prime positive integers. The description complexity of q is defined to be |q| = |q1|+|q2|. We are now ready to state our theorem for this section:
Theorem 7. There is an algorithm that, on input a rational number λ > 0, and integers k ≥ 0 and t > 0, produces an estimate p k such that
where
is the probability that the Poisson distribution of parameter λ assigns to integer k. The running time of the algorithm isÕ(|t| 3 + |k| · |t| + |λ| · |t|).
Proof. Clearly we cannot just compute e −λ , λ k and k! separately, as this will take time exponential in the description complexity of k and λ. We follow instead an indirect approach. We start by rewriting the target probability as follows
