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We investigate the multiparameter eigenvalue problem in the case where some of 
the operators depend holomorphically on a perturbation parameter. The behaviour 
of eigenvalues of finite multiplicity, together with the associated eigenvectors, is 
considered as the perturbation parameter is varied. In addition we discuss the effect 
of the perturbation on a complete orthonormal system of eigenvectors. The theory 
allows fairly general holomorphic perturbations and only requires a weak mul- 
tiparameter “definiteness” condition. 0 1988 Academic Press, Inc. 
1. INTRODUCTION 
Suppose that we are given a multiparameter system of equations 
Tr + i 4 vr, > t&=0, r = 1, . . . . k, s=l (1.1) 
where the T,, I/,, are self-adjoint linear operators on the Hilbert spaces H, 
and the ,I,, s= 1, . . . . k, are complex parameters. An eigenvalue of (1 .l ) is a 
point 5 = (AI, . . . . &) for which each equation possesses a solution U, ~0. 
The spectral theory of multiparameter systems of the above form has been 
considered in many recent papers, see, e.g., [l, 4, 5, 10, 13, 14, 161. In this 
paper we will consider the effect on the eigenvalues and eigenvectors of 
( 1.1) of perturbing the operators T,. Specifically, we suppose that we have 
operators T,(B) which depend holomorphically on a parameter 6 (in a 
sense to be defined below) and the behaviour of the eigenvalues and eigen- 
vectors as functions of 0 is investigated. 
Multiparameter perturbation theory has been considered before, see 
[7, 11, 151. In [7, 151 a bifurcation theory approach is used to consider 
perturbations of multiparameter eigenvalues under a “right definiteness” 
condition. Various results on continuous and differentiable dependence of 
the eigenvalues and eigenvectors on a perturbation parameter are derived, 
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particularly for simple eigenvalues (i.e., eigenvalues for which the null 
spaces of the operators in (1.1) are l-dimensional). However, the situation 
we consider and the results we obtain are more analogous to the analytic 
perturbation theory of linear operators as described in [12], rather than 
the bifurcation type results in [7, 151. In particular, in Section 4 we will 
consider the behaviour of an infinite system of eigenvalues and eigen- 
vectors, rather than looking at a single eigenvalue as in [7, 151. The 
analytic perturbation theory of multiparameter eigenvalue problems has 
been considered before in [ 111 using right definiteness. Despite the fact 
that the problem we consider is similar to that of [ 111 the approach we 
adopt is totally different and enables us to consider a more general class of 
perturbations using weaker definiteness conditions. Thus our results 
contain all the results of [ 111. 
The major difference between [ 111 and the present paper is that we first 
consider the eigenvalue problem in the original spaces H, rather than 
introducing the tensor product space of=, H,. This avoids the use of the 
operators rj( 0), j = 1, . . . . k, defined in [ 11; p. 2581. The definition of these 
operators is complicated, particularly when we do not assume right 
definiteness, see [S], and it is difficult to use them in a perturbation 
analysis. Note that the statement on p. 258 of [11] concerning the 
domains of the operators r,(O) is incorrect (see [16]) and thus the result 
on p. 260 asserting that the r’(0) form holomorphic families of type A (see 
[ 121) may not be correct. 
The plan of the paper is as follows. In Section 2 we introduce some 
notation and describe the main assumptions to be imposed on the system 
(1.1). The perturbation theory of an isolated eigenvalue of finite mul- 
tiplicity will be considered in Section 3. Finally, in Section 4, we use the 
tensor product space @PC i H,, together with a suitable inner product, to 
discuss the perturbation of a complete orthonormal system of eigenvectors. 
2. NOTATION AND DEFINITIONS 
Suppose that we are given Hilbert spaces H,, r = 1, . . . . k, together with 
(1) bounded Hermitian operators I’?,: H, + H,, 1< r, s G k, 
(2) self adjoint holomorphic families of operators 
TAO WT,(W) c H, -+ H,, l<r<k, 
defined for 8 in a domain Q of the complex plane. 
Self adjoint holomorphic families of operators are defined in [12; 
p. 3851. In particular we assume the following: (i) the domain Q is sym- 
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metric with respect to the real axis; (ii) the domain D( T,(8)) is dense in H, 
for each 8 E 52, r = 1, . . . . k; (iii) T,(8)* = T,(B), r = 1, . . . . k, 8~9, where 
T,(0)* denotes the adjoint operator and 0 is the complex conjugate of 8; 
and (iv) the operators T,(O) are holomorphic functions of 8 in the sense of 
[ 12; p. 3661. It is clear from (iii) that for real 0 the operators r,(O) are self- 
adjoint. We let Sz, denote the set Q n R. 
Now define the system of operators 
we, a) = w) + i 4 v,,: D(T,(O)) = H, --) H,, r=l ,..., k, (2.1) 
where k = (A,, . . . . A,) E Ck is a k-tuple of spectral parameters. For any 8 E Q 
we say that 1 is an eigenvalue of the multiparameter system (2.1) if and 
only if there exists a non zero u, E H,, r = 1, . . . . k, such that 
WA& A) u, = 0, r = 1, . . . . k. (2.2) 
The vector u = (ul, . . . . uk) E @:= 1 H, is said to be an eigenvector 
corresponding to the eigenvalue 5. Unless otherwise stated we will always 
normalize eigenvectors by choosing JIu,I( = 1, r = 1, . . . . k. Let N( W,.(O, A)) 
denote the null space of the operator I%‘,(& k)) and suppose that 
Dim N( W,(& A)) = m,. Then the multiplicity of the eigenvalue 1 is defined 
to be nF=, m,. 
The eigenvalue 1 of (2.1) is said to be isolated if 0 is an isolated point of 
the spectrum of each of the operators W,(& 5). Now suppose that for some 
real 0, E Q there exists an isolated eigenvalue, )L, of finite multiplicity. In the 
following sections we consider the behaviour of this eigenvalue and the 
associated eigenvectors as 8 varies in a neighborhood of O,,. For simplicity 
O,, will usually be chosen to be 0. 
We will use the norm l)L( = sup, \A,/ for h E Ck. This norm is equivalent 
to the Euclidean norm but will be more convenient to use in the following 
discussion. 
Before proceeding it is necessary to impose a “definiteness” condition on 
the system of operators (2.1). Given any real 0E Q, and any u,, 
u,ED(T,(O)), r= 1, . . . . k, let u= (ur, . . . . u,), u= (vi, . . . . uk). 
For a fixed vector w  = (w,, . . . . ok) E Rk+‘, we define the following two 
determinants 
S(u, 0) = detC( V,,u,, ~~11. 
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The definiteness condition that we employ can now be stated as follows: 
CONDITION A,. For some [>O and OER”+‘, and for each 8~0, and 
u such that u,ED(T,(B)), ll~,ll = 1, r= 1, . . . . k. 
A(@(% u) 3 i. 
This condition has been used by several authors, e.g., [ 1, 5, 10, 141. A 
systematic study of the definiteness conditions used in multiparameter 
spectral theory is contained in the papers [2, 31, where the relationship of 
Condition A6 to other definiteness conditions is examined. The above 
condition is one of the weakest definiteness conditions that have been 
considered; in particular, it is weaker than the left definite and right definite 
conditions used in [4, 131. 
We briefly consider some of the consequences of Condition A, for the 
multiparameter eigenvalue problem. Suppose that, for some 8 E Q,, 1 is an 
eigenvalue of (2.1) with corresponding eigenvector U. Define the number 
A by 
n=w,+ i &OS. (2.3) 
s=l 
By taking the inner product of the rth equation of (2.2) with u,, for any 
U,E H,, and adding Eq. (2.3) to the resulting system of linear equations, it 
can easily be shown, using Cramer’s rule, that the following equation holds 
A(Wu, 0) = mu, 01, forall UE& H,. (2.4) 
r=l 
This equation, together with Condition A6, implies that for any eigenvec- 
tor u we have S(u, U) # 0. This observation will be used extensively below. 
Another consequence of Eq. (2.4) and Condition A, is that, for real 8, 
any eigenvalue of (2.1) must be an element of [Wk. This is a standard result, 
see [lo]. 
3. PERTURBATION OF ISOLATED EIGENVALUES 
Suppose that 0 E Q and that for 0 = 0 there exists an isolated eigenvalue, 
I..‘, having finite multiplicity m”. We consider the behaviour of this eigen- 
value, and the corresponding eigenvectors, as 0 varies in a neighbourhood 
of 0. For simplicity we will, initially, consider the case of a simple eigen- 
value, i.e., an eigenvalue with multiplicity m” = 1. 
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THEOREM 3.1. Let 1’ be an isolated, simple eigenvalue of (2.1) for 8 = 0. 
If the conditions of Section 2 are satisfied then there is a neighbourhood 
U c C of 0 and a neighborhood V c Ck of Lo such that for each 8 E U the 
system (2.1) has exactly 1 simple eigenvalue, k(0), in V, This eigenvalue 
depends holomorphically on 0, and the associated eigenvector, u(e), may be 
chosen to be holomorphic in 8. 
Proof Consider the eigenvalue problem 
r = 1, . . . . k. (3.1) 
For each r we can regard (3.1) as a standard perturbation problem with 
eigenvalue p, and vector parameter (0, L). By hypothesis pr = 0 is a simple 
isolated eigenvalue of W,(O, 1’). It is known that there exists holomorphic 
functions p,(8, I), u,(& 5) near (0, h) = (0, 1’) such that the functions pr, 
u, satisfy (3.1) and p,(O, 1’)=0, u,(O, A”)= u:, )Iu,(& J.)II 3 1. In addition 
p,(8, A) is the only eigenvalue of W,(e, A) in a small enough 
neighbourhood of (0, L) = (0,3,‘), pr = 0. For a proof of these results see 
Theorem 5.16, page 119 of [12] for the finite-dimensional case. The 
infinite-dimensional case can be dealt with similarly, see Section VII-l.3 of 
[12]. We note that the discussion in Section VII-l.3 of Cl23 constructs 
holomorphic projections, defined on a neighbourhood of (0, a) = (0, Lo), 
which project onto the finite-dimensional eigenspace. This construction, 
using a contour integral of the resolvent operator, works just as well when 
the parameter is a vector as when it is a scalar. 
Substituting pr and u, into (3.1) and differentiating with respect to 1, 
gives 
w,a J-1 2 (0, k) + V,,u,(O, k) =g (0, A) 240, a) + p,(O, A) 2 (0, k) 
J s s 
(3.2) 
(interchanging the order of the differentiation and the operator T,(O) is 
justified since T,(O) is closed). Now putting 1=1’ and taking the inner 
product of (3.2) with u, leads to 
g (0, a”) = (v,P:, 4% 
3 
where we have used the self-adjointness of W,(O, Lo) and the fact that 
W,(O, A”) u; = 0. 
Define the function @(& 1) E Ck for (0, A) near (0, Lo) in Ck+ ’ by 
we, b) = (de, a . . . . Pk(er a)). 
409!131;2-12 
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By definition, @ is a holomorphic function with @(O, A’) = 0. In addition, it 
follows from (3.3) and the remark following Eq. (2.4) that the derivative 
D, @(O, ho) is nonsingular. Thus we can apply the implicit function theorem 
to the equation 
aye, IL)=0 
to find the unique, holomorphic solution k(0) near 8=0. This function 
gives us a curve of multiparameter eigenvalues of (2.1) and the 
corresponding eigenvectors are given by the functions u,(e, h(0)). This 
proves existence of the eigenvalues and eigenvectors while uniqueness of 
the eigenvalue A(8) follows from the uniqueness of the eigenvalues pr and 
of the solution given by the implicit function theorem. 1 
Now suppose that 1’ is an isolated eigenvalue of (2.1) having mul- 
tiplicity m” > 1. In order to extend Theorem 3.1 to this case we first reduce 
the problem to a finite-dimensional problem as follows. Let e denote the 
null space N( W,(O, A’)) and suppose that e has dimension my. It follows 
from [12; Sections VII-l.3 and W-3.11 that, for (0, A) near (0, A’), there 
exist projections P,(B, A) on H, which reduce the operators W,(6), k). The 
projections P,.(B, A) are holomorphic functions of (0, A) with ranges 
R(P,(O, A’)) = q. Note that in [ 121 the parameter is a scalar; however, 
the results extend easily to the vector case which we are considering. 
By the construction of the projections P, we need only look for 
solutions, u,, of (2.2) in the spaces H,(8, l)=R(P,(B, h)) for (8, A) near 
(0,5’). By continuity of the projections P,(O, 5) we have Dim H,(e, 1L) = my 
near (0, A’). 
The above procedure has reduced the problem from the system (2.2) in 
the spaces H, to the same system defined in the finite-dimensional spaces 
H,(O, A). However, it is inconvenient that the spaces depend on 8 and 1. In 
order to avoid this the following operators are defined on the spaces e: 
Rut 1) = we, 1) -1 w(e, k) u,ut u 
t(e, AL) = we, w 1 r,(e) we, k), 
Ue, 3~) = we, A) - 1 v,, we, A). 
For (($1) close to (0, A”) the mappings U,(e, A): e + H,(8, A) are inver- 
tible so the eigenvalue problem (2.2) is equivalent to the system 
U,Eq?, r = 1, . . . . k, (3.4) 
for (0, 3L) near (0, A’), see [12; Sections VII-l.3 and VII-3.11. 
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For real 0 the operators mJ9, a”) are bounded symmetric operators and 
are holomorphic functions of 0, so we have a Taylor expansion 
where the @‘y) are symmetric operators on e. 
Using the above reduction process we can now prove the analogue of 
Theorem 3.1 for multiple eigenvalues. 
THEOREM 3.2. Let 1’ be an isolated eigenvalue of (2.1) with multiplicity 
m0 for (3 = 0. If the conditions of Section 2 are satisfied then there is a 
neighbourhood U c @ of 0 and a neighbourhood V c Ck of 5’ such that for 
all tI E U the system (2.1) has exactly m” eigenvalues, counting multiplicities, 
X1(0), . . . . I+(0) in V. These eigenvalues depend holomorphically on 8, and the 
associated eigenvectors may be chosen to be holomorphic in 8. 
Proof By the above reduction process it is sufficient to consider the 
system (3.4). From the construction of the operators i%‘, it is obvious that 
@,(O, A”) = 0 so we consider the first-order terms in (3.4). Writing 
x = h - ho it is easily seen that, to lowest order, (3.4) can be written as 
mpu,+ i Xs~p,=o, UrEIIJ), r = 1, . . . . k, (3.5) 
s=l 
where pS = p,,(O, Lo). Now substituting 0x for x in (3.5) and dividing by 8 
leads to the multiparameter system 
@yd,+ i ;5,p&=o, r = I, . . . . k. (3.6) 
s=l 
It follows from the fact that w  = N( W,(O, Lo)) and the remark following 
(2.4) that for all u= (u,, . . . . U~)E OF=, @, 
S(u, u)#O. 
Thus (3.6) constitutes a finite dimensional, right definite multiparameter 
system and we can appeal to [ 1; Theorem 7.9.11 to assert the existence of 
m” eigenvalues of this problem. For each simple eigenvalue of (3.6) a 
similar argument to the proof of Theorem 3.1 leads to a holomorphic curve 
of eigenvalues and eigenvectors of (3.4). 
If (3.6) possesses multiple eigenvalues then the above reduction process 
is repeated for these eigenvalues. Eventually either this process terminates 
when we have found m” simple eigenvalue curves or we encounter sub- 
spaces which do not split up however often the process is repeated. If the 
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first alternative holds, the proof is complete, so we consider the second 
alternative. 
Suppose, without loss of generality, that the spaces e do not split up 
under the reduction process. This implies that for each n = 0, 1, . . . there 
exists an eigenvalue LTn) of multiplicity ~2’ satisfying 
r = 1, . . . . k, 
for each u, E fl. It follows that 
r = 1, . . . . k. (3.7) 
Now since the spaces HF are finite-dimensional and S(u, u) # 0 for all 
UE @f-l Hp, we have (S(u, u)l>6, for some 6 >O, for all u such that 
(Iu~[( = 1, r = 1, . . . . k. Using this, together with Cramers rule, it can be seen 
that (3.7) implies 
for some constant K> 0. This inequality shows that for small enough t3 the 
series 
h(e)= f ewfl’ 
I?=0 
converges. 
It can be seen that the function A(8) represents a curve of eigenvalues of 
the multiparameter problem having multiplicity m” at each 8. The 
corresponding eigenvectors can be obtained from the projections 
me, w. I 
Remarks. 1. The above theorems remain valid if Condition A, is 
replaced by the weaker condition: A(e)(u, u) > 0, for some o E I!@+’ and all 
UE of=, wxw. 
2. For simplicity we have considered the case where the operators 
T,(8) depend on 8; however, the results can easily be extended to allow the 
V,, to depend on 8. 
3. Theorem 3.1 on the perturbation of a simple eigenvalue can be 
considerably extended. For instance, the above proof shows that the 
parameter 8 can be a vector and, in addition, one could allow each 
operator T, to depend on a different parameter 8,. However, in the case of 
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a multiple eigenvalue this is not possible. It is well known in the pertur- 
bation theory of a single operator that at a multiple eigenvalue the eigen- 
values need not be holomorphic functions of a vector parameter, see [12, 
p. 1161, thus we cannot allow vector parameters. The following example 
shows that in the multiparameter case we cannot allow the operators T, to 
depend on different parameters, even scalar parameters. 
Let k = 2, H, = C*, Y = 1,2, and define the operators 
1 0 
vu= o o 9 
( > 
VI, = 0 0 ( ) 0 1’ 
v2, 1 = ( -1 0 0 > -1 ’ v*2= ( o 0 > . 1 
It is easily seen that this system is right definite and that all the above 
hypotheses are satisfied. The eigenvalues of the system are given by the 
intersection of the curves 
Thus we have 
which is not holomorphic in the two variables (0, 5) near (0,O). 
4. The simple eigenvalue case is discussed in more detail in [7] 
where more general perturbations are considered. 
The above theorems have dealt with the effect of perturbing isolated 
eigenvalues of the system (2.1) for 0 in a neighbourhood of 0. It was shown 
that each isolated eigenvalue with finite multiplicity splits into a finite set of 
eigenvalue curves which are holomorphic at B =O. Each of these 
holomorphic curves, together with the associated eigenvectors, can be 
continued analytically along Sz, . This continuation process works even 
when two or more eigenvalue curves intersect, as long as they intersect at 
an isolated eigenvalue of finite multiplicity. In this way each eigenvalue 
curve can be extended to a maximal open subinterval ZC 52,. 
This maximal interval I may be different for different eigenvalue curves. 
At the ends of 1 the eigenvalue curve may behave in various ways; it may 
tend to infinity or it may be absorbed into the continuous spectrum (see 
[13] for a definition of the continuous spectrum of a multiparameter 
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system). The above continuation procedure is described in [ 12, p. 3871 for 
the eigenvalue curves of a single perturbed operator. 
We note that, in Section 4, we will consider a situation where the 
spectrum of the system (2.1) consists entirely of isolated eigenvalues of 
finite multiplicity for each Q6Q2,. In this case the only way that the above 
continuation procedure can break down is when an eigenvalue curve tends 
to infinity as 8 tends to some finite 0,. Thus, if it can be shown that the 
eigenvalue curves are bounded on bounded intervals, then the maximal 
intervals of definition of the curves must be equal to QR. 
4. PERTURBATION OF ORTHONORMAL BASES 
The previous section considered the perturbation of an isolated eigen- 
value of finite multiplicity and showed that the eigenvalue splits into a 
finite number of holomorphic eigenvalue curves defined on subintervals of 
52,. In this section we will consider an infinite system of eigenvalues and 
examine the effects of the pertusbation. Specifically we will impose enough 
conditions on the system (2.1) to ensure that there exists an orthonormal 
basis of eigenvectors (in a suitable space) for each 8, and then consider the 
behaviour of this basis as 0 varies. 
As a preliminary to this we require some information on the growth rate 
of the eigenvalue curves found in Section 3 as 0 varies over 52,. In general, 
even in the one parameter case, it is difficult to obtain information on the 
growth rate of the eigenvalues without imposing further conditions on the 
operator. For this reason we will, from now on, assume that the operators 
T,(8) form self-adjoint holomorphic families of type I? as defined in [12, 
p. 3951. This definition requires that the operators T,(B) be defined in 
terms of families of closed sesquilinear forms t,(e) via the relations 
v,(e) 4, 0,) = ww, hi, ew,m v, E D,, r = 1, . . . . k, 
where D, c H, is the domain of definition of the forms t,(e) and is indepen- 
dent of 8. These forms are assumed to be bounded below and are 
holomorphic in the sense that the functions t,(e)[u,, v,] are holomorphic 
functions of 0 in D for each fixed u,, v, E D,. Such forms are said to be of 
type (a) [12, p. 395). 
The following inequalities will be required below (we let ’ above a 
function denote differentiation with respect to 0) 
Itr(e,)Cu,, 411 Gdu,, u,) + b Itr(~)C%, 41 I, l&ED, 
IC(e,)Cu,, urll G a’(~,, WI + b’ It,(Wu,, url I, 
(4.1) 
U,ED,, 
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where 8, 0, belong to any compact subset B c L? and a, b, a’, b’ are 
constants which depend on B, see [ 12, p. 3961. 
LEMMA 4.1. The above hypotheses, together with Condition Ab, imply 
that for each compact I c Q, there exists K > 0 such that 
k 
IA’tWu, u)l < KA(Wu, u), for all u E @ D, 
r=l 
Proof. We consider the case where all the operators T,(0) are unboun- 
ded, simple modifications to the following proof s&ice to prove the result 
when some, or all, of the T,(B) are bounded. 
By expanding the determinants down the first column we obtain 
where ii, = (U 1, . . . . ur- 1, u, + 1, ..*, &) and S,(ii,, il,) denotes the cofactor of 
t,(e)[u,, u,] in the expansion of A(8). Now suppose that, for some integer 
i, there exists iii for which Si(iii, ii,.) < 0. Then fixing iii and varying uir it 
follows from the unboundedness of ti(0) that there exists a u for which 
A(Q(u, U) ~0, contradicting Condition A,. This shows that S,(z&, h,) 2 0, 
for all ii,, r = 1, . . . . k. 
It now follows from (4.1) and (4.2) that 
= i S,(ii,, ii,) a’(u,, u,) + b’A(B)(u, u) - b’o,S(u, u). 
From the boundedness of the V,s and Condition Ad, all the terms on the 
right-hand side of this inequality can be bounded by A(e)(u, u) which 
proves the result. 1 
Now, for real 8, suppose that p(0) is a piecewise holomorphic, con- 
tinuous function formed from the eigenvalue curves S(0) by moving 
arbitrarily from one curve to another at points where the curves intersect. 
Suppose that B c QR is a compact interval. 
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hMMA 4.2. Suppose that the multiparameter Ly?!stem satisfies the ahow 
hypotheses and let p(B) be any continuous, piecekvise holomorphic curw of 
eigenaalues. Then p( 0) is bounded on an,’ interval I c B on lr,hich p is defined. 
Prooj: To prove this result we consider the eigenvalue problem 
&T,(Q)u,+ i %,, Vnu,=O, r=l k, > “‘, (4.3 1 
., = I 
together with the eigenvalue normalization 
i: A,w,s= 1. (4.4) 
J = 0 
Obviously there is a one to one correspondence between eigenvalues of this 
problem having 1, #O and those of (2.1). Let e(0) = (j&(e), . . . . j,(6)) 
denote the eigenvalue of (4.3), (4.4) corresponding to the eigenvalue ~(0) of 
(2.1) and let u(0)= (u,(e), . . . . u,(B)) be the corresponding eigenvector at 
each 8. From (4.3) we have the following system of equations 
r= 1, . . . . k. (4.5) 
Now we define the sesquilinear forms 
Applying the result of problem 4.19 on page 407 of [ 121 to the forms !Pr at 
any point of holomorphicity of the b(0) shows that 
= -PO(e) t:(e)[u,(e), u,(e)l> r = 1, . . . . k. (4.6) 
By differentiating (4.4) with respect to 0 we also have 
sgo t7:(e)w,=o. (4.7) 
Equations (4.6), (4.7) constitute a linear system of equations for the 
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vector ji’(%). It can easily be seen that using Cramer’s rule to solve this 
system for J&(e) leads to 
and hence, from Lemma 4.1, 
liiwl s K lfiom, (4.8) 
for BE I, where I is any interval and K depends on B. This differential 
inequality implies that j&,(e) is bounded on the interval I and, if ,&(%) f 0, 
then \&(%)I is bounded away from zero on I. 
Now using Cramer’s rule to solve Eqs. (4.4) and (4.5) for /II,(%) we 
obtain 
we), u(e)) 
jide)= Atu(e), u(e)j 
It follows from this result, and the above, that IS(u(%), u(e))\ 2 q, for some 
q > 0, for all 8 E 1. 
Returning to Eq. (4.6) and using (4.1) and (4.5) we find 
SC1 iww-,~,w~ de)) G cl IP~(%) w)bm~ mwl + c, 
f cl i iww cde), u,(e)) + c2 
s=l 
G c3 i Iiu)l + c2, 8 E I, (4.9) 
where the Ci are constants. 
Since S(u(%), u(e)) = det[( VrsUr(%), u,(e))] it follows from the above 
lower bound on IS(u(%), u(B))\ and Cramer’s rule that 
This differential inequality shows that p(S) is bounded on I and the above 
lower bound on Ibo(%)( shows that p(e) must be bounded. 1 
We remark that solving the differential inequalities in the proof of 
Lemma 4.2 shows that the rate of growth of the curve cc(%) is bounded by 
an exponential function of 8 on any compact interval ICI Q,, see Theorem 
4.21, page 408 of [12] for the corresponding one parameter result. 
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We are now ready to consider the perturbation of an orthonormal basis 
of eigenvectors of (2.1). However, we must first define an appropriate 
Hilbert space and inner product with which to discuss orthogonality and 
completeness of the eigenvectors. Up to now we have considered the mul- 
tiparameter eigenvalue problem in the spaces H,, with the use of the direct 
sums of these spaces for notational convenience. However, in the discussion 
of orthogonality and completeness properties of the eigenvectors it is found 
to be more appropriate to consider the tensor product space 
H = @:=, H,, see [ 131 for a discussion of the tensor product of Hilbert 
spaces. There is an obvious correspondence between elements of @r= r H, 
and the “decomposable” elements of H, i.e., elements of the form 
u, 0 ... au,. In the following we will not explicitly distinguish between 
elements of @:=, H, and decomposable tensors. In particular, the eigen- 
vectors of the multiparameter system may be regarded as decomposable 
tensors. In addition, the functions A(B)(u, u) and S(u, u), defined in 
Section 2 on @r=, H,, can now be defined on decomposable elements of 
H in the obvious manner. 
It is well known (see [ 13]), that the function S(u, v) may be extended, 
by linearity and continuity, from the set of decomposable tensors to the 
whole of H, while A(8)(u, u) may be defined, by linearity, on the algebraic 
tensor product D = &, t= i D,. In the present tensor product setting the 
functions A(B)(u, u), S(u, v) are sesquilinear forms on H. The form S(u, v) 
is obviously bounded; however, the form A(8)(u, v) need not be bounded 
and, although it is densely defined, is not closed. The following lemma 
remedies this. 
LEMMA 4.3. The sesquilinear form A( 0) defined on the subspace D c H 
has a closed, holomorphic extension A”(8) of type (a) for 0 in a complex 
neighbourhood of 52,. 
Proof Suppose, without loss of generality, that OESZ,. It follows from 
the results of Chapter VII, Section 4 of [123 that the forms t,(6) have 
power series expansions near 0 of the form 
t,(@Cur., OrI = 5 @“tl”‘Cur, o,l, u,, u,eD,, 
PI=0 
where the forms t!“) are relatively bounded with respect to the form t, = t!"), 
i.e., D(t(“)) 3 D, and I 
ItXu,, u,ll G c:- ‘(a,(u,, ur) + b,t,Cu,, #,I 1, u,ED,, n=l,2 ,..., 
(4.10) 
for some constants a,, b,, c, 2 0 (for a proof of this. see the proof of 
Theorem 4.2, p. 395, and Remark 2.8, p. 378, of [12]). 
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The above expansions lead to a similar expansion for A(@(u, U) near 
e=o, 
A(e)(24, U) = A(~, q + f PwyU, u), UE 6 D,, (4.11) 
n=, r=, 
where 
wo 01 Ok 
A(u, u) = det ~jO’Cu, u,l (VllU, UI) ... (~,,u,,u,) . ’ > 
t~“‘[Uk Uk] (I/,,&( Uk) ‘.. 
( 0’ w,’ 
(~,kUk, Uk) 
wk 
A(“)(u, u) = det V’CU, u13 (VllU,,U,) ... (VLkU,,U,) , ’ 
It can be shown, using a similar proof to that of Lemma 4.1, that the 
functions A(“)(u, u) satisfy the following inequalities, similar to (4.10), on 
the set et=, D,, 
cl”- ‘b’A(u, u) + A(“)(u, u) > 0, UE & D,, n= 1, 2, . . . . (4.12) 
r=l 
where b’, C’ >, 0 are constants. From the form of the functions A(u, u) and 
A(“)(u, u) it follows that the left-hand sides of (4.12) can be regarded as 
positive determinantal functions defined on the set of decomposable 
elements of H. Corollary 7.6 of [3] shows that the extensions, by linearity, 
of these determinants to the set D also satisfy the inequality (4.12) (with > 
replaced by 2). In addition, it follows from Corollary 7.6 of [3] and 
Theorem 1.27 on page 318 of [ 121 that the form A(u, u), defined on D, is 
closable. All the conditions of Theorem 4.8 on page 398 of [ 123 are now 
satisfied and so, for small enough 0, the form A(8) on D is closable and its 
closure, A”(8), is a holomorphic family of symmetric forms of type (a). This 
result holds in the neighbourhood of an arbitrary point t?E QR which 
proves the lemma. 1 
In order to proceed further we now impose the following condition: 
CONDITION A,. There exists c’ > 0 such that for each 0 ~52, and 
UE D(A), with (Iu(I = 1, 
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At present it is not known if Condition A8 implies Condition A,. This 
question is considered in Section 7 of [3]; however, there is an error in the 
proof of Lemma 7.1, see [9]. This means that the proof of Theorem 7.5 
(which asserts that Condition A, implies Condition Ad) is invalid, 
although the result may still be correct. We note also that Corollary 7.6 of 
[3], which was used above in the proof of Lemma 4.3, is not affected by 
this error. 
Since, by Lemma 4.3, the form a(O) is of type (a), we have the following 
inequalities, analogous to (4.1) 
m4N4 u)l d 4% u) + b la(e)@, u)l, 
I~‘UMu, u)l d a’(~, u) + 6’ IA”(B)(u, u)l, 
u E D(A), (4.13) 
where 8, 8,) belong to any compact subset B c D on which A(O) is defined 
and the constants a, a’, 6, b’ depend on B. 
The result of Lemma 4.3 and Condition A, enables us to define new 
Hilbert spaces H(B), 8 E Q,, consisting of the set D(a) (which is indepen- 
dent of 8 since A” is of type (a)) together with the inner product [u, u](O) = 
d(e)(u, u), U, u E D(a). The Hilbert spaces H(O) are subsets of H but need 
not inherit the subspace topology from H since the definition of the inner 
product [- , .1(e) involves the operators T,(8), which need not be bounded. 
However, we observe that the spaces H(B), H(B, ) are homeomorphic for all 
8, 8i E 52,. This follows from inequality (4.13) which implies that the norms 
induced by [. , .](e) are all equivalent for 8 E 52,. 
The fact that the spaces H(8) depend on 0 is a slight complication; in 
particular, it is not immediately apparent how to define the holomorphicity 
of a curve u(e) of vectors in the spaces H(8). However, the above remarks 
enable us to make the following definition. A function u(O), with values in 
D(A”), will be said to be holomorphic in H(8) if it is holomorphic with 
respect to the norm induced on D(A”) by [+, .](O,) for any r3,EQR. The 
above results show that it is irrelevant which value of 8, EQ~ is chosen. 
We now consider the holomorphicity, in H(8), of the holomorphic (in 
@f= i H,) eigenvector curves found in Theorems 3.1 and 3.2. It is obvious 
from the results of Section 3 that these curves (i.e., the corresponding 
curves of tensors) are holomorphic in the space H. In addition, we have the 
following result. 
LEMMA 4.4. Any eigenvector curve u(O), defined on some subinterval of 
Sz,, which is hoiomorphic in the sense of Section 3, corresponds to a curve of 
decomposable tensors which is holomorphic in H(8). In addition, the vector 
u(0) may be normalised, in H(0) f or each 8, while retaining holomorphicity. 
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ProoJ Choose some real 8, in the domain of definition of u(0). We will 
prove that the function u(0) is holomorphic in H(B) in a complex 
neighborhood of&. Consider the Hilbert space H(8,) and denote the inner 
product [.,.I(&) on H(8,) by [I.,.]. The forms [.,.I(@ are defined on 
H(0,) and are bounded and holomorphic for 8 in a complex 
neighbourhood of 8, (boundedness follows from (4.13)). Now choosing any 
vector u E D the functions u + [u, u](e) are, for each 8, bounded linear 
functionals on H(B,). It follows from the Riesz representation theorem that, 
for each 8, there exists a vector u(0) E H(8,) such that 
u E zqe,). 
Since the forms [., .1(e) are holomorphic the function u(0) is a 
holomorphic function of 8 in the space H(8,), see Theorem 111.1.37 of [ 121. 
In addition the mapping u + u(0) from D into H(8,) is bounded and has a 
uniformly bounded inverse for 8 near 8, (see (4.13)). 
It follows from Eq. (2.4), together with the holomorphicity of u(0) in 
OF=, H, and the corresponding eigenvalue curve L(e), that the complex 
valued function [u(e), u] (8) is a holomorphic function of 8 near 8,. Also 
inequality (4.13), together with Eq. (2.4), show that [u(e), u(e)] is locally 
bounded. 
Now choosing any 8, near 8, we wish to prove that the function u(e) is 
differentiable, in H(O,), at 0 = 8,. The above results imply that the 
functions [u(e), u(O)] and u(0) are differentiable near 8,. In the case that 
u(0) is constant the differentiability of u(e) follows from the local bounded- 
ness of [u(e), u(e)] and the differentiability of [u(0), u] for all u E D, since 
D is a fundamental subset of H( f&J, see Theorem 1.37 and Remark 1.38 on 
page 139 of [12]. To prove the result in our case first consider the 
inequality 
G 1 b(e, + 4, ee, + 41 - cm), u(e,)il 
+ w4 + w, umi - c4e, + 4, u(e, + 411. 
Each of the terms on the right-hand side of this inequality tends to zero as 
h + 0. In addition it can be shown that the convergence is uniform as u 
varies over the unit sphere in D, and hence as u(0,) varies over a fun- 
damental subset of H(8,) (see the method of proof of Theorem 1.37 of 
[12]). It follows that the convergence is uniform for all u(0,) in the unit 
sphere of H(8,). 
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Now consider the inequality 
i[u(~,+~l,i:iH,)l-L~~(H,),o(H,)l~~/h-~ Cu(ti’,),v(O,)l 
Again it can be shown that the terms on the right-hand side of this 
inequality tend to zero as h -+ 0, uniformly for v(0,) in the unit sphere of 
H(B,,) (from the definition of u(6) the mapping u -+ (dv/&)(@,) is bounded, 
see inequality (4.13)). This result shows that u(6) is differentiable at 8, (see 
Theorem 1.32 and Remark 1.33, p. 138 of [12]). Since 8, is arbitrary, this 
shows that u(e) is holomorphic in H(8,) near 0 = 8,. The first part of the 
lemma now follows from the fact that &, is an arbitrary point in the 
domain of the definition of u(0). The second statement follows from the 
holomorphicity of the function [u(e), u(e)](S) and the uniform positive 
definiteness of the forms [. , .1(e) on H. 1 
In order to obtain an orthonormal basis of eigenvectors in the spaces 
H(8) we will now assume, in addition to the above, that the operators 
T,(8) have compact resolvents. Note that Theorem 4.3 of [12, p. 3961 
shows that if r,(e) has compact resolvent for some 8 then this must be true 
for all e E Sz. 
The assumption that the operators 7’,(e) have compact resolvents 
implies that, for each 8, the spectrum of the multiparameter problem con- 
sists entirely of isolated eigenvalues of finite multiplicity with no finite point 
of accumulation, see [14, Section 41. 
The final condition we impose concerns the completeness of the eigen- 
vectors of (2.1). 
CONDITION C. Suppose that for each 8 EI(Z~, the eigenvectors of the 
multiparameter system (2.1) span the space K(B) = H(0) 0 H”(8), where 
0 denotes orthogonal complement and H”(8) = {u E H(8): S(u, u) = O}. 
Again it is not known at present if Condition C follows from the above 
hypotheses. This question is considered in [lo]; unfortunately there is a 
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mistake in this paper, as noted in [S]. However, many sets of sufficient 
conditions are known which ensure that Condition C holds; see, e.g., 
[ 1,4, $6, 13, 161. Our hypotheses are sufficiently general to include all 
these conditions. 
We now suppose that QR is an interval. 
THEOREM 4.6. Suppose that the multiparameter system (2.1) satisfies all 
the above conditions. Then there exists holomorphic functions k”(9), 
n = 1, 2, . . . . defined on the whole of QR, such that for each O~SZ, the k”(8) 
represent all the eigenvalues of (2.1) (counting multiplicities). The 
corresponding eigenvectors, u”(e), span the spaces K(B), for each t3 E Q,, and 
may be chosen to be orthonormal, decomposable, and holomorphic in H(8) 
for all OESZ,. 
Proof: Choose any 8, E 52, and number the eigenvalues an(O,), 
n = 1, 2, . ..) in some fashion (counting multiplicities). The results of 
Section 3 show that each i”(e,) gives rise to a holomorphic curve h”(0) 
defined on some maximal interval I” c Sz,. Lemma 4.2 shows this eigen- 
value curve must be bounded in any compact interval so an argument 
similar to that of [ 12, p. 3921 shows that I” = Q, for all n. Thus the eigen- 
values, and the corresponding eigenvectors u”(e), are defined on the whole 
of 52,. 
The fact that, for each 8, the eigenvectors corresponding to different 
eigenvalues are [. , .1(e) orthogonal is proved in [ 10; Theorem 2.31. Thus 
in order to assert that the eigenvectors u”(0) may be chosen to be 
orthonormal, decomposable, and holomorphic in H(B) we need only 
consider the eigenvectors associated with a single eigenvalue curve ki(e). 
Now for a curve of simple eigenvalues these assertions are obvious 
(holomorphicity of the normalized eigenvector was proved in Lemma 4.4), 
so we assume that k’(e) has multiplicity m’ > 1. 
In this case the result can be proved by applying a suitable perturbation 
to the problem so that the eigenvalue Ii(e) splits into mi simple eigen- 
values. The result holds for the simple eigenvalues, and their eigenvectors, 
and letting the additional perturbation tend to zero proves the result for 
the original problem. Full details of this procedure, including the construc- 
tion of a suitable perturbation, can be found in [ 11, p. 2621 together with 
[l, Sections 7.5 and 7.61. 
Finally the completeness of the eigenvectors u”(0) in K(8), for each 8, 
follows from Condition C. 1 
The above theorem is a generalization of the corresponding result in the 
one-parameter situation. In the one-parameter case the theorem can also be 
proved under the assumption that the operators form a self-adjoint 
holomorphic family of type A (see p. 375 of [ 121 for the definition of a type 
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A family). We therefore consider, briefly, whether the above results are 
valid in the case where some of the operators 7’,(e) are of type A. 
It is shown in [ 12, p. 4031 that if a family of operators, Y”(d), is self- 
adjoint, bounded below, and of type A then it must also be of type B. Thus 
the only case we need to consider is where some of the operators T,(0), say 
for Y = 1, . . . . m, are unbounded above and below and of type A. We still 
assume that Condition A, is satisfied. In the following we consider each of 
the above lemmas and outline the modifications required to cope with the 
present situation. 
Lemma 4.1. Using the notation and arguments in the proof of 
Lemma 4.1 it is easily seen that S,(S,, ii,) s 0, Y = 1, . . . . m. Thus we do not 
need to consider the contributions of the operators T,(B) to the deter- 
minant A(B)(u, u), for r= 1, . . . . m. The remainder of the proof now holds 
without change. Note also that this argument shows that if m = k, i.e., all 
the operators 7’,(d) are unbounded above and below, then the problem is 
necessarily right definite. That is, the determinant A(u, u) is independent 
0f e. 
Lemma 4.2. The proof of this is almost unchanged except that 
inequality (3.16) on page 391 of [12] is required to derive inequality (4.9). 
Lemma 4.3. As was remarked above, the T,(8), r = 1, . . . . m, do not 
contribute to the determinant A(e)(u, u) so the proof of this lemma is 
unchanged. This implies that the spaces H(8) can be constructed as above, 
again imposing Condition A,. 
Lemma 4.4 and Theorem 4.5 are also unchanged in the present 
situation. Thus all the results of this section carry over to the case where 
some of the operators T,(B) are of type A and unbounded below. 
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