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ABSTRACT 
 
A study on GNSS receiver 
performance analysis using  
various interference scenarios 
 
Beomju Shin 
School of Mechanical and Aerospace Engineering 
The Graduate School 
Seoul National University 
 
The security and safety aspects of global navigation satellite systems 
have been receiving significant attention from researchers and the general public, 
because the use of GNSS has been increasing in modern society. In this situation, 
the importance of GNSS safety and security is also increasing. The most 
dangerous type of interference is a spoofing because if the receiver captures a 
spoofing signal, the navigation solution can be controlled by the spoofer. In this 
paper, I analyzed the characteristics of the main spoofing parameters that 
determines the success or failure of spoofing process when the spoofing signal is 
injected into the receiver. I also proposed a CCEE. It determines the spoofing 
result according to the various spoofing parameter. Also the correlation between 
spoofing parameters could be explained by estimating the boundary value and line 
using CCEE. In addition, spoofing success and failure could be distinguished in 
the spoofing parameter space using CCEE results. 
 ii
When the covert capture is performed at the receiver, the two correlation 
peaks of authentic and covert capture signals are generated on the code domain. 
The relative velocity (Doppler difference value) of the two signal peaks 
determines the time of total spoofing process. In general, the timing at which the 
DLL tracking lock point is switched from the authentic signal to the spoofing 
signal is different according to the visible satellite. This raises the value of WSSE. 
In order to minimize this, the spoofing should be performed in a short time by 
determining the optimal sweep direction. In a 3D situation, triangles are defined 
using a particular visible satellites, and the circumcenter direction of the triangle 
on the victim becomes the optimal direction, and the relative speed of the authentic 
and the covert capture signal for the visible satellite be maximized on the optimal 
covert capture direction. 
To simulate the proposed methods, we defined the covet capture 
scenarios and generated the IF data to simulate the intended scenarios. Then, using 
the corresponding IF data, signal processing was performed through SDR. 
Through this, it was confirmed that the spoofing is successfully performed as 
intended scenarios through the optimal spoofing parameters generated through 
CCEE, and the covert capture process time is noticeably minimized through the 
optimal sweep direction. 
 
Key word: GNSS, GNSS receiver, GNSS interference, spoofing, DLL, WSEE, 
victim trajectory 
Student number: 2014-30355 
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Chapter 1. Introduction 
 
1.1. Research Motivation 
The security and safety aspects of global navigation satellite systems 
(GNSSs) have been receiving significant attention from researchers and the 
general public, because the use of GNSSs has been increasing in modern society 
[1, 23-25]. Because the power of a GNSS signal coming from the ground is very 
low, the signal is exposed to different types of radio interferences [2]. Moreover, 
in contrast to military signals, safety and security issues are not considered for 
civilian GNSS signals [34-35]. A civilian signal is not encrypted, and the details 
of such a signal are open [3, 28]. In other words, anyone can intentionally transmit 
a fake signal to deceive the user. There are many error source that could be 
harmful to GNSS receiver measurements [42]. To improve the performance of 
GNSS solution, there are many approaches such as signal modernization [43], 
multipath mitigation [44-47], accurate ionospheric modeling [48-51] or 
tropospheric modeling [52-54].  
Some of the types of intentional interferences include jamming, 
meaconing, and spoofing [4-6]. These interferences are more harmful than 
aforementioned error sources [55,56]. The aim of jamming is to prevent a user 
from receiving the authentic signal by transmitting another signal with a 
significantly greater power than that of the authentic signal. A meaconing attack 
involves transmitting another signal collected at a different location or time. If a 
meaconing attack is successful, the receiver would end up providing navigation 
information, such as the location and time, at which the meaconing signal was 
collected. The most dangerous type of interference is a spoofing attack. If the 
 ２
receiver captures a spoofing signal, the navigation solution can be controlled by 
the spoofer [7, 22]. 
In Dec. 2011, a drone of U.S was captured by Iranian engineer. Finally, 
the drone was landing into Iranian territory. This accident shocked many 
researcher and peoples. Also, this means that the spoofing attack is realistic. And 
it could lead to dangerous and threatening consequences. 
There are a lot of researches about anti-jamming and anti-spoofing. But 
when interference signals such as jamming, meaconing or spoofing are received 
in GNSS receiver, there is a lack of research on the phenomena occurring in the 
GNSS receiver. In this thesis, the basic studies in GNSS receivers is presented like 
what happened in the auto correlation function in delay lock loop or what is the 
condition to succeed the spoofing process as well as the fundamental study of 
spoofing process when interference signals are received in the GNSS receiver. 
1.2. Related research 
There are two main technological approaches for spoofing researches: 
spoofing attacks and anti-spoofing techniques. Many spoofing attack tests have 
been conducted over the past few years. A portable GPS spoofer was developed, 
and a spoofing attack test was demonstrated for a target receiver [8]. Although 
this experiment was conducted with a very short distance between the spoofer and 
the target receiver, it was possible to develop a practical spoofer with low cost. 
Moreover, successful spoofing tests were carried out against an unmanned aerial 
vehicle [9], a ship [10], and a mobile device [11]. These studies have shown that 
spoofing attacks could be executed in real situations. Moreover, many anti-
spoofing techniques have been studied for receiver security and safety. A 
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maximum likelihood estimation-based positioning technique was applied to the 
detection of spoofing signals and correction of navigation solution [12]. In another 
study, a cross-correlation approach between two GNSS receivers was used to 
detect the spoofing signal [13]. In Ref [14], an extended coupled amplitude delay 
lock loop (DLL) architecture was applied to spoofing detection. A pseudorange 
difference-based anti-spoofing algorithm was introduced [15]. In Ref [16], 
spoofing detection was performed using a machine learning algorithm such as a 
neural network. In other studies, antenna-aided techniques [17] and inertial 
measurements unit-aided techniques [18] have been developed. In [31-33], 
cryptographic and authentication techniques was developed for anti-spoofing. The 
signal quality monitoring technique (SQMT) was proposed to detect the spoofing 
signal [36]. Also, signal power comparison [38-39], spatial distribution properties 
[40-41]. In [58], spoofing detection algorithm in GPS L1 is analyzed using signal 
strength. In [61], various spoofing counter-measures are presented and analyzed 
such as navigation message monitoring and authentication, detecting of delayed 
synthesized signal, antenna arrays based monitoring. 
Although the aforementioned studies report on spoofing attacks and anti-
spoofing techniques, few have analyzed the conditions and circumstances 
required for a successful spoofing attack. In [19], the spoofing attack results were 
presented considering the time, position, and power offset. However, only the 
effects of the spoofing parameters on the spoofing attack results were studied. In 
ref [9], a spoofing signal with a 10 dB greater power than that of the authentic 
signal was transmitted to successfully deceive a drone. However, to avoid as much 
as possible the detection of a spoofing signal at the victim receiver, it is better to 
transmit the signal with the minimum power possible for a successful spoofing 
attack. The signal power condition of successful induction for the target receiver 
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is analyzed using the proposed receiver tracking loops in [37]. Also, code delay 
of spoofing signal effect on GPS L1 signal is analyzed in [59]. They shows that 
the spoofing signal within the 1chip affects the tracking loop of receiver and its 
measurements. Shin analyzed the effects of spoofing signal on GPS receiver about 
auto correlation function, signal strength, tracking error, pseudo range and 
positioning result [60]. 
 
1.3. Outline of the Dissertation 
This dissertation presents the study of analysis in GPS receiver when the 
interference signals are received with authentic GPS signal. Especially, for the 
sweep type disturbance signal on the receiver code domain, the ACF is modeled 
in some way, and the conditions for changing the tracking point of the receiver 
lock are analyzed. 
After the introduction in the first capture, the GPS signal structure and 
signal processing structure of GPS receiver are described. Also GPS interference 
signals such as jamming or spoofing are briefly explained in the second capture.  
In third capture, auto correlation function (ACF) modeling is presented 
and which express the situation that the authentic signal and interference signal 
are received at the GPS receiver. The ACF could be categorized in five shape 
according to the peak distance between the authentic signal and interference signal. 
Then, tracking point transition condition and correlation between interference 
signal parameters are carefully analyzed. Also, covert capture effectiveness 
equation (CCEE) is derived and boundary value, line and surface are introduced. 
In the fourth capture, optimal capture direction is introduced. For this, Doppler 
error is firstly defined and principle of optimal capture direction is explained. In 
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fifth capture, cover capture simulation is presented using the intermediate 
frequency data generation module and software defined receiver (SDR). To 
demonstrate the proposed method, various simulation results are analyzed. In 
sixth capture, a method for controlling the position, navigation and timing (PNT) 
of a victim's receiver by directing victim's path to the intended location is 
presented. Finally, a conclusion and future suggestions are presented. 
1.4. Contributions 
In this paper, I analyzed the conditions for a successful spoofing attack in the 
code domain. The spoofing parameters considered in this study are the spoofing 
signal strength [26], spoofing sweep velocity (Doppler offset) [27], DLL order, 
and bandwidth. With the increase in the spoofing signal strength or DLL 
bandwidth, the probability of a successful spoofing attack increases. If the sweep 
velocity increases, the probability of a successful spoofing attack is reduced 
because of the increase in the Doppler offset between the authentic signal and the 
spoofing signal. However, for a specific spoofing signal, it is difficult to determine 
whether a spoofing attack would be successful when the bandwidth is more than 
a certain level. It is also difficult to determine the correlation between each 
parameter for a successful spoofing attack. In this research, we develop a covert 
capture effectiveness equation (CCEE) for the entire spoofing process. Generally, 
to determine whether a specific spoofing signal would be successful, it is 
necessary to perform an iterative DLL calculation during the entire spoofing 
process. The concept of the CCEE is to reduce the number of iterative DLL 
tracking calculations during the spoofing process by increasing the integration 
time. Moreover, I express the entire DLL calculation process in the form of an nth 
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order polynomial. The spoofing attack results could be obtained in one single 
calculation through the CCEE. Next, the optimal covert capture direction is 
analyzed to reduce the covert capture process time. It is the most basic to decide 
the sweep direction of spoofing signal in the progress of victim direction. In this 
study, the Doppler error between the original signal and the deceptive signal was 
considered for the best covert capture direction to reduce that time. It also briefly 
described how to induce the victim to the intended position using spoofing signal 
after the victim receiver tracks the spoofing signal. 
Following are the contributions of this study: 
• I develop the CCEE that can be used to express the entire spoofing 
process in the form of nth order polynomial. 
• I obtain the spoofing results in one single calculation using the CCEE 
and determine the correlation between each of parameters based on the boundary 
line which distinguishes between successful and unsuccessful spoofing attacks. 
• For a particular receiver, the minimum power of a spoofing signal for a 
successful spoofing attack could be estimated via the CCEE. 
• Optimal covert capture direction is analyzed to reduce the spoofing 
process time. 
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Chapter 2. Background 
 
2.1. GPS receiver fundamental 
 
2.1.1. GPS signal structure 
 
The GPS signal broadcasted from the satellite could be expressed as 
follows: 
	
1 1( ) 2 ( ) ( ) cos(2 )L Ls t PD t x t f t                    (2-1)	
 
where 2P  indicate the signal power, ( )D t is the navigation message data, 
( )x t  is the code, and 1 1cos(2 )L Lf t   denotes the carrier. The GPS signal 
is generated using a modulation method of the direct sequence spread spectrum 
(DSSS) with pseudorandom noise (PRN). Through this, all satellites could share 
the same frequency band, an interference is reduced, and enable signal transition, 
reception and distance calculation. This multiplexing approach is also known as 
code division multiple access (CDMA). The GPS signal is generated like figure 
2-1 [21]. Figure 2-1 shows the structure of GPS signal. The GPS signal composes 
of a carrier of 1575.42MHz and a C / A code of 1.023Mcps based on the L1 band. 
The C / A code is a 1.023MHz pseudorandom noise code, in binary form that 
repeats every 1ms. Figure 2-2 shows the GPS signal generation process. The 
receiver could utilize the C / A code to know which satellite signals are  
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1 Figure 2-1. GPS signal configuration 
 
2 Figure 2-2. GPS signal generation 
currently being received in present. In the frequency domain, the GPS L1 C / A 
code signal appears as a signal with a main lobe of 2.046 MHz bandwidth at the 
center frequency of 1575.42 MHz. The navigation message contained in the C / A 
code conveys the information necessary for navigation to the receiver. 
Information contained in the navigation message includes satellite orbit 
information, correction information and other system parameters. 
 ９
 
3 Figure 2-3. Block diagram of GPS receiver 
 
2.1.2. Signal processing structure of GPS receiver 
 
GPS aims to provide positioning, navigation, and timing. To do this, time 
and range between user and satellite are calculated. The system performance is 
determined by the accuracy of range and time estimates. Especially in the case of 
GPS receiver, there are many factors such as measurement accuracy, measurement 
update rate, signal acquisition and signal reacquisition performance, signal 
tracking performance, signal tracking threshold, multipath error performance, 
channel bias, interference cancellation performance, anti-spoofing, etc. These all 
factors affect the performance of the receiver.  
When a GPS signal first comes in through an antenna, it passes through 
a bandpass filter and a low noise amplifier to remove noise other than the band of 
interest signal. Next, it goes through a down converter to bring the signal down to 
intermediate or baseband for actual digital processing, and converts the analog 
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signal into a digital signal through the ADC. This converted digital signals are 
subjected to signal acquisition, signal tracking, data decoding, and navigation 
calculation in the each of modules. Figure 2-3 shows the block diagram of GPS 
receiver [21]. 
2.1.3. Signal acquisition 
 
Signal acquisition is the process of finding out what satellite signals exist 
before tracking the GPS signal. In this process, an approximate code start point 
and a Doppler shift are estimated. Since it is not known which PRN signals are 
currently being received from a plurality of GPS satellites, estimated value 
satisfying the certain range are obtained through the signal acquisition process. 
2D search process is usually performed for the GPS signal acquisition. Figure 2-
4 presents the 2 dimensional plane consisting of code phase and Doppler 
 
4 Figure 2-4. 2D search of GPS signal 
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shift [21]. All PRN candidates are searched to find the code starting point and 
Doppler shift. The starting point of the PRN code is determined by the distance 
between the satellite and the user, and the Doppler value is generated by the 
velocity difference between the satellite and the user. For each search cell, a 
replica code is generated based on the corresponding code start point and Doppler, 
and the correlation with the input signal is calculated. If the correlation value 
exceeds the predetermined threshold, the code start point, Doppler, and PRN of 
the cell are taken. In general, the search interval for the code is 0.5 chip, and in 
the case of Doppler, the search is performed at 500 Hz intervals based on 1 ms 
integration time. However, this search may be performed in a narrower range 
(interval) depending on the RF environment. 
2.1.4. Signal tracking 
 
Signal tracking is the continuous tracking of precise code start points and 
Doppler from approximate code start points and Doppler obtained as a result of 
signal acquisition. 
 
5 Figure 2-5. Structure of GNSS hardware receiver 
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 In the figure 2-5, which shows the hardware structure by module, the 
inside of the large box marked with a dotted line shows where the signal tracking 
is performed. Digital sample signals entered through ADC could be first 
multiplied by the carrier signal generated by the carrier generator to remove the 
Doppler. It is then multiplied by the replica code signal generated by the code 
generator and then accumulated for a set predefined integration time (PIT). 
Accumulated in-phase and quadrate-phase signals are passed to the processor, 
which processes these values to provide proper control inputs. 
 
6 Figure 2-6. Tracking loop structure of GNSS receiver 
 The figure 2-6 shows the structure of the signal tracking loop. The input 
value of the signal tracking loop is the signal containing the error at the code start 
point, carrier frequency, and carrier phase. These input signals are multiplied by 
the replica signal made by the NCO. This value goes through the process of 
accumulating for the PIT in the correction filter, which is entered as a 
descriminator. The descriminator calculates the estimated error of the code start 
point, carrier Doppler, and carrier phase. The tracking loop filter again estimates 
the control input to the NCO from the estimated error entered by the descriminator. 
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NCO stands for numerically controlled oscillator, which produces a frequency 
output corresponding to the input value. Signal tracking targets code and carrier 
waves and each waves are estimated through a special form feedback loop. Delay 
locked loop (DLL) is for code tracking loops frequency locked loop (FLL) for 
carrier tracking loops to minimize carrier phase offsets. FLL have low precision 
but robust characteristics in noise and dynamic environments, and phase lock loop 
(PLL) have high precision but are sensitive to noise and dynamic environments. 
In carrier tracking loop of GPS receiver, FLL or PLL is used alone, and is 
implemented in various ways, such as FPLL composite structure or FLL/PLL 
switching structure. The following figure 2-7 and 2-8 illustrate the structure of the 
carrier tracking loop and the code tracking loop. 
 
7 Figure 2-7. Carrier Tracking Loop Structure 
 １４
 
8 Figure 2-8. Code-tracking loop structure 
2.1.5. Navigation Message Decoding 
 
 
9 Figure 2-9. Navigation Data Structure 
 Navigation data include information necessary for the user to accurately 
calculate the position of each satellite and information about the transmission time 
of each navigation signal, as well as information on switching GPS time to UTC 
and several calibration data. Navigation data are structured as figure 2-9. First, a 
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frame exists that represents the primary data unit and is 30 seconds long. Each 
frame consists of five subframe (6 seconds), each subframe consists of 10 words 
(0.6 seconds), and each word has 30 navigation data bits (20 ms). The subframe 
No. 4 and No. 5 of each frame has 25 versions, so the master frame, the total unit 
of data that is transmitted repeatedly, becomes 25 frames, or 12 minutes and 30 
seconds long. The TLM of word 1 and HOW of word 2 are transmitted first at the 
beginning of each subframe. For TLM, the pre-amplifier set at bits 1 to 8 is 
broadcast and the receiver detects the start point of the subframe. HOW includes 
information such as time of week and subframe numbers that give information 
about the signal transmission time. Word 3 through 10 broadcasts satellite clock 
error compensation information, satellite location information, and other 
information for each subframe. It is not different from the demodulation process 
in general communication, which is the decoding process of navigation data. Once 
the subframe start point is located using the preamble contained in the TLM and 
the subframe number is identified in the HOW, the data structure of the subframe 
is defiend in advance, so each data bit can be stored in that data. The first thing to 
be done is to locate the bit inverted position. In our software defined receiver 
(SDR), signal tracking is done in 1 ms. And the count at that point is stored. The 
position of the bit reversal could be determined by finding out where the bit 
reversal occurs and checking if it occurs periodically in 20 ms at that point. The 
starting point of the frame is determined using the preamble. The preamble to the 
GPS signal is 10001011. Decoding module in SDR searches the subframe start 
point by scanning the preamble to the stored bit. Also, after decoding the frame 
number through HOW word, bitstream is stored in the structure system. 
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2.1.6. Pseudorange model and range calculation  
 
 To calculate a user's position, at first the distance between the user 
and the satellite is calculated. Pseudorange is a measure distance with 
several errors in the actual distance, and the model for that distance is 
shown below. This distance contains several error source, and also includes 
user clock error. For this reason, this distance is called pseudorange. 
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In the navigation calculation module, the location and speed of the receiver are 
calculated using the satellite location information and various calibration 
information obtained through the navigation message decoding, and the 
calculation results of the distance measurements. The following models of 
distance measurements are used for navigation calculation process. 
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i i id B                                        (2-3) 
 
In the following, the process of deploying navigation equations and calculating 
navigation solution by using the pseudorange measurement model presented 
above. uR  is the location vector of the receiver, 
jR  is location vector of the 
jth GPS satellite, d  is the distance vector from the receiver position to the jth 
GPS satellite location , and 
j
e is the unit vector looking at the jth GPS satellite 
from the receiver. These vectors allow the measurement of the distance to be 
expressed as follows. 
 
( )
ji j
uR R e B                                         (2-3)  
j d
e
d
                                                (2-4)  
 
To move all remaining terms to the right to move the unknown receiver position 
vector uR  and receiver clock error B  to the left in the distance vector 
expression is as follows 
 
j jj j
uR e B R e                                         (2-5) 
 
With distance measurements taken from the number of m GPS satellite signals, 
the above expressions could be obtained as below. All expressions could be 
aggregated into a single matrix and expressed as follows. 
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 A simple representation H X Z  of the above matrix is an estimation 
problem for the state variable vector X . Since the size of X is 4 by 1, it is 
possible to estimate the by using the least square method when m is greater than 
4. Estimates of through the least square method are made by means of the 
following formula 
 
                                        (2-7) 
 
 Using the configuration of these navigation equations and the process of 
estimating navigation, we now look at the actual process of calculating navigation 
solution from GPS receivers. When the navigation equation was first configured, 
only the satellite position was calculated, but there is no information about the 
receiver position, making it impossible to calculate the unit line vector. Therefore, 
the initial receiver position is assumed appropriately to be calculated. Next, the 
navigation equation is constructed using satellite location vectors and distance 
measurements. Navigation is now conducted through the least square method, 
estimated and checked for convergence. If not converging, re-compute the unit 
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line of sight vector based on the newly calculated receiver position, and repeat the 
calculation. If the navigation converges, the convergent value is taken as the final 
navigation solution. Calculation of user velocity is done in the same way as 
position calculation using Doppler measurements from the receiver. Doppler 
measurements could be generated by simply converting the carrier NCO values 
obtained from the signal tracking from the receiver into units of speed, and the 
calculation process is the same method as position calculation. One difference is 
that the line of sight vector is already known in the position calculation and this 
value can be used immediately. 
 
2.2. GNSS interferences and attack strategies 
 
2.2.1. Types of GNSS interferences  
 
Generally, there are three GNSS interferences: jamming, meaconing, and 
spoofing. Jamming is a method that blocks reception of authentic signals by 
transmitting signals larger than original signals in the same band, making location 
impossible. The meaconing attack indicates that receives a GPS signal from a 
repeater and then amplifies and transmits it. Repeater is a device that receives a 
GPS signal and transmits it by amplifying its signal power. Because the repeater 
amplifies and transmits the received GPS signal without any operation, if the 
target receiver receives the signal, the positioning results becomes the repeater 
location. Spoofing attack is a method that causes receivers to calculate incorrect 
position, velocity and time by manipulating the code start point using a GPS signal 
structure that opens to the public. In this case, when the spoofing signal is received 
from the receiver, the spoofing signal passes through the code tracking point of 
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the authentic signal by adjusting the signal strength so that the spoofing signal is 
received higher than the authentic signal, resulting in a larger peak than that of 
authentic signal, and therefore tracking the spoofing signal rather than the 
authentic signal. In this regard, it may be arranged as shown in the table below. 
  1 Table 2-1. Interference types and its signal strength offset and results 
Interference 
type 
Signal strength 
offset 
results 
jamming 26dB  
PNT solution 
impossible 
meaconing 26dB  
PNT solution  
same with repeater 
 spoofing 3dB  False PNT solution 
 
 The form of interferences according to the signal strength are divided as 
shown in Figure 2-10 [29]. That is, if the user is located near a spoofer and the 
strength of the received spoofing signal is greater than 26 dB compared to the 
authentic signal, a phenomenon such as jamming effect occurs. In addition, if the 
signal strength offset between authentic signal and the spoofing signal is greater 
than 1~2 dB and less than 26 dB of the signal, the spoofing attack phenomenon 
occurs. If the distance between the spoofer and the user receiver is far, the relative 
signal strength of the spoofing signal is similar or smaller than the authentic signal, 
it is expected that the existing signal will be maintained. 
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10 Figure 2-10. Effects on the Receiver by interference signal strength 
2.2.2. Interference attack strategies 
 
2.2.2.1. Overt type attack 
 
 An overt type attack is a method of sending out strong signals from 
spoofer, allowing users to receive signals from spoofer rather than authentic 
signals. The two signals received from the user receiver in the event of such an 
attack are shown in figure 2-11 [68]. In the corresponding figure, the x-axis is the 
code delay and the y-axis is the frequency axis. The z-axis is the power of the 
signal. A peak occurs when the code delay and frequency (Doppler) of the 
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11 Figure 2-11. Impact on receiver by overt attack 
incoming signal and the replica signal generated by the receiver are correct. A 
blue wave is a noise floor when only the authentic signal exists. In this case, the 
authentic signal is tracked from the receiver without any problems. If the user 
receiver exists near the spoofer, as shown in figure 2-10, and the signal strength 
of the spoofing signal is relatively greater than the authentic signal, the overall 
noise floor is raised like a green plane by the spoofing signal. In order to maintain 
the signal tracking of the authentic signal at the receiver, power above a certain 
threshold must be maintained, but an increase in the overall noise floor will cause 
the SNR of the existing signal to fall. In this case, signal tracking is not maintained 
and tracking lock is lost. Reacquiring a signal from the receiver will result in the 
acquisition of code delay and Doppler values around the spoofing signal and 
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eventually tracking the spoofing signal. Ultimately, if the above occurs on all 
channels, the user's position will be estimated as the location controlled by spoofer. 
2.2.2.2. Covert type attack 
 
 
 A covert type attack is a strategy in which a spoofer uses a spoofing 
signal to calculate the wrong position, velocity and time from the receiver. What 
makes covert attacks different from overt type attacks is that the tracking lock of 
the user's receiver remains in sweep process. This is because the relative signal 
strength of a signal intended for spoofing is generally weaker than that of overt 
type attack, so the SNR of a user receiver does not fall below a certain threshold. 
Assuming that the spoofer knows the location and speed of the user receiver, the 
code delay and the Doppler estimates of the specific satellite signal being tracked 
by the user receiver could be known. In this situation, the spoofer could take away 
the tracking point by changing the code delay while keeping the Doppler value 
with same. Figure 2-12 is a simulation of the covert type spoofing process. In the 
picture on the left, blue dot lines mean the authentic signal and red dot lines 
indicate the spoofing signal. The spoofing signal from 1 to 5 approaches from 
right to left, showing the process of taking away the tracking point of the user 
receiver. In addition, the strength of the spoofing signal and the authentic signal 
according to each number is shown in the figure 2-12 on the right [8]. Initially, 
the spoofing signal approaches a signal weaker than the authentic signal, but 
increases the signal strength of the spoofing signal near the point at which the code 
delay is matched. If the signal strength is raised and the code delay point of the 
spoofing signal is continuously changed, the user receiver will track the spoofing  
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12 Figure 2-12. Changes in signal tracking points in the user receiver with 
covert type signal strength 
  2 Table 2-2. Effect of spoofing parameters on spoofing results 
 Covert capture  parameter
Capture success probability 
(parameter value ↑) 
Signal 
Signal power increase 
Sweep velocity decrease 
Receiver Bandwidth increase 
 
signal because it is supposed to track the larger signal. The spoofing signal keeps 
moving to the right, so it becomes increasingly distant from the authentic signal. 
For all channels, when the covert type strategies are successful, the induced user 
position becomes out that is generated by spoofing. 
  In this research, we define four spoofing parameter such as spoofing 
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signal power, spoofing velocity, receiver bandwidth and DLL loop filter order. 
The characteristic of each spoofing parameter is like table 2-2. Existing studies 
have analyzed the characteristics of the spoofing parameters, but the correlation 
of each parameter could not be presented. And previous researches does not 
suggest the boundary value of each parameter to determine the success or failure 
of spoofing process. Therefore, it is difficult to know how much signal to 
transmit in order for spoofing to succeed. 
  
 ２６
Chapter 3. Covert Capture Effectiveness Equation 
3.1. Authentic and spoofing signal ACF model 
This chapter contents are published in the MDPI sensors [57]. 
In this section, the authentic and spoofing signal models are presented. To 
generate a spoofing signal aligned with the authentic signal, the spoofer should 
estimate the position and velocity of the target receiver. Figure 3-1 shows a brief 
illustration of a spoofing scenario. First, the spoofer estimates the position and 
velocity of the victim receiver using radar [6]. The spoofer can then calculate the 
aligned spoofing signal by compensating for the spoofer processing delay and 
transmission delay. Moreover, the power of the spoofing signal should be greater 
than that of the authentic signal. Therefore, it is necessary to compensate for the 
propagation loss depending on the distance between the spoofer and the victim 
receiver. The signal received at the victim receiver antenna can be represented 
using a complex baseband model as follows: 
( ) [ ( )]exp( ( )) [ ( )]exp( ( )) ( )a a s s ss t C t t j t P C t t j t n t          (3-1) 
Here, 
 
 ( )s t  denotes the total received signal; 
 C  denotes the pseudorandom code; 
 ( )a t  is the code phase of the authentic signal; 
 ( )s t  is the code phase of the spoofing signal; 
 sP  is the spoofing power advantage; 
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 ( )a t  is the carrier phase of the authentic signal; 
 ( )s t  is the carrier phase of the spoofing signal; 
 ( )n t  is the complex zero-mean white Gaussian noise (AWGN). 
 
13 Figure 3-1. ACFs of the authentic and spoofing signal models. 
In the receiver, a correlation process is implemented to track the input signal 
( )s t . Figure 3-1 shows the ACF model of ( )s t . The blue triangle indicates the 
ACF of the authentic signal, whereas the red triangle indicates the ACF of the 
spoofing signal. The horizontal axis represents the chip offset, and the vertical 
axis represents the normalized correlator output (the amplitude of the authentic 
signal is 1). The parameters, shown in figure 3-1, can be expressed as follows: 
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Here, 
 
 1y  indicates the left line of the ACF of the authentic signal; 
 2y  indicates the right line of the ACF of the authentic signal; 
 ( )aR   is the ACF of the authentic signal; 
 1sy  indicates the left line of the ACF of the spoofing signal; 
 2sy  indicates the right line of the ACF of the spoofing signal; 
 sa  is the slope of the ACF of the spoofing signal; 
 ( )sR   is the ACF of the authentic signal; 
 ( )R   is the ACF of the total signal; 
 D  is the difference in the code phases between authentic and spoofing 
signals; 
 XE is the accumulation result with the replica code separated 0.5 chip early; 
 XP is the accumulation result with the replica code; 
 XL is the accumulation result with the replica code separated 0.5 chip late. 
The XP could be written as [20]: 
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Here, 
 [ ]a n  is the code phase difference between the local replica and the 
authentic signal; 
 [ ]s n  is the code phase difference between the local replica and the 
spoofing signal; 
 [ ]af n  is the Doppler frequency difference between the local replica and the 
spoofing signal; 
 [ ]sf n  is the Doppler frequency difference between the local replica and the 
spoofing signal; 
 [ ]a n  is the carrier phase difference between the local replica and the 
authentic signal; 
 [ ]a n  is the carrier phase difference between the local replica and the 
spoofing signal. 
 
In the next section, we explain the change in the replica code phase,  , 
depending on the success of failure of a spoofing attack. In our simulation, we 
assume that the code phase and Doppler frequency of the replica are perfectly 
aligned with the authentic signal before the spoofing signal approaches. This 
implies that [1]a  and [1]af  are zero. 
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14 Figure 3-2. ACF variation with respect to the difference in the code phases 
between the authentic and spoofing signals. 
3.2. Spoofing scenario simulation using ACF model 
Using the ACF models explained in Section 2, we conduct the spoofing 
simulation. We assume that the authentic signal is stationary and that the spoofing 
signal is moving from right to left with a static velocity. This simulation is done 
without noise. In general, the DLL discriminator is used to calculate the 
feedbackoutput using XE and XL and thereby track the incoming signal. The 
replica code phase gradually aligns with the code start point of the incoming signal 
during DLL code tracking. In our spoofing simulation, the DLL initially tracks the 
authentic signal. When the spoofing signal approaches and overlays with the 
authentic signal, the ACF changes. Figure 3-2 shows the sequential ACF variation  
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15 Figure 3-3. Calculated histories of the local replica code phase in case of (a) 
successful spoofing attack; (b) spoofing attack failure. 
during the spoofing simulation. The cyan circle indicates the XP, which is the 
prompt of the DLL. The position of XP in each figure is different. The position of 
XP is determined by the shape of the ACF and the positions of previous XP and 
DLL settings. Figures 3-3 (a) and (b) show the   histories of the two spoofing 
simulations. The only difference between the two simulations is the receiver 
bandwidth. In Figure 3-3, the black lines indicate the code phase distance between 
the authentic and spoofing signals. Because the authentic signal is fixed at zero, 
this can be considered the position of the spoofing signal relative to the authentic 
signal in the code domain. We now focus on Figure 3-3 (a). The green arrow 
indicates the start point of  . At the start of the simulation,   is zero. The 
spoofing signal approaches the authentic signal from a distance of 2 chips. When 
the spoofing signal reaches a distance of 1.5 chips,   starts to gradually increase, 
as the spoofing signal starts to affect XL. A blue arrow indicates the point where 
  is increasing. The peak point of the total ACF ( )R   is always the same as that 
of the spoofing ACF ( )aR  . Therefore,   moves to the peak point of ( )R   until 
the discriminator output becomes zero. After the spoofing signal passes the 
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authentic signal, the peak point of ( )R   is located on the negative side, as shown 
in Figure 3-3(c). Finally,   follows the spoofing signal. The orange arrow 
represents the final value of the  . In the case of Figure 4(a),   follows the 
spoofing signal, and therefore, the spoofing attack is successful. Figure 3-3 (b) 
shows the other spoofing simulation case. In Figure 3-3 (b), the final value of   
returns to zero.   seems to chase the spoofing signal, as indicated using the 
dotted black line, but eventually returns to its location. This implies that the 
spoofing attack is a failure. The difference between the two simulations is that the 
bandwidths of the receivers used are different. The receiver bandwidth in the first 
simulation is 5 Hz, whereas it is 3 Hz in the second. As shown in the simulation 
results, the greater the bandwidth of the receiver, the more vulnerable it is to a 
spoofing attack. Moreover, the higher the strength of the spoofing signal, the 
higher is the probability of a successful spoofing attack. The faster the spoofing 
signal sweeps, the more likely it is that the spoofing attack will fail. Table 3-1 lists 
the changes in the spoofing attack results with respect to increases in the 
bandwidth, signal strength, and sweep velocity. However, it is difficult to 
determine how strong a signal should be for a successful spoofing attack. It is also 
difficult to obtain a correlation between the different parameters for a successful 
spoofing attack. 
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  3 Table 3-1. Relationship between spoofing parameters and spoofing 
results. 
parameters 
Spoofing attack success 
probability 
increase in the spoofing signal 
strength  
increase 
Increase in spoofing signal 
sweep velocity  
decrease 
increase in the DLL bandwidth increase 
3.3. Development of spoofing process equation 
3.3.1. conventional approach for tau calculation 
XP is calculated through DLL using the ACF and previous XP. The first-
order DLL can be expressed as follows: 
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where  , B , and T  indicate the discriminator output, integration time, and 
bandwidth, respectively. In general, the spoofing attack results can be obtained by 
determining which signal the DLL is tracking after the spoofing signal completely 
sweeps the authentic signal. In other words, if the integration time of the receiver 
is 1 ms, it is necessary to repeatedly calculate the equation thousands of times to 
obtain the spoofing attack results. This calculation can be expressed as follows: 
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For a specific spoofing attack scenario, a lot of computations are required to 
calculate the final replica code phase [ ]n . Moreover, it is necessary to know   
and ACF at all previous epochs. Thus, the final   value can be written as follows: 
, 1 2 3 1[ ] ( [1], [2], [3] ,, , [ 1] , , , , , )nn f n R R R R                    (3-6) 
3.3.2. proposed approach for τ calculation 
In this subsection, we propose a method to compute the spoofing attack 
results by calculating each epoch at a certain chip interval (CI). The entire 
spoofing process is summarized in a mathematical equation, i.e., the SPE, and the 
spoofing results are obtained by one calculation using the SPE. Figure 3-4 shows 
the results of the   estimation with respect to the CI. The blue lines indicate the 
calculation results of   per 1 ms. The red circles indicate the calculation results 
of   per specific CI. The equation for calculating the integration time in terms 
of the chip interval can be expressed as follows: 
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16 Figure 3-4. Replica code phase histories for various CI settings. The blue 
lines indicate the calculated replica code phase values of the original 
calculation. The red lines indicate the calculated replica code phase with 
respect to the CI. 
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  4 Table 3-2. Integration time calculation according to CI. 
Chip interval 
(chip) 
Integration time 
(second) 
0.005 0.02 
0.053 0.2 
0.106 0.4 
0.160 0.6 
0.213 0.8 
0.266 1 
0.320 1.2 
0.426 1.6 
0.533 2 
 
where sV  denotes the spoofing sweep velocity (m/s), and the number 300 
indicates the wavelength of the C/A code in meter-scale. Table 3-2 lists the 
calculated integration times with respect to each CI in case of the spoofing sweep 
velocity is 80 m/s.   error decreases with the decrease in the CI. However, 
additional calculations are required to estimate the final   when CI is low. In our 
research, we set the CI to 0.125 considering the complexity of the equation and 
  error. 
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3.3.3. Spoofing attack success or failure criteria 
 
17 Figure 3-5. Different   values at D is -1 according to the spoofing attack 
success or failure. 
Figure 3-5 shows the   results of DLL when the spoofing signal sweeps the 
authentic signal with constant velocity. The blue line indicates the case of a 
successful spoofing attack, whereas the red line indicates the case of a failed 
spoofing attack. Generally, the success or failure of a spoofing attack can be 
determined from the type of signal the DLL tracks when the spoofing signal 
completely sweeps the authentic signal. In both the simulations, the only 
difference is the bandwidth of the receiver. 
The success or failure of a spoofing attack can be determined by looking at 
the absolute value of   at the point where D is −1. Figure 3-5 (b) shows the 
region enclosed in the black box shown in Figure 3-5 (a). If the spoofing attack is 
successful, the absolute value of   exceeds 0.5 at the point where D is −1, and if 
it fails, the absolute value of the prompt is lower than 0.5.  
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18 Figure 3-6. Different   values at D is -1 according to the various spoofing 
attack scenarios.  
 
19 Figure 3-7. ACF change according to the spoofing signal in case that 
spoofing signal strength is larger than authentic signal strength.  
Figure 3-6 shows the   estimates for various spoofing parameters listed in 
Table 3-3 It is noteworthy that the absolute value of   at D is −1. As shown in 
Figure 3-6, if the absolute value of   exceeds 0.5 chip when D is −1, the DLL 
tracks the spoofing signal.  
The following analysis shows that the criterion used for determining the 
spoofing result is reasonable. If the spoofing sweep velocity is very low or if the 
bandwidth is very high in the spoofing simulation, there will be sufficient time or  
 
 ３９
  5 Table 3-3. estimates for various spoofing parameters. 
Case
Spoofing 
signal 
strength 
offset 
(dB) 
Sweep 
velocit
y (m/s)
Bandwidth
Spoofing 
results 
| | 
at 
D = -1 
1 1.5 50 3 Success 0.5013 
2 1.5 50 5 Success 0.5287 
3 1.5 70 3 Failure 0.4362 
4 1.5 70 5 Failure 0.4774 
5 2 50 3 Success 0.5357 
6 2 50 5 Success 0.5741 
7 2 70 3 Failure 0.4761 
8 2 70 5 Success 0.5104 
 
control input for the DLL to track the peak point of the ACF. In this case, the 
discriminator output would become zero and XP would be located at the point 
where XE equals XL. Figure 8 shows a series of snapshots where the discriminator 
output is zero with respect to the ACF. The   value for the case, shown in Figure 
3-7 (a), can be derived as follows: 
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Moreover, the  values for the cases, shown in Figures 3-7 (b) and (c), can be 
derived in a similar manner as follows: 
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20 Figure 3-8. Equation of   and D in case that the spoofing signal strength 
is larger than authentic signal and XE is same with XL.  
 
21 Figure 3-9. ACF change according to the spoofing signal in case that 
spoofing signal strength is lower than authentic signal strength. 
Figure 3-8 shows the summary of Equations (3-11) to (3-13). For any ACF, 
shown in Figure 3-9,   can be estimated using sa  and D when the spoofing 
sweep velocity is very low or when the bandwidth is considerable. Moreover, it is 
possible to calculate D corresponding to the different equations of  . Figure 10 
shows the ACF change with respect to the spoofing signal when the spoofing 
signal strength is lower than the authentic signal strength. We can derive an 
 ４２
equation to calculate   in the same manner as above. The   value for the cases, 
shown in Figures 10(a)–(c), can be derived as follows: 
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22 Figure 3-10. Equation of   and D in case that the spoofing signal strength 
is lower than authentic signal and XE is same with XL.  
Figure 3-10 shows the summary of Equations (3-11) to (3-13). Figure 3-11 
shows a graphical representation of Equations (3-9) to (3-13). The blue lines 
indicate spoofing attack success, whereas the red lines indicate spoofing attack 
failure. If sa  is greater than 1,   follows the blue line, and if sa  is lower than 
1, it follows the red line. The minimum condition for a successful spoofing attack 
is that the strength of the spoofing signal should be greater than that of the 
authentic signal. When sa  is 1, D at the time of transition, from (b) to (c) in 
Figure 3-8, is −1, and the absolute value of   becomes 0.5, as follows: 
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Thus, we could regard that the   value is a boundary value when D is -1. This 
implies that the absolute value of   should exceed 0.5 chip before D approaches 
−1 for a successful spoofing attack. 
 
23 Figure 3-11. Summary of equations (8) to (13). 
3.3.4. Derivation of SPE 
Figure 3-12 shows the ACF variation per 0.125 CI. Assuming that the 
spoofing signal shifts from right to left, the spoofing signal affects the DLL 
discriminator when D approaches within 1.5 chip. Moreover, to determine the 
spoofing results, we only need to calculate   until D reaches −1. Therefore, if  
 ４５
 
24 Figure 3-12. ACF variation in case that CI is 0.125. 
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  6 Table 3-4. Range of [ ]k  and ACF model of XE and XL according to the 
D[k]. 
k D[k] 
Range of 
[ ] 0.5k   
Range of 
[ ] 0.5k   
ACF model
of XE 
ACF model 
of XL 
1 1.375 -1~0 0.375~1 y1 y2+ys1 
2 1.25 -1~0 0.25~1 y1 y2+ys1 
3 1.125 -1~0 0.125~1 y1 y2+ys1 
4 1 -1~0 0~1 y1 y2+ys1 
5 0.875 -1~-0.25 -0.125~0.875 y1 y2+ys1 
6 0.75 -0.25~0 0.75~1 y1+ys1 y2+ys2 
7 0.675 -0.375~0 0.625~1 y1+ys1 y2+ys2 
8 0.5 -0.5~0 0.5~1 y1+ys1 y2+ys2 
9 0.375 -0.625~0 0.375~1 y1+ys1 y2+ys2 
10 0.25 -0.75~0 0.25~1 y1+ys1 y2+ys2 
11 0.125 -0.875~0 0.125~1 y1+ys1 y2+ys2 
12 0 -1~0 0~1 y1+ys1 y2+ys2 
13 -0.125 -1~-0.125 0~0.875 y1+ys1 y2+ys2 
14 -0.25 -1~-0.25 0~0.75 y1+ys1 y2+ys2 
15 -0.375 -1~0.375 0~0.625 y1+ys1 y2+ys2 
16 -0.5 -1~-0.5 0~0.5 y1+ys1 y2+ys2 
17 -0.625 -1~0.625 0~0.375 y1+ys1 y2+ys2 
18 -0.75 -1~-0.75 0~0.25 y1+ys1 y2+ys2 
19 -0.875 -1~0.875 0~0.125 y1+ys1 y2+ys2 
 
CI is 0.125 chip, it is possible to determine the spoofing attack results by a total 
of 19 calculations. In Equation (3-19), all the previous   values and ACF are 
required to calculate [ ]n . The covert capture effectiveness equation (CCEE) can 
be used to calculate   at the point where D is −1 to determine whether the 
spoofing attack is a successful one or not by only one calculation. We set the CI  
 ４７
 
25 Figure 3-13. ACF snapshots with k from 1 to 4. 
to 0.125. Thus, the ACF sequences are generated, as shown in Figure 3-12. 
However, it is not possible to specify the previous   values. This is because   
value at a certain D changes according to the spoofing parameters. However, the 
range of   can be defined for each D value for   to be close to −0.5 chip when 
D is −1. The spoofing attack results can be determined by checking whether the 
absolute value of   at D = −1 exceeds 0.5 chip or not. In our case, [19]  is the 
final   value. For [19]  to be close to −0.5, [18]  must be in a specific range. 
Moreover, [17 ]  must be in a specific range for [18]  to be in the defined range. 
Thus, we can define each range according to the D value of the entire process. 
Table 3-4 lists the range of [ ]k for each [ ]D k . If each [ ]k  is within the defined 
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range for each [ ]D k , [19] will be calculated close to −0.5. There are ACF 
models of XE and XL for each D. Figure 3-13 shows the ACF snapshots for k 
ranging from 1 to 4. If [4] 0.5  and [4] 0.5  are in the defined range, XE and 
XL can be calculated using 1 ( [4] 0.5)y    and 2 2( [4] 0.5) ( [4] 0.5)sy y    , 
respectively. [1] , [2] , [3] , and [4] can be expressed as follows: 
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If   is developed until k is 19, CCEE is complete. CCEE has the following form 
like: 
[19] ( , , )sf a Vs B  .                            (3-19) 
Although the CCEE looks complicated, it is possible to generalize the equation. 
Thus, we can obtain the CCEE regardless of CI. The inputs to the CCEE are the 
spoofing signal strength, spoofing sweep velocity, and receiver bandwidth. When 
the calculation of CCEE is performed, [19]  is calculated for D = −1 by just one 
calculation. The success or failure of the spoofing attack is determined by the 
absolute value of  . 
3.4. Analysis of CCEE simulation results  
3.4.1. CCEE performance analysis 
To verify the performance of the SPE, we compared the estimated SEP 
results with the original DLL results. Table 3-5 presents the various spoofing 
signal parameters and  results in the cases of using the original DLL and CCEE 
at D = −1. 1ms  indicates the estimated replica code phase obtained using the 
original DLL, the integration time of which is 1 ms. SPE  is the estimated replica 
code phase obtained using the SPE. The calculation time required by the CCEE 
is significantly lower than that required by the original DLL, because SPE  can 
be calculated in just one calculation using the SPE. We can see that the replica 
code phase values estimated using the two methods are very similar. Figure 3-14 
shows the SPE  difference value with respect to CI. The SPE  difference values 
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  7 Table 3-5. Various spoofing parameters and  results in case of using 
original DLL and SPE. 
Case 
Spoofing 
signal 
strength 
offset (dB) 
Sweep 
velocity 
(m/s) 
Bandwidt
h SPE
  
Difference  
value 
2
1( )ms SEP   
1 1.5 55 3 -0.4903 0.0008 
2 1.5 60 3 -0.4777 0.0035 
3 1.5 60 5 -0.5030 0.0013 
4 1.5 65 5 -0.4931 0.0004 
5 2 60 3 -0.507 0.0002 
6 2 65 3 -0.4937 0.0003 
7 2 65 5 -0.5217 0.004 
8 2 70 3 -0.4797 0.0027 
9 2 70 5 -0.5104 0.0008 
10 2.5 65 3 -0.5231 0.0022 
11 2.5 80 3 -0.4787 0.0028 
12 2.5 80 5 -0.5136 0.0011 
 
decrease with the decrease in CI. Thus, the CCEE difference value is due to the 
reduction in the number of DLL calculations during the spoofing attack process.  
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26 Figure 3-14. CCEE difference value with respect to CI when D is −1. 
 
27 Figure 3-15. CCEE difference value with respect to the spoofing signal 
strength and velocity in three dimensions. 
Figure 3-15 shows the difference value distribution of the CCEE with respect 
to the spoofing signal strength and sweep velocity on a fixed bandwidth. At the 
yellow point, the values of the spoofing parameters, namely the signal strength  
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28 Figure 3-16. CCEE difference value according to spoofing signal strength 
and velocity. 
offset, sweep velocity, and bandwidth, are 2 dB, 50 m/s, and 2 Hz, respectively. 
When SPE  is calculated for the above set of spoofing parameter values using 
the SPE, the error in SPE  is the Z axis value corresponding to the yellow point. 
The CCEE performance is the best around the boundary line. The success and 
failure of the spoofing attack can be divided based on the boundary line. In other 
words, SPE  of the spoofing parameters on the boundary line is −0.5. SPE error 
increases as the distance from the boundary value and spoofing parameter 
increases. A large difference value indicates that the previous  values are 
outside the defined range in the SPE  calculation process. This means that the 
functions used to calculate XE and XL vary with respect to the already defined  
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  8 Table 3-6. Estimated sa values according to the spoofing parameters. 
Number 
Sweep 
velocity (m/s)
Bandwidth 
(Hz) 

sa  
(dB) 
1 40 2 1.46 
2 45 2 1.69 
3 50 2 1.92 
4 55 2 2.17 
5 60 2 2.42 
6 65 2 2.69 
7 70 2 2.97 
8 75 2 3.26 
9 80 2 3.56 
10 85 2 3.87 
11 90 2 4.20 
12 95 2 4.54 
13 100 2 4.09 
XE and XL. Figure 3-16 shows the CCEE difference value distribution in two 
dimensions. The CCEE error is lowest around the boundary line. The spoofing 
parameters are divided using different colors with respect to the CCEE error 
size. 
3.4.2. Determination of boundary line and surface using SPE 
The boundary line and surface that divide the spoofing attack success and 
failure can be estimated using the SPE. The input parameters of the CCEE are the  
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29 Figure 3-17. (a) sa estimation using SPE. (b) Determination of spoofing 
attack success and failure by boundary line. 
spoofing signal strength, spoofing signal sweep velocity, and DLL bandwidth. In 
Equation (3-20), if we set each variable as follows: 
0.5 ( ,40,2)sf a  ,                                     (3-20) 
only one variable, i.e., as, remains, and the CCEE becomes an equation to calculate 
as. We use MATLAB solver to obtain sa which is an estimated value of sa
obtained using equation (3-20). This means that the CCEE result of the spoofing 
parameters, ( sa , 40, 2), becomes −0.5. Therefore, the spoofing parameter, 
( sa  , 40, 2), will result in a successful spoofing attack. The other spoofing 
parameter, ( sa  , 40, 2), will result in a failed spoofing attack.  is a small 
positive small. Figure 3-17 shows the boundary line dividing the spoofing attack 
success and failure zones. We obtain the spoofing signal strength values by fixing 
the other spoofing parameters and  . Table 5-6 presents the estimated sa values 
with respect to the spoofing parameters. The red line in Figure 3-17 (a) 
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30 Figure 3-18. Boundary lines according to the DLL bandwidth (a) boundary 
lines in two dimension (b) boundary lines in three dimension. 
indicates the boundary line. The boundary can be estimated using the spoofing 
parameters listed in Table 3-6 as follows: 
3 2
1 2 3 4
( )s bl s
s s s
V f a
p a p a p a p

      
                     (3-21) 
where b lf  is the function of the boundary line for a bandwidth of 2 Hz. 1p , 
2p , 3p , and 4p  are the coefficients at the boundary line. Moreover, this line 
expresses the correlation between two parameters for a successful spoofing attack. 
From Equation (3-21), we find that as the spoofing signal strength increases, the 
spoofing attack becomes successful even with a higher sweep velocity. 
The spoofing attack success and failure zone is divided based on the boundary 
line, as shown in Figure 3-17 (b). The zone above the boundary line indicates 
spoofing attack failure, whereas the zone below indicates spoofing attack success. 
Figure 3-18 (a) shows the boundary lines for various bandwidths. We find that the 
receiver becomes more vulnerable to spoofing attacks as its bandwidth increases. 
With the increase in the bandwidth, the spoofing attack becomes successful even  
 ５６
 
31 Figure 3-19. Boundary surface. 
for a low spoofing signal strength when using a fixed spoofing sweep velocity. 
Figure 3-18 (b) shows the boundary lines in three dimensions. The boundary 
surface can be estimated using the boundary lines, as shown in Figure 3-19. The 
boundary surface can be expressed as follows. 
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where sff  indicates the function of the boundary surface. 1 11~c c are 
coefficients of sff . For specific spoofing parameters, the spoofing attack results 
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can be determined using sff . Equation (3-23) is the case for spoofing attack 
failure, whereas Equation (3-24) is the case for spoofing attack success. 
( , )sf s sB f a V                                             (3-23) 
( , )sf s sB f a V                                             (3-24) 
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Chapter 4. Optimal sweep direction of covert capture 
signal 
4.1. Maximum Doppler difference value 
For GNSS receivers, the code tracking algorithm tracks the code points of a 
particular PRN. After creating the replica in the receiver, the correlation between 
the incoming signal and replica signal are calculated. The code starting point of 
the authentic signal is tracked reliably according to the code tracking algorithm 
when the signal strength is kept higher than a certain signal strength. In the case 
of a sweep type spoofing attack, the spoofing signal is shifted in a certain direction, 
as shown in figure 4-1, from the authentic signal to the spoofing signal, and when 
the receiver tracks, the user's receiver is completely deceived and the result of 
PNT controlled according to the spoofing signal. 
 
32 Figure 4-1. Illustration of covert capture process. 
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33 Figure 4-2. Auto correlation function. 
In general, the spoofing process is performed on the location domain. In other 
words, the covert sweep signal generates the spoofing signal for a drone moving 
in a certain direction, as shown in figure 4-1, causing the spoofing signal to over-
position the drone. If a covert sweep attack is normally carried out, the location of 
the output from the receiver will be presented in a spoofing position that will 
sweep. 
In order for spoofing to be performed to the intended position created by the 
spoofer, the tracking point on all channels must be shifted from the authentic 
signal to the spoofing signal. And in order for the spoofing position to be 
unaffected by the authentic signal, the difference of code start point between the 
authentic and spoofing signal must be apart at least 2 chips. Figure 4-2 shows the 
auto correlation function for the authentic signal and the spoofing signal. Red lines 
are the ACF of spoofing signal, and blue lines indicate the ACF of authentic signal. 
And black lines shows ACF with total signal. In the figure 4-2, a special form of 
ACF is formed because each signal overlaps when the code point of the original 
signal and the deceptive signal are within 2 chip. Figure 4-3 shows when the each 
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34 Figure 4-3. 1.5 chip apart of each of code start points. 
code start point of authentic and the spoofing signal are 1.5 chip apart. If more 
than 2 chips of code start points are apart, there will be no overlap between each 
ACF. Assuming the distance of a chip is 300 meters, the difference in the each of 
code start points is about 600 meters. And in this case, each ACFs does not affect 
each other. However, from the receiver's point of view, an early or late point is 
half-chip delay based on the code start point (prompt), so up to 1.5 chips (450 
meters) will not be affected. Figure 4-3 illustrates this situation. In general, 
assuming that the covert capture signal sweeps the authentic signal in a certain 
direction, the time that takes place more than 1.5 chips is related to the sweep 
speed of the spoofing signal. The relative velocity of the authentic signal and the 
spoofing signal determines the distance between each code start point. If the 
relative velocity over the code domain is 450m/s, each code start point become 
apart 1.5 chip in one second. 
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35 Figure 4-4. Covert capture sweep in position domain. 
Figure 4-4 presents the covert capture sweep in position domain. Let’s assume 
that covert capture is conducted with velocity  v  In the position domain. Then, 
the velocity in code domain becomes ∙ . In other words, the speed in the code 
domain is the speed in the position domain multiplied by the line of sight vector 
in the direction of the satellite. In the same way, the code domain sweep speed in 
the jth satellite becomes ∙ . And this can also be represented by the Doppler 
difference value between the authentic and the spoofing signals. Below equation 
(4-1) describes this. The Doppler difference value of each signal is defined as 
follows, and the greater the relative velocity, the greater the Doppler difference 
value between the two signals. This means how different the Doppler value of the 
deceptive signal is based on the authentic signal. In other words, the larger the 
Doppler difference error value, the less time the code points of the two signals are 
apart in code domain while covert capture signal sweeps. 
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4.2. Optimal covert capture direction in 2D case 
As previously explained, in order to deceive the user's PNT solution, 
spoofing must be carried out on all visible satellites. In other words, for all 
channels, the tracking point should be shifted from the authentic signal to the 
spoofing signal.  
In the covert capture process, channel-specific Doppler difference value 
is determined depending on the sweep direction of covert capture and the 
geometrical position of the satellite. Let’s define cV  as sweep speed on a channel, 
cV  is calculated as shown in the following formula below with respect to the 
authentic and the spoofing signal. 
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Where iV  indicate the velocity of ith satellite, 
ie  is line of sight vector. And 
G  is defined by (11). Finally, the time it takes for the 1.5 chip difference of the 
code start point between two signals to be determined by cV . And it takes less 
time when the dot product of G  and e  is small. 
 
36 Figure 4-5. Determination of Speed on Code Domain according to User 
Speed and Covert Capture Direction. 
 
 
37 Figure 4-6. Relationship between e  and G  direction and the Doppler 
difference value. 
 ６４
 
38 Figure 4-7. Finding the optimal covert capture direction for two satellites. 
Since the covert capture must be performed on all channels, the sweep speed 
at the lowest channel determine the process time of covert capture. Figure 4-5 
shows that for a single satellite, the sweep speed is determined in the code domain 
according to the e  and G  direction. In the left picture of figure 4-6, the sweep 
speed is faster in the code domain than in the right picture. This is because the 
direction of  G  is more similar to that of e . Let’s assume that 
| |
G
g
G




                                              (4-3) 
And the dot product between e  and g

 is expressed as 
cos( )
cos( )
e g e g

 

  
                                       (4-4) 
That is, the smaller the angle between the two vectors, the faster the speed is 
in the code domain. In the extreme case, if the direction of the satellite's line of 
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sight vector is the same as that of G , the θ becomes zero, and the norm of G  
itself becomes the speed in the codomain. 
In a 2D situation, the situation becomes more complicated when there are 
more than two satellites. As already mentioned, in order for spoofing to be 
performed normally, it must be successfully carried out on all satellites. In other 
words, the code domain speed should be fast on all channels. Physically, however, 
it is impossible to find with maximum code sweep speed for satellites with 
maximum θ. 
 
39 Figure 4-8. Finding the optimal covert capture direction for more than 
three satellites. 
In the 2D situation, finding the optimal covert capture direction for two 
satellites is shown in Figure 4-8. As mentioned above, the direction of G  should 
be set to perform the fastest covert capture on all satellites. In other words, the 
problem is to first find the satellite having the maximum angle between the G  
and the e , and then determine the G  that maximizes the dot product of the 
e  and g . For example, assuming that there are n visible satellites, and the 
spoofing is carried out on the n-1 satellites quickly. But if the spoofing for 
remaining satellite is not done, then the whole spoofing is not done. The duration 
of spoofing is determined by the satellite that the lock point changes last. That is, 
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it is important to finding a direction that minimizes the time for satellites where 
spoofing is conducted at the latest. If there are two satellites, the optimized 
direction is middle direction of the two line of sight vectors. In other words, if the 
g  direction is directed to a specific satellite, the overall covert capture time will 
increase as the angle to the opposite satellite increases. The blow equation shows 
to estimate the g  in case of two satellites. 
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For three satellites, two low elevation angle satellites are selected and the 
center direction is optimal. Even, for satellites larger than fore, the same approach 
is applied. Since only visible satellites should be considered, the covert capture 
direction is determined by selecting the two satellites with lowest. Assuming that 
the left is west and the right is east in the 2D situation, the lowest angle satellite 
in the left-hand direction is assumed to be ith satellite, and the lowest angle in the 
 ６７
right-hand side is the jth satellite. In this case, G , g

 and 'g

 are defined as 
below equation, respectively. Since the inner product value of g

 and ie is the 
same as that of g

, je  and 'g

 could be calculated using the corresponding 
equation. 
1
1
' 2
3
T
T
T
e k
g e k
ke

 
   
       
      

 

                                         (4-6) 
If the G  is determined, the optimal covert capture direction in the position 
domain is calculated as follows 
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40 Figure 4-9. Optimal direction in 3D case. 
4.3. Optimal covert capture direction in 3D case 
Since the actual covert capture sweep is done in the 3D environment, this 
chapter discusses the optimal direction in 3D situation. Figure 4-9 shows the 
optimal direction in 3D situation. Unlike the 2D situation, the 3D situation 
requires all directions to be considered, but the issues given are the same. That is, 
for every satellite, it is the problem of finding the direction in which it is the largest 
g e
 
 value for certain satellites which has largest angle between its line of sight 
vector and g

. In 2D case, at first, the satellites having lowest elevation angle with 
both direction was selected to find optimal covert capture direction. In 3D case, 
we select three satellites with the lowest elevation angles to determine the optimal 
covert capture direction. The order of determining the optimal covert capture 
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41 Figure 4-10. Flow chart for optimal covert capture direction in 3D case. 
direction in 3D case is as follows in the flow chart below. First, for all satellites, 
calculate the distance between the two satellites. Then we draw a circle with the 
diameter of the line, and check that all visible satellites enter the circle. If not, we 
select the lowest elevation angle satellites in remaining satellites. Then we define 
a triangle with three satellites as vertices. Then determine the circumcenter of the 
triangle. Figure 4-9 shows the optimal direction in 3D case. The dot product 
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42 Figure 4-11 Process for optimal capture direction in 3D case. 
value between the circumcenter and line of sight vector direction of the three 
satellites will be the same. That is, in the case of 2D, the optimal direction is the 
middle direction of two selected satellites, in 3D case, it is in the circumcenter 
direction when the selected three satellites were triangular. And the each dot 
product value of g  and e  become same in 2D and 3D cases. Figure 4-10 
shows flow chart for optimal covert capture direction in 3D case and figure 4-11 
present the each block numbering in the figure 4-10. 
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4.4. Optimal covert capture direction using optimization 
method 
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Equation 4-8 shows the optimization equation for optimal covert capture direction. 
The purpose of this optimization equation is to find the g  direction producing 
the largest dot product of g  and ie , and this dot product is the smallest value 
among all dot products. The simulation results of optimization approach in cases 
of 2D and 3D are almost similar with the results of 4.3 and 4.4 captures. 
Accordingly, it could be seen that the analytically obtained directions and the 
directions obtained by the optimization equation are almost the same. 
 
43 Figure 4-12 2D optimal direction results using optimization approach. 
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44 Figure 4-13 3D optimal direction results using optimization approach. 
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Chapter 5. Covert capture simulation using software 
defined receiver 
5.1. Implementation of GNSS measurement and IF data 
generation simulator 
5.1.1. Pseudorange model 
In the covert capture scenarios, the position and velocity for authentic and 
spoofing signals are determined. Then, GNSS measurements are calculated such 
as the position and velocity of visible satellites, distance, Doppler, and SNR 
values. The simulator will generate C/A code, navigation data, carrier and signal 
noise based on these values. Eventually, all of the above values will be combined 
and the IF signal data will be generated. Then, the receiver conduct the signal 
processing using the output from IF signal generator and the results from receiver 
will become the same with measurement made in advance. Figure 5-1 shows a  
 
 
45 Figure 5-1. Block diagram of receiver 
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block diagram of a typical GPS receiver. Figure 2-7 shows a block diagram of a 
typical GPS receiver. Satellite signals transmitted at high altitudes of 22,000 
kilometers above the ground reach the receiver's antenna through the atmosphere. 
The GPS signal received from the antenna has a weak power of about -158 dB, so 
it is amplified by pre amp. It is also lowered to IF frequency unit through down 
conversion to facilitate processing of signal data, and is quantified through A/D 
converter. IF signal data after going through the A/D converter. Therefore, a signal 
model for quantified IF signals is required, which is as presented in (5-1). 
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5.1.2. Simulator structure 
 
By input scenario from scenario generation program, the visual satellite is 
determined using ephemeris, and the location and speed of the satellite are 
calculated. And GPS time is also defined to calculate the measurements of 
distance and Doppler. In our case, the measurement is created in a period of 1 ms. 
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46 Figure 5-2. Simulator signal generator structure 
 
The figure 5-2 shows the structure of producing a signal about the one 
satellite. The PRN is determined by the visible satellites. The transmit time is 
calculate using pseudorange. After the carrier is created, multiply the navigation 
and the C/A code. Finally, each satellite signals are summed to make final GPS 
L1 signal. 
 
5.1.3. Signal amplitude calculation in spoofing scenario 
 
In the presence of multiple GPS satellites, the spoofing signal is transmitted 
by the spoofer, which is the same as if there are multiple GPS satellites. In other 
words, there will be two different codes for the same PRN. And it can be thought 
of as two independent satellites with the same PRN. From the above assumptions, 
the signal strength for a particular satellite can be defined as follows. 
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If the strength of the spoofing signal is greater than that of the GPS signal, 
the cross correlation value of the GPS signal and the spoofing signal will be 
greater than the cross correction value of the GPS signal. However, since the 
difference is small compared to noise power, we assumed that it is the same and 
the signal strength is implemented in the simulator. And the 0,/ iC N  could be 
defined as follows 
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And to calculate the amplitude of ith satellite, the amplitude is defined as follows 
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 In CCEE, the ratios of the original signal to the spoofing signals are 
calculated. That is, the ratio of the spoofing signal is calculated with the signal 
strength of the authentic signal normalized to 1. For GNSS signal simulators, since 
the signal strength of C/N0 is used as input, it is necessary to change the value of 
the ratio to the actual signal strength. 
 
2
,1
,1 ,12
,2
,2 ,2
2
, 2
, , ,int2
,1
,1 ,1 ,12
,2
, ,2
,
0 / ... /
/ 0 ... /
.
. . . .
.
. . . .
.
. . . .
/ / ... /{ [ ] }
/ / ... /
. . . .
.
. . . .
.
. . . .
.
/ /
a
a a
a
a a
a N
a N a N a Ni j
s
s s s
s
s N s
s N
A
C N C N
A
C N C N
A
C N C N C NT E c c
A
C N C N C N
A
C N C N
A
 
 
 
 
 
 
 
 
     
 
 
 
 
 
 
 
  
2
,1,1
2
,2,2
2
,,
2
,1,1
2
,2,2
2
,,
/
/
..
..
..
/4
/var( ( ))
/
..
..
..
... 0
/
aa
aa
a Na N
ss sp
ss
N
s Ns N
C NA
C NA
C NA
C NA f N t
C NA
C NA
   
     
     
     
     
     
     
     
          
     
    
    
    
    
    
    
      







(5-5) 
In the above formula, aA and sA  indicate the signal strength of the 
authentic and that of spoofing signal, respectively. Because the ratio of the signal 
ratio of the authentic signal and the spoofing signal can be calculated through 
CCEE, it can be changed as follows. 
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where K indicates the ratio of ith satellites. And this matrix equation could be 
changed like below matrix. 
 
  
 
 
(5-7) 
 
 
 
And this could be expressed as follows 
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47 Figure 5-3. Discriminator output in CCEE 
 
48 Figure 5-4. Discriminator output in SDR 
Finally, the amplitudes of the authentic signals could be obtained through the 
above equation. And, for the amplitudes of spoofing signals, we can obtain them 
by multiplying the authentic signal by K. 
sA K A                                             (5-10) 
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Figure 5-3 shows the discriminator output in CCEE. And Figure 5-4 shows the 
discriminator output in SDR. We can identify that the discriminator values in two 
case is almost same. In other ward, the early and late point values in two case is 
also identical. Thus, the signal strength ratio of the authentic and spoofing signal 
in the CCEE simulation is well implemented in SDR simulation. Figure 5-5 shows 
the ACF using in the CCEE simulation. And Figure 5-6 shows the ACF in SDR. 
The ratio ( aP and sP ) of the two signals to be calculated in the SDR was then 
found to be approximately 1.5. Thus, the signal strength of each signal was 
calculated by CCEE and the corresponding results were correctly reflected in the 
SDR. 
 
 ８１
49 Figure 5-5. ACF in CCEE 
 
50 Figure 5-6. ACF in SDR 
 
51 Figure 5-7. Simulator signal generator structure 
5.2. CCEE simulation in SDR 
 Using the optional signal strength obtained by CCEE, the covert capture 
Scenarios was constructed and verified through SDR. Figure 5-7 shows the 
overall simulation configuration. At first, it creates a covert capture scenario, then 
 ８２
generates the measurements, and then create an IF file. The SDR then generates 
 
52 Figure 5-8. Consideration factors for aligned covert capture signal 
 
the final PNT solution by performing signal processing using the IF data generated. 
In this case, the result of covert capture is analyzed by comparing the SDR result 
with the measured value. In the SDR simulation, the following assumptions were 
made to simulate the covert capture sweep scenario. 
 • Estimate and compensate the calculated delay. 
• Random delay could be compensated through compensation. 
• The attenuation generated by the transmission of the spoofing 
signal can be compensated through the signal attenuation model. 
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  indicates the final compensation delay. If compensation is carried out for all 
delays, the same code start point with authentic signal can be generated using 
covert capture signal. 
 
53 Figure 5-9. Consideration factors for delay and error 
Figure 5-9 shows the delays and error terms that should be considered in real-life 
situations. Calculated delays such as cable or propagation delay are calculated and 
compensated in  , and non-calculated noise is compensated using an expected 
maximum error value. The purpose of covert capture is to perform on capture in 
all channels.  
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54 Figure 5-10. Calculation of compensated value using boundary line. 
5.2.1. Compensation value calculation for covert capture  
 
In calculating compensation values, this section presents a method for 
calculating error with random characteristics. The error terms to be considered are 
DLL noise and radar estimation errors. By using the boundary line estimated by 
CCEE the compensated value could be calculated. 
,
,
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Let's assume that sV  is the velocity of victim. And let's 3 sV is a radar speed 
errors. 
sV
  indicates the standard deviation of radar estimation error. By 
 
55 Figure 5-11. Process of IF data generation using compensated signal 
strength value 
multiplying the corresponding standard deviation by three, it could compe 
sates for the maximum error. Because CCEE provides the optimal spoofin
g parameters at boundary values, it is possible to calculate the optimal sig
nal strength for the velocity with errors. Thus, the signal strength to be c
ompensated is sa . 
 
5.2.2. Compensation value calculation for covert capture 
This section analyzes the SDR results for the covert capture scenario. 
Figure 5-11 shows the calculation of the compensation value in the covert capture 
scenario obtained through CCEE and the use of it to generate IF data. 
Compensation for Doppler and noise lamps is carried out in the procedure. The 
covert capture sweep is shown in Figure 5-12. The blue line shows the user 
trajectory and red line indicate the trajectory of covert capture signal. Table 5-1 
shows a detailed simulation setting for covert capture scenario.   
 ８６
 9 Table 5-1. simulation setting for covert capture scenario. 
time 2016.06.1.06.00.04 
User speed 27.7 m/s 
Sweep speed 121.17 m/s 
 
56 Figure 5-12. User and covert capture trajectory. 
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57 Figure 5-13. Sky plot of covert capture scenario. 
 
   10 Table 5-2. Simulation setting value for covert capture scenario. 
 
PRN K 
K 
compensated
Authentic
C/N0 
(dB/Hz)
Capture 
C/N0 
(dB/Hz)
C/N0 
Offset 
(dB/Hz) 
1 1.04 1.080 45.7 46.3 0.67 
7 1.04 1.045 49.3 49.7 0.38 
8 1.04 1.041 50.5 50.8 0.35 
9 1.04 1.130 45.6 46.7 1.06 
11 1.04 1.083 47.7 48.4 0.69 
16 1.04 1.085 48.6 49.3 0.70 
26 1.04 1.087 46.0 46.7 0.73 
27 1.04 1.065 50.0 50.6 0.54 
30 1.04 1.042 46.2 46.6 0.35 
 
  
 ８８
Figure 5-13 shows the sky plot of covert capture scenario. The number of visible 
satellites in this scenario is nine and each PRN number is in the figure. And table 
5-2 display the signal strength ratio k, relative Doppler value, compensated k, 
authentic signal strength, spoofing signal strength and signal strength offset. 
Figure 5-14 shows the signal strengths of authentic and covert capture signal. Blue 
bars indicates the authentic signal strength according to the authentic signal. And 
red bars present the signal strength of covert capture signal. It could be seen that 
the signal strength difference between the authentic and spoofing signal is not 
large. 
 
58 Figure 5-14. Signal strength of authentic and covert capture signal. 
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59 Figure 5-15. Covert capture scenario results. 
Figure 5-15 shows the positioning results of SDR. We can identify that the 
estimate position change authentic trajectory to covert capture trajectory. 
 
60 Figure 5-16. Positioning error of Covert capture scenario. 
In figure 5-16, the positioning error such as each axis and norm is displayed. 
Position error is the difference between the intended spoofing position and the 
estimated position in SDR. A low position error means that the covert capture has 
been performed well. 
 ９０
 
61 Figure 5-17. Pseudorange difference value of true authentic signal and 
SDR results. 
 
62 Figure 5-18. Pseudorange difference value of true covert capture signal and 
SDR results. 
Figure 5-17 presents the pseudorange difference value of true authentic and SDR 
results. It shows that the difference between the authentic pseudorange and the 
estimated pseudorange in SDR is widening. This means that spoofing is performed 
well on all channels. Also figure 5-18 shows peudorange difference value of true 
covert capture signal and SDR results. We can identify that the difference value 
eventually converges. It indicates that the receiver DLL tracks the covert capture 
signal. 
  
 ９１
 
 
63 Figure 5-19. Optimal direction of covert capture scenario. 
 
64 Figure 5-20. SDR results of optimal direction covert capture scenario. 
  
 ９２
5.3. Optimal covert capture direction simulation in SDR 
Figure 5-19 presents optimal direction of covert capture scenario. Blue line 
indicates the authentic signal trajectory and red line indicates the covert capture 
signal trajectory. Especially, the covert capture signal is considered the optimal 
direction to reduce the spoofing process time. It means that the optimal direction 
induces that code start points of two signals make diverged fast. Figure 5-20 shows 
the estimated position from SDR and its input is the optimal covert capture 
direction scenario. It is identified that the covert capture is well performed. In 
addition, the success or failure of covert capture is independent of the sweep 
direction. 
 
 
65 Figure 5-21. Pseudorange difference value of true covert capture signal and 
SDR results in optimal covert capture direction. 
 
Figure 5-21 shows the pseudorange difference value of true covert capture signal 
and SDR results in optimal covert capture direction. It can be seen that the 
difference between the estimated pseudorange of the SDR and the pseudorange 
of the authentic signal is increasing. On the other hand, it can be seen that the 
 ９３
 
66 Figure 5-22. Pseudorange difference value of authentic and covert capture 
signal. 
pseudorange of all channels converge with those of the covert capture scenario. 
This shows that spoofing has been performed well. Figure 5-22 shows the 
Pseudorange difference value of authentic and covert capture signal. When the 
difference between the code start point of the original signal and the spoofing 
signal is 1.5 chip, it is regarded that complete spoofing is done. Table 5-3 presents 
required time comparison of normal direction and optimal direction. The time for 
1.5 chip separation is 3.5 times faster in case of optimal direction of covert capture 
sweep than that of normal direction. Also, the advantage of optimal direction is 
that the interval of abnormal WSSE is shorter than that of normal direction. The 
timing of the transition of the lock point of the DLL from the authentic signal to 
the spoofing signal is different in all channel, thereby increasing the WSSE during 
covert capture process. Figure 5-23. Shows the WSSE comparison between 
normal direction and optimal direction of covert capture scenario. 
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  11 Table 5-3. Required time comparison of normal direction and optimal 
direction. 
 
Normal direction 
(sec) 
Optimal direction 
(sec) 
required time 62.2 17.4 
 
 
67 Figure 5-23. WSSE comparison between normal direction and optimal 
direction of covert capture scenario. 
 ９５
Chapter 6. Changing the user's trajectory using covert 
capture signal 
 
68 Figure 6-1. Illustration of changing the victim’s trajectory using covert 
capture signal 
This chapter discusses how to change the user's trajectory using spoofing 
signals. There are various researches [63-67] for drone or robot guidance and path 
planning. This study differs from previous researches in that it uses a spoofing 
signal to guide a new trajectory for a drone heading to a specific place [62]. Under 
the assumption that critical facilities are protected from reconnaissance drones or 
missiles, the target user is spoofed first, and then the covert capture signal is 
utilized to change the trajectory of the target user [30]. In [9], spoofing test was 
presented to land a hovering drone using a spoofing signal. Also, the experiment 
was carried out to change the path of the ship using a spoofing signal in real time 
[10].  
In this paper, it is assumed that the target user is equipped with only one 
GNSS sensor and is flying in the shortest path toward the target position. 
 ９６
 
69 Figure 6-2 Process for the scenario of changing the trajectory of the target 
user using the covert capture signal. 
Figure 6-1 shows the illustration of changing the victim’s trajectory using covert 
capture signal. Using the covert capture signal, if the user position is induced to 
an opposite direction to the position to be guided, the user moves to the intended 
position. For example, for a drone hovering at a certain altitude, if experimenter 
uses the spoofing signal to deceive the altitude that the drone is estimating slightly, 
try to lower the drone to the ground by increasing the altitude to maintain a certain 
altitude. It is the same principle. In order to do this, it is necessary to estimate the 
location of the target user in real time. Therefore, this study also assumes that the 
position of target user could be estimated in real time using detecting system such 
as radar, lidar or image processing technology. In order to be induced to the 
intended position, the covert capture position at a specific time point is calculated 
and transmitted. As already mentioned, in order to guide the user's position to the 
intended position, the user's position must be accurately estimated by the radar. 
The specifications of the radars used recently suggest that the estimation is 
sufficient with the required accuracy. Assuming that the target user is flying to the 
 ９７
base position, the base station is protected by directing the target user to the 
intended position through a covert capture signal. Figure 6-3 shows the process 
for the scenario of changing the trajectory of the target user using the covert 
capture signal. 
 
70 Figure 6-3 Illustration of victim trajectory change (a). 
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                                           (6-1) 
 
The equation (6-1) indicate the user velocity where aR  indicates the 
aiming position and uR  presents the user position. uv  is the drone speed. Also 
this means that drone moves to the aiming position in the shortest distance 
direction. Equation (6-2) shows the velocity spoofing signal and av  is the 
spoofing signal speed.  
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71 Figure 6-4 Illustration of victim trajectory change (b). 
  
a s t uR R R R                                            (6-3) 
( )s a t uR R R R                                           (6-4) 
 
Equation (6-3) is required to change the victim's position to the target 
position. The user's position is changed to the target position, for which the covert 
capture position is directed to the target position. It is important to note that since 
the covert capture was successfully performed, the user's position is now changed 
to the spoofing position, which is expressed as equation (6-4). 
( )si a t uR R R R                                           (6-5)  
 ９９
(1 ) [( ) ]s u a t u
t t
R R R R R
 
                                (6-6) 
In addition, at the beginning of the covert capture, the spoofed location of the 
current victim and the spoofing location required to send the victim to the target 
location are different. Let's regard that siR  is the actual location we need. 
Equation 6-5 illustrates this. At the beginning of the covert capture, the location 
of the user is near the location of the actual user, and the process of changing the 
position to siR  for a certain time   could be expressed by Equation (6-6). 
 
 
72 Figure 6-5 Illustration of victim trajectory change (c) 
 
In addition, in the covert capture scenario, the tracking of the user's receiver 
may be affected by the trajectory of the covert capture. For example, if a Doppler 
or pseudorange suddenly changes, the tracking process such as DLL or FLL could 
be stopped. In this study, before creating measurements such as Doppler and 
pseudorange, the trajectory is first created and the measurement is based on that. 
Therefore, the trajectory was created based on the heading and velocity constraints. 
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In relation to this, the figure 6-6 shows velocity constraint of covert capture signal 
and Figures 6-7 present heading change constraint of covert capture signal. 
 
 
73 Figure 6-6 Velocity constraint of covert capture signal. 
 
 
74 Figure 6-7 Heading change constraint of covert capture signal. 
 １０１
 
75 Figure 6-8 Victim trajectory change using covert capture signal 
(Covert capture velocity: 130km/h)
 
\Figure 6-9 Victim trajectory change using covert capture signal. 
(Covert capture velocity: 150km/h) 
Figures 6-8 shows victim trajectory change using covert capture signal in 
case that covert capture velocity is 130km/h. Also figure 6-9 presents that victim 
trajectory change using covert capture signal in case that covert capture velocity 
is 150km/h. It is identified that the faster the covert capture signal is, the faster it 
can converge into the integrated spoofing position, siR .  
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Chapter 7. Conclusions and future works 
 
7.1. Conclusions 
 
The security and safety aspects of global navigation satellite systems have 
been receiving significant attention from researchers and the general public, 
because the use of GNSSs has been increasing in modern society. Analyzing the 
replica code phase variation due to the reception of the spoofing signal is 
important for developing spoofing attack or anti-spoofing techniques. In this paper, 
we propose the CCEE that could be used to calculate the replica code phase 
following a spoofing attack and determine whether the spoofing attack is 
successful using the CCEE output. The advantage of the CCEE is that it could 
theoretically create a minimal spoofing signal condition for a successful spoofing 
attack. The boundary surface dividing the spoofing attack success or failure is 
obtained using the CCEE. The boundary surface shows the correlation of how 
each spoofing parameter affects the code tracking results. This study is meaningful 
in that it presents a detailed study about the variation in the replica code phase 
during a spoofing attack process. We expect that the research results would aid 
the development of spoofing attack or anti-spoofing techniques. 
The optimal direction for covert capture was proposed to maximize the 
Doppler difference value between the authentic and spoofing signal. Through this, 
each of code start points are diverged quickly and the spoofing process time is 
reduced. As a result, the abnormal section of WSSE was much minimized than 
that of normal direction case. It also minimizes the probability of detecting the 
spoofing attack by the spoofing detection technology or RAIM on the receiver. 
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To demonstrate the proposed technology, the IF data was generated and it is 
utilized for input of SDR. In IF data, the spoofing scenario for the optimal 
spoofing parameters and optimal direction for covert sweep was saved. The SDR 
results confirm that spoofing process is performed well with the optional power 
estimated by CCEE. In addition, the spoofing process time is significantly reduced 
by applying the optimal direction for sweep. Also, the simulation shows that the 
victim’s path could be altered using the covert capture signal. 
We expect that the research results would aid the development of spoofing 
attack or anti-spoofing techniques. 
7.2. Future works 
 
 In this paper, we analyzed the effect of the spoofing signal on the local replica 
code phase using the CCEE. However, for a completely successful spoofing 
attack, the point of FLL tracking should be moved from the authentic signal 
to the spoofing signal. In the future, we will focus on spoofing process 
analysis in the frequency domain. 
 In this work, we derive the CCEE using first order Loop filter. However, 
when applying to the second or third Loop filter through the proposed CCEE, 
the error of  was small only in certain sections. It is required to derive the 
new CCEE for second or third Loop filter. 
 In order to change the trajectory of victim using the deceptive signal, research 
should focus on trajectory change of victim equipped with GPS/INS. In case 
of GPS/INS, the position would be estimated through KF. Thus, the trajectory 
of spoofing signal have to be created elaborately so that it does not fall into 
KF's residual. 
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초  록 
 
 GNSS는 점점 활용범위가 확장되고 있고, 현재는 
대체불가능한 시스템이 되었다. 이런 상황에서 GNSS의 안전 및 
보안의 중요성 또한 크게 증가하고 있다. 본 논문에서는 GNSS의 
보안에 가장 위협이 되는 기만에 대해서, 기만 신호가 수신기에 
주입되었을 때 수신기의 ACF가 어떻게 변화되어 가며 기만 공격을 
결정하는 주된 기만파라미터들의 특징에 대해서 분석을 진행하였다. 
그리고 기만 신호에 따른 기만 결과를 결정하는 CCEE를 제안하고, 
이를 통해서 기만파라미터들의 상관관계에 대해서 분석하였다. 
기존에는 무수히 반복된 계산을 통해서 판단 가능한 기만 결과를 
CCEE를 통해 한번의 계산으로 결과를 확인하도록 하였다. 또한 
CCEE를 이용하여 경계 값과 경계 라인을 정의함으로써, 
기만파라미터 공간에서 기만 성공과 실패를 구분할 수 있음이 
확인되었다. 
 수신기에서 기만이 수행될 때, 코드도메인상에서 replica와 
cross correlation에 의한 원신호와 기만신호 각각의 correlation 
peak가 생성된다. 두 신호 peak의 상대속도가 기만이 수행되는 
시간을 결정한다. 일반적으로 기만이 수행되는 동안, 각 채널간 DLL 
tracking lock 지점이 원신호에서 기만신호로 전환되는 시점이 다르다. 
이로 인해서 WSSE의 값이 상승하게 된다. 이를 최소화하기 위해서, 
최적 기만 sweep 방향을 결정함으로써 빠른 시간에 기만을 수행할 
수 있음을 확인하였다. 3D 상황에서 특정 가시위성를 이용하여 
삼각형을 정의하고, 해당 삼각형의 외심 방향이 최적 방향이 되며, 
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해당 방향이 기만 수행이 가장 늦게 되는 가시위성에 대한 원신호와 
기만신호의 상대속도가 최대가 되는 방향임을 확인하였다. 
 제안된 방법들을 모사하기 위해서, 기만시나리오를 정의하고, 
해당 기만시나리오를 모사하는 IF data를 생성하였다. 그리고, 해당 IF 
data를 이용하여, SDR을 통해서 신호 처리를 진행하였다. 이를 통해, 
CCEE를 적용하여 생성한 최적 기만파라미터로 기만이 의도된 데로 
수행이 되며, optimal 방향을 통해 기만수행시간이 최소화 됨을 
확인하였다. 
 
Key word: GNSS, GNSS receiver, GNSS interference, spoofing, DLL, WSEE, 
victim trajectory 
학번: 2014-30355 
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