Abstract. Under some mild assumptions on the Lévy measure and the symbol we obtain gradient estimates of Dirichlet heat kernels for pure-jump isotropic unimodal Lévy processes in R d .
Introduction
The Dirichlet heat kernels for Lévy processes have been intensively studied in recent years. Qualitatively sharp estimates for classical Dirichlet heat kernels for the Brownian motion were established in 2002 by Zhang [38] for C 1,1 domains and in 2003 by Varopoulos [34] for Lipschitz domains. Upper bound for the Dirichlet heat kernels for the isotropic stable processes were given in 2006 by Siudeja [31] for convex sets. He used some ideas from [21] . In 2008 Chen, Kim and Song [9] obtained sharp, two sided estimates for the Dirichlet heat kernels for the isotropic stable process for C
1,1 open sets. In 2009 Bogdan, Grzywny and Ryznar [4] showed similar results for κ-fat open sets. Gradual extensions were then obtained for some subordinate Brownian motions [6, 7, 8] , for Lévy processes with comparable Lévy measure [17] and unimodal Lévy processes satisfying some scaling conditions [3] .
The aim of this paper is to obtain gradient estimates of Dirichlet heat kernels for unimodal Lévy processes whose symbols satisfy some scaling conditions and Lévy measures satisfy some regularity conditions. The main result is the following theorem. Theorem 1.1. Let X = (X t , t ≥ 0) be a pure-jump isotropic Lévy process in R d with the characteristic exponent ψ, which satisfies WLSC(α, θ 0 , C) and WUSC(α, θ 0 , C) for some α > 0, α ∈ (0, 2), θ 0 ≥ 0, and C, C > 0. We assume that the Lévy measure of X is infinite and has the strictly positive density ν(x) = ν(|x|), ν(r) is nonincreasing, absolutely continuous such that −ν ′ (r)/r is nonincreasing, it satisfies ν(r) ≤ aν(r + 1), r ≥ 1 for some constant a.
Let D ⊂ R d be an open, nonempty set and p D (t, x, y) be the Dirichlet heat kernel for X on D. Then ∇ x p D (t, x, y) exists for any x, y ∈ D, t > 0 and we have The notation used in the formulation of the above theorem is explained in Preliminaries. D t f (x) exists for any t > 0, x ∈ D and we have
where c = c(d, ψ).
Note that we have a simple estimate P D t f (x) ≤ P x (τ D > t) f ∞ and for bounded, sufficiently smooth (C 1,1 ) domains D sharp estimates of P x (τ D > t) are known [3, Theorem 4.5] .
Gradient estimates of P D t f for Dirichlet semigroups corresponding to diffusion processes X whose generators are second-order elliptic operators have been intensively studied see e.g. [35, 11] , [24, Chapter 3] . The main motivation of such estimates comes from well-known connections with stochastic differential equations see e.g. [16, 33] .
Estimates of |∇ x P t f (x)|, where {P t } t>0 is the semigroup of a free Lévy process were obtained in 2012 by Schilling, Sztonyk, Wang [29, Theorem 1.3] . P t f is given by P t f (x) = p t (x − y)f (y) dy, where p t (x) is the transition density of the process X. Interesting estimates of derivatives of p t were obtained in [29] and [15] . The gradient estimates |∇ x P t f (x)| from [29] were applied to study stochastic differential equations driven by Lévy processes in [25] .
In 2011 estimates of DP t f were obtained by Priola and The paper is organized as follows. In Section 2 we introduce the notation and collect known facts needed in the sequel. In Section 3 we provide some auxiliary estimates of the heat kernel and the Lévy measure. The main section of the paper is Section 4 in which we prove Theorem 1.1. The next section contains examples of processes which satisfy assumptions of Theorem 1.1. In Appendix we provide a proof of Theorem 2.5 which is an extension of Theorem 4.5 in [3] .
Preliminaries
In the whole paper we use a convention that for a radial function f :
and |x| = r. All constants appearing in this paper are positive and finite. We write κ = κ(a, . . . , z) to emphasize that κ depends only on a, . . . , z. We adopt the convention that constants denoted by c (or c 1 , c 2 ) may change their value from one use to another. We write f (x) ≈ g(x) for x ∈ A and say f and g are comparable for x ∈ A if f, g ≥ 0 on A and there is a number c ≥ 1, called comparability constant, such that c
and r > 0 we let B(x, r) = {y ∈ R d : |y − x| < r}. We denote a ∧ b = min(a, b) and
it is absolutely continuous with respect to the Lebesgue measure and has a finite, radial, radially nonincreasing density function. Such measures may have an atom at the origin. A Lévy process X = (X t , t ≥ 0) is called isotropic unimodal if its transition probability p t (dx) is isotropic unimodal for all t > 0. Unimodal isotropic purejump Lévy processes are characterized [36] by unimodal isotropic Lévy measures
The characteristic exponent of X is given by
In the whole paper we assume that X is a pure-jump isotropic unimodal Lévy process in R d with the characteristic exponent ψ and that the Lévy measure of X is infinite. We also assume that the following Hartman-Wintner condition holds
This guarantees that for any t > 0, p t (dx) has a radial, radially nonincreasing density function p t (x), which is bounded and smooth on R d . The derivative ν ′ (r) is understood as a function (defined a.e. on (0, ∞)) such that ν(r) = − ∞ r ν ′ (ρ)dρ, r > 0. In fact, under the assumption that −ν ′ (r)/r is nonincreasing on the set where it is defined, we can always take a version which is well defined for each point r > 0 and −ν ′ (r)/r is nonincreasing on (0, ∞). Throughout the whole paper we use that meaning of ν ′ (r). Note also that if ν(r) is convex then −ν ′ (r)/r is nonincreasing (in the above sense).
Now we recall the definition of scaling conditions (cf. [2] ). Let ϕ be a nonnegative, non-zero function on [0, ∞). We say that ϕ satisfies a weak lower scaling condition WLSC(α, θ 0 , C) (and write ϕ ∈ WLSC(α, θ 0 , C) or ϕ ∈ WLSC) if there are numbers α > 0, θ 0 ≥ 0 and C > 0 such that
We say that ϕ satisfies a weak upper scaling condition WUSC(α, θ 0 , C) (and write ϕ ∈ WUSC(α, θ 0 , C) or ϕ ∈ WUSC) if there are numbers α ∈ (0, 2), θ 0 ≥ 0 and
Note that the condition ψ ∈ WLSC(α, θ 0 , C) implies (2) .
Recall that the maximal characteristic function is defined by ψ
with the convention that inf ∅ = ∞. It is well known [2, Proposition 2] (see also [12,
In the paper we will use the renewal function V of the properly normalized ascending ladder-height process of X (1) t , where X (1) t is the first coordinate of X t . The ladder-height process is a subordinator with the Laplace exponent
and V (x) is its potential measure of the half-line (−∞, x). The Laplace transform of V is given by
For a detailed discussion of the properties of V we refer the reader to [30] . We have V (x) = 0 for x ≤ 0 and V (∞) := lim r→∞ V (r) = ∞. V is subadditive, that is
It is known that V is absolutely continuous on (0, ∞) and strictly increasing on (0, ∞). We will use V and its inverse function V −1 in the estimates of heat kernels. By [1, Proof of Proposition 2.4] we have
where c 1 , c 2 are absolute constants. It is clear that
and
If ψ ∈ WLSC and ψ ∈ WUSC then by (3), (4) we get for any t ∈ (0, 1]
where the comparability constant depends only on ψ. Lemma 2.1. Let ψ satisfy WLSC(α, θ 0 , C) and WUSC(α, θ 0 , C) for some α > 0, α ∈ (0, 2), θ 0 ≥ 0, and C, C > 0. Then there exists c 1 = c 1 (d, ψ) such that
Now we introduce the condition (H), the reader is referred to [3] for a detailed exposition.
Definition 2.2. We say that condition (H) holds if for every r > 0 there is H r ≥ 1 such that
We may assume that r → H r is nondecreasing. It is known [1, Section 7.1] that if ψ ∈ WLSC and ψ ∈ WUSC then (H) holds.
As usual for any x ∈ R d we denote by E x , P x the expectation and the probability measure for the process starting from
∈ D} we denote the first exit time of the process X from D. We define a killed process X 
p D (t, x, y) is called the Dirichlet heat kernel for the process X on the set D. For any t > 0 we put
for any measurable, bounded function f : D → R. It is well known that
The corresponding Green function is defined by 
When D ⊂ R d is a bounded, open Lipschitz set then we have [32] , [26] 
It follows that for such sets D the Ikeda-Watanabe formula (9) holds for any Borel 
If (10) holds then we can take B ⊂ D c in (12) . The main tool used in the proof of Theorem 1.1 is the so-called difference process already constructed in [20] (cf. also [19] ). For the Reader convenience we recall its definition and basic properties from [20, Section 4] . We will use the following
for any [20, Section 4] there exists a Hunt processX = (X t , t ≥ 0) with the state space R d + ∪ {∂} and the transition functionP t (x, A). We call it the difference process. We will denote byP x ,Ẽ x the probability and the expected value with respect to the processX starting from x.
We say that D ⊂ R d satisfies the outer cone condition if for any z ∈ ∂D there exist r > 0 and a cone A with vertex z such that
+ be an open, nonempty set satisfying the outer cone condition. For any t > 0, x, y ∈ D we put
where τ D = inf{t ≥ 0 :X t / ∈ D}. For any Borel A ⊂ D, x ∈ D and t > 0 we havẽ
We say that a set
d be an open, nonempty, symmetric set satisfying the outer cone condition. For any t > 0, x, y ∈ D + , we havẽ
for any t > 0, x, y ∈ D + . We define the Green function forX t and D + bỹ
andν(x, A) = Aν (x, y) dy. We callν(x, A) the Lévy measure for the processX.
For any
By (15) 
Lemma 5.2 in [20] gives Lemma 2.3. Let X be a process which satisfies assumptions of Theorem 1.
For any open bounded set D ⊂ R d and any t > 0 the operators
are Hilbert-Schmidt operators. From general theory of semigroups it is well known that there exists a sequence of eigenvalues 0 < λ
The following lemma was proved in [3] . 
, where c = c(d).
For R > 0, by Lemma 2.4, we get
where the comparability constant depends only on d.
The following result is the partial extension of Theorem 4.5 in [3] . Recall that for any set
Theorem 2.5. Let R > 0 and put λ 1 (R) = λ
, for some α > 0, α ∈ (0, 2), θ 0 ≥ 0, C, C > 0 and the Lévy measure has strictly positive density then we have
for all x, y ∈ B(0, R) and t > 0. The constants c 1 , c 2 depend on R, d and ψ. They are nondecreasing with respect to R.
Let R ∈ (0, 1]. An immediate corollary of Theorem 2.5, (17) and subadditivity of V is the following comparability
The comparability constant depends only on d and ψ.
Auxiliary estimates of the heat kernel and the Lévy measure
In this section we present some estimates of p t (r) and ν(r) which will be needed in the sequel.
The following estimate follows from [13, Corollary 2.12].
Lemma 3.1. For any r, t > 0 we have
The next lemma follows from [2, Corollary 7] .
Lemma 3.2. For any r, t > 0 we have
The next two lemmas are easy consequences of the results from [2] and [3] . Lemma 3.3. Let ψ satisfy WLSC(α, θ 0 , C) for some α > 0, θ 0 ≥ 0, and C > 0. Then for any T > 0 there exists c = c(d, ψ, T ) such that for any t ∈ (0, T ] we have
On the other hand for any t ∈ (T 0 , T ] we have
Lemma 3.4. Let ψ satisfy WLSC(α, θ 0 , C) and WUSC(α, θ 0 , C) for some α > 0, α ∈ (0, 2), θ 0 ≥ 0, and C, C > 0. We assume also that the Lévy measure has strictly positive density. Then for any R 0 > 0 there exist
Proof. The upper bound follows from Lemma 3.2.
By [2, Corollary 22] and (4) there exists r 0 = r 0 (d, ψ) and
Hence, for any r ∈ (r 0 , R 0 ] we obtain
Remark 3.5. Note that under the assumptions of Lemma 3.4, for any R > 0, there exists c = c(d, ψ, R) such that the Lévy measure satisfies ν(r) ≤ cν(2r) for any 0 < r ≤ R.
Lemma 3.6. Let ψ satisfy WLSC(α, θ 0 , C) and WUSC(α, θ 0 , C) for some α > 0, α ∈ (0, 2), θ 0 ≥ 0, and C, C > 0. We assume also that the Lévy measure has strictly positive density.
The comparability constants depend only on d, ψ and R.
Proof. In view of (6) it is enough to show (19) and (20) .
, r > 0. By the fact that r → p t (r) is nonincreasing and Lemma 3.1 we get
Note that V 2 (V −1 ( √ t)) = t. Using this and Lemma 3.4 (applied for R 0 = R ∨ V −1 (1)) we get that the right hand side of (22) is bounded from below by
On the other hand, by Lemma 3.2 and Lemma 3.3 (applied for
We assume that its Lévy measure is infinite and has the density ν(x) = ν(|x|) such that ν(r) is nonincreasing, absolutely continuous and −ν ′ (r)/r is nonincreasing. We denote transition densities of X by p t (x) = p t (|x|). Then there exists a Lévy process X (d+2) t in R d+2 with the characteristic exponent ψ (d+2) (ξ) = ψ(|ξ|), ξ ∈ R d+2 and the radial, radially nonincreasing transition density p
Moreover, p , ν (d+2) (x), ψ (d+2) (x) the corresponding process in R d+2 , the density of its Lévy measure and its characteristic exponent, respectively. Then X (d+2) t is a pure-jump isotropic unimodal Lévy process in R d+2 , its Lévy measure is infinite and satisfies
ψ (d+2) satisfies WLSC(α, θ 0 , C) and WUSC(α, θ 0 , C).
Proof. 
If ν (d+2) (R) = 0 for some R > 0 then ν (d+2) (r) = 0 for all r ≥ R. But then we would have ν(r) = 0 for all r ≥ R which contradicts assumptions in Theorem 1.1.
Using Theorem 3.7 and Lemmas 3.8, 3.6 we obtain Lemma 3.9. Let X satisfy assumptions of Theorem 1.
Gradient estimates
In this section we prove Theorem 1.1. In the whole section we suppose that the process X satisfies assumptions of this theorem.
Proof. Case 1. r < V −1 ( √ t). By Lemmas 3.6 and 3.9 we get
Case 2. r ≥ V −1 ( √ t). By Lemmas 3.6 and 3.9 we get
Lemma 4.2. For any t ∈ (0, 1], x, y ∈ B + (0, 1) we have
Proof. The inequality p t (x − y) − p t (x − y) ≥ 0 is clear because |x − y| ≥ |x − y|.
We also have
where ξ ∈ (0, |x − y| − |x − y|) and Dp t (r) = d dr p t (r). By Lemma 4.1 this is bounded from above by
Recall that for r > 0, B = B(0, r), t > 0, x, y ∈ B + we havẽ p B + (t, x, y) = p B (t, x, y) − p B (t,x, y). 
and t 1 = t − t 0 . By the semigroup property and (14)
where the last step follows from Lemma 4.2. By Theorem 2.5, for w ∈ B + , we have
and since |x| ≤ r/16 we get
Applying the last two estimates to (26) we obtaiñ
Note that t 0 + (t 1 ∧ V 2 (r)) ≈ t ∧ V 2 (r), which implies, by Lemma 3.6, that
Moreover,
which follows from Theorem 2.5 and (17).
Finally, we infer that
. By scaling properties of V −1 from Lemma 2.1 we get 1
Observing, again by Theorem 2.5, that we have 
Proof. Case 1. |y| ≤ 4|x|. We havep
Case 2. |y| > 4|x|, t ≤ V 2 (|x − y|). Note that |y − x| ≈ |y|. By (14), Lemma 4.2 and (18) we get (27) . Case 3. |y| > 4|x|, t > V 2 (|x − y|). By Lemma 4.3 we arrive at Proof. Note that for t ∈ (V 2 (r) ∧ 1, 1] we have
Hence the assertion of the lemma for t ∈ (V 2 (r) ∧ 1, 1] follows from Lemma 4.3. So we may assume that t ∈ (0, V Splitting the integration we obtaiñ
First we estimate I. By (14) and Lemma 4.2, for r/4 ≤ |z| ≤ r/2, s ∈ (0, t), we havep
Since |x−z| ≈ |x−y| ≈ r, by Lemma 3.6 and the subadditivity of V , this is bounded from above by
Hence, using the estimate
[20, see Lemma 5.7] , we obtain
where the last step follows from Theorem 2.5 and (17). By Lemmas 2.3, 3.4 and the subadditivity of V we obtaiñ
for w ∈ D * + and z ∈ D 2 . In particular,ν(w, z) ≤ c r |x −x|ν(w − z), for w ∈ D * + and z ∈ D 1 . Hence, we get
Next, using (14) and Lemma 4.2, for s ∈ (0, t), z ∈ D 2 \ D 1 we get
Moreover, since 0 < t ≤ V 2 (r), by (18) , for s ∈ (0, t), z ∈ D 2 \ D 1 we get
Combining (28), (29) and (30) we obtain
The proof is completed. 
Proof. We set B = B(0, r) and we put
By standard arguments (the strong Markov property and (12))
Lemma 4.3 yields the estimate
Next, we estimate |k
Note that for w ∈ B + (0, r/4) and z ∈ D \ B we have, due to Lemma 2.3,
Hence, for s ∈ (0, t), w ∈ B + (0, r/4),
By simple manipulations we obtain (33) we get
Note that by Theorem 2.5, the subadditivity of V and Lemma 3.6, for s ∈ (0, t) and w ∈ B \ B(0, r/4), we have
Using this and Lemma 4.5 we get
Hence,
which combined with the estimate (32) completes the proof.
Proof. Recall that
Since ψ satisfies the Hartman-Wintner condition it is well known that for each t > 0 the function x → p t (x) has derivatives of all orders on R d [18, Lemma 3.1]. By Theorem 3.7 and Lemma 3.2 for any s ∈ (0, t), x ∈ D, ∇ x p s (x − X(τ D )) is well defined and
, where c = c(d, ψ).
So by the bounded convergence theorem
proof of Theorem 1.1. The existence of ∇ x p D (t, x, y) follows from Lemma 4.7.
Denote
. Choose z, y ∈ D and put r = δ D (z) ∧ 1. We will estimate D 1 p D (t, z, y) . Estimates for D i p D (t, z, y), i = 1 may be obtained in the same way. We may assume that z = 0. Choose ε ∈ (0, r/16). Putting x = he 1 , (h ∈ (0, ε)) in (31) we obtain
which implies
Finally using (7) we obtain (1).
Examples
Example 5.1. Let X be the isotropic α-stable process in
It is clear that X satisfies assumptions of Theorem 1. 
where c = c(d, α).
Example 5.2. Let X be the the relativistic process in R d , (see e.g. [5] , [28] ). We have ψ(x) = |x| 2 + m 2 − m, m > 0,
where K s (r), s ∈ R, is the modified Bessel function of the second kind with index s (called also Macdonald function), given by
The generator of this process m − √ m 2 − ∆ is called the relativistic Hamiltonian and it is used in some models of mathematical physics (see e.g. [23] ). One can check that X satisfies assumptions of Theorem 1.1. Hence, for any open, nonempty set
where c = c(d, m).
Example 5.3. Let X t = B St where B is the Brownian motion in R d (with a generator ∆) and S is an independent subordinator with the Laplace exponent φ. We assume that the Levy measure of the subordinator S is infinite, φ is a complete Bernstein function and it satisfies
where 0 < α < 2, ℓ varies slowly at infinity, i.e. ∀x > 0 lim λ→∞ ℓ(λx) ℓ(λ) = 1. (Clearly processes from Examples 5.1, 5.2 satisfies these assumptions).
We have ψ(x) = φ(|x| 2 ). By (36) ψ satisfies WLSC(α, θ 0 , C) and WUSC(α, θ 0 , C) for some α > 0, α ∈ (0, 2), θ 0 ≥ 0, and C, C > 0. The assumptions concerning the Lévy measure in Theorem 1.1 are satisfied by [20 
Appendix
The section is devoted to the proof of Theorem 2.5. A similar result for smooth bounded domains was proved in [3, Theorem 4.5] , but the dependence of constants therein seems to be unclear and one can not infer uniform estimates of the Dirichlet heat kernels as in Theorem 2.5. We follow the arguments from the proof [3, Theorem 4.5], but we pay more attention to the behaviour of the constants. To make the exposition self-contained we need to introduce some notation and to cite several results obtained in [1, 3] . For R > 0 we denote B R = B(0, R). Let α > 0. For R > 0 we introduce the following quantities:
Remark 6.1. At first we observe that if there exists R > 0 such that C R > 0 then we get ψ ∈ WLSC(α, 
Proof. If ψ ∈ WLSC(α, θ 0 , C) then C R > 0 and ψ ∈ WLSC(α, 1/R, C R ). Therefore, the conclusion follows from Lemma 6.3 with θ 0 = 1/R, C = C R ≤ 1. 
Lemma 6.6. 
To deal with the lower bound for large t we use the following result. 
then for t ≥ t 0 and x, y ∈ D,
Now, we are in a position to prove Theorem 2.5.
Proof of Theorem 2.5. Fix R > 0. In the whole proof we understand that all inequalities hold for all x, y ∈ B R . Observe that ψ ∈ WLSC(α,
2R
, C 2R ). Hence, using Lemma 6.6 for D = B R , we find a constant c 1 = c 1 (d, α) such that for any t > 0,
Moreover, for t ≤ t 0 we have the estimate
Consequently, applying (40), for t ≤ t 0 we obtain
with c 2 = c 2 (d, α). Next, we deal with t ≥ t 0 . By Corollary 6.4 with r = 1/4,
We also have (see [22, Theorem 3.1] )
for an absolute constant c 5 . Hence, for t ≥ t 0 = V 2 (R), we arrive at
Therefore, by (41) and (43), we can find
which is the desired uniform upper bound, since finite A R is nondecreasing with R.
Integrating the above bound with respect to y over B R we obtain
Now, we deal with the lower bound. By Lemma 6.8 there are
Next, using subadditivity of V , we observe that
Therefore, by the estimate (see Lemma 3.2),
with c 9 = c 9 (d), we obtain
provided 0 < t ≤ c 7 V 2 (R)C R . Applying (42) we have
2 d+2 P x (τ B R > t)P y (τ B R > t)p t (x − y).
In particular, taking t 0 = c 7 V 2 (R)C R ≤ V 2 (R), we have
To extend the estimate (44) to t ≥ t 0 we apply Lemma 6.9 with
2 d+2 p t 0 /2 (2R).
Hence, for t ≥ t 0 we have p B R (t, x, y) ≥ c * |B R |p t 0 /2 (0) On the other hand for all t ≥ t 0 ,
. Combining (46) and (47) we obtain for t ≥ t 0 , p t 0 /2 (2R) Recall that t 0 = c 7 V 2 (R)C R ≤ c 7 V 2 (R). We may assume that the constant c 7 is smaller than c 18 . Hence
which combined with (49) yields for t ≥ t 0 , 
for t > 0. It is clear that A * R is nonincreasing in R, so the proof of the lower bound of p B R is completed.
To finish the proof we need to show a lower bound for P x (τ B R > t). By Lemma 6.5 it is clear that it is enough to consider t ≥ c 21 V 2 (R) for some c 21 = c 21 (d) < 1. Note that t ∧ V 2 (R) = c 22 V 2 (R) for some c 21 ≤ c 22 ≤ 1. We have
Moreover for |y| ≤ R/2 and t ≥ t 0 ,
Integrating p B R (t, x, y) over B R/2 with respect to y and applying (51) provides the desired bound for P x (τ B R > t).
