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The virtual ﬁelds method (VFM) has been speciﬁcally developed for solving inverse problems from dense
full-ﬁeld data. This paper explores recent improvements regarding the identiﬁcation of elasto-plastic
models. The procedure has been extended to cyclic loads and combined kinematic/isotropic hardening.
A speciﬁc attention has also been given to the effect of noise in the data. Indeed, noise in experimental
data may signiﬁcantly affect the robustness of the VFM for solving such inverse problems. The concept
of optimized virtual ﬁelds that minimize the noise effects, previously developed for linear elasticity, is
extended to plasticity in this study. Numerical examples with models combining isotropic and kinematic
hardening have been considered for the validation. Different load paths (tension, compression, notched
specimen) have shown that this new procedure is robust when applied to elasto-plastic material identi-
ﬁcation. Finally, the procedure is validated on experimental data.
 2010 Elsevier Ltd. All rights reserved.1. Introduction
The use of full-ﬁeld measurements is gradually changing the
experimental approaches to the identiﬁcation of constitutive equa-
tions of materials. Indeed, having access to a great number of kine-
matic data points at the surface of a specimen enables to perform
more complex tests that bear more information on the material
behaviour. However, the data reduction is more complex and often
has to resort to some sort of inverse solution. There are different
strategies to solve this problem, as reported in Avril et al. (2008).
Several attempts at solving this type of problem for elasto-plas-
tic behaviour can be found in the literature (Meuwissen et al.,
1998; Kajberg and Lindkvist, 2004; Kajberg et al., 2004; Kajberg
and Wikman, 2007; Latourte et al., 2008; Cooreman et al., 2008),
using ﬁnite element model updating. The idea is to build up a ﬁnite
element model of the test to be performed using initial input
values for the parameters to be retrieved. Then, the experimental
data (displacements, strains and/or forces) are compared to the
computed ones through a cost function to be minimized. Obvi-
ously, issues concerning existence and uniqueness of the solution
are of primary importance here and depend greatly on the choice
of the test, the amount of measured data and the quality of the costll rights reserved.
rron), avril@emse.fr (S. Avril),function, as discussed for instance by Geng et al. (2002). Computa-
tion time is also a critical issue. An alternative is the virtual ﬁelds
method (VFM) with the advantage of requiring much less compu-
tation time (Grédiac and Pierron, 2006; Pannier et al., 2006; Avril
et al., 2008). Other important features are the fact that no ﬁnite ele-
ment analysis is required and that the procedure is insensitive to
the distribution of the external loading if suitable virtual ﬁelds
are used.
In a previous study, an experimental validation of the use of the
VFM to identify the parameters of an elasto-plastic constitutive
model (Voce’s non-linear hardening model) was presented (Pan-
nier et al., 2006). A tensile test was carried out on a plane dog-bone
specimen. Although not statically determined, this test provided
very simple stress and strain distributions because in ﬁrst approx-
imation, the longitudinal stress only varied as a function of the lon-
gitudinal axis of the specimen and the other stress components
remained small. The curve of the identiﬁed model was in very good
agreement with the ones obtained on standard uniform stress tests
using strain gauges data (Pannier et al., 2006). However, this con-
ﬁguration was only a ﬁrst attempt on a simplistic case since only
one stress component was considered and loading was propor-
tional because of the simple shape of the specimen.
In another study, an experimental validation with more com-
plex geometries that make all the in-plane components of the
stress tensor contribute was considered (Avril et al., 2008). Six mild
steel double-notched specimens were tested in a conﬁguration
Nomenclature
Global variables
r stress tensor
ew virtual strain tensor
r stress vector (plane stress)
 strain vector (plane stress)
uw virtual displacement vector
T vector of tractions on the boundary
V volume of the specimen
b thickness of the specimen
dS inﬁnitesimal area
½MXP ðx; y; tÞ tangent stiffness matrix
x, y space variable
XP constitutive parameters
t time
WextðtnÞ virtual work of the external forces from the beginning of
the test up to time tn
F(tn) resultant load at these given times
Elementary variables
A area of the specimen (area of interest)
Aeli area of a given ﬁnite element of index i
_Ueli ðtÞ
n o
time derivative of the vector of actual nodal displace-
ments at the nodes of element i
d _Ueli ðtÞ
n o
error (due to experimental noise) in the vector of no-
dal displacement time derivatives of a given ﬁnite ele-
ment of index i
Beli ðtnÞ
h i
¼ Beli
h i
gradient matrix of a given ﬁnite element of index
i
Keli ðXP ; tÞ
h
stiffness matrix of a given ﬁnite element of index i
[K] assembled stiffness matrix
xi abscissa of the centre of a given ﬁnite element of index i
yi ordinate of the centre of a given ﬁnite element of index i
U(XP) total cost function
Wn cost function for virtual ﬁelds selection
Jn components of the cost function (deviation from the
principle of virtual work at time tn)
E() expectation of a random distribution
V() variance of a random distribution
Numbering
P number of constitutive parameters
k index referring to constitutive parameters (1 6 k 6 P)
N number of load steps
n index referring to load steps (1 6 n 6 N)
I number of ﬁnite elements
i index referring to ﬁnite elements (1 6 i 6 I)
Operators
a  b tensorial product between tensors a and b
a : b contracted product between tensors a and b
a  b scalar product between vectors a and b
{}T or []T denotes the transpose of a vector or a matrix
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ters were in good agreement with their reference counterparts.
This study showed that it is possible to identify elasto-plastic
parameters from tests giving rise to heterogeneous stress ﬁelds
and to complex yield ﬂows. Stress ﬁelds were derived directly from
the measured data and updated until the principle of virtual work
was satisﬁed. Nevertheless, the experimental results were ob-
tained for quite simple elasto-plastic constitutive equations (only
four or ﬁve parameters) and simple virtual ﬁelds were used. No
speciﬁc rule was considered for this choice, though an inﬁnite
number of possible virtual ﬁelds exists. Intensive work has been
devoted recently to the choice of optimal virtual ﬁelds in the case
of anisotropic elasticity (Avril and Pierron, 2007; Avril et al., 2004),
but the obtained results could not be applied to elasto-plasticity
because of the non-linear nature of the constitutive equations in
this case. This paper presents a solution to the issue of virtual ﬁeld
selection in elasto-plasticity, along with an extension of the VFM to
combined isotropic and kinematic hardening laws. Different load
cases (tension, unloading, compression, unloading) are considered.
The identiﬁcation procedure of the elasto-plastic constitutive
parameters is based on that presented in Avril et al. (2008) with
the following improvements:
 the stress rate is derived directly from the measured total strain
rate by using a tangent matrix,
 optimal virtual ﬁelds are devised by using the tangent matrix
for assessing the sensitivity to noise of the method,
 a dedicated algorithm is used for the minimization of the cost
function, thus reducing computation time,
 combined isotropic and kinematic hardening can be handled,
 loading cycles instead of monotonic loading are considered.
To the best knowledge of the present authors, it is the ﬁrst time
that inverse identiﬁcation from full-ﬁeld measurements is per-formed in elasto-plasticity on cyclic loadings and also the ﬁrst time
that combined isotropic and kinematic hardening is considered.
The other originality of the paper is clearly the selection of opti-
mized virtual ﬁelds in elasto-plasticity.
After a description of these improvements, this paper validates
the approach with simulated data and the performances with re-
gard to noise handling are reported. Then, an experimental valida-
tion is presented.2. Identiﬁcation procedure
2.1. General principle
The procedure for extracting the constitutive parameters uses
the virtual ﬁelds method (VFM). The VFM is based on the principle
of virtual work. This principle can be written as follows for a given
solid of volume V subjected to a quasi static loading in absence of
body forces:

Z
V
r : eH dV þ
Z
@Vf
T  uH dS ¼ 0; ð1Þ
where r is the actual stress tensor, ew is the virtual strain tensor, T is
the vector of loading tractions acting on the boundary, @Vf is the
part of the solid boundary where the tractions are applied and uw
is the virtual displacement ﬁeld vector. A virtual displacement ﬁeld
is actually a test function, deﬁned across volume V, for which the
previous equation is veriﬁed, and the virtual strain tensor is the
strain tensor derived from the given virtual displacement. An
important feature is the fact that uw must be kinematically admis-
sible. It means that uwmust be continuous and differentiable across
the whole volume and it must be null or constant over boundaries
where the reaction traction distributions are unknown, in order to
involve only the measured resultant loads in the equations.
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stant thickness, denoted b, which is small compared to the other
dimensions. Only in-plane loading is considered. Hence, a state of
plane stress is assumed and tensors r and e are turned into vectors
r and  according to the following convention:
r ¼ frxx;ryy;rxygT and  ¼ fxx; yy;2xygT : ð2Þ
Both r and  are functions of three variables: time t and space vari-
ables x and y. Quantities (x,y, t) are derived from the measured dis-
placement ﬁelds, denoted u(x,y, t), by spatial differentiation with
respect to x and y (see details in Appendix A):
 ¼ fxx; yy;2xygT ¼ @ux
@x
;
@uy
@y
;
@ux
@y
þ @uy
@x
 T
: ð3Þ
The inﬁnitesimal formulation of the strain tensor is used in this
work because the strains remain lower than 8%. However, for a pos-
sible further use of the procedure with higher strains, the Green–La-
grange tensor may be used instead (Chapelle and Darrieulat, 2003),
as u(x,y, t) is provided in the initial conﬁguration. An application of
the VFM in large deformations can be found in Promma et al. (2009)
and Guélon et al. (2009).
The constitutive equations have now to be introduced to derive
r(x,y, t). In order to include both elasticity and plasticity in a gen-
eral framework, the stress rate _r ¼ dr=dt may be written like this:
_rðx; y; tÞ ¼ ½MXP ðx; y; tÞ _ðx; y; tÞ; ð4Þ
where ½MXP ðx; y; tÞ is the stiffness matrix in elasticity or a tangent
matrix in plasticity. The latter varies with time and location because
it depends on the actual strain rate _ ¼ d=dt and on the actual
stress rate _rðx; y; tÞ. The evolution of ½MXP ðx; y; tÞ is driven by the
constitutive equations of the materials. In this study, it is assumed
that the constitutive equations are parameterized by a given num-
ber of material properties (denoted XP) which are called the consti-
tutive parameters. These parameters are unknown as the aim of this
study is to propose an approach to their identiﬁcation. The constitu-
tive parameters are denoted XP, 1 6 k 6 P, where P is the number of
unknown constitutive parameters. Assuming that the initial stress
is zero, Eq. (1) may be rewritten as:

Z
A
ðx; y; tnÞ 
Z tn
0
½MXðx; y; tÞ _ðx; y; tÞdt
 
dxdyþ 1
b
WextðtnÞ
¼ 0; ð5Þ
where A is the measurement area, b the thickness of the specimen,
½MXP ðx; y; tÞ the tangent matrix relating stress rate to strain rate (it
is the stiffness matrix if the strains are elastic and it depends on the
stresses during plasticity) and WextðtnÞ is the virtual work of the
external forces provided from the beginning of the test up to time tn.
Though this formulation will be used in the rest of the paper,
one should mention that an alternative would be to formulate it
in an incremental manner as follows:

Z
A
ðx; y; tnÞ 
Z tn
tn1
½MXðx; y; tÞ _ðx; y; tÞdt
 
dxdy
þ 1
b
MWextðtn1; tnÞ ¼ 0; ð6Þ
where MWextðtn1; tnÞ is the virtual work of the increment of exter-
nal forces between times tn1 and tn. This would have the advantage
of avoiding to give more weight to the early parts of the stress–
strain response (and accumulate possible integration errors when
the time integral will be approximated by a discrete sum). However,
one drawback could be that the error on the stress increment will
be larger because of the small associated strains subjected to exper-
imental noise. A comparison between these two formulations willhave to be undertaken in the future to establish the best one
depending on the level of noise.
2.2. Data processing
In practice, displacement data will be measured at discrete loca-
tions across the surface of the specimen thanks to optical methods
like the grid method (Pannier et al., 2006; Avril et al., 2008) or dig-
ital image correlation (DIC) (Besnard et al., 2006; Schreier and Sut-
ton, 2002; Belhabib et al., 2008). Generally, the discrete locations
where data are available deﬁne a grid onto the region of interest
of the specimen. If data are independently measured from one grid
point to another, the period of the grid deﬁnes the spatial resolu-
tion of the measurement technique.
No displacement data can be measured between these grid
points. In order to deduce the whole displacement ﬁeld every-
where across the region of interest, and also for ﬁltering the noise
contained in the data, a global reconstruction procedure may be
used in practice. Least-squares approximation is a relevant tool
for achieving this reconstruction (Avril and Pierron, 2007). A basis
of shape functions is used to deﬁne the approximate reconstructed
ﬁelds, and the coefﬁcients of each shape function in the basis are
computed by ﬁtting in the least-squares sense the data measured
at the grid points. In practice, the most commonplace basis of
shape functions is a basis of piecewise linear functions deﬁned
over triangular elements in the region of interest. As the objective
here is to investigate the global identiﬁcation process from the raw
data to obtain constitutive parameters, the reconstruction process
will be included in the following equations of the VFM. Moreover,
for the sake of simplicity in the computations, it was shown (Avril
and Pierron, 2007) that the same piecewise linear functions de-
ﬁned from a triangular mesh can be used for deﬁning continuous
virtual ﬁelds. It should be noted that only the virtual displacements
have to be continuous, not the virtual strains. The total number of
triangles used to deﬁne the basis of piecewise linear functions is
denoted m. More details about the piecewise linear functions are
given in Appendix A.
The measurements are usually performed at different times
evenly distributed all along the test, before and after the onset of
plasticity. These times are denoted tn (t0 is the beginning of the
test) and the tensile resultant load, denoted F(tn), is also measured
at these given times. The number of measurement times is denoted
N. Then, one can calculate WextðtnÞ as the virtual work of the resul-
tant load, measured classically in experiments thanks to a load cell.
According to the previous comments and according to the form
of shape functions used in this approach (Appendix A), Eq. (5) may
be rewritten as follows at time tn:
XI
i¼1
Aeli U
el
i ðtnÞ
n oT
Beli
h iT Z tn
0
½MXP ðxi;yi; tÞ Beli
h i
_Ueli ðtÞ
n o
dt
 
¼ 1
b
WextðtnÞ;
leading to:
XI
i¼1
Z tn
0
Ueli ðtnÞ
n oT
Aeli B
el
i
h iT
½MXP ðxi;yi;tÞ Beli
h i
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Keli ðXP ;tÞ½ 
_Ueli ðtÞ
n o
dt¼1
b
WextðtnÞ;
ð7Þ
where Ueli ðtnÞ
n o
is the vector of virtual nodal displacements at the
nodes of element i and at time tn, _Ueli ðtÞ
n o
is the derivative with re-
spect to time of the vector of actual nodal displacements at the
nodes of element i (actual nodal velocities), I is the total number
of triangles, Beli
h i
is a matrix containing the gradients of the shape
functions of the triangular linear element used here and
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at the centre of gravity of each element) and Aeli is the area of ele-
ment i. As is usual in ﬁnite element calculations, the elementary
tangent stiffness matrix Keli ðXP ; tÞ
h i
is deﬁned as shown with the
bracket in Eq. (7) (it is only known implicitly because it depends
on the stresses at time t and on the constitutive parameters to be
identiﬁed).
2.3. Inverse problem solution
In a forward problem, the unknown in Eq. (7) would be _Ueli ðtÞ
n o
for all the elements i. In an inverse problem, which is the currently
considered problem, the unknown in Eq. (7) is the tangent stiffness
matrix at each time t, denoted Keli ðXP ; tÞ
h i
. Actually, the number of
unknowns is not as large as the number of components in
Keli ðXP ; tÞ
h i
. Indeed, Keli ðXP ; tÞ
h i
implicitly depends on the constitu-
tive parameters to be identiﬁed: XP. If the XP parameters were
known, Keli ðXP; tÞ
h i
would be known entirely for all the elements
i. Therefore, at a given time tn and for a given virtual ﬁeld
{U*(tn)}, only the XP parameters are unknown in Eq. (7). Conse-
quently, the resolution of the inverse problem can be achieved
by solving Eq. (7) for a given virtual ﬁeld {U*(tn)}. One of the key
aspects of this resolution is the choice of relevant virtual ﬁelds
{U*(tn)}. Usually, it is necessary to use different virtual ﬁelds and
to build up a system of equations where the equations are sufﬁ-
ciently independent to involve all the unknown parameters. The
choice of the virtual ﬁelds will be discussed in Section 3. Two cases
must be distinguished.
 Identiﬁcation of the elastic parameters: the constitutive equa-
tions depend linearly on the constitutive parameters. In this
case, writing Eq. (7) with as many virtual ﬁelds as unknowns
leads to a linear system which directly provides the parameters
after inversion, if they contribute sufﬁciently to the response
and if the virtual ﬁelds are independent (Avril et al., 2008; Avril
and Pierron, 2007). In this paper, the identiﬁcation procedure of
the elastic parameters is not investigated. The method pre-
sented in Pannier et al. (2006) using optimal virtual ﬁelds pro-
vides good results and will be employed here.
 Identiﬁcation of the plastic parameters: the constitutive equa-
tions are not linear functions of the constitutive parameters.
The identiﬁcation strategy relies in this case on the minimiza-
tion of a residual constructed with Eq. (7). The cost function that
one has to minimize here is built up so that n equations may be
derived from Eq. (7)
UðXPÞ ¼
XN
n¼1

XI
i¼1
Ueli ðtnÞ
n oT Z tn
0
Keli ðXP; tÞ
h i
_Ueli ðtÞ
n o
dt
"
þ 1
b
WextðtnÞ
#2
ﬃ
XN
n¼1

XI
i¼1
Ueli ðtnÞ
n oT Xn
j¼1
Keli ðXP; tj1Þ
h i"
	 Ueli ðtjÞ
n o
 Ueli ðtj1Þ
n on o
þ 1
b
WextðtnÞ
#2
ﬃ
XN
n¼1
Jn þ
1
b
WextðtnÞ
 2
; ð8Þ
where Jn designates the internal virtual work computed at time tn.
From the ﬁrst line to the second line of Eq. (8), the time integrationR tn
0 has been changed into a discrete sum with an explicit Euler inte-
gration scheme. The time step for the integration is constant
throughout the tests. The time sampling here is rather small as alarge number of images are taken. Therefore, errors that may be in-
duced by the explicit Euler integration scheme are neglected.
Obviously U(XP) will be zero for the actual parameters and for
any kinematically admissible virtual ﬁeld {U*(tn)} if the actual dis-
placements are known without uncertainty. Hence the identiﬁca-
tion method is carried out by minimizing the above cost function
U(XP) with respect to the constitutive parameters XP. In other
words, the actual parameters are those which lead to the best ﬁt
of the equilibrium written with the principle of virtual work. Since
U(XP) can be calculated for any trial value of the constitutive
parameters, one can choose a random starting point and minimize
U(XP) from this point.
2.4. Application to elasto-plasticity
The VFM has already been applied to elasto-plasticity. Com-
pared to previously published material (Grédiac and Pierron,
2006; Pannier et al., 2006; Avril et al., 2008), the originality of this
study is to consider more sophisticated constitutive equations and
cyclic loading and to investigate the optimization of the selection
of the virtual ﬁelds.
The constitutive model considered in this study combines iso-
tropic and kinematic hardening laws. Two cases for matrix
½MXP ðx; y; tÞ in Eq. (4) must be distinguished.
First, before the elastic limit, ½MXP ðx; y; tÞ is the stiffness matrix,
usually denoted Q in plane stress. Linear isotropic elasticity is
considered:
½Q  ¼
X1 X2 0
X2 X1 0
0 0 ðX1X2Þ2
264
375; ð9Þ
where X1 ¼ E1m2 ; X2 ¼ mE1m2, E is Young’s modulus, m Poisson’s ratio.
Secondly, beyond the elastic limit, ½MXP ðx; y; tÞ is the tangent
stiffness matrix in plasticity. Assuming a yield criterion (Von
Mises), a ﬂow rule (associated plasticity) and a hardening law
(combined isotropic and kinematic), it is possible to express the
stress rate _rðx; y; tÞ as a function of the measured total strain rate
_ðx; y; tÞ. One obtains (Lemaître and Chaboche, 1990):
_rxx
_ryy
_rxy
8><>:
9>=>; ¼ ½Q 1 þ S  S32C  cS1  X þ H
" #1
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
tangent stiffness matrix ½M
_exx
_eyy
2 _exy
8><>:
9>=>;; ð10Þ
where S ¼ @f
@rxx ;
@f
@ryy ;2
@f
@rxy
n oT
is a column vector deduced from the
stress deviator, S1 ¼ @f
@Xxx
; @f
@Xyy
;2 @f
@Xxy
; @f
@Xzz
n oT
is a column vector de-
duced from the yield surface translation vector X, f is the yield cri-
terion, C and c are kinematic hardening parameters, rs(p) is the
current yield stress of the material which is a function of the hard-
ening parameters, p the cumulated equivalent plastic strain and [Q]
the elastic stiffness matrix.
It should be noted that other elasto-plastic formulations could
have been used. In particular, one could think of a time-discrete
one that may be more adapted to the nature of the input data here
(Simo and Hughes, 1998). This is beyond the scope of the present
paper but will be investigated in the future to ﬁnd the most appro-
priate formulation.
3. Selection of the virtual ﬁelds
3.1. General rules
As shown in Eq. (8), virtual ﬁelds must be chosen and input in
the principle of virtual work to write up the global equilibrium
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choice of optimal virtual ﬁelds in the case of anisotropic elasticity
(Avril and Pierron, 2007; Avril et al., 2004), but this procedure
could not be applied directly in elasto-plasticity because of the
non-linear nature of the constitutive equations in this case. Never-
theless, one can use the same principles as that presented in Avril
et al. (2004). The idea is to estimate the effect of noisy data onto
the identiﬁcation and to use the virtual ﬁelds that minimize these
effects.
3.2. Effect of noisy data on the cost function
Because of experimental noise, the measured values of the dis-
placements are different from the actual ones which can be written
as:
fUðtÞg ¼ feUðtÞg þ fdUðtÞg; ð11Þ
where {U(t)} is the exact value of the displacement, feUðtÞg the mea-
sured displacement and {dU (t)} is the error on the measured dis-
placement coming from experimental noise. Accordingly, the error
in Eq. (2.2) is given by:
dJn ¼
XI
i¼1
Xn
j¼1
Ueli ðtnÞ
n oT
Keli ðXP; tj1Þ
h i
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
fgijg
	 dUeli ðtjÞ
n o
 dUeli ðtj1Þ
n on o
|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
ffijg
¼
Xn
j¼1
UðtnÞf gT ½KðXP; tj1Þ|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
fgjg
ffdUðtjÞg  fdUðtj1Þgg|ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
ffjg
: ð12Þ
One can estimate the effect of noisy data from Eq. (12). Indeed, the
error contains three distinct quantities.
1. The ﬁrst one {U*(tn)}T comes from the choice of the virtual
ﬁeld.
2. The second one [K(XP, tj1)] is the tangent stiffness matrix,
which depends on the unknown properties of the material, on
the geometry of the specimen, but also on the loading history.
As [K(XP, tj1)] involves the loading history, it is computed from
the measured deformation data, and therefore it depends on
{U(tk)} for k varying from 1 to j  1. The consequence of this is
that [K(XP, tj1)] is not a deterministic matrix but it has a ran-
dom part depending on the data noise of the different time
steps preceding tj1.
3. The third one is the random part of the measured deformation
data, assumed to be pure white noise here.
Eq. (12) shows that the only term that can be controlled in the
error is the virtual ﬁeld. The objective of this paper is to choose the
virtual ﬁelds that minimize the effects of the white noise in order
to obtain the most robust possible results.
To study the effect of the white noise present in the data, it is
important to deﬁne precisely the statistical properties of this white
noise. Representing white noise, vectors {fj} in Eq. (12) have a null
expectation: E({fj}) = {0} and their covariance matrix is diagonal
such that CovðffjgÞ ¼ CovðfdUðtjÞgÞ þ CovðfdUðtj1ÞgÞ ¼ 2c2u½D,
where [D] is the identity matrix and cu is a scalar equal to the res-
olution of the measurement method. There is no correlation be-
tween the white noise at times tj1 and tj.
However, an important property to be noticed is that {fk} and
{fk1} are correlated. Indeed, they both involve {dU(tk1)}. This
has two consequences:1. the ﬁrst one is that the expectation of {fj} times {fj1} is not null,
2. the second one is that the expectation of {fj} times {gj} is not
null either as {gj} is computed from the previous displacement
ﬁelds, so it also depends on {fj1}.
Therefore, the white noise has two effects on the cost function:
 a systematic bias because the expectation of dJn involves the
expectation of gj times fj. The bias in the cost function is further
denoted E(dJn),
 random variations or scattering which can be characterized by
the variance of dJn, further denoted V(dJn).
To determine the optimal choice of virtual ﬁelds, one will study
the variance of the random error due to the white noise.
The variance of dJn can then be written as:
VðdJnÞ ¼ E ½dJn  EðdJnÞ2
	 

¼ E dJ2n
	 

þ ½EðdJnÞ2
¼ E
Xn
j¼1
gjfj
" #20@ 1Aþ ½EðdJnÞ2
¼
Xn
j¼1
E g2j f
2
j
	 

þ 2
Xn
j¼1
Xn
kð–jÞ
EðgjgkfjfkÞ
0@ 1Aþ ½EðdJnÞ2
¼ c2u
Xn
j¼1
g2j þ 2
Xn
j¼2
Eðgjgj1fjfj1Þ þ ½EðdJnÞ2
¼ c2u
Xn
j¼1
UðtnÞf gT ½KðXP; tj1Þ½KðXP ; tj1Þ UðtnÞf g þB
¼ c2uWn þB; ð13Þ
where B denote the terms involving biases that come from the cor-
relation between {fj} and {fj1}, andWn is a deterministic factor that
scales the noise inﬂuence and depends only on the choice of the vir-
tual ﬁeld, the geometry and the mechanical properties of material.
3.3. Determination of optimized virtual ﬁelds
It is possible to optimize the choice of virtual ﬁelds minimizing
the error given in Eq. (13) in the same way as what was done for
elasticity (Avril and Pierron, 2007; Avril et al., 2004). These virtual
ﬁelds are called ‘‘optimized virtual ﬁelds”.
In Eq. (13), the error is made up of two terms, among which the
ﬁrst one is easily controllable by the choice of virtual ﬁelds. The
noise effect is reduced when the virtual ﬁelds correspond to the
minimum of the following functional:
Wn ¼
Xn
j¼1
g2j ¼
Xn
j¼1
UðtnÞf gT ½KðXP; tj1Þ½KðXP; tj1Þ UðtnÞf g: ð14Þ
However, the variance also involves the biases. Moreover, the bias of
thecost functionsystematically affects the resultsandshouldbemin-
imized by the choice of the virtual ﬁelds, simultaneously withWn.
As it was not possible to express a functional of the virtual ﬁelds
for the bias, an empiric approach was adopted. It was noticed that
the errors on [K(XP, tj)] in elements with lower strains contributed
more to the global bias of the cost function. The reason for this is
that the larger the strains, the smaller their relative impact. There-
fore, it would be beneﬁcial to lower the contribution of these ele-
ments to the cost function deﬁned in Eq. (14), particularly for low
hardening materials.
For this purpose, it was thought to use an equation similar to Eq.
(14) for deﬁning the virtual ﬁelds, but with different weights
attributed to the contribution of each ﬁnite element. Finite ele-
ments with small stress values should be penalized as they carry
Fig. 1. Diagram of loading.
Fig. 2. Geometry of the specimen (dimensions in mm).
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matrix of Eq. (14) into [K] where the latter is deﬁned as:
KðXP ; tjÞ
  ¼XI
i¼1
reqi ðtjÞ Keli ðXP ; tjÞ
h i
ð15Þ
with Keli ðXP ; tjÞ
h i
is the elementary stiffness matrix of element i and
reqi ðtjÞ the Von Mises equivalent stress at the centroid of element i.
It is interesting to note that this feature partly solves the problem of
the global time formulation of Eq. (6). By giving more weight to lar-
ger stresses, the inﬂuence of the early part of the stress–strain his-
tory is reduced. This may lead to similar results than the
incremental formulation though this will have to be checked in
the future.
Finally, the optimal virtual ﬁelds (OVF) at time tn, denoted
{U*(tn)}, that minimize the variance and the bias in the identiﬁca-
tion process, are deﬁned as the minimum of the following
functional:
Wn ¼
Xn
j¼1
g2j
¼
Xn
j¼1
UðtnÞf gT KðXP; tj1Þ
 
KðXP; tj1Þ
 |ﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ{zﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄﬄ}
Hn
UðtnÞf g: ð16Þ
The minimization of Wn in Eq. (14) is carried out under the follow-
ing constraints:
Ux ¼ 0; Uy ¼ 0 at the bottom;
Ux ¼ 0; Uy ¼ L at the top;
(
ð17Þ
where L is the distance from top to bottom of the region of interest.
The constraints in Eq. (17) are those used for a vertical tensile
test. For other types of tests, these constraints may be changed. In-
deed, the virtual ﬁelds must satisfy particular boundary conditions,
such as to involve only the resultant load in the principle of virtual
work since the distribution of tractions at the boundaries is un-
known. Prescribing the constraint Uy ¼ L in Eq. (17) at the top
boundary ensures that the trivial solution zero is avoided in mini-
mizing Eq. (16).
Then, the optimal virtual ﬁelds will be obtained by minimizing
Wn in Eq. (16) under the constraints of Eq. (17). To solve this prob-
lem, the method of Lagrange multipliers is employed. It is a meth-
od that introduces a new unknown scalar variable, denoted k
(called the Lagrange multiplier) for each constraint, and deﬁnes a
new cost function (called the Lagrangian) in terms of the original
constraints and the Lagrange multipliers. The solution is obtained
by inverting the system of equations written below:
½Hn ½CT
½C ½0
" #
UðtnÞf g
fkg
 
¼ f0g
1
 
; ð18Þ
where [C] is a matrix which contains the constraints of Eq. (17).
The solution of Eq. (18) provides the virtual ﬁeld that minimizes
the inﬂuence of noise on the initial cost function deﬁned in Eq. (8).
For each stage tn, Eq. (18) is updated and an optimal virtual ﬁeld is
deduced. Then, at each stage tn, these optimal virtual ﬁelds are
introduced in Eq. (8). Therefore, the inﬂuence of data noise onto
the global U(XP) cost function is minimized and the most robust
identiﬁcation is reached.
It must be remarked that solving Eq. (18) yields the optimized
virtual ﬁelds necessary to deduce the constitutive parameters XP.
However, the problem is implicit because the unknown constitu-
tive parameters XP are involved in the expression of [Hn]. This prob-
lem is solved by an iterative algorithm where the unknown
parameters are replaced by their identiﬁed values. A ﬁrst set of ini-
tial values is chosen. Tests have shown that this algorithm con-verges in about ten iterations whatever the choice of the initial
values.
4. Validation on simulated data
4.1. Mechanical test
The objective now is to examine the efﬁciency of the above
choice of virtual ﬁelds to minimize the effect of white noise on
the identiﬁcation. Firstly, simulated data are considered. The ﬁnite
element package ANSYS was used to obtain these data. Assuming
plane stress, the specimen which is investigated is a double-
notched ﬂat coupon and the loading is a uni-axial tensile-compres-
sion cycle (Fig. 1). The shape of the specimen is shown in Fig. 2.
This geometry is similar to that already studied by Avril et al.
(2008). It leads to heterogeneous stress ﬁelds and is therefore an
interesting test case for inverse approaches based on full-ﬁeld
measurements.
In the FE analysis, the boundary conditions were prescribed as
follows: a total vertical displacement of 0.25 mm was prescribed
at the top boundary using 50 sub-steps of 0.005 mm each for the
ﬁrst stage OA (tension), while the horizontal displacement was
set to zero. The bottom boundary was clamped. During the second
stage AB and the third stage BC, the boundary conditions were
Table 1
Different sets of virtual ﬁelds for comparison purposes.
OVF1 VF2 VF3 VF4 VF5
Ux Eq. (16) 0 0 x1/27jsin(y(y  L))j x1/27y1/27jsin(y(y  L))j
Uy Eq. (16) y 1  ey/L sin yp2L
 
y1/2
Table 2
Identiﬁed parameters for different load paths.
Ref LP 1 LP 2 LP 3 LP 4
X1 = m 0.3 0.3 0.3 0.3 0.3
X2 = E (GPa) 210 209.8 209.8 209.8 209.8
X3 = r0 (MPa) 183.2 183.6 183.6 183.5 183.4
X4 = H (GPa) 2.46 3.02 2.07 2.47 2.47
X5 = C (GPa) 1 0.61 4.24 0.99 0.993
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ary were prescribed in the opposite direction with the same num-
ber of sub-steps (unloading and compression). During the last
stage CD (unloading), again the same boundary conditions were
used and a 0.035 mm total vertical displacement was prescribed
on the top boundary, this time using seven sub-steps of
0.005 mm. Therefore, 107 displacements maps have been eventu-
ally simulated just as if displacement ﬁelds were measured at
107 different times along the full test cycle in a real experiment.
The advantage here is to estimate the effect of each load case (ten-
sion, unloading, compression, unloading) on the identiﬁcation (the
number 107 has been chosen to ensure displacement steps of
±0.005 mm from one time step to another).
The material considered here is mild steel. Its properties are
X1 = m = 0.3, X2 = E = 210 GPa for the elastic constants and X3 =
r0 = 183.2 MPa, X4 = H = 2460 MPa, X5 = C = 1000 MPa for respec-
tively the yield stress, the isotropic hardening modulus and the
kinematic hardening parameter (Prager’s linear kinematic harden-
ing model was used here, see Appendix B).
In the FE analysis, 7200 elements were used in the area of inter-
est of the specimen. The elements used are of type PLANE182, they
are elements with four nodes having two degrees of freedom per
node (translations) and use piecewise linear shape functions. They
are used here in plane stress and incompressible plasticity. The no-
dal values of displacements in the area between the notches as
well as the vertical load resultant were exported for each load step
in an ASCII ﬁle for the identiﬁcation procedure.
In order to simulate real experimental data, such as that pro-
vided by DIC (Besnard et al., 2006; Schreier and Sutton, 2002; Bel-
habib et al., 2008; Toussaint et al., 2006) or by the grid method
(Pannier et al., 2006; Avril et al., 2008), displacement values at grid
points were interpolated from the FE-simulated nodal displace-
ment values. Interpolation was achieved using the function ‘‘grid-
data” in the Matlab software. The period of the grid over which
data were interpolated is 0.1 mm, which is the same value as in Av-
ril et al. (2008) where real full-ﬁeld data were measured with the
grid method.
In order to improve the simulation realism, random Gaussian
white noise has also been added to the displacement values inter-
polated at the grid points. Data will be processed without this addi-
tive noise for validating the identiﬁcation approach and afterwards
with the noise for quantifying the robustness of the identiﬁcation
approach. A random white noise was therefore added to each com-
ponent of the displacement ﬁeld, at each grid point where a datum
is simulated. The distribution of this random white noise is Gauss-
ian. Its expectation is zero and its standard deviation is denoted cu.
In practice, cu is a scalar equal to the resolution of the measure-
ment method.
To give a practical idea about cu, let us consider a test specimen
with a rather common width of about 20 mm. Using CCD arrays of
1000–1200 pixels in the wider direction, a pixel size of 20 lm is
generally required, leading to a sampling of 5 pixels per period of
the 0.1 mm pitch grid, which is a typical value. With the grid meth-
od (Pannier et al., 2006; Avril et al., 2008), and a spatial resolution
of 0.1 mm (equal to the grid pitch), it is typically possible to obtain
cu = 1/250 periods = 0.4 lm. If digital image correlation is used,
with subsets of 15 pixels (providing a spatial resolution of
0.3 mm), it is typically possible to obtain cu = 0.02 pixels = 0.4 lm
(Besnard et al., 2006; Schreier and Sutton, 2002; Belhabib et al.,
2008; Toussaint et al., 2006). Therefore, cu = 0.4 lmmay be consid-
ered as a representative value for the noise standard deviation in
the present situation. This requires however optimal settings in
the optical set-up and camera. In order to cover slightly larger er-
rors in practice, a value of cu = 0.5 lmwas considered in this study.
Noise with cu = 1 lm will also be considered as a penalizing value
to investigate the limits of the present approach.4.2. Identiﬁcation procedures
Identiﬁcation routines were developed with the Matlab soft-
ware in agreement with the equations shown in this paper. The
principle described in Eq. (16) was implemented for ﬁnding the
optimal virtual ﬁelds. The deduced U(XP) cost function using these
optimal virtual ﬁelds was minimized based on the Newton–Raph-
son procedure. In order to prove that the use of the optimized vir-
tual ﬁelds (OVF) can increase the robustness of the identiﬁcation
process, four sets of manually deﬁned virtual ﬁelds were also used
to compute the cost function and minimize it. The functions used
for deﬁning these virtual ﬁelds are shown in Table 1, where L is
the length of the area of interest and x and y are the horizontal
and vertical coordinates.
4.3. Sensitivity analysis
The identiﬁcation procedure was initially tested on the simu-
lated data without noise. The VF2 virtual ﬁeld (Table 1) was used
for building up the cost function and solving the inverse problem.
The idea was to investigate the effect of the loading path onto the
identiﬁcation results. Four loading paths were tested (see Fig. 1):
 only tension, denoted LP1 (number of sub-steps n = 50);
 tension-unloading, denoted LP2 (number of sub-steps n = 57);
 tension-unloading-compression, denoted LP3 (number of sub-
steps n = 100);
 tension-unloading-compression-unloading, denoted LP4 (num-
ber of sub-steps n = 107).
For each load path, the objective is to retrieve the ﬁve unknown
constitutive parameters deﬁned previously. Results are reported in
Table 2. It can be observed that for LP1, the plastic parameters are
not all retrieved correctly. Only X3 (yield stress) is identiﬁed accu-
rately. The hardening parameters are erroneously identiﬁed be-
cause the development of plasticity in the case of monotonous
tension does not allow to separate the contribution of isotropic
and kinematic hardening, which seems reasonable. The shape
and the contour plots of the cost function for LP1 have been plotted
in Fig. 3a, showing that the cost function exhibits a valley and thus
has not a unique minimum.
The use of a tension-compression cycle (LP4) instead of mono-
tonic tension (LP1) is the way of addressing this issue. The identi-
ﬁed plastic parameters are in good agreement with their reference
counterparts for both LP3 (n = 100) and LP4 (n = 107).
Indeed, on the one hand, the cumulated equivalent plastic strain
continues to increase when switching from tension to compres-
sion. On the other hand, the directions of plastic ﬂow are changed
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Fig. 3. Plots of the cost function for load paths (a) LP1 and (b) LP4.
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can distinguish the participation of each hardening parameter in
the cost function. The non dimensional normalized sensitivities
of the cost function to the X3, X4 and X5 parameters are as follows:
X23
Uopt
@2U
@X23
¼ 27:2	105; X24
Uopt
@2U
@X24
¼ 1:15	105; X25
Uopt
@2U
@X25
¼ 0:11	105, where
Uopt is the value of the cost function at the minimum. One can
see that the highest sensitivity is for X3, which is not surprising
since the hardening modulus is much lower than the elastic mod-
ulus. The shape and the contour plots of the cost function have
been plotted in Fig. 3b for LP4. It exhibits a unique minimum
now. This shows that the use of a cyclic load is compulsory to iden-
tify constitutive parameters of a combined kinematic and isotropic
hardening model.4.4. Effect of data processing and ﬁeld reconstruction
It has been shown that it is necessary to use load path LP4 to
identify accurately all the parameters of the model from the data.
Only this load path will be considered in the rest of the section.4.4.1. Without noise (reconstruction accuracy)
Errors (in %) obtained in the identiﬁcation of X3, X4 and X5 from
exact data have been plotted in Fig. 4. Different mesh sizes were
used for deﬁning the piecewise linear functions in the reconstruc-
tion process (data pre-processing). As exact data were used, only
the effect of spatial resolution will be tested here. Indeed, the lar-
ger the mesh size, the smaller the number of piecewise linear func-
tions in the basis of reconstruction functions. Consequently, the
reconstruction will have a smoothing effect in the regions of high
displacement gradients (or strain concentrations, at the notchesin the present example). This smoothing effect will disturb the
reconstructed ﬁelds and larger errors in the identiﬁed results are
expected. This effect is shown in Fig. 4. Errors for X3, X4 and X5 have
a tendency to increase with the mesh size, as expected.
The best result is obtained by using the smallest mesh size:
0.5 mm. Mesh sizes below 0.5 mm showed that it was not possible
to improve the results. However, larger mesh sizes must be used in
practice with noisy data for ﬁltering purposes. This aspect is pre-
sented in the following section. Deviations for X5 are larger than
for the other parameters which was expected from the low sensi-
tivity reported previously. Therefore, the identiﬁcation procedure
is less robust and deviates more when the data are disturbed, like
here with the increasing mesh size.4.4.2. With noise (ﬁltering effect on the reconstruction)
These results were obtained by running the identiﬁcation pro-
cess 30 times with different samples of noise. The 30 results of
identiﬁcation provide a distribution of identiﬁed parameters from
which mean (or bias) and standard deviation can be computed.
Fig. 5 shows the results for the cu = 0.5 lm noise level, as a function
of the mesh size. Fig. 6 reports the same information but for the
cu = 1 lm noise level
It can be noticed that the optimized virtual ﬁelds nearly system-
atically lead to the smallest bias (denoted deviation on the ﬁgures)
and standard deviation. The effect is particularly spectacular for
the large noise level. It can also be seen that the ﬁltering effect is
now competing with the reconstruction bias so that the errors
are ﬂatter with respect to mesh sizes. The larger the mesh size,
the stronger the noise ﬁltering (positive effect) but the worse the
reconstruction error. A compromise has to be found. A mesh size
of 1.3 mm will be used in the following.
Fig. 4. Error (in %) obtained in the identiﬁcation of X3 (a), X4 (b) and X5 (c) from
exact data ﬁtted with piecewise linear functions. Effect of the mesh size used for
deﬁning the basis of piecewise linear functions.
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The ﬁnal objective is to examine the inﬂuence of noise onto the
identiﬁed parameters and to compare the results obtained by using
the optimized virtual ﬁelds OVF1 with the results obtained by
using the other virtual ﬁelds: VF2, VF3, VF4 and VF5.
The identiﬁed plastic parameters with each virtual ﬁeld for load
path LP4 are reported in Tables 3 and 4. They were identiﬁed using
an iterative approach for minimizing the cost function in Eq. (8). A
initial guess for the parameters is required for this procedure, here,
the following were chosen: X3 = r0 = 50 MPa, X4 = H = 4000 MPa,
X5 = C = 3000 MPa. Different values were tried out, always leading
to the same result. One can see that the results obtained using
OVF1 are systematically more stable than the others. It is clear that
the choice of virtual ﬁelds in Eq. (18) signiﬁcantly improves the
identiﬁcation results. This is particularly spectacular for the X5
parameter and the largest noise level. For lower noise levels, VF2
gives results that are very close to that obtained from OVF1, which
proves here to be the best manually deﬁned choice. It can be con-
cluded that contrary to the case of linear elasticity, the optimiza-
tion of the virtual ﬁelds is less critical to obtain good results,
especially for good quality measurements.5. Experimental procedure
5.1. Homogeneous tests
The material used in this study is an AISI 316L austenitic stain-
less steel. Its chemical composition in % of mass is: C: <0.027; Si:
0.61; Ni: 10–13; Cr: 16.5–18.5; Mo: 2.0–2.5. The following compo-
nents are also residually present: Ti, N, Cu.
The material is in the shape of 3 mm thick sheets. The speci-
mens for the homogeneous and heterogeneous tests have been
cut from the same plate. The dimensions of the specimen for the
homogeneous tests are given by the NF A 03-151 standard and
can be found in Pannier et al. (2006).
Six prismatic coupons were tested using the homogeneous test.
The longitudinal specimen direction, i.e. the direction of loading, is
denoted y and the perpendicular direction is denoted x. All the spec-
imenswerecut in thedirectionperpendicular to the sheetmetal roll-
ing direction, which means that the metal rolling direction is x. The
longitudinal stress component ryy is the only component to be con-
sidered in the following and it is simply denotedr. Strains xx and yy
have been measured from bidirectional rosettes bonded back-to-
back on the specimen to account for parasitic bending effects caused
by grip misalignment. The stress r is given by the ratio between the
applied load and the cross sectional area of the specimen.
Each test consists in two stages of loading:
1. the ﬁrst stage corresponds to increasing loads from zero to the
maximum tensile load.
2. The second stage corresponds to decreasing loads just after the
end of the ﬁrst stage until the occurrence of buckling. Buckling
is detected by comparing the difference of strains measured on
the two faces of the specimen.
The stress–strain curves r vs yy are plotted in Figs. 7 and 8. In
Fig. 7, only the ﬁrst stage of loading is considered, whereas in Fig. 8
the response along the whole test has been plotted.
Young’s modulus is deduced from the slope of the stress/strain
curves in the linear part of the response. Poisson’s ratio is deduced
from the slope of the curves representing xx vs yy. The values are
reported in Table 5. No difference has been noticed between the
slopes of the strain/stress curves at the beginning of the test and
at the beginning of the unloading just after the end of the ﬁrst
stage. This conﬁrms that Young’s modulus is not affected by the
low strain values in the tests.
Regarding the plastic behaviour and hardening, two different
analyses were undertaken.
1. Considering tension only (monotonic loading), the behaviour
can be modeled by Voce’s model, which is suitable for modeling
non-linear hardening. The parameters of Voce’s model that
were deduced by curve ﬁtting from the stress/strain curves
are reported in Table 6.
2. Considering the whole test with tension and compression,
Voce’s model is not appropriate because the material exhibits
a Bauschinger effect, with different elastic limits in tension
and in compression after initial tensile loading in the plastic
range. This type of behaviour can be modeled with the non-lin-
ear kinematic hardening (NLKH) model presented in Appendix
B. A model with only three parameters proved to ﬁt the exper-
imental response with enough accuracy given the objectives of
this study (validation of the identiﬁcation approach). The
parameters of the NLKH model that were deduced by curve ﬁt-
ting from the stress/strain curves are reported in Table 7.
The objective of this study is to prove that the material param-
eters that were identiﬁed using the stress/strain curves of the
Fig. 5. Error (in %) obtained in the identiﬁcation of X3 (a), X4 (b) and X5 (c) from exact data ﬁtted with piecewise linear functions. Noise level: cu = 0.5 lm.
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parameters) can also be deduced from the heterogeneous test
using the VFM. The consequences of this are essential: it means
that elasto-plastic constitutive parameters, involving isotropic or
kinematic hardening, can be identiﬁed without requiring standard
shape specimens thanks to the present approach.5.2. Heterogeneous tests
5.2.1. Mechanical arrangements
Six double-notched specimens were cut from the same plate as
the one used for the previous tests. The dimensions of the double-
notched specimens are shown in Fig. 9. As in the homogeneous
tests, the longitudinal specimen direction, i.e. the direction of load-
ing, is denoted y and the perpendicular direction is denoted x. As in
the homogeneous tests, the metal rolling direction is x.
The objective of using a double-notched shape is to give rise to
heterogeneous stress ﬁelds across the gauge area. This prevents the
derivation of material parameters from a simple stress/strain curve
analysis. Consequently, an inverse approach is mandatory for
deriving the material parameters from such a conﬁguration (see
Fig. 10).
The double-notched specimens are loaded at a constant load
rate of 2 kN per minute. It was checked that this load rate corre-
sponded to very low strain rates in the specimen, below 104 s1.
Therefore, all the visco-plastic effects were neglected in this study.Six samples were tested using the heterogeneous test. Each test
consists of two stages of loading.
1. The ﬁrst stage corresponds to increasing loads from zero to the
maximum tensile load which may vary from 19.5 to 23 kN in
the six tests.
2. The second stage corresponds to decreasing loads just after the
end of the ﬁrst stage until the occurrence of buckling. The
resulting maximum compression load may vary from 18 to
19.5 kN in absolute value in the six tests. A higher compression
could not be reached because of buckling of the specimens.
Buckling was detected by measuring the difference of strains
between the two faces of the specimen (on one face, the strain
is measured with the grid method, on the other, it is measured
with a strain gauge).
5.2.2. Optical arrangements
A variety of full-ﬁeld experimental techniques exist for measur-
ing 2D displacement ﬁelds (Photomechanics, 1999). The grid meth-
od is the full-ﬁeld measurement technique chosen here (Surrel,
1994; Avril et al., 2004). It is a non-interferometric technique that
uses a periodical encoding. The non-interferometric aspect of this
technique is an asset for the simplicity of measurements. Com-
pared to Digital Image Correlation techniques based on random
patterns (Schreier and Sutton, 2002), the advantage of the grid
method is that it provides a slightly better compromise between
Fig. 6. Error (in %) obtained in the identiﬁcation of X3 (a), X4 (b) and X5 (c) from exact data ﬁtted with piecewise linear functions. Noise level: cu = 1 lm.
Table 3
Comparison of errors with different virtual ﬁelds from noisy data with the 0.5 lm noise level (mesh size 1.3 mm, pitch of the grid 100 lm).
Coefﬁcient of variation (%) Deviation (%)
OVF1 VF2 VF3 VF4 VF5 OVF1 VF2 VF3 VF4 VF5
X3 = r0 (MPa) 0.36 0.23 0.25 0.56 1.03 0.88 1.61 1.64 0.99 0.45
X4 = H (GPa) 1.93 1.76 2 3.63 7.46 3.6 7.32 6.97 5.67 4.6
X5 = C (GPa) 6.53 10.05 10.43 10.2 14.3 2.83 2.72 2.43 9.64 12.7
Table 4
Comparison of errors with different virtual ﬁelds from noisy data with the 1 lm noise level (mesh size 1.3 mm, pitch of the grid 100 lm).
Coefﬁcient of variation (%) Deviation (%)
OVF1 VF2 VF3 VF4 VF5 OVF1 VF2 VF3 VF4 VF5
X3 = r0 (MPa) 0.55 0.47 0.55 1.02 1.94 0.09 3.95 4.1 3.2 3.2
X4 = H (GPa) 4 6.87 7.76 11.2 23.8 1.56 19.3 19.2 18.4 19.7
X5 = C (GPa) 14.4 17.3 18.3 18.7 29.5 38.3 63.4 64.1 79.6 88.5
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the specimen. In this study, a grid period of pitch p = 100 lm was
used, allowing a resolution of 0.35 lm and a spatial resolution of
0.18 mm. The high resolution (about p/300) here is obtained
thanks to the good contrast of the black lines over the light shiny
surface of the metal. Values of p/150 are typical for dark surfaces
where the white glue provides the contrast.The basic principle of the method is the following. A grid pat-
tern is bonded onto the surface of the specimen following the pro-
cedure reported in Piro and Grédiac (2004). It is considered as a
spatial carrier having a phase value that varies spatially. The ux(x,y)
and uy(x,y) displacement components relative to the unloaded con-
ﬁguration are calculated from the respective phase differences
M/x(x,y) (for vertical lines) and M/y(x,y) (for horizontal lines)
Table 7
Identiﬁed plastic parameters for the NLKH model.
Homogeneous tests Heterogeneous tests
Average ±2 	 Standard
deviation
Average ±2 	 Standard
deviation
r0 (MPa) 198.1 ± 7 203.6 ± 13
C (GPa) 30.7 ± 6 29.6 ± 3
c 292 ± 52 262.4 ± 53
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Fig. 8. Stress/strain curves obtained all along the homogeneous test and compar-
ison with the stress/strain response modeled with the NLKH material parameters
identiﬁed in the heterogeneous test.
Fig. 9. Geometry of the specimen (dimension in mm).
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Fig. 7. Stress/strain curves obtained in the ﬁrst stage of the homogeneous test and
comparison with the stress/strain response modeled with the Voce material
parameters identiﬁed in the heterogeneous test.
Fig. 10. Picture of the specimen with the mechanical and optical set-ups.
Table 6
Identiﬁed plastic parameters for Voce’s model.
Homogeneous tests Heterogeneous tests
Average ±2 	 Standard
deviation
Average ±2 	 Standard
deviation
r0 (MPa) 179.8 ± 28 183.2 ± 55
R0 (GPa) 3.17 ± 0.8 3.29 ± 1.5
Rinf (MPa) 120.4 ± 29 120.8 ± 49
b (	103) 2.44 ± 0.83 2.23 ± 1
Table 5
Identiﬁed elastic parameters.
Homogeneous tests Heterogeneous tests
Average ±2 	 Standard
deviation
Average ±2 	 Standard
deviation
E (GPa) 199 ± 7 197.6 ± 7
m 0.299 ± 0.012 0.307 ± 0.018
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found in Surrel (1994) and Avril et al. (2004)).
uxðx; yÞ ¼  p2pM/xðx; yÞ;
uyðx; yÞ ¼  p2pM/yðx; yÞ;
(
ð19Þ
where p is the period of the grid.
In this study, the ﬁeld of view has a size of 24 	 20 mm2. The
images were taken using a Jai 8-bits camera with a CCD array of
1376 	 1024 pixels2. Measurements were performed every second
during the tests, which led to a number of measurements varying
from 160 to 220 according to the test.
Displacement ﬁelds measured with the grid method during one
of the six tests are displayed at different times in Fig. 11. They are
symmetrical until the onset of buckling. The strain ﬁelds were de-
rived from the displacement ﬁelds using a ﬁnite element recon-
struction as explained in Feng and Rowlands (1991), Avril et al.
Fig. 11. Displacement ﬁelds measured at different times.
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placement ﬁelds of Fig. 11 are reported in Fig. 12. The strain ﬁelds
are heterogeneous, the plastic strains initially concentrating near
the two circular notches and then spreading towards the centre
of the specimen.
The inﬂuence of out of plane motions and residual bending
were veriﬁed using a strain gauge on the other side of the speci-
men. The yy curves measured by the gauge and on the opposite
side by the grid method across the same strain gauge area are
shown in Fig. 13 for one of the six tests. If out of plane effects were
present, artifacts would be induced on the grid method (Pannier
et al., 2006) and the two curves would be different. Similarly, if
bending occurs, the strain measured on both faces will be different
and this will induce a difference between the two yy curves.
The curves plotted in Fig. 13 show that there is a good agree-
ment between yy measured on both faces before the onset of
buckling. This proves that the out of plane effects can be neglected
in this test.
Finally, the yy curves are also used for detecting the onset of
buckling. Indeed, buckling results in bending strains, inducing
large differences between yy measured on both faces. Therefore,
the yy curves can also be used to determine the onset of buckling.
The onset of buckling is the end of validity of the constant through-
thickness stress assumption so the onset of buckling determined
by the yy curves is used to determine the last image with which
the identiﬁcation can still be achieved.6. Experimental results
Once the displacement ﬁelds were obtained by the grid method,
they were processed with the VFM as detailed in the ﬁrst part of
the paper. The optimal virtual ﬁelds as deﬁned in Section 3 were
used for the identiﬁcation. The objective is to prove that the mate-
rial parameters of the homogeneous tests are well retrieved even
with the heterogeneous tests. The analysis is achieved at the two
stages of the heterogeneous tests: ﬁrst only for the monotonic
loading stages, and then for the whole test.
6.1. Monotonic loading stage
6.1.1. Identiﬁcation of the elastic parameters
The ﬁrst step of the process is to identify the elastic parameters
(Young’s modulus and Poisson’s ratio). The different strain ﬁelds
measured before the onset of plasticity were determined and they
were processed by the VFM to identify the elastic constants as de-
scribed in Avril et al. (2008). The results are reported in Table 5.
They are in agreement with the values obtained in the homoge-
neous tests. The values of the elastic parameters will now be used
in the identiﬁcation procedure for determining the plastic
parameters.
6.1.2. Identiﬁcation of the plastic parameters
The monotonic response of the material can be modeled with
Voce’s model. Therefore, the displacement ﬁelds measured in the
ﬁrst stage of the six heterogeneous tests have been processed
through the VFM to identify the parameters of Voce’s model. Re-
sults are reported in Table 6. They are in good agreement with their
counterparts deduced from the homogeneous tests. The standard
deviations are slightly larger in the heterogeneous tests.
Using the parameters identiﬁed in the heterogeneous tests, it is
possible to model the tensile behaviour of the material and to com-
pare the deduced stress/strain curves to the ones obtained in the
homogeneous tests. The two types of curves are plotted in Fig. 7
for the ﬁrst stage of loading (increasing loads). A good agreement
is found between the two curves. The main discrepancies are lo-
cated in the transition between linear elasticity and linear
hardening.
6.2. Whole test analysis with the NLKH model
6.2.1. Identiﬁcation of the elastic parameters
The identiﬁcation of the elastic parameters was achieved again,
this time using the displacement ﬁelds measured just after the end
of the ﬁrst stage of loading, while the load is decreasing and the
material behaves elastically. Differences lower than 3% were re-
ported between the elastic parameters identiﬁed in the unloading
stage and the elastic parameters reported in Table 5. This conﬁrms
that no damage has occurred in the specimen during the tests. The
elastic parameters that will be used further in the identiﬁcation
procedure for determining the plastic parameters are those re-
ported in Table 5.
6.2.2. Identiﬁcation of the plastic parameters for the NLKH model
The tension-compression response of the material can be mod-
eled with the NLKHmodel. Therefore, the displacement ﬁelds mea-
sured before the occurrence of buckling in the six heterogeneous
tests have been processed through the VFM to identify the param-
eters of the NLKHmodel. The number of measurement times varies
from 160 to 220 depending on the test. The end of the test, i.e. the
occurrence of buckling, is detected when the yy values measured
on both sides of the specimen across the strain gauge area deviate
by more than 10% (Fig. 13).
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Fig. 12. Continuous strain ﬁelds reconstructed from the measurements at different times.
Fig. 13. Comparison between strains obtained by the grid method and strain
gauges.
3006 F. Pierron et al. / International Journal of Solids and Structures 47 (2010) 2993–3010Results are reported in Table 7. They are in good agreement with
their counterparts deduced from the homogeneous tests. The stan-
dard deviations are slightly larger in the heterogeneous tests.
Using the parameters identiﬁed in the heterogeneous tests, it is
possible to model the tensile/compressive behaviour of the mate-rial and to compare the deduced stress/strain curves to the ones
obtained in the homogeneous tests. The two types of curves are
plotted in Fig. 8 for the whole tests considering increasing and
decreasing loads. A good agreement is found between the two
curves in the stage of decreasing loads. Discrepancies exist in the
ﬁrst stage of loading for increasing loads but they are attributed
to the model itself which would have to be completed by other
hardening terms in order to describe more faithfully the experi-
mental tensile response of the material.7. Discussion on experimental results
7.1. Monotonic loading stage
7.1.1. Sensitivity to the identiﬁed parameters
It was noted that the main discrepancies between the results of
the homogeneous and heterogenous tests are located in the transi-
tion between linear elasticity and linear hardening. In Voce’s mod-
el, the behaviour in the transition zone is driven by parameters R0
and b. In order to check if the discrepancies can be accounted for by
a low sensitivity of the response to R0 and b in the heterogeneous
tests, the sensitivity of the cost function used in the VFM to the
material parameters was computed. For each parameter, the three
others are ﬁxed to their identiﬁed value, whereas the second order
partial derivative of the cost function with regard to the considered
parameter is assessed. In order to provide dimensionless values,
the partial derivatives are divided by the minimum values of the
cost function and multiplied by the corresponding parameter
values from the homogeneous tests in Table 6, i.e. sensitivity
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following:
The results show that the most sensitive parameter (which must be
the best identiﬁed) is the initial elastic limit r0. Then comes Rinf
which coupled to r0 corresponds to the intersection of the horizon-
tal asymptote with the ordinate axis. Then comes the slope of the
horizontal asymptote R0 and ﬁnally parameter b which exhibits
the smallest sensitivity. Parameter b describes only the curvature
of the small transition zone after the onset of plasticity and as the
slope of the horizontal asymptote is smaller than that of the linear
part (low hardening), the inﬂuence of b and R0 is smaller on the
function cost.
However, the sensitivity table shows that the response is still
sensitive to parameter b. Consequently, there is no real sensitivity
issue in the identiﬁcation problem solved here. This conclusion is
also in agreement with the fairly good repeatability between
the different stress/strain curves plotted with the identiﬁed
parameters.
This means that the differences between the homogeneous and
the heterogeneous stress/strain curves plotted in Fig. 7 cannot be
attributed to an absence of sensitivity to the behaviour in the tran-
sition zone. Therefore, it may be concluded that the behaviour in
the transition zone is different between the homogeneous and het-
erogeneous tests. This may be true because in the homogeneous
test, the stress/strain curve represents the global response whereas
in the heterogeneous test, the stress/strain curve represents the lo-
cal material behaviour. The trends show a shorter transition zone
in the local behaviour. This was also experienced in Pannier et al.
(2006) where bwas somewhat smaller when it was identiﬁed with
the VFM compared to homogeneous tests. This may show one of
the limitations of standard procedures that tend to smooth out
the material’s response.7.1.2. Inﬂuence of the initial parameters
The VFM is based on the minimization of a cost function. For a
non-convex cost function there is no certainty to reach the global
minimum. The solution may therefore be sensitive to the initial
values selected to initiate the minimization procedure. This may
explain the larger standard deviations of the parameters identiﬁed
from the heterogeneous tests. In order to check the importance of
this issue, different starting values of the parameters were selected
in the range of physical meaning. Such sets of values were tested to
initialize the identiﬁcation procedure. All led to the same results
(with less than 0.05% difference). This conﬁrms the uniqueness of
the solution and the independence of the solution to the initial
values.Table 8
Comparison of results obtained with different virtual ﬁelds for Voce’s model.
Homogeneous test Heterogeneous test
OVF1
Average ±2 std. Average ±2 std.
r0 (MPa) 179.8 ± 28 183.2 ± 55
R0 (GPa) 3.17 ± 0.8 3.29 ± 1.5
Rinf (MPa) 120.4 ± 29 120.8 ± 49
b (	103) 2.44 ± 0.83 2.23 ± 17.1.3. Inﬂuence of the choice of the virtual ﬁelds
An important aspect emphasized in the ﬁrst part of this paper is
the choice of the virtual ﬁelds in the identiﬁcation procedure. In or-
der to prove the superiority of the optimal virtual ﬁelds presented
here, the virtual ﬁelds reported in Table 1 were used to process the
data from the heterogeneous tests. Results are reported in Table 8.
They prove that the best agreement with the material parameters
of the homogeneous tests is obtained with the optimal virtual
ﬁelds. This conﬁrms the very positive ﬁltering effect of the optimal
virtual ﬁelds that was noticed with simulated data.7.2. Whole test analysis with the NLKH model
7.2.1. Sensitivity of the identiﬁed parameters
It was noted that signiﬁcant discrepancies existed between the
stress/strain curves deduced from the homogeneous and heteroge-
nous tests at the onset of plasticity in the ﬁrst stage (increasing
tensile load). The onset of plasticity is driven in the NLKH model
by parameter r0. In order to check if the discrepancies may be ex-
plained by a lack of sensitivity to parameter r0, a sensitivity study
was performed. The sensitivities of the VFM cost function to the
parameters of the NLKH model are reported in the following table
(same procedure as described in Section 7.1.1, with reference val-
ues from homogeneous tests in Table 7)
The results show that parameter r0 exhibits the largest sensitivity.
The sensitivity to c and C is signiﬁcant. Consequently, there is no
sensitivity issue in the identiﬁcation problem solved here. This con-
clusion is also in agreement with the fairly good repeatability be-
tween the different stress/strain curves plotted with the identiﬁed
parameters. This means that the differences between the homoge-
neous and the heterogeneous stress/strain curves plotted in Fig. 7
cannot be attributed to an absence of sensitivity to the behaviour
at the beginning of the plastic ﬂow. A possible explanation of the
difference between the homogeneous and the heterogeneous
stress/strain curves may be attributed to the model itself. Indeed,
the NLKH model used here has only three parameters and it is ded-
icated to reproducing the plastic behaviour in compression after
one cycle of loading and unloading.7.2.2. Inﬂuence of the initial parameters
Several sets of initial parameters drawn within a large range of
physically plausible values have been tested to check the inﬂuence
of initialization on the minimization of the cost function. The same
results were systematically obtained with a difference of less than
0.05%. This conﬁrms that there were no uniqueness issues in the
identiﬁcation problem.VF2 VF3 VF4
Average ±2 std. Average ±2 std. Average ±2 std.
171.1 ± 74 186.7 ± 48 78 ± 135
4.3 ± 2 4.1 ± 2.1 3.2 ± 1.8
121.8 ± 62 112.3 ± 46 169.4 ± 140
5.3 ± 6.4 4.6 ± 7 2 	 1012 ± 1012
Table 9
Comparison of results obtained with different virtual ﬁelds for the NLKH model.
Homogeneous test Heterogeneous test
OVF1 VF2 VF3 VF4
Average ±2 std. Average ±2 std. Average ±2 std. Average ±2 std. Average ±2 std.
r0 (MPa) 198.1 ± 7 203.6 ± 13 195 ± 14 200 ± 20 159 ± 86
C (GPa) 30.7 ± 6 29.6 ± 3 32.2 ± 5.2 31.1 ± 9 24.6 ± 25
c 292 ± 52 262.4 ± 60 260 ± 45 260 ± 90 139 ± 124
0 0.005 0.01 0.015 0.02
−300
−200
−100
0
100
200
300
400
ε
σ
 
(M
Pa
)
Rosettes measurement
OVF1
VF2
VF3
Fig. 14. Superposition of the identiﬁed NLKH model with the homogeneous test
(rosettes measurements) and with different virtual ﬁelds on the heterogeneous test.
3008 F. Pierron et al. / International Journal of Solids and Structures 47 (2010) 2993–30107.2.3. Inﬂuence of the choice of the virtual ﬁelds
An important aspect is the choice of the virtual ﬁelds in the
identiﬁcation procedure. In order to prove the superiority of the
optimal virtual ﬁelds presented here, the virtual ﬁelds reported
in Table 1 were used to process the data from the heterogeneous
tests. Results are shown in Table 9. They prove that the best agree-
ment with the material parameters of the homogeneous tests is
obtained with the optimal virtual ﬁelds. This is also conﬁrmed by
comparing the different responses modeled with the identiﬁed
parameters (Fig. 14). The stress/strain curve modeled with the
parameters that were identiﬁed with the optimal virtual ﬁelds is
the response that has the best agreement with the stress/strain
curve of the homogeneous test. This conﬁrms the beneﬁcial ﬁlter-
ing effect of the optimal virtual ﬁelds that was noticed with the
simulated data. It should be noted however that the beneﬁt of
the optimized virtual ﬁelds is less spectacular than for Voce’s mod-
el. This is probably caused by the lower number of parameters to
identify in the NLKH model. Future work will include the use of
more complex isotropic and/or hardening laws to check the stabil-
ity of the procedure and try to improve the description of the onset
of plasticity in the cyclic tests.
8. Conclusion
In this paper, the extension of the virtual ﬁelds method to com-
bined isotropic and kinematic hardening has been addressed. It is
clear that the use of the cyclic load is indispensable to identify con-
stitutive parameters in this case. The choice of optimal virtual
ﬁelds has been investigated. It is based on the effect of noisy data
to the cost function. The optimized virtual ﬁelds signiﬁcantly im-
prove the identiﬁcation results which opens the way to the identi-
ﬁcation of more sophisticated elasto-plastic constitutive models:anisotropy, larger strains, material heterogeneities. The Newton–
Raphson method was also introduced for the minimization of the
cost function, thus reducing computation time.
The experimental validation was performed on an AISI 316L
stainless steel material. Standard homogeneous tests were per-
formed on specimens equipped with strain gauges to derive the
reference un-iaxial stress–strain curve. Then heterogeneous tests
on double-notched coupons were performed. Full-ﬁeld measure-
ments were obtained through the grid method all along the spec-
imen loading which consisted in a ﬁrst tensile stage followed by
unloading and compression until buckling occurred. These dis-
placements maps were then processed by the Virtual Fields Meth-
od to identify a Voce’s model for the loading part and a non-linear
kinematic hardening model combined with linear isotropic hard-
ening for the complete loading cycle. Results were very satisfactory
and the improvement brought by the optimized virtual ﬁelds
clearly demonstrated.
Future work will include the adaptation of the procedure to
large deformations, following initial validation of the VFM in
hyperelasticity (Promma et al., 2009; Guélon et al., 2009), to heter-
ogeneous materials such as welds (feasibility study in Sutton et al.
(2008)) and to more complex constitutive laws, including visco-
plasticity in the same spirit as a ﬁrst recent study (Avril et al.,
2008). The ﬁnal objective is to implement these routines into a
GUI-based software to provide to the mechanics of materials
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comments.Appendix A. Reconstruction principle of the displacement ﬁelds
from data provided at grid points
In order to expand the virtual ﬁelds as piecewise bilinear func-
tions, the region of interest is meshed with quadrangular or trian-
gular elements. Triangles are used here because they are simple
and they can easily ﬁt any shape. One writes the displacement
ﬁelds starting from displacements at the nodes of the grid by using
the following basis of piecewise linear shape functions:
uxðx;yÞ ¼N1ðx;yÞuxðA1ÞþN2ðx;yÞuxðA2ÞþN3ðx;yÞuxðA3Þ ¼ hNðx;yÞi Uex
 
;
uyðx;yÞ ¼N1ðx;yÞuyðA1ÞþN2ðx;yÞuyðA2ÞþN3ðx;yÞuyðA3Þ ¼ hNðx;yÞi Uey
n o
;
8<:
ð20Þ
where ux(x,y), uy(x,y) are the displacements measured at the nodes,
Nn(x,y) are the classical bilinear shape functions of triangular ﬁnite
elements. Uex
 
and Uey
n o
are the column vectors composed of the
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composed of the three shape functions.
From Eq. (20) one can evaluate the nodal displacements starting
from the experimental values ux(x,y), uy(x,y) by regression in the
least square sense. Once nodal displacements are obtained, one
can rebuild the ﬁeld of approximate displacements by using the
shape functions (Eq. (20)). Differentiating the hNn(x,y)i basis func-
tions provides strain ﬁelds which are constant in each triangle
el ¼ ½B1B2B3fUelg; ð21Þ
¼ ½BelfUelg ð22Þ
with: fUelg ¼ fuxðA1Þ;uyðA1Þ;uxðA2Þ;uyðA2Þ;uxðA3Þ;uyðA3ÞgT ; el ¼
fexx; eyy;2exygT is the vector of the strains in each element; each ma-
trix [Bi] (i = 1,2,3) containing the gradients of the shape functions Ni
on each element is given by:
½Bi ¼
@Ni
@x 0
0 @Ni
@y
@Ni
@y
@Ni
@x
2664
3775: ð23Þ
The constant values above are then averaged at each node so as to
provide nodal values of the strain components. Eventually, the
whole strain ﬁelds are reconstructed with the piecewise linear basis
functions. However, only the nodal displacements Uex
 
and Uey
n o
are used further for the identiﬁcation. They are collected as vectors
denoted f _UðtÞg, that are the displacement increment ﬁelds mea-
sured at each measurement times t during a test. The same basis
of piecewise bilinear functions are used for the virtual ﬁelds. One
obtains:
el ¼ ½B1B2B3 Uel
  ¼ ½Bel Uel ; ð24Þ
where [Bel] is a matrix containing the gradients of the shape func-
tions of the triangular linear element and el
 
is the virtual strain
ﬁeld.Appendix B. Constitutive equations considered in this study
Several assumptions have been made in this study:
 small perturbations,
 plane stress,
 isotropy in elasticity and plasticity,
 volume conservation in plasticity,
 rate-independent plasticity.
There are three ingredients in the rate-independent plasticity
theory (Lemaître and Chaboche, 1990): the yield criterion, the ﬂow
rule and the hardening rule as:B.1. Yield criterion
The Von Mises criterion is used here, which is based on the
equivalent stress, denoted req, R the isotropic hardening variable
and r0 the initial yield stress:
f ¼ req  R r0 6 0; ð25Þ
req ¼ 32 r
0  X
	 

: r0  X
	 
 12
; ð26Þ
where r0 is the deviatoric stress tensor and X is the yield surface
translation tensor (location of the centre of the yield surface
describing kinematic hardening).B.2. Flow rule
Associative ﬂow rule is considered here:
_ep ¼ _k @f
@r
; ð27Þ
where _k is the plastic multiplier (which determines the amount of
plastic straining).
B.3. Hardening rule
B.3.1. Isotropic hardening
Two isotropic hardening laws have been considered here, linear
hardening:
RðpÞ ¼ Hp; ð28Þ
where H is the hardening modulus and p the cumulated equivalent
plastic strain, and Voce’s non-linear hardening:
RðpÞ ¼ R0pþ Rinf ½1 expðbpÞ; ð29Þ
where R0 is the asymptotic hardening modulus and Rinf and b are
the parameters describing the non-linear part in the initial yield
zone.
B.3.2. Kinematic hardening
Again, two kinematic hardening models have been considered
here, Prager’s linear hardening model:
_X ep
	 

¼ C _ep; ð30Þ
where C is a material parameter and a non-linear kinematic harden-
ing model:
_X ep
	 

¼ C _ep  cX _p; ð31Þ
where C and c are material parameters.
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