It is well known that genomic materials (long DNA chains) of living organisms are often packed compactly under extreme con ning conditions using macromolecular self-assembly processes but the general DNA packing mechanism remains an unsolved problem. It has been proposed that the topology of the packed DNA may be used to study the DNA packing mechanism. For example, in the case of (mutant) bacteriophage P4, DNA molecules packed inside the bacteriophage head are considered to be circular since the two sticky ends of the DNA are close to each other. The DNAs extracted from the capsid without separating the two ends can thus preserve the topology of the (circular) DNAs. It turns out that the circular DNAs extracted from bacteriophage P4 are non-trivially knotted with very high probability and with a bias toward chiral knots. In order to study this problem using a systematic approach based on mathematical modeling, one needs to introduce a DNA packing model under extreme volume con nement condition and test whether such a model can produce the kind of knot spectrum observed in the experiments. In this paper we introduce and study a model of equilateral random polygons con ned in a sphere. This model is not meant to generate polygons that model DNA packed in a virus head directly. Instead, the average topological characteristics of this model may serve as benchmark data for totally randomly packed circular DNAs. The di erence between the biologically observed topological characteristics and our benchmark data might reveal the bias of DNA packed in the viral capsids and possibly lead to a better understanding of the DNA packing mechanism, at least for the bacteriophage DNA. The purpose of this paper is to provide information about the knot spectrum of equilateral random polygons under such a spherical con nement with length and con nement ratios in a range comparable to circular DNAs packed inside bacteriophage heads.
Introduction
It is well known that genomic materials (long DNA chains) of living organisms are often packed compactly under extreme con ning conditions using macromolecular self-assembly processes. For example, in the pro-totypical case of the P4 bacteriophage virus, the µm-long double-stranded DNA is packed within a viral capsid with a caliper size of about nm, corresponding to a 70-fold linear compaction [15] . In the case of bacteriophages, the organization of the condensed DNA facilitates the process of DNA packing, provides stability to the capsid while packaged and also facilitates the release of DNA upon infection. The general DNA packing mechanism is a very important question in molecular biology that remains largely open. It is plausible and has been suggested in [2] that the topology of the packed DNA may be used to study the DNA packing mechanism. In the case of bacteriophage P4, DNA molecules packed inside the bacteriophage head are considered to be circular since the two sticky ends of the DNA are close to each other. Researchers are able to extract the DNAs from the capsid without separating the two ends, essentially preserving the topology of the (circular) DNA. Since further relaxation of the DNA (needed in order to analyze the topology of the DNA) does not allow strand passage, the topology of the DNA remains intact. It is reported in [2] that the circular DNA extracted from bacteriophage P4 are non-trivially knotted with very high probability. In particular, a quantitative analysis of these DNA knots revealed that they are likely to be chirally organized based on a coarse knot spectrum of the extracted DNA knots [2] . In order to study this problem using a systematic approach based on mathematical modeling, one needs to introduce a DNA packing model under an extreme volume con nement condition and test whether such a model can produce the kind of knot spectrum observed in the experiments.
The topology of the DNA packed inside a bacteriophage head is what motivated this study. Random equilateral polygons con ned inside a sphere are a coarse model of circular DNAs packed inside bacteriophage heads where the con nement sphere models the virus head [6, 7, 10] . This model is chosen because of its clean and simple mathematical formulation and that it contains no bias (packing pattern); it is not meant to generate polygons that model DNA packed in a virus head directly. Instead, the average topological characteristics of this model may serve as benchmark data for totally randomly packed circular DNAs. The di erence between the biologically observed topological characteristics and our benchmark data might reveal the bias of DNA packed in the viral capsids and possibly lead to a better understanding of the DNA packing mechanism, at least for the bacteriophage DNA. The purpose of this paper is to provide information about the knot spectrum of equilateral random polygons in spherical con nement with length and con nement ratio in a range comparable to circular DNAs packed inside bacteriophage heads. The knot spectrum for knots with at most seven crossings based on a simulation of viral packing of DNA in a virus has been reported in [17] . However the model used in [17] is complicated, and contains a number of choices to model actual DNA. Furthermore it models open DNA chains that use a closure at in nity schema to circularize. The choices made in such a model introduce a strong bias (with a strong e ect on a knot distribution) and do not allow for a clean and simple mathematical formulation.
Uncon ned equilateral random polygons (also known as ideal random polygons) have long been used to model ring polymers under the θ-conditions where polymer segments that are not in direct contact neither attract nor repel each other. It is a model that has been fairly thoroughly studied, both theoretically and numerically. Consequently, many theoretical aspects of uncon ned equilateral random polygons are well understood. For example, the mean squared distance between two vertices on an equilateral random polygon of length n that is k vertices apart is k(n − k)/(n − ), the mean squared radius of gyration of such a random polygon is (n + )/ [24] and its mean ACN (average crossing number) behaves as n ln n + o(n) [1, 9] . There are also several well tested algorithms for generating these uncon ned equilateral random polygons. For example the crankshaft algorithm [16, 18] , the hedgehog method [16, 20] , the generalized hedgehog method [23] and the recently developed method by J. Cantarella et al. [3] . Topologically, it has been shown that the FWD conjecture holds true for uncon ned equilateral random polygons, i.e., the probability that an equilateral random polygon of length n is a nontrivial knot goes to one as n goes to in nity [8] . However, detailed information on the knot spectrum of uncon ned equilateral random polygons is still rather scarce. Numerical results reported in [19] show that knotting probability is about . for n = , about . for n = and gradually increases to about . for n = . Unlike equilateral random polygons without con nement, the con ned equilateral random polygons have not been thoroughly studied and there are many unanswered questions. The rst issue is how to de ne the models to re ect the various packing properties that DNA or polymer chains may have. Once a con ned random polygon model is de ned, the next issue is determining the probability distributions of the random polygons based on the model, and the third issue is the actual generation of the random polygons in accordance with these (theoretical) probability distributions. In a series of papers, four authors of this paper have developed algorithms for several models to generate equilateral random polygons that are con ned inside a sphere of xed radius [6, 7, 10] . The model presented in [6] is the one chosen for the study presented in this paper. The model can be described as follows: Consider equilateral random polygons that are "rooted" at the origin and assume that there is an algorithm that samples such objects with uniform probability. Now consider a con nement sphere S R of radius R ≥ with its center at the origin. Only those randomly generated equilateral polygons are kept that are contained in the con nement sphere S R . Note that the algorithm used in [6] to generate polygons in con nement is not based on a direct accept-rejection method (since such a method is extremely ine cient). Instead, it uses conditional probability density functions that can be explicitly formulated to guide the generation process. Each polygon is generated one edge at a time and there is no rejection involved. Furthermore, this algorithm generates polygons that are totally independent of each other so no de-correlation is necessary. Interested readers please refer to [6] for a detailed description of this algorithm. There is no biological or other reason for the polygons to be rooted at the center. It is rather a choice for simplicity: as it turns out, equilateral random polygons de ned this way are much easier to generate due to the symmetry of the con ning sphere (relative to the root) imposed on the equilateral random polygons.
In this paper we only discuss the e ects of con nement and length of the random polygons on the topology (i.e. information based on knot types). In a future paper we shall discuss the e ects of con nement, length and knotting complexity of the random polygons on the geometry (i.e. geometric quantities such as the average crossing number, curvature and torsion, and the writhe).
Polygon sampling and knot identi cation
In our sampling of the random polygons we considered di erent polygon lengths and di erent radii of connement. For each xed con nement radius and each xed polygon length we constructed a sample of , di erent polygons. We chose the di erent radii and lengths using three simple criteria: (i) the probability of knotting is relatively high; (ii) the knots should not be so complex that the identi cation of knot types becomes computationally impossible for almost all polygons and (iii) the length/con nement radius ratio should be a range that contains the linear compaction rate of a typical bacteriophage virus DNA (up to 70 for the P4 bacteriophage virus). Using these criteria we constructed our sample space as follows:
The lengths of the random polygons range from 10 to 90 in increments of 10. The con nement radii range from R = to R = . . Increments of / are used between radii R = to R = and additionally radii R = . , and . are used. The reason for a denser sampling of R-values between one and three is that the knot-spectra change rapidly at smaller radii, but this change levels o for larger radii. For the longer polygons of lengths 60 to 90 we did not sample polygons over all con nement radii due to the fact that at small con nement radii the extreme knot complexity made it impossible for us to "identify" these knots. For example, polygons of length 60 are not sampled for R = and polygons of lengths 70, 80 and 90 are only sampled at radii from R = . to R = . with increments of / . In total our sample space consists of 164 sets each containing , polygons, yielding a total of , , random polygons. One tool we used for knot identi cation is the HOMFLYPT polynomial; interested readers can refer to a knot theory textbook such as [4] . However there are many knot types that share a common HOMFLYPT polynomial. Thus the HOMFLYPT polynomial calculation provides only a list of chiral knot types (with 16 or fewer crossings) with that HOMFLYPT polynomial. The second tool we used was knot nd within Knotscape [13] , which uses Dowker codes to compute the exact knot type. However, knot nd does not compute the chirality of a knot type (i.e. it does not di erentiate between the two chiral versions of a trefoil).
More speci cally, we used the following process to extract the knot identi cations from the polygons. First, we project the knot onto a plane and obtain crossing information. Then unraveller [21] is used to (potentially) simplify the crossing information (via a collection of simpli cation moves based on Reidemeister moves) of this crossing code. The code unraveller produces two types of output: a DT-code which is used by knot nd and crossing information which is used to compute the HOMFLYPT polynomial. For each polygon P we compute the HOMFLYPT polynomial H using a program written by Ewing and Millett [12] . We have a table of HOMFLYPT polynomials for all chiral knot types, prime and composite, with 16 or fewer crossings (under the generally accepted assumption that the crossing number of composite knots is additive). For each P, we obtain a list of chiral knot types {K , . . . , Ks} from the table all of which have H as their HOMFLYPT polynomial. Note that if this list is empty then the polygon does not represent any prime or composite knot with less than 17 crossings. In addition to the HOMFLYPT polynomial calculation, for each polygon we also used knot nd to compute the (non-chiral) knot type. We use the simpli ed DT-code D generated by unraveller, which might be the DT-code of a minimal diagram or might be the DT-code of a diagram close to the minimal diagram. Then knot nd takes D and creates a "canonical" DT-code D ′ . If D ′ represents a knot within the DT-code knot table (which only contains prime knot types) then that uniquely identi es that knot (up to chirality). If the non-chiral knot type from knot nd matches a chiral knot type in our list {K , . . . , Ks} based on the HOMFLYPT polynomial then this (chiral) knot type is identi ed as the correct one. This procedure should be totally reliable in identifying knots with less than or equal to 16 crossings. We had only one disagreement where the HOMFLYPT and the knot nd processes 'identi ed' incompatible knot types with 16 or fewer crossings. This disagreement was resolved using a second simpli cation process based on the planar-diagram code (PD-code) of the polygon, modifying the PD-code into a DT-code and looking it up with Knotscape [13] . However there are still several additional issues which we address in the following paragraphs.
(i) The polygon P might represent a knot that is not prime and therefore it is not in the DT-code knot table. At every stage of the simpli cation process using DT-codes, knot nd attempts to identify factors of composite knots. If there is an "obvious" connected sum then a part of the DT-code maps onto itself. If such a situation is detected, the simpli cation process is applied separately to each DT-code of the two factors. In the end we obtain a collection of simpli ed DT-codes from which it is possible to reconstruct the original composite knot type. If the HOMFLYPT polynomial of this reconstruction agrees with the originally computed HOMFLYPT polynomial of the polygon then we identify P as the appropriate composite knot.
(ii) The polygon P might produce a simpli ed DT-code but the simpli ed DT-code does not match any knots with 16 or fewer crossings, and additionally the HOMFLYPT polynomial H of P leads to a list of one or more knot types with 16 or fewer crossings. In such a case, either unraveller and knot nd were not able to simplify the crossings to the point that the knot could be identi ed, or the knot has more than 16 crossings but shares its HOMFLYPT polynomial with one or more knot types with 16 or fewer crossings. Cases for which the DT-code indicates that the knot has 16 or fewer crossings, are resolved based on running the simpli cation process based on the planar diagram-code (PD-code) of the polygon. In all of those cases, the PD-simpli cation con rmed the crossing number provided through the DT-code and P is identi ed as a knot with 16 or fewer crossings (which means that the translation from simpli ed DT-code to canonical DT-code failed). In cases for which the DT-code indicates that the knot has more than 16 crossings we identify the knot similar to (iii).
(iii) If the initial calculation of H indicates that P does not represent a knot in the table, then the simpli ed DT-code (or the set of simpli ed DT-codes in the case an obvious connected sum was identi ed) provides an upper bound on the crossing number. In these cases we double-checked by computing the HOMFLYPT polynomial from the simpli ed DT-code(s) to ensure that it matches H. We identify P as having the crossing number provided by the simpli ed DT-code.
We observed that the approach to knot simpli cation based on DT-codes is extremely reliable for the knots whose knot type has 16 or fewer crossings. There is no reason to believe that the simpli cation of DTcodes becomes suddenly unreliable once the actual crossing number exceeds 16. The simpli cation method using PD-codes (which also results only in an upper bound) was executed on a sample of polygons with contradictory information (see ii). It did nd PD-codes with fewer crossings (up to 8 fewer crossings) than the simpli ed DT-codes from knot nd but only for polygons for which knot nd had an upper bound between 33 and 53. The PD-code simpli cation could not produce a better result (fewer crossings in the code) than the DT-code simpli cation for crossing numbers between 17 and 33. Thus we believe that a simpli ed DT-code, while technically only providing an upper bound on the actual crossing number, gives a value that in most cases is actually the topological minimal crossing number. In particular this is true for crossing numbers that are not far above 16 (the largest number in the knot table.) Therefore we report these approximated crossing numbers as if they are the actual crossing numbers. We also report a knot as prime if no composition was detected during the simpli cation process.
As a nal comment, we remark that in some instances the above procedures fail. This could happen if the calculation of either the HOMFLYPT polynomial or the various simpli cation processes crash or simply "timeout" (i.e. we allow only a nite predetermined computation time and if this is exceeded then we call this a time-out). We note that our samples contain only (or . %) random polygons for which the HOMFLYPT calculation timed-out. There were many more cases where the simpli cation process crashed or timed-out. In total such cases are rare ( , polygons representing . % of the total) and have only a small e ect on the overall statistics. Most of these cases ( , to be exact) occurred in a few sets, see Table 1 . The missing 166 are scattered over many sets with no number exceeding 20 and are not reported in the table. Thus it seems safe to assume that most of these , polygons represent very complicated knots. However we cannot rule out that some of these actually are of a very simple knot type.
In summary, the reader should keep in mind that all numbers involving topological information are subject to small errors (as explained). Additionally, the crossing number estimate and the claim of a prime knot become less and less reliable as the crossing number increases beyond 16. In this paper we simply state these numbers without any indication of a potential error. 
Overview of the knot spectrum
Overall Summary Out of the , , random polygons sampled:
• , ( . %) are unknots;
• , ( . %) are trefoils;
• , ( . %) are prime knots and , ( . %) are composite knots (the crossing numbers range from 3 to 53);
• , ( . %) are knots which have more than 16 crossings (out of the , knotted polygons). More detailed information is shown in Table 2 for polygons with crossing numbers up to 23 (even though we have data up to 53). A graphic display of all crossing numbers is shown in Figure 1 .
The knot spectrum in pictures In the following we show the knot spectrum in a sequence of graphs for selected crossing numbers that are multiples of three. The x-axis is the con nement radius and the y-axis is the number of knots encountered with the given property. For each of the nine di erent lengths in our sample we connected the points representing polygons of the same length with lines. Note that in Figure 2 many curves have a distinct maximum. For example, for length 90 the number of knots with 15 crossings peaks at radius R = . . For smaller radii the number of 15 crossing knots drops because at length 90 knotting complexity exceeds 15 crossings and knots of low complexity (such as knots of 15 crossings) become less likely. In Figure 3 we see the knot spectrum of composite knots and of unknown knots, that is polygons for which we neither were able to identify the knot nor to determine a good upper bound on its crossing number. In all cases except the case of the unknot, the curves are aligned at R = . in the decreasing order starting at length on the top. In the case of the unknot, the curves are aligned at R = . in the increasing order starting at length on the top. 
Topological crossing number of con ned random polygons
In this section we investigate the average topological crossing number TCN, i.e. the average minimal crossing number of our polygons. We want to remind the reader that for knotted polygons with more than 16 crossings we only have upper bound estimates for their crossing numbers. Moreover there are knotted polygons for which we do not have a good estimate for their crossing numbers, see Table 1 and the averages given here do not take into account these latter polygons. The data is shown in Figure 4 . In both graphs we see nine curves representing the polygons of length 10 to 90. The graph on the left contains only the information coming from knotted polygons and as the con nement radius increases all curves level o at crossing number three, that is to say the only knots that are left are trefoils. In the graph on the right we show the TCN-average that includes the unknotted polygons. Here we see that the TCN approaches zero as the radius R increases. For small radii R there is not much di erence between the two graphs. The left side of Figure 5 is a 3D view of the data from the left side graph in Figure 4 . The tting equation of the surface (the expected TCN discounting the unknots) is given by
where R is the radius of con nement and L is the length of the polygon. This equation ts the data with R ≈ . and a max and a mean distance between the surface and the data points of about . and .
respectively. To explain the choice of this tting function we note that the equation is closely related to the tting equation given in [1] for the mean average crossing number (mean ACN) of random polygons under con nement. It was established that the mean ACN of a random polygon in con nement grows quadratically with respect to the length of the polygon [1] 
, and that the mean ACN scales as L ln(L) + O(L) in the uncon ned case (where L is the length of the polygon). A (pre-assumed) tting formula of the form a(R)L
is thus proposed in [1] where a(R) is a decreasing function of R that starts as a positive number when R is small and decreases to near as R increases to pass the average radius of gyration of the polygons (that is when the con ning e ect disappears); similarly, b(R) is an increasing function that starts from near when R is small and increases to the constant / as R passes the average radius of gyration. Here, for the TCN we would like to use a similar approach of a tting function consisting of two terms. It is plausible that in tight con nement the mean TCN behaves similarly to the mean ACN (and our data clearly indicates that both the ACN and the TCN grow quadratically with length under a con nement condition). Thus we also use a term a(R)L where as before a(R) is a decreasing function of R that starts as a positive number when R is small and decreases to near as R increases. However the second term b(R)L ln(L) is harder to justify for the TCN. It is rather intuitive and obvious to see that in the uncon ned case, the mean TCN would be much smaller than the mean ACN. Although we do not know how much smaller it is, the main result in [8] Figure 5 we analyze knot complexity in a di erent way. If we look at an individual curve in Figure 2 we notice that these curves often have a single maximum. For example in Figure 2 (top left) for polygons of length 30 and crossing number 3 this maximum occurs around R = . . If we go to the top right then we nd that for 6 crossings the maximum occurs at about R = . . We have extracted this information for polygons of lengths 30 to 60 in Figure 5 . The x-axis is the crossing number of the generated knots and the y-axis is the R-value at which the maximal number of knots with that crossing number is generated. For each of the four di erent lengths of polygons, the points of the same length are connected with lines in the gure.
For some values we approximated the maximum by using an interpolation function through the given data points to get a single value for the radius R. We did not use lengths 70 to 90 because we do not have enough data points and we did not use lengths 10 and 20 because for these short lengths we get essentially a constant radius R = . How do we interpret this data? For example our result indicates that for length and crossing number 10 the maximum occurs at R ≈ . . This means that in order to generate 10 crossing knots of length 50, we have the highest yield if we generate them with a con nement radius R ≈ . . It also means that many knots are generated whose complexity is much higher than 10 crossings. In general, for a xed polygon length, the more complex the knot, the smaller the con nement radius at which the probability of generating such knots is maximal. Also, for a xed crossing number, the longer the polygon the larger the con nement radius for this maximum. So for a xed length, a very complicated knot either can never be generated or has a highest probability to be generated at the smallest allowable radius R = . The data points in Figure 5 do not tell us the magnitude of the probabilities. For example, if we consider length 30 then both 9-crossing knots and 15-crossing knots are generated with maximal probability when R = . However from Figure 2 it can be seen that the actual number of knots generated is larger for 9-crossing knots than for 15-crossing knots and is even smaller for knots with a larger crossing number. Using R = does not help to generate knots with a very large crossing number because this maximal probability may be essentially zero.
Small polygonal knots: trefoils and gure eight knots
In our sample there are , trefoils, that is, . % of all polygons sampled are trefoils (or . % of all knotted polygons sampled with identi ed crossing numbers are trefoils). The distribution of trefoils for each given length is shown in the top left of Figure 2 . We found that there are , positive trefoils ( . %) and , negative trefoils ( . %). This data can be used to detect a possible bias in our polygon generating process, since a positive trefoil has the same probability to be generated than a negative trefoil if the generating process is unbiased. Given that a polygon generated is a trefoil, let p be the true conditional probability of a positive trefoil (p = . if the generating process is unbiased). The % con dence interval for p based on our sample data is (. , .
). Thus no obvious bias is detected. Here is another way to check on this. The average writhe of all these trefoil-polygons is − .
with a sample variance of . . From this one can construct a 95% con dence interval of the true mean writhe of all trefoil polygons, which is (−.
, . ). This also seems reasonable as the mean writhe of all trefoil-polygons is zero for an unbiased generating process. Our sample of random polygons contained triple trefoils ( # # ), see Figure 6 . There were even 26 quadruple trefoils in our sample space ( # # # ). However strong con nement (i.e. small values of R) makes composite knots less likely as is shown in Subsection 6.5 on composite knots. In our sample there are , gure-eight knots, which accounts for . % of all polygons sampled (or . % of all knotted polygons sampled with identi ed crossing numbers). These knots have an average writhe of − .
, which is close to the expected value of zero. 
The frequencies of di erent knot types . Overview
In our sample there are , ve-crossing knots: , of which are knots ( . %) and , of which are knots ( . %). There are more knots almost across the entire range of di erent radii and lengths. In fact the only exceptions occur when the number of both knots is very small, which happens only for the shortest length n = with one additional single exception at length n = and R = . The distribution of the , six crossing knots is , of the knots ( . %), , of the knots ( . %), , of the knots ( . %) and , of the # knots ( . %). Notice that the phenomenon that is more likely than and is more likely than or has also been observed for uncon ned random polygons [5, 11] . However in these studies the probability of generating more complicated knots is very low due to the lack of con nement, which weakens the statistical signi cance of these results. Notice that this is in strong contrast to a simulation that models actual DNA in a viral capsid [17] . Here is more likely than and is more likely than , while almost does not occur at all.
For seven-crossing knots we have a total of , : of which , ( . %) are knots, , ( . %) are knots, , ( . %) are knots, , ( . %) are knots, , ( . %) are knots, , ( . %) are knots, , ( . %) are knots and , ( . %) are # knots. The frequencies of all 8 crossing polygonal knots are listed in Table 3 . We note that the non-alternating prime knots , and clearly are more likely to appear than any of the alternating prime 8 crossing knots. We also observe that the least likely knot has a minimal diagram based on the * basic Conway polyhedron. If each of the prime, alternating (non-alternating) 8-crossing knot types were equally likely, we would expect each to occur . ( . ) times on average. The frequencies of all 9 crossing polygonal knots are listed in Table 4 . Again the knots with the largest frequencies ( , , and ) are non-alternating. We note that the lowest frequency is the knot , Finally we list the frequencies of 10 crossing polygonal knots in Table 5 . Again the knots with the largest frequencies are non-alternating. The only non-alternating 10-crossing torus knot has a relatively large frequency. We note that the knot is the only knot that does not appear and that its minimal diagram is based on the * basic Conway polyhedron. The knots to are obtained from the * basic Conway polyhedron via a tangle substitution, and the knots , , and are obtained from the * basic Conway polyhedron via a tangle substitution. All these knots have a relatively low frequency. If each of the prime, alternating (non-alternating) 10-crossing knot types were equally likely, we would expect each to occur . ( . ) times on average. The fact that knots with minimal diagrams close to basic Conway polyhedra all have low probabilities seems to imply that it is rare for a random polygon to possess this kind of order or symmetry. To examine this further, we looked at knot a , which also has a special polyhedron called L [14] . It turns out that this knot was not observed in our sample either. Is this signi cant statistically? Actually we think it is. There are 2,176 di erent prime knots with 12 crossings and we have 15,022 prime knots with 12 crossings in our sample. If a has the same chance to be sampled as any other 12 crossing prime knot, then the probability that it is sampled each time a 12 crossing prime knot is selected is 1/2176. The probability that 15,022 independent selections all miss this knot is only . %! However at this point we do not have a good explanation of this. Table 6 shows that prime alternating knots are becoming rarer (among all prime knots observed) as the knot complexity increases. It is known that as the crossing number goes to in nity, the percentage of prime alternating knots among all prime knots goes to 0 [22] . This trend has been picked up clearly by our data. However there is more to observe in our data. In the columns we list: the crossing number, the number of alternating knot types and the number of non-alternating knot types with that crossing number, followed by the percentage of knot types that are alternating. Then in the next two columns we show the number of observed Table 5 . The frequencies of observed 10 crossing polygonal knots. Information in bold is related to knot types related to Conway polyhedrons. Underlined knot types are fully amphichiral.
. Alternating and non-alternating knots
alternating knots and the percentage of observed alternating knots. Finally, in the last column we compute the quotient of the two percentages. (That is the percentage of actual sampled alternating knots divided by the percentage of alternating knots from the knot table.) If all knot types of a given crossing number would be equally likely to occur this number would be close to 1 for all entries. Thus, for example, the entry of . in the last column at crossing number 8 means that we only see % of the number of alternating knots that we would expect to see if all types would be equally likely. Clearly the table shows that on the average alternating knots are less and less likely to occur than non-alternating knots as the crossing number increases. Furthermore, this bias towards non-alternating knots seems to become stronger as the crossing number increases (as indicated by the generally decreasing order of the entries in the last column).
. Fully amphichiral knots
If a knot is isotopic to both its reverse and its mirror image, it is fully amphichiral. The simplest knot with this property is the gure-eight knot. Just as with alternating knots, we can show that fully amphichiral knots are rare in our sample. To do this we use a similar method as in the case of alternating knots. However we only consider data up to 12 crossing since after that the percentage of these knots becomes too low for the collected data to be statistically meaningful. The summary is shown in Table 7 where we do not show the odd crossing numbers since there are no fully amphichiral knots with an odd crossing number less or equal to 12. 
. Torus knots
Only the T(n, ) torus knots are alternating, all other torus knots T(n, m) where gcd(m, n) = and n > m > are highly non-alternating. As shown in Table 8 the non-alternating torus knots occur with surprisingly high frequencies compared to their alternating counterparts. In Table 8 we show the following in the columns moving from left to right: the crossing number; the torus knot symbol; the knot notation from the knot table of [13] ; the number of observed torus knots; the expected frequency of a non-alternating knot if all non-alternating knots with that crossing number would be equally likely sampled; and nally the quotient of the observed frequency over the expected frequency. We can clearly see that the larger the crossing number becomes, the more pronounced the e ect of increased probability for a non-alternating torus knot to appear becomes. Even at the small sample sizes, the e ect is signi cant. After the horizontal bar in Table 8 we list the alternating (n, )-torus knots. Here we see the opposite e ect, these knots are less frequent than they should be under the assumption that all alternating knots with that crossing number are equally likely. As with the non-alternating case this e ect increases as the crossing number goes up.
. Composite knots Table 2 shows that the percentage of observed composite knots decreases as the crossing number increases. However it is generally expected (although it has not been theoretically established to the knowledge of the authors) that the number of composite knots grows faster than the number of prime knots as the crossing number increases. This tells us that large composite knots are less likely to be sampled under a con nement condition. In other words, con ned equilateral random polygons are more likely to be prime knots. Similar information can be obtained from Figure 3 . For example the top curve in both graphs in Figure 3 represents the polygons of length 90. On the left we see that the number of composite knots is declining as the radius decreases, while on the right we see that the number of knots so complicated that we cannot identify them increases drastically.
Ending remarks
Our numerical study has yielded many interesting results, some of these are expected and can be readily explained, while some other are surprising and are without a clear explanation. We end this paper with a few remarks on a few highlights of the paper.
• Con nement drastically increases knotting probability. This lends some explanation as to why a high percentage of bacteriophage DNAs are knotted.
• The spectrum of con ned polygonal knots is wide, covering almost all small crossing knots up to 10 crossings. From a purely mathematical point of view, this means that con ned equilateral polygons would be good tools to generate complicated knots (especially prime knots).
• The observed knot spectrum shows no obvious bias in knots with positive or negative writhe, but is clearly biased against alternating knots and and some knot families whose diagrams have particular properties. One special case of this is the torus knot family and another special case is for knots with special diagrams -such as those obtained from a Conway polyhedron.
• The observed knot spectrum is heavily tilted towards prime knots rather than towards composite knots despite the fact that it is generally expected that the number of composite knots grows faster than the number of prime knots, indicating that con nement does not favor composite knots in general. This is in sharp contrast to the case of uncon ned random equilateral polygons, where it has been shown that the probability for the polygon to be a composite knot tends to one as the length of the polygon goes to in nity [8] . The inevitability of knotting (namely the FWD conjecture) for con ned equilateral random polygons has been a long standing open question. The numerical results here partly explain the di culty: if a large proportion of the polygons consists of prime knots, then the technique used in [8] cannot be applied as it depends on the fact that a long, uncon ned equilateral random polygon has a locally knotted component with high probability.
