The paper proves that all power series over a maximal ordered Cauchy complete non-Archimedean field satisfy the intermediate value theorem on every closed interval. Hensel's Lemma for restricted power series is the main tool of the proof.
Introduction
It is well-known that, over a complete Archimedean field (i.e. the field R of real numbers), the intermediate value theorem holds for every function continuous on a closed interval. The proof is strongly based on the Archimedean property, or better on the dichotomy procedure, which is a consequence of it.
Over a non-Archimedean field K the theorem is false for the class of all continuous functions (see [5] , Example 4.1), even in the event that K is maximal ordered and Cauchy complete. Nevertheless long ago it has been proved for polynomials and rational functions defined over a maximal ordered, not necessarily complete, non-Archimedean field (see [2] , §2, n. 5, Proposition 5).
In [5] we proved that, when K is maximal ordered, the theorem can be extended to any power series algebraic over the field K(X) of rational functions, with a direct proof that makes use of the theorem for polynomials.
In the present paper we investigate the intermediate value theorem for an arbitrary power series over a non-Archimedean maximal ordered and complete field K. In order to attain the result we use Hensel's Lemma, in its strong version for the ring of restricted power series. In fact we apply it to the valuation ring of all elements of K that are not infinitely large with respect to Q (or to any other subfield L which K is non-comparable with). Since the maximal ideal of infinitesimals may contain no topologically nilpotent element, we need the stronger version of Hensel's Lemma proved in [22] .
We also show that each root of odd order of a power series is the limit of a sequence of roots of the partial sums (the order, or multiplicity, being defined in [5] , Theorem 3.11). The even order behaves quite differently; in fact it may occur, and sometimes it occurs, that the root of the series is only the limit of a sequence of extremes of the partial sums.
It is worth observing that, while in [5] we proved that algebraic power series satisfy the intermediate value theorem on a closed interval of a maximal ordered field, here we prove that general power series have their zeros in a maximal ordered and complete field.
As for the cardinality of the set of zeros, we show that, on the whole field K, it may occur that there are infinitely many roots, but they shrink to finitely many on the subring of the elements that are not infinitely large with respect to a subfield which K is non-comparable with.
We want to recall that the theory of non-Archimedean ordered fields goes back to the nineteenth century and was introduced by Veronese and Levi-Civita (see [11] , [12] , and also [1] and [21] ). As for the intermediate value theorem on the Levi-Civita field of functions from Q to R with left-finite support, a proof is given in [20] , while in [10] and in [18] a quite different point of view is considered.
Notation and general facts
Unless otherwise stated, K is a non-Archimedean, maximal ordered, complete field (for ordered fields and completions in general we refer the reader to [2] , [8] and [23] ). We only recall that K is called maximal ordered if every ordered algebraic extension of K coincides with K ( [2] , §2, n. 5, Définition 4) and that K is maximal ordered if and only if every positive element of K is a square and moreover every odd degree polynomial over K has a root in K ( [2] , §2, n. 6, Théorème 3).
We assume once for all that the order topology has a countable basis for the neighbourhoods of 0 (see [9] , ch. I, p. 50 and [13] , X, p. 335). An element x ∈ K is topologically nilpotent if lim x n = 0 (see [6] , p. 19). The following cases can occur (see [5] , §3):
1. there is a topologically nilpotent element ǫ ∈ K, 2. there is a sequence (ǫ 0 > ǫ 1 > ǫ 2 > · · ·), converging to 0, such that ∀n, ǫ n > 0 and ∀n, ∀i, ǫ i n > ǫ n+1 . We always choose ǫ 0 = 1.
In case 1. the sets U n = {x ∈ K, |x| < ǫ n } give a basis for the neighbourhoods of 0, while in case 2. we need the setsŪ n = {x ∈ K, |x| < ǫ n }.
For every non-Archimedean ordered field L,L denotes the ordered closure andL the Cauchy completion.
If S(X) = a n X n is a power series over K, we denote by S n (X) the n-th partial sum n i=0 a i X i . If L ⊂ K is a subfield such that K contains at least one element x larger than every a ∈ L, we say that K is non-comparable with L (or non-Archimedean over L). For instance, K is non-comparable with Q.
An element x ∈ K is called infinitely large with respect to L if |x| > a, ∀a ∈ L + (set of all positive elements). An element y ∈ K, y = 0 is called infinitely small (or infinitesimal) with respect to L if |y| < a, ∀a ∈ L + . If x is infinitely large, then 1 x is infinitely small and conversely. When L = Q we simply say that x is infinitely large and y is infinitely small or infinitesimal. If x ∈ K is algebraic over the subfield L, then x is neither infinitely large nor infinitely small with respect to L (see [2] , Exercise 14, p. 57). The same is true for every y ∈L (as a consequence of the definition of order in the completion, see [23] , 67).
Given L ⊂ K such that K is non-comparable with it, we set:
, chap. VI, n. 2, Théorème 1). Remark 2.1. Let us assume that there is a sequence (ǫ n ) converging to 0 but not a single ǫ such that lim ǫ n = 0. (a) Given a subfield L over which K is non-Archimedean, we can assume that all the ǫ n 's (except ǫ 0 = 1) are infinitesimal with respect to L (by possibly discarding finitely many of them).
It follows that every ω n = 1 ǫn , n ≥ 1, is infinitely large with respect to L.
n > ǫ n+1 (this inequality actually follows from 2. above).
(c) It is easy to see that each ǫ i+1 is transcendental over L(ǫ 1 , ǫ 2 , · · ·, ǫ i ) ⊂ K, since algebraic elements cannot be infinitesimal.
Remark 2.2.
If there is a topologically nilpotent ǫ, then ǫ does not belong to every L which K is non-comparable with. In fact, ǫ ∈ L impliest ǫ n ∈ L, ∀n, in contradiction with the non-Archimedean assumption on K (choose x ∈ K infinitely small with respect to L, so less than every ǫ n : x must be 0).
A local ring (A, M ), is called henselian if the following property holds: Let P (X) ∈ A[X] be a polynomial such that its canonical imageP (X) into the quotient ring A M [X] is the productQ(X)T (X) of a monic polynomial Q(X) and another polynomialT (X), the two factors being coprime. Then P (X) = Q(X)T (X), where Q(X) is a monic polynomial that liftsQ(X) and T (X) is a polynomial that liftsT (X). Moreover P (X), Q(X) are uniquely determined and coprime.
Hensel's Lemma states that a complete local ring is henselian (see [17] , ch. V, §30, p. 103). There is a wide class of henselian rings (see for instance [7] ).
A monic polynomial X r +···+c 1 X +c 0 is an N-polynomial if c 0 ∈ M, c 1 / ∈ M . A local ring is henselian if and only if every N-polynomial has a root in M ( [17] , ch. V, §43, p. 179 and also [7] , Theorem 5.11).
If S(X) is defined over a topological ring A with a linear topology, i.e. with a basis of the neighbourhoods of 0 formed with ideals, S(X) is called restricted if lim a n = 0 (see [6] , p. 18).
Hensel's Lemma can also be given for restricted power series (see [3] , III, §4, n. 3 and [6] , Theorem 3.7, p. 19).
Lemma 2.3. (Hensel's Lemma for restricted power series) Let A be a complete separated ring with respect to a linear topology, M a closed ideal whose elements are topologically nilpotent, S(X) a restricted power series such that its canonical imageS(X) into the topological quotient ring A M {X} is the productP (X)T (X) of a monic polynomialP (X) and a restricted seriesT (X), the two factors being coprime. Then S(X) = P (X)T (X), where P (X) is a monic polynomial that lifts P (X) and T (X) is a restricted series that liftsT (X). Moreover P (X), T (X) are uniquely determined and coprime.
3 Non-comparable subfields and some topology
In this section we investigate some topological properties of the valuation ring of non-infinitely large elements that follow from the ordering of the field K, with special focus on topologically nilpotent elements.
Lemma 3.1. If there is a topologically nilpotent element ǫ, then X contains a maximal element, which is both maximal ordered and Cauchy complete.
Proof. The set X of all subfields L ⊂ K which K is non-comparable with is not empty and can be ordered by inclusion.
First of all we show that, if F is a subset of X, then L ′ = ∪F belongs to X. In order to prove this property let us recall (Remark 2.2 above) that no L ∈ X can contain ǫ. As a consequence ǫ / ∈ L ′ , so that K is non-comparable with L ′ . Therefore, by Zorn's lemma, X has a maximal element L. Such a subfield is both maximal ordered and complete, since the ordered closure and the completion of an ordered field are comparable with it. Proposition 3.2. If K contains a topologically nilpotent element ǫ and L is maximal as above, then every element of M L is topologically nilpotent.
Proof. Let x be in M L . Put: y = 1 x and observe that |y| > |h|, ∀h ∈ L, so that y / ∈ L, which implies that y is transcendental over L (every algebraic element is comparable with L). Let us assume y > 0, and consider the field L(y) ⊂ K. Since L is maximal with the property that K is non-comparable with it, K is comparable with L(y), i.e. every k ∈ K is neither infinitely large nor infinitely small with respect to L(y), so that there is a rational function P (y) Q(y) which is larger than ω = 1 ǫ . But, in the unique ordering of L(y) (see [16] , §3) every rational function is less than some power y m , so that ω < y m for some m ≥ 1. Therefore lim x n = lim 1 y m = 0. Remark 3.3. The above two results state that, if K contains a topologically nilpotent element ǫ, then, among all those subfields which K is non-comparable with, there is a maximal element L, giving rise to a local ring (A L , M L ) whose elements in M L are all topologically nilpotent.
Remark 3.4. Let L be any subfield with which K is non-comparable. In all cases, with or without topologically nilpotent elements, the ring A L , equipped with the topology induced by the ordering of K, is a topological ring, i.e. the functions (x, y) → (x + y), (x, y) → xy and x → −x are continuous. Moreover it is Hausdorf since, if |x| ≤ ǫ n (ǫ n ), ∀n, then x = 0 (see [6] , p. 2). Observe that K is a topological field and every subring is a topological ring.
Lemma 3.5. For every subfield L such that K is non-comparable with it, the topology of A L is linear, i.e. there is a basis of the neighbourhoods of 0 whose elements are ideals of A L .
Proof. Case 1: there is a sequence of infinitesimal elements (ǫ n , n ∈ N) and no nilpotent element. Set
Step
, it follows that |x| < ǫ n+1 ω 1 < ǫ n by our choice of the infinitesimals, which proves the claim.
Case 2: there is a topologically nilpotent element ǫ. Then the proof above works if we replace ǫ n by ǫ n , ∀n ∈ N (and use remark 2.2).
Proposition 3.6. For every subfield L such that K is non-comparable with it the following hold true:
Proof. 1. It is enough to prove that A L is complete. Let (c n ) be any Cauchy sequence with c n ∈ A L , ∀n. Hence there is c ∈ K such that c = lim c n . This implies that, for every infinitesimal h, the open interval ]c − h, c + h[ contains at least one element c N , i.e. c − c N = η, with η infinitely small and so belonging to M ⊂ A. We obtain that c
We will consider the special case L = Q, since we know that Q is a subfield which K is non-comparable with. The ring A = {x ∈ K, x is not infinitely large over Q} is a valuation ring, as we have already seen, and M = {x ∈ A, x is infinitely small over Q} is its maximal ideal.
Changing the interval and trasforming S(X)
into a restricted power series over A
We want to show that every power series converging in some closed interval, can be transformed into a restricted power series over the ring of non-infinitely large elements, the simple tools being a linear change of variable and the multiplication by a suitable element in K. The series so acquires a few good properties useful in what follows. 
is mapped one-to one onto [1, 2] , and X = a corresponds to Z = 1,
(ii) S(hZ + k) = T (Z) is a power series whose domain contains [1, 2] .
Moreover there are d ∈ K and N ∈ N such that (iii) dT (Z) is a restricted power series over the ring A of non-infinitely large elements and da N = 1, da N +h ∈ M, ∀h ≥ 1.
Proof. (i) and (ii).
We set: (iii). Set: T (Z) = t n Z n . We have lim n→∞ t n = 0 because the series is convergent at Z = 1 (see [5] , General facts, Theorem 2.1, and [13] , p. 335, XII) and so only finitely many coefficients lie outside of A, since A contains all the infinitely small elements.
Let now |t h | = a be the largest among all the absolute values |t n |. Then b n = tn a is not infinitely large and so H(X) = S(X) a = b n X n is a power series over A such that lim b n = 0 (it is convergent at 1). Therefore H(X) ∈ A{X} = ring of restricted power series over A. Observe that |b h | = 1 implies H(X) / ∈ M {X} (restricted series with all coefficients in M ). In this event there is the largest integer, say N , such that b N / ∈ M . As a consequence b N is invertible in A and we can consider the following series: V (X) = H(X) bN = c n X n , which is still restricted over A and has c N = 1, c n ∈ M, ∀n > N . Therefore d = (ii) It is worth to point out that there is a one-to-one correspondence between the zeros of S(X) in [a, b] and the zeros of T (Z) in [1, 2] .
(iii) Obviously the above proof works if [1, 2] is replaced by any interval whose endpoints are neither infinitely large nor infinitely small.
Hensel's lemma for restricted power series
In the present section K is maximal ordered and complete, with the exception of the following Proposition 5.1, which holds true for a maximal ordered field K. We choose a subfield L ⊂ K such that K is not comparable with it, for instance L = Q. We want to show that Hensel's Lemma for restricted power series ( [6] , p.19) holds on the local ring A of elements which are non-infinitely large with respect to L, even if there is no topologically nilpotent element in the maximal ideal M . By [22] , Teorema 5, it is enough to show that (A, M ) is a henselian pair.
Proposition 5.1. Let (A, M ) be a valuation ring of a maximal ordered, not nessarily complete, field K. Then (A, M ) is a henselian pair.
Proof. Since A is a local ring, it is enough to prove that every N -polynomial
has a root in M (see Notation and [22], §1).
First we observe that, if the polynomial has degree r = 1, then P (X) = X + c 0 has the root −c 0 ∈ M .
Then we consider the case of a degree two polynomial. If P (X) = X 2 + 2bX + c is any N -polynomial, then it has two roots in K(i) (algebraic closure of K, see [2] , §2, n. 6, Théorème 3):
2 − c is for sure positive, so that the two roots actually belong to K (which is maximal ordered), hence also to A, which is integrally closed as a valuation ring ( [4] , chap. 6, §1, n. 3, Corollaire 1). Therefore there is no irreducible degree two N -polynomial. Now we point out that, if an N-polynomial p(X) = X m +···+p 1 X +p 0 is the product of two factors q(X) = X s + · · · + q 1 X + q 0 , r(X) = X h + · · · + r 1 X + r 0 , then one and only one between the two factors is an N-polynomial. In fact we have: q 0 r 0 = p 0 ∈ M , so that one factor must belong to M , say q 0 . In this event q 0 r 1 + q 1 r 0 = p 1 / ∈ M , so that neither q 1 nor r 0 can belong to M . Therefore q(X) is an N-polynomial while r(X) is not. This implies in particular that a degree two N -polynomial has exactly one root in M .
Let us now assume that r ≥ 3. Since K is maximal ordered, P (X) is the product of linear factors, say P 1 (X), · · ·, P h (X), and irreducible second degree factors, say Q 1 (X), · · ·, Q s (X) (see ([2] , §2, n. 6, Proposition 9). Since A is integrally closed, all factors have coefficients in A (see [3] , chap. 5, §1, n. 3, Proposition 11).
Therefore we obtain that one and only one among the linear factors is an Npolynomial, since the second degree irreducible factors cannot be N-polynomials. Such a factor has the required root. Corollary 5.3. Let S(X) = ∞ n=0 a n X n be a restricted power series over A such that the partial sum S N (X) is a monic polynomial for some N and moreover a N +h ∈ M, ∀h ≥ 1. Then S(X) = P (X)B(X), where P (X) is a monic polynomial such that P (X) = S N (X) mod M and B(X) ∈ 1 + M {X} is a restricted power series.
Proof. This is essentially [19] , Théorème 10. In fact the proof of this theorem makes only use of Hensel's Lemma for restricted power series, applied to the decomposition (mod M ):S(X) =S N (X) ·1. The previous corollary states that such a lemma holds without topologically nilpotent elements.
Corollary 5.4. Let S(X) = ∞ n=0 a n X n be a power series defined in the closed interval [a, b]. Then S(X) has only finitely many zeros.
Proof. Thanks to Proposition 4.1, we can assume that the partial sum S N (X) is a monic polynomial for some N , while a N +h ∈ M, ∀h ≥ 1. By Corollary 5.3 we have S(X) = P (X)B(X), where P (X) is a polynomial and B(X) ∈ 1 + M {X} cannot have roots; therefore S(X) vanishes where a polynomial vanishes.
Remark 5.5. In all the above results any field L such that K is non-comparable with it works. We obtain Corollary 5.3 with A = ring of elements that are not infinitely large with respect to L. Proof. Thanks to Proposition 4.1 we can assume that -a = 1, b = 2, -S(X) is a power series over the local ring (A, M ), where A = A L is the ring of elements that are not infinitely large over any subfield L ⊂ K, with which K is non-comparable, while M = M L is the maximal ideal of all the infinitely small elements, -S(X) is restricted because it is convergent at X = 1, which implies lim a n = 0, -S(X) has a coefficient a N = 1 with the property that a m ∈ M, ∀m > N . Therefore, by Corollary 5.3, S(X) = P (X)B(X), where P (X) = monic polynomial over A such thatP (X) =S(X), B(X) = b n X n = restricted Remark 6.2. In the proof above any L, such that K is non-comparable with it, can work, in particular L = Q. When K contains a topologically nilpotent element ǫ the proof of the intermediate value theorem can be based on Hensel's Lemma as it is stated in [6] , p. 19 provided that we choose a maximal subfield L which K is non-comparable with. It is in fact enough to observe that Hensel's Lemma for restricted power series holds true, since A is equipped with a linear topology (see Lemma 3.5) and it is Hausdorf and complete as well as the maximal ideal M (Lemma 3.6), while every element of M is topologically nilpotent (Lemma 3.2). Therefore the proof based on the decomposition mod M works.
The intermediate value theorem
7 The set of zeros of a power series: accumulation and cardinality
The following theorem and corollary hold both in the Archimedean and in the non-Archimedean case.
Theorem 7.1. Let S(X) be a power series such that S(a)S(b) < 0. Then at least one among the zeros of S(X) in [a, b] is an accumulation point for the set Z = ∪Z n , where Z n = {{z ∈ [a, b], S n (z) = 0}. Therefore at least one zero is the limit of a sequence of zeros of partial sums.
Proof. Let (c 1 < c 2 < · · · < c k ) be the finitely many zeros of S(X) in the interval. Let us assume S(a) < 0, S(b) > 0 and that c 1 be not an accumulation point. Then there is an interval I = [c 1 − r, c 1 + r] contaning no element of the set Z, no zeros of S(X) except c 1 and neither a nor b. This implies that the partial sum S n (X) has no root in I and that S n (x) is either > 0 or < 0, ∀x ∈ I. Since S(x) = lim n→∞ S n (x), ∀x ∈ I, there is n 0 such that n > n 0 implies S n (x) < 0, ∀x ∈ I, x < c 1 ; as a consequence S n (x) < 0, ∀x ∈ I.
We conclude that, if c 1 is not an accumulation point, then there is a suitable r > 0 such that S(c 1 + r) < 0. We now shrink [a, b] to the subinterval [c 1 + r, b] so that the least zero of S(X) becomes c 2 . We repeat the argument and assume that c 2 is not an accumulation point. After finitely many steps we find that, if no zero is an accumulation point, then there is s such that S(c k −s) < 0, S(c k +s) < 0. But S(b) > 0 implies that there is a zero between c k + s and b, which is a contradiction.
If c is an accumulation point of a sequence, then it is obvious that it is the limit of a suitable subsequence.
Remark 7.2. By [5] , Theorem 3.11, it is easy to define the concept of order (or multiplicity) of a power series at c ∈ K: if S(X) = (X − c) s q(X), where q(c) = 0, s is the order. Therefore we are allowed to use the terms odd order, even order. It is clear that S(X) has odd order at c if and only if S(a)S(b) < 0, where [a, b] is a suitable interval containing c.
Observe that, by using [5] , Theorem 3.11, it is easy to prove that, if a given zero is of even order, then it is either a local minimum or a local maximum for the series. Theorem 7.4. Let c be a zero of even order of S(X) (so it is a local extreme). Then c is an accumulation point of local extremes of the partial sums, c and the extremes having the same type.
Proof. We know that c is a zero of odd order of the derivative S ′ (X); as a consequence it is an accumulation point for the set of zeros of the partial sums (S ′ (X)) n = S ′ n+1 (X), each of which is a local extreme of S n (X). Now we observe that S(X) = (X −c) 2p T (X), where 2p is the even order of the zero and T (c) = 0 (see [5] , Theorem 3.11). Therefore (see [5] , Theorem 3.7)
r(X −c), where lim X→c r(X −c) = 0. It follows that the sign of S(X) around c is the same as the sign of S (2p) (c), which implies that c is a maximum (minimum) iff T (c) < 0 (> 0) or, which is the same, iff S (2p) (c) < 0 (> 0). In order to see that a maximum is an accumulation point of maxima and a minimum of minima it is now enough to observe that, for n large enough, (S (2p) (c)) n = S (2p) n−2p (c) has the same sign as S (2p) (c) since
The following example shows that a double zero of a series is approximated by extremes but not always by roots of the partial sums. As usual ǫ is nilpotent
Example 7.5. Let F (X) = ∞ n=0 b n X n be any power series, c any element of K, and set:
Then a straightforward computation on the partial sums T n (X),
1−ǫX . Then both F (X) and T (X) converge between 1 2 and 2 and moreover F (x) > 1 for every x such that 1 ≤ x ≤ 2, since it is the difference between 2 and an infinitesimal element. Therefore F n (x) > 1 2 for n large enough. Hence we obtain the following inequality:
, where also the second term is strictly positive. Therefore T n (X) has no root converging to 1.
Remark 7.6. The set of zeros belonging to A of the power series S(X) is finite (5.4). However there are power series whose domain is K and having infinitely many zeros, as the following two examples show.
Example 7.7. Let K be a maximal ordered, complete field having a topologically nilpotent element ǫ (the sets U n = {x ∈ K, |x| < ǫ n , n ∈ N} form a basis for the neighbourhoods of 0). Set:
Since lim(ǫ
is the whole K (see [14] , (IV), p. 137 and [5] , Notation). We want to show that
To this purpose we observe that
, where ǫ n 2 −4ln is finite for n = 0 and n = 4l, infinitesimal for n > 4l, infinitely large for 0 < n < 4l. Since the maximum of φ(n) = 4ln − n 2 is attained at n = 2l, the largest term of the series is ǫ
−4l
2 with positive sign, and it forces the series to attain a positive value.
An analogous argument shows that S(ǫ −4l−2 ) = (−1) n ǫ n 2 −4ln−2n contains finitely many non-infinitesimal terms, among which −ǫ −4l
2 −4l−1 is infinitely large and most negative, so that it forces the series to attain a negative value.
As a consequence S(X) vanishes infinitely many times, with one root at least between ǫ −4l−2 and ǫ −4l , thanks to the intermediate value theorem.
Example 7.8. Let K be a maximal ordered, complete field having no topologically nilpotent element, but a decreasing sequence of infinitesimal elements (1 = ǫ 0 > ǫ 1 > ǫ 2 > · · ·) such that the sets (U n = {x ∈ K, |x| < ǫ n , n ∈ N} form a basis for the neighbourhoods of 0. As usual we assume that ǫ i n > ǫ n+1 , ∀n ∈ N, ∀i ∈ N. As a consequence the following holds: ǫ n i > mǫ i+1 , ∀, n, i, m ∈ N. Set:
The domain D S of S(X) contains at least X = 1, so that it is the whole K (see [14] , (IV), p. 137 and [5] , Notation). Let us compute S(ǫ , since this is equivalent to ǫ h+1 ǫ h > ǫ h+2 ; but we know that ǫ h+1 > ǫ h+2 and ǫ h > 1, so we obtain the inequality.
As a consequence (if u ∈ N, u ≥ 1) we obtain |(−1) h+1 ǫ h+1 ǫ h , ∀u ∈ N we obtain R h+1 < ǫ h+1 ǫ −(h+2) h , where R h+1 is the remainder of order (h + 1) of the series. Therefore R h+1 is infinitesimal.
Let us now consider the first h + 1 terms of the series, where h ≥ 2: S h (ǫ h ) < 0, if h is odd (> 1). As a consequence S(X) vanishes infinitely many times thanks to the intermediate value theorem.
