We propose a first-order smoothed penalty algorithm (SPA) to solve the sparse recovery problem min{ x 1 : Ax = b}. SPA is efficient as long as the matrix-vector product Ax and A T y can be computed efficiently; in particular, A need not have orthogonal rows. SPA converges to the target signal by solving a sequence of penalized optimization sub-problems, and each sub-problem is solved using Nesterov's optimal algorithm for simple sets [18, 19] . We show that the SPA iterates x k are -feasible, i.e. Ax k − b 2 ≤ and -optimal, i.e. | x k 1 − x * 1 | ≤ afterÕ( − 3 2 ) iterations. SPA is able to work with 1 , 2 or ∞ penalty on the infeasibility, and SPA can be easily extended to solve the relaxed recovery problem min{ x 1 : Ax − b 2 ≤ }.
1. Introduction. In this paper we design a new first-order penalty-based algorithm for solving the 1 -minimization problem min x∈ n x 1 subject to Ax = b, (1.1) where 1 -norm x 1 = n i=1 |x(i)|, x(i) denotes the i-th component of the vector x, b ∈ R m , x ∈ R n , A ∈ R m×n and the number of equations m n. This problem can be reformulated into a linear program (LP) and therefore, can, in theory, be solved efficiently.
LPs of the form (1.1) have recently attracted a lot of attention since they serve as the basis for a new signal processing paradigm known as compressive sensing (CS) [4, 5, 6, 8] . The goal in CS is to recover a sparse signal x from a small set of linear measurements or transform values b = Ax. Ordinarily the sparse signal would have to be recovered by solving the NP-hard 0 -minimization problem min x∈ n x 0 subject to Ax = b, (1.2) where the 0 norm x 0 = n i=1 1(x(i) = 0). Recently, Candes, Romberg and Tao [4, 5, 6] and Donoho [8] have shown that when the target signal x is s-sparse, i.e. only s of the n components are non-zeros, and the measurement matrix A satisfies some regularity conditions, the sparse signal can be recovered by solving the LP (1.1) with probability 1 − O(e −γn ) for some γ > 0 when the number of measurements m = O(s ln(n)). Thus, in theory, the sparse signal can be recovered very efficiently.
However, in practice, solving the LP (1.1) is hard. This is because the constraint matrix A is large and dense, and the LPs are often ill-conditioned. Thus, general purpose simplex-based LP solvers are not able to efficiently solve (1.1). In typical CS applications, the problem dimension is large -n ≈ 10 6 ; therefore, general purpose interior point methods that require factorization of an m × n matrix are not practical for solving LPs that arise in CS applications.
The measurement matrix A in CS applications has a lot of structure that can be exploited by special purpose algorithms. In many applications A is a partial discrete cosine transform matrix, i.e. measurement b = Ax is the value of the discrete cosine transform (DCT) of the signal x for a small set of frequencies.
Consequently, Ax and A T y can be computed very efficiently using the Fast Fourier Transform (FFT). In other applications A is a partial wavelet matrix; once again Ax and A T y can be computed efficiently by using forward and inverse wavelet transforms. A number of different recently proposed algorithms exploit this structural fact to efficiently solve (1.1). One class of these algorithms solve (1.1) in the Lagrangian form:
Figueiredo, Nowak and Wright [17] propose the GPSR algorithm that uses gradient projection method with Barzilai-Borwein steps to solve (1.3). Hale, Yin and Zhang [9, 10] propose solving (1.3) using fixed point continuation (FPC) algorithm that embeds soft-thresholding (IST) algorithm [13] in a continuation strategy. Wen, Yin, Goldfarb and Zhang [21] improve the performance of FPC by adding an active set (AS) step.
Yin, Osher, Goldfarb and Darbon [22] solve (1.3) using Bregman iterative regularization. In this algorithm one solves a sequence of problems of the form min x∈R n λ x 1 +
where f k are obtained by suitably updating the measurement vector b. This method utilizes FPC for solving the unconstrained subproblems (1.4) . GPSR, FPC and FPC-AS only converge to the optimal solution of (1.3). There are no known continuation schemes that ensure that these algorithm converge to the solution of (1.1). Bregman iteration based methods [22] provably converges to the optimal solution of the basis pursuit problem (1.1); however, the convergence rate is unknown.
Other algorithms for the 1 -minimization problem include an iterative solver in an interior-point framework [16] , and an accelerated projected gradient method [14] . In [7] , Van den Berg and Friedlander adapt the nonmonotone spectral projected gradient algorithm to efficiently solve the LASSO subproblem Ψ(t) = { Ax − b 2 2 : x 1 ≤ t} and then update the LASSO parameter t using a Newton step to solve the relaxed 1 -minimization problem
(1.5)
The algorithm in [7] provably converges to the optimal solution of the relaxed problem (1.5); however, the convergence rate is unknown. In this paper we propose a new first-order smoothed penalty algorithm (SPA) to solve the sparse recovery problem min{ x 1 : Ax = b}. SPA employs Nesterov's optimal gradient method for non-smooth convex optimization [19] to solve the penalized subproblems. While this paper was being prepared for submission, we became aware of a technical report by Becker, Bobin and Candès [20] where they independently propose a new algorithm NESTA for solving the the relaxed 1 -minimization problem (1.5) and, by setting = 0, the 1 -minimization problem (1.1), which is also an adaptation of Nesterov's optimal gradient method for non-smooth convex functions [19] to solve (1.5) . NESTA computes an -optimal solution for (1. See [19] and Section 2 for details on the smoothing and the update optimization problem. When A T A is an orthogonal projector, i.e. the rows of A are orthonormal (as is the case when A is a partial Fourier or DCT matrix), solving (1.6) requires one to compute one matrix-vector multiplication of the form Ax and one of the form A T y, and is, therefore, very efficient in the CS context. However, when A T A is not orthogonal projector (as is the case when the measurement matrix A corresponds to a partial non-orthogonal wavelets transform or the partial pseudo-polar Fourier transform that arises in the context of CT imaging [1] ) the complexity of the update step is O(n 3 ) and is, therefore, prohibitive for practical applications. NESTA can be embedded in a continuation scheme that allows one to compute a solution with any desired accuracy. In this paper we propose a new first-order sequential penalty algorithm (SPA) to solve the CS decoding problem (1.1). This algorithm was, in part, motivated by the fact that a direct application of the Nesterov non-smooth optimization to (1.1) (as in NESTA) results in a very expensive update step. SPA solves (1.1) by iteratively solving a sequence of optimization problems of the form
where λ k 0. The updates in Nesterov algorithm for solving the sub-problem involves computing the gradient of a suitably smoothed version of the function λ k x 1 + Ax − b 2 and solving an unconstrained sub-problem of the form min x c T x+ L 2 x−z 2 2 . Since each sub-problem is unconstrained, optimally solving them is as simple as taking a simple gradient step x = z − 1 L c. (In Section 4 we present a slightly modified version of SPA where the update step has O(n ln(n)) complexity but the overall performance is superior).
We show in Section 2 that the complexity of computing gradient of a smoothed version of λ x 1 + Ax − b 2 is dominated by the time of computing Ax, and can, therefore, be computed efficiently in the CS context. Since we penalize the infeasibility by the appropriately smoothed version of Ax − b 2 , the iterates with small infeasibility are penalized harsher in SPA as compared to algorithms employing the smooth penalty Ax − b 2 2 , and, therefore, we expect SPA to converge faster, especially when the tolerance on feasibility is small.
The main contributions of this paper are as follows. (a) We show that SPA converges to an optimal solution x * of (1.1), i.e. x * ∈ argmin{ x 1 : Ax = b}. See Theorem 2.1 and Corollary 2.2 for details. In order for the algorithm to be efficient, we only require that the matrix-vector product Ax and A T y be computed efficiently; in particular, we do not require that A has orthonormal rows. This implies that our algorithm can be used to recover compressed CT scans [1] where A T A is not an orthogonal projector. (b) We show an explicit bound on the degree of sub-optimality | x k 1 − x * 1 | for any iterate x k . Thus, the user can stop the algorithm at any iteration k with guarantee on the sub-optimality. See Theorem 2.4 for details. Using this result we also establish a convergence rate for the algorithm. We show that there exist a priori fixed parameter settings such that, for all small enough , the iterates x k computed by our algorithm are -feasible, i.e. Ax k − b 2 ≤ , and -optimal, | x k 1 − x * 1 | ≤ , afterÕ( − 3 2 ) iterations, where the complexity of each iteration is O(n ln(n)). See Theorem 2.5 for details. (c) The SPA algorithmic framework is very flexible. One can change the penalty Ax−b 2 to either Ax−b 1 or Ax − b ∞ without affecting any aspect of the theoretical or practical performance. The framework easily extends to the relaxed recovery problem min{ x 1 : Ax − b p ≤ }, where p = 1, 2, ∞. As noted earlier, NESTA [20] can be embedded in a continuation scheme that computes feasible -optimal iterate in O( −1 ) iteration, where the the complexity of each iteration is O(n ln(n)) when A T A is orthogonal projector and O(n 3 ) otherwise. Thus, the worst case complexity of NESTA is superior to SPA when A T A is orthogonal projector. However, since the Nesterov update in SPA is a simple gradient step, we expect that in practice SPA will be competitive with NESTA even in the special case. Our numerical results reported in Section 5 do lend credence to this hypothesis.
The rest of the paper is organized as follows. In Section 2 we motivate SPA and discuss its convergence properties. In Section 3 we discuss extensions of the algorithm to the related optimization problems. In Section 4 we discuss some implementation details that significantly improve the practical performance of algorithm. In Section 5 we discuss results of our numerical experiments.
2.
A smoothed penalty method for 1 -minimization. We assume that A has full row rank. Consequently, A T has full column rank. We propose solving (1.1) by solving a sequence of penalized problems of the form
with λ 0. Since P (x) = Ax − b 2 is an exact penalty function for the feasible region of (1.1), there exists λ * > 0 such that the optimal solution x * of (1.1) is optimal for (2.1) for all λ ≤ λ * < ∞. However, both x 1 and P (x) are non-smooth convex functions of x; consequently, sub-gradient based optimization methods for (2.1) are likely to perform poorly. We propose an algorithm that computes an optimal solution for 1 -minimization problem (1.1) by solving an appropriately "smoothed" version of (2.1). The smoothing and the algorithm builds on the work of Nesterov [19] . Since we solve a smoothed version of the penalized optimization problem (2.1), we are not guaranteed that the optimal solution x * of (1.1) is a solution of the smoothed optimization problem for some λ > 0.
Since
where µ > 0. The optimal u for a particular x is given by
denotes the Hüber penalty function used in robust statistics [12] . The function f µ (x) is convex with a Lipschitz continuous gradient ∇f µ (x) = u x with the Lipschitz constant L f µ = 1 µ . We smooth the penalty function P (x) by setting
for ν > 0. The optimal value of w for a particular x is given by
One can smooth f (x) (resp. P (x)) using any strongly convex function h(u) (resp. g(w)) for which the maximization problem defining f µ (x) (resp. P ν (x)) can be solved in closed form. We chose h(u) = 1 2 u 2 2 (resp. g(w) = 1 2 w 2 2 ) because u x (resp. w x ) has a very simple structure which allows us to establish convergence results easily. See [19] for details of the smoothing.
We propose to solve (1.1) by solving a sequence of smoothed penalized on problems of the form
The outline of the Smoothed Penalty Algorithm (SPA) is displayed in Figure 2 .1 (see Figure 4 .1 for more implementation details). This is the version we use for the establishing the theoretical properties of the algorithm. The algorithm takes as input the sequence of multipliers (µ k , ν k , λ k , τ k ) k∈Z+ . In Section 4 we describe how we set these multipliers in practice. α ≥ 0 (iii) Penalty multiplier: λ k 0 (iv) Approximate optimality parameter: τ k 0 such that τ k λ k → 0. Then, {x k ∈ R n : k ∈ Z + } is a bounded sequence. Letx denote any limit point of {x k : k ∈ Z + }. Thenx is an optimal solution of the 1 -minimization problem (1.1).
Remark 2.1. The notation γ k η (resp. γ k η) denotes that the sequence {γ k } is monotonically decreasing (resp. increasing).
Proof. Let x * k = argmin x∈R n Q k (x) denote the unconstrained minimizer of Q k (x) and let v denote any vector satisfying Av = b. Then
7)
Outline of Smoothed Penalty Algorithm input: multipliers µ k , ν k , λ k , τ k k∈Z+ k ← 0 while (Stopping Criterion not true)
Starting from x k−1 use Nesterov optimal gradient algorithm to compute where the first inequality follows from the fact that x * k = argmin x∈R n Q k (x), the equality follows from the fact that when Av = b, P ν (v) = 0 for all ν > 0, and last inequality follows from the fact that f µ (x) ≤ x 1 for all µ > 0. Since the smoothed function f µ k (x) ≥ x 1 − µ k n 2 , the smoothed penalty function P ν (x) ≥ 0 for all ν > 0, and
where the last inequality follows from the bound in (2.7). Since µ k 0, λ k 0, τ k /λ k → 0, and L k → ∞, (2.8) implies that the sequence {x k } k≥1 has a limit point. Letx denote any limit point of this sequence and let K denote a subsequence such that lim k∈K x k =x.
It is easy to check that Q k is convex with a Lipschitz continuous gradient with the Lipschitz constant L k . For any such function
2) with x = x k and µ = µ k , and w k satisfies (2.5) with x = x k and ν = ν k . Therefore,
Thus, it follows that
where the last inequality follows from the fact u k 2 ≤ √ n. Hence,
Since · 2 is a continuous function, and A T is assumed to have a full column rank, it follows that
Consequently, lim k∈K w k = 0 and lim k ν k = α ≥ 0 together imply
i.e. every limit point of the iterate sequence {x k } k≥1 is feasible. Note that this proof works for any finite α ≥ 0, i.e. we don't need to force the penalty parameter ν k → 0.
Next, we show thatx is a Karush-Kuhn-Tucker (KKT) point, and is, therefore, optimal. For all k ≥ 1, ∇f µ k (x k ) ∞ = u k ∞ ≤ 1. Therefore, there exists a vectorḡ ∈ R n and a subsequence K 1 ⊂ K such that lim k∈K1 u k =ḡ.
(2.10)
Since lim k∈K1 x k =x and (2.10) holds, it follows that
(2.11) From (2.9) and (2.11), it follows thatx is a KKT point for the 1 -minimization problem (1.1). Since x 1 is convex, the optimization problem (1.1) is a convex programming problem with equality constraints. Hence KKT conditions are sufficient for optimality and we can conclude thatx is an optimal solution for (1.1).
In compressive sensing exact recovery occurs only when min{ x 1 : Ax = b} has a unique solution. The following Corollary establishes that SPA converges to this solution. 
Note that Theorem 2.1 and Corollary 2.2 will continue to hold even if we only ensure ∇Q k (x k ) 2 ≤ τ k , provided the iterates {x k } k∈Z+ are eventually bounded. In Section 4 we use this fact to develop a modified version of SPA that has superior practical performance. Theorem 2.1 and Corollary 2.2 continue to hold when we penalize the infeasibility by the 1 or the ∞ norm. Therefore, the version of SPA that uses 1 or ∞ penalty also recovers the optimal solution.
We use the Nesterov optimal gradient algorithm [18] to compute the iterates x k . To minimize a convex function g with a Lipschitz continuous gradient, in every iteration of the Nesterov optimal gradient algorithm we need to solve two problems of the form
where c is a function of the gradients of the function g computed in all the previous iterates, L denotes the Lipschitz constant of the gradient of the function g, D(x, z) denotes the Bregman function corresponding to a strongly convex prox function h(y) with convexity parameter σ. We use h(y) = 1 2 z 2 with D(x, z) = 1 2 x−z 2 2 and σ = 1. Therefore, the Nesterov update reduces to x = z− 1 L c. Consequently, the most expensive step in the Nesterov algorithm is computing the gradient ∇Q k (x) which involves matrix multiplications of the form A T (Ax − b). In Section 4 we describe some algorithmic modification that improves the practical performance of SPA. Lemma 2.3. Nesterov's optimal algorithm for simple sets [18] computes an x k satisfying Step 1 in SPA in
ν k denotes the Lipschitz constant for ∇Q k , and x * denotes the optimal solution of (1.1).
Remark 2.2. Nesterov optimal algorithm guarantees the bound (2.12) for all initial starting points for the k-th subproblem. We are not able to take advantage of the fact that the particular initial point x (k−1) for the k-th subproblem is close to an optimal solution for the k-th subproblem since
Proof.
For any convex function g : R n → R that has a Lipschitz continuous gradient with the Lipschitz constant L with respect to the 2 norm, we are guaranteed that l-th iterate x l computed by Nesterov optimal algorithm satisfies [18, 19] 
, where x * = argmin x∈ n {g(x)} and h(x) denotes the particular prox function with convexity parameter σ used in the Nesterov algorithm.
In the proof of Lemma 2.1 we showed that
Next, we characterize the finite iteration performance of SPA. This analysis will lead to a convergence rate result in Theorem 2.5.
Theorem 2.4. Let {x k } k∈Z+ denote the sequence of iterates generated by Algorithm SPA and σ min (A) denote the smallest non-zero singular value of A. Then, for all k ≥ 1,
13)
and for all k such that τ k + λ k √ n < σ min (A),
Proof. Since the penalty function P ν (x) ≥ 0, f µ (x) ≥ x 1 − µn 2 for all x ∈ R n and µ, ν > 0, it follows that
where the last inequality follows from the fact that Ax * = b. Thus, (2.13) follows. Next, we establish the bound on the infeasibility of the iterate x k for k satisfying
2L k implies that ∇Q k (x k ) 2 ≤ τ k , and this, in turn, implies that
where the last inequality follows from the fact that ∇f µ k (x k ) ∞ = u k ∞ ≤ 1. Since A T is assumed to have a full column rank, it follows that
The final step in the proof is to establish the lower bound (2.14) . Fix an iterate k such that τ k + λ k √ n < σ min (A). We establish a lower bound for x k 1 using the linear programming duality:
Let w * denote the optimal dual solution. Then
. Linear programming duality also implies that
Next, we relate the exact penalty objective function to the smoothed penalty function Q k (x). 
In the result below we fix (λ 0 , µ 0 , ν 0 ) > 0 (independent of the problem dimension n) and then use these scaling rules to construct a sequence of multiplier that ensure a very good convergence rate for SPA.
and strictly positive parameters (λ 0 , τ 0 , u 0 , ν 0 ). Select the sequence multipliers as follows:
Let {x k : k ≥ 1} denote sequence of iterates computed by the SPA algorithm corresponding to this set of multipliers.
Let
, where x * denotes the optimal solution of (1.1).
Remark 2.3. Note that we fix a choice of parameters and compute the sequence of iterates {x k : k ≥ 1} a priori. Theorem 2.5 establishes that for each < 0 we can find an iterate k that is -feasible and -optimal and the running time to compute such an iterate grows as − 3 2 (1+δ) . In Section 4 we show how to efficiently compute a bound on x * 1 . Proof. For the update scheme in (2.19) ,
.
Then Theorem 2.4 and the fact that L k ≥
From Theorem 2.4 we also have that for k > K 1 + 1, , the number of iterations K = max{K 2 , K 3 } + 1 required to compute an -feasible and -optimal point satisfies
Lemma 2.3 implies that K iterations of Algorithm SPA require a total of
steps of the Nesterov optimal algorithm for simple sets. Since µ k ≤ µ0 2 for all k ≥ 1, and
Thus,
Since each inner iteration requires O(n ln(n)) operations, it follows that algorithm SPA computes an -infeasible and -optimal solution in O x * 1 + µ0 2 n 3 2 ln(n) − 3 2 (1+δ) operations. Theorem 2.4 and Theorem 2.5 require that the iterates x k satisfy the stronger condition
it is not sufficient to only ensure the weaker condition ∇Q k (x k ) 2 ≤ τ k . Theorem 2.5 establishes SPA computes an -optimal solution in O( − 3 2 ) operations. On the other hand Nesterov algorithm requires only O( −1 ) operations to compute an -optimal solution; however, in order to achieve this rate the Nesterov updates must be feasible, i.e. the iterates must satisfy Ax = b. This requires a projection; thus, the complexity of a feasible Nesterov update is O(mn) operations (see the last paragraph of Appendix A.2). SPA does not require projections and computes a Nesterov update in O(n) operations; however, since the SPA updates are infeasible, the number of Nesterov updates increase by a factor 1 2 . Comparing O(mn −1 ) operations for Nesterov-type algorithms with feasible updates with O(n − 3 2 ) operations for SPA, it follows that the penalty approach is superior when the required accuracy is not too small ≥ O( 1 m 2 ). Since, in practice, m = O(n), and problem dimension n is large, the lower bound on is quite small. In the next section, we show that SPA is superior to a feasible Nesterov-type algorithms for noisy recovery for all ≥ O( 1 n 4 ), i.e. for almost all practical instances.
3. Extensions of the SPA to noisy recovery. A simple modification of SPA solves the noisy signal recovery problem minimize
To solve this problem we use the exact penalty function
Next, we smooth this function to get the smoothed penalty function
Using results in Hoda et al [11] one can show that the function h(t, w) = 1 2 t 2 + t 1 t w 2 2 is strongly convex over the truncated cone {(t, w) : w 2 ≤ t, t ∈ [0, 1]}, and consequently, φ ν (x) is a convex function with a Lipschitz continuous gradient. Given the structure of h(t, w), one can rewrite P ν (x) as follows:
Recall that the smoothed 2 -penalty function P ν (x) = max ŵ 2≤1 ŵ T (Ax − b) − 1 2 ŵ 2 2 with the optimal w x given by (2.5). Thus,
with the optimal t x = min (Pν (x)− ) + ν , 1 . Thus, the gradient ∇φ ν (x) = t xŵx , whereŵ x is given by (2.5). Theorem 2.1, Corollary 2.2, Theorem 2.4 and Theorem 2.5 all remain valid for SPA applied to the penalized objective function λf µ (x) + φ ν (x) (see [2] ). Thus, SPA efficiently computes a solution for the noisy recovery problem (3.1). Note that unlike NESTA [20] , SPA does not require A T A to be orthogonal projector, i.e. A does not need to have orthonormal rows. For general A, the complexity of computing a feasible Nesterov update is O(n 3 ); thus, comparing O(n 3 −1 ) operations for Nesterov-type algorithms with feasible updates with O(n − 3 2 ) operations for SPA, it follows that the complexity bound for SPA is superior to Nesterov-type algorithms that compute feasible iterates as long as ≥ O( 1 n 4 ). The analysis in this section can be extended to solve noisy recovery problems min{ x 1 : Ax − b 1 ≤ } and min{ x 1 : Ax − b ∞ ≤ } [2] . These formulations are interesting when the measurement noise has a Laplacian or Extreme Value distributions.
4. Implementation details of Algorithm SPA. In this section we describe some algorithmic modifications that significantly improve the practical performance of SPA. The SPA with all these modifications is shown in Figure 4 4.1. Bounds on iterates and modified Nesterov updates. Recall that Theorem 2.1 and Corollary 2.2 continue to hold even when the Nesterov update steps that compute the iterates are terminated when ∇Q k (x k ) ≤ τ k , provided we can ensure that the iterates are uniformly bounded. We found that in practice terminating the Nesterov updates using the gradient condition was significantly faster and incorporated this in the practical version of SPA.
Let q(v) = argmin{ x − v 2 : Ax = b}. Computing q(v) requires a projection onto the affine space Ax = b. We show in Appendix A.2 that by pre-computing the eigenvalue decomposition of the matrix AA T ∈ R m×m one can reduce the running time of this projection to O(m(m + n) + k f (m, n)) where k f (m, n) denotes the running time for compute Ax for a general x.
Using an analysis very similar to that in the proof of Theorem 2.1, we can show that x * k 1 ≤ f µ k (q(v))+ (µ k n)/2 for all v ∈ n . Let V ⊂ R n denote any finite collection of vectors. Then min v∈V {f µ k (q(v))}+(µ k n)/2 is also a valid, and possibly improved, bound for x * k 1 . Consequently, we can restrict the iterate x k to the set x :
In our implementation of SPA, we begin with V = {0} and we insert x k iterates to V as they become available and compute q(x k ) in every SPA iteration (and not every Nesterov update step), so that we can bound the updates to ensure that the Nesterov updates terminate quickly. Moreover, we also compute a new bound whenever the number of Nesterov updates for solving a given subproblem exceeds L = 50.
In our numerical experiments, we compute at most 15 − 25 projections in order to solve the problem to optimality; therefore, the cost of the projection does not add much to the overall cost of the algorithm. Note that we only need one projection to ensure that the SPA iterates are uniformly bounded, and therefore, converge to the optimal solution; the additional projections are added only to improve practical performance.
We compute the SPA iterates {x k : k ≥ 1} using a slightly modified version of Nesterov's optimal algorithm for simple sets [18, 19] . We solve the k-th subproblem minimize Q k (x), subject to x 1 ≤ σ k , by iteratively computing three sets of iterates{(x kl , y kl , z kl ) : l ≥ 0}:
1. y k,l iterate in Step 1 of Figure 4 .1 is computed using x k,l , y k,l−1 and the gradient ∇Q k (x k,l ):
where S k = {y ∈ n : y 1 ≤ σ k } and the projection Π 1 (σ,ŷ) = argmin{ y −ŷ 2 2 : y 1 ≤ σ}. In Appendix A.3 we show that the projection Π 1 can be computed with a O(n ln(n)) worst case complexity and O(n) randomized complexity. This update scheme is not the standard Nesterov y-update [19] ; however, one can show that this is a valid, and possibly an improved, update using the last paragraph of Lemma 1 in [19] . 2. The z k,l iterate in Step 2 is computed using the initial point x k,0 and the gradients ∇Q k (x k,i ) for all the iterates i ≤ l:
Note that in the k-th sub-problem, we use the prox function h(x) = 1 2 x − x k,0 2 2 to compute the iterates {z k,l }. A bound of the form (2.12) is valid for this prox function if the SPA iterates are uniformly bounded. 3. The {x k,l : l ≥ 0} iterates are computed by initializing x k,0 = x k−1 , the previous SPA iterate, and setting x k,l = 2 l+3 z k,l−1 + l+1 l+3 y k,l−1 , for all l ≥ 1. Note that we terminate the Nesterov updates when ∇Q(x k ) 2 ≤ τ k . This ensures that the conclusions of Theorem 2.1 and Corollary 2.2 remain valid; however, the finite iteration results in Theorem 2.4 and Theorem 2.5 may not be valid.
4.2.
Stopping criterion for SPA. We terminate when the ∞ difference between successive iterates are below a threshold γ, i.e. x k − x k−1 ∞ ≤ γ. In our numerical experiments we set γ by experimenting with a small instance of the problem.
Multiplier selection.
The approximate optimality parameter τ k is set as follows:
Guided by the scaling result implicit in Theorem 2.5 we set λ 1 = 2 √ n , and then set λ k = c λ λ k−1 for all k ≥ 2. In the k-th iteration of SPA, we solve a smoothed version of the penalized optimization problem
The dual of this optimization problem is given by
Noting that x 0 and (u 0 , w 0 ) = (0, 0) are, respectively, primal and dual feasible, we initialize the duality gap η 0 = λ 1 x 0 1 . Nesterov's non-smooth optimization algorithm [19] also returns approximately optimal dual variables. Let η k denote the duality gap between the k-th primal iterate x k and the dual iterates (u k , w k ) returned by the Nesterov algorithm applied to the k-th subproblem. We set δ k+1 = c η η k as the target approximation error for the next subproblem. The Nesterov non-smooth optimization algorithm then dictates that the smoothing parameter (µ, ν) should be set to µ = δ k+1 ( √ nλ k+1 +1) √ n and ν = δ k+1 √ nλ k+1 +1 in order to minimize the number of Nesterov updates required to compute a δ k+1 -optimal solution. Since we require that µ k and ν k be monotonically decreasing we modify this parameter update as follows:
We "tune" the constants (c
τ , c µ , c ν , c η , c λ , c σ ) on the smallest n = 64 × 64 problem and then used the values for all the other problems.
Since the parameter sequence {(λ k , τ k , µ k , ν k ) : k ≥ 1} follow the scaling in Theorem 2.5, we should expect that the optimal choice of initial multipliers (λ 0 , µ 0 , ν 0 ) should be independent of n for a given measurement ratio m/n and sparsity ratio s/n. In our numerical experiments we found that this to approximately true. We exploit this fact by tuning the parameters (λ 0 , µ 0 , ν 0 ) on the smallest problem (with n = 64 × 64) and then use these parameters for all larger problems.
Numerical experiments.
We conducted two sets of numerical experiments with SPA. The goal in the first set of experiments was to investigate how the complexity of SPA grows with the problem dimension. The second set of experiments compares the performance of SPA with another Nesterov-type algorithm NESTA [20] and a fixed point continuation algorithm FPC [9, 10] .
Experimental setup.
We tested SPA on randomly generated target signals. The target signal x * ∈ n was chosen to be s-sparse, i.e. exactly s out of n components were nonzero. Following the experimental setup in a recent paper of Becker, et al. [20] we set x * (i) = 1(i ∈ Λ) η 1 (i)10 5η2(i) (5.1) where (i) the set Λ was constructed by randomly selecting s indices from the set {1, . . . , n}, (ii) η 1 (i), i ∈ Λ, were independently, and identically distributed Bernoulli random variables taking values +1 or −1 with equal probability, (iii) η 2 (i), i ∈ Λ, were independently, and identically distributed uniform[0, 1] random variables. The signals x * were created in this manner have a dynamic range of 100dB.
The measurement matrix A and the measurement vector b were constructed as follows. We randomly selected m = n 4 frequencies from the set {0, . . . , n}. Let A ∈ m×n denote a m × n partial Discrete Cosine matrix constructed from these randomly selected frequencies and b = Ax * denote the Discrete Cosine transform of the signal x * evaluated at the chosen frequencies.
We found that for a fixed measurement ratio m/n, sparsity ratio s/n, and the accuracy tolerance γ, the total number of Nesterov updates is effectively independent of the dimension n of the target signal. In our experiment we exploit this empirical result by first tuning the constants controlling the parameter updates for a smallest sized problem and subsequently using these fixed parameters for solving all larger problems. In our numerical experiments the constants controlling the parameter update were set as follows: 
5.2.
Algorithm scaling results. We tested the algorithm for s-sparse signals with (i) three different sizes: small n = 64 × 64, medium n = 256 × 256, and large n = 512 × 512, (ii) two sparsity levels: high s = n/400 , and low s = n/40 . In order to assess the convergence properties of the SPA we replaced the stopping criterion
Sparsity
We report results for γ = 1, 10 −1 and 10 −2 . The signal model in (5.1) and the stopping criterion implies that the algorithm produces x k with 5 + log 10 (1/γ) digits of accuracy. Note that the stopping criterion (5.3) is only used to test the convergence properties the algorithm in this simulation study. The Table 5 .1 summarizes the sparsity conditions and the parameter settings that were investigated in the numerical experiments. The column marked Table lists the table where we display the results corresponding to the parameter setting of the particular row, e.g. the results for s = n/40 and γ = 0.1 are displayed in Table 5 .4. In Tables 5.2-5.7, the row labeled Nesterov Updates lists the total number of Nesterov update iterations during the course of SPA, the row labeled SPA Iter. lists the number of SPA iterations, the row labeled Mat-mult updates lists the number of matrix-vector multiplications required to compute the Nesterov updates and the row labeled Mat-mult proj lists the number of matrix-vector multiplications required to compute the projections. All other rows are self-explanatory. We generated N = 10 random instances for each of the experimental conditions. The column labeled average lists the average taken over the N = 10 random instances, the columns labeled min (resp. max) list the minimum (resp. maximum) over the 10 instances.
The experiment results support the following conclusions: (a) SPA is very efficient in computing a solution to (1.1) -the algorithm requires anywhere from 7 to 14 iterations to converge. (b) For a given sparsity type (high or low) and stopping criterion , the total number of SPA iterations and the number of Nesterov updates is a very slowly growing function of the dimension n of the target signal. (c) The number of Nesterov updates (and also the overall running time of SPA) increases with the number of non-zero elements in the target signal x * . Increasing the number of non-zero elements from s = n/800 to s = n/40 nearly doubled the total number of Nesterov updates. As remarked in Section 4.3 we used the fixed set of constants in (5.2) to update the parameter sequence for all the experiments. [20] and FPC [10] . We created 10 random problems of size n = 512 × 512 using the procedure described in Section 5.1.
We chose parameter values for each of the three algorithms so that they produced a solution x sol with ∞ -error approximately equal to 5 × 10 −4 , i.e. x sol − x * ∞ ≈ 5 × 10 −4 . We set the parameter values for each algorithm by solving a set of small size problems and these parameter values were fixed throughout the experiments. 1. For SPA, we set = 5 × 10 −5 .
NESTA solves min
, using continuation on µ. When σ is set to 0, NESTA handles Ax − b 2 ≤ σ constraint as Ax = b and since AA T = I is assumed, projections on to {x ∈ n : Ax = b} affine space can be done efficiently. NESTA stops when
For NESTA, we set µ = 1 × 10 −3 and δ = 1 × 10 −10 .
FPC solves min x∈
For FPC, we set 1 λ = 1.5 × 10 4 . The experimental results in Table 5 .8-5.10, show that all three algorithms produce similar results with comparable running times. While SPA and NESTA required approximately the same number of matrixvector multiplications, FPC required far fewer matrix-vector multiplications to produce a result of similar ∞ -error.
Conclusion.
We propose a smoothed penalty algorithm (SPA) for the sparse recovery problem. The SPA recovers the target signal by solving a sequence of smoothed penalized sub-problems, and each subproblem is solved using Nesterov's optimal method for simple sets [18, 19] . We show that the continuation scheme used in SPA provably converges to the target signal and we are also able to compute a convergence rate. Since we penalize infeasibility by the exact penalty function Ax − b , where · can be 1 , 2 or ∞ norm, an accurate solution is obtained before penalty parameter takes on arbitrarily small value; consequently, our proposed algorithm is numerically stable. We found that for a fixed measurement ratio m/n, sparsity ratio s/n, and solution accuracy , the total number of Nesterov iterations is effectively independent of the dimension n of the target signal; thus, one can tune the parameters on the smallest problem and use these parameters for all larger problems. The numerical results reported in this paper show that SPA required very few iterations to accurately recover the target signal.
SPA is a very general algorithmic framework that can be used for 1 -minimization, relaxed 1minimization, 1 -minimization problems with linear side constraints, and also for convex optimization problems of the form min X=[x1,...,xq] i =j
that arise in the context of maximum likelihood estimation for sparse graphical networks. The cost of this flexibility is that SPA is not as efficient as algorithms such as FPC that explicitly utilize the 1 objective term. In [3] we propose a new penalty and augment Lagrangian based algorithm that explicitly uses the 1 structure and is competitive with other specialized algorithms for 1 -minimization. Appendix A. Details of the steps in SPA. In this section, we collect together results that show that SPA is very efficient as long as one can compute the matrix-vector products Ax and A T y efficiently.
A.1. Bounds on A 2 and σ min (A).
A.1.1. A 2 when measurements are discrete Fourier transforms. Let C ∈ C m×n be a partial fourier matrix, where rows of C are chosen randomly among the rows of n dimensional Fourier matrix. Without loss of generality, assume that n is an odd number. Since the target signal x * takes real values, we can restrict the set of m randomly selected frequencies Γ ⊂ {0, 1, ..., n−1 2 } without any loss of generality. Let A R = (C), A I = (C) and defineĀ
Let a R (k) and a I (k) that denote the rows in A R and in A I , respectively, corresponding to the frequency index k ∈ Γ. Then Using simple properties of trigonometric sequences it is easy to establish that for all k, l ∈ Γ,
The measurement matrix A is obtained by removing the row a I (0) fromĀ if 0 ∈ Γ; otherwise A is set tō A. Since the vector a I (0) = 0, removing a I (0) does result in any loss of generality. Furthermore, (A.1) implies that AA T is a diagonal matrix with entries taking values in the set { 1 2 , 1}. Thus, σ min (A) = 1 √ 2 and A 2 = σ max (A) = 1.
A.1.2. A 2 when measurements are discrete Cosine transforms (DCT). A partial DCT matrix A satisfies AA T = I. Therefore, A 2 = σ min (A) = σ max (A) = 1.
A.2. 2 or Least squares projection. In this section, we show that the 2 -projection minimize
x −x 2 2 , subject to Ax = b.
(A.2)
can be computed efficiently. We compute this projection several times during the course of SPA. We initialize SPA by setting x 0 = argmin{ x 2 | Ax = b}. Along the course of the algorithm we update β by solving min{ x − x k 2 | Ax = b}. We show that both these problems can be solved efficiently. Note that in each instance of projection problem encountered during SPA, only the vectorx changes but the matrix A remains constant.
In the Fourier case, the measurement matrix A is constructed as follows. Without loss of generality, assume that n is an odd number. Since the target signal x * only takes real values, the set of m randomly selected frequencies Γ ⊂ {0, 1, ..., n−1 2 } without any loss of generality. Let A R = (C) and b R = (b) denote the real part of the matrix C and the vector b, respectively, and A I = (C),b I = (b) denote the imaginary part of the matrix C and the vector b, respectively. Let
The measurement matrix A and the righthand-side vector b are constructed by removing redundant rows from the matrixĀ and the corresponding components from the vectorb. Since redundant equations do not alter the feasible region, i.e. X = {x ∈ n |Ax = b} = {x ∈ n |Ax =b}, it follows that minimize 1 2 x −x 2 2 , subject to Ax = b, is equivalent to
The optimal solution x * to (A.4) satisfies the KKT conditions
for some λ R , λ I ∈ R m . From Section A.1, a R (k)a I (l) T = 0 for all k and l, i.e. A I A T R = A R A T I = 0. Thus, the KKT conditions (A.5) simply to
The vectors A Rx and A Ix can be computed via a single FFT ofx requiring O(n log(n)) operations. Since the matrix products A R A T R and A I A T I are diagonal (see Section A.1), we can compute λ R and λ I in O(m) operations. Next , x * =x+A R λ R +A I λ I can be computed by one inverse FFT using O(n log(n)) operations. Thus, computing x requires 2O(n log(n)) + O(m) operations.
Next, we consider the special case when A is a real matrix with orthonormal rows. This is the case when the measurement vector b corresponds to a sampled Discrete Cosine Transforms. Since the rows of A are orthonormal,
x * = argmin{ x −x 2 | Ax = b} =x + A T (b − Ax).
Hence, if multiplications with A and A T can be computed efficiently, the optimal projection x * can be computed efficiently. When A is a partial DCT matrix, x * can be computed by solving one forward and one inverse DCT, i.e. in 2O(n log(n)) operations.
Next, consider the case when A is a real matrix with full row rank such that matrix-vector multiplications with A and A T can be computed efficiently. Suppose Ax can computed in κ f (m, n) operations and A T y can computed in κ r (m, n) operations. In this case the optimal solution x * satisfy the KKT conditions
for some λ ∈ R m . Since A is assumed to have full row rank, (AA T ) −1 ∈ R m×m exists. Hence, x * = x + A T (AA T ) −1 (b − Ax). We compute x * efficiently as follows. Let A = U ΣV T denote the singular value decomposition (SVD) of A where Σ = diag(σ 1 , σ 2 , ..., σ m ), with σ i > 0 for all i = 1, ..., m, and U, V ∈ R n×m such that U T U = I, V T V = I. Computing the SVD takes O(m 2 n) operations.
We compute and store the values {A T u i } {i=1,...,m} at the beginning of the algorithm, which requires O(mκ r (m, n)) operations. Given the precomputed values of {A T u i } {i=1,...,m} , x * can be computed in O(m(m + n) + κ f (m, n)) operations. x −x 2 2 , subject to x 1 ≤ σ, (A.7)
can be computed efficiently. Defineŷ = |x| and consider the following optimization problem. minimize y −ŷ 2 2 , subject to n i=1 y i ≤ σ, y ≥ 0.
(A.8)
Let x * denote the projection ofx onto the 1 -ball, i.e. the optimal solution of (A.7). Then it is easy to check that x * (i)x(i) ≥ 0 for all i = 1, . . . , n, i.e. x * (i) = sign(x(i)) |x * (i)|, for all i = 1, . . . , n. This implies that x * (i) = sign(x(i))y * (i), i = 1, . . . , n, where y * is the projection ofŷ onto the simplex, i.e. the optimal solution of (A.8). Thus, the optimal solution of (A.7) can be recovered from the optimal solution of (A.8). Singer et al [15] show that the algorithm in Figure A .1 computes an optimal solution to (A.8) in O(n log(n)) operations.
