This paper examines the pricing of barrier options when the price of the underlying asset is modeled by branching process in random environment (BPRE). We derive an analytical formula for the price of an up-and-out call option, one form of a barrier option. Calibration of the model parameters is performed using market prices of standard call options. Our results show that the prices of barrier options that are priced with the BPRE model deviate significantly from those modeled assuming a lognormal process, despite the fact that for standard options, the corresponding differences between the two models are relatively small.
Introduction
Barrier options, also known as knock-in options or knock-out options, have become increasingly popular since they were first traded in the over-the-counter (OTC) market in 1967. Their popularity resulted in the introduction of barrier options on exchanges by 1991, first by the Chicago Board Option Exchange and then by the American Stock Exchange. The appealing feature of this exotic option product is twofold. First, it provides an investor with flexibility in a number of hedging strategies. Second, it is less expensive than standard options.
Barrier options are a type of path-dependent option which include down-and-out options, down-and-in options, up-and-out options, and up-and-in options. In 1973, Merton [20] provided a closed-form solution for down-and-out call options. Since then, closedform solutions for many European barrier options have been developed by Reiner and Rubinstein [23] , Kunitomo and Ikeda [15] , Carr [8] , and Geman and Yor [14] . Numerical methods have been proposed to handle American or other more complex barrier options by Boyle and Lau [4] , Ritchken [25] , Broadie, Glasserman, and Kou [7] , Boyle and Tian [6] , and Zvan, Vetzal and Forsyth [31] . Most of the published papers on barrier options assume the underlying asset follows geometric Brownian motion. This implies that the price of the underlying asset is log-normally distributed as in the Black-Scholes [3] model. This assumption has several drawbacks.
The first drawback is that stock prices on the New York Stock Exchange (NYSE) were quoted in units of $1/8, then in $1/16, and now $0.01. This discreteness of the stock price contradicts the continuous distribution assumption in the Black-Scholes formula. Second, it is evident that stock prices sometimes exhibit large jumps when some important news is disclosed. Third, extensive empirical evidence, pioneered by Mandelbrot [18, 19] and Fama [13] , empirically documented that the logarithm of stock returns tend to be leptokurtic; that is, their distributions have thicker tails than the normal distribution derived from the geometric Brownian motion law. Furthermore, Black [2] noted the so-called "leverage effect," meaning that the volatility of stock returns tends to be negatively correlated with the price.
There are different ways to avoid these drawbacks of the lognormal model. One of them is to model the price of the underlying asset using different stochastic processes which possess some of the stylized facts reported for stock prices. Thus, Zhou [30] examines the case where the stock price follows a jump diffusion process. Valuation of barrier options in a constant elasticity of variance (CEV) model is treated in Boyle and Tian [5] and Davydov and Linetsky [10] . Shoutens and Symens [27] utilize Levy stochastic volatility models to price barrier options. Riberio and Webber [24] present a Monte Carlo algorithm for pricing barrier options with the variance gamma (VG) model.
In the present paper, we use a branching process in a random environment (BPRE) to model the stock price. This model of stock price movement was introduced by Epps [11] in 1996. The model, constructed by Bienayme-Galton-Watson branching process subordinated with a Poisson process, captures the stylized facts about stock return distributions. Specifically, the return distribution exhibits thick tails and a variance that decreases with the level of the stock price. The process also allows for possible jumps in stock prices, and takes into account the possibility of bankruptcy, something that is neglected in many other models.
Williams [29] provides an exact formula for the price of a European put option based on the BPRE model. Liu [17] applies the BPRE model to options on a sample of individual U.S. equities. Inferring the parameters from transaction prices of traded options, Liu finds that for the in-sample prediction, the model typically eliminates the smile effect that has been observed for option prices. The results are mixed when out-of-sample predictions are compared with the ad hoc version of Black-Scholes with moneyness-specific implicit volatilities. Liu does find evidence that the predictions are better for options on low-priced stocks, where the discreteness arising from the minimum tick size would seem to be more relevant.
In this paper, we derive a formula for the price of an up-and-out call option based on BPRE and compare the results with the prices based on the lognormal model. The paper is organized as follows. In Section 2, we review the mathematical definition of the BPRE model and its main properties and advantages. Since we rely on a methodology for the pricing of a European call option formulated by Mitov and Mitov [21] for the calibration of the equivalent martingale measure (EMM) parameters, we provide the formula at the end of Section 2. The formula for the price of an up-and-out call option is derived in Section 3. In Section 4, we report numerical results for barrier options on several stocks and the S&P 500 index. We calibrate both BPRE and lognormal models to market prices of standard options, and subsequently price up-and-out call options.
We then compare those prices based on the BPRE model and lognormal model. Section 5 summarizes our findings.
The Model

Branching Processes
Let us consider a Bienayme-Galton-Watson branching process, Z n , n = 0, 1, 2, . . .
with a non-random number of ancestors Z 0 > 0, and the offspring probability distribution
The probability generating function (p.g.f.) f (s) = E[s Z 1 |Z 0 = 1] of the offspring distribution can be easily represented in terms of the distribution's factorial moments by
where m = a/p is the offspring mean and
are the offspring second moment and the offspring variance.
Such a function has fractional linear form. It is well known (see e.g. Sevastyanov [26] ) that for the p.g.f. f n (s) = E[s Zn |Z 0 = 1], the following relation holds
.
In Section 3, we will need the probabilities
Differentiating (1), we obtain
and for k = 2, 3, . . . ,
From the properties of the p.g.f., it follows that
therefore we get for k = 1, 2, . . .
Then the probability for extinction in the n−th generation is
Substituting s = 1 in (2), we get the first moment of the process
Substituting k = 2 and s = 1 in (3), we obtain the second factorial moment
If the process starts with Z 0 = I > 1 number of ancestors, it is a sum of I independent and identically distributed branching processes, each of them beginning with an ancestor.
Therefore,
and we can calculate for k = 1, 2, . . .
Instead of using the derivatives, we suggest the following simple iterative procedure.
For any n > 0, Z 0 = I > 1, and K ≥ 0, calculate:
(i) P(Z n = k|Z 0 = 1) for k = 0, 1, 2, . . . , K by (4) and (5).
(ii) For Z 0 = 2, the process is the sum of two independent processes each of which begins with Z 0 = 1 particle. Therefore,
for all k = 0, 1, 2, . . . , K.
(iii) For Z 0 = I, I ≥ 3, the process is the sum of two independent processes one of which starts with Z 0 = I − 1 and the other starts with Z 0 = 1 particle. That is,
Note that the calculations can be easily performed using numerical software if for a fixed n and K, the probabilities p 1k (n) = P(Z n = k|Z 0 = 1), k = 0, 1, 2, . . . , K, calculated in the point (i) are entered in an upper triangular matrix as follows
It is not difficult to see that the probabilities p Ik (n) = P(Z n = k|Z 0 = I), k = 0, 1, 2 . . . , K are equal to the (1, k)−th element of the I−th power of matrix P(n).
Branching process in random environment as a price process
Assume now that on the common probability space (Ω, A, P) are given (i) a supercritical (m > 1) Bienayme-Galton-Watson branching process Z n , n = 0, 1, 2, . . . defined in the previous section and (ii) an independent of it Poisson process N (t), t ≥ 0 with intensity λ > 0. Following Epps [11] or [12] , define the randomly indexed branching process, which is in fact a branching process in random environment (BPRE),
Here S(t) represents the price of one share of stock at time t measured in units of minimum price movements (for example $0.01). Equity prices are then viewed as consisting of an integer number of "price particles." In each period, each "price particle" of equity price produces a random number of offspring "price particles," the aggregate number of which comprises the equity price in the next period. Hence, by allowing a random number of generations to occur in each period, the BPRE model generates prices in continuous time.
The independence of Z n and N (t) yields the following formula for the p.g.f. of the
Using the p.g.f. and formulas (6) and (7), after some calculations we derive the following formulas for the mean and the variance of the process S(t)
, m = 1
These formulas allow us to examine in detail some of the main properties of the total return R(t) = [S(t)−S(0)]/S(0) over a period (0, t). The first two moments of the return distribution have the following form:
The coefficient of 1/S(0) in the variance representation is positive, because we examine a supercritical Bienayme-Galton-Watson branching process, that is m > 1. Therefore, the variance of the return is inversely related to the stock price. As a result, the so-called "leverage effect" is built into the model. 
The estimates of m with daily frequency stock data are greater than but very close to one, so that the last two expressions give a close approximation to the higher moments over short trading periods. Skewness is always positive, decreasing in S(0) and generally increasing with the period of the return t. Kurtosis is always positive, which means that it has fatter tails relative to the normal distribution, and it is a decreasing function of t for t less than 3S(0) + 2σ 2 + 1/(λσ √ 2). The last expression is in general greater than 22, which means that the daily returns have fatter tails than the weekly and monthly returns. This characteristic has been observed for equity prices and is called aggregational normality (see Cont and Tankov [9] ).
Option Pricing by BPRE
The discreteness of S(t) under BPRE dynamics makes it impossible to replicate nonlinear payoff structures with only the underlying asset and riskless bonds. Accordingly, there is not a unique EMM within which derivatives can be priced as discounted expected values. Recall that the process Z n m −n , n = 0, 1, 2, . . . is a martingale (see, for example, Athreya and Ney [1] ). The process S(t) has a similar property, enabling us to find the EMM required for the option pricing.
Theorem 1.
Under conditions (i) and (ii) assumed in Section 2.2, the process S(t)e −λt(m−1) , t ≥ 0 is a nonnegative martingale.
The proof is as following. Since S(t), t ≥ 0 is a continuous-time Markov chain, we have that for every n and every sequence 0 ≤ t 1 < t 2 < . . . < t n < t
Therefore, it is sufficient to prove that for t ≥ 0 and τ ≥ 0
Let us note first that
Using the fact that the processes N (t) and Z n are time-homogeneous, and using the main property of branching processes, we have
where Z i N (τ ) are independent and identically distributed branching processes that are independent of Z N (t) , and each of them starting with one particle. Using (8), with
Combining (9), (10) , and (11) we complete the proof.
From (8) it follows that the discounted stock price process
Using Theorem 1, we can state that discounted stock price process S(t)e −rt will be a martingale if the parameters of the distribution of S(t) are such that
Utilizing the last relation we define EMM Q as follows:
1. We define Q to be identically equal to the real measure P on the elementary sets of the Poisson process, i.e. on sets of the form
2. We define Q on the elementary sets of the branching process by
whereâ satisfies equation (12) . In the case when p(1 + r/λ) ≥ 1, we also have to change the parameter p, 0 < p < 1 in order to keepâ ∈ (0, 1).
The choice ofâ guarantees that 0 <â < 1 and, therefore, we do not change the zero measure sets; that is, all sets that have zero measure with respect to the real measure P have zero measure with respect to Q. Consequently, these two measures are equivalent. From the definition of Q, it is easily seen that the discounted process S(t)e −rt is a martingale under Q. Henceforth, we will work exclusively with the riskneutral probability and will denote it simply by P. In the numerical examples presented in the Section 4 we keep the estimated values of p and λ and choose the value of the parameter a so that equation (12) is satisfied.
Following Mitov and Mitov [21] , we derive the formula for the price of a European call option
where the expectations are taken with respect to the risk-neutral measure P (the riskneutral probability). Using the relation
the fact that S(t)e −λt(m−1) is a nonnegative martingale and (12), we obtain the following exact formula for the price of a European call option
where K is the strike price, T is time to maturity of the option, r is risk-free interest rate, S(0) is the current stock price, and λ is the intensity of the Poisson process.
For practical purposes Mitov and Mitov use the approximation
where number N can be determined in such a way that the error from the approximation will be less than ε. The probabilities P(Z n = k|Z 0 = S(0)) for k = 0, 1, 2, . . . K and n = 1, 2, . . . N, are calculated by the iterative procedure described at the end of Section 2.1.
Barrier Option Pricing
There are several types of barrier options. Some "knock out" (i.e., they become worthless) when the underlying asset price crosses a barrier . If the underlying asset price begins below the barrier and must cross above it to cause the knock-out, the option is said to be up-and-out. A down-and-out option has the barrier below the initial asset price and knocks out if the asset price falls below the barrier. Other options "knock in" at a barrier (i.e., there is no payoff unless asset price crosses a barrier). Knock-in options also fall into two classes, up-and-in and down-and-in. The payoff at expiration for barrier options is typically either that of a put or a call. There exist more complex barrier options, but in this section, we focus only on an up-and-out call option on a BPRE process. The methodology we develop can be also applied to up-and-in call options. For the rest we can use in-out parity 1 and the price of the standard call option given in (13) and (14) .
The price at maturity date of an up-and-out European call option with strike price K and barrier level B is:
where M (T ) = max 0≤t≤T S(t). Applying martingale pricing, the price of the option at the current moment is
Recall that the expectation is taken with respect to the risk-neutral measure P. Therefore
Taking into account that B > K, we obtain
Using the relation
for k = 0, 1, 2, . . . , we can write
1 If we combine one "in" option and one "out" barrier option with the same strikes and expirations, we get the price of a standard option. This is the barrier option's equivalence to the put-call relationship for standard options.
2 If barrier level B is less than or equal to the strike price K, the price of an up-and-out call option is zero. Therefore, we examine only the case where B > K.
Infinite series can be calculated with an arbitrary precision ε > 0, hence the number N can be determined in such a way that
provided the values of r, λ, T , B, K, and S(0) are known. Therefore, we can use the approximation (15)
with an error less than ε.
The method for the calculation of the probabilities P(Z n = j, M n ≤ B|Z 0 = S(0)) used in equation (15), is given in the following theorem.
Theorem 2. If {Z n , n = 0, 1, 2, . . .} is a Bienayme-Galton-Watson branching process with p ij = P(Z 1 = j|Z 0 = i), i, j = 0, 1, 2, . . . and B is a positive integer then the probability
is given by the (i, j)−th element of the n−th power of matrix P(B, 1), where
The proof of this theorem is as follows. For the conditional probabilities P(Z 2 = j, M 2 ≤ B|Z 0 = i), calculated for the second generation, we can write:
Therefore P(B, 2) = (p ij (B, 2)) i,j=1,...,B = P(B, 1) 2 . Repeating the above procedure, we can deduce by induction that P(B, n) = P(B, 1) n , which proves the statement of the theorem.
The one-step transition probabilities p ij = P(Z 1 = j|Z 0 = i), i, j = 0, 1, 2, . . . , are calculated using the iterative procedure described at the end of Section 2.1.
Numerical Examples
In this section, we compare the prices of up-and-out barrier options calculated under the lognormal and BPRE models. According to Musiela and Rutkowski [22] , any mathematical model used for pricing exotic options should be marked-to-market; that is, at any given date it should reproduce with the desired precision the current market prices of liquid options. Standard options are the most liquid options and therefore we mark-to-market our model by minimizing the sum-of-squares distance between the theoretical option values and market prices of standard options. The estimated parameters are then fed into the lognormal and BPRE models to calculate the up-and-out barrier option prices.
Parameters Estimation
We estimate the EMM parameters of the BPRE and lognormal model for the S&P For each model, we estimate the EMM parameters using the method of least-squares calibration with a prior (see Kim et al. [16] ); that is, we estimate them by nonlinear least squares minimization under the EMM condition (12) . The BPRE model has three EMM parameters to be estimated and one restriction in its EMM condition, while the lognormal model has one EMM parameter and there are no additional restrictions. Hence, the BPRE model has two free parameter (λ and p), while the lognormal model has only one free parameter (σ) for the estimation.
To measure the performance of the prices estimated from the two models, we use average absolute error (AAE), average percentage error (APE), and root-mean square error (RMSE). These are defined as follows (Schoutens [28] The values of these errors and estimated parameters for both models are presented in Tables 1 through 4 .
Up-and-Out Call Option Prices
Using the estimated parameters, we calculate the prices of up-and-out call options with different maturities and strikes, while the barrier level is the same for all cases. It is chosen to be greater than all of the strikes. The results for SPX, AMZN, INTC, and MSFT are reported in Tables 5 through 8 . In the same tables, we report the results for standard call options with the same strikes and maturities. The BPRE prices of barrier and standard options are calculated by (15) and (14), respectively. The prices of up-and-out call options for the BPRE process deviate significantly from those for the lognormal process, while the prices of the corresponding standard options are similar.
For example, if we examine the options on SPX with 72 days to maturity (Table 5) , we can see that the maximum percentage differences in barrier option prices is 139.53%, while for the standard options it is 1.15%.
It can be seen that the BPRE prices are less than the lognormal prices for the up-andout options with shorter maturity (five days). This is due to the fact that BPRE returns have fatter tails for smaller periods and therefore we have greater probability of reaching the barrier level with respect to the lognormal model. In other words, if we have the same value for the standard call option, we will get the smaller value for an up-and-out barrier option using BPRE when the maturity period is shorter. It is interesting to note that the BPRE model produces greater prices for the options with 38 and 72 days to expiration, compared to the lognormal model. Figures 1 through 4 show the barrier option prices as a function of time to maturity. This could be partially explained by the presence of the so called "aggregational normality" effect, i.e. the distribution of the return gets closer to the normal distribution as the length of its period increases. Therefore, the difference in the tails of the distribution has a significant impact on barrier option prices.
Conclusions
In this paper, we present a simple and easy-to-use method for computing accurate estimates of up-and-out call option prices when the underlying stock process is modeled
by BPRE. We demonstrate that the prices of barrier options for the BPRE process can deviate significantly from those calculated assuming a lognormal process, even if
we have similar values for the corresponding standard options. We find that there is different behavior for the prices computed from the BPRE model with respect to the maturity period. For shorter maturities, the BPRE model gives smaller values compared to the lognormal model, while for the longer times to expiration we observe the opposite. The current price S(0) of the AMZN is 43.10 and the risk-free rate r is 0.0377 per annum. The barrier level is 49 in order to be greater than all of the selected strike prices. The current price S(0) of the INTC is 24.49 and the risk-free rate r is 0.0377 per annum. The barrier level is 30 in order to be greater than all of the selected strike prices. The current price S(0) of the MSFT is 26.31 and the risk-free rate r is 0.0377 per annum. The barrier level is 32 in order to be greater than all of the selected strike prices. Figure 4 : Up-and-out call option on MSFT prices from BPRE model and lognormal model as a functio,n of time to maturity. The current price S(0) of the MSFT is 26.31, the risk-free rate r is 0.0377 per annum, the strike price is 26, and the barrier level is 32.
