To mitigate the non-line-of-sight (NLOS) effect, a three-step positioning approach is proposed in this article for target tracking. The possibility of each distance measurement under line-of-sight condition is first obtained by applying the truncated triangular probability-possibility transformation associated with fuzzy modeling. Based on the calculated possibilities, the measurements are utilized to obtain intermediate position estimates using the maximum likelihood estimation (MLE), according to identified measurement condition. These intermediate position estimates are then filtered using a linear Kalman filter (KF) to produce the final target position estimates. The target motion information and statistical characteristics of the MLE results are employed in updating the KF parameters. The KF position prediction is exploited for MLE parameter initialization and distance measurement selection. Simulation results demonstrate that the proposed approach outperforms the existing algorithms in the presence of unknown NLOS propagation conditions and achieves a performance close to that when propagation conditions are perfectly known.
Introduction
Wireless positioning has received considerable attention in recent years [1, 2] . The provision of accurate mobile position information has become increasingly important since regulations for emergency services and commercial application for location-based services (LBS) were issued by the US Federal Communications Commission (FCC) and other government bodies. Reliable location estimation is a critical component for a wide range of applications including medical services, search and rescue operations, and intelligent transport system (ITS). In order to enhance the performance of positioning systems or networks, effective advanced position estimation techniques are required especially for scenarios where radio propagation is complex.
In the presence of non-line-of-sight (NLOS) radio propagation, the angle, time of arrival (TOA), and distance measurement error consist of a noise component and a bias component, both of which are random [2] . NLOS propagation also makes it difficult to model accurately the received signal power. Thus, NLOS propagation poses a great challenge for achieving accurate position estimation. In the literature, a variety of methods and techniques have been proposed to mitigate NLOS propagation effect. A database of field measurements (e.g., received signal strength) at fixed locations in a specific propagation environment can be utilized to improve position accuracy [3, 4] . Because the cost for database creation and maintenance is high, it is impractical to employ such an approach for many applications. In the case of single-shot positioning, optimization is typically employed to minimize a cost function which includes the bias component [5] [6] [7] [8] . When prior statistical knowledge of the NLOS error is unknown, line-of-sight (LOS) and NLOS identification can be used to mitigate the distance bias error using online mean and variance estimates. The velocity and heading angle information as well as the smoothed distance measurements can be incorporated through the extended Kalman filter (KF) to determine the mobile position [9] . However, the NLOS identification is an exhausting process, since a successive sequence to measurements is employed for the identification purpose. In addition, it is not suitable for real-time tracking because of the time delay involved. In the case of known noise and bias statistics, statistical based NLOS mitigation algorithm can be used to achieve highly accurate position estimates [10, 11] . In order to improve the NLOS identification performance under the worst condition, it requires additional hardware utilization (antenna array) or higher computational complexity (deletion diagnostics scheme) [10] . Moreover, this method can only work well in the presence of a large number of BSs, among which only a small number of BSs are NLOS BSs. In the event that the target is moving, geometry and motion characteristics are usually utilized to reduce the NLOS effect such as through Kalman filtering [12] [13] [14] . For motion information utilization in [14] , some additional hardware is required, making it difficult to implement in practice. Based on the measurement data selection over a period of time, an LOS-only-based approach for positioning in NLOS environments was proposed in [15] . The measurements at NLOS BSs are excluded, so the potential accuracy gain using NLOS measurements is lost. Considering the LOS/NLOS transition as a Markov process, a number of mobile tracking algorithms were proposed in [16] [17] [18] . The limitation is its higher system complexity, since a bank of filters (LOS and NLOS modes) is used. Based on the accurate model of mobile motion and information from location measurements at different time instances, a model-based dynamic filter was proposed to improve the location estimation in [19] . However, such a method requires the knowledge of the parameters of mobile terminal motion model and the control input decision model in advance. A joint particle filter and UKF position tracking in severe NLOS situations was proposed in [20] . Because of the higher computational complexity, it may be inappropriate to apply this method to complexity-constrained scenarios.
In this paper, we focus on the maximum likelihood estimation (MLE)-based position estimation algorithm. Although extensive investigations have been conducted for positioning in NLOS scenarios, the unknown LOS and NLOS conditions make it difficult directly to apply the MLE for position determination. In addition, since MLE makes use of nonlinear optimization in the presence of a nonlinear likelihood function such as in radio positioning, parameter initialization is required, which can be a difficult issue. Thus, the development of suitable techniques is required to enable the MLE to achieve superior position estimation performance.
Motivated by the above discussions, we propose a new three-step approach for target tracking, which is simple yet effective. First, we propose to use a fuzzy model to deal with measurement condition estimation. The probabilitypossibility transformation is utilized to calculate the possibility that a measurement is corrupted only by noise. Whether or not a measurement is selected is based on the quality of the measurement or on the value of the possibility. Second, KF design is performed to incorporate the covariance matrix of MLE and the target motion information. Using the position prediction from the KF, the problem of parameter initialization for optimization can be readily resolved.
The main contributions of the paper are summarized as follows:
1. The aim of the fuzzy modeling proposed in [21] was to use the sensor measurement data for derivation and fusion; however, in this paper, the fuzzy modeling is introduced for measurement condition estimation. Thus, a new application scenario of fuzzy modeling is proposed in this paper. 2. The measurement data selection in [15] relies on the measurement record over a significant long period of time, and the predefined number of the LOS measurement is also difficult to set for different environments, so this kind of method is unrealistic for many real-time application scenarios. Meanwhile, because only the LOS measurements were selected for final position estimation, some performance gain from using the NLOS measurements will be lost. However, in this paper, the measurement selection only requires the current distance measurement. Therefore, the proposed measurement selection approach has some advantages in time cost and system complexity for diverse channel environments. In addition, the NLOS measurements are also utilized for final position estimation, and the proposed algorithm performs better than the method in [15] . 3. Although the author of [11] proposed the MLE for mobile location estimation, it is not suitable for practical application because of the need of complex LOS/NLOS identification. In the proposed MLE, owing to the Kalman position prediction feedback and fuzzy modeling, it is easier to realize the LOS/ NLOS identification, making it a more practicable approach. 4. In this paper, different from the KF technique for mobile location estimation in [9] , a KF is utilized to refine the position estimation after the MLE. Also, the KF prediction is used for fuzzy modeling construction and can help the NLOS identification. Thus, the utilization of KF is more effective.
The remainder of this paper is organized as follows. The distance measurement model in LOS and NLOS conditions and the distribution of the measurement noise and bias error are given in Section 2. The proposed three-step approach is described in detail in Section 3. Simulation and results are reported in Section 4. Finally, Section 5 draws our conclusion.
Measurement model
Consider mobile tracking by use of distance measurements in a cellular network or a wireless sensor network. Let (x k , y k ) and x BS i ; y BS i À Á denote the two-dimensional positions of the mobile and the ith base station (BS) at time instant k, respectively. Then, the Euclidian distance between them is given by
where i ∈ {1, 2, … N} and N is the BS population. In LOS condition, d i,k is only corrupted by measurement noise n i,k , which can be modeled as a zero-mean white Gaussian variable N 0; σ
However, in NLOS condition, d i,k is corrupted by both measurement noise n i,k and NLOS bias error e i,k . The measurement equations can be simply written as follows:
In the literature, the bias error is modeled as a random variable which has an exponential or Gaussian distribution. In this paper, the bias error is assumed to have either a Gaussian distribution N μ; σ 2 NLOS À Á [22, 23] or an exponential distribution e(λ) (mean = λ and variance = λ 2 ) [5] . Given the distance measurements and the knowledge of the noise and bias error statistics, the question is how to reliably and accurately track the target position through mitigating the NLOS effect. In the next section, a new approach is proposed to achieve the goal.
Proposed approach
The block diagram of the proposed three-step approach is illustrated in Figure 1 , which contains three main steps: (1) fuzzy modeling of each measurement data, (2) MLE-based single-shot position determination, and (3) KF-based position filtering. First, the possibility that a measurement is only corrupted by noise is calculated according to the probability-possibility transformation model. The measurements with high possibility and low possibility are considered as the LOS and NLOS measurements for MLE-based position calculation, respectively. Second, the intermediate single-shot position estimates are obtained using the MLE. At last, KF is utilized to produce the smoothed position estimates. In this step, target motion information and statistical characteristics of MLE are employed for performance improvement. The details of the three main steps are described in Figure 1 .
Fuzzy modeling for measurement selection
The proposed fuzzy modeling for measurement condition estimation contains three steps as shown in Figure 2: (1) fuzzy model parameter preparation, (2) probabilitypossibility transformation, and (3) measurement condition estimation. Probability theory and possibility theory are the two main methods to describe the measurement uncertainty. In the probability theory, the measurement uncertainty is described by a probability distribution based on the available statistics. But such a method has a higher computational complexity. In order to perform effectively in the scenarios with limited computation capabilities, possibility theory prefers to adopt. In this paper, the basic possibility theory for fuzzy modeling of measurement data originally developed in [21] is adopted. This method avoids the complex associated computations and the further treatment of the propagation of information is easier to realize, especially because of the simple parameterized shape of possibility distribution. In this theory, a truncated triangular probability-possibility transformation is utilized to describe the possibility of a specific type of measurement from a physical sensor. Applying this theory, fuzzy modeling of measurements associated with each BS is established to calculate the possibility that the corresponding measurement is taken under LOS propagation. To perform such a transformation, some prior information is required and it can be considered as an approximation of the optimal transformation.
The relationship between the probability and possibility is established through a probability-possibility transformation. As shown in Figure 3 , the truncated triangular probability-possibility transformation is described by the following:
The determination of the parameters such as x c , x n , x ε , and ε can be found in Table 1 for different measurement noise law [21] . x m and σ represent the mean and the standard deviation of the measurement data, respectively. In this paper, the measurement noise follows the Gaussian law, thus, x c equals to x m . Moreover, the acquirement of the mean is realized using the Kalman position prediction. For a given BS, the mean for the transformation can be calculated by
After the probability-possibility transformation, each measurement is assigned with a specific possibility associated with the LOS propagation. A measurement with a high possibility is likely a measurement under LOS condition. Furthermore, a measurement with a low possibility is likely a measurement under NLOS condition. In this paper, we investigate two different methods for determining the number of LOS measurements selected for position determination. One is that the number is predefined and fixed, whereas the other is that any measurement whose probability is greater than a predefined value is selected. Clearly, the number in the second case is variable.
Note that there are two probabilities associated with fuzzy modeling. One is the false alarm probability P FA which considers the measurement in LOS scenario as NLOS measurement, while the other is the detection probability P D which considers the measurement in NLOS scenario as NLOS measurement.
Assuming NLOS error with a Gaussian distribution N μ; σ 2 NLOS À Á , for a given BS, let us denote the error-free TOA measurement as m. Then, the two probability functions under LOS and NLOS conditions are shown in Figure 4 . Taking Neyman-Pearson (NP) detection theory as a parameter selection criterion, in which the minimum P FA is chosen as the given false alarm probability, we can obtain that the left endpoint and right endpoint of the given false alarm probability are m − 2.58σ i and m + 2.58σ i , respectively, and the predefined possibility parameter ε = 0.12 (see Appendix for more details).
Since the distribution of the measurement assumed in LOS condition can be described as N m; σ 2 i À Á , the false alarm probability P FA is obtained by
where
Similarly, the distribution of the measurement assumed in NLOS condition can be defined as N m þ μ; σ
According to the description in Figure 4 , the NLOS detection probability will occur in the regions [−∞, m − 2.58σ i ] and [m + 2.58σ i , +∞]. Hence, P D can be described as follows:
Utilizing the simulated parameter value of measurement noise and NLOS distribution (see Section 4), P D can be calculated as 0.64.
Note that the two probabilities P FA and P D are correlated with the predefined threshold parameters. In the above-given parameters, P D seems small. The reason is that the above predefined threshold parameters are based on the given minimum false alarm probability. If the given false alarm probability increases, the P D will also increase.
Maximum likelihood estimator
Using each BS and the corresponding measurement condition, the joint probability density function of all the distance measurements at time instant k can be readily obtained. After ignoring the constant, the log likelihood function of all the distance measurements can be written as [15] 
where it is assumed that the measurement noise and bias errors are mutually independent and
Note that (1) NLOS statistics are assumed known in advance; (2) the sum of a Gaussian measurement noise and an exponentially distributed NLOS error may be approximated to have a Gaussian distribution with the mean equal to λ and variance being σ 2 i þ λ 2 for the scenarios where the NLOS bias is not the dominant error [5] . Figure 4 Calculation of loss probability and error probability.
Applying the MLE produces the mobile position estimate as follows:
Clearly, without distinguishing between the LOS and NLOS propagation, the MLE would be very sensitive to the NLOS effect to produce poor position estimation performance. Since the NLOS corrupted measurements can be identified with a large possibility by the possibility calculation, the NLOS effect can be significantly mitigated.
Kalman filtering
Once the intermediate position estimates are available, they can be filtered to produce better position estimates by a KF. The target motion state at time instant k is defined as
where [x(k), y(k)] represents the position state of target and _ x k ð Þ; _ y k ð Þ ½ denotes the corresponding velocity state. The target state with random acceleration can be modeled as [22, 24] 
According to the Lemma 3.2 described in [11] , the noise v(k) is white Gaussian with zero mean and covariance matrix R(k) given by
Thus, the prediction and update of the state and the covariance in implementing the standard KF are performed according to the following:
where K(k) is the Kalman gain,x k=k ð Þ is the state update including the desired position estimate at time instant k, and P(k/k − 1) and P(k/k) are the state covariance prediction and the state covariance update, respectively.
Summary
The proposed approach can be described by the flow chart shown in Figure 5 , consisting of the following steps.
1. Obtain the measurement prediction of each BS using Kalman position prediction, then apply the truncated triangular probability-possibility transformation to calculate the possibility of each measurement. 
Simulation results
In this section, simulation results are provided to assess the performance of the proposed three-step tracking approach. It is assumed that the target can communicate with seven BSs, whose position coordinates (in meters) are set at (6,000, 0), (3,000, −6,000), (−3,000, −5,000), (−6,000, −1,000), (−4,000, 6,000), (0, 5,000) and (4,000, 6,000) respectively. The noise n i,k and the bias error e i,k are assumed Gaussian with σ i = 150 m (for i = 1,…7), σ NLOS = 409 m and μ = 513 m. These parameters are similar to those selected in [7, 15] . In random NLOS conditions, the channel propagation alternates between LOS and NLOS in a random pattern. Three different NLOS occurrence rates are considered, which are 10%, 30%, and 50%, respectively. Meanwhile, in the fixed NLOS condition, only the measurements at the BS 2 and BS 5 contain the NLOS error all the time, whereas the measurements of other BSs are assumed under LOS condition. For simplicity, the trajectory of the mobile for simulation is shown in Figure 6 . The mobile travels The sampling interval is Δt = 0.05 s and there are 1,500 distance measurements associated with each base station for each simulation. A simple linear least squares method is utilized to generate the initial position value [25] [26] [27] . The initial velocity state is set at zero. The initial covariance matrix is set as I 4 × 4 multiplied by 1,000. The predefined number for LOS measurement (i.e., the number of BSs) is denoted by N s . Figure 7 shows the average of root mean square error (RMSE) of the proposed approach with respect to the number of selected BSs (N s ) in random NLOS environments. The RMSE of the position estimates is defined by
is the corresponding position estimation at the kth time instant in the jth Monte Carlo run and M is the total number of Monte Carlo test. It can be observed that the performance can be improved as the predefined number increases when the NLOS occurrence rate is 10%. However, the outcome is different in the scenario of 30% and 50% NLOS occurrence rate. This phenomenon can be associated with the channel propagation conditions. In the case of a large NLOS occurrence rate, as the predefined number of selected measurements increases, more NLOScorrupted measurements would be selected as LOS measurements, resulting in performance degradation.
Thus, for the predefined number-based approach, some prior knowledge about the channel condition should be known in advance if we want to obtain better location performance. In order to overcome this shortcoming, a method based on predefined possibility threshold is investigated next for the measurement selection. Figure 8 shows the performance in terms of average RMSE with respect to different predefined possibility threshold. It can be seen that the average RMSE is smallest in all four simulation scenarios, when the threshold is equal to 0.12. Therefore, for practical application, the appropriate threshold should be set at 0.12. Table 2 shows the average number of selected LOS BSs used for position determination. For instance, when the threshold is selected as 0.12, in random NLOS (30%) condition, for each BS, the false alarm probability is equal to According to the discussion above, predefined possibility threshold-based method is utilized for the following simulation comparisons when the threshold equals 0.12. Figure 9 shows the RMSE comparison between the proposed BS selection and idealized cases. For idealized cases, the LOS/NLOS state of each BS in the trajectory is known in advance. From the figure, it can be seen that the performance of the proposed approach is close to that of idealized cases. These results also reflect the effect of the fuzzy modeling for LOS/NLOS identification. As the NLOS occurrence rate becomes large, the RMSE increases because it is more likely that one or more NLOS corrupted measurements would be selected as LOS measurement. However, the performance difference between the 10% and 30% cases is not significant. The average of the RMSE of the idealized case at the initial position is 25.3 and 25.8 m for the 10% and 30% NLOS, respectively. Also, the average of the RMSE of the proposed method at the corresponding position is 30.5 and 31.5 m for the 10% and 30% NLOS, respectively. The reason may be contributed to the NLOS mitigation method in the proposed algorithm. Figure 10 illustrates the performance comparison between different random acceleration variances when the NLOS occurrence rate is set at 30%. As expected, when the acceleration variance increases, the RMSE becomes larger. However, the performance degradation is not dramatic, although the variance increases by 400%. Therefore, the performance is relatively insensitive to the selection of the acceleration noise variance.
Let us examine the reliability of the probability calculated based on the proposed approach. Figure 11 shows the simulated LOS probabilities of all seven BSs in four different propagation environments. Taking 30% NLOS occurrence rate as an example, from the discussion in subsection 3.1, the false alarm probability in given condition is P FA × (1 − 0.3) = 0.007 and the corresponding error probability can be calculated as (1 − P D ) × 0.3 = 0.108. Since the NLOS rate is 0.3, the LOS probability is 0.7 and thus the actual calculated LOS probability of the proposed algorithm is 0.7 + 0.108− 0.007 = 0.801. In addition, in the fixed NLOS condition, the false alarm probabilities in LOS and NLOS conditions are P FA × (1 − 0) = 0.01 and P FA × (1 − 1) = 0, respectively. The corresponding error probabilities can also be calculated as (1 − P D ) × 0 = 0 (for LOS condition) and (1 − P D ) × 1 = 0.36 (for NLOS condition). The actual calculated LOS probabilities are 1 − 0.01 + 0 = 0.99 for LOS condition and 0 − 0 + 0.36 = 0.36 for NLOS condition. From Figure 11 , it can be found that the simulation results are in good agreement with the theoretical analysis. Hence, the calculated possibility can be utilized to accurately identify the LOS/NLOS scenarios.
Then, we compare the performance of the proposed approach with that of the algorithms proposed in [11, 15] . In the simulation, the prior knowledge of LOS and NLOS for each BS is known in advance for the algorithm in [11] . Hence, the simulated results also can be considered as the results obtained from the idealized case. For the BS selection method in [15] , the predefined number of selected BS and the measurement records are 3 and 20. The step of position estimation is the same as the proposed algorithm. Figures 12, 13, 14, 15 describe the cumulative distribution function (CDF) of the position error of different algorithms in different scenarios. From the simulation results, it can be seen that on average, the proposed method significantly outperforms the method in [15] and is close to that of the idealized case. Because the method of [15] only selects the best TOA measurements for position estimation, it will lose some performance gain when the NLOS measurements and some LOS measurements are not utilized. Meanwhile, proper parameter initialization is also crucial to obtain better position estimation. From the figures, it can be seen that the performance of [15] varies in different environments for the given parameters. In this sense, it also requires proper prior knowledge of the channel environments. On the other hand, although the performance of [11] is better than that of the proposed algorithm, it should be noted that these acquired results require accurate prior knowledge of the environments. For practical application, the method of [11] should add the LOS/NLOS identification function so that both MLE and covariance calculation can be realized. As a consequence, the method in [11] would become much more complicated. In the proposed approach, the position estimation performance relies on the accuracy of the proposed LOS/NLOS identification method. However, the proposed algorithm does not require any additional step for position estimation and the performance is close to that of the idealized case. Besides, the LOS/ NLOS selection results with 30% NLOS condition are illustrated in Figure 16 . For clarity, only the results over the time interval between 800 and 900 are shown. From Figure 16 , it can be seen that most of NLOS condition can be identified by the proposed algorithm. The missed and incorrect identifications are associated with the loss and alarm probability of the proposed approach. Figure 11 The LOS probabilities of each BS. Next, some simulations are designed for the case where the NLOS error is assumed to be an exponential variable (λ = 300 m) and the measurement noise is Gaussian with mean zero and STD σ i = 30 m [28] . Figure 17 shows the corresponding CDF of the simulated position error. From the simulation results, it can be seen that although the NLOS error does not follow the Gaussian distribution, the proposed algorithm also performs well. Thus, the proposed algorithm is suited for different NLOS distributions. Figure 18 shows the performance comparison among three different algorithms for the case where the NLOS occurrence rate is 30% and the NLOS error has an exponential distribution [28] . It can be seen that the conclusions with Gaussian distribution can also be obtained.
At last, the performance analysis of the proposed algorithm is described, when the prior NLOS statistics are incorrect. Taking the 30% NLOS occurrence rate as an example, the mean of NLOS bias is set to be 200 m, but it is assumed to be 513 m incorrectly. From Figure 19 , it can be seen that the performance with the incorrect NLOS statistics is similar to that with correct statistics.
Conclusions
In this article, a three-step positioning algorithm is proposed to mitigate NLOS propagation effect and to achieve desirable positioning accuracy for target tracking in NLOS propagation environments. A fuzzy modeling method is developed to identify whether the distance measurements are under LOS condition and the measurements are employed for MLE-based position determination, according to the identified measurement condition. The intermediate position estimates are smoothed using a linear KF to produce better positioning performance. The position prediction from the KF is utilized for parameter initialization in the MLE and for fuzzy modeling-based measurement selection. In the case where there are measurements corrupted by NLOS propagation and the LOS and NLOS conditions are unknown, the proposed approach outperforms the existing algorithms. Figure 16 The description of actual and estimated NLOS condition. ð20Þ
The mean of d ik is the actual distance between the ith base station and the MS at time instant k. In this paper, Equation 4 can be approximated to describe this actual distance. Hence, as seen in Figure 3 , the parameters for probability-possibility transformation can be defined as follows: Through the fuzzy modeling processing, the test can be described as follows: 
With the knowledge of NP detection theory, in the following, the prior given false alarm probability is chosen as the minimum false alarm probability and then to calculate the detection probability in this given condition. Furthermore, we also judge whether the obtained detection probability is the maximum.
First, we will describe how to obtain the parameters in the minimum false alarm probability condition. From (20) , it can be seen that in LOS condition, z ik ∼N m; σ 2 i À Á . Assume that the left and right endpoints of the predefined parameters in this condition are m − A 1 σ i and m + A 2 σ i , respectively. From (21) , it can also be seen that A 1 ≤ 2.58, A 2 ≤ 2.58. Then, the false alarm probability P FA can be described as follows:
Since Φ(x) is a monotone increasing function, in order to make P FA minimum, A 1 and A 2 must be maximum. Therefore, the predefined two endpoints to achieve minimum P FA are m − 2.58σ i and m + 2.58σ i , respectively. According to the probability-possibility transformation described in Figure 3 , we can also obtain the predefined possibility parameter ε = 0.12.
Second, we will validate whether the detection probability is maximum with the above obtained parameters.
From (20) , it can be seen that in NLOS condition, z ik e N m þ μ; σ (21) , it can also be obtained that A 3 ≥ 2.58, A 4 ≥ 2.58. Then, the detection probability P D can be described as follows:
It can be seen that is P D a monotone decreasing function with parameters of A 3 , A 4 . Hence, in order to make P D maximum, the parameters are also m − 2.58σ i , m + 2.58σ i . Similarly, with the probability-possibility transformation, the predefined possibility parameter is chosen as ε = 0.12. 
