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ABSTRACT
Natural-sounding reproduction of sound over headphones requires accurate estimation of an individual’s
Head-Related Impulse Responses (HRIRs), capturing details relating to the size and shape of the body, head
and ears. A stereo-vision face capture system was used to obtain 3D geometry, which provided surface data
for boundary element method (BEM) acoustical simulation. Audio recordings were filtered by the output
HRIRs to generate samples for a comparative listening test alongside samples generated with dummy-head
HRIRs. Preliminary assessment showed better localization judgements with the personalized HRIRs by
the corresponding participant, whereas other listeners performed better with dummy-head HRIRs, which is
consistent with expectations for personalized HRIRs. The use of visual measurements for enhancing users’
auditory experience merits investigation with additional participants.
1. INTRODUCTION
The use of headphones or earphones for consumption
of audio and multimedia content offers many practical
advantages, such as increasing the user’s sense of im-
mersion, suppressing interference, maintaining privacy
and enabling mobility. On the other hand, such direct
access to listeners’ ears gives sound designers opportu-
nities to create soundscapes to enrich the listening ex-
perience. Human perception of sound exploits various
monaural and binaural cues for purposes of source lo-
calization and spatial awareness, e.g., Interaural Time
Difference (ITD), Interaural Level Difference (ILD), and
spectral coloration, including the peaks and valleys in
acoustical response produced as a result of the listener’s
torso, head and outer ears (pinnae) [3, 6]. These spectral
details can be captured in so-called Head-Related Trans-
fer Functions (HRTFs) or Impulse Responses (HRIRs)
[14], which differ enough amongst individuals that sig-
nificant improvements can achieved using personalized
HRIRs compared with those of a dummy head or aver-
age person. Therefore, to realize the full benefits of bin-
aural reproduction for immersive gaming, an individual
requires accurate estimates of his/her own HRIRs over
the audible frequency range.
This paper investigates the use of one person’s surface
geometry for calculating his HRIRs through acousti-
cal simulation [8]. The ear, head and torso geometries
were obtained via 3D video techniques, aligned and con-
verted into a solid 3D mesh, whose acoustical response
was computed by the boundary element method (BEM)
[9, 7]. Various resolutions of the mesh components were
tested. By combining the responses at multiple frequen-
cies, time-domain HRIRs for the left and right ears were
obtained and utlized to synthesize audio samples. For
comparison, acoustically-measured HRIRs of a dummy
head were also employed [5]. These acted as stimuli in
subjective listening tests that were conducted to assess
localization accuracy, including the impact of personal-
ization.
The rest of this paper is organized as follows. Section
2 outlines the visual capture method, mesh alignment,
BEM configuration and acoustical simulation. Section
3 presents the simulated acoustical responses. Section 4
describes the subjective evaluation and gives the results
of the assessment. Section 5 concludes.
2. METHOD
The acoustical response of the human ear to incoming
sound from a point source in space is characterized by
the head related impulse response (HRIR), or the head
related transfer function (HRTF), which is the Fourier
transform of HRIR [3, 5]. Specifically, the HRTF is
defined as the acoustic filter from a sound source to a
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defined position in the left or right ear canal, and de-
scribes the direction-dependent reflection, distortion and
diffusing effects of sound due to an individual’s head,
torso, and pinna [6]. This paper investigates the use
of one person’s surface geometry for calculating his
HRIRs through boundary element method (BEM) acous-
tical simulation in the frequency domain [8, 9].
The head and ear geometries were obtained via 3D video
techniques using a commercial-off-the-shelf 3dMD face
capture system [2], and the torso approximated from Mi-
crosoft Kinect depth images [10]. The surface geome-
tries of each component were inspected to eliminate ar-
tifacts and aligned manually. MeshLab was employed to
connect and complete the components, yielding a solid
3D mesh of the head and torso [1]. The mesh was im-
ported into Matlab for use with the OpenBEM software
[7]. HRTFs were computed for frequencies at regular
intervals up to 8 kHz to populate a frequency-domain re-
sponse function and then converted into the time-domain
by inverse discrete Fourier transform to give each left
and right pair of HRIRs. HRIRs were computed at 5-
degree intervals around the head in the horizontal plane
and assessed for several resolutions of the geometrical
3D-mesh data.
BEM is a numerical method for solving linear partial dif-
ferential equations (PDE) reformulated as a set of inte-
gral equations, one defining the boundary and another
relating the solution at the boundary to all points in the
domain [9]. The BEM is derived by discretization of
these integral equations. Compared with the Finite El-
ement Method (FEM) and the Finite Difference Method
(FDM), BEM is more computationally efficient and gen-
erally much easier to use [4]. However, BEM is restricted
to homogeneous and linear PDEs. The major advantage
is that in BEM, only the boundary of the domain of the
PDE requires discretization (or sub-division) to produce
a boundary mesh. For problems where the domain ex-
ists exterior to a boundary, such as a problem involving
an acoustic field generated by a sound source, the size
of the domain is infinite, but it has a limited boundary.
In such cases, as here, the BEM is particularly helpful,
as the problem reduces to solving a series of Helmholtz
equations over a limited boundary surface.
2.1. Mesh generation
The first task in this study was to capture the geometry
of the head, ears and torso of an individual user. The
face capturing session was performed in the Visual Me-
Fig. 1: Face capture rig with lighting in the lab.
Fig. 2: Infrared (left) and color (center) images, and out-
put mesh (right) from the face capture system.
dia Lab in the Centre for Vision Speech & Signal Pro-
cessing (CVSSP). The apparatus used for this procedure
was the 3dMDface System [2], which has been widely
used for many years in the medical and dental industry
for anthropomorphic analysis and monitoring of patients.
Figure 1 shows the set-up for the 3dMDface system. It
enables the user to record accurately an individual’s nat-
ural head position and details of his/her facial features.
It employs two camera pods, on either side of the head,
each of which has three cameras with a 50 mm Navtar
Raptar lenses. Of these six cameras, four have filters
for near infrared placed on them; the remaining two are
normal colour cameras. The rig includes two Opti Solar
250 projectors with infrared filters that project a speckle
pattern. This system provides coverage of the face from
ear to ear; it does not capture hair. Simultaneous im-
ages from all the cameras are combined to reconstruct
a consolidated mesh representing the overlapped regions
of the face that are contained in the images.
Examples of the face capture are shown in Figure 2.
The meshes output by the 3dMDface system have certain
characteristics. Meshes only capture the skin and do not
capture the top or back of the head, so only a partial mesh
is obtained for the head. Meshes are most detailed near
the cameras’ centre of focus. The capture region is lim-
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Fig. 3: Head and torso construction (left) and completed
mesh (right).
ited to the front of the face and the top of the shoulders.
Each face mesh is composed of approximately 40 000 tri-
angular elements, connecting 20 000 nodes. The mesh
resolution is defined by the distance between adjacent
nodes, which was 1.7 mm on average for frontal face.
To maximize resolution in the vicinity of the ears, sepa-
rate ear meshes were captured, which yielded an average
1.3 mm inter-node distance.
A larger complementary mesh of the entire head and
torso was obtained with a Kinect [10] with four times the
number of elements and nodes, and a maximum 3.4 mm
inter-node distance. This mesh facilitated the creation
of synthetic mesh patches in the MeshLab utility and
acted as a guide for their integration [1]. The face and
ear meshes from the 3dMDface system were manually
aligned and stitched together with the synthetic meshes
by Poisson reconstruction, as shown in Figure 3.
3. SIMULATIONS
The frequency range of reliable simulations is limited
by the resolution of the mesh, which provides discrete
sampling of the geometry. It has been found that the
upper frequency limit for which a mesh is valid deter-
mined by a critical wavelength that is 1/6th of the small-
est inter-node distance [8]. However, acoustical simula-
tion is computationally intensive with the memory usage
and processor time directly linked to the number of el-
Fig. 4: Frequency response for spherical meshes at 270◦,
coarse (left) and fine (right): sound pressure magnitude
(dB) versus azimuth (degree) and frequency (Hz).
ements in the mesh. Therefore, a series of experiments
was conducted for the range 0 Hz–4 kHz to compare the
simulated effects of resolution of the ear, the head and
the torso. Each HRTF simulation took 200–400 hours
to compute on a PC. From the original, full resolution
meshes, lower resolution versions were made by merging
nodes. Tests were performed on ear meshes discretized at
1 mm, 2 mm and 5 mm resolution, on head meshes with
5 mm, 8 mm and 10 mm resolution, and with/without the
10-mm-resolution torso mesh. In all cases, the elements
at the entrance of ear canals were identified for analysis.
Given the arbitrary closed geometry of the test meshes,
the 3D-BEM package was applied treating the mesh as
a rigid body with zero particle velocity normal to the
boundary [7]. For the sakes of observing the effect of
mesh resolution and of comparison, we first ran simula-
tions with spherical meshes.
3.1. Pilot test with spherical meshes
Simulation results were obtained for spherical meshes
with various element sizes. The sphere diameter was
0.2 m. To represent the left ear and right ear positions,
two points were selected at 270◦ and 90◦, respectively.
Figure 4 shows the ‘left-ear’ results up to 4 kHz for those
with average inter-element distances of 33 mm (coarse)
and 8 mm (fine). The results demonstrate a clear relation-
ship between mesh resolution and the cut-off frequency
of reliable HRIR simulations. According to the critical
wavelength, it is expected that the coarse mesh will have
discretization artifacts above 1.7 kHz, whereas the fine
mesh is would not encounter such effects until 7.6 kHz.
Compared to the smooth HRTF obtained for the finely
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Fig. 5: Left-ear HRTFs of captured mesh with (left) and
without (right) the torso: sound pressure magnitude (dB)
versus azimuth (degree) and frequency (Hz). Resolution:
head 8 mm, ear 2 mm, torso 10 mm.
sampled sphere in Fig. 4 (right), the cyan peaks at az-
imuths of 270◦, 150◦ and 30◦ in Fig. 4 (left), and the yel-
low, orange and red ones at higher frequencies and ad-
ditional azimuths are indications of specular artifacts re-
sulting from the discretization. It is concluded that prac-
tical specification of the mesh size determines the valid-
ity of the acoustical simulations and provides a frequency
limit on the HRIR estimation.
3.2. Effect of torso
To investigate the influence of the torso on the HRTF,
tests were conducted on a head-and-torso mesh and an
isolated-head mesh. The sound source was placed at a
radial distance of 1.4 m from the origin in the center of
the head.
The results, plotted in Figure 5, show significant mod-
ulations of the HRTFs above 900 Hz, which were not
seen for the sphere. The detailed pattern of the peaks and
valleys differs between the with and without torso cases,
especially in the range 2.5 kHz–2.7 kHz in Fig. 5 (right),
although the primary and secondary ridges either side of
90◦ share some common features.
3.3. Ear mesh resolution
Since the outer ear regions are small relative to the head
and torso, it is possible to employ a much finer reso-
lution on the pinnae without significantly affecting the
computation time. Results were obtained by simulat-
ing ear meshes with 1 mm, 2 mm and 5 mm resolution.
These revealed only subtle differences in the shape of
the HRTFs (not shown here), but some influence on the
Fig. 6: Left-ear HRTFs of captured mesh with coarse
(left) and fine (right) detail of the head: sound pressure
magnitude (dB) versus azimuth (degree) and frequency
(Hz). Resolution: head 10 mm and 5 mm, ear 2 mm,
torso 10 mm.
Fig. 7: GUI for evaluation of perceived azimuth angle.
overall magnitude. This is not surprising since the criti-
cal frequencies for these resolutions (56 kHz, 28 kHz and
11 kHz, respectively) are well above 4 kHz. In the sub-
jective evaluation described in Section 4, the finest reso-
lution was selected.
3.4. Head mesh resolution
Comparing the results of HRTF simulation with different
head resolutions, a significant reduction in artifacts was
observed at the finest resolution, even though the critical
frequency was above 4 kHz in all cases. The results in
Figure 6 compare the 5-mm (fine) and 10-mm (coarse)
resolution meshes. The results are broadly in agreement.
Yet, for the coarse mesh (Fig. 6 (left)) there are some
(cyan) artifacts at approximately 1.6 kHz, which can be
clearly seen at 220◦ and 120◦. Once again, the fine reso-
lution was chosen for the subjective evaluation below.
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Fig. 8: Histograms of azimuthal error magnitude from
lateralization tests: responses by meshed subject for (up-
per, left) BEM simulated and (lower, left) measured KE-
MAR HRIRs, responses by other participants for (upper,
right) simulated and (lower, right) measured HRIRs.
4. SUBJECTIVE EVALUATION
The HRTFs were simulated with 5-mm head resolution,
1-mm ear resolution and the 10-mm resolution torso.
The frequency range was extended up to 8 kHz to provide
a wide-band listening evaluation. Binaural audio sam-
ples were generated by convolving a number of monau-
ral speech recordings with the computed HRIRs, at az-
imuths ranging from 90-degrees to the left to 90-degrees
to the right in 5-degree steps. The stimuli were formed
from 6 selected recordings of English speech by native
speakers. For comparison, samples were similarly gen-
erated using acoustically-measured HRIRs of a KEMAR
dummy head [5]. Participants in the listening tests were
required to localize the sound source from the binaurally-
presented stimuli by choosing one of the 37 intended
directions in a Matlab-based GUI (see Fig. 7). Stimuli
were assessed in listening tests over headphones along-
side those generated from dummy-head HRTFs with ran-
domized presentation, by a number of listeners: the per-
son whose geometry was captured, and 10 other partici-
pants.
The localization error was defined for each stimulus as
the difference between the azimuth of the HRTF and the
response recorded from the participant. Histograms of
the magnitude of the errors are shown in Figure 8. Anal-
ysis of the results reveals that the majority of the audio
signals were identified within a range of 10◦ either side
of the original signal direction. The dispersion shows
that it was difficult to obtain the exact localisation of the
sound sources. These errors can be attributed to the lim-
ited resolution of the mesh and its approximation as rigid
body. The BEM-simulated HRTFs provided better per-
formance for the meshed participant as compared to the
KEMAR HRTFs: only∼20% of the responses were out-
side the range of 10◦ for the simulated HRTF dataset, as
compared to ∼30% for the measured dataset. The mean
error was reduced from 9.2◦ to 7.5◦ through HRTF in-
dividualization. For the other participants, the mean er-
ror increased from 11.5◦ to 15.1◦ in comparison of the
measured dummy-head HRTFs and those simulated for
a different individual.
In summary, a preference is exhibited for the person-
alized HRTF by the corresponding participant (N=1),
but for the dummy-head HRTFs by the other listeners
(N=10). This finding confirms expectations [13, 12, 11],
and provides a positive indication for the use of stereo
image processing with BEM simulation for personaliza-
tion.
5. CONCLUSION
This paper presents a procedure to obtain HRIRs for
an individual utilizing commercially-available 3D vision
systems to acquire ear, head and torso geometry and
BEM acoustical simulation. Simulation tests with cap-
tured geometry investigated the effects of torso, ear and
head meshes at various resolutions. With an appropri-
ate resolution for these components, the HRIRs were
computed from the integrated mesh and convolved with
speech signals to create stimuli for subjective evalua-
tion. Listening tests provided validation of the simulated
HRIRs in confirming that the participant whose geom-
etry was meshed could locate sources more accurately
with them than with measured dummy-head HRIRs. In
contrast, other participants recorded better accuracy with
the measured HRIRs, as expected. Further validation is
warranted against acoustical measurements of individ-
ual HRIRs and with multiple personalized meshes. It
would be interesting to investigate means of extending
the simulations’ frequency range and reducing computa-
tional requirements, and, from an applications perspec-
tive, to quantify the effect on users’ presence and immer-
sion during game play.
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