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Abstract 
The behavior of a class of high order methods for solving polynomial equations i examined. It is shown that the 
number of iterations for local convergence to a multiple zero, to the limits of attainable accuracy, is bounded independent 
of the multiplicity of the zero, and decreases as the order of the method increases. For the higher order methods, the 
number of iterations decreases a  the multiplicity increases. Computational efficiency as a function of degree, order and 
multiplicity is investigated, and an effective choice of order is recommended. Numerical examples are provided. 
Keywords: Newton's method; Polynomial; Multiple zero; Order; Efficiency 
1. A class of high order methods 
In this paper  we examine the behavior  of a class of methods introduced in [5] for comput ing the 
zeros of a polynomial .  We briefly recall the pert inent details; for completeness and accessibility the 
derivat ion of these results is included as an appendix to the present paper. 
Let p(z) be a polynomial  of degree n, with possibly complex coefficients. For  each 
j = 1, 2 . . . . .  k - 1, where k ~< n + 1 is a given positive integer, define 
oj(z) -p~i~(z) (1) 
j!p'(z)" 
Let 
h i ( z )= --p(z)/p'(z) 
* Corresponding author. 
1995 Elsevier Science B.V. 
SSDI 0377-0427(94)00086-7  
102 M. lgarashi, T. Ypma/Journal of Computational nd Applied Mathematics 60 (1995) 101-113 
SUBROUTINE LOCAL(C ,N ,K ,ZOLD,ZNEW)  
COMPLEX.  16 C(101), G(101), H(100), ZOLD,  ZNEW,  W 
INTEGER I,J,K,L,N 
DO 10 I = 1, K 
G(I) = C(1) 
10 CONTINUE 
DO 30 J = 2, N 
G(1) = G(1)*ZOLD + C(J)  
L = MIN(K ,N-  J + 2) 
DO 20 I = 2, L 
G(I) = G(I)* ZOLD + G(I  - 1) 
20 CONTINUE 
30 CONTINUE 
G(1) = G(1)* ZOLD + C(N + 1) 
DO 40 I = 1, K 
G(1) = G(I)/G(2) 
40 CONTINUE 
H(1) = -G(1)  
IF(K.LT.3)GO TO 70 
DO 60 I = 2 ,K -  I 
W = G(I + I) 
DO 50 J = 2, I 
W = W*H( J  - 1) + G(I  - J + 2) 
50 CONTINUE 
H(I) = H(1)/W 
60 CONTINUE 
70 ZNEW = ZOLD + H(K - 1) 
RETURN 
Fig. 1. Compute one step of the k order methods (1)-(3). 
and define hi, j = 2, 3, . . . ,  k - 1 recursively by 
h (z) (2) 
hi(z) = (... (Oj(z)hl (z) + Oj- 1 (z))h2(z) -F "'" q- Oe(z))hj- l(z) + O1 (Z)" 
Let e be a zero of p(z), and let Zo be an initial approximation of e. If ~ is a simple zero of the 
polynomial, then the iterative algorithm 
Zi+l=z i+hk- l (Z i ) ,  i=0 ,1 ,2 , . . .  (3) 
generates a sequence of successive approximations zi, i = 1, 2, 3 . . . .  of e which converges to ~ with 
order k. When k = 2 the method (3) corresponds to the standard Newton-Raphson method, and 
for k = 3 the method (3) is Halley's method. 
Since p(z) is a polynomial the terms in (1) are readily computable through Horner's algorithm. 
Fig. 1 shows a Fortran program which performs one step of the iteration (3), including the 
computations (1) and (2), given only the coefficients of p(z) = cl z" + CzZ"-1 + ... + c,,z + c,,+ 1. 
The computational cost of this algorithm is 2kn flops per iteration, and the combined time per 
iteration for both computation and dataflow may be assumed to be proportional to 2kn. 
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When • is a zero of multiplicity m > 1, then the method (3) converges only linearly to ~, and in 
the limit, for k ~< m, 
I z ,+ l -~ l  ~(1 -k -1  ) 
m + k - 2  Iz - (4) 
For example, when k = 2 we have the well-known behavior of Newton's method in the presence of 
multiple zeros, namely 
,z+, 
which is often observed in practice ven when z~ is at a considerable distance from ~. 
In this paper we exploit the relationship (4) to investigate some aspects of the efficiency of the 
methods (1)-(3) in the presence of a multiple zero. Experience with the Newton-Raphson method 
and Halley's method indicates that for these methods the number of iterations to achieve the best 
attainable accuracy increases as the multiplicity of the zero increases. We show that for the class of 
methods (1)-(3) the necessary number of iterations decreases as the order of the method increases, 
and that for orders k i> 5 the number of iterations required ecreases as the multiplicity increases. 
We also consider the computational efficiency of these methods both when far from a zero and in 
the proximity of a zero; the analysis and practical experience indicates that a method of high order, 
such as order k ~ 1.5x/~ when in the vicinity of a zero of multiplicity m > 1, or order k ,~ 1.5x/~ 
when far from any zeros of the polynomial of degree n, is most effective. 
Limits on the accuracy attainable when estimating multiple zeros, and estimates of the number 
of correct significant digits in an estimate of ~, are reviewed in Section 2. The number of iterations 
required by the methods (1)-(3) to achieve this accuracy for multiple zeros is estimated in Section 3. 
In Section 4 the computational efficiency of the methods is considered. 
2. Attainable accuracy for multiple zeros 
We recall some concepts previously introduced in [4]. Write 
p(z) = (z  - 
and assume that the successive approximations defined by (3) converge to 0c. As z~ tends to ~, the 
relative error in the computed value of p(z~) almost inevitably increases. The number of correct 
significant digits in the computed value of p(z~) decreases due to a loss of significant digits in the 
evaluation of (z~ - ~)" and a possible loss of significant digits in the evaluation of q(z~). Let L~ and 
L~ denote the number of lost significant digits in the evaluation of (zl - ~) and q(zi), respectively. 
Thus L~ corresponds to the number of correct significant digits in the estimate z~ of a, while the 
value of Lq depends on the proximity to ~ of any other zeros of the polynomial p(z) (see the 
examples below); if • is a sufficiently isolated zero of p(z) we may take L~ = 0. 
An iterative process converging to ~ must terminate when all the significant digits of p(z~) are 
lost. A plausible model is that the total number of significant digits lost in evaluating p(z~) is the 
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sum of the number of digits lost in evaluating each individual factor of p(zi). When p(z~) has no 
correct digits left then this additive model produces, for s digit computation, 
s ~ mL,  + Lq. (5) 
Since s - Lq is the number of correct significant digits of q(z~), and L ,  ~ (s - Lq)/m, the attainable 
number of correct significant digits of z~ as an estimate of ~ is approximately 1/m times the number 
of correct significant digits of q(z~). Numerical support for this model and the resulting conclusions 
was presented in [4]. We give two examples to illustrate these ideas. 
Example 1. Let p(z) = (z - 2.35)(z - 2.37)(z - 2.39) and ~ = 2.35. For zi near ct, the number of 
decimal digits lost in evaluating q(z~), where q(z) = (z - 2.37)(z - 2.39), is about 4, since q(z) has its 
zeros 2.37 and 2.39 relatively near ~. Thus L~ ~ 4. Hence for 16 decimal digit computat ion the 
attainable accuracy in estimating ~ is about 12 decimal digits. 
Example 2. Let p(z )= (z -  2.35)3(z-  2.56)= (z -  2.35)aq(z) and ~ = 2.35. For z~ near ~, the 
number of decimal digits lost in evaluating q(z~) where q(z) = (z - 2.56) is about 1, since the zero 
2.56 of q(z) is some distance from ~; thus Lg ~ 1. Hence for 16 decimal digit computat ion the 
attainable accuracy in estimating ~ is about ~(16 - 1) = 5 decimal digits. 
A termination criterion which halts an iterative process when the maximum number of signifi- 
cant digits attainable has been reached was described in [3,4-1. Given the polynomial 
p(z) = cl z" + CzZ"- ~ + ... + c,z + c,+ 1, use Horner's method to evaluate ach ofp(z~), u(z~) and 
v(zl), where u(z )=(n-1)c l z "  +(n -2)c2z" - l  + ... +c , - l z2 -c ,+1 and v(z )=nc lz"  + 
(n - 1)CzZ "-1 + ... + 2c , - l z  2 + c,z. Clearly u(z) = zp'(z) - p(z) and v(z) = zp'(z). Compute 
w(zl) = v(zi) - u(zi). Terminate the iteration when 
Ip(z~) - w(zi)l > min(Ip(zi)l, Iw(zi)l). 
The effectiveness of this technique was demonstrated in [3, 4]. Moreover in [4] it was shown that 
an effective stimate of the number of correct significant digits in the computed value of p(zi), in 
base t arithmetic, is - l og ,  r(zl), where r ( z )= I p (z ) -  w(z) l /min( lp(z) l ,  w(z ) l ) (p rov ided  that 
p(z~)w(zi) 4: 0). Convergence to a zero may be regarded as having commenced when the number of 
correct significant digits in the value of p(zi), estimated by this measure, is first reduced below full 
machine accuracy. 
3. Number of iterations for multiple zeros 
We now examine the number of iterations, as a function of the order of the method and 
multiplicity of the zero, for local convergence of the methods (1)-(3). Assume that ~ is an isolated 
zero of multiplicity m > 1, and that zi, i = 0, 1, 2 .... is a sequence generated by (3) which converges 
to ~. Then L~ = 0, and in s digit computat ion the attainable accuracy is limited to L~ = s/m 
significant digits. Suppose Zo is sufficiently close to • that no significant digits are lost in the 
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Fig. 2. Graphs of iteration count A(k,m, 16, 10); k ~< m. 
evaluation ofp(zo) but some digits are lost in the evaluation ofp(zl), indicating that convergence is 
commencing, and suppose that the asymptotic relationship (4) is valid for every zi, so that 
[z j - -  ~[ ,~ (1 k-1  )J 
m+k- -2  I Zo--0~[. (6) 
Convergence must terminate when zj has s/m more correct digits than does Zo, which occurs when 
Izj - 
Izo- l 
- -  ~ t - s / "  (7 )  
when base t arithmetic is used. Clearly both the attainable accuracy and the rate of convergence 
decrease as m increases. From (6) and (7), the number of iterationsj to achieve maximum attainable 
accuracy starting from Zo is 
- s In(t) 
J ~ In (1 -  (k - 1)/(m -¢ k - 2))"" (8) 
Denote the right-hand side of (8) by A(k, m, s, t). Fig. 2 shows A(k, m, 16, 10) for m = 2, 3, 4, 5, 10. 
It is easy to see that OA/Ok < 0, thus A(k, m, s, t) decreases monotonically with increasing k.Hence 
the number of iterations, for any order k, is bounded by A(2, m, s, t), which in turn is bounded by 
sin(t) for all m. In fact, as m tends to infinity the number of iterations A(k,m,s,t)  tends to 
sln(t)/(k " 1). For the 2nd and 3rd order methods, the number of iterations increases as the 
multiplicity increases, in agreement with practical experience. For the 4th order method, the 
number of iterations is larger for m = 3 than for m = 2, but gradually decreases for m t> 4. Some 
tedious computations show that OA/Om < 0 for k >i 4, hence for order k t> 5 we have the surprising 
result that the number of iterations required by the methods (1)-(3) to achieve the attainable 
accuracy decreases (though only marginally) as the multiplicity increases. 
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Fig. 3. Number of iterations as a function of k and m. 
Numerical results obtained from the expanded form of the polynomial ( z -10  
- 10i)'(z + 1) l°-m = 0, m = 8, 10, 12 are shown in Fig. 3. We used Zo = 10(cos(0.5) + isin(0.5)), 
and count the number of iterations required to converge to ct = 10 + 10i, with the termination 
condition described in Section 2, on a computer with 16 digit base 10 arithmetic. These results 
confirm the predicted behavior, namely that for a fixed multiplicity m the number of iterations 
required by the method decreases with increasing order k, and for the high order methods the zeros 
of higher multiplicity require slightly fewer iterations. 
These results extend to transcendental equations with multiple zeros, but the methods (1)-(3) are 
significantly less practicable in this context since the terms (1) may be costly to compute unless 
symbolic or automatic differentiation is used. 
4. Computational efficiency 
Recall from Section 1 that the cost per iteration of the methods (1)-(3) of order k is proportional 
to 2kn. In the above analysis we neglected the increased cost per iteration of the higher order 
methods. In order to recommend an appropriate order k to use we must investigate the relative 
computational efficiency of the methods (1)-(3) as a function of k, m and n. 
Assuming that the relationship (4) is valid, the number of iterations required by the methods 
(1)-(3) to reduce an initial error IZo - ~1 to a smaller value 5 is 
ln(6/lZo - ~1) 
c = ln(1 - (k - 1)/(m + k - 2))" 
Since the cost per iteration is proportional to 2kn, the optimal order is that value of k which 
minimizes the overall cost 2knc. Since 6 < I Zo - ~1 we need to determine k ~< m which maximizes 
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Table 1 
Optimal order k(m) as a function of multiplicity m
m 2 3 4 5 10 15 20 25 
k 2 3 3.76 4.15 5.56 6.62 7.49 8.25 
0.8 
0.6 
0.4 
i , i . i i 
k=4 ~ 
20 40 
Iteration 
Fig. 4. p = IZi+l -z i l / Iz i -Zi- l l ;  n = 10, m = 3. 
b(k) = k/ ln( (m - 1)/(m + k - 2)). Now b'(k) = 0 if and only if 
( m-1  ) k =0 
In m+k- -2  +re+k-2  
and for each value of m this equation has a unique solution k(m) corresponding to a maximum of 
b(k) when k(m) <~ m, otherwise, the optimal value is k = m. Numerical values of k(m) are listed in 
Table 1. These support our previous conclusion that in a neighborhood of a multiple zero the 
higher order methods hould be used for optimal efficiency, and that the order should increase as 
the multiplicity increases. The optimal order k appears to be approximately 1.5x//-m. 
Similar considerations apply when starting at a point Zo far removed from ~. Without loss of 
generality, we may assume Cl = 1 and c2 = 0, using the transformation z - c2/cl ~ z. If the initial 
approximation Zo is large enough, such as outside the convex hull of the zeros of the polynomial 
[ l l ,  then p(Zo) is essentially evaluated as z~. Thus in the initial stages the algorithm behaves as 
though it is in the neighborhood of a zero of multiplicity n. Then the relationship (3) holds, and 
hence the previous results, with m replaced by n, apply. This indicates that approximately 1.5v/-n is 
an appropriate order to use for maximal efficiency when at some distance from any zero ~. This is 
not necessarily the optimal choice of order throughout the iteration, since the behavior of the 
method when closer to a zero clearly has a significant effect on the overall efficiency. 
We conducted a number of numerical experiments Oinvestigate he relationship between order 
and efficiency. In Figs. 4 and 5 we plot the ratio p = [z~+t -z~l/ Iz~" Z~-ll observed when'the 
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Fig. 5. p = [zi+l - z~l/lz~ - z,-x[; n = 10, m = 3. 
methods (1)-(3) are applied to compute the zero 0e = 10 + 10i of the polynomial p(z )= 
(z - 10 - 10i)3(z - 1)(z - i)(z - 2)(z - 2i)(z - 3)(z - 4i)(z - 5) of degree 10, with orders 
k = 2, ..., 11, starting from Zo = 100(cos(0.5) + i sin(0.5)). In eachcase the predicted linear conver- 
gence, characterized by constant p, is evident both when far from the zeros and when close to the 
multiple zero, while the higher rate of convergence in the intervening domain is apparent in the 
decline of p during this portion of the iteration. In each case the observed value of p corresponds to 
that predicted by (4), namely (n -1 ) / (n  + k -2 )  with n = 10 when far from 0t, and 
(m - 1)/(m + k - 2) with m = 3 when near 0c. 
For each degree n = 3,4, ..., 20 we generated 20 polynomials of degree n, with complex 
coefficients with real and imaginary parts obtained randomly from a uniform distribution over 
( -  10, 10). We used the methods (1)-(3), with every order k = 2, . . . ,  n, to find a zero of each such 
polynomial, starting from each of 5 similarly generated complex starting points. In each case we 
counted the number of iterations to convergence, asdefined by the criterion of Section 2, to the first 
located, and computed the number of flops by multiplying the number of iterations by 2kn. Figs. 
6-9 show, for various degrees n, the total number of flOps required by the methods (1)-(3) of order 
k when applied to all 20 test problems of degree n using all 5 starting points. We observe that as the 
degree n increases, the order k which minimizes the flop count also increases, with the optimal value 
approximately k(n) listed in Table 1. 
We repeated the above experiment us ing polynomials obtained by generating 20 random 
numbers with real and imaginary parts in ( -  10, 10), and then finding the coefficients of the 
polynomial of degree 20 which has those numbers as zeros. The results did not differ significantly 
from those shown in Figs. 6-9, even when we generated random starting points Zo = a + ib with 
100 > max(lal, Ibl) > 75, well outside the Convex hull of the zeros. 
Our recommendat ion for the optimal order is significantly higher than those made by other 
authors concerning other classes of methods. Ehrmann [2-1 introduced a function to estimate 
computat ional  efficiency and found that for polynomials of degree n ~< 5 order 2 is best, while for 
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Fig. 6. Number of flops as a function of k and n. 
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Fig. 7. Number offlops as a ~nction ofk and n. 
n > 5 order 3 is most favorable. Pomentale I-6] recommended order 3 for polynomials of degree 
n ~< 4, while for n > 4 order 4 is best. 
Appendix. Convergence analysis 
For completeness and accessibility we derive and analyze the method described in Section 1 of 
this paper. A similar analysis previously appeared in [5], in Japanese. We conduct the analysis for 
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Fig, 9, Number of flops as a function of k and n. 
zeros of a general function p, and indicate the appropriate restrictions for the case when p is 
a po!ynomia ! of degree n. 
Let z be an estimate of the simple zero • Of the function p(z), and write e = ~ - z. To show that 
the method (3) is of order k, we must show that 
z + hk-" 1 -- Ot = 6(ek),  
where for brevity here and below we omit the explicit dependence of the terms h~ and gj on z. Thus 
it suffices to prove that 
hi = e + 6(ez~:l), l = 1,2, . . . .  (A.1) 
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The Taylor  series gives, under suitable condit ions, 
p"(z) ~2 
0 = p(ot) = p(z  + (o~ - z))  = V(Z) + p' (z)e + 2! + """ 
Dividing by p'(z)  and rearranging gives 
hi = g le  + g2 e2 d- "" ,  (A.2) 
where hi = -p (z ) /p ' ( z )  and gi = (ptJ)(z))/( j !p'(z)) ,  j = 1,2, .... In particular gl = 1, while if p is 
a polynomial  of degree n then g; = 0 for j > n. Since a is a simple zero, we may assume that the 
quantit ies g; are uniformly bounded in a ne ighborhood of ~t. 
We now prove (A.1) for the cases I -- 1 and I = 2, and then obtain the general result by induction. 
Eq. (A.2) gives immediately 
h I = e q- (9(e 2) (A.3) 
which proves (A.1) for l = 1. Furthermore (A.2) gives hi = e + g2 e2 q- d~(e3), and substituting for 
e from (A.3) produces hi = (g2hl q- 1)e + (9(e3), from which we obtain the desired result for I = 2, 
namely 
hi 
h2 = g2hl  -I- 1 = e + ~(e3). 
Assume now that (A.1) holds for every l = 1 ,2 ,  ... , j  - 1. Since (A.2) gives 
hi = g le  + g2e 2 + ... + gje; + (9(e j+l )  
= ( . . . ( (g~ + g~-l)~ + ... + g2)~ + gl)~ + ~(~j+l) 
we get, substituting for e from (A.1) for l = 1,2 . . . .  , j  - 1, 
hi = (. . .((ajh~ + g~-x)h2 + ... + a2)h~-~ + gi)e + 0(e ~+1) 
from which it follows that 
hi - -  : • "31- (~(e  j+ l )  
hj -- . . . ( (g jh  I .4_ g j _ l )h2  q- ... -k g2)hj -1 q- 01 
as claimed. When p is a polynomial  of degree n then the induction terminates at l = n - 1. 
We now consider the case when ~ is a zero of multiplicity m > 1. To prove (4) we show that 
lim hk- 1 _ _  k - 1 
m+k-2"  ~-+0 
Observe that 
hj+ 1 h l /e  
( . . . (a j+~hl  + g~)h2 + ..- + a2)hj + a~ 
hue 
gj+ le J (h l /e) (h2/e) . . .  (hffe) + gje j -  l (h2/e) . . .  (hffe) + ... + g2e(hffe) + 1" 
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From the Taylor  series we obtain for j = 0, 1, 2, . . . ,  m that 
p r (z ) = _ p r+ ,(oO  + z) = 
(m -- jy!  + 
hence 
p¢r)(z) p¢m)(~)(--e)m-J/(rn--j)! + ... 
Or = ~  =j!p~m~(00( _ e)m- ~/(m -- 1)! + ... 
from which it follows that 
li~m n Or( - e) r -  x = (rn -- 1)l (A.4) 
o j ! (m- j ) ! "  
For j  > m it is clear from a similar argument hat lim~-.o Or( - e) r -  1 = 0. Since hl/e = - goe- 1 we 
have from the above that lim,-.oha/e = (m-  1)!/ml = 1/m. Assume for induction that for each 
l=  1,2 . . . . .  j<m 
lira hz _ l (A.5) 
~-.oe m+l - l "  
We prove (A.5) for l = j + 1. Writing Xt = 0t+ l~t(h/e)(hr - l/e)... (hr+ a-t/e) we observe that 
lim hr+ x = 1/m (A.6) 
~-.o e l im(X j+ X j - l  + ... + X1 +1)" 
e~O 
But the inductive assumption together with (A.4) gives for each l = 1, 2, . . . ,  j, 
lim X, = ( - 1) t (m-  1)! j ( j -  1) ( j  + 1 - l) 
~--.o (l + 1)!(m - l -1 ) !  (m +- j -1 ) (m T+j - 2) ( re+j - l )  
j!(m --1)(m -- 2) ~m ~)l.! --1)" ( -  
a)t( j  -- l)!(l + ~ Y4---f Z ff(-m .(m + j 
Tedious algebra then produces successively 
fi(m- 1) ( rn -  2 ) . . . (m- j  + 1) 
~-.olim (X r + Xr -1)  = ( -  1) r-1 ( j  - 1)!m(j + 1)(m + j - 1)(m + j - 2)... (m + 2)' 
- 1 ) (m-  2 ) . . . (m- j  + 2) 
,-.olim (Xr + Xr-1 + Xr -2)  = ( -  1)r-z ( j  _ 2)!2!J!((?+ 1)(m +j  - l)(m +j  - 2) . . . (m + 3) 
and finally 
lim ((Xj + Xr-1 + Xr -z  + ... + Xz) + X1) 
n'-*0 
j!(m-- 1)(m--  2) j!(m-- 1) 
= ( -- 1)z ( j  -- 2~( - j  +-T)(-m ~ j -- 1) + ( - 1) ( j  _ 1).-~-2.v( m +j  _ 1) 
_j! j (1 -- m) 
m(j + 1)!" 
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Substituting into (A.6) this results in 
l im hj+ 1 _ 1/m _ j + 1 
~o e ( j ! j (1 - m)/m( j  + 1)!) + 1 j + m 
as claimed. The result follows. 
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