ABSTRACT A computer model developed to simulate the interaction between the pathogenic fungus, Entomophaga maimaiga, and the gypsy moth, Lymantria dispar, was used to investigate airborne dispersal of fungal conidial spores. The model used data on egg mass density gathered from 32 sites in an area of Connecticut and information on fungal prevalence, gypsy moth abundance, fungus resting spore load in the soil, and detailed weather records from six intensively sampled plots in the same area. It calculated seasonal survival rates of gypsy moths at the six plots using a variety of dispersal distributions, or kernels, for the conidia. Distributions ranged from normal densities to the exponential, a Bessel and power distribution, along with a "kinked" linear distribution, which had two parts. All kernels gave good Þts to the data so long as the dispersion parameter caused each standardized distribution to have an abscissa value near 0.05 at a distance of 1.25 km from the source. However, signiÞcant dispersal beyond 10 km only occurred for the kinked linear and power distributions. Thus, mechanisms for short-range dispersal may be different from those for long-distance dispersal. The model was also used to investigate the potential for dispersal of E. maimaiga in the northeastern United States just after it was known to be established in 1989. For the weather conditions prevalent in 1989 and 1990, and assuming a kinked linear dispersal kernel, I predicted that the fungus would spread rapidly, which did indeed happen. Furthermore, in these years rainfall and other weather conditions were very favorable for fungus development, so even if relatively few conidia dispersed long distances, they might easily have initiated viable infections. (Dwyer et al. 1998 ) from a possible beginning in Connecticut (Weseloh 1998). Entomophaga maimaiga produces two kinds of spores: resistant azygospores, or resting spores, that survive for long periods of time in the soil, and airborne conidia produced from dead, infected larvae. Conidia are only viable and can cause infection when humidity levels are high (see Hajek 1999 for a review of the fungusÕs biology). Except for dispersal of infected gypsy moth larvae, the only natural dispersal mechanism is via airborne conidia.
THE PATHOGENIC FUNGUS, Entomophaga maimaiga Humber, Shimazu & Soper, a native of Asia (Hajek et al. 1990a) , Þrst caused noticeable epizootics in North American gypsy moths, Lymantria dispar (L.), in 1989 (Andreadis and Weseloh 1990) . From 1989 Ð1992, the fungus expanded its range by Ϸ100 km per year (Dwyer et al. 1998 ) from a possible beginning in Connecticut (Weseloh 1998) . Entomophaga maimaiga produces two kinds of spores: resistant azygospores, or resting spores, that survive for long periods of time in the soil, and airborne conidia produced from dead, infected larvae. Conidia are only viable and can cause infection when humidity levels are high (see Hajek 1999 for a review of the fungusÕs biology). Except for dispersal of infected gypsy moth larvae, the only natural dispersal mechanism is via airborne conidia.
By sampling near release points, showed that the fungus has a short-range dispersal distance of Ϸ300 m per year. Dwyer et al. (1998) Þt these data to a traveling wave model that accounted for longer dispersal distances, although these were nowhere near the known large-scale dispersal distance of 100 km/yr. They concluded that an additional mechanism is probably necessary to explain longrange travel. Other researchers have noted that Þts to empirical dispersal data are often best made with probability functions that have relatively high probabilities at large distances from the average compared with the normal distribution (Green and Johnson 1989 , Neubert et al. 1995 , Kot et al. 1996 , Clark 1998 ). These leptokurtic, or "fat tailed" functions, have the potential to model long-distance dispersal and still account for observed short-range dispersal (Turchin 1998) . Thus, leptokurtic distributions could be useful in modeling E. maimaiga dispersal.
A computer model has been developed to simulate the interactions between the fungus and the gypsy moth at the local level (Weseloh et al. 1993 , Weseloh 1999 . I recently expanded the model to calculate the concentration of conidia produced on any one day at a particular location (Weseloh 2003) . In the present paper, I use this model to investigate the dispersal of the fungus over local and regional distances, with the objective of reconciling disparities between interpretations of data taken at the two scales.
Materials and Methods
Model Description. The model has been described elsewhere (Weseloh et al. 1993 , Weseloh 1999 , Weseloh, 2003 , and a brief description is given in the appendix. Basically, the model is driven by continuous temperature and humidity data and daily rainfall data, plus larval density and a measure of fungus resting spore abundance in the soil. The model uses temperature data to determine rates of development of larvae and fungus. Rainfall information, along with resting spore abundance, determines how many larvae are infected via resting spores each day. After killing infected larvae, the fungus will produce airborne conidia depending on the proportion of the day in which humidity is above 98%. Conidia disperse through the air as described below. Given a known concentration of conidia per m 3 of forest volume, healthy caterpillars are infected as outlined in the appendix. Rainfall, temperature, and humidity conditions are obtained from the forest sites using datalogging weather instruments or are estimated from weather station data. I Þt this model to data and partially validated it (Weseloh 2003) . For input, the model needs daily rainfall records and continuous recordings of temperature and humidity. I estimate caterpillar density as the average number of larvae on each of 25 terminals (20 cm long) of favored food plants (mostly oaks) during the Þrst 3 wk after larvae have hatched and settled on foliage. I estimate resting spore abundance by collecting a soil sample from near the trunks of favored food trees, incubating a moist sample in the laboratory, and exposing gypsy moth larvae to the sample for 24 h and then rearing them out to determine percent infection (details in Weseloh and Andreadis 2002) .
The model outputs that are relevant for this study are the daily percent infection rates of larvae and the overall seasonal survival rate.
Description of Forest Plots and Collection of Data. We sampled six primary plots located at MansÞeld Hollow State Park in Connecticut in 2001. This area had high enough gypsy moth numbers to cause defoliation over Ϸ200 ha in that year. We also sampled two plots in Harwinton, CT, at the Roraback Wildlife Management Area, and two in Rhode Island in North SmithÞeld. The six MansÞeld Hollow plots were within 2.5 km of each other (see Fig. 1 ). We carried out a resting spore bioassay at each plot in April 2001. We also counted the number of gypsy moth egg masses in Þve 25-m 2 areas at each plot. During the Þrst 3 wk after larvae had hatched and settled on foliage, we completed terminal counts as described above. For the 8 wk during which caterpillars were active (May and June), we collected Ϸ100 larvae from each plot each week. These we reared individually in the lab- Fig. 1 . Characteristics of the MansÞeld Hollow study area. The six large squares are the locations of the six intensively studied plots, with plot number M2, where the rain gauge was located, being the largest. The small black squares are egg mass survey plots. The outlined areas are either lake or nonforested lands, for which I assumed that neither the gypsy moth nor the fungus was present. The shaded areas denote (A) the estimated resting spore bioassay values for each 100 ϫ100 m square area within the 2500-ha area of the study on 1 May 2001, and (B) the estimated gypsy moth terminal counts for the same area averaged from 7Ð24 May 2001. The bars under the graphs relate degree of shading to % infection for the soil bioassays or average number of larvae per terminal. Each rectangular area is 6.5 km wide ϫ 5.75 km high.
oratory for 2 wk in 30-ml clear plastic cups Þlled one-fourth full of artiÞcial diet (Southland Products, Lake Village, AR). We examined any dead larvae microscopically to determine prevalence of fungus infection. In each plot, a data-logger recorded temperature and humidity every 10 min (Onset Computer Corporation, Pocasset, MA). Also, in one plot in each of the three main locations, a tipping bucket eventrecording rain gauge (Onset Computer Corporation, Pocasset, MA) recorded precipitation. More information on collection of data in these plots is detailed in Weseloh (2002) .
During the winter of 2000 Ð2001, personnel in the State EntomologistÕs ofÞce determined the density of egg masses on 32 additional plots in the MansÞeld Hollow area by counting the number of egg masses seen in 256-m 2 areas (see Fig. 1 ). This egg mass survey was carried out differently than in the main plots, but I converted all values to numbers per ha for consistency.
Relation Between Larval Terminal Density and Egg Mass Density. To use the spatial information implicit in the egg mass survey, these data had to be converted to numbers of larvae per branch terminal. Thus, I regressed the average number of larvae per terminal against the number of egg masses recorded per ha for the 10 plots intensively sampled in 2001. The regression line was restrained to go through zero. I used the resulting equation to convert egg masses per ha to terminal counts for the extra 32 plots in MansÞeld.
Interpolations in Mansfield Hollow. I could not estimate the density of resting spores at the extra plots in MansÞeld Hollow. Thus, I assumed that any of the plots having 0 eggs per ha would have a soil bioassay value of 0.0. For the current study this is reasonable, because there can be no infected larvae at a location if there are no larvae. For any plot with egg masses, I arbitrarily assumed that a soil bioassay would result in larval mortality of 40%. Such a high resting spore load seems reasonable because these spores often live for several years before germinating (Weseloh and Andreadis 2002) , and thus could accumulate in the soil. Also, the value is high enough that a substantial portion of the larvae should become infected, so that variations in the number of dispersing conidia produced should mainly vary with larval density. In the model, production of conidia is more sensitive to gypsy moth densities than to resting spore abundance (Weseloh 2003) , so this assumption seems reasonable.
The area also contained a lake and open, relatively treeless areas. These would not support a gypsy moth population and no conidia would be produced at these sites. To incorporate this information into the spatial structure, I imposed a square grid with points 63 m apart over the lake and treeless areas and assigned each point a soil bioassay value and gypsy moth density of zero. The enclosed areas in Fig. 1 represent these areas.
From these data, I made interpolations of soil bioassay results and gypsy moth terminal densities to points on a 50 ϫ 50 grid with 100 m between points by dividing the areas between points into Delaunay triangles and interpolating within the area bounded by each triangle as detailed in Isaaks and Srivastava (1989) .
Best-Fit Survival Rates. To simplify matters, I used seasonal survival rates to compare model results to actual data from the plots. However, at the plots we only measured weekly infection prevalence, not seasonal survival rates. To obtain survival rates for each plot, I varied the input gypsy moth terminal density to the model and compared sums of squares of difference between modeled infection prevalences and measured prevalences for each date that collections were made (⌺(modeled-measured) 2 ). Thus, I could identify the model run having the best Þt to real prevalence rates and assign the associated seasonal survival rate to the plot. I then compared these best Þt survival rates via sums of squares of differences to survival rates generated at the grid points nearest each plot for different dispersal kernels and parameters.
Influence of Dispersal Kernel. I used the values of soil bioassay and terminal density at any one interpolated point, along with the weather conditions determined at plot M2 (largest square, Fig. 1 ) in MansÞeld, as inputs to the model. I ran the model from larval hatch until the Þrst conidia production date. The model then dispersed the conidia produced at each grid point to other points according to the dispersal distributions described below. The model used the conidial concentrations after dispersal to calculate how many larvae become infected at each point (see appendix). This process repeated every day that the model produced conidia.
The probability distributions used for dispersal (known as a kernel) included the normal distribution (P ϭ (1/D√(2))exp(Ϫx 2 /2D 2 ), the exponential (P ␣ exp(Ϫx/D)/D), the modiÞed Bessel distribution of the second kind (algorithm from Press et al. 1992) , the power distribution (P ␣ (0.1/x) D ), and a "kinked" linear distribution. (For the power distribution, the numerator value of 0.1 was used because this was the distance between grid points for the MansÞeld data. Any greater value would have seriously inßated the probabilities for small distances.) For these formulas, P is the probability of dispersing a distance x, and D is the dispersal parameter. (The proportional sign (␣) indicates that the exponential and power distributions have to be normalized so they sum to 1). The normal distribution was included to model simple diffusion. The exponential and Bessel distributions (Metz et al. 2000) , and power distribution (Aylor 1987 (Aylor , 1999 ) have all been proposed as dispersal kernels for organisms and are more leptokurtic then the normal. I varied each distribution by a parameter, D, (analogous to the standard deviation of the normal distribution) that changed the variance so as to determine the inßu-ence of varying dispersal propensities. The form of the kinked linear distribution was, for a distance less than the dispersal parameter, a straight line sloping down from one on the y-axis to a point given by the coordinates (D, 0.01) in the Þrst quad-rant, and for a distance greater than D, a straight line from point (D, 0.01) to the x-axis at distance ϭ 100.0 km. Thus, I assumed dispersal had two components, (1) a short distance component that diminishes sharply with distance, and (2) a long "tail" of low probability that extends for large distances.
I chose a maximum distance for the kinked linear kernal of 100 km because Dwyer et al. (1998) found this to be the yearly rate of long-range dispersal of the fungus in the early 1990s. Thus, allowing only shorter dispersal would be unrealistic. A longer tail could be used, but to be conservative, I used the smallest realistic dispersal tail. If better information is gained about the true dispersal tail, the kernel can easily be modiÞed.
Long-Range Dispersal. I determined the long distance dispersal characteristics of different kernels using one-dimensional grids which were either 400 (2000 points) or 600 (600 points) km long. At each point I assumed a terminal density of 3.0 larvae/ terminal (a high density), and a 0.0% soil bioassay value, except at the mid point of the grid line where the soil bioassay value was 30.0%. This mimics the spread of the fungus from an established area into uninfected areas having high gypsy moth numbers. The grid size and point resolution used depended on the dispersal kernel. The model used the various dispersal kernels with these one-dimensional grids. The weather record was an artiÞcial one, with daily temperature records generated from t ϭ 15.6 ϩ 8.3sin(2d/ ), where t ϭ temperature and d ϭ day, so that temperature varied sinusoidally daily with a mean of 15.6ЊC and a range difference of 16.6ЊC. Eight mm of rain occurred once every 3 d throughout the course of the season. On the days that rain fell, relative humidity was 100% for one-half of the day and 0% at all other times.
To look into the propensity for long distance dispersal of the fungus on a regional basis, I obtained daily rainfall and maximum and minimum temperatures from Ϸ480 weather stations from April through July for the years 1989 Ð1992 in Maine, New Hampshire, Vermont, Massachusetts, Rhode Island, Connecticut, New York, Pennsylvania, New Jersey, Maryland, Delaware, West Virginia, and Virginia. These records were from CDROMs of Cooperative Summary of the Day weather records from the National Climatic Data Center, National Oceanic and Atmospheric Administration (NOAA). Rainfall records were used directly, but the maximum-minimum temperature records were Þt by a sine wave method detailed by Allan (1976) to Þll in 48 points of temperature per day. I constructed humidity records from rainfall records by the following algorithm: if rainfall of amount R 1 mm occurred on the day of interest but not the day before, the proportion of the day that had 100% humidity was calculated as min(1.0, 0.5 ϩ R 1 ). If only the previous day had rain of amount R 0 , the proportion of 100% humidity was min (1.0, 0.25 ϩ 0.5R 0 ). If both days had rain, the proportion was min (1.0, 0.75 ϩ 0.5R 0 ϩ R 1 ). I developed this admittedly artiÞcial construct after much frustration at trying to obtain a meaningful, simple relation between humidity and precipitation. I reasoned that the proportion of a day where humidity was Ͼ98% (which is the measure of humidity used by the model) should be related to rainfall amount, and that any rainfall in a 24-h period would probably result in 100% humidity during at least one-half that time (i.e., the nighttime hours). Greater precipitation should add to this proportion. I also assumed that rainfall from the day before probably also has an inßuence that is about half the inßuence of rain on the day of interest. I examined the accuracy of this estimation by running the model for two plots, one in 2000 (P3 of Weseloh 2003) and one in 2001 (H1 of Weseloh 2003) for which I had detailed temperature, humidity, and rainfall records available from data loggers. Daily records were abstracted from these by taking the maximum and minimum temperatures and totaling the rainfall for each day. I estimated detailed records of temperature and humidity via the above algorithm from these daily records and compared model runs with the original and estimated records. With some assurance that this estimation procedure is useful, I chose daily weather data from 8 to 13 weather stations per year that were close to the boundary of the known fungus distribution during 1989, 1990, and 1992 (boundaries from Hajek 1999, surveys were not made in 1991).
Using the weather data from each chosen station, I ran the fungus model for a 600-km long one-dimensional array with 1-km point resolution, 30.0% resting spore bioassay at the midpoint and 0 otherwise, and with terminal counts ϭ 3.0 everywhere. I used the kinked linear kernel with a dispersal parameter of 1.3 and a y parameter of 0.01. For comparative purposes, as the dispersal distance I used the distance from the initial location of resting spores to where 50% seasonal survival of gypsy moth larvae occurred. Using 50% survival is arbitrary but little is known about the shape of the tail of the actual dispersal kernel. Thus, 50% was chosen as a conservative value. Also, when the dispersal distance as measured by the 50% criterion was small, on the order of 10 km or less, the distance where any mortality occurred was only 2Ð3 km more. Thus, it was easy to distinguish between conditions that caused short-and long-range dispersal.
For successful dispersal to occur, an organism must survive after it moves to a new location. To estimate how favorable weather conditions in the northeastern United States were for fungus increase during the early years of E. maimaigaÕs dispersal, I used estimated weather records from all the stations in the above states. The model calculated the seasonal survival rate of gypsy moth larvae at the location of each station assuming a soil bioassay level of 1.0% and terminal density of 1.0 (i.e., low resting spore load and moderately-high gypsy moth density). Then the values for each year were interpolated by inverse distance weighting using the Geographical Information System IDRISI (Eastman 1993) to give a 300 ϫ300 grid of values throughout the Northeastern United States.
Results

Relation Between Larval Terminal Density and Egg Mass Density.
The relationship between average numbers of larvae per 20 cm branch terminal and the number of egg masses per ha was a highly correlated straight line (df ϭ 9, r ϭ 0.917, P ϭ 0.000072; if the line was not constrained to go through the origin the statistics were: df ϭ 8, r ϭ 0.963, P ϭ 0.0013) (Fig. 2) . Multiplying the number of egg masses per ha by 0.000304 gave an estimate of the number of larvae per terminal.
Interpolations in Mansfield Hollow. The estimated interpolated values for soil bioassay and terminal counts on the 50 ϫ50 grid in the MansÞeld Hollow area are shown in Fig. 1 , along with the positions of the main sample plots (large black squares, with plot M2 being the largest), the egg mass survey plots (small squares) and the outlines of the lake and treeless areas. The distribution of soil bioassay results is somewhat diffuse, but gypsy moth density is concentrated in one area (Fig. 2) .
Best-Fit Survival Rates. The model-produced disease prevalence values that best Þt actual disease prevalence (in the sense that the sums of squares of differences were minimal) in the six MansÞeld Hollow plots are shown in Fig. 3 . Because results are constrained by the model, observed best Þts do not match observed values as well as would be expected from conventional regression analysis. The resulting seasonal survival rates varied between 0.066 and 0.561.
Influence of Dispersal Kernel. I used various dispersal distributions (kernels) to estimate conidial dispersal and resulting gypsy moth seasonal survival rates in MansÞeld Hollow, and then compared these rates via least squares to actual survival rates given in Fig.  3 . For all kernel types except the power, the minimum sums of squares were similar, but minima occurred at different parameter values (Fig. 4) . When I plotted standardized dispersal kernels using least squares best Þt parameter values on the same graph, they all intersected in a small area around x ϭ 1.25 and y ϭ 0.05 (Fig. 5) . Probably many monotonic decreasing functions that intersect this region would give similar results.
I investigated the long distance dispersal characteristics of the best-Þt kernels by runing the model with a one-dimensional grid of uniform terminal densities, with zero soil bioassay values except at the midpoint of the grid. Only the power and kinked linear kernels reduced seasonal survival rates beyond the local level (Fig. 6) . Evidently a variety of dispersal functions can mimic short-range dispersal, but only those that are sufÞciently leptokurtic lead to dispersal at long distances.
Long-Range Dispersal. The accuracy with which daily weather records can be used to estimate highresolution weather records varied (Fig. 7) . For the 2000 plot, there were similarities between model runs using the high-resolution records and the estimated records except for the point at calendar date 167. For the year 2001 plot, the estimation procedure did a better job of reproducing the model results obtained from the high-resolution records.
I used data from speciÞc weather stations that were near the furthest extent of distribution of E. maimaiga for a particular year to derive 50% survival dispersal distances for the fungus. I used the best-Þt kinked linear distribution with dispersal parameter ϭ 1.3. (The power kernel was not considered because it did not Þt the MansÞeld data as well as the kinked linear kernel.) Spores produced in 1989 near the 1989 distribution boundary would have caused substantial mortality over most of the area that was subsequently known to be occupied by the fungus in 1990 (Fig. 8A) . In 1990, conidia initially produced from near that yearÕs distribution limit would have also spread into much of the area occupied by the fungus in 1992 (Fig. 8B) . Unfortunately, a distributional survey for E. maimaiga was not made in 1991 (Hajek 1999) , so dispersal from 1991 to 1992 could not be evaluated. But assuming that the 1990 spread would have brought the fungus to the 1992 boundary by 1991, dispersal beyond the 1992 boundary in 1991 should have been substantial in northern New England, but virtually nonexistent in the mid-atlantic states (Fig. 8C) .
The apparent lack of actual fungus spread in northern New England between 1990 and 1992 despite the propensity for conidia to disperse in this area merits comment. In 1992, when the last survey was made, there was little gypsy moth defoliation in New England north of the 1990 E. maimaiga distribution line. Thus, the fungus, if present north of that line, would not have been conspicuous and could easily have been missed. In contrast, western Pennsylvania and the Appalachian region of Virginia were heavily defoliated, making any fungus presence obvious. Especially for the latter two states, the dispersal pattern of the fungus is consistent with a conidial dispersion model having a leptokurtic kernel.
To cause infection in a new area, spores must not only be transported but must meet favorable conditions for infection when they alight. This may also need to be true after the year of dispersal, especially if only a few resting spores are deposited in the soil. To investigate the favorability of different regions of the northeastern United States from 1989 to 1992 for fungus development, assuming abundant gypsy moths but few resting spores, I ran the model allowing no conidial dispersal and using data from each weather station throughout the region from 1989 to 1992, and then interpolated results to provide maps estimating seasonal survival of gypsy moth larvae. . The Þts were accomplished by systematically varying gypsy moth input density so as to Þnd the value giving the best Þt. In each graph following the plot identiÞcation label, D ϭ the gypsy moth terminal density that gave the best Þt and S ϭ the associated seasonal survival rate of gypsy moth larvae obtained from the model. Lines are best-Þt model estimates of fungus prevalence, whereas solid circles are forest-collected data. Brackets around circles denote 95% binomial conÞdence intervals as determined from routines given in Press et al. (1992) .
In 1989, weather conditions were favorable enough for the fungus to result in gypsy moth survival of Ͻ0.1 in the areas E. maimaiga occupied (Fig. 9A) .
In 1990, favorable conditions occurred in all of the area into which the fungus had expanded (Fig. 9B) . Conditions for the fungus were not favorable in 1991 (Fig. 9C),   Fig. 4 . Sums of squares of differences between larval seasonal survival rates at the six intensive MansÞeld Hollow plots (see Fig. 3 ) and survival rates for the same locations obtained from model runs incorporating conidial dispersal via different dispersal kernels. The dispersal parameter controls the variance of the distribution (i.e., standard deviation for the normal distribution). For the kinked linear distributions, the dispersal parameter is the distance alone the x-axis where the "kink" occurs. which may explain the apparent lack of dispersal noted above for that year. In 1992 in western Pennsylvania and Virginia, conditions returned to being at least moderately favorable in the areas where the fungus was discovered that year (Fig. 9D) .
Discussion
A variety of dispersal kernels adequately described short-distance dispersal in E. maimaiga, but a fat-tailed distribution was needed to account for long-range dispersal. Other studies have generated data that are best Þt by such leptokurtic distributions (Green and Johnson 1989 , Neuter et al. 1995 , Kot et al. 1996 , Clark 1998 . As in the current study, it is such leptokurtic distributions that are thought to be necessary for long distance dispersal (Turchin 1998) .
In the early years of E. maimaiga expansion in the United States, weather conditions were generally favorable for the fungus and populations of gypsy moths were relatively high. Assuming a leptokurtic distribution of dispersal, these conditions should have led to high production of conidia in areas where the fungus was already present, and result in long-distance transport of at least a few conidia. It is likely that some larvae at the locations where these conidia landed became infected and that at least a few resting spores were deposited in the soil. Because resting spores are long lived Andreadis 1997, 2002) , if at least one of the next few years also had favorable conditions and if gypsy moth numbers were high, model results suggest that substantial fungus-induced larval mortality occurred. Thus, the fungus should have expanded rapidly, as happened.
Leptokurtic distributions are consistent with the idea that different mechanisms operate in short-and long-range dispersal. Heterogeneous dispersal within species has been theorized for a number of organisms (Inoue 1978 , Goldwasser et al. 1994 , Shigesada et al. 1995 , Clark 1998 , Neubert and Caswell 2000 . As suggested by Dwyer et al. (1998) , an obvious double mechanism exists for the gypsy moth-E. maimaiga system. Conidia of E. maimaiga are released from infected, dead gypsy moth larvae within a forest. Most 1989, 1990, and 1992 boundaries of E. maimaiga distributions (as shown by the heavy lines adjacent to weather stations in graphs A to C, respectively, see Hajek (1999) ). The shaded areas represent the distances from the stations to where model results predicted 50% mortality of larvae.
conidia are likely to stay within the canopy and settle onto leaves or other substrates. Because wind speeds are relatively low and uniform within the canopy (Geiger 1965) , and because of numerous obstacles (i.e., leaves, branches, trunks), most such spores will travel relatively short distances. Results from the current study, as well as , imply that such distances may be 1 km or less. However, occasional turbulence will cause a small proportion of spores to be lifted out of the forest where wind speed is higher and there are no obstacles. Especially if humidity is high and the wind strong (as would occur in spring storms), these spores could travel many kilometers. Such two-tiered dispersal is probably widespread in organisms, and is a reasonable mechanism that explains some otherwise puzzling aspects of spatial ecology.
Appendix
Model Description. The model has a cohort structure for healthy and infected larvae. The proportion of larvae that hatch per day beginning on the day of Þrst hatch is assumed to follow a normal distribution with mean (Ϯ SD) 7.5 (Ϯ2.5) d after Þrst hatch (Weseloh 1999) . The model converts these proportions to number of larvae per cubic meter of forest space. All larvae hatching on a speciÞc date form a cohort that develops according to a cumulative degree-day model with threshold temperature of 12ЊC. Caterpillars in cohorts are assumed to change instars at speciÞc days as determined by daily cumulative degree-days. A date for the beginning of larval hatch is chosen based on hatch of naturally-deposited egg masses. Using the running total of rainfall for the day of exposure of gypsy moth larvae in forest litter and 4 d previous as a surrogate for soil moisture, Weseloh (1999) found a linear relationship between moisture and the proportion of larvae infected by fungal resting spores in the soil. Weseloh (2003) used a modiÞcation of this relationship to derive a moisture index equation that relates daily rainfall records to daily percent infection of larvae. I obtained measures of resting spore abundance by collecting forest soil and exposing it to gypsy moth larvae in the laboratory as described in Weseloh and Andreadis (2002) . The model then multiplied this measure of resting spore abundance (expressed as percent infection of larvae exposed for 1 d) by the moisture index equation to give the proportion of larvae that are infected by resting spores each day.
The larvae that hatch on a given date and that are infected by resting spores on a given date form an infected cohort. Infected cohorts develop at the same rate as healthy cohorts, and the fungus develops according to a second degree polynomial derived from data reported by Hajek et al. (1993) for rates of development per day (r) in caterpillars held at different temperatures from 7.5 to 26ЊC (T): r ϭ Ϫ0.162 ϩ 0.032 T Ð 0.000752 T 2 (Weseloh 2002) . Using this equation, the model calculates daily cumulative fungal development rates so that the dates when infected cohorts die (i.e., cumulative rate ϭ 1.0) could be determined.
After E. maimaiga kills a larva, the number of conidia produced per m 3 of forest space (i.e., all volume from top of canopy to ground) per day (c) is determined by relative humidity, caterpillar size, caterpillar density, and time after death (Shimazu and Soper 1986 , Hajek et al. 1990b , Hajek and Soper 1992 . Weseloh (2003) performed laboratory experiments and used Þts to forest data to obtain values of c. To determine the probability, P c , that a Þfth instar will become infected when there are c conidia in a m 3 volume, assume that p, the probability that a larva will be infected with a single conidia in a m 3 volume, is constant, independent of and identical to the chance of infection by any other conidium. (Weseloh (2003) estimated p to be 0.002 by Þtting to forest data.) It should be noted that p is a composite probability that includes the chance that the original conidium will cause infection plus the probability that any secondary or tertiary conidia produced by it will cause infection if the primary conidium falls on an inert substrate (see Hajek (1999) for information on production of secondary conidia). For other instars, the actual probability of infection is p multiplied by a size factor, s, that is dependent on the number of degree-days of development of the larva (determined by Weseloh 2003) . Then the chance that a larva will not be infected by any of the c conidia present is (1-ps) c , and thus the probability that a larva will be infected at least once is:
P c must be combined with the probability describing infection via resting spores (P r ), as both events can occur at the same time. Because of independence, the total probability of infection is the sum minus the product: P T ϭ P r ϩ P c Ϫ P r P c . The model multiplies this total probability by the number of healthy caterpillars in a cohort to give the number of larvae in a new, infected cohort.
Dead, infected Þfth or sixth instars typically produce a much larger fraction of resting spores than conidia (Hajek and Shimazu 1996) , so the number of conidia produced by Þfthϩ instars must be multiplied by a fraction that is derived from Þts to data (see Weseloh 2003) . Pupae cannot be infected by E. maimaiga, but if infected as larvae, they may produce some conidia or resting spores and will die (Hajek 1999) . Death of infected pupae is taken into account when survival rates of gypsy moths are calculated. Information on numbers of healthy and infected larvae are obtained from data in the healthy and infected cohorts, and used to calculate percent infection and survival rates for each day.
