Fibre Channel is a recently-completed ANSI standard for attachment of high-performance I/O devices to processors and for clustering processors. We provide an overview of Fibre Channel, a summary of a performance study, discussion of related interconnects, and a description of current industry activity.
Introduction
In the late 1980s, Accredited Standards Committee X3's working group responsible for developing the ANSI Intelligent Peripheral Interface (IPI) and High Performance Parallel Interface (HIPPI) began to specify Fibre Channel, a common serial optical interconnect to replace the parallel electrical interconnects on which these standards were based. As the work progressed, the speci cation evolved to encompass a broader range of applications than those served by the earlier standards, and continuing work will result in enhanced standards that encompass an even broader range of applications. In addition, to satisfy the most cost-sensitive applications, provision for serial electrical interconnect was added.
Fibre Channel consists of a suite of standards of which the rst, the base standard, Fibre Channel Physical and Signalling Interface (FC-PH), became an ANSI standard in 1994.
Additional members of the suite are now being completed by the X3T11 Fibre Channel working group and are expected to be issued during 1996.
Initially, Fibre Channel is targeted at attachment of storage devices to systems and system clustering at distances up to several km for applications involving both the large data sets typical of scienti c and technical computing and medical imaging, and the smaller but higher-volume data transfers typical of on-line transaction processing. Initial uses of Fibre Channel include clustering of workstations, connection of workstations to supercomputers, and attachment of SCSI storage subsystems to workstations or supercomputers. FC-PH de nes a point-to-point or switched point-to-point link which includes de nitions of the physical layer, transmission code, and higher-level functions such as ow control and multiplexing. Associated standards or standards-in-progress de ne generic requirements for the interconnection fabric (FC-FG) and more speci c interconnection details including a combined circuit-and frame-switched fabric (FC-SW) and a low-cost arbitrated loop (FC-AL). Also nearing completion is a fabric-services standard (FC-GS) which includes de nitions of directory, management, and time services.
What has been described above is a generic data-transfer interconnection system. Layered on top of FC-PH is a set of mapping de nitions which enable speci c higher-level protocols such as the SCSI device command set to be carried by FC-PH. The higher-level protocols are discussed in a subsequent section.
Overview of FC-PH
In this section, we discuss the characteristics of FC-PH as it is speci ed in the currentlypublished standard. In a later section, we discuss enhancements which are currently being speci ed or progressing through the formal standards approval process.
FC-PH de nes a system consisting of a collection of nodes interconnected by a fabric.
A node is, in general, a computer run by an instance of an operating system and may be a general purpose application processor, a server, or an I/O subsystem. The entity within a node which connects the node to another node or to the fabric is called an N Port (\node port"). A node may contain one or more N Ports. An N Port is connected to another N Port or to the fabric by means of a link (the physical transmission medium). An N Port contains the link transmission and reception hardware, an interface to the node memory, and the function which moves data between the memory interface and the link hardware. Figure 1 illustrates the structure of an N Port. The equivalent entity in the fabric, to which the link from an N Port is connected, is called an F Port (\fabric port"). The FC-PH standard includes three levels of function: the physical level, the transmission protocol, and the signalling protocol. Figure 3 shows this level structure along with two additional levels which will be discussed later. Architecturally, the physical, transmission, and signalling levels reside in the N Port and F Port although the speci c signalling-protocol functions are somewhat di erent in these two places. The maximum distances are 500 m to 10 km for optical and 10-100 m for electrical media, depending on the speci c combination of parameters chosen.
At rst sight, it appears that the richness of the physical-level menu is su cient to produce an interoperability nightmare. Yet the richness of the Fibre Channel physical layer is no more unreasonable than is the existence of a large number of sizes and types of standard screws and nuts. Di erent cost and performance requirements lead to di erent design points. Also, it is likely that market forces will eliminate some of the options. Transmission protocol: The transmission protocol includes the de nition of the transmission code and related functions. The transmission code is an 8-10 code 1] which provides su cient transition density and DC balance to meet the requirements of an optical receiver.
It also provides a large number of control codes in the 10-bit domain which are in addition to the 256 code points of the data alphabet. The transmission code intrinsically provides for detection of all errors involving an odd number of bits in error and a large number of other error patterns. This is reinforced by a 4-byte cyclic redundancy check code (CRC) on each frame.
Information on the link is organized in groups of four 10-bit codewords. This permits e cient implementation of 4-byte interfaces and data ows in the N Port hardware. Control information is represented by groups of four 10-bit codewords known as ordered sets. An ordered set consists of a control codeword followed by three data codewords. The control codeword used in all currently de ned ordered sets is the comma character denoted K28.5.
This codeword has the special property that it cannot appear as a result of the juxtaposition of two codewords in an error-free data stream. It is thus used to enable a receiver to align itself to the boundaries of the 4-codeword groups. Among the functions performed by ordered sets are frame delimiters, idles (transmitted between frames), and certain control operations performed with continuous streams of particular ordered sets (primitive sequences).
Signalling protocol: Functions provided by the signalling protocol include the de nition of the frame and its header, initialization (login), routing through the fabric, data ow control, error detection, multiplexing management, and connection management. The signalling protocol also provides for concurrent support of multiple higher-level protocols by the same N Port through the use of a higher-level protocol identi er in the frame header.
Three classes of service are provided. Class 1 provides full-duplex circuit-switched connections through the fabric. Class 2 is a frame-switched service, with acknowledgements and ow control. Class 3 provides unacknowledged datagrams. The basic entity transferred from sender to recipient is a sequence, which is a collection of bytes provided by the higher level function in the node and transferred to its counterpart in the recipient node. A sequence is transferred as the payload of one or more data frames. Error recovery is on a sequence basis.
It is guaranteed that a sequence is either correctly delivered or an error is indicated. The higher level must handle error recovery.
Each frame contains up to 2112 bytes of payload plus a 24-byte header and ends with a 4-byte CRC eld. It is preceded by a start-of-frame delimiter and followed by an end-of-frame delimiter (1 ordered set each).
Initialization is provided by the login function, by which N Ports identify themselves to each other and to the fabric and exchange information about optional features and operating parameters such as number and sizes of bu ers. During login with the fabric, the fabric may assign an N Port its address.
Routing a frame through the fabric is based on a 24-bit destination address in the frame header. In class 1, routing according to the destination address is used mainly for the connection request frame. Once a physical circuit is established through the fabric, frames ow on that circuit without involving routing function. From the viewpoint of an N Port, the address is an element in a at address space. However a fabric may use hierarchical address assignment to facilitate routing. A recommended address structure is given in the FC-FG document.
Multiplexing is based on the concept of an exchange. Each exchange consists of a unidirectional or bidirectional data stream which ows between logical entities, termed the originator and responder, at the two communicating N Ports. Multiplexing is performed by interleaving frames belonging to di erent exchanges. Each data stream is labelled with a pair of identi ers called exchange identi ers; one member of the pair is supplied by each of the communicating N Ports when the exchange is initialized. In class 1, there can be multiple exchanges between two connected N Ports. In classes 2 and 3, exchanges between a source and multiple destinations, and between a destination and multiple sources, can be multiplexed. An \intermix" facility permits one or both N Ports in a class-1 connection also to communicate with other N Ports using class-2 or class-3 frames, which have lower priority than the class-1 data, multiplexed with the class-1 exchanges.
Fibre Channel uses a credit-based ow-control scheme to control the ow of frames in the links and to avoid congestion within the switch fabric. With this scheme, the sender is given a certain number of \credits" based on the available bu er space in the receiver. The credits are decremented upon transmission of frames and replenished when acks are received from downstream. No frames can be transmitted if the credit count is zero.
In Fibre Channel, the credits are returned from the receiver to the sender as relative values (\you may send n more frames"). An approach used in some other ow-control protocols is to send absolute values (\you now have a total credit of n frames"). Use of absolute values would eliminate the problem of loss of credit due to loss of ACKs and hence would simplify recovery from link errors, but use of absolute values requires more bu ers to avoid over ow.
Use of relative credit reduces the number of bu ers at the cost of more complex error recovery.
Fibre Channel is optimized around very low bit-error-rate (10 ?12 ) links. Therefore, relative credit was chosen in order to optimize cost and complexity for the non-error case.
In FC-PH, both end-to-end and hop-by-hop (called bu er-to-bu er) ow control are used.
Bu er-to-bu er ow control operates between each N Port and the fabric and is used to con-trol fabric congestion. In class 1, there is end-to-end ow control between communicating N Ports, using acknowledgments to data frames. In addition, bu er-to-bu er ow control is used with connection requests. In class 2, there are both end-to-end and bu er-to-bu er ow control. In class 3, there is only bu er-to-bu er ow control since class 3 has no acknowledgments. The two ow-control levels are illustrated in Figure 5 .
The credit-based scheme has two principal advantages: (i) no frames are lost to bu er over ows, and (ii) the behavior of the scheme is predictable. In addition, the ow-control mechanisms in higher-layer protocols such as TCP exhibit no undesirable interactions with the credit-based ow control at a lower layer. 
Future Enhancements to FC-PH
The Fibre Channel working group is developing enhancements to the original FC-PH standard. In addition to the physical-layer enhancements previously mentioned, following are some of the enhancements which have been or soon will be submitted to the formal standards approval process.
Fractional Bandwidth: A new class of service, class 4, will provide bidirectional virtual circuits between N Ports. A virtual circuit has an associated quality-of-service description which includes guaranteed bandwidth and latency. Each virtual circuit provides a fractional allocation of the total bandwidth available between the communicating N Ports.
Data Compression: Adaptive lossless data compression will be provided as part of the signalling level. The higher-level protocols will be able to request compression separately for each sequence.
Multicast: Unacknowledged class-3 multicast messages will be provided. A multicast message is sent to a speci c group of N Ports identi ed by a multicast alias. In addition, a new class of service, class 6, will provide reliable multicast using a multiway dedicated connection between a sending N Port and a set of receiving N Ports.
Bu ered Class 1: In the base de nition of class 1, two N Ports communicating over a circuit-switched connection must use the same link baud rate. Bu ered class 1 will permit N Ports which have di erent link signalling rates to communicate using class 1.
Dedicated Simplex: In the base de nition of class 1, full-duplex circuit connections are provided. Dedicated simplex provides simplex circuit connections. An N Port using dedicated simplex will be able to send over a circuit to one destination while receiving over a circuit from a di erent source. ACKs will be sent using class 2.
Data Encryption: Support will be provided for encrypting transferred data.
In addition, an avionics working group, denoted FC-AE, is developing enhancements to address applications of Fibre Channel which require high reliability, fault tolerance, and deterministic behavior (for real-time applications), especially for the commercial and military aerospace industries. Among the subjects being addressed are static switching, real-time loop or mesh, the requirements of real-time embedded systems, trusted computer base, time distribution and clock synchronization, error process policy, and distributed interactive simulation.
Mapping Layer
As mentioned earlier, FC-PH provides a point-to-point, loop, or switched data transmission service which can be utilized by a variety of speci c higher-level protocols. The initial use of FC-PH will be to provide serial data transmission for several existing standards which were originally designed with parallel electrical busses.
As viewed by the higher-level protocol, FC-PH provides a set of primitive services. For each of the higher-level protocols, a mapping standard (known as an FC-4 standard) must be designed to specify how the higher-level protocol uses the FC-PH primitives. Figure 3 shows the relationship of the mapping and higher-level protocol to the other FC levels.
The following FC-4 mapping standards are nearing completion or under development at this time. The document name is shown in parentheses. used to transfer commands, responses, and data using distinct sequence types for each.
Command execution starts by the initiator sending the SCSI command and its accompanying parameters to the SCSI target over the exchange set up over Fibre Channel. On interpreting the command, the target transmits a data-transfer request to the initiator, specifying the size of the data block to be transferred. If the operation is a read, the target may transfer data immediately following the data transfer request. If the operation is a write, the initiator starts the data transfer on receipt of the request from the responder. Data transfers during the execution of the I/O command may be controlled either by means of explicit delivery requests between the two endpoints, or other system-speci c mechanisms.
On completion of the transfer, the responder transmits status information to the initiator, which marks the end of the I/O operation.
FCP allows multiple I/O operations to be in progress at the same time via multiple concurrent exchanges. An exchange may utilize either class-1 or class-2 service of FC-PH.
Using class 1 allows data from multiple I/O operations between the same endpoints to be multiplexed. Class 2 allows I/O operations to be multiplexed between multiple end points.
Class 3 cannot be used with FCP as class 3 does not provide con rmation of delivery.
Device addressing in FCP is performed using an 8-byte address that allows hierarchical addressing. While the actual choice of the address structure is left to the vendor, the address format is intended to provide exibility in addressing devices. For example, the collection of disks in a disk array can be addressed as a single logical unit during normal operation, but the individual disks in the array can be addressed independently for con guration and diagnostics.
Performance of a Fibre Channel Fabric
Fibre Channel accommodates a variety of fabric types ranging from simple point-to-point interconnects to large networks of switches. The performance of the fabric is of utmost concern in a large Fibre Channel con guration, as it may dominate the overall performance of the system. In this section we discuss results from a simulation study of a large switched The choice of an interconnect for a particular application depends on many factors besides the technical capabilities of each standard. Compatibility with the existing software and hardware infrastructure, completeness of the standard (that is, the standard provides a complete solution, not just some pieces), cost, and marketing issues all play major roles. In many cases, the best technical solution is not the best commercial solution, and an alternative solution which is adequate though not optimal may prevail in the marketplace. Distancing ourselves just a bit from the ongoing market battles in the information technology industry, we note that the battle over standards in the early days of videocassette recorders is viewed by many as a classic example of the best technical solution losing in the market to a merely adequate solution.
In this section, we discuss the relationship between Fibre Channel and various other interconnects in the context of clustering of systems, serial disk interconnection, and con-nection of I/O subsystems to systems. We base our comparisons on our understanding of the characteristics of products available in the market today (March, 1996) , rather than on any intrinsic properties of the respective architectures which might only be realizable in an ideal implementation in which cost is not a concern. Similarly, we assign each interconnect to the application areas which we believe are its dominant applications today, recognizing that in principle, many of these interconnects could also be used in other application areas.
In the interest of limiting the scope of the article to a manageable number of interconnects, we also limit the discussion to interconnects which are either standards published by formal standards bodies (e.g. ANSI, IEEE, ISO) or are well along in the process leading to such publication.
It must be pointed out that not all the interconnects discussed in this section are formal standards at the time this is being written; some are at various stages in the process of speci cation development or standards approval. Given the number of interconnection standards in use or in advanced stages of speci cation, it is not possible to discuss every one in the space available for this article. The ones discussed are those whose main application areas, in the authors' judgment, have signi cant overlap with the applications areas in which Fibre Channel is expected to have its main use.
Clustering of Systems
Systems are often interconnected in a cluster in a relatively small geographic area. Clusters are formed for purposes such as applying more aggregate computing power to a problem, increasing the rate of transactions applied against a shared collection of data on a server, or providing high availability by enabling another node to take over the workload of a failed node. Virtually all known data communications interconnects have been used for intercon-necting the systems in a cluster. Criteria for choosing an interconnect include data transfer bandwidth, latency, maximum distance required between nodes, I/O transaction rate, cost of available products, and compatibility with other data communications media used by the interconnected systems. Here, we survey some of the standards commonly used for clustering and their relationships to switched Fibre Channel. (We do not include FC-AL in the clustering discussion because its main application at present is to disk interconnection within a subsystem, and we discuss it in that context in a later subsection.)
We include in this section some interconnects which are more commonly considered localarea interconnects (LANs) than cluster interconnects. The reason is that cluster systems can be designed to support a selection of cluster interconnects, including LANs, depending on the customer's cost and performance requirements. transport of voice, video, and traditional computer data (perhaps a good generic term is \encoded data"). For purposes of this discussion, we consider ATM to include the ATM switching layer (with its connection orientation and rate-based ow control), the separate physical layer standards used with it, and the ATM adaptation layer (AAL5, in the case of traditional computer data transport), which provides a packet-level interface between the switching layer and the higher-layer protocols.
The basic unit of transfer through an ATM network is a cell containing 48 bytes of payload and 5 bytes of header. The ATM switching layer permits cell loss due to congestion; however AAL5 provides detection of errors, including the consequences of cell loss, by means of a 32-bit CRC over the higher-level protocol data unit which it segments into cells for transport over the ATM network. Fibre Channel's credit-based hop-by-hop ow control, on the other hand, guarantees that FC-PH frames will not be lost due to switch congestion.
The design of ATM is optimized for voice and video, both of which require fairly rigidly isochronous data transfer, and both of which can tolerate some cell loss due to switch congestion. For system clustering involving only encoded data, the small (53-byte) cell size makes ATM somewhat less e cient than Fibre Channel in its use of link bandwidth. In addition, an ATM switch for use in high-performance system clustering must have a very low cell-loss rate, comparable to the frame loss rate due to the bit-error rate on the interconnecting links.
Otherwise, excessive bandwidth will be consumed in error recovery. As the cost of switching continues to drop, the use of switching in LANs is becoming increasingly attractive. Switching can potentially be introduced in any multiple-access LAN by dividing the stations into segments and attaching each segment to a distinct port of the switch, using the same adapter, software, and cabling that were used with the shared medium.
Because switching is transparent to the a ected stations, no explicit provision for switching is required in the standards documents. Switching allows inter-segment communication to proceed in a nonblocking fashion, potentially increasing the network bandwidth manyfold.
Switched Ethernet, for example, allows many 10-Mb/s or 100BaseT Ethernet segments to be interconnected through a switch. Signi cant variations exist among Ethernet switches in the functionality and internal architecture of the switches. Small switch con gurations, typically 64 ports or fewer, usually provide nonblocking access from any port to any other port, while some blocking may be allowed in larger con gurations. In addition, the switch may provide capability for store-and-forward, multicast, con guring virtual LANs, etc. It should be noted that the introduction of switching into a multiple-access LAN has little e ect on the protocols, rendering the switches transparent to the end stations for the most part. However, performance is improved as a result of reduced level of contention for the medium.
The interconnects discussed above fall into two categories: switched (Fibre Channel, HIPPI, ATM, switched FDDI, and switched 100BaseT) and shared medium (100BaseT as a bus, FDDI, and 100VG-AnyLAN). Strictly speaking, 100VG-AnyLAN is more like a broadcast packet switch, but each hub can only transfer one packet at a time and all tra c passes through the root node. Therefore, 100VG-AnyLAN has some characteristics of a shared medium. 100BaseT (bus) has the usual performance disadvantage of nondeterministic access, and even in its switched form has some degree of nondeterminism. As discussed earlier for Fibre Channel, the switched interconnects provide aggregate bandwidth which is a multiple of the link-technology bandwidth while the shared-medium interconnects can only supply aggregate bandwidth equal to the link-technology bandwidth (or twice that for those which support full-duplex transfers). In addition, Fibre Channel, HIPPI, and ATM have deterministic access and (at least in some con gurations) are non-blocking, unlike shared-medium interconnects. On the other hand, the shared-medium interconnects are generally less costly than the switched interconnects, even at the same link bandwidth. A use of clustering which is growing in importance, especially in the commercial transactionprocessing market, as mentioned earlier, is high availability through takeover of a failed node's workload by another node in the cluster. The use of high-bandwidth, long-distance ber-optic links enables a cluster to span large geographic distances. This makes possible remote-site recovery in which nodes at one site take over when another site is shut down by an environmental disaster and perhaps rendered inaccessible for an extended period. For example, such a cluster can be built on Fibre Channel, as illustrated in Figure 8 .
At each site are several processor nodes and I/O subsystems interconnected by a Fibre Channel switch. The switches at the two sites are interconnected to form a single fabric.
Critical data are written in duplicate to disks at both sites. Fibre Channel permits the two sites to be 10 km apart. Similar clusters can also be based on serial HIPPI. Highbandwidth ATM can also be used; however the authors are not aware of the use of ATM for I/O subsystem attachment to processors at this time. In principle, it would be attractive to use a clustering technology which would permit such clusters to span much longer distances; however beyond distances on the order of several tens of km, remote I/O performance begins to deteriorate because of delays in I/O acknowledgment protocols. At these longer distances, it is preferable to treat the two sites as separate clusters and send streams of data from each site, perhaps over a long-distance ATM network, to the other site for checkpoint purposes.
In the event of a disaster at one site, this would enable the site which is taking over from the failed site to recreate the state of the failed site at some recent time, and continue processing from there.
For clustering applications which today only require bandwidths in the 10-to 25-Mbyte/s range, the choice is broader since Fibre Channel, Fast Ethernet, 100VG-AnyLAN, FDDI, and ATM all supply bandwidth in this range. Considerations include compatibility with existing lower-speed interconnects and their software, and need for compatibility with future ATM-based networks, as well as future extensions to higher bandwidth.
Serial Disk Interconnection
As is true in other areas of computer interconnect, the use of parallel busses for interconnecting disk drives within a subsystem is starting to approach cost, performance, and complexity limits as disk data-transfer bandwidths and the number of drives in a subsystem continue to increase. While enhancements continue to be proposed for parallel SCSI, the long-term direction is serial interconnect. Among its other advantages, use of serial interconnections permits large reductions in connector size and pin count, which are signi cant factors in the costs of today's low-cost disk drives. In addition, the short distances within a disk subsystem permit the use of copper interconnect at high bandwidth, permitting further cost reduction compared to the cost of ber-optics interconnections. document states an intent to specify higher speeds in the future. It is primarily targeted at short-distance interconnection of disks and controllers, and the protocols are optimized for short distances. SSA speci es a physical layer based on copper or ber links, a transport layer, and a mapping layer for SCSI commands. The physical topology may consist of full-duplex strings, rings, and switched networks. A frame is forwarded by each node, using hop-by-hop ow control, until it reaches its destination. The frame is removed from the ring by its destination, thus allowing multiple concurrent transmissions on the ring (\spatial reuse"), providing potential throughput improvements over conventional token-based protocols, though the degree of throughput improvement depends on the con guration and workload.
A token-based protocol called the SAT (for SATisfaction) algorithm 13] provides fair access to the ring. Frame transmission is regulated by a token, called the SAT token, which circulates around the ring in the direction opposite to the direction of data ow. Each port has a prede ned quota of frames which it is allowed to originate between successive visits of the SAT token. The port can hold the SAT token until it has satis ed this quota. A second quota limits the number of frames a port can originate before forwarding a frame which was sent by another port. The SAT algorithm is applied separately to each direction of the ring.
In general, FC-AL and SSA are equally capable, with each having some superiority for speci c con gurations. SSA has some early advantages since it is the second generation of an interconnect which has been in use in a proprietary form. There is thus a base of product experience with it as well as earlier availability of parts and supporting equipment. FC-AL, however, while a new design, has a somewhat larger base of supporting companies.
Connection of I/O Subsystems to Systems
In this section, we discuss attachment of I/O subsystems, such as disk controllers, to systems.
Relevant interconnects are those which are being used for attachment of a variety of subsystems and types of devices to adapters of the same design. We exclude those cases in which the inboard system adapter includes the subsystem controller function for a single type of subsystem and the external link is used to connect that specialized inboard controller to its devices.
One of the original purposes of Fibre Channel, as already discussed, was to serve as a HIPPI is also sometimes used for connecting high-performance RAID disk subsystems to computers. However we believe that its dominant use is for clustering and other system-tosystem interconnection, and therefore have discussed it in the clustering section.
Summary of Interconnects Discussed Table 1 summarizes the main points in the foregoing discussion. For each interconnect, we show the topology and the application areas which are discussed in this article.
Industry Fibre Channel Activity
The formal standards bodies publish standards but deal with neither interoperability issues nor with commercialization. In a world of open standards, these issues are best dealt with by industry-wide associations of which perhaps the best known is the ATM Forum.
Fibre Channel, because of its goal of addressing a broad range of applications and being attractive to the entire industry, has a large number of optional features. This causes a concern that interoperability di culties might create problems for both vendors and customers. shared-medium X Table 1 : Comparison of topology and applications for the interconnects discussed. An X in an application column indicates that the particular interconnect has signi cant use in the speci ed application area. 
