Abstract-The swing equations for renewable generators connected to the grid are developed and a wind turbine is used as an example. The swing equations for the renewable generators are formulated as a natural Hamiltonian system with externally applied non-conservative forces. A two-step process referred to as Hamiltonian Surface Shaping and Power Flow Control (HSSPFC) is used to analyze and design feedback controllers for the renewable generators system. This formulation extends previous results on the analytical verification of the Potential Energy Boundary Surface (PEBS) method to nonlinear control analysis and design and justifies the decomposition of the system into conservative and non-conservative systems to enable a two-step, serial analysis and design procedure. The first step is to analyze the system as a conservative natural Hamiltonian system with no externally applied non-conservative forces. The Hamiltonian surface of the swing equations is related to the Equal-Area Criterion and the PEBS method to formulate the nonlinear transient stability problem. This formulation demonstrates the effectiveness of proportional feedback control to expand the stability region. The second step is to analyze the system as natural Hamiltonian system with externally applied non-conservative forces. The time derivative of the Hamiltonian produces the work/rate (power flow) equations which is used to ensure balanced power flows from the renewable generators to the loads. The Second Law of Thermodynamics is applied to the power flow equations to determine the stability boundaries (limit cycles) of the renewable generators system and enable design of feedback controllers that meet stability requirements while maximizing the power generation and flow to the load. Necessary and sufficient conditions for stability of renewable generators systems are determined based on the concepts of Hamiltonian systems, power flow, exergy (the maximum work that can be extracted from an energy flow) rate, and entropy rate.
I. INTRODUCTION
Some of the most challenging problems the United States and other countries are facing is the integration of green renewable resources into existing aging Electric Power Grid (EPG) infrastructures. Many states within the US are faced with fast approaching deadlines due to Renewable Porfolio Standards (RPS) which are forcing the retrofit and patch in of renewables the best that can be done with existing options. Many of the proposed "Smart Grids" are simply overlaying information networks onto existing EPG infrastructures. What is needed is a paradigm shift in our current approach to the grid. At the heart of the EPG is the coordination and control of centralized dispatchable generation to meet customer loads via power engineering techniques. A new approach will be required to formally address the green grid of the future with distributed variable generation, buying and selling of power (bi-directional flow), and decentralization of the EPG.
Many researchers are attempting to address this problem. For example, the Solar Energy and Grid Integration Systems (SEGIS) program is attempting to integrate large amounts of photovoltaic systems in the EPG.
Solar Energy Grid Integration Systems (SEGIS) concept will be key to achieving high penetration of photovoltaic (PV) systems into the utility grid. Advanced, integrated inverter/controllers will be the enabling technology to maximize the benefits of residential and commercial solar energy systems, both to the systems owners and to the utility distribution network as a whole. The value of the energy provided by these solar systems will increase through advanced communication interfaces and controls, while the reliability of electrical service, both for solar and non-solar customers, will also increase [1] . The wind industry is attempting to add large amounts of wind power into the exsiting EPG without integrating additional storage. The Department of Energy (DOE) through its Energy Efficiency and Renewable Energy (EERE) Wind Program Office provides one way to do this through the report titled "20% Wind Energy by 2030" in [2] .
The goal of this paper is to present a step toward addressing the integration of renewable resources into the EPG by applying a new nonlinear power flow control technique to the analysis of the swing equations for renewable generators connected to the EPG and using a wind turbine as an example. The results of this research include the determination of the required performance of a proposed FACTS/Storage device to enable the maximum power output of a wind turbine while meeting the power system constraints on frequency and phase. The FACTS/Storage device is required to operate as both a generator and load (energy storage) on the power system in this design.
In this paper, the swing equations for the renewable generators are formulated as a natural Hamiltonian system with externally applied non-conservative forces. A two-step process referred to as Hamiltonian Surface Shaping and Power Flow Control (HSSPFC) is used to analyze and design feedback controllers for the renewable generators system. This formulation extends previous results on the analyti-cal verification of the Potential Energy Boundary Surface (PEBS) method to nonlinear control analysis and design and justifies the decomposition of the system into conservative and non-conservative systems to enable a two-step, serial analysis and design procedure. In particular, this approach extends the work done by [3] by developing a formulation which applies to a larger set of Hamilitonian Systems that has Nearly Hamiltonian Systems as a subset.
The first step is to analyze the system as a conservative natural Hamiltonian system with no externally applied nonconservative forces. The Hamiltonian surface of the swing equations is related to the Equal-Area Criterion and the PEBS method to formulate the nonlinear transient stability problem by recognizing that the path of the system is constrainted to the Hamiltonian surface. This formulation demonstrates the effectiveness of proportional feedback control to expand the stability region. Also, the two-step process directly includes non-conservative power flows in the analysis to determine the path of the system across the Hamilitonian surface to better determine the stability regions.
The second step is to analyze the system as a natural Hamiltonian system with externally applied non-conservative forces. The time derivative of the Hamiltonian produces the work/rate (power flow) equations which is used to ensure balanced power flows from the renewable generators to the loads. This step extends the the work done by Alberto and Bretas [4] by developing a formulation which expands beyond the analysis of small perturbations of conservative Hamiltonian systems. The Melnikov number for this class of systems is directly related to the balance of power flows for the stability (limit cycles) of natural Hamilitonian systems with externally applied non-conservative forces. The Second Law of Thermodynamics is applied to the power flow equations to determine the stability boundaries (limit cycles) of the renewable generators system and enable design of feedback controllers that meet stability requirements while maximizing the power generation and flow to the load. Necessary and sufficient conditions for stability of renewable generators systems are determined based on the concepts of Hamiltonian systems, power flow, exergy (the maximum work that can be extracted from an energy flow) rate, and entropy rate. This paper is divided into five sections. Section II develops the first step of the HSSPFC by introducing static stability and energy storage concepts and relating them to Lyapunov analysis. Section III develops the second step of the HSSPFC by introducing dynamic stability and power flow concepts and relating them to Lyapunov analysis. Section IV presents two nonlinear control design examples that include: 1) the One-Machine Infinite Bus (OMIB) system with a Unified Power Flow Controller (UPFC) and 2) the swing equation for a wind turbine connected to an infinite bus through a UPFC to determine the required performance of the UPFC to enable the maximum power output of a wind turbine while meeting the power system constraints on frequency and phase. The OMIB system with a UPFC is an extention to the work done by Ghandhari [5] by developing a formulation which applies to a larger set of nonlinear control systems that has passivity controllers as a subset. Finally, Section V summarizes the results with concluding remarks.
II. STATIC STABILITY AND ENERGY STORAGE SURFACE
This section develops the first step of the HSSPFC and expands on the concepts in references [6] , [7] , [8] , [9] by relating static stability to the energy storage surface (Hamiltonian) to the Lyapunov candidate function. The familiar OMIB model is employed to provide an illustrative example.
The Hamiltonian is the stored energy (exergy) of the system and is given as
(1) The equation of motion is
which is derived from Lagrange's equation
where Q is the generalized force and
M is the inertial rotary mass of the machine, P max (1 − cos(δ)) is the generalized potential, Dδ is the generalized damping, and P m is the constant generator power. The time derivative of the Hamiltonian is the power flow or work-rate principle [10]
Q iqi (4) where q i is the generalized coordinate.
The first step in the relational process is to recognize that the system is constrained to move on the Hamiltonian surface, the accessible phase space, which can be projected onto the phase plane. The concept of static stability of airplanes [11] , [12] , [13] , [14] is helpful in defining this step. Figure 1 graphically presents the concept of static stability. To evaluate static stability, the system is treated as though it is a conservative natural Hamiltonian system with no externally applied non-conservative forces or moments, without linearization. The Lagrange-Dirichlet Theorem: A state where the potential energy is an isolated minimum is a stable equilibrium state [15] ; which is equivalent to the Lyapunov Stability Theorem: If there exists in some neighborhood Ω of the origin a Lyapunov function V (x) (where V (0) = 0, V (x) > 0, ∀ x = 0, andV ≤ 0) then the origin is stable [15] ; can be applied at this point to the energy storage surface, Hamiltonian and Lyapunov function, which is a constant
The equations of motion are given in first order (canonical) form and second order form aṡ
where p j is the generalized momentum and
A conservative dynamical system is (statically) stable if the Lyapunov function (Hamiltonian) is positive definite about the equilibrium state (subscript e) and its time derivative is zero,
The Converse of the Lagrange-Dirichlet Theorem (Lyapunov's Theorem [16] ): At an isolated maximum of the potential energy the equilibrium state is unstable [15] ; can be applied and the system is (statically) unstable if
The Instability Theorem of Chetayev [17] (Extended Lyapunov's Theorem): If at an equilibrium state the potential energy is not a minimum, then the equilibrium state is unstable [15] ; can be applied and the system is unstable (statically neutrally stable) if
Notice, a conservative dynamical system transitions from stable to unstable as the potential energy function is deformed from a positive definite function to a zero function to a negative definite function. The onset of instability occurs at the point where the potential energy function loses its positive definite convexity. This is presented in Fig. 2 . Also, a conservative dynamical system is precluded from being asymptotically stable since no external damping forces can exist.
A statically neutral system is not typically identified separately, but it has important physical significance for mechanical systems. For the swing equation, a generator disconnected from the infinite bus is statically neutral stable with a rigid body mode, V(q) = 0 ∀ q which leads to a singular stiffness operator and no preferred configuration. The disconnected generator model is unstable without proportional feedback control. Static stability is a necessary condition for stability, but not sufficient.
As a comparison to several recent developments in nonlinear control; controlled Lagrangian [18] , energy-shaping [19] , and energy-balancing [19] , [20] can be used to construct a feedback controller that meets the sufficient conditions for stability, however these tools do not recognize the importance of the Hamiltonian surface. Basically, any proportional feedback controller that derives from a C 2 function (and some C 1 functions) meets the requirements of static stability and can be used to increase performance by reducing the stability margin and even driving the system unstable for a portion of the path. A simple example is
where
An example of reducing the stability margin and bifurcating the statically stable equilibrium point occurs when K P1 is changed from K P1 > 0 to K P1 = 0 to K P1 < 0. Figure 3 presents the results for K P1 variations. This section develops the second step of the HSSPFC and expands on the concepts in references [6] , [7] , [8] , [9] by relating dynamic stability to power flow to the time derivative of the Lyapunov candidate function.
The second step in the relational process is to identify the Hamiltonian as stored exergy, take the time derivative, and apply the 2 nd Law of Thermodynamics in order to partition the power flow into three types [6] , [7] , [21] , [22] ; i) the energy storage rate of change, ii) power generation and iii) power dissipation. The concept of dynamic stability of airplanes [11] , [12] , [13] , [14] is helpful in defining this step. To evaluate dynamic stability, the system is treated as though it is a natural Hamiltonian system with externally applied non-conservative forces and/or moments that is statically stable without linearization. Next, the effect that power flows, damping and generation, have on conservative dynamical systems is determined. The equations of motion are given in first order (canonical) forṁ
and in second order form d dt
Chetayev [17] and Meirovitch [23] have investigated this situation in detail for complete damping and pervasive damping. Complete damping occurs wheṅ
is a negative definite function of the generalized velocitieṡ q j . Pervasive damping occurs whenḢ is a negative semidefinite function ofq j and the set of points whereḢ = 0 contain no nontrivial positive half-trajectory of the system. Chetayev [17] and Meirovitch [23] prove: Dissipative forces do not disturb stability of the equilibrium state of a conservative dynamical system in a meaningful way (static stability is a necessary condition for stability).
1) If the equilibrium state is stable with potential forces, it becomes asymptotically stable with the addition of dissipative forces with complete damping. 2) An equilibrium state which is unstable with potential forces cannot be stabilized by dissipative forces. Two general theorems follow from these investigations: Theorem 1 [23] : If for the system (Eqs. 10 and 11) the Hamiltonian is positive definite, and if the system possesses pervasive damping (complete damping as a subset), then the equilibrium state is asymptotically stable.
Theorem 2 [23] : If for the system (Eqs. 10 and 11) the Hamiltonian can assume negative values in the neighborhood of the origin, and if the system possesses pervasive damping (complete damping as a subset), then the equilibrium state is unstable.
Actually, if the potential energy function is V(q) = 0 ∀ q then the system is unstable with complete damping since the system has no preferred orientation, rigid body mode.
Returning to the discussion of the stability of system (Eqs. 10 and 11), the system path/trajectory traverses a positive definite energy surface (statically stable) defined by the Hamiltonian as a result of the power flow. The time derivative of the energy/Hamiltonian surface defines the power flow into, dissipated within, and stored in the system which determines whether the system is rising to a higher energy state (away from its equilibrium state), dropping to a lower energy state (returning to its equilibrium state), or staying on a closed cyclic path (limit cycle) constrained to the energy/Hamiltonian surface. Average power flow calculations are used because one cannot guarantee that the opposing power flows will cancel or be dominant generators or dissipators point-for-point in time [6] . In fact, limit cycles balance over the cycle as described by Meirovitch [23] : A state of stationary motion is achieved in which the system gains energy during part of the cycle and dissipates energy during the remaining part, so that at the end of each cycle the net energy exchange is zero. If the system were linear then the power flows would cancel or be dominant generators or dissipators point-for-point in time [6] . Consequently, feedback linearization has some attractive features when designing feedback controllers.
The Lyapunov analysis of system (Eqs. 10 and 11) provides the sufficient conditions for (dynamic) stability. The system is asymptotically (dynamically) stable if [7] V (q,q) = H > 0 ∀ q = q e ,q =q e V (q e ,q e ) = 0 V
The system is (dynamically) unstable if [7] V (q,q) = H > 0 ∀ q = q e ,q =q e V (q e ,q e ) = 0 V
The limit cycle defines the (dynamic) stability boundary between asymptotically (dynamically) stable and (dynamically) unstable [6] and occurs when
Notice, the (static) stability boundary for a conservative dynamical system is a rigid body mode where the potential energy function loses its positive definite convexity while the (dynamic) stability boundary for system (Eqs. 10 and 11) is a limit cycle or a second order center for a linear system. The (static) stability of a conservative dynamical system is a necessary condition for the (dynamic) stability of system (Eqs. 10 and 11) which provides the sufficient condition for stability.
As a comparison to several recent developments in nonlinear control, a dynamically stable system is equivalent to energy-shaping [19] and energy-balancing [19] , [20] except for the generator terms that do not meet passivity requirements, the line integral that is used to calculate average values of the power flows (i.e., AC power, discontinuous functions, etc.), and the balance of power generation to power dissipation subject to the power storage that leads to a limit cycle as a stability boundary [6] , [7] , [21] .
A dynamically unstable system is equivalent to the converse of Lyapunov stability with the addition of the line integral. A dynamically neutral stable system is not typically identified separately, but it has important physical significance for mechanical systems, especially in aeroelasticity [24] , [25] . Dynamically neutral stability is the on-set of a limit cycle oscillation. Also, this equation plays an important role in determining the preservation of heteroclinic orbits [4] . The Melnikov number [4] , [26] is defined as
which implies a zero change of energy over a heteroclinic orbit that is preserved. Consequently, Eq. (12) applies to a larger class of nonlinear dynamical systems than the analysis of small perturbations of conservative Hamiltonian systems and provides a dynamic stability boundary in the form of a limit cycle.
IV. HSSPFC APPLIED TO UPFC'S AND RENEWABLE GENERATORS
This section investigates power engineering models that best reflect the new nonlinear power flow control methodology. Given
and
then define the Hamiltonian as
where the power flow or Hamiltonian rate becomeṡ
Next, add the approximate power flows from the generator, mechanical controls, and UPFC [5] 
A. Example One -OMIB System with a UPFC Starting with the reference power flow equation
with ω ref = constant and ω ref >>δ and solving for the acceleration term giveŝ
Next define the Hamiltonian as
2 then the derivative of the Hamiltonian becomeṡ
Now assume that OMIB is combined with UPFC and u m = 0 then
Next select the following nonlinear PID control laws from HSSPFC
(21) where ∆ = δ − δ s . Finally, substitute Eq. (21) into Eq. (20) yields the followinĝ
The static stability condition becomes
with H being positive definite and
The dynamic stability condition for a passively stable control design yields
Clearly, the UPFC nonlinear PID controller expands the region of stability by increasing the PEBS from P ec to P ec (1 + K Pe ) and enabling the system to respond more quickly by adding an integrator to the dissipator of reference [5] .
B. Example Two -Swing Equation for a Wind Turbine Connected to an Infinite Bus through UPFC
Once again, the derivation starts with the reference power Eq. (19) and wind power flow equations defined as
Then the Hamiltonian for the wind turbine becomes
and the corresponding Hamiltonian rate iṡ
Next select the following wind generation and UPFC nonlinear controllers from HSSPFC
where u e1 and u e2 are substituted from Eq. (21) with δ s = 0 along with ∆u m from Eq. (26) into Eq. (25) yields the following power flow rate equatioṅ
Where again, as in the previous example, the static stability condition is
(28) and must be positive definite. For a passivity controller design the terms in Eq. (27) need to be sorted into dissipators, generators, and storage terms over the cycle; the dissipators must be greater than the generators. The dynamic stability condition for a passively stable control design yields
where the proportional terms are storage terms and contribute to the dynamic stability of the system as constraints. Notice, the wind turbine controller is designed to maximize the output of the wind turbine while the UPFC controller is designed to smooth the output of the wind turbine to create ω ref = constant. As a result, the UPFC performs as both a generator (firm up the wind turbine) as well as a load (storage excess power) to smooth out the peaks and valleys of the output from the wind turbine.
V. SUMMARY AND CONCLUSIONS
The swing equations for renewable generators connected to the grid were developed and a wind turbine was used as an example. The swing equations for the renewable generators were formulated as a natural Hamiltonian system with externally applied non-conservative forces. A two-step process referred to as Hamiltonian Surface Shaping and Power Flow Control (HSSPFC) was used to analyze and design feedback controllers for the renewable generators system. This formulation extended previous results on the analytical verification of the Potential Energy Boundary Surface (PEBS) method to nonlinear control analysis and design and justifies the decomposition of the system into conservative and non-conservative systems to enable a two-step, serial analysis and design procedure. The Melnikov number for this class of systems was shown to be directly related to the balance of power flows for the stability (limit cycles) of natural Hamilitonian systems with externally applied non conservative forces. Necessary and sufficient conditions for stability of renewable generators systems were determined based on the concepts of; Hamiltonian systems, power flow, exergy (the maximum work that can be extracted from an energy flow) rate, and entropy rate.
Two nonlinear control design examples were used to demonstrate the HSSPFC technique: 1) the One-Machine Infinite Bus (OMIB) system with a Unified Power Flow Controller (UPFC) and 2) the swing equation for a wind turbine connected to an infinite bus through a UPFC to determine the required performance of the UPFC to enable the maximum power output of a wind turbine while meeting the power system constraints on frequency and phase. The nonlinear PID feedback controller design for the OMIB system with a UPFC was shown to be an extension of the Control Lyapunov Function approach. In the near future, HSSPFC will be applied to multiple machines including gas turbine generators combined with wind turbines and FACTS devices.
