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Summary.
A serial search process achieved by reference code clock 
frequency offset suffers from a degraded autocorrelation 
function between the two codes because of the differing 
chip rates. In this thesis a computer simulation is used 
to investigate the code decorrelation, and the results are 
employed to obtain the mean acquisition time for the serial 
search process. The analysis is extended to include a 
CCD. type of matched filter following the integrate and 
dump detector, and to investigate the improvements in 
acquisition time that may be achieved over the simple 
serial search process if a search-lock strategy is 
employed.
The effects of jitter and phase offset upon the error 
probability of the recovered data are investigated both 
theoretically and by measurement for the particular case of 
code modulation by sequence inversion keying.
A tracking loop is presented that has been shown to 
maintain reference code phase offset to within ± 0.01 chips 
under conditions where the noise on the communications link 
has made the recovered data unusable for most purposes.
Finally, an application of spread spectrum techniques to 
small local area networks is presented, and a discussion of 
the effects of the crosscorrelation noise from the other 
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Chapter One
Outline of Spread Spectrum Modulation Techniques
1.1 Introduction
1.1.1 Spread Spectrum Modulation
Spread spectrum modulation techniques are now being used extensively 
in military and civil radio communication systems for speech, data 
and radar applications. Such techniques have unique factors which are 
not found in any other form of transmission/reception process. A 
primary factor of special importance for tactical communication systems 
is the system's capability to reject intentional or unintentional jamming 
[1,2]. Further advantages of the technique include a low probability of 
detection, code division multiplexing giving the possibility of separate 
receiver addressing, and the provision of a ranging system which may be 
readily combined with a data link [3]. Because of the low correlation 
between spread spectrum modulation and those adopted by more conventional 
forms of transmission (amplitude or frequency modulation), it is 
possible to make more efficient use of the r.f. spectrum by band 
sharing [4-6]. As pressure on the limited spectral space by potential 
users continues to increase, the possibilities offered by band sharing 
are likely to become increasingly important.
What then is a spread spectrum system, and how is it that it can 
achieve the advantages mentioned above? Briefly, a spread spectrum 
system is a data modulation and demodulation process where the signal 
bandwidth used over the transmission path is very much wider than the 
data bandwidth. Figures 1.1 a) and b) show general block diagrams 
for a spread spectrum transmitter and receiver. Data to be transmitted 
is assumed to be in a digital format, and will normally be timed so 
that transitions will be coincident with a repeating state of the 
spreading function. The data modulates a carrier which in turn is 
modulated by the spreading function.
This function may be any random or pseudo random digital sequence
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Figure 1.1 General bl ock diagram for a spread spectrum 
t ransmitter a), and receiv er  b).
with a clocking rate very much higher than the data rate. One of the 
main criteria for the system though is that an exact replica of the 
spreading function must be capable of being generated by the receiver 
in any required phase. Because of this requirement, pseudo random (or 
pseudo noise (PN)) codes generated by feedback shift registers are 
usually favoured.
The modulated signal, which has a bandwidth many times larger than 
its data bandwidth, is then amplified and may be transmitted to the 
receiver via a radio link, or possibly via cable for a local area 
network link [7,8]. At the receiver, the signal is amplified and 
fed to the p.n. code acquisition and tracking circuit. The function of 
this circuit is to initially set the phase of the p.n. sequence from 
the despread function generator to within a small nominal timing error 
of the phase of the received p.n. code, and then by means of tracking 
circuitry to reduce this error to zero and to maintain the synchronism. 
This locally generated synchronous p.n. code is then used to remove 
the effect of the spreading function and to reduce the spectrum back 
to the original data bandwidth. Subsequent demodulation and filtering 
recovers the original data [9-12].
There are three main methods of bandwidth spreading that may be 
grouped under the heading of spread spectrum modulation:
1 . Modulation of a carrier by a digital code sequence whose 
bit rate is much higher than the information signal bandwidth. 
Amplitude modulation (pulsed carrier), frequency modulation, or 
any other amplitude or angle modulation scheme may be employed.
A common form however is 180 degree biphase phase shift keying 
which produces a suppressed carrier transmission. Such systems 
are called "direct sequence" modulated system.
2. Carrier frequency shifting in discrete increments in a 
pattern dictated by a code sequence. These are referred to as 
"frequency hoppers". The transmitted carrier jumps from frequency 
to frequency within some predetermined set; the order of frequency 
usage is determined by a code sequence.
3. The spreading code sequence may be used to control the time 
of the transmission, which is usually of short duration and low 
duty cycle. The transmitter output is keyed on and off at a time 
determined by the code sequence. Such systems are heferred to as 
"time hopping".
4. Pulsed F.M., generally called chirp modulation, in which a 
carrier is swept over a wide frequency range during a given pulse 
interval.
Hybrid variants of these basic systems have also been considered 
[13,14].
Wideband F.M. is not generally referred to as spread spectrum 
modulation, even though the transmitted bandwidth may be many times 
larger than the information bandwidth. The term "spread spectrum" is 
usually applied only to forms of modulation whereby the bandwidth is 
spread by means other than modulation of a carrier by the information to 
be sent.
Much of the work referred to in this thesis concerns the direct 
sequence type of spread spectrum system. This is considered in more 
detail below and in subsequent chapters of the thesis.
1.1.2 Direct Sequence Systems
A block diagram of a basic direct sequence transmitter and receiver 
is shown in figures 1.2 a) and b). The transmitter's p.n. sequence 
generator, which for the present will be assumed to generate a maximal 
length sequence, is clocked at frequency f^ and produces a code 
sequence length of ;
Data
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L = 2^ - 1 chips
where n is the number of individual shift registers forming the sequence 
generator. The data rate is timed to coincide with the code sequence 
repetition rate, which is:
Each data bit therefore modulates one complete code sequence. Modulation
of the p.n. sequence is by modulo 2 addition (the "exclusive or" operation),
so that each modulated p.n. sequence may be inverted or not, dependent
upon the data being a '1' or a 'O'. Section 1.4.2 will show that the
envelope of the power spectrum of the modulated maximal length p.n.





where t is the code chip duration:
c
Figure 1.3 shows this distribution. Suppressed carrier modulation [15] 
at frequency f^, translates the power spectrum distribution to be 
centred around frequency f^. After the balanced modulator a bandpass 
filter restricts the transmitted spectrum to the main lobe bandwidth
"o ± fc-
At the receiver the signal from the antenna is again filtered to 
the spreading code main lobe bandwidth, reducing the unwanted interference 
power to purely that which lies within the frequency range f^ f^.
After amplification the power spectrum distribution is translated to 
baseband by multiplication with the output from the receiver's local 
oscillator at the carrier frequency. The spreading code is removed by 
correlation with the receiver's local code, and the data is recovered 




Main lobe of 
power sp ectrum
Figure 1.3 Envelope of the pow er spectrum of a maximal 
length pseudo noise sequence.
\ | / Wideb and  su ppr es sed  carrier 
signal mo dulated by data 
and sprea di ng c o d e .
0 0
„ +.
P.N. genera to r 
and no n-c oh erent 
tracki ng loop
Narrow b a n d  su ppr essed carrier  
signal carrying data 
m odula t i o n  only.
Costas
loop
Local osc ill at or 
modula ted  by local 
estimate of the 
spre ad ing  code
Local oscillator, 
offset from f by fIF
Figure l.k Non-coherent direct sequence receiver.
dump filter must be timed to coincide with the start and finish of the
received data bit. The timing information can be obtained from the
receiver’s p.n. code sequence generator, which must correctly track the 
received p.n. spreading code, and may be obtained quite conveniently 
if the start and finish of the data bit is arranged to coincide with 
a known code state (eg the ’’all ones” condition). The receiver’s local 
oscillator, at frequency f^, must be exactly frequency and phase 
locked to the modulating carrier of the received signal for correct 
translation of the suppressed carrier signal to baseband. It will not 
normally be possible to meet this requirement however, and therefore 
the direct sequence modulation must be removed, prior to recovery of 
the data, using a non-coherent code tracking loop (figure 1.4). The 
data may then be recovered from the despread suppressed carrier signal
with a Costas or squaring loop [16,17].
The remainder of this chapter is concerned 'mainly with principles 
that apply to direct sequence systems. A more detailed analysis of 
the interference rejection capabilities of a direct sequence system will 
be given in section 1.7, but a brief description will be given here.
1.1.3 Types of Interference and their Rejection in a Direct Sequence Receiver 
Interference may exist in four separate ways ;
1. Narrow band (C.W.) transmissions, which may be intentionally 
broadcast for the purpose of jamming.
2. Wide band "white gaussian noise” because of thermal, atmospheric 
and cosmic sources.
3. Wide band interference due to other spread spectrum users.
4. Multipath interference of the wanted signal due to reflections 
in the path between transmitter and receiver.
Considering noise type 1, because it is necessary to multiply all 
signals at the receiver input by the locally generated p.n. spreading
sequence, any narrow band signal will have its power spread to the 
bandwidth of the local reference (figure 1.5 a)). The power of the 
wanted signal however, will be despread by multiplication with the 
receiver's reference sequence to lie totally within the data bandwidth 
(figure 1.5 b)). Filtering to the data bandwidth follows the correlator, 
The power in the wanted data is little attenuated by this operation, 
however only the small fraction of the interference power falling 
within the data bandwidth is allowed through as interference and the 
majority of the interference power is rejected at this point.
Ideal unfiltered white gaussian noise has equal power at all 
frequencies, hence its total power is infinite. Multiplication with 
the local reference p.n. code does not reduce the power spectral 
density, and as there is no correlation between the reference code and 
white noise the power within the data bandwidth is not increased.
Because of practical circuit limitations however, the noise spectral 
distribution is not flat, the noise then being referred to as 
"coloured". The correlation between the reference code and the noise 
remains low unless deliberate pre-correlation filtering is employed 
(section 1.7.1), so that the use of spreading may offer little help 
against white or coloured noise [18] (figure 1.5 c)). This is because 
the basic direct sequence system is linear.
Concerning noise type 3, other direct sequence spread spectrum 
users will be employing other codes for their spreading function. If 
these codes are chosen to have a low crosscorrelation with the wanted 
code, then after despreading, the interference power from each user 
that lies within the data bandwidth will be very much less than the 
wanted data power (figure 1.5 d)). There is however a limit on the 
number of other users that may share the same frequency, and this 
limit will be dependent upon the peak of the crosscorrelation function 
between the receivers reference code and the other user code. This 
is due to two factors;
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Figure 1.5 The effect of interference in a direct sequence 
spread spectrum system.
a) Narrow band C.W. interférer
b) Desired direct sequence signal with correctly 
synchronized local reference
c) White gaussian noise
d) Uncorrelated 'other user' direct sequence 
signal
All sketches have the following axis
Frequency
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1. Code crosscorrelation properties, discussed in section 1.4.1.
2. The "near-far” effect discussed in section 1.9.
Significant errors in the data recovered will become apparent when
the wanted signal to interference power ratio at the data filter output 
falls below the threshold of the data demodulator.
Multipath propagation is a phenomenon by which reflections from 
objects close to the direct path cause a signal to be received that 
is delayed with respect to the direct path signal [19-21] (figure 1.6).
If the time delay of the reflected signal is greater than the spreading 
code chip duration t^, then the amplitude of the autocorrelation 
function between the receivers reference code (assumed to be locked to 
the direct path signal), and the delayed code, will be very small.
The delayed signal will then appear as a second, relatively uncorrelated, 
spread spectrum signal. If the time delay of the reflected signal is 
less than t^ however, then the partial correlation that will exist 
between the reference code and the delayed code will distort the tracking 
characteristics of the receivers code tracking discriminator [9,22].
This will cause undesiredireference code tracking offsets and increase 
the error probability of the recovered data. Chapter three discusses 
the effect of tracking offsets upon the probability of error of the 
recovered data.
1.1.4 Frequency Hopped Systems
Figure 1.9 a) shows the block diagram of a frequency hopping 
transmitter. The main component is the frequency synthesizer, which 
has as its input a pseudo random code sequence and which generates an 
output carrier, the frequency of which is dependent upon the code 
sequence. The requirements of an ideal frequency synthesizer are that 
it should be capable of changing its frequency instantaneously, that 
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(figure 1.7) and that the output power be constant at all frequencies 
(figure 1.8). Conventional synthesizers are not designed for fast 
frequency hopping [23], and may take appreciable time to settle 
after a frequency change. However, Patterson et al [24] have 
described a surface acoustic wave p.n. code controlled synthesizer 
suitable for a coherent frequency hopping carrier source.
The carrier frequency will hop pseudo randomly among its allocated 
channels within frequency limits determined by the overall transmission 
bandwidth available, B^. Which of the M frequencies available is 
selected for transmission in any given period is decided by a combina­
tion of the data bit and the current n ’tuple output from the pseudo 
random code generator, where M = 2^ - 1. A sample pattern is shown 
in figure 1.10, where the transmitted frequencies for a data M'  or 
’O' are indicated. In the figure, is the duration of the message
bit. The bandwidth of each discrete carrier, B , is equal to and
m
the overall transmission bandwidth is M.B .m
The frequency hopping receiver, figure 1.9 b ), must synchronize 
its local pseudo noise code to the spreading code of the received 
signal, and must then monitor both of the frequencies that may be 
used by the transmitter for a given state of the p.n. code. The 
decision of whether a ’1 ’ or a 'O' was transmitted will depend upon 
the relative energies in the two channels. Narrow band interference 
on a frequency hopping link will cause data errors to occur if the 
interference power is slightly greater than the wanted signal power. 
Each time that the transmission hops to a frequency such that the 
interference signal appears in the alternate channel to that carrying 
the correct message bit, an error will occur in the decoded data.
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Figure 1.10 Typical frequency - time pattern of frequency
hopped transmission. The transmission frequency 
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single C.W. interférer the data error probability will be given by [25];
= H
If there are K interfering signals, the probability of error becomes;
fe = R
Unless M is very large, the error probability with C.W. interferers 
can be poor. This situation may be improved however by coding 
techniques incorporating redundancy [26], though a reduction in the 
data transfer rate must then be accepted. Other frequency hopping 
users with a received carrier power that is larger than the desired 
signal will cause an error every time that their carrier falls within 
the alternate channel. Error correcting coding techniques are there­
fore necessary for frequency hopping systems if low error rates are 
to be achieved.
If white gaussian noise is present, error rates will be small 
provided that the signal carrier power is greater than the white noise 
power within the data bandwidth. Frequency hopping systems are there­
fore more tolerant of interference from white gaussian noise than 
interference from narrow band C.W. signals. The reverse is true for 
direct sequence systems under equal power conditions however, as the 
limited interference power in a narrow band signal is spread by multipli­
cation with the reference code, thereby reducing the power that lies 
within the data bandwidth. The power spectral density of a wide band 
signal which has low crosscorrelation with the reference code (such as 
white gaussian noise) is not reduced by multiplication with the local 
reference code.
Multipath propagation on a frequency hopping link will not create
interference provided that the propagation delay of the reflected
signal is greater than where f is the hopping frequency. If the
h
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propagation delay is less than this, frequency selective fading will 
be created by the random phase additions of the direct and reflected 
signals.
1.1.5 Time Hopping Systems
Figure 1.11 shows the block diagram of a simple time hopping 
system [10]. The carrier is keyed on and off by the pseudo random 
code (figure 1.12), giving an average transmit duty cycle close to 50 
percent. The data may be modulo 2 added to the p.n. code, modifying 
the transmitted carrier in a similar fashion to that shown by figure 
1.12. The receiver gates the carrier using its synchronized reference 
code to control a "zeroes" gate, and the phase inverted reference code 
to control a "ones" gate. The decision as to whether a data 'O' or '1'
was transmitted is made by a comparison of the output signal powers
from the two gates.
Simple time hopping modulation offers little in the way of inter­
ference rejection because a continuous carrier at the signal centre
frequency, f^, can effectively block communications. A transmitter 
intent on deliberately jamming a time hopping system however, is forced 
to transmit continuously, hence the power required by the time hopping 
transmitter is less than that of the jamming transmitter by a factor 
equal to the duty cycle.
1.1.6 Chirp Systems
Figure 1.13 shows a block diagram of a simple F.M. chirp transmitter 
and receiver. The V.C.O. is controlled by a ramp voltage, and produces 
a linearly swept C.W. carrier (figure 1.14). At the receiver, a 
dispersive delay line (D.D.L.), which produces a delay that is proportional 
to the received signal frequency, compresses the frequency swept pulse 
of duration t^ to produce a much narrower pulse of high effective 














Figure 1.12 For time hopping systems the carrier is on - off 
keyed by the P.N. code. Data may be modulo 2 
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Figure 1.13 Transmitted reference spread spectrum system,
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To increase detection range in conventional narrow pulse C.W. 
radar systems it is necessary to increase the peak power transmitted.
This method is inefficient and demands high power handling capability 
for short durations by the transmitter. By transmitting a wide pulse 
in which the carrier frequency is linearly varied the transmitter 
efficiency is considerably improved. Pulse compression techniques at 
the receiver enable the received signal to be compressed to a much 
narrower pulse of high effective peak power, enabling the range of 
the radar target to be accurately determined [27,28].
The spectrum spreading of the F.M. chirp system occurs simply by 
the action of sweeping the carrier, and does not involve a pseudo 
noise sequence. The data bit to be transmitted determines whether 
the sweep increases or decreases in frequency. Detection at the 
receiver (figure 1.13 b)) involves the use of two dispersive delay 
lines, one matched to an increasing frequency sweep and the other matched 
to a decreasing frequency sweep. The decision on whether a data ’0 ’ 
or '1' was transmitted is made by a comparison of the output powers 
of the two dispersive delay lines. As with all other forms of spread 
spectrum modulation, both ranging and data transmission may be accomplished 
simultaneously [29].
1.1.7 Some Applications of Spread Spectrum Techniques
From the early days of the use of spread spectrum techniques the 
main applications have been in the military field, providing secure 
communication in the face of deliberate jamming and multipath propagation. 
Early spread spectrum systems used a transmitted reference, whereby the 
wideband signal used to spread the information was transmitted on a 
separate channel to the spread signal. The receiver used this reference 
to despread the wanted data (figure 1.15). The disadvantages of this 
system lie in its lack of security and the need for a separate channel
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which does not contribute to the information rate. Unwanted listeners 
need have no prior knowledge of the spreading function to decode the 
message. Later systems almost universally adopted the stored reference 
approach described earlier. The intended receivers have available a 
stored reference of the spreading function (the p.n. code), and must 
be able to synchronize this code with the received signal before the 
information may be recovered. Unfriendly receivers that do not know 
the spreading function will be unable to recover the data unless steps 
are taken to discover the spreading code. For maximal sequences generated 
by linear feedback shift registers it is not difficult for a determined 
interceptor to discover the spreading code sequence. If it is possible 
to recover 2n - 2 chips of the spreading code, then by solving 2n - 2 
linear simultaneous equations the entire p.n. code sequence may be 
constructed [18].
Most of the early development work in spread spectrum techniques 
occurred in the United States during and after the Second World War.
A comprehensive treatment of the history of development in this field 
up to the early 1960's may be found in references 30 and 31. More 
recent applications have included the use of direct sequence spread 
spectrum techniques for deep space tracking and communications tasks 
[32], aircraft to aircraft links via satellite and ground control 
stations [33], and for hand portable cordless telephone links [34], 
where code division multiplexing allows a number of units to operate 
in close proximity whilst sharing a common transmit frequency. The 
flexibility offered by code division multiple access may be applied 
to land mobile radio applications [35-37].
Spread spectrum schemes are however not as efficient in their use 
of spectral space as conventional narrow band modulation methods [38,39]. 
In this context spectrum efficiency refers to the number of users per
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MHz that may be supported. A proposed method of band sharing spread 
spectrum users with the unused portions of the television broadcast 
bands [38] can however make significant spectral space available for 
land mobile use. Ormondroyd and Shipton have shown that for the London 
area 64 MHz of spectral space may be made available for spread spectrum 
users only, and a further 16 MHz made available for narrow band or 
spread spectrum use [5].
1.2 Relationship between Bandwidth, Signal to Noise Ratio, and Data
Error Rate over a Transmission Path
The general relationship between channel capacity, system bandwidth, 
and signal to noise ratio (SNR) is expressed by Shannon [40] in the well 
known relationship;
C = B . log. Bits/sec (1 .1 )
C is the channel capacity, or the maximum rate of digital data trans­
mission in bits/second that it is possible to transmit with vanishingly
3
small error. The system bandwidth is B Hz, and ^  is the signal to 
noise power ratio existing in the channel.
Changing the base of the logarithm in equation 1.1;
C =
B . log^ (1 + w' ; 1.433 . B . log
log^ 2 - I (1 .2 )
Expanding the logarithm term; 
C = 1.433 . B , S 1 ,S.2 1 ,S.3 1 ,S.4N - 2 3 - 4 ¥
When the noise level in the channel is high, such that the signal 
to noise ratio is small (SNR <0.1 or -lOdB) the expression may be 
simplified.
C - 1.443 . B . ^
B _  0.693




Or more exactly from equation 1.2;
B 0.693Ç, - r (1.4)r . S Iiog^  ̂ " N
Expression 1.4 is plotted in figure 1.16, with the signal to 
noise ratio in decibels. For signal to noise ratios less that -lOdB, 
the relationship between SNR and bandwidth to bit rate ratio may be seen 
to be linear, and to a good approximation can be expressed by equation 
1 .3.
If the ratio of ^  is unity, then for error free transmission the 
signal to noise ratio in the channel must not be less than OdB. This 
assumes an ideal data demodulator, but in a practical system the 
implementation losses must be considered and the SNR would have to be 
significantly better than OdB. If attempts are made to increase the 
data rate whilst keeping the channel bandwidth constant, then to maintain 
error free data demodulation the noise in the channel must be reduced 
to a level equal to or better than that indicated by the graph of 
figure 1.16.
By making the channel bandwidth large in comparison to the bit rate 
ratio the signal power may be allowed to reduce to a level very much 
less than the noise power, and it is in this region that spread spectrum 
systems operate. By suitable design, data may be successfully recovered 
from signals when the noise in the channel is 1,000 times larger (SNR = 
-30dB) than the wanted signal merely by reducing the data transmission 
rate by an equal amount.
Equation 1 .3 may be applied to spread spectrum systems operating 
in poor signal to noise ratio conditions. The relationship between 
channel bandwidth and SNR for a constant data rate is linear, eg if 
the noise power doubles then the bandwidth must also be doubled if 
error free data recovery is to be maintained.
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Exact expres s i o n  (equation 1.4) 
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1.3 Spreading Functions
The purpose of the spreading function is to spread the power 
contained in the data signal over a very wide bandwidth. If this were 
the only requirement then a purely random spreading function would be 
ideal.
If the data is represented by a binary digital sequence taking 
values of -1 or +1 and clocked at frequency f^, then spreading may be 
conveniently accomplished by modulo 2 addition of the data and a random 
binary sequence that has a clocking frequency f^, where f^ f^.
Figure 1.17 shows the block diagram of a suitable circuit, where the 
random spreading function is obtained by limiting and gating a gaussian 
white noise source.
The spread data is usually imposed upon the radio frequency carrier 
using suppressed carrier modulation. For high carrier suppression the 
modulating digital sequence must be balanced, ie if the sequence is 
observed over a period that contains a very large number of spreading 
code bits (normally referred to as chips), the number of + 1 ’s is 
exactly equal to the number of -1’s. Assuming that the data is random, 
and therefore that the binary states +1 and -1 have equal probabilities 
of occurrence, then by using a truly random spreading function the 
modulated digital sequence will be balanced.
For reasons that will be discussed in a later section, the 
correlation properties of the spreading function are of importance in 
a spread spectrum communication system. Autocorrelation is a measure 
of the similarity between a signal and a phase shifted replica of 
itself, and is defined by;
+ 00/"
R(T)^uto = f(t) . f(t - T) . dt (1.5)
— oo /
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Figure 1.17 Spread spectr um  transm it ter  using a purely  
random sp reading function.
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Figure 1.18 Autocorr e l a t i o n  function for a random binary
digital sequence. The sequence clock period
is t , c
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An autocorrelation function is a plot of R(7) over all phase 
shifts,T, of the signal. For example, the autocorrelation function 
of the random spreading sequence discussed above is shown in figure 
1.18 [41]. If the chip duration of the spreading code sequence, t^, 
is very much less than the data bit duration, then the autocorrelation 
function may be approximated by taking the integration over the duration 
of one data bit. Figure 1.18 then applies to the data modulated 
spreading sequence irrespective of the polarity of the data bit. The 
autocorrelation function consists of a single triangular pulse of
td
amplitude — , the peak of the pulse occurring at T = 0. For all values 
c
of T less than -t^ and greater than +t^, R(T) = 0.
The formation of figure 1.18 is illustrated by figure 1.19. A 
portion, of duration t^, of a random binary sequence is represented by 
figure 1.19 a). For a fixed relative phase shift, R(T) is formed by 
a chip by chip comparison of the sequence and a phase shifted replica 
of itself over the duration t^. For this discrete case the integration 
in equation 1 .5 may be replaced by a summation
= T c
R(r) = H  f(mt ) . f(mt - T )  (1.6)
m = 1 ^ ^
td
where m = 1, 2, 3 ... — .
c
For each increment of m a multiplication of the two sequences will 
produce +1 if the chip polarities agree, and -1 if they disagree.
Figure 1.19 b) represents the replica sequence with a relative phase 
shift of 7 = +t^. The summation of agreements minus the summation of 
disagreements is zero for this relative phase shift, and gives rise 
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Figure 1.19 Diag ram  illu st rat in g format ion  of a utocorrelation 
function of random binary sequence. 
a.) re pr esents the seque nc e f(t).
b) to f) rep resents ph ase shifted versio ns  of f(t). 
g) represe nt s the autoc o r r e l a t i o n  function pr oduced 
by summing the results of multipl ic ati on,  on a 
chip by  chip basis, of f(t) and f (t - T ).
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result is to be expected, for each chip polarity is independent of
any other chip polarity and outside of the relative phase shift |T{ ^ t^
the probability of agreement between the chips is exactly one half, and
the probability of disagreement is also exactly one half. Figure 1.19 c)
t
represents a relative phase shift of T = + — . When a transition
occurs halfway through a chip interval, the chip polarities will agree
for one half of the interval and disagree for the other half, making
R(T) for that chip period equal to zero. Continuing this process for
the remainder of the duration t^ gives a value for R(T) represented by
point c on figure 1.19 g). Figure 1.19 d), e) and f) continue the
t
relative phase shift in steps of — . When 7 = 0  all chip polarities 
agree and R(7) is at its maximum value.
This example is slightly artificial, because the code sequence 
length shown in the figure contains insufficient samples to pass any 
test for a random sequence. To meet this criterion the number of 
chips must be very much larger than that shown. However, this example 
serves to illustrate the process involved.
For a random process the autocorrelation function and power spectral 
density are related by;
r+oo
R(T) = I s(CO) . exp . (jcor) . df (1.7a)
J— oo
r+oo
and s(W) = I R(7) . exp (-jWT) . dT (1.7b)
—  OO
where s(f) is the power spectral density of the signal in watts/Hz.
This relationship is known as the Wiener-Khintchine theorem [42], and 
shows that the power spectral density may be obtained by taking the 
Fourier transform of the autocorrelation function.
If the autocorrelation function of figure 1.18 is normalised to 
have a maximum amplitude of unity, then R(T) may be represented by;
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R (r) = 1  + for -t <  r <  0 n t c ̂c
R (T) = 1 - for 0 <  T < +t n t ^ cc
(1.8a) 
(1.8b)
The power spectral density is given by s (W).







sin (— ^ )
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 ̂ ■ f-c
e-:^^dT
1 .9)
For a two sided spectral representation;
, cot
t sin (^^)
= 4 — w t  — (1 .1 0 )
Equation 1.10 is shown plotted in figure 1.20 a), and represents a 
graph of the power spectral density of the modulated random binary 
sequence over a period equal to one complete data bit. Because the 
autocorrelation function is represented by only one pulse for all T, the 
power distribution is continuous under the envelope. Balanced modulation 
by a carrier at frequency f^ translates the power distribution to be 
centred around frequency f^. This is shown by figure 1.20 b) which 
represents the power spectrum transmitted by the spread spectrum 
transmitter of figure 1.17.
The transmitter described above and shown in figure 1.17, has 
spread the original data bandwidth to occupy a much wider spectrum over 
the communications channel. To recover the data it is necessary to 
multiply the spread signal by a sequence identical to that originally 
used for spreading at the transmitter. Further, the despreading 
sequence must be both phase and frequency locked to the spreading 
function of the received signal. If the transmitter and receiver 
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spreading function is available to both transmitter and receiver. A 
variable delay line is required by the receiver to compensate for the 
signal propagation delay. Figure 1.21 shows a block diagram of a 
random noise based transmitter-receiver system suitable for target 
ranging. If however the transmitter and receiver are separated, 
possibly by many thousands of miles for satellite communication systems, 
a copy of the random spreading function will not be available to the 
receiver. The spreading function used must be capable of being exactly 
reproduced by the receiver in any required phase relationship to the 
received signal, and therefore a truly random spreading function is 
clearly not suitable.
Feedback shift registers are capable of producing large numbers 
of different codes, some of which are very well suited as spreading 
functions. These codes are repetitive rather than truly random, however 
certain codes may be produced that closely approach the requirements 
for a random sequence if the observation time is restricted. The 
advantage of a shift register sequence is that it may be easily reproduced 
by the receiver if the construction of the shift register forming the 
spreading code within the transmitter is known.
1.4 Feedback Shift Register Generators
A shift register generator (SRG) produces sequences that depend 
upon the register length, feedback tap connections, and initial conditions, 
The codes produced may be grouped into one of two classes, maximal 
length sequences (m-sequences), and non maximal length sequences.
A maximal length sequence is the longest code sequence that can 
be produced by a given shift register generator, and has the property 
that if the SRG has n stages, the sequence length is ;
L = 2^ - 1 chips
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If the sequence length is less than 2^ - 1 then it is a non maximal 
length sequence. For a given number of shift register stages the 
feedback connections determine whether the sequence will be maximal 
or not. For non maximal length sequences the initial conditions 
(ie the sequence initially loaded into the shift register) will determine 
which of the possible sequences will be generated.
Much of the analysis published is concerned with linear shift 
register generators [45], and tabulated information giving the feed­
back connections necessary to produce maximal sequences up to 
L = 2^^ - 1 chips is readily available [46]. The shift register is 
said to be linear if the feedback is formed from the modulo 2 sum 
of the shift register outputs from which the taps are taken. Figure 
1.22 shows an n stage generator with a feedback function;
f ( >  ^2) ^2) ••• x^) 
where x^, x^, ... x^ represent the output states of shift registers 
1, 2, ... n. In this mathematical model the taps are selected by the 
switching functions c^, c^, c^, ... c^, each of which is either 0 or 1.
The feedback function is;
f(x^, Xg, X^, ... X^) = c^x^ ©  C^x^ ©  CgXg ©  ...
where the ©  indicates a modulo 2 addition.
The result of combining the state of the feedback taps according 
to the feedback function will be either a logical 1 or 0. This value 
is shifted into the first register on the following clock pulse, 
and the contents of all the following shift register elements are 
shifted to the right as represented in figure 1 .22 by one place.
This process is illustrated by figure 1.23 which demonstrates the 
operation of a four stage maximal sequence generator having initial 
conditions 1011. The feedback function, which is the modulo 2 
addition of stages one and four, forms the input to the first stage.
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As each successive clock pulse occurs, the initial states of the 
shift registers are shifted out to be replaced at the first stage by 
the binary feedback function. The complete code sequence produced by 
this shift register is;
110101100100011
and the state diagram for this SRG is shown by figure 1.24. This
4sequence consists of 2 - 1 = 15 chips, and is the longest single
sequence that this generator will produce. The sequence is repetitive,
so that a receiver generating an identical code but of random phase
15will, on average, need only to check —  relative chip positions to 
obtain correct synchronization.
Figure 1.25 illustrates a four stage shift register with a non 
maximal feedback function that produces six non maximal subsequences.
The sub sequence generated depends upon the initial conditions of the 
generator.
For any linear feedback SRG, the all 'zeroes* condition where 
each element of the generator contains a logic 'zero' produces a 
situation allowing the generator to remain in the all 'zeroes' stage 
forever. A linear SRG that is allowed to enter this state cannot 
therefore produce a repetitive code sequence.
1.4.1 Maximal Sequence Codes
White [47] has analysed 31 chip and 2047 chip maximal length 
sequences and has shown that for the 2047 chip sequence a sample of 
adjacent chips, with a sample size less than or equal to the SRG 
length, n, forms a set of statistically independent variables. As the 
sample size increases beyond n the approximation to the gaussian 
distribution deteriorates. Samples taken from the shorter sequence 
length however, do not give a good approximation to a random distribution,
36
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Figure 1.25 Example of a four stage non - maximal SRG, 
and the state diagrams of the six sequences 
that can be generated.
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For a truly random distribution of chips over each sequence length it 
would be expected that the number of ’zeroes’ would be exactly equal 
to the number of ’ones’. It has been shown [45] that in fact this 
situation is approached very closely. The balance property of maximal 
SRG sequences states that there is one more ’one’ than ’zero’ in a 
full period of a maximal sequence. This follows since all states but 
the n ’zeroes’ state and the n - 1 ’ones’ state exist in a maximal 
sequence, hence there must be 2^  ̂ ’ones’ and 2^ - 1 ’zeroes’.
Further, for every sequence period, half the runs (of all ’ones’ or 
all ’zeroes’) have a length of 1 chip, one-fourth have length 2 chips, 
one-eighth have length 3 chips, etc, as long as the number of runs 
equals or exceeds 1 .
For a given shift register, maximal length sequences will only be 
produced with an even number of taps. This may be seen to be the case 
as the modulo 2 addition of any odd number of ’ones’ will produce a 
’one’. If the generator enters the all ’ones’ condition, which is 
an allowed state for a maximal sequence generator, it will therefore 
remain in this condition forever.
Only certain combinations of the feedback taps will produce a 
maximal length sequence, all other combinations producing shorter 
length subsequences. Zieler [48] has shown that the number of maximal 
length sequences that may be produced by an n stage SRG is given by;
N = ^ (1.11) m n
The expression 0(x) represents an Euler number. This is the number of 
positive integers, including 1, that are relatively prime to and less 
than X.
1.4.2 Correlation Functions of the Maximal Sequence Code
To despread the received signal and recover the data, the receiver 
must reduce to zero the relative phase displacement between its local 
reference code and the spreading code embedded in the received signal.
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This process of initial synchronization is covered more fully in 
chapter two, so a short description only of the process most commonly 
used will be given at this point.
The receiver's reference code has an identical one-zero distribution 
to the spreading function code. Correct synchronization may therefore 
be determined by monitoring the correlation function between the two 
codes, and adjusting the relative phase displacement until the auto­
correlation peak is obtained. This may be readily achieved by offsetting 
the clock frequency of the receiver’s reference code by a small amount, 
d^, from the clock frequency of the received code, multiplying the 
two codes together, and comparing the result with a known threshold.
Figure 1.26 shows a simplified block diagram of the receiver’s acquisition 
circuit.
The autocorrelation function of maximal sequence codes lends 
itself ideally to this process, having a triangular pulse of maximum 
amplitude L existing over a relative phase shift of -t^ < 7 < + t^, 
and being constant at -1 outside of this (figure 1.27). This is very 
similar to that obtained for purely random binary sequences, however 
the advantage of pseudo noise sequences as far as synchronization is 
concerned is that the autocorrelation pulse is repetitive, occurring 
at relative values of 7 that are multiples of L.t^.
Any code sequence having an autocorrelation function as shown in 
figure 1 .27 can be very useful in a communications and ranging system.
Two transmitters employing the same code but with relative phase shifts 
of greater than one chip may operate simultaneously. A receiver with 
its reference code locked to one of the transmissions will receive 
very little interference from the second transmitter, and vice versa.
In a ranging system a range measurement is assured of being accurate 
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Because the code sequence is repetitive there is no advantage 
gained in taking the integration for the autocorrelation function in 
equation 1 .5 over any period greater than the code sequence duration.
R(T)^uto = ^ f(T) . f(t - r) . dt (1.Î2)
•'o
Taking the integration in 1.12 over shorter periods than allows
c
short term correlations, ie the same pattern occurring in two different 
codes or twice in the same code could appear as a legitimate code 
synchronization when the integration period does not significantly 
exceed the pattern period.
The autocorrelation function is a measure of the similarity between 
two identical code sequences, however the crosscorrelation function is 
a measure of the similarity between two different code sequences. The 
crosscorrelation function is given by;
/+00
R(r) = fit) . g(t - T) dt (1.13)cross I
J—OO
where f(t) and g(t) are two dissimilar code sequences, but are often 
taken to be of identical length. For two independent purely random 
code sequences;
R(r) = 0cross
If the integration period is less than infinity but still sufficiently 
long to contain many code chips, then the crosscorrelation function 
for two independent random sequences will still be close to zero. As 
will be shown later in this section, the crosscorrelation function 
between two maximal length sequences can have peaks of significant 
amplitude which can cause limitations on the performance of a spread 
spectrum system using these codes.
The power spectral distribution of a maximal length sequence is no 
longer continuous. Section 1 .3 showed that the two sided power spectral
41
distribution for a random binary sequence is given by;
t sin(7Tft ) c
(TTft ) c
S(f) is the Fourier transform of the autocorrelation function. The 
autocorrelation function of a maximal length sequence is a repeating 
triangular pulse, therefore the power distribution underneath the 
envelope of S(f) consists of discrete line spectra spaced at intervals 
equal to the code repetition frequency.
The power distribution of a repetitive function is obtained by 
determining the Fourier series representation of the autocorrelation 
function. This will now be determined for a maximal length code with 
a sequence duration of T, and a chip rate of f^
c
The Fourier series expansion in terms of the relative phase variable
T is given by the well known expression; 
a oo




a = R(r) .dr (1 .16)
° -t Jc
a = R(7) . Cos(n.CO.T) d7 (1.17)
" _t jc
b = R(r) . Sin(n.CO.T) dT (1.18)
" - t  i  °c
and COq “ Y  (1.19)
The integration limits are chosen to agree with the function shown 
by figure 1.27. By inspection the equations describing this function 
are;
( 7 +  t ) . (L + 1)
R(7) = -------^ ------------- 1 for -t <  7  < 0
c
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R(T) = L -  ̂ for 0 < r < tt cc
R(T) = -1 for t < r < (T - t )c c
Substitution for R(T) into equations 1.16, 1.17 and 1.18 give;
a = t (L + 1) - T (1.20a)o c
n.CO.t 
Sin=( ^ )
a = (L -h 1) . t . ------— -̂----  (1.20b)
,2
( 2 ’
b = 0 (1.20c)n
When 7 = 0 ,  the signal power spectral distribution is given by;
n.CO.t
t . (L +  1 ) ~  Sln=-(--- 2— 2)
S t o )  =  J -------- 1 +  T  2 _  t ;  . (L +  1) . n . w . t





For a long code sequence (large L), the d.c. term given by;
^o _ 1 
T ■ L
is approximately zero. This is an essential requirement if good carrier 
suppression is to be achieved when using balanced modulation. This 
factor alone shows that long code sequence lengths are desirable for 
spread spectrum systems, other factors mentioned later in this chapter 
further underline this necessity.
The two sided power spectral representation may be obtained from 
equation 1 .21 ;
n=1 (-J-)
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Equation 1.22 is shown plotted in figure 1.28 for a 31 chip 
maximal sequence code. Each spectral line represents a C.W. signal, 
and modulation of the spreading code by the data will add sideband 
components as shown by figure 1.29. If the duration of each data bit 
is greater than two code sequence periods (t^ >  2T), then the majority 
of the power in the data sidebands will lie within a frequency range of 
Y  2^  Hz from each spectral line (figure 1.29 a)). If the noise in 
the communication channel is sufficiently low, a narrow band C.W. 
receiver tuned to the frequency of one of the spectral lines will be 
able to decode the data without prior knowledge of the spreading 
function [38]. By increasing the data rate to t^ < 2T, (figure 1.29 b)), 
the aliasing of the sidebands will prevent unwanted reception by narrow 
band receivers.
Short code sequence lengths with only a few discrete line spectra 
will detract from the signal hiding properties of the spread spectrum 
transmissions. A purely random spreading code, which by definition has 
a sequence duration of infinity, will 'smear' the power over all 
frequencies of the transmission bandwidth so that the resulting power 
spectral density (Watts/Hz) will be low. Power concentrated into a few 
discrete spectral lines will give individual C.W. signals of significant 
power which may be easily detected.
The autocorrelation function of a long maximal sequence code 
approaches the ideal autocorrelation function possessed by a purely 
random spreading code. The correlation peak is well defined and the 
function between the peaks is uniform and close to zero. The cross­
correlation function for a purely random spreading code over a long 
period will be close to zero for all relative phase shifts between the 
codes. However, the crosscorrelation function for a maximal sequence
44
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Figure 1.29 Sidebands added by PSK modulation of the 
pseudo noise spreading function.
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code contains many peaks which can be of significant amplitude. Figure 
1.30 shows the crosscorrelation function between two 31 chip maximal 
sequence codes obtained from shift register generators using taps 5, 3, 
2, 1 and 5, 4, 3, 2. Superimposed upon the crosscorrelation function 
is the autocorrelation function for a 31 chip maximal sequence for 
comparison. If two spread spectrum transmitters using these codes are 
sharing a common frequency, then the crosscorrelation peaks can cause 
false synchronization detection and lock by a receiver during the 
initial phase acquisition process.
Figure 1.30 also illustrates the index of discrimination (I.D.). 
This is a parameter that expresses the relative amplitude between the 
peak of the autocorrelation function and the peak of the minor cross­
correlation function when other codes are present along with the wanted 
code. Non maximal code sequences will have autocorrelation functions 
that contain minor side peaks. Figure 1.31 shows the autocorrelation 
function of a non maximal code of length 21 chips obtained from a five 
stage linear shift register with feedback taps 5, 1. The index of 
discrimination may also be used in this case to express the relative 
side peak amplitudes. A particular code will then have separate I.D. 
values for autocorrelation and crosscorrelation with dissimilar 
sequences. The higher the I.D. value the better the choice of code 
pairs for multi-access purposes.
The number of maximal sequence codes that may be obtained from 
a shift register of n stages is given by equation 1.11. Of these 
N^ codes, preferred pairs of codes may be selected that exhibit cross­
correlation peaks of a lower and more uniform level.
The SRG taps required to enable the formation of a maximal 
sequence may be obtained from an irreducible polynomial equation.
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A u t o c o r r e l a t i o n  function for 
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Figure 1.30 Cros scorrelation and autocorrelation functions 
for 31 chip maximal len gt h sequences. The two 
codes used for the gen er ation of the cro ss ­
corre la tio n fun ction are paired inverse sequences





Figure 1.31 Autocorr e l a t i o n  func tio n for a 21 chip nonmaximal 
code sequence.
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Peterson [46] has tabulated the coefficients of all polynomials of 
degree 2 to 34, expressing the coefficients using an octal representation, 
For example, the first entry of degree 6 corresponding to a 6 stage SRG 
(n = 6, L = 63 chips), is given as [103]. Expressing each digit in 
octal binary form;
103 = 001, 000, 011 
The higher order coefficients are on the left, so that the corresponding 
polynomial is given by:
f(x) = x^ + X  + 1 (1.23)
Also tabulated is the relationship between the polynomials for a given
degree. For example, the first three entries for degree 6 are;
[1 103], [3 127], and [5 147],
where the first digit gives the relationship between the roots. For
1 3example, if OJ = C%designates a root of [103], then Œ  is a root of
[127] and is a root of [147].
1.4.3 Gold Code Sequences
Gold [49] has shown that preferred pairs of maximal sequences may
be selected by considering the roots of the generating polynomials.
If f(x) and g(x) are primitive polynomials, and if Q! is a root of f(x),
(ie f (Œ) = 0), then the corresponding preferred polynomial g(x) may be
selected by ensuring that the root of g(x) is 0^, where;
(n-1 )
2k = 2 + 1  for n odd.
(n-2 )
2k = 2 H- 1 for n even, but not divisible by 4.
If the SRG corresponding to the polynomial f(x) generates a sequence 
'a', and the SRG corresponding to g(x) generates a sequence ’b ’, then 




R , (T) I < 2 ^ + 1  for n odd.ab cross I
(n+2 )
2R ^(7) I < 2 + 1  for n even, but not divisible by 4.I ab cross I
This relationship sets a bound upon the crosscorrelation function 
between two preferred maximal sequence codes.
The peak amplitude of the crosscorrelation function between any
two maximal sequences of the same length depends upon which two
sequences are chosen. The peak crosscorrelation amplitude obtained from
a preferred pair of maximal sequences will be the lowest obtainable
from the set of all maximal sequences of the same length. Sarwate
and Pursley [50] have tabulated the peak crosscorrelation function
values for maximal sequences obtained from SRG’s of length 3 to 16
(table 1.1), and have included for comparison the peak values obtained
from preferred pairs of sequences of the same length. It may be seen
that for n > 5  preferred pairs of maximal sequences give crosscorrelation
peaks significantly less than that which may be obtained from non
preferred sequences of the same length. Gold has shown [51] that the
values of the crosscorrelation function between preferred pairs of
maximal sequences take on only three discrete values, and for n odd
these three values are;
(n+1 ) (n+1 )
—1, — (2 + 1), and +(2 — 1).
For the selection of a preferred pair of sequences reference must 
be made to the tabulated data in reference 46. Eg the entries under
degree 5 are;
5 2 1f (x) = [45] = X + X + 1 , with a root OL
p(x) = [75] = x^ + x^ + x^ + x^ + 1, with a root Of̂
g(x) = [67] = x^ + x^ + x^ + X + 1 , with a root
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For n = 5 the coefficient of the root of the preferred polynomial with 
f(x) is;
k = 2^ + 1 = 5
and therefore f(x) and g(x) will form a preferred pair. The cross­
correlation peaks between these two codes will not exceed;
I R a b ' r ) c r o s s  I <  «
Figure 1.30 shows the crosscorrelation function between two non 
preferred 31 chip maximal sequence codes, and it may be seen that the 
maximum absolute value of the crosscorrelation peak is 11. Figure 1.32 
shows the crosscorrelation function between f(x) and g(x), showing that 
the maximum absolute value of the crosscorrelation peak does indeed 
lie within the predicted limit.
A spread spectrum system using code division multiple access 
techniques cannot however operate with only two different spreading 
codes available. Gold [52] has devised a system by which up to 2^ + 1 
different codes may be generated from two preferred n stage maximal 
sequence generators, 2^ - 1 of these codes being formed by the modulo 2 
addition of the two sequences on a chip by chip basis. Each code 
sequence from the set of 2^ - 1 possible sequences is non maximal, so 
they do not possess the ideal autocorrelation properties of maximal 
codes. However, the crosscorrelation function values between any of 
the codes from the same set will take on the same three discrete values 
as the crosscorrelation function for the preferred pair of generating 
maximal sequence codes. Quoting other references [51,53,54], Holmes 
[9] has presented results giving the crosscorrelation function values 
and relative frequencies of occurrence between Gold codes generated by 
odd and even length maximal shift register generators (table 1.2), 
and has further stated that the autocorrelation function takes on the 







Figure 1.32 Cro sscorrelation functio n for a pre fe rre d pair 
of 31 chip maximal sequence codes.
Clock pulses 
Period = t„ Outpu t
Figure 1.33 Gold code ge nerator formed from the modu lo  2 
ad dition of two maximal length code sequences
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Each different Gold code in the set of all sequences available 
from the two maximal sequence generating codes, is formed by the 2^ - 1 
relative phase shifts between the two generating sequences. This set, 
combined with the two maximal sequence codes, forms a total of 2^ + 1 
different codes that may be used by a code division multiple access 
system.
Figure 1.33 shows a Gold code generator formed from the two 
preferred five stage generators considered earlier. By shifting the 
phase of one code with respect to the other, accomplished by initially
5loading the generators with different states, 2 - 1 = 31 different
non maximal codes may be produced. The crosscorrelation function
between any two of these codes will not exceed + 9. Figure 1.34
shows two typical crosscorrelation functions between these two codes, 
and figures 1.35 and 1.36 two typical autocorrelation functions. Each 
code sequence is generated by the modulo 2 product of the generating 
polynomials f(x) and g(x).
f(x) . g(x) = (x^ + x^ + 1) . (x^ + x^ + x^ + X  +  1)
f(x) . g(x) = x^^ + x^ + 2.x^ + 2.x^ + 2.x^ + 2.x^ + x^
2+ 2.x + X + 1
For modulo 2 addition, 1 ©  0 = 1 and 1 ©  1 = 0, so that terms multiplied
by even numbers are equal to zero.
Therefore, f(x) . g(x) = x̂ *̂  + x^ + x^ + x + 1
A ten stage linear feedback shift register with feedback taps 10, 9,
3, 1 as shown by figure 1.37 is therefore capable of generating 33 
different Gold code sequences of period 31.
Because Gold codes are non maximal they do not necessarily 
possess the balance property of maximal codes required for good carrier 
suppression in a suppressed carrier modulation system. A balanced 
code is one in which the number of 'ones' exceeds the number of 'zeroes' 
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Figure 1.36 Gold code sequence a u t o correlation function when the 




Figure 1.37 10 stage linear feedback shift regist er capable of
gener ating 33 different Gold code sequences of period 
31 chips.
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excess or a deficiency of ’ones'. For n odd, Gold [51] has shown that 
the number of 'ones' and the number of codes with that number of 'ones' 
is as shown in table 1.3. The first set is balanced, having 2^^  ̂  ̂
'ones' and 2^^  ̂  ̂ - 1 'zeroes'. Therefore, from a preferred pair of 
maximal sequence codes generated by SRG's with an odd number of stages, 
2^^  ̂  ̂ + 1 separate Gold codes may be formed that are suitable for 
use as spreading functions in a spread spectrum system.
1.4.4 Power Spectral Distribution of a Gold Code Sequence
To determine the spectral distribution of the transmitted signal 
when a Gold code is used as the spreading function, the sidelobe peaks 
of the autocorrelation function must be included in the Fourier trans­
formation. The integration over the autocorrelation function may be 
completed in stages for each value of the relative phase shift T, or 
alternatively the integration may be approximated by the summation of 
a large number of discrete values describing the autocorrelation 
function. The second approach can be adopted by a computer program, 
so that the power spectral distribution of any code sequence may be 
rapidly computed.
Inspection of the autocorrelation function of figure 1.35 reveals 
a high average value as most of the function lies above the value 
R(T) = 0, indicating that this particular Gold code is poorly balanced. 
The power spectral distribution of this sequence, shown by figure 1.38, 
shows a high d.c. component having a power level 3.2 times greater 
than the power of the fundamental term at the code sequence repetition 
frequency. The distribution contains spectral components of significant 
amplitude, namely the fourth, fifth and sixth harmonic terms. These 
high amplitude carriers detract from the signal hiding properties of 
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relatively easy data recovery by conventional receivers.
The autocorrelation function of figure 1.36 shows that this 
particular Gold code is balanced, the average value of the function 
lying close to -1. The power spectral distribution (figure 1.39) has 
a very low d.c. component but still contains individual spectral lines 
of high amplitude, namely the eleventh harmonic.
The power spectral distribution for these two examples indicate 
that short Gold code sequences are less satisfactory for use as 
spreading functions than an equivalent length maximal code, if signal 
detection by unwanted listeners is to be avoided.
1.4.5 Other Code Sequences
Maximal length codes and Gold codes have parameters that make them 
very suitable as spreading functions in spread spectrum communication 
systems. Maximal length codes have an ideal autocorrelation function 
having a well defined triangular pulse within ± 1 chip of synchronization 
and a constant level of -1 outside this phase relationship. The cross­
correlation performance can be poor however, having peaks of significant 
amplitude which can cause false locking in a receiver. Gold codes 
overcome this drawback to some extent, having lower crosscorrelation 
peaks with a known maximum level. Because Gold codes are non maximal 
the autocorrelation performance is less than ideal, but again the 
maximum amplitude of the spurious correlation peaks are known.
Many other codes exist which have autocorrelation properties 
that make them suitable for use as spreading functions. A few well 
known codes have been discussed by Pettit [55], but some of these 
are too short for serious consideration. For example. Barker codes 
have a well defined peak in their autocorrelation function with low 
sidelobe levels outside of the ± 1 chip relative phase shift (figure 1.40) 
However there are only eight known binary Barker codes with a maximum 
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Figure 1.41 Block diagram of circuit for fast code acquisition 
using a composite sequence.
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including the inverse sequences.
Earlier, it has been stated that Gold codes with three level
correlation functions could not be formed from pairs of maximal
sequences generated by SRG’s with n a multiple of 4. Sarwate and
Pursley [50] have shown that it is possible to choose pairs of maximal
sequences generated by SRG’s with n a multiple of 4, that have four
valued crosscorrelation functions bounded by the limit;
(n+2)
I R , (r) I < 2 ^  - 1 (1 .24)I ab cross I
These limits are included on table 1.1, which shows that if it is 
necessary to minimize the peak crosscorrelation it is not always 
advantageous to consider only codes with three valued correlation 
f unctions.
To recover the data the receiver must synchronize its local code 
to the spreading function of the received signal. Initially the 
relative phase relationship between the codes will be unknown, so that 
for a serial search process a check of all relative phase positions 
must be made to acquire synchronism. Long code sequence lengths, 
necessary to achieve a noise-like spectral distribution, will require 
high search rates if the initial synchronization time is not to be 
excessive. The upper limit of the search rate is determined by decorrela­
tion between the codes, and the requirement for a wide post correlation 
filter bandwidth. Initial synchronization time is often of fundamental 
importance for a spread spectrum communications link, and therefore 
this subject is covered in detail by chapter two.
Composite code sequences, constructed from a number of short 
maximal length sequences, have been used as a means to reduce the 
initial search time [41]. The modulo 2 addition of two maximal 
sequences each of different length, produces a composite sequence with 
a length equal to the product of the two individual lengths. This 
composite sequence is not maximal but may be a segment of a longer
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maximal sequence. Each component maximal sequence may be treated 
separately by the receiver, complete synchronization and data recovery 
being achieved when the receiver has locked a reference sequence to 
each component sequence. Figure 1.41 shows an example of such a 
process. The received code is formed from the logical combination of 
three short maximal sequence codes, X, Y and Z
ie W = X ©  Y.Z.
The first step in the synchronization process is to lock the receivers 
reference code to the X component of the received signal. When this 
is accomplished, the receivers code clock generator is locked to the 
clock frequency of the incoming code. The remaining two component 
codes, Y and Z, are brought into synchronism using a step and check 
process. Because the receivers code clock is correctly locked to the 
spreading function clock via the X sequence, each step and check 
process for the Y and Z codes may be as coarse as one chip stepped at
a time. When all three codes are individually synchronized the
correlation is the same as if the process had simply synchronized the
composite code. If the component codes are eg 200, 500 and 1,000 chips
in length, separate search processes over these individual lengths (a 
total of 1,700 chips search) can be accomplished much more rapidly
g
than a search of the composite 10 chips.
The autocorrelation peak associated with each short sequence is 
less than that associated with the composite code sequence. When 
interference levels are high these partial autocorrelation peaks can 
be masked by the noise level. Composite codes used for fast acquisition 
therefore perform better in good signal to noise ratio conditions.
1.5 Data Modulation Methods
A spread spectrum system used purely for ranging purposes has no 
requirement for transfer of data from transmitter to receiver. A direct
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sequence system dedicated for use as a communications link has a number 
of possible methods available for the addition of data to the transmitted 
wide band signal [10].
1.5.1 Carrier Modulation
Before modulation by the spreading code, the carrier of a direct 
sequence system may be frequency modulated by the baseband data (figure 
1.42). The entire transmitted power spectrum is deviated as the 
information modulates the carrier. This method is not normally used 
however where security of information is important.
If the spread signal is received with a sufficiently high signal 
to noise ratio, demodulation of the data may be achieved by conventional 
F.M. receivers who need have no knowledge of the spreading code used.
For systems where privacy is not necessary, frequency modulation of 
the carrier can be very useful as high transmitter efficiencies can be 
obtained with the constant envelope signal.
1.5.2 Spreading Code Clock Rate Modulation
Clock rate modulation would involve frequency modulation of 
the code clock. A block diagram of such a system is shown in figure 
1.43. The frequency changes would be tracked by the receivers code 
tracking loop, the VCO error signal forming an estimation of the 
transmitted data.
Clock rate modulation is not a satisfactory method however as 
code rate variations reduce the receivers ability to maintain synchroniza­
tion, and also cause unbalance in the carrier modulation at the 
transmitter allowing clock information to be transmitted. The clock 
rate information would exist as discrete carriers which may be readily 
demodulated by conventional receivers.
1.5.3 Spreading Code Inversion
In a direct sequence spread spectrum system spreading code inversion 
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Figure 1.43 Simplified block diagram illustrating direct
sequence spreading code clock rate modulation,
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The data to be transmitted is transferred to a digital format which is 
then modulo 2 added to the pseudo random spreading code sequence 
(figure 1.44). The transmitted code is therefore phase inversion 
modulated by the digital data, the phase inversions being detected 
at the receiver by comparison with a local unmodulated reference.
Tracking of the phase modulated code sequence by the receiver 
is disturbed however, because code inversions cause control signal 
inversions within the receivers reference code tracking loop. For 
random data having a rate very much higher than the loop filter cut 
off frequency the filtered loop control signal would become zero.
A method of overcoming this drawback by using data feedback to remove 
the control signal modulation is described in chapter four.
The data modulated spreading code sequence biphase modulates the 
carrier, producing a transmitted signal of the form;
x(t) = ][^ . d(t) . PN(t) . Cos (cot + 0 )o o
where P is the signal power,
d(t) is the data sequence (+1 or -1),
PN(t) is the spreading code (+1 or -1),
0^ is the carrier angular frequency (radians/sec),
0^ is the carrier phase (radians).
An alternative system [9] allowing the simultaneous transmission 
of two data channels superimposed upon a common carrier, uses two PN 
spreading codes or two versions of the same code but with a relative 
phase shift (figure 1.45). This four phase or quadriphase modulation 
scheme produces a transmitted signal;
X(t) = . dL(t) . PN^(t) . Cos(COt + e )1 1  I o o
+ . d_(t) . PN-(t) . Sin(COt + e ) (1.25w w w o o
where P^ and P^ are the I and Q channel power levels,
dj(t), ^^(t) are the I and Q channel data signals, 
and PN^(t), PN (t) are the I channel and Q channel PN sequences.
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Figure 1.45 Quad ri pha se direct sequence transmitter,
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Where v = wave velocity, and i = distance travelled. 
Putting T = ^t - Ç j , and dx = -vdT;
t- 2v
f (t | ,g{2t - T}.dT.ej^^'^^Output = -Kv. ^ I
Where the constant K is an attenuation factor called the 
insertion loss.
Figure 1.46 Basic op eration of a su rface acoustic wave device.
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The envelope of the power spectrum for quadriphase modulation 
has the same shape as for biphase modulation, but for the same spreading 
code chip rate the first null of the quadriphase distribution occurs 
at half the chip rate, and successive nulls occur at the same interval.
1 .6 Passive Correlation Using SAW and CCD Devices
A surface acoustic wave (SAW) device uses Rayleigh wave propagation 
on lithium niobate (LiNbO^) or quartz crystals [56]. It is an analogue 
device with the capability of very wide bandwidth and a high dynamic 
range (in excess of 60dB).
A SAW device may be used as a convolver or a Fourier transformer, 
and as such has many useful applications in the field of spread 
spectrum communications [57]. The convolution of two signals f(t) and 
g(t) is expressed by;
f(t) * g(t) = I f(r) . g(t - T) dr (1.26)
— oo
In words, the convolution of two functions consists of multiplication 
of the signals, one of which is time inverted and shifted, and integration 
of the product.
The time inversion and shifting operation may be performed using 
the nonlinear interaction of two oppositely travelling waves which 
have been properly modulated by the functions to be convolved. The 
travelling waves can be of any physical quantity, eg sound, electro­
magnetic etc. For a SAW device the nonlinearity is formed by using 
a silicon on LiNbO^ structure to produce a nonlinear interaction between 
the propagating electric field of the SAW and the electrons near the 
surface of the silicon.
Figure 1.46 illustrates the operation of a surface acoustic wave 
device. The nonlinear operation performed on the two signals produces 
unwanted components as well as the wanted term. Integration over 
the length of the device though, causes these unwanted terms to be of 
small amplitude.
6 8
For real time Fourier transformation, the function to be 
analysed, f(t), is multiplied by a sinusoid of increasing frequency, 
producing a signal;
f(t) . e: )
where A  gives a linear rate of change of angular frequency. This forms 
one input to the device, the second input is a sinusoid of decreasing 
frequency;
(COt-At^ )
Neglecting the second order nonlinearity terms, the detected output of 
these two signals is;
Kv. ^t - h v
which for appropriate values of the parameters L and v is the Fourier 
transform of f(t) with a scaled frequency of 4tA.
By Fourier transforming the spread spectrum signal, it is possible 
to reduce the power of an interfering signal by gating or by multiplication 
with an appropriate transfer function [57]. Figure 1.47 shows a block 
diagram of such a spread spectrum receiver. The SAW Fourier transformer 
produces a frequency spectrum representation on a scaled time axis of 
the input signal and interference, allowing the interference to be 
removed or attenuated by suitable time domain operations.
Charge coupled devices (CCD's) use a different technology to 
surface acoustic wave devices, relying upon transportation of minority 
charge carriers by moving potential wells [58,59]. The CCD may be 
fabricated using standard integrated circuit technology, allowing large 
scale integration of many support circuits onto one integrated circuit.
Figure 1.48 illustrates the operation of the charge transportation 
process, showing that in effect the CCD may be considered as an analogue 
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electrode may be altered by adjustment of the potential on the electrode, 
Electrons may be transferred along the device by systematic lowering 
and raising of adjacent potential wells.
A CCD analogue shift register may be used as a baseband matched 
filter for detection of a PN sequence buried in noise. Figure 1.49 
shows a CCD with the output of each tap suitably weighted for the 
detection of a 13 chip Barker sequence. The operation of the CCD as 
a matched filter results from the convolution of the input signal and 
the weighted taps.
T
f(t) * h(t) = f(r) . h(t - r) dr (1 .2 7 )
■ "2
where 7 represents the spatial coordinate of the two signals, written 
in terms of time by using the relative velocity of the two signals, 
and T is the sequence duration of h(t - T) assumed here to be a 
repetitive code. The signal f(T) is the signal 'programmed' into the 
CCD by the tap weights, and in this sense the CCD is less versatile 
than the SAW device whose reference waveform may be changed at will by 
alteration of the second input waveform.
Charge coupled devices can give appreciable time delays, of the 
order of tens of milliseconds or longer, the upper limit of the delay 
time being limited by corruption of the stored signal due to the 
addition of thermally excited electrons. A very wide dynamic range can 
be accommodated, quoted figures being in excess of 80dB [58]. CCD’s 
however may only operate at baseband, requiring coherent demodulation 
of the spread spectrum signal.
Both CCD and SAW devices will play an increasing role in spread 
spectrum applications, as they can perform operations not readily 
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acquisition of a direct sequence spread spectrum receiver using a 
passive correlator may occur much more rapidly than when using an 
active correlator [60], because the time delay and signal storage 
capability allows integration over a code sequence length immediately 
the complete sequence has been loaded into the CCD or SAW device.
1 .7 Process Gain of a Direct Sequence Spread Spectrum Receiver
Incorporating Active Correlation
The process gain of a spread spectrum system may be defined as 
the ratio between the signal to interference ratio at the input to 
the receivers data demodulator and the signal to interference ratio 
existing over the transmission link. The spread-despread operation 
performed on the data is linear, and no SIR improvement is achieved 
through this process.
In an active correlator, the interference signals present with 
the desired signal will be multiplied by the receivers reference code 
along with the wanted signal. The effect of this process on the 
signal to interference ratio at the correlator output must be considered 
for the three main forms of interference that can exist.
1.7.1 Random Gaussian Noise Interference
Random gaussian noise has a flat spectrum, ideally over an infinite 
frequency range, but in practice the bandwidth of the noise spectrum 
may be limited by filtering and practical circuit deficiencies. If 
filtering is not employed, the noise spectral bandwidth will still be 
very much larger than the bandwidth of the pseudo noise spreading code, 
and for most purposes the noise power density may be considered to 
be constant for all frequencies. This ideal situation does not occur 
in practice, because the received signal plus noise is normally bandpass 
filtered at the receiver to the pseudo noise spreading code power 
spectral density main lobe bandwidth.
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Firstly, consider the case where the direct sequence spread
spectrum receiver does not filter the received signal plus white noise.
The two sided noise power spectral density at the correlator input is 
N
Watts/Hz. Figure 1 .50 illustrates the operation of the active
correlator and shows the power spectral distribution at points within
the circuit. The assumption is made in this sketch that the input
signal and noise power is translated entirely to the difference frequency
at fjp- The other harmonic frequencies produced in practice as a
result of the multiplication process are neglected to simplify the
analysis. Because the received noise is completely random, there
will be no correlation with the receivers local reference code.
Multiplication by the spreading code, PN^(t), will therefore have no
effect upon the spectral distribution of the noise, so that the correlator
N
output will be a flat noise spectrum of power density — ^ Watts/Hz. The 
desired signal at the correlator input has a total power of S watts 
in the main lobe bandwidth Hz. Assuming exact synchronization by 
PN^(t), multiplication will despread the signal power into the 




At the input to the data demodulator the signal to noise ratio is;
SSNR o N
The process gain is given by the ratio of the SNR's at these two points;
SNR B P _  o _ _c
p SNR_ “ BI m
The main lobe bandwidth, B = 2.f .Hz, where f is the spreading codec c c
clock frequency. Therefore, if the data rate is equal to the code 
sequence rate the message bandwidth;
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2.f
Bm = --L^ K:
on a two sided representation.
Under these conditions the process gain is given by;
G = L = 2^ - 1 P
For example, if the spreading code is produced by a 10 stage shift
register generator, the maximum available process gain is;
G = 2^° - 1 = 1023 P
G = +30.1 dB P
If the data demodulator requires an input SNR of +10dB for an acceptable 
data error rate, then the signal to noise ratio on the transmission link 
can never be any worse than -20dB. In a practical system the available 
process gain will be less than the ideal calculation because of implementa­
tion losses. The actual process gain must therefore be degraded by an 
appropriate factor.
If the receiver employs filtering at its input, usually to the 
received signal main lobe bandwidth B^, the total white noise power 
input to the active correlator is now finite, and multiplication by 
PN^(t) will cause some reduction in the noise power spectral density [91. 
Table 1.5 shows that the reduction depends upon the filter bandwidth, 
with an improvement of 0.51dB being achieved if filtering is to the PN 
code main lobe bandwidth (B.t^ = 2). This reduction in the noise power 
may be added to the process gain, offsetting to some extent the system 
implementation losses.
1.7.2 Single and Multiple Sinusoid Signals as Interference
Consider a single sinusoidal signal of power I at the centre 
frequency of the received spread spectrum signal. Figure 1.51 shows 
the interference and signal power spectral distributions at the input 
and output of the active correlator.
I CW interference
S(t)+l(t)




















F r e q .
Figure 1.51 Single sinusoidal interference at the carrier 
frequency of the spread spectrum signal.
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Figure 1.32 Single and multiple sinusoidal interfering signals
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As a simplifying approximation, consider that the pseudo random 
spreading codes are very long, so that the discrete line spectra of 
the power spectral distribution may be modelled by a continuous 





( CO- CO ) t /2o c
2
where S(C0) represents a two sided distribution centred at frequency f^.
Multiplication of the sinusoidal interference signal of total 
power I watts by the reference code,|PN^(t) . Cos(Cx^ + CO^^ . t)}, will 
spread the interference power to have a two sided spectral distribution 
given by; «
I.t 
I (CO) = — ^
Sin{(CO- CO^p) t^/2}
b,_ W;p) t^/2
The worst case interference power may be calculated by taking
the interference spectrum to be flat within the message bandwidth B^.
The interference power at the input to the data demodulator is therefore;
I.t I.B
C
The signal to interference ratio at the receiver input is;
SIRi = f
and at the data demodulator input is;
SSIR
c
The process gain is therefore;
SIR B
G - ___ ° - -5p SIR^ B I m
If the interference signal is not at C*̂ , but at some other frequency 
CÔ  (figure 1.52 a)), then the interference power falling within the 
message bandwidth may be calculated by reference to the shape of 
the power distribution function.
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If multiple interference signals are present at the receiver input 
(figure 1.52 b)), then the interference power within the bandwidth 
is equal to the sum of the contributions of each sinusoidal signal. 
Normally, increasing the code clock rate (increasing B^) whilst 
maintaining the data bandwidth (B^) constant, will increase the system 
process gain. This may not be the case however with multiple sinusoidal
signals at the receiver input. If there are few closely spaced
signals, B^ may be increased with a consequent increase in G^, but if 
some of the signals lie outside of B^ and increasing the clock rate of
the PN code results in their being included, the total power of the
interference will increase as the clock rate increases and there may 
be no net improvement in SIR^.
1.7.3 Other PN Signals as Inteference
In a code division multiple access system, the desired signal will 
be received in the presence of other spread spectrum signals. As an 
approximation to simplify the analysis it will be assumed that very 
long PN spreading codes are used, and that the receiver's reference code 
and the other user codes are uncorrelated.
Figure 1.53 illustrates the process of multiplying two uncorrelated 
PN code sequences, PN^(t) and PN2 (t). The autocorrelation function 
and power spectral distribution of PN^(t) is R̂  (7) and (CO) respectively. 
Similarly, R^(7) and S^(CO) represent the autocorrelation function and 
power spectral density of code sequence PN2 (t). The resultant auto­
correlation function of the signal produced by multiplying two uncorrelated 
signals together is obtained by multiplying the individual autocorrelation 
functions of the two signals.
F rom section 1.3;
R̂  (7), R^(7) =
R^(7), R2(7) =
c
for -t < 7  < 0
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Figure 1.33 Illustrating the process of multiplying two 
uncorrelated PN signals.
UJ Portion of power distribution 




Figure 1.3^ Envelope of the power spectral di stribution at 
the output of the mul tip li er when the received 
signal is a single uncorrelated PN code.
79
Therefore the two sided power spectral distribution is given by;
0 ,
S' (CO) = 2
-t
2.7





where I watts represents the power of the interfering signal. Performing 








Ô P T t ^ 1 -
Sin (CO. t^ ) 
coTt
S'(CO) is shown by figure 1.54, which represents the power spectral
distribution at the correlator output.
The worst case condition will occur when the wanted signal and
the intefering signal share a common carrier frequency. If the message
bandwidth B , is very much less than the main lobe bandwidth B , then m' c
the interference power level in the message bandwidth may be considered 
constant at;
1 T f H 2  ̂ ®ra
c
The power ratio of the wanted signal to other user interference at 
the receiver input is;
SI,, . I
where S represents the power of the wanted signal.




The process gain under these conditions is therefore;
a Î£p ■ SIR^ ■ 2 * B I m
If the interfering PN signal and the wanted signal do not share a 
common carrier frequency, the interference power falling within the 
data bandwidth will reduce accordingly.
For multiple interfering PN signals, the interference power within 
the message bandwidth B^ is equal to the sum of the contributions of 
each PN signal.
Section 1.4.2 showed that the crosscorrelation function between
dissimilar pseudo random codes can have peaks of significant amplitude.
Crosscorrelation sidelobes occurring at the code sequence repetition
rate will increase the interference power falling within the bandwidth
B . This interference may be reduced by two means; m
1. Choice of a set of spreading codes for use by all transmitters, 
that have low crosscorrelation sidelobes, eg Gold code sequences.
2. By offsetting the clock frequency for each transmitter’s 
spreading code, so that the difference between the clock frequency 
of any two PN codes is greater than the data rate. This will 
ensure that any added interference due to high crosscorrelation 
peaks will lie outside of the data bandwidth.
1.8 Receiver Bandwidth
The bandwidth of the front end of a direct sequence receiver need 
only be as wide as the main lobe of the power spectrum. Figure 1.55 
shows the percentage of the total power in the one sided spectrum 
against a ratio of bandwidth to spreading code chip rate. It can be 
seen that only 10 percent of the power in the overall signal is contained 
in the sidelobes. Further bandwidth reductions though can give a 
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Figure 1.56 Comparison of power versus bandwidth.
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can be assumed to be that of white noise, such as receiver or atmospheric 
noise. The unwanted noise created by other spread spectrum users 
sharing the same channel as the wanted signal, will also tend to a white 
noise distribution if the number of other users is large.
Figure 1 .56 shows a comparison of power versus bandwidth for 
direct sequence and white noise signals. It may be seen that by reducing 
the receiver bandwidth to only 60 percent of the main lobe bandwidth, 
the white noise power has reduced by 40 percent in comparison to the 
white noise power in the main lobe bandwidth. However, the wanted power 
in the direct sequence signal has been reduced by only 10 percent of 
the main lobe power. This advantage is gained because of the non flat 
power spectrum of the direct sequence signal.
1 .9 Propagation Effects
For communication between terminals using radio links, the inherent 
distortion of the transmitted signal produced by various propagation 
phenomena [20,21,61] can cause errors in the data decoded by the receiver,
Because of the wide bandwidths required, most spread spectrum 
systems will be limited to frequencies above about 30 MHz. Ground 
wave propagation will therefore play no part in the transmission of 
energy from transmitter to receiver. Long distance communications 
involving reflection and refraction by the ionosphere is frequency 
selective, and can cause severe distortion for wide band signals. 
Frequency hopping receivers use the received energy in the signal to 
decide whether a *1’ or 'O' is indicated. Frequency selective fading 
can therefore lead to a poor error rate unless error correcting methods 
are employed.
For mobile radio applications, multipath propagation caused by 
reflections from large objects, narrowband frequency selective fading.
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and fading caused by local shadow zones are all major problems to be 
considered [62]. In heavily built up areas the signals present at a 
mobile receiver will consist of a large number of plane waves of random 
amplitude and phase. These will interfere with each other giving 
random amplitude variations in the envelope of the received RF signal.
Many shadow zones will exist caused by obstructions between transmitter 
and receiver, and these zones are capable of giving deep fades in excess 
of 60dB in the received signal. These two effects combine to give a 
fading characteristic which has a log-normally distributed slow component, 
and a fast component which is Rayleigh distributed.
The coherence bandwidth is the maximum frequency difference for 
which the statistical fading of two signals exhibits strong correlation. 
For two signals outside of the coherence bandwidth the fading statistics 
may be assumed independent. Wideband signals can exhibit different 
degrees of fading over the bandwidth, causing certain portions of the 
frequency spectrum to be heavily attenuated, while other parts may be 
received at good strength.
Yuè [63] has presented an analysis of the data error probability 
over a frequency hopping multiple access communications link, when 
used between mobile to base and base to mobile transmitters, and has 
compared the performance with that which would be obtained from a 
conventional frequency division multiple access scheme. The assumption 
is made that the base to mobile link transmits a frame synchronized 
frequency hopping pattern to all users, ie the selection of frequency 
is such that at any given time only one signal occupies each available 
channel, and that all channels are fully in use. This implies that 
if there are 100 channels available, a maximum of 100 users is allowed.
The assumption is further made that the receiver employs coherent
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detection. Under these conditions the FHMA system requires 26dB less
_3signal power than the FDMA system, for an error probability of 10
Frame synchronization may be readily achieved by the base 
station, and ensures that the base to mobile link will not suffer from 
the interference of other users. The mobile to base link cannot rely 
on such synchronism among users, and mutual interference has been 
shown to degrade performance by 5dB. This figure assumes that a power 
control strategy is employed by each mobile to ensure that the unfaded 
power from all users as received by the base station is the same.
However, for the same number of users FHMA-PSK still requires 21dB less 
power than FDMA-PSK.
The majority of workers in the field have assumed that the mobile 
to base link will employ power control to adjust the transmitted 
power from the mobile station to compensate for slow fading and propagation 
loss. This will ensure that all signals received at the base station 
will essentially be at the same level regardless of the position of 
the mobile within the service area. Power control is necessary for 
direct sequence systems to prevent weak distant signals being swamped 
at the base station by strong nearby transmissions. This is known as 
the ’near-far’ problem. However, power control is not a trivial 
matter [64] and careful attention must be given to loop bandwidth and 
system start-up conditions if instability is to be avoided.
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TABLE 1.1
Set sizes and crosscorrelation bounds for the sets of all m-sequences 
















3 2 5 2 5
4 2 9 0 9
5 6 11 3 9
6 6 23 2 17
7 18 41 6 17
8 16 95 0 33
9 48 113 2 33
10 60 383 3 65
11 176 287 4 65
12 144 ' 1407 0 129
13 630 >703 4 129
14 756 >5631 3 257
15 1800 >2047 2 257
16 2048 >4095 0 513
8 6
TABLE 1.2










n odd - (2 2 +
(n+1 )
1 ) -0.25
+ (2 2 _ 1 ) —  0.25
-1 -0.75
n even, but
not divisible by 4
(n+2)
_ (2 2 +
(n+2)
1 ) -0.125
+ (2 2 1 ) -0.125
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TABLE 1.3
Number of balanced and unbalanced codes for SRG's with an odd number 
of stages.
Set Number of 'ones' in Number of codes with thiscode sequence number of 'ones'
1 2 (n-1 ) 2(n-1) ^ ,
(n-1 ) (n-3 )
2 _(n-1) _ 22 + 2 2<"-2> - 2 2
(n-1 ) (n-3)
3 ^(n-1) _ 2 2 2(n-2) ^ 2 2
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TABLE 1.4




Reduction in effective noise spectral density,
Filter bandwidth _ g  ̂
spreading code ~ * c 
chip rate
(two-sided representation)
Post correlation reduction in white 
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Chapter One List of Main Variables
Variable Description
f^ Frequency of clocking pulses for PN spreading code
generator (chip rate).
f , Data rate,d
L Code sequence length in chips.
n Number of shift registers forming the spreading code
generator.
R(T) Correlation function.
R^(T) Normalised autocorrelation function having a maximum
amplitude of unity.
S(0)) Signal power spectral distribution.
T Relative phase shift between the two code sequences
forming the correlation function.
t^ Spreading code chip duration.
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Chapter 2
Initial synchronization of reference code using the sliding
correlator technique
2.1 Introduction
Initially the receiver does not know the relative phase between its 
reference code and the spreading code of the received spread spectrum
It Isignal. For ^ >1 chip, the autocorrelation function for a PN sequence 
c
will give no indication of the relative phase shift between the two codes.
It ITo recover the data however, must be very much less than 1 chip and
c
so it is necessary for the receiver to reduce the phase uncertainty to as 
close to zero as possible. Because data demodulation is not possible 
until this is accomplished the process of initial synchronization must be 
carried out as rapidly as possible.
A number of methods for initial synchronization have been suggested 
[1-4], however the technique commonly used is the sliding correlator 
synchronizer [10] (figure 2.1), an analysis of which forms the subject 
of this chapter [18].
Sliding correlator synchronization involves a serial search of all 
possible code phases to discover the phase relationship producing the 
maximum value of the autocorrelation function. During the search the 
autocorrelation function, which is formed by integrating over the duration 
of the receiver’s reference code sequence, is compared with a known thres­
hold which, if exceeded, will indicate a high probability of code 
synchronization. When this indication occurs, the receiver’s code 
tracking circuitry is switched into operation and an attempt at tracking 
is then made. If the tracking attempt is considered unsuccessful the 
coarse synchronization process is restarted. The search and track 
attempts continue until the receiver's reference code and incoming codes 
are correctly synchronized.
In this chapter the initial synchronization of codes in the presence 
of noise using a sliding correlator is studied in detail for the case
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Figure 2,1 Initial synchronization by continuous phase adjustment and 
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Figure 2.2 Basic RARASE implementation,
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of spread spectrum ranging systems, (ie the codes are not data modulated).
A new "search-lock" strategy is proposed which significantly reduces 
the mean acquisition time of a sliding correlator system operated in 
noisy conditions.
2.1.1 Initial synchronization by Recursion-Aided Sequential Estimation (RASE)
The RARASE system (Rapid Acquisition by Recursion-Aided Sequential 
Estimation) described by Ward and Yiu [A] is an extension of an earlier 
proposal by Ward [3]. A basic implementation of the RARASE system, 
illustrated for a five stage m-sequence generator, is shown by figure 2.2.
If the first five chips of the received pn sequence can be 
correctly recovered and loaded into the code generator, the feedback 
logic of the receivers code generator will ensure that all subsequent 
chips will match those of the received signal. A change over switch 
at the input to the first shift register (figure 2.2) selects either 
the estimate of the incoming code or the output from the pn feedback logic.
The operation of the switch is controlled by a synchronization worthiness 
indicator (SWI), which in figure 2.2. consists of a three input modulo 2 
gate. The SWI forms a chip by chip comparison between the feedback 
signal being formed by the receivers pn generator and the estimate of 
the received code. If there is agreement the feedback loop is closed 
and a tracking attempt is made, with the pn generator producing the 
sequence starting from the initial values stored within its shift 
registers. If the receivers sequence continues to agree with the incoming 
sequence the tracking attempt will be successful. If the sequences 
differ however, the feedback loop will be opened and a fresh estimate of 
the incoming code will be loaded.
If p is the probability of obtaining a correct estimate for each 
chip, then the probability of an attempted track is given by the sum 
of the probability of three correct inputs to the three input modulo 
2 gate (p^), and the probability of two incorrect and one correct input
(3p(1 - p)2).
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Probability (Attempted track) = p^ + 3p(1 - p)^
Given that a tracking attempt is made, the probability of the
phase estimate being correct is given by the probability that each n
stages of the pn generator contains a correct chip, and the (n + 1 )th
chip estimate agrees with the output of the generators feedback circuit.
Probability (Correct estimate) =
The probability of successful tracking is therefore the probability
of a correct estimate conditional upon a tracking attempt being made.
^n+1
Probability (Successful track) =
p^ + 3p(1 - p)^
After each tracking attempt is made, an examination time (T^) must
elapse before the decision can be made whether or not the attempt was
successful. Assuming that T^ is much longer than the chip by chip
loading and checking process, the average acquisition time for the RARASE
implementation of figure 2.2 is therefore given by:
T
a P(Successful track)
^e 2 2T^ = (p + 3(1 - p) )
P
where p is the probability for a correct chip estimate,
n is the number of shift registers forming the pn code generator
T^ is the examination time to determine the status of the tracking
attempt.
Ward and Yiu have shown that the RARASE system can give a very 
significant improvement in acquisition time performance when compared 
with the stepping serial search sliding correlator, even for poor input 
signal to noise ratios (figure 2.3).
2.1.2 The sliding correlator synchronizer
A number of researchers who have analysed this method of initial 
synchronization [5-7] have assumed that the receivers reference code 












Acquisition time improvement factor
Figure 2,3 A graph illustrating the ratio between the mean 
acquisition times of stepping correlation and 
RARASE acquisition systems for 10 and 15 stage 
PN code generators, as a function of received 
signal to noise ratio.
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that during the process of integration to obtain the autocorrelation 
function no further phase slip occurs. Such a situation would require 
either extremely stable clock generators at the transmitter and 
receiver running at identical frequencies, or for the transmitter and 
receiver clocks to be locked to some common external reference. In 
either case, the presence of any doppler shift would cause phase shifts 
between the two codes during the integration period.
The simplest form of serial search process may be achieved by off­
setting the receivers clock generator from its in-lock frequency, and 
allowing the reference code to slip its phase continuously with respect 
to the incoming code. There are two major disadvantages to this method 
however;
1. The reference code is no longer identical to the wanted incoming 
code as the chip durations are not equal. This will result in a 
reduced autocorrelation peak and an increased self noise component.
The degree of dissimilarity will depend upon the slip rate between 
the two codes.
2. When the slip rate is high (eg greater than 1 chip slipped over 
the integration period, which is assumed equal to the reference code 
sequence duration), successful tracking may not be established even 
after the receipt of an apparent in-lock indication. The in-phase 
relationship between the two codes may have been passed over, such 
that the relative code phases could be beyond the pull in range of 
the tracking circuit. Under these circumstances, a search of the code 
phases must be made in the reverse direction to that normally used at
a rate less than one chip per code sequence, to establish synchronization 
to within a sufficiently close tolerance.
The two methods of serial search described above are illustrated 
in figure 2.4, which shows a 31 chip maximal sequence. Both a) and b) 
represent a reference code phase shift of 0.5 chips per sequence. Figure
Incoming spreading f 
code sequence
Successive sequences 
of reference code 
phase shifted by 
one half chip
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Transmitted code sequence length
Successive sequences 
of reference code 
with chip rate
'c- «f






code sequence length -li-̂1
Time
Figure 2.4 Serial searching at the receiver by slipping the reference 
code phase with respect to the incoming code phase, 
a) Phase shifting in discrete steps, 
h) Gradual phase shift by clock frequency offset.
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2.4 a) however, is achieved by stepping the code phase after each 
integration period. If the integration period is equal to the incoming 
code sequence period, such a discrete step process will produce the 
autocorrelation values shown in figure 2.5 a). The self noise 
remains constant at -1 , and the maximum autocorrelation peak available 
is equal to the theoretical maximum. The actual maximum autocorrelation 
value obtained in practice will depend upon the relative phase of 
the codes within 1 chip of synchronization.
Figure 2.4 b) represents the case where the reference code clock 
is increased in frequency, making the reference code shorter than the 
incoming code for each incoming code sequence so enabling a continuous 
serial search. The autocorrelation values obtained from the integrate 
and dump filter, integrating over the reference code sequence duration, 
will be similar to those shown in figure 2.5 b). The increased self 
noise and the reduced autocorrelation peak of figure 2.5 b) compared 
to 2.5 a) is due to the decorrelation effect of offsetting the reference 
code clock frequency, and to the phase slip over the autocorrelation 
peak during the period of integration.
2.2 Investigation method into the effects of code dissimilarity
A mathematical analysis into the effects of code dissimilarity 
caused by clock frequency offset would be very complex, as the expression 
for the autocorrelation function would have to take into account the 
different chip durations of the two codes, requiring complex analysis 
into partial correlation properties of codes.
A hardware approach of construction and measurement could give 
results that may be confused by practical circuit deficiencies, such 
as imperfect correlation or clock frequency drift.
In the study of code correlation detailed in this chapter a computer 
simulation was chosen, as all parameters may then be made ideal and the 
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Figure 2.5 Correlation values for a 31 chip maximal sequence PRBS 
obtained by slipping the phase of the reference code,
a) Phase slip in discrete steps of 0.5 chips per 
sequence.
h) Continuous phase slip amounting to 0.5 chips per 
sequence by offsetting the reference code clock 
frequency.
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A block diagram showing the functions and relationships of the 
units simulated by the computer is shown in figure 2.6. The program 
was written in Basic programming language, and then compiled to machine 
code to improve execution speed. Appendix 2 lists the program used 
for the simulation. Maximal sequence codes formed by shift register 
lengths of from 2 to 9 stages were simulated. Code lengths greater 
than 511 chips were not included as the computation times became 
excessive. However, the results obtained have been extrapolated to 
include code sequence lengths in excess of 511 chips. In general, only 
one maximal sequence was used for each code sequence length simulated, 
as it was found that selecting different maximal sequences of identical 
length made little difference to the results obtained [8].
The slip between the codes was achieved by making the "local" 
code chip duration shorter than the "incoming" code chip duration. If 
the chip width of the incoming code is taken as a reference, then the 
difference in chip width between the incoming and local codes may be 
expressed as a percentage difference of the incoming code. For example, 
if the incoming code chips each have a duration of 100 units, then 
the local code chip duration can be made (100 - P) units, where P is 
the percentage difference in chip width (figure 2.7).
Alternatively, for convenience within the computer program, the 
local code chips may be specified as 100 units in duration by multiplying 
by some factor, M say, so that M(100 - P ) = 100 units.
Therefore, M = p,.
The incoming code chips are then 100.M units in duration. For
resolution down to 0.1% slip, the reference code chip duration must
be 1000 units, so that each incoming code chip has a duration of
iq5 units.(100 - P
For each incoming chip passed, the difference between local and 
incoming code chips is;
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Threshold
detectorIncoming PRBS code clocked 
at frequency f JLsr
Pulse obtained when 
synchronization is 
within il chipIntegrate and dump
PRBS generator
Reference code clock 
generator at frequency f + d Threshold level
Figure 2.6 The circuitry within the dotted box represents those units 
simulated by the computer.






Local code, with a shorter chip 
duration than the incoming code
Incoming code chip
P units
Figure 2.7 With the incoming code chip 100 units wide, the local code 
chip width may be made (lOO-P) units. P is the percentage 
difference in chip duration.
109
(100 - P) ■ (100 - P)
The number of incoming chips passed to slip one local code chip is;
10^ (100 - P)
lO^.P
(100 - P)
The incoming code chip rate is f^ chips per second, where f^ is the 
code clock frequency, therefore the number of local code chips slipped 
per second is;
f P.f
^ ^ = df (2.1)(100 - P) (100 - P)
P
where df is the difference between the incoming and local code clock 
frequencies, and represents the slip rate in chips per second.
Expressing the slip between the two codes in this fashion simplifies 
the implementation of the computer program. A recursive loop is set up
which must be passed through 1000 times before the local code chip
is incremented to its next value. The correlation between the local 
and incoming codes is computed for each pass through the loop. On
completion of -pj-QQ py passes through the loop, the incoming code
chip is incremented to its next value. This process continues, with 
the correlation values obtained from each pass being added together 
to simulate the integrator, until L = 2^ - 1 local code chips have 
passed. The total correlation value is then printed, the variable 
representing the integrator is reset to zero, and the process continues 
through the next local code sequence. The codes therefore effectively 
slip past each other, simulating the effect of a continuous serial search 
process. Eventually the codes reach a phase relationship which will 
be identical to the starting condition, and the correlation values 
obtained will repeat. The program enables the computer to sense this
condition and halt the computation.
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In a practical spread spectrum serial synchronization system,
with integration period equal to the local code sequence period
Tsr = Y— + (jf> ^ given phase relationship between the two codes will
repeat when ^  = y— where M and N are integers. Replacing df
using equation 2.1 ; ^   ̂ ^'̂qq • Eg when P = 15% difference between
M 17incoming and local chip durations, ^  and a given code phase
relationship will repeat after 20 local code sequence periods.
The computer program however, simulates slip between the codes 
in integer increments of j ÿ ^ t h  of a chip, therefore the above analysis 
must be modified.
The number of recursive loop passes that occur within the program
105to make up one incoming code chip is given by the integer of -pj-QQ py =
There are S^.L elements per sequence in the incoming code, and 10^.L 
elements per sequence in the local code. The number of elements 
difference between incoming and local code sequences = L(S^ - 10^).
The number of incoming code sequences that must pass before repetition
M.L.Sj
of a given code phase relationship is therefore given by ----------
L(Sj - 10 )
where M is the smallest number to make the result an integer. Figure 
2.8 illustrates the derivation of this equation. For example, for 
15% difference between incoming and local code chip durations, = 1176
M.Sj
and  ppyy = 147, with M = 22. Hence 147 local code sequence periods
must pass before repetition of a given code phase relationship.
The difference between the results obtained for the computer 
simulation and that obtained for the practical situation occur because 
of the computer programs requirement to adjust the slip rate slightly 
to obtain an integer value for .
The maximum correlation value obtained will be over the period of the 
autocorrelation triangle. (The term autocorrelation is strictly incorrect, 
because during a serial search process by clock frequency offset the 
codes are no longer identical, even though they still have the same
Ill
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L(Sj - 10^) L(&_ - 10^)-
Number of recursive loop passes 
within program
Sequence A represents the incoming code sequence, 
sequence B the reference code.
Figure 2,8 Diagram illustrating that the number of incoming code 
sequences that must pass to repeat the same relative 






Figure 2.9 The phase relationship of the two codes over the integration 
period will differ over successive triangular autocorrelation 
peaks.
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1,0 distribution). As shown above, repetition of a given code phase 
relationship is not dependent upon the code length L, so each time 
that the two codes pass through the phase relationship giving the 
autocorrelation triangle the correlation values obtained will be 
different (figure 2 .9 ).
The maximum value of the autocorrelation peak will exhibit a 
cyclic variation, being at its highest when the phase relationship is 
as shown in figure 2.9 a) and at its lowest for 2.9 c). The number 
of correlation values that must be obtained before repetition of the 
highest or lowest value is given in the previous discussion. The 
larger the number of repetitions required, then the closer will be 
the highest and lowest peak correlation values obtained to the true 
highest and lowest values obtainable. The lowest correlation peak 
value is of importance, as it is this value that will determine the 
ease of detection of the synchronized condition if it is required 
that every synchronization pulse is detectable.
2.3 The effect of filtering upon the autocorrelation function
2.3.1 Introduction
As discussed in chapter 1 , filtering the bandwidth of the spread 
spectrum signal at the receiver so that only the main lobe of the 
spectrum is accepted, gives a useful improvement in signal to noise 
ratio. Filtering however, reduces the maximum correlation peak obtained,
2.3.2 Pre-correlation filtering of the received spreading code 
Holmes [9 ] has analysed the correlation loss using the model of
figure 2.10. The analysis assumes that the phase relationship between 
the two codes is unvarying, and hence the autocorrelation function is 
static. Therefore the bandwidth of the low pass filter following 
the correlator need not be considered in the analysis. It is shown 
that for long PN codes using non return to zero symbols, the normalised 
autocorrelation peak is given by;
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Figure 2.11 Correlation loss due to precorrelation filtering.
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Figure 2.12 Unfiltered and filtered voltage correlation curves for a 







where is the carrier power of the incoming signal, B the two sided
filter bandwidth, and t the code chip duration (t = - ^ ) .
c ^ c
Figure 2.11 shows the variation of R ’ against B.t^ for an ideal 
pre-correlation filter, and for a 3 pole Butterworth filter. When 
the received code is filtered to the main lobe bandwidth (B.t^ = 2), 
the loss at the peak of the autocorrelation triangle is 0.92dB.
Figure 2.12 shows the effect upon the normalised autocorrelation 
function, R^(7), when a 3 pole Butterworth filter is used to restrict 
the incoming code to the main lobe bandwidth. The filter gives a delay 
of 0.35 chips which will be compensated by the code tracking loop. 
Filtering to narrower bandwidths will give even greater delays. Holmes
further shows that the correlator output signal to noise ratio is 
maximised if the reference code is pre-filtered to the same degree as 
the input PN signal.
2.3.3 The effect of post-correlation filtering upon the ideal auto­
correlation function
An analysis has been presented by Sage [10] of the effect of 
intermediate frequency post-correlation filtering upon the c o r r e l a t i o n  f u n c t i o n  
bet we en two s i m i l a r  P.N. codes for  i r i  ^  1 chip of synchronization, during 
a serial search process performed by offsetting the receivers code 
clock frequency by an amount df Hz. The analysis has assumed that 
the codes at the input to the correlator are unfiltered, and that 
the output forms the ideal triangular autocorrelation function. Figure
2.13 shows the model used for the analysis.
Translating the results to apply to a baseband system, then within
1 chip of perfect synchronization the voltage autocorrelation function 
when using a single pole bandpass filter is given by;
R(t) =VP^ • df
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Figure 2.14 Modification to the maximal sequence autocorrelation function 
by a single pole low pass filter with cut off frequency 1.1 d̂ , 
During a serial search process the relative phase shift, r, 
is a function of time, t.
a) Autocorrelation function at filter input.
b) Corresponding signal at filter output.
116
(R(t) =VP^'{df I t + 1  - 1)
r 1 1- 2.df (t - -jjr) + -  (e - 1 }
for ^  t ̂  (equations 2.2 and 2.3)
where is the signal power, and Oi is the -3dB frequency of the single 
pole filter.
It is shown that the filter output signal to noise ratio is 
maximised by putting Oi= 1.1 df. Substituting this value for O ' into 
equations 2.2 and 2.3 gives the envelope of the autocorrelation function 
at the output of the filter shown in figure 2.14. The peak correlation 
loss is 5.5dB. This loss however would be greater in practice as it
does not include the effects of decorrelation that are considered in
this chapter.
2.3.4 Integrate and dump filtering
A comparison of integration and low pass filtering presented
by Tavares [11], shows that an integrator gives superior performance
when compared to a simple low pass filter, but is inferior in comparison
to a high order low pass filter. An ideal integrate and dump filter
has infinite rejection at frequencies equal to where T is the
I
integration time and N is an integer.
Figure 2.15 illustrates this by showing the frequency spectrum 
at the input and output of a two integrator, integrate and dump filter 
(section 3.2) when the input is a 3kHz square wave with white noise 
at a signal to noise ratio of +10dB.
For a baseband application of a serial search synchronization 
procedure, an integrator, as used in the computer simulation, would 
give improved detectability in the presence of noise over a low order 
low pass filter. Envelope detection or square law detection would be 





First harmonic of 3 KHz square wave
10 dB
Envelope of white noise power
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Figure 2.15 Frequency - power spectrum at the input a), and output b) 
of an integrate and dump filter when the input is a 3 KHz 
square wave at an SNR of +10 dB.
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2.4 Results of the computer simulation
Serial searching two nominally identical maximal sequence codes 
by clock frequency offset gives rise to two main effects.
1. Reduction of the synchronizing pulse representing the in-phase 
condition.
2. Increase in the self noise power.
The normalised ideal crosscorrelation function between two s i m i l a r  maximal
sequence codes is shown in figure 2.16. This function may be represented
in the form of a histogram, by taking many equally spaced samples and
plotting the normalised relative frequency of the number of samples
that fall between discrete intervals of the horizontal axis (figure
2.17). The horizontal axis represents the normalised autocorrelation
function R (T). n
The parameters of the histogram for the ideal autocorrelation 
function may be obtained as follows. Let the number of equally spaced 
samples taken within 1 chip relative phase shift between the codes be 
given by N^. Therefore the number of samples representing the self 
noise component only is given by N^fL - 2). There are N^.L total 
samples between autocorrelation peaks, so that the height of the
histogram representing the self noise component at R^(T) = — ^ is;
1 - 2 ) 
s r m  ■ N^.L
where Z\R^(T) is the horizontal axis incremental width.
There are 2.N^ samples representing the wanted correlation peak.
1 1On the graph these are split into ^ (7 ) discrete values,
n ’ n
so that each value has a height of ;
2.N ,
1 1
A.R (T) L.AR (7)
2.NL.Ld
(1 + L)
Normalising this to N^.L total samples gives an average height for
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Figure 2,l6 Normalised ideal correlation function.
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Figure 2.17 Histogram for the ideal autocorrelation function,
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Figures 2.18, 2.19 and 2.20, show the results obtained from the computer 
simulation for 3 different shift register lengths and 3 different slip 
rates. The effects of decorrelation through clock frequency offset may 
be seen as a broadening of the self noise curve and a reduction of 
the area under the portion of the graph representing the autocorrelation 
pulse. The maximal sequence code that has a length of only 3 chips 
seems little effected by decorrelation, whereas the 63 chip length 
code deteriorates rapidly. The rate at which the effects of decorrelation 
occur depend upon the mismatch between the codes over the period of 
integration. For a given slip rate, the number of chips slipped over 
the integration period, (receiver code sequence period), will depend 
upon the length of the code. For a PRBS code of length L = 2^ - 1 chips,
the number of chips slipped per code sequence is given by;
_ L.df
s " f + dfc
If the normalised slip rate, df^ is defined as chips, then
c
L.df
Cs = T-;-dF- '2-4,n
In figure 2.20 c) the autocorrelation pulse has been almost completely 
absorbed into the self noise component, and there is no clear point at 
which a threshold may be set to distinguish between the two. The 
addition of external noise would further swamp the autocorrelation pulse, 
and reliable acquisition of code synchronization at these slip rates 
would not be possible.
The results of the simulation are best presented in graphical form, 
with a base axis of normalised slip rate, df^. Vertical axis normalisation 
for each code length enables comparisons of the decorrelation effects 
to be made for code lengths of from 3 to 511 chips.
Figure 2.21 shows the reduction in the minimum autocorrelation 
pulse amplitude with increasing slip rate. The reduction is linear 
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this value, the rate of reduction decreases and the curve approaches 
the zero axis, but does not cross it as the pulse amplitude cannot 
reduce below zero. The variation of the rms self noise voltage is 
shown in figure 2.22. The curves increase at a rate that is dependent 
upon the code length, but reduce to a minimum value of unity as df^ 
approaches zero.
The results for minimum autocorrelation pulse amplitude and rms 
self noise may be combined to give the minimum signal to self noise 
voltage ratio shown in figure 2.23.
Figure 2.24 shows the relationship between the minimum ihdex of 
discrimination and normalised slip rate. The minimum index of discrimina­
tion is defined as the minimum amplitude of the autocorrelation pulse, 
less the maximum amplitude of the positive peak of the self noise,
(figure 2.25). The threshold of the autocorrelation pulse detector 
must be set to lie between these two extremes for there to be a good 
probability of detection of each synchronization pulse without false 
alarms.
Figure 2.26 shows the self noise standard deviation against slip 
rate. The normalisation factor for the self noise standard deviation 
is |/L. It may be seen that there is a linear relationship between slip 
rate and standard deviation that holds very nearly to the point 
where the index of discrimination has fallen to zero. The normalised 
standard deviation of the self noise tends towards an upper limit of 
unity.
At high slip rates the codes become completely uncorrelated, and 
all the power from the autocorrelation pulse becomes absorbed into the 
self noise power. Any further increase in slip rate will not result 
in a corresponding increase in the self noise power.
Figure 2.27 shows the normalised maximum positive excursion of 
the self noise peak, normalisation being with respect to the code sequence
126
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length L. In the absence of noise accompanying the received code, 
these curves indicate the limit for the lowest threshold setting of 
the detector if false detections are to be avoided.
2.5 Extrapolation of signal to self noise ratios for longer code lengths 
The analysis of mean access time covered in section 2.6 requires 
the calculation of detection and error probabilities during the serial 
search process. To this end it is necessary to produce equations 
describing the reduction of the autocorrelation peak and the variation 
of the self noise standard deviation, as functions of code length and 
slip rate.
An expression for the rms self noise voltage is also obtained 
enabling the signal to self noise ratio to be calculated for code 
sequence lengths in excess of those simulated.
2.5.1 Theoretical reduction in the autocorrelation peak
Gill [12] has shown that the power in the autocorrelation function 
of the product of two identical maximal sequence codes is related to 
the phase error (€) between the two codes by the relation;
1 - 1^""tcrj
where t is the receivers code chip duration; or
1
cr f + dfc
This relationship has been used by Hopkins [6] to represent an effective 
degradation in the signal to noise ratio of the despread signal at 
the input to the integrate and dump filter.
If € is a function of time, then the average value of this 
expression over the code sequence period may be used to give a term 
proportional to the output signal power from the integrate and dump 
filter.




1 - tcr j
dt (2.5)
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where is the code sequence period.
r represents the normalised output power, with a maximum value of 1.
As discussed earlier and shown by figure 2.9 c), the phase 
relationship to give the minimum autocorrelation peak amplitude is;
or o ^ e
over the period 0 to (figure 2.28).
If the two codes are sliding past each other at the rate of df 
chips/second, then assuming that they start from an in-phase position 
( ie e = 0 at t = 0), then is linearly related to df.t over the
cr 1
period required for a relative phase shift of 1 chip (ie t = 0 to t = — )
(figure 2.29).
After t = the expression for r is no longer valid as € has
exceeded t , and the autocorrelation peak has been passed over. Therefore;
t tcr cr
where df^ is the normalised slip rate, and from equation 2.5;
sr




For 0 ^  t ^
1 leiThe result for - ^  t ^  0 will be identical as is symmetrical
cr
for positive and negative t. For t ^  0, the integral in equation (2.5)
is taken from t = -T to t = 0.sr
From equation (2.6);
2 2 df .T df .T , n sr n sr
3'tcr^
The receivers code sequence duration, T = L.t , therefore;sr cr
L^.df ^
r = 1 - L.df + --- :r-^n 3
r may be considered as a factor by which the signal power output of 





Figure 2,28 Normalised autocorrelation function for -t <( <+t ” c r — — cr
obtained if decorrelation effects are neglected.
cr
-1 +1 df.t
Figure 2.29 Illustrating normalised phase error as a function of time 
for the phase relationship |f(t)| ^ 1 chip.
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the codes is a function of time. Therefore, the signal voltage level 
is reduced by a factor R' = |/r'.
2 1 ;L .df 
1 - Ldf + ^n 3 (2.7)
The maximum value of df in equation (2.7) is such that e/t = 1 atn cr
the end of the integration period.
2.5.2 Analytic expression for autocorrelation peak reduction from 
computer simulation
The results of the computer simulation for minimum autocorrelation
peak reduction are shown in figure 2.21. From equation 2.4, the number
Ldf
of chips slipped per code sequence is given by . Re-plotting
n
figure 2.21 in terms of rather than df^ gives the graph shown in 
figure 2.30. For the longer code lengths (L >31) the curves are closely 
related over much of the graph, showing no directed variation with L. 
Shorter code lengths (L < 31 ), are too short to be considered as true 
pseudo-random codes. Figure 2.30 indicates that the normalised minimum 
autocorrelation peak amplitude during a serial search process is 
independent of code sequence length, if the code slip rate is expressed 
in terms of chips slipped per code sequence period, and for large L.
By taking the mean of the curves, a three degree Lagrange polynomial 
equation may be fitted to give an expression for R ’ in terms of C^.
R' = 1.8 X  ICT^.Cg^ - 0.476 + 1 (2.8)
This equation is shown in figure 2.31 as R' against C^, plotted 
together with the mean curve representing the simulation results. When 
is expressed in terms of L and df^, the results of equation 2.8 are 
as shown in figure 2.32. Also shown are curves corresponding to equation 
2.7, which are plotted up to slip rates corresponding to 1 chip slipped 
per code sequence period. Equation 2.7 is only valid up to this point 
as shown by the curve for L = 3 which is taken beyond = 1. The 
autocorrelation peak is still of a useful amplitude even beyond slip 
rates corresponding to = 1, so that equation (2.8) is to be used in
136
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preference to equation (2.7).
2.5.3 Analytic expression for signal to self noise ratio
The simulation results for the signal to self noise ratio are 
shown by figure 2.23. The horizontal axis may be recalibrated in 
terms of chips slipped per code sequence period, and the graphs re­
plotted, (figure 2.33). These curves indicate a strong dependence 
of SNR upon code length L. A three degree Lagrange polynomial fitted 
to the mean of these curves give an initial expression for SNR:
SNR = 9.2 X  10"^ C ^ + 0.17 C ^ - 0.88 C + 1s s s
However this equation gives a poor fit to the simulated results, 
having severe errors at the upper values of code length.
Figure 2.22 shows the results of the simulation for RMS self noise 
voltage versus df^. An accurate analytic expression for RMS self noise 
voltage may be combined with that previously obtained for the auto­
correlation peak, to obtain an equation for the signal to self noise 
voltage ratio. The equation need only be valid up to, and including, 
slip rates where the index of discrimination has fallen to zero, as 
beyond this point detection of the autocorrelation pulse would not be 
possible.
To fit an equation to the curves of figure 2.22 it is first 
necessary to normalise each curve of rms noise against df^, so that 
all curves may be described by a common expression. The upper point 
of the normalised curve is represented by that value of rms noise and 
df^ for which the index of discrimination equals zero. To this end, 
figure 2.34 shows curves of rms noise voltage versus code length (L), 
and normalised slip rate (df^) versus L, at the point where the index 
of discrimination has fallen to zero. Neglecting the results for L = 3 
and L = 7 chips, as these codes are too short to represent a true 
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the straight line graphs.
RMS noise voltage (for ID = 0) = 0.62|/L (2.9a)
Normalised slip rate df^ (for ID = 0 ) = (2.9b)
Before these results may be applied directly, one further point 
must be considered. As df^ approaches zero then the intercept of the 
graph of rms noise voltage versus df^ approaches unity. By making the 
intercept zero some simplification is achieved in the task of fitting 
an equation to the normalised curve. Assume that for a given code 
length L, the curve of rms noise voltage versus normalised slip rate 
is as shown in figure 2.35 a). When df^ is such that the index of 
discrimination equals zero, (at df^M, the rms self noise voltage 
is given by '.
2 78From the previous discussion, = 0.62]/L, and df^' = — .
Using these analytic expressions the curve of figure 2.35 a) may be
normalised to give the curve of figure 2.35 b). The horizontal axis
,.  ̂  ̂ ^ . K 2.78 . ^ ^^nIS normalised by division by — — , le x = 2~j q~'
The vertical axis is normalised by first subtracting the intercept
(V = 1 at df = 0 )  from V , and then dividing by (0.621^ - 1) sn n sn '
(0.62]/L - 1 )
The curve of figure 2.35 b) may be described by the equation 
y = f(x). Figure 2.35 a) is then obtained using = (0.62|/L - l).y + 1
ie V = (0.621/l - 1 ) sn '
L df 
f(- 1 (2 .1 0 )2.78
Both a straight line approximation and a four degree Lagrange
polynomial equation for the expression f(x) formed a poor fit to the
curve of figure 2.35 b). Further investigation yielded the expression;
log I 1 + x(n/2)j
■p ( V- ) —_ 2______________log^I 1 + (n/2)I
where n is the number of shift register elements. This equation however 
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gave figures for signal to self noise voltage ratio that were considerably 
worse than the measured results.
A refinement of this equation however,
ie f(x) =
log { 1
log, ( 1 . }
gave a good fit to the normalised curve. When combined with the de- 
normalising expressions 2.9 a) and b), the rms self noise voltage is 
given by; .




n ] n/2. e
log { 1 n/2
+ 1 (2 .1 1 )
This equation is shown on figure 2.36 along with the results of the 
simulation.
Combining equation 2.8 which gives the autocorrelation peak variation
with df^, and equation 2.11 above, gives the final expression for




0.018 C - 0.476 C + 1 s s
0.62|/L - 1 )
L df 2
+ | - 2 ^ |
log { 1 + en/2
(2 .1 2)
+ 1
where n is the number of shift register elements
df is the normalised slip rate (df = df/f ) n n o
L.dfn
(1 + df
Equation 2.12 is shown in figure 2.37, which indicates close 
agreement with the results of the simulation. With this analytic 
expression for signal to self noise voltage ratio it is now possible 
to obtain results at slip rates and for code lengths that could not be 
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2.5.4 Analytic expression for self noise standard deviation
Figure 2.38 shows the variation of self noise standard deviation
df
against a horizontal axis of — — j-. By normalising the slip rate with
n
respect to the maximum value of df^ necessary to reduce the index of
(Tsdiscrimination to zero, the curves of —  for L >  31 become increasingly
][L
coincident. A third order Lagrange Polynomial fitted to the mean of
the curves for 31 ^  L 511 may be used to express —  in terms of ,
1/L n
(j df df df
. ie = 0.156 - 0.712 + 1 .166 ^
|/L ^ n ^ n ^ n
2 78Substituting df^' = —  gives the expression for the self noise
standard deviation.
_  "(df .L)3 (df .L): df . L "
(2.13)- 1Æ 137.78 10.85 2.38
Equation 2.13 is plotted on figure 2.39 for comparison with the simulation 
results.
2.6 Analysis of the effects of decorrelation upon mean acquisition time
2.6.1 Introduction
Of primary importance in a serial search system is the time taken 
from the initiation of the search process to the final correct phase 
acquisition. For a given code length the duration of the search process 
will be dependent upon three main parameters.
1. The slip rate between the codes (df).
2. The signal to noise ratio of the received pseudo noise signal.
3. The threshold setting of the detector following the integrate
and dump filter.
The acquisition time of a system given all known conditions, has 
a statistical distribution around an average value. The random noise 
added to the signal, and the pseudo random noise generated during 
the serial search process, will allow a finite probability of false 
operation of the threshold detector, and a finite probability of missing 
the detection of the autocorrelation pulse when it is present.
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An analysis of mean acquisition time for a serial search active 
correlator system has been presented by Pandit [13]. It is shown 
that acquisition time is a function of the probability of detection 
of the autocorrelation pulse (P^^, and the probability of false 
detections during the period that the autocorrelation pulse is not 
present Both of these probabilities depend upon the threshold
setting of the detector and of the noise power present with the 
received signal. However, the analysis does not include the effects 
of decorrelation discussed earlier. Decorrelation during a serial 
search process will have a significant effect upon both the probability 
of detection of the autocorrelation pulse, and the false alarm probability, 
The detection probability reduces because of the amplitude reduction 
of the autocorrelation pulse, and the addition of the self noise power
to the incoming noise power between the occurrence of autocorrelation
pulses will increase the probability of false alarms.
In the following discussion it will be assumed that the parameter 
of importance is the mean acquisition time, and that the variable 
parameters for a given system, namely detector threshold level and 
code search rate, are to be optimized so as to minimize the mean 
acquisition time.
2.6.2 Mean acquisition time of an active correlator serial search system 
Pandit [13] shows that the mean acquisition time of an active 
correlator serial search system may be given by:
Tma = ' °-5>l '2.U)
where the number of code chips per sequence is given by L, and the 
slip rate between the codes is df Hz.
is the false alarm loss time. This is the time that must 
elapse following a false alarm before the search system realises 
that acquisition has not been achieved and restarts the search process.
The false alarm rate, (number of false alarms per second), is 
given by n^^.
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is the probability of detection of the autocorrelation pulse.
A derivation of equation 2.14 based on [14] follows.
Consider two PRBS codes with a clock frequency difference given by 
df Hz. If operation of the detector circuit is inhibited then the 
autocorrelation pulses, corresponding to a relative phase error between 
the codes of + 1 chip, will occur at intervals of L/df seconds 
(figure 2.40 a)). With the detection circuit operating there is now 
a finite probability of detection given by P^. Neglecting for the 
moment the possibility of the occurrence of false alarms, then correct 
detection of an autocorrelation pulse will occur, leading to the 
operation of the code phase tracking circuits. Assume that correct 
detection occurs on the Vth autocorrelation pulse (V = 1,2,3 ...) then 
the acquisition time is given by (V - 1).L/df + L/2df (figure 2.40 b)). 
The term L/2df arises, because on average the first pulse occurs at 
a duration of L/2df seconds after initiation of the search process, 
assuming that the initiation of search is itself a random event.
The random noise power which accompanies the received PRBS code 
will give rise to a random noise voltage at the output of the correlator, 
A finite probability, P^^, will therefore exist of the detector input 
voltage exceeding the threshold in the absence of an autocorrelation 
pulse. A false alarm loss time, T^, must then elapse whilst the 
detection circuit checks for confirmation, or otherwise, of acquisition 
(figure 2.40 c)). During the period of checking both codes are clocked 
at frequency f^.
This technique forms a very basic form of search and lock strategy. 
Section 2.6.5 describes a method for initial acquisition that involves 
a checking procedure before tracking is attempted. It is shown that 
an improvement may be obtained in the mean acquisition time when the 
false alarm loss time is significant.
If the false alarms occur on average at the rate of n^^ per second, 
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Figure 2.41 The circuit considered in the analysis of detection 
and false alarm probabilities.
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The total time for correct acquisition on the Vth autocorrelation 
pulse is then,
['V - 1, + gtf]
Each time that the search is initiated, the number of autocorrelation
pulses occurring before correct acquisition will have a statistical
distribution determined by the signal to noise ratio at the correlator
output. To obtain the mean of this distribution it is necessary to
determine the probability of lock occurring after V pulses. The
probability of not acquiring lock over (V - 1) pulses is given by
(1 -  ̂^. The probability of detecting the presence of each
autocorrelation pulse, and hence of achieving lock, is just P^.
Therefore the probability of missing (V - 1 ) pulses and achieving lock
on the Vth pulse is, = (1 - P^^^^ ^^.P^. The average acquisition
time over a large number of trials will be, T = T ..P. + T ^.P^ + ... etcma ai 1 a2 2
where T is the time taken to acquire the Vth pulse and P is the av V
probability of achieving lock on the Vth pulse.
Since P̂  > P^ > P^ ••• etc, there is a greater probability of 
lock occurring on the first pulse than on the second, and so on. For 
V approaching infinity, then P^ approaches zero, hence T^^ will be 
weighted towards the lower end of the series.
oo
= f ,  Pd-<' - ^ d > - I'd?- + 23?] <2.15)V= I
Rearrangement gives,
CX3
?ma = ir E  J).P, (1 - P,)"n=0
In practice P^ will be less than unity allowing the infinite series to
converge to (1/P^ - 0.5), giving equation (2.14).
2.6.3 Detection and false alarm probabilities for a serial search 
system using integrate and dump matched filtering
To investigate detection and false alarm probabilities it is
necessary to determine the levels of the signal and noise power voltages
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at the detector input. Figure 2.41 shows in block diagram form, the
portion of the circuit comprising the correlator, the integrate and
dump filter, and the threshold detector.
The computer simulation of the serial search process operated on
the codes at baseband. The following analysis will also consider
that the codes are at baseband, and therefore signal and noise powers
will be represented by a single sided spectral distribution.
When the interference noise accompanying the wanted signal at
the correlator input is white Gaussian, with a noise power spectral
density of watts/Hz, then the interference noise power at the
output of the correlator has a spectral density of watts/Hz also
[15]. This is so because there is no correlation between the random
noise and the PRBS code. When the local code and received codes are
exactly synchronized then the total wanted signal power, represented
by the peak of the autocorrelation pulse, will be unchanged in level
but will be contained within the narrow data bandwidth instead of the
much wider bandwidth it occupies over the transmission link. Therefore,
P
for an input signal power to noise power spectral density of then
the ratio of the same powers at the correlator output will also be — ,
o
The transfer function of an ideal integrate and dump filter is
œ  T
sin (— ^ )
^   [11]
where T is the integration time given by T = ttt. For ansr ° °  ̂ sr f^ + df
input power of watts/Hz, the total one sided output power is;








where Si(x) = I ëHLES dx.
J ^
The integral is taken over a frequency range of zero to infinity Hertz
to agree with the computer simulation of the serial search system.
This did not include any filtering between the integrate and dump
filter and the detector. If the integration were to be taken over
the one sided main lobe bandwidth between zero and —  Hertz, then
sr
the noise power would be approximately 10% less at;
0.451 N
Tsr
The total signal power level of watts corresponds to the
maximum voltage at the output of the integrate and dump filter of L
volts when the two codes are exactly synchronized. Therefore, the
2total power into one ohm at this point is P^ = L watts, giving a
total noise power level of;
^2 _ ^o(J - p—  . 2 ^—  watts
s sr
Substitution for T gives;sr ^
= 2 p ^ [1 + 1^] (2.16)
P s c
where ^ ^ is the received signal power to noise power in the main
o* c 
lobe bandwidth.
Decorrelation during a serial search process reduces the peak 
2signal power by (R*) , and adds a self noise component of standard 
deviation and rms voltage of R ' is given by equation (2.8),
^sn equation (2.10), and (7 by equation (2.13). The interference
noise and self noise are uncorrelated, so that the two powers may 
simply be added. The total signal to noise power ratio at the detector 
input while serial searching may therefore be given as;
- T T -  [1 + f-] + ''sns c
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If the autocorrelation pulse is present, then the self noise 
2power will be zero, and the only noise power present will be
2due entirely to incoming interference given by (7 . The detection 
probability may be evaluated by consideration of the noise level 
standard deviation ((7) , and the mean of the noise in comparison to
the detector threshold level T. The voltage mean level for the noise
is the autocorrelation pulse amplitude L.R'. Figure 2.42 shows 
typical samples at the input to the detector during serial search of 
a noisy received PN code.
A standard process used for the analysis of error probabilities 
in binary communication systems may be used in this analysis [16].
When the autocorrelation pulse is present the probability distribution 
of the noise voltage about the mean level L.R' will be as shown by 
figure 2.43. The probability of detection is given by the area of 
the curve above v = T
ie P^ = 1 - Probability (v <  T)
Now, Prob (v <  T) = & [1 - Prob (T <  v <  (2.L.R' - T))]
Therefore P^ = & [1 + Prob (T <  v <  (2.L.R' - T))]
The area under the probability distribution curve between T and 
(2.L.R' - T) is given by,
,(2.L.R'-T) _ (v-L.R')z
Prob (T <  V  <  (2.L.R' - T)) = 2 — - -  . e dv
L.R , V 27rC7‘
Prob (T <  V  <  (2.L.R' - T)) = erf  -]
where erf[x] is the error function, given by erf[x] = —  j e ^ dy.
oj
Therefore, the probability of detection,
p. = 1  [1 + erf [L-R' ~ ^ ]] (2.18)
Over each integration period T^^, the relative number of chips 
slipped between the incoming and local codes is given by C^, (equation 
(2.4)). Each autocorrelation pulse exists over a relative code phase
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L chips slipped in seconds
Minimum autocorrelation 
puise amplitude = L.R*
Time
Autocorrelation peak having 
added random noise of Self noise of mean value -1 andstandard deviation n a standard deviation given by;
a' + CL
Figure 2.42 Example of threshold detector input during a 
serial search process.
Probability distribution function 
for interference noise
Detector input voltage v 
--0 T L.R*
Figure 2.43 Distribution of detector input voltage<
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shift of two chips, therefore the period between autocorrelation
pulses that will comprise purely of self noise exists over a relative
code phase of (L - 2) chips, (figure 2.44). The number of integrate
and dump operations occurring over a relative code phase shift of (L - 2)
( L — 2 )chips is given by —  ---- . Therefore, the number of samples occurring
s
per second at the output of the integrate and dump filter that comprise 
purely self noise and interference terms is N = ^^sn L • C
Replacing from equation (2.4) gives,
(L - 2) . (f + df) 
N = ---------  2------sn L'
A voltage level for any of these samples that exceeds the detector 
threshold will constitute a false alarm.
The computer simulation of the serial search process showed that 
the mean level of self noise remains close to -1. The standard
deviation of the noise voltage with this mean level is, (j’ =]/ (7  ̂  ̂,
with (7̂  the self noise variance. Figure 2.45 shows the distribution
of the input voltage to the detector under these conditions.
The probability of false alarm, is given by the area under
the distribution curve above the threshold, T.
P„ = Prob (T < v) fa
Pf^ = & [1 - Prob (-(T + 2) < V  < T)]
The area under the curve between - (T + 2) and T is given by,
/T - ( v+1 ) ̂
Prob (-(T + 2) <  V  <  T) = 2 ----- ------ g2(a' )" ^v
V2.7T. {O' )
Prob (-(T + 2) <  V  <  T) = erf [  ̂ ]
y  2 {O' )"
Therefore, the probability of false alarm.
1  [1 - erf [ ^ - L _ L ] ]  (2.19)




(L-2) chips relative2 chips relative 
phase shift phase shift
Figure 2,44 The correlation samples during which a false alarm may
occur result from the integration of the autocorrelation 
function over a relative phase shift of L-2 chips.
Probability distribution function
for combined interference and self noise,oo
£
Detector input voltage v
-(T+2) L.R'-1 0 T
Figure 2.45 Distribution of detector input voltage in the absence 
of an autocorrelation pulse.
l6o
"fa = Pfa-Msn' Saving,
(L - 2)(f + df)
n,_ = -------:r-FT------  [1 - erf [-- + ]] (2.20)
)/2(ff' )"
2.6.4 Graphical representations of mean access time versus slip rate 
and signal to noise ratio
Equations (2.14), (2.18) and (2.19) show that the mean access 
time for the serial search system considered is a function of the 
following parameters. Received code signal to noise ratio (S/N^.f^)
Code length (L)
Slip rate (df)
Detector threshold level (T)
False alarm loss time (T )
V
For the following analysis using equations (2.14), (2.18) and (2.19), 
a code length of L = 2047 chips (n = 11), and = 6.57 x 10 ^ seconds, 
has been chosen for close agreement with the examples quoted in [13].
For a given received signal to noise ratio and slip rate, the threshold 
(T) is optimised by computer search for minimum
Equations (2.8) and (2.13), giving the minimum autocorrelation 
peak and self noise voltage standard deviation, are only valid up to 
slip rates for which the index of discrimination is greater than, or 
equal to, zero. Correct phase acquisition is still possible for slip 
rates where the index of discrimination is less than zero, even though 
the autocorrelation peak has been completely absorbed into the self 
noise. Under these conditions however, the false alarm rate will be 
very significant. By consideration of the graphs presented later it 
may be seen that for very poor signal to noise ratio conditions, where 
the false alarm rate is high, the optimum slip rate for minimum 
will be such that the index of discrimination is less than zero. Under 
such conditions the mean access time may be determined approximately 
by replacing the minimum autocorrelation peak amplitude (RM by zero, 
and the self noise voltage standard deviation ( (T ) by |/L.
l6l
For low slip rates where the autocorrelation peak approaches its
maximum value of L, and high signal to noise ratios that give a noise
standard deviation which is small in comparison to L, the optimum
threshold setting for the detector is not critical. Figure 2.46
shows the range of threshold values over which T does not varyma
significantly for the 2047 chip sequence and a slip rate of 10 Hz.
For lower received code signal to noise ratios the optimum threshold
becomes more critical, and as the signal to noise ratio falls below
-30dB the optimum threshold reduces towards zero. Under these
conditions the time penalty for false alarms causes a smaller increase
of T than the time penalty due to a missed autocorrelation pulse, ma
By reducing the detector threshold the probability of detection is 
increased.
For higher slip rates, decorrelation reduces the amplitude of 
the autocorrelation pulse and the corresponding optimum detector 
threshold is lower.
Pandit [13] has calculated mean access time versus slip rate for 
a code sequence length of 2000 chips, a clock f r e q u e n c y  of 1 M H z . , and an Input  
SNR.  of -l6.6dB. He has shown that the optimum slip rate is approximately 
df = 2000 Hz, giving = 0.8 seconds (figure 2.47 a)). By considering 
the effects of decorrelation during the serial search process the 
corresponding mean access time for a 2047 chip sequence is shown by 
figure 2.47 b). The optimum slip rate is reduced to df = 692 Hz with 
a mean access time of 1.7 seconds. For both figures 2.47 a) and b) 
the detector threshold has been optimised for each slip rate.
Figure 2.48 shows the optimum detector threshold over a range of 
slip rates from 5 Hz up to the slip rate giving an index of discrimination 
equal to zero, (df = 1358 Hz). The corresponding graph for mean 
access time is shown by figure 2.49. The optimum slip rate depends upon 
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rate is 1090 Hz, and has reduced to 600 Hz for SNR of -20dB. The
corresponding values of T are 0.981 seconds and 2.454 seconds. Forma
an input SNR of less than -20dB, the autocorrelation peak becomes
completely swamped by noise and the mean access time is determined
mainly by the time lost due to false alarms. For figure 2.49 the
false alarm loss time was chosen as 6.57 x 10 ^ seconds, to agree
with examples quoted by Pandit [13], if however is increased then
the time penalty due to a false alarm will be more severe.
Figure 2.50 gives the optimum detector threshold if is increased
to 0.1 seconds. The penalty due to false alarms is now so severe that
at poor signal to noise ratios the threshold has to be increased. The
higher threshold setting will increase the probability of missing the
autocorrelation pulse, but will reduce the false alarm rate. Figure
2.51 shows the corresponding values of T^^ against slip rate and signal
to noise ratio. For an input SNR of -5dB, the optimum slip rate is
1029 Hz giving T^^ equal to 1.03 seconds. At -20dB SNR, df must be
reduced to 418 Hz with a corresponding T of 3.66 seconds.ma
2.6.5 Extension of the analysis to include a simple checking procedure 
The previous analysis has assumed that for every pulse that has 
a voltage amplitude exceeding the detector threshold, an attempt at 
tracking is made. If the detection corresponds to an autocorrelation 
pulse then the tracking attempt will be successful. If however the 
detection represented a false alarm, then the tracking attempt will 
cause a false alarm loss time (T ) to elapse before the error is
V
realised and the search is continued. When T^ is sufficiently large 
that the penalty for an incorrect tracking attempt will add significantly 
to the mean acquisition time, then it is advantageous to check each 
detection before activating the tracking circuits.
Hopkins [6] describes a search-lock strategy based upon successive 
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(termed a hit) does not cause an immediate tracking attempt, but
tracking is attempted if two subsequent checks agree with the first
detection. Figure 2.52, from [6], shows in block diagram form the
search-lock process. If the first check disagrees (a miss) then
tracking is re-initiated. In the case of a detection not subsequently
confirmed then the false alarm loss time is equal to the check sequence
duration (T ). If the detection is confirmed the next level is o
entered, and at this level there are two possible exits.
1. A further confirmation will initiate tracking.
2. A disagreement will cause a return to the first level.
The checking process continues even if the system is apparently 
in lock. A lack of confirmation of correct code phase on three 
successive occasions will cause a return to the search mode.
A less complex checking process than that described by Hopkins, 
but one which nonetheless gives a significant improvement in mean 
access time when the penalty for an abortive tracking attempt is 
significant, will be analysed in this section. Figure 2.53 shows 
the operation of the system. When the detector threshold is exceeded 
the search process is halted and the following two correlation samples 
are checked. If the correct code phase is indicated by two confirmations 
then a tracking attempt is made. If either or both of the two 
correlation samples do not confirm correct code phase by being below 
the detector threshold then the search process continues. When a 
tracking attempt is initiated it will either be successful, or it will
be unsuccessful with an abortive loss time of The process of
requiring confirmation of correct code phase also leads to the possibility 
of a false dismissal. This will occur if the checking process indicates 
a false alarm but the code phase relationships are in fact correct.
The analysis is simplified by the following three assumptions.












































Figure 2.53 Proposed Search/Lock process to reduce the number of 
false tracking attempts.
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maintained. This requires that the receiver code be clocked exactly 
at frequency f^, and that transmitter and receiver have no relative 
motion. In a practical system however, phase shifts will occur due 
to clock frequency drift and doppler effects.
2. The analysis does not take into account any reverse searching
required if the slip rate exceeds one chip per receiver code sequence 
period.
3. In the case of a correct detection, it is assumed that during the 
checking process, when df equals zero, the autocorrelation pulse 
amplitude and hence the mean of the noise distribution is given by L 
volts. This will only be the case if the two codes are in exact
phase synchronism when the search process is halted.
Code phase shift due to doppler effects and clock frequency drifting
will reduce or extend the acquisition time. The effect of drifts in
code phase during checking will depend upon the integration time, 
the drift rate, and the phase error between the codes. It is not
possible to produce a general description which will cover phase drift
during checking.
If reverse searching is required then this will add to the abortive 
loss time if tracking is unsuccessful. If the tracking attempt is 
successful, then the time required for reverse searching must be 
added to the results obtained here to give the final mean access time.
It is unlikely that the codes will be halted and maintained 
in exact phase synchronism throughout the two correlation samples 
required for the checking process. The results of the following 
analysis however, will give an approximate indication of mean access 
time, and will allow the effects of adjusting the parameters of the 
system to be investigated.
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On receipt of a false alarm, with probability a basic loss
time due to the checking process of 2.T^ = 2L/f^, will occur even if
the detection is subsequently dismissed as a false alarm. During the
checking process each correlation sample will have a probability
of exceeding the detector threshold. P„ will be less than P_ becausefao fa
with stationary codes the standard deviation of the self noise voltage 
is zero. If the detector threshold is exceeded on both samples then 
a tracking attempt will be made, with an abortive loss time of 
The probability of two consecutive correlation samples exceeding the 
threshold will be which is the probability of T^^ occurring.
The mean false alarm loss time obtained over a large number of trials 
is therefore;
Ty : + ffao'-Tft '2.21)c
If an autocorrelation pulse is correctly detected after a mean 
duration given by equation (2.14), and the two check samples confirm 
the correct code phase relationships, then the mean access time is 
simply;
T = T 4- —  mal cdl f c
where T ,, is the mean time to the first correct detection. T is cdl cdl
given by equation (2.14);
^cdl ' ^ - 0 - 5 ) ]d
T^ is determined by equation (2.21).
The probability of one check sample exceeding the threshold is 
given by P^^, which is higher than P^ as the correlation pulse is not 
reduced in amplitude by decorrelation. The probability for false 
dismissal is arrived at by consideration of the conditions giving a 
false dismissal.
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Calling the event 'threshold is exceeded' = 1, and 'threshold 
not exceeded' = 0, then false dismissal will occur for the three 
conditions (1,0), (0,1) and (0,0). The total probability for these 
mutually exclusive events is the sum of the individual probabilities. 
Hence,
P(False dismissal) = P^ (1 - P, ) + (1 - P, ) P^ + (1 - P, )̂do do do do do
P(False dismissal) = (1 - P ^ )  = Pdo f d
If a false dismissal occurs then the search will resume. However, 
the first correlation pulse after the re-initiation of the search 
process will now occur after a duration of L/df rather than L/2df 
(section 2.6.2), because the search is not now starting from a random 
point. Substituting L/df for L/2df into equation (2.15) will give 
the mean time to the next correct detection:
OO
?cd2 = r  Pj <1 - Pa'"’’ "  - ^V = 1
Rearrangement gives:
OO
L d 2  L  Pj (1 - Pj!" (" + IIn=0
For P, less than unity, the infinite series reduces to 1/P., hence: d d
^cd2 = if + " f a - L ’ h d
As described earlier in this section, the mean access time for
correct tracking following the first acquired autocorrelation pulse is:
T - T + ^ ^ mal - cdl fc
For correct tracking following the second acquired pulse:
T T _ 2L 2L
^ma2 - ?cd1 * —  * ?cd2 + ~c c
If correct tracking is finally established after the nth acquired 
autocorrelation pulse, then;
^man = ?cd1 - 1 >c c
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The probability of correctly entering the tracking mode after
2the first correct acquisition is . This is the probability of
receiving two confirmations from the checking process. If the first
correct acquisition is dismissed, with probability P^^, then again 
2P^^ is the probability of entering tracking mode on the next correct
acquisition. Hence the probability of entering tracking mode on the
2second correct acquisition is P. .P^^. Therefore:do f d
Probability(Entering tracking mode on the nth correct a c q u i s i t i o n ^  ̂ 
The mean access time for the serial search system with this check 
facility is given by;
^mac ^mal'^do ^maZ'^do '̂ fd *  ^man'^do *^fd
OO
T = ^  T .P ^\P ^mac man do fdn = 1
Replacing T and P_,;^  man f d
mac = L  f'cdl " #  ' ”’<Ld2 ^  ̂ ' ^do' ' "  ' ^do"’™m=0 c
OO
-mac = if + " f a ' L ’ ^ ' ^do^ "  ‘ ^do^''m=0 d d
OO
( m .  1) . P j  (1 - P j ) ”
c m=0
OO
^mac = df + "fa'^v^ [ l 2 _ L l l  _ o .5] . P ^  (1 - Pm=0 P, do dod
Both series expressions are convergent for P^ and P^^ less than unity, 
giving:
?mac = W  ^ '2-22>d do c do
where T^ is given by equation (2.21).
P^ and n^^ have been derived in section 2.6.3, and using a similar 
approach P^^^ and P^^ will be obtained.
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represents the probability of a noise voltage sample exceeding 
the detector threshold on each of the two check samples following a 
false alarm. Figure 2.54 shows the probability distribution of the 
self noise voltage around the mean. The mean of the distribution will 
be -1 for maximal sequence codes. T represents the detector threshold 
voltage level. Figure 2.54 is similar to figure 2.45, however the 





This represents the variance of the random noise only. The variance 
of the self noise voltage will be zero as the phase relationship between 
the two codes is assumed static over the integration period.
Following a similar approach to that of section 2.6.3 for
P ^ „  = i  [1 - erf ]] (2.24)
o
where is given by equation (2.23).
P i s  the probability of the voltage sample exceeding the detector 
threshold on each of the two check samples following the correct 
detection of an autocorrelation pulse. Because the phase relationship 
between the codes is static, decorrelation will not reduce the pulse 
amplitude. The probability distribution of each sample will be as 
shown by figure 2.55. The variance of the distribution is given by 
equation (2.23).
The derivation for P^^ is identical to that for P^ (section 2.6.3), 
but with the mean of the distribution given by L.
p.,, = i  [1 + erf " ■-- ]] (2.25)
2 V 2 7 0 ^O
The optimum detector threshold level for each of the two check 
samples will not necessarily be the same as that used while the two 
codes are sliding past each other. For high offset frequencies, 
decorrelation can force the optimum threshold to zero. During the
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Prob a b i l i t y  d istribution function 
for interference noise
D etector input 
voltage V
-(T+2) -1 0 T L
Figure 2.54 D i stribution of detector input voltage during each check 
period, for relative code phase shifts beyond i 1 chip 
of synchronization.





Figure 2,55 D istribution of detector input voltage during each check 
period, assuming exact code phase synchronization.
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check sequence a detector threshold setting close to zero will give
an unnecessarily high probability of attempting to track following a
false alarm. The variance of the noise is identical for both false
alarm and correct detection conditions, therefore the optimum threshold
setting will lie halfway between the two possible means, ie at 
(L - 1 )T = 2
Substituting this value for T into equations (2.24) and (2.25)
gives:
P, „ = ^  [1 - erf [ikjLll]] (2.26)
2 2l/27ff^o
= i  [1 + erf (2.27)
Repeating the second example of section 2.6.4, with a time penalty 
for an incorrect tracking attempt (T^^) of 0.1 seconds, produces results 
shown by figures 2.56 and 2.57. The optimum detector threshold shows 
a small increase for low slip rates and poor signal to noise ratios.
This is required to reduce the false alarm rate. The increase is less 
than that required by the system that does not incorporate a checking 
process, (figure 2.50), where the time penalty due to each false alarm 
can be considerable.
Due to the reduction in the number of false tracking attempts, 
the mean access time for poor signal to noise ratio conditions is 
considerably improved. For an input SNR of -5dB the optimum slip 
rate is 1108 Hz and for -20dB is 659 Hz. The corresponding mean 
access times are 0.97 seconds and 2.27 seconds.
2.7 Matched filtering of the correlation samples
2.7.1 Introduction
During a serial search process, the output from the integrate 
and dump filter will consist of a series of pulses representing the 
samples at the end of each integration period. A two integrator 






complete receiver code sequence period, and a sample and hold circuit 
will allow these correlation voltage samples to be retained for 
examination over the following receiver code sequence period. A 
voltage sample having significant amplitude by comparison with the 
majority of the other samples indicates a high probability that the 
two codes were within -h 1 bit of the in-phase condition over the 
integration period producing that sample.
Matched filter techniques can improve the signal to noise ratio 
of a signal and can therefore improve the probability of detection of 
a known pulse when accompanied by random noise. It would be instructive 
to investigate the effect of a delay element matched filter upon the 
correlation parameters and mean access times discussed earlier.
2.7.2 Incorporation of a matched filter into the computer simulation
A delay element matched filter may be realised in practice using 
charge coupled devices [17], and may be readily simulated in a computer 
analysis. In use, each discrete sample representing the result of 
integration of the correlation function over the receiver code sequence 
period is sequentially passed into a number of delay elements connected 
in series (figure 2.58). The output of each delay element is weighted 
and the results summed. The number of delay elements is equal to the 
number of samples required to represent the autocorrelation pulse, and 
the weighting element values are determined by the shape of the pulse. 
The higher amplitude samples of the wanted signal are weighted as 
representing a higher significance than the lower amplitude samples, 
hence the weighting coefficient values are proportional to the amplitude 
of the signal when all of the filter delay elements just contain the 
wanted pulse.
The effects of filtering of either of the two PRBS sequences, 
or at the output of the correlator were not considered in the computer 



















sequences was therefore assumed to be ideal, and matched filter length
and weighting coefficients were calculated based upon the ideal
triangular autocorrelation function. The number of samples forming 
the autocorrelation function, and hence the number of matched filter 
taps, is dependent upon the slip rate between the two codes. The 
triangular pulse extends over a phase relationship of + 1 chip, and 
the number of samples is given by;
^t ■ = c~
s
Cg has been defined earlier as the number of chips slipped over 
each integration period. If is greater than 2 the number of
matched filter taps is constant at 1, ie matched filtering cannot be
used as the autocorrelation pulse is only represented by one sample. 
Using equation (2.4);
2(1 + df )
\  = L.df ■ " '2.28)n
is adjusted to be an integer.
The weighting coefficients for the taps are calculated assuming
that the autocorrelation pulse has a maximum amplitude above zero of
unity, and that the samples forming the pulse are spaced symmetrically
(figure 2.59). The weighting coefficients, (m = 1 to N^), may be
obtained by consideration of the symmetry of the pulse. For even;
W = 1 - C (m - 0.5) m s
where 1 m 0.5 N^.
For odd;
W = 1 - C (m - 1) m s
where 1 ^  m ^  0.5 (N^ + 1 ).
Eg when = 4 the weighting coefficients are;
0.25, 0.75, 0.75, 0.25 
and for = 5 the coefficients are;
0.2, 0 .6 , 1.0, 0 .6 , 0 .2  
With no matched filter present, only a single sample of the 
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Figure 2.39 Matched filter lengths and weighting network coefficients for;
a) autocorrelation pulse represented by 3 samples
b) representation by 2 samples.
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The maximum normalised output from the matched filter, and hence the 
filter gain is given by the sum of the products of the normalised
sample values and the weighting coefficients.
■  £i
This relationship is shown in figure 2.60 for from 1 to 30.
For = 2 the filter gain is less than unity (0^^ = 0.5). For large 
(approximately 8 and above) the graph approximates to the straight
line equation;
°mf = I  ” t * To (2.29
For large the filter gain can be considerable, but a limit 
of practical implementation will exist.
If the matched filter has at its input a random noise voltage 
with a mean of zero and standard deviation (7, the output is given by;
+ .......  + (W| CT)^]^
'2-30)m=1
Equation (2.30) is valid because the random noise sample contained 
within each delay element of the matched filter is independent of any 
other noise sample. The square root of the series term in equation
(2.30) is shown plotted on figure 2.60. By comparison with equation (2.29) 
the following approximate relationship may be used.
% f  " ^^3 ^t * TO^^ (2.31)
The self noise voltage produced by the out of phase correlation between 
the two code sequences has a mean which remains close to -1 for all 
slip rates. For a constant input to the matched filter of 1, the 
output is given by the sum of the weighting coefficients. The mean 
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is included on figure 2.60, plotted against N^. For greater 
than 3 the function may be represented by the straight line equation;
= - [0.496 N. + (2.32)sn t 1 u
For very slow slip rates, when the self noise standard deviation
is small, the rms self noise voltage will be equal to the modulus
of the self noise mean. Using equations (2.29) and (2.32), the 
maximum normalised signal to self noise voltage ratio at the matched 
filter output is; . .
0.496 ^
For large N^, SNR^^ ^  2/3. This compares with a maximum normalised 
signal to self noise voltage ratio with no matched filter of unity.
2.7.3 Simulation results
The computer program used was a modified version of that described 
earlier. The additions to the program involved the calculation of 
the number of matched filter taps, the weighting coefficients of each 
tap, and the matched filter simulation.
Figure 2.61 shows the variation of the minimum normalised auto­
correlation peak against normalised slip rate. An accurate curve 
fitted equation may be obtained by combining the matched filter gain, 
(Gmf, equation (2.29)), with the polynomial expression (equation (2.8)) 
obtained in section 2.5.3, describing the minimum normalised auto­
correlation peak amplitude with no matched filter.
R p' = G . [0.018.C ^ - 0.476.C + 1] (2.33)mf mx s s
The gain of a matched filter with only two taps is less than
unity, and no advantage is gained by the use of such a filter. The
condition N. = 2 is therefore not allowed and hence G _ does not t ml
fall below unity. The results from equation (2.33) are included 








The RMS self noise voltage, and normalised self noise voltage
standard deviation are shown in figures 2.62 and 2.63. Because of the
high autocorrelation peak amplitudes at low slip rates the short code
sequence lengths show inaccuracies in both these sets of results.
With reducing slip rates the rms self noise voltage will approach the
modulus of the self noise mean, M , and the standard deviation willsn
approach zero.
By combining the polynomial expression for the self noise voltage 
standard deviation with no matched filter (equation (2.13)) with equation
(2.31), a curve fit expression for the normalised self noise voltage 
standard deviation at the matched filter output may be obtained.
(L.df ): (L.df )' L.dfn n n+137.78 10.85 2.38 (2.34)
The term + j q I^ does not fall below unity as = 2 is not
allowed. Equation (2.34) is plotted on figure 2.63 for comparison with
the simulation results. It may be seen to give an approximate fit for
shift registers greater than 5.
Figure 2.64 compares the simulation results for the self noise
mean with equation (2.32). If the theoretical results for are not
allowed to fall below unity then equation (2.32) may be seen to give
a good fit to the simulation results.
The normalised minimum signal to rms self noise voltage ratio is
shown by figure 2.65. It can be seen that, as predicted, the maximum 
2normalised SNR is -j. Superimposed on this graph are the SNR results 
from the simulation with no matched filter.
2.7.4 Mean access time for the serial search system incorporating a 
matched filter
To determine the mean access time using equation (2.14), it is 
necessary to establish the detection probability and false alarm rate.
In the absence of the autocorrelation pulse, the distribution 
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figure 2.66. The variance of the distribution is equal to the sum of
2the variances of the self noise ( O' _ ) and the received random noisesmf
2((7̂ f ). The mean of the distribution is no longer constant, as in the 
analysis of the system with no matched filter, but is a function of 
the slip rate. The probability of false alarm is given by the area 
under the distribution curve above the threshold, T.
= P(T <  v)
1  [1 - P(-(T - 2Mg^) <  V  <  T)]
Now,
P(-(T - 2M ) <  V  <T) = 2    -  . exp|-- — — | dv
where (7 is the standard deviation of the combined received randommf
noise voltage and the self noise voltage.
Hence,
T - MP(-(T - 2.M ) <  V  <  T) = erf [----- — ]
and
1 T - MsnP,. = 1  [1 - erf [------ 52— ]]
((kf')' = Omf' + O^mf' = s']
and a  are given by equations (2.13) and (2.16).
The false alarm rate is given by N^^.P^^.
(L - 2)(f + df) T - M
n. = ------- 1  n  - erf [ -]] (2.35)
V 2 . ( a  ')̂mf
N is derived in section 2.6.3. sn
By following an analysis identical to that in section 2.6.3, the 
probability of detection of an autocorrelation pulse of minimum amplitude
L.R^^’ is given by;
1 L.R ' - T
p. = i [1 + erf [ H  ]] (2.36)
^ 2 V z T a Z p
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where is given by equation (2.33).
Taking as an example the earlier serial search system with L = 2047,
“3chip rat e  = 1 MHz., and = 6.57 x 10” seconds, but now incorporating 
a delay element matched filter, the optimum threshold and corresponding 
mean access time may be investigated.
The advantages gained by the use of a matched filter are of 
increasing importance for low slip rates, where the number of filter 
delay elements is high. Under these conditions the matched filter 
gain to the autocorrelation pulse will be considerable, and the mean 
of the self noise voltage will be very much less than -1. Detection 
probabilities may therefore be close to unity and false alarm rates 
low. This enables the serial search system to achieve acquisition at 
received signal to noise ratios less than the reciprocal of the basic 
system process gain. To illustrate this, figures 2.67 and 2.68 show 
the normalised optimum threshold and corresponding mean access time 
at received signal to noise ratios down to -55dB, for the above 
system which has a process gain of +33dB.
For a 2047 chip sequence, slip rates in excess of 652 Hz do not 
allow the use of a matched filter because the autocorrelation pulse 
will only be represented by one sample. The main advantage in the 
use of a delay element matched filter is in achieving acquisition 
with few false alarms in very poor signal to noise ratio conditions.
Figures 2.69 and 2.70 show the normalised optimum threshold and 
corresponding mean access times that will result if the false alarm 
loss time is increased to 0.1 seconds. The normalised threshold level 
requires a significant increase for low slip rates and poor signal to 
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2.8 Conclusions
This chapter has analysed a specific serial search process which 
may be used to acquire code phase synchronization between two identical 
maximal sequence codes. The discussion has assumed use by a spread 
spectrum transmitter-receiver link. The acquisition process relies 
upon a serial search of all possible relative code phase positions, 
by increasing the clock frequency of the receivers code with respect 
to the transmitted code. The correlation function is integrated at 
the receiver over a time period equal to the receivers code sequence 
duration. Because of the clock frequency mismatch between the two 
codes, the correlation function will deteriorate from the ideal 
function discussed in chapter one. The main effects of this decorrelation 
will be a reduction in the amplitude of the autocorrelation peak, and 
an increase in the self noise power. This chapter has analysed the 
decorrelation using a computer simulation, and has produced analytic 
expressions to predict the effects, given code length and slip rate.
Decorrelation during the serial search process has not previously 
been considered in the analysis of mean time for code phase synchronization, 
It has been shown however that these effects can significantly increase 
the mean access time by reducing the probability of detection of the 
autocorrelation pulse, and increasing the rate at which false alarms 
occur.
When the time penalty for a false tracking attempt is considerable, 
it is advantageous to reduce the number of such false tracking attempts. 
This may be accomplished using a simple check process to test the 
validity of each detection. Such a system will significantly improve 
the mean access time under conditions of poor signal to noise ratio in 
comparison to the basic system.
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In the serial search system, the voltage samples representing 
the integral of the correlation function between the two codes are 
compared with a known threshold and then discarded. By storing and 
summing these samples in a delay element matched filter, a considerable 
gain in the autocorrelation pulse amplitude may be achieved. This 
gain depends upon the number of matched filter elements, which is 
related to the slip rate between the codes. The increase in the auto­
correlation pulse amplitude will improve the detection probabilities, 
and so allow synchronization with few false alarms at slow slip rates 
and under poor signal to noise ratio conditions.
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Chapter Two List of Main Variables
Variable Description
Cg Number of chips slipped during each period of integration.
df Slip rate between the receivers code and the transmitted
code (Hertz).
df^ Normalised slip rate, df^ = chips.
c
f^ Clock frequency of the transmitted code.
Gmf Matched filter gain to the autocorrelation pulse.
L Code sequence length. L = 2^ - 1 chips.
Mg^ Self noise voltage mean at matched filter output,
n Number of shift register stages in PN generator.
N^ Number of correlation samples in one chip relative phase
shift.
n_ False alarm rate (second”^).I a
N^ Interference noise power spectral density (Watts/Hertz).
Ng^ Number of samples per second that comprise of purely
self noise and interference terms.
N^ Number of delay elements in the matched filter.
P Slip rate between the receivers code and the transmitted
code expressed as a percentage difference between the two 
code chip durations.
Pj Probability of detection of the autocorrelation pulse.
P^^ Autocorrelation pulse detection probability during each
check sequence.
P^^ Probability of false detection during the period that the
autocorrelation pulse is not present.
P^g^ False detection probability during each check period.
Pg Total received signal power (Watts).
R(r) Autocorrelation function.
R^(T) Normalised autocorrelation function.
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Variable Description
R' Normalised minimum peak of the autocorrelation pulse.
R ’ has a maximum amplitude of unity, and is a function
of slip rate and code sequence length.
Rmf' Normalised minimum peak of the autocorrelation function
at the matched filter output. The maximum value of
R is not limited.mi
T Detector threshold level. For an autocorrelation pulse
amplitude of R ’L , T will normally lie between zero and 
R'L.
TT Normalised detector threshold. T = 7 -.n n L
T^^ Time penalty due to a false tracking attempt.
T False alarm loss time.
T Integration time for the correlation function. T issr sr
equal to the receivers code sequence duration.
t^ Spreading code chip duration when the code clock frequency
is f . c
t^^ The spreading code chip duration of the receivers reference
code when the code clock frequency is f^ +_ df.
Vg^ Self noise rms voltage.
Matched filter weighting coefficients.
€ Relative phase error (seconds) at the receiver between
the reference and incoming codes.
a  Standard deviation of the random interference noise.
(Tg Standard deviation of the self noise voltage.
a  _ Standard deviation of the random interference noise at themi
matched filter output.




T Relative phase shift between the receivers reference code
and the received spreading function. T is expressed as 
a time delay in seconds.
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CHAPTER 3
The Effect of Reference Code Tracking Errors Upon the Recovered 
Data Error Probability When Using Phase Shift Keyed Modulation
3.1 Introduction
There are a number of modulation methods available to encode data
on to the pseudo random spreading code used by direct sequence spread
spectrum systems [1,2]. Some of the possible modulation schemes are
outlined in Chapter One. Of these, sequence inversion keying (SIK) is
the simplest to adopt, and is very suitable for binary data transmission
[3]. At the transmitter, modulation may be achieved with a single
exclusive OR gate operating on the code and data at baseband. Integrate
and dump matched filtering techniques may be used at the receiver for
efficient demodulation. The process gain of the system should enable
error free data demodulation to be performed in the presence of high
noise levels on the transmission path. This however neglects any
deficiency within the spread-despread operation, which itself may be
affected by high noise levels.
Two major contributions to noise dependent losses in the spread-
despread operation which are noise level dependent are;
1 . gain saturation in the mixers due to their finite dynamic range.
This requires some form of age or remote power control to increase the
dynamic range of the receiver.
2. Loss of code synchronization due to the noise level on the control 
signal of the receiver’s reference code tracking loop.
The first of these problems is well understood in spread spectrum 
systems, and age would normally be employed. Poor dynamic range of 
the mixers in the receiver front end and in the code despread section 
of the receiver is a major limitation of the performance however. 
Relatively little has been reported concerning the effect of reference 
code phase jitter on the loss of spread spectrum process gain [4].
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The receiver must maintain its local PRBS code in exact phase 
sychronism with the desired off-air code sequence to prevent loss 
within the despread correlator. Noise on the transmission path masks 
the wanted signal and corrupts the control signal of the reference 
code tracking loop. Chapter four discusses circuits suitable for 
tracking a pseudo random code, and in particular looks at the popular 
delay lock loop (DLL) [5,6]. Corruption of the received signal by 
noise causes phase jitter of the reference code. Further, deficiencies 
within the standard DLL give rise to a mean phase error that is dependent 
upon the noise level present with the wanted signal [7,8].
This chapter considers the effect of phase offsets and reference 
code jitter on the recovered data error rate, when using sequence 
inversion keying modulation and integrate and dump detection.
3.2 Demodulation for sequence inversion keying
3.2.1 Integrate and dump matched filtering
After collapsing the received data modulated code to the data 
bandwidth by correlation with the correctly synchronized local reference 
code, filtering to the data bandwidth will remove much of the unwanted 
interference. An integrate and dump circuit may be shown to give better 
performance than a simple filter [91, and is frequently used for data 
demodulation when SIK modulation is being used.
The optimum detector for any signal that is buried in noise is a 
filter with characteristics to match it to the signal to be detected.
The filter must have a response such that an impulse function applied 
to the input produces at the output a time reversed replica of the 
signal to be detected. It may be seen that an integrate and dump filter 
forms an optimum detector for a binary signal of duration T (figure
3.1 a)). For maximum output, the timing of the start of the integrate 
operation must coincide with the start of the binary data bit (figure
3.1 b)). The final level after time T is stored in a sample and hold 
gate so that the integrator may be reset for the next data period.
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Fitiure 3.1 a ) The impulse response of a matched filter is equal 
to the shape of the signal to be detected. The 
integrate and dump filter is matched for the 
detection of binary signals in noise, 
b) The timing of the dump switch must be synchronized 
to the incoming data rate.
The area under the curve beyond the
threshold represents data error
Pr ob abi1 i ty 
density
Integrate and dump filter 
output voltage
Figure 3«2 Probability density function of filter output voltage 
with input signal levels of +v and -v together with 
added white (iaussian noise.
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When gaussian noise is present with the wanted signal, the filter 
output has a gaussian distribution but with a mean level that depends 
upon the polarity of the signal, (figure 3.2). The data bit decision 
is performed by a threshold detector which, for bipolar signals as 
shown in figure 3.2, must have its threshold set at zero volts for an 
equal probability of detection of positive and negative data bits.
3.2.2 Two integrator, integrate and dump filter
The basic elements of the integrate and dump demodulator are 
shown in figure 3.3. A disadvantage of this circuit is that integra­
tion over the entire data bit period T, is prevented because of the time 
lost due to the discharge time constant of the integration capacitor. 
Also, for the experimental circuit constructed there was a requirement 
to supply the sample and hold gate with a constant input voltage for 
a period, called the aperture period, after the hold command pulse 
had been applied. These two time periods, the aperture time and 
discharge time, formed a significant portion of the data bit period, 
particularly at high data rates.
A double integrator circuit was devised to overcome these draw­
backs. Figure 3.4 shows a simplified circuit diagram of the detector. 
Two integrate and dump filters operating alternately allow one filter 
to be integrating over a full data bit period, whilst the output 
voltage of the other filter is first being sampled and then the charge 
stored within its feedback capacitor dumped. The double integrator 
filter requires a switching pulse logic circuit to control the eight 
switches, but the added cost and complexity allows integration over 
the full data bit period, minimizing the implementation losses of 
the data demodulator. A timing diagram for the switches A to H 
(figure 3.4) is shown in figure 3.5. Switches B and F clamp the input 
voltage to zero volts during the sample period to ensure that the 
charge stored in the feedback capacitor during the previous integration 
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Figure 3.5 Switch timing for dual integr ato r demodulator. 
0 = open, c = close.
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Figure 3.6 Si mplified diagram of switch pulse logic circuit 
for dual integra to r demodulator.
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for the generation of the switching pulses.
The start of the transmitted data bit is timed to coincide with
a known state of the PN spreading code, such as the all ones’ condition.
The timing of the demodulator switching waveforms are arranged to
coincide with a similar state of the receivers local PN reference,
so that once code synchronization has been achieved the demodulator
timings will be correct with respect to the received data periods.
3.3 The effect of reference code tracking error on digital data error 
rate
3.3.1 Analysis of self noise for bipolar PN codes
Non exact alignment of the input and reference codes at the receiver’s 
despread correlator results in a smaller recovered signal component 
and an unwanted self noise term. These effects have been analysed by 
Gill and Spilker [10], who have shown that the self noise term, m(t), 
may be decomposed into a periodic pulse waveform p(t) plus a pseudo 
random ternary sequence r(t) (figure 3.7). The relative timing mis­
alignment of the two codes, 6, is assumed to lie within + t^ of exact 
phase synchronism, where t^ is the code chip duration.
The decomposition of m(t) allows its autocorrelation function 
to be expressed by:
R (r,e) = R (r,e) + R (r,e) + R (r,e) + r (-r,e)m P r pr pr
where R^(T,e), R^(7,€) are the autocorrelation functions of p(t) and
r(t) respectively, and R^^( T,6) = R^^(-7, €) is the crosscorrelation
function between p(t) and r(t).
The power spectral distribution of the self noise component m(t)
may be found by taking the Fourier transform of R^(7, €)
s(f,e) = [1 -  ̂ dkf)
c
+ (^)2 ( 5 ^ )  . 6(f + 2_)
c ^  c cm=-oo
m/0
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Figure 3.7 Produ ct  of max ima l length se quences and its 
decomposition; m(t) = p(t) + r(t).
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The first term of equation (3.1) represents the wanted despread 
signal component, which for long spreading code lengths (large L) may 
be simplified to:
[1 -  J f L ] 2
C
This expression has been used in chapter two to investigate the loss
of signal power when the phase error, €, varies over the integration
period. The remainder of the terms represent the self noise power
which will form interference on the wanted signal. If the data rate
is equal to the code sequence rate, (L.t^) \  then the only self noise
component that will pass through the data bandwidth filter following
the despread correlator (figure 3.8), will be given by the third term
of equation (3.1 ) for m = ^  1. If L is large, then;
slnc^ ^  1
c
and the self noise interference power is given by;
c
Spread spectrum systems usually operate on received signals buried
in high levels of noise, under which conditions the self noise power
due to reference code misalignment will be negligible in comparison
to the noise on the transmission link. For poor signal to noise ratio
of the received signal, the first term of equation (3.1), giving the
reduction in the wanted signal power, is of most significance. However
if the normalised error, increases, the self noise term increases
as (-^)^ and the wanted term decreases as [1 - (-^) .
c c
An alternative derivation, giving the signal to noise ratio at
the output of the data bandwidth filter in the presence of reference
code misalignment, will now be given. The spread spectrum receiver
is assumed to have a perfect age system which maintains the power of
the received signal constant. From the recovered signal and noise
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voltages, the error probability of the data as a function of reference
code misalignment and received noise, will be computed.
3.3.2 Data error probability as a function of received noise and 
code misalignment
For a maximal sequence PN code, the number of runs of P chips
is given by;
2,n-(P+2)
where n is the number of shift register elements [11]. Eg the maximal 
sequence produced by an eight stage linear feedback shift register 
generator contains;
pS = 3 2  separate 'O' chips and 32 separate ' 1 ' chips.
8 — (2+2)2 = 1 6  runs of two consecutive 'O' chips and 16 runs of two
consecutive '1' chips.
2^ (3+2) _ g runs of three consecutive 'O' chips and 8 runs of three 
consecutive '1' chips, 
etc until P = n - 2.
There are then only 1 set of n - 1 consecutive 'O' chips and 1 set of 
n consecutive '1' chips.
Therefore, the number of complete 'O' and '1' sequences, (runs of
identical code chips), is given by;
( n - 2 )
2 . E  . 2
P= 1 \
one run length of n-1 'O's. 
There are L = 2^ - 1 chips forming the maximal length sequence, 
so that the average '1' or 'O' length for a PN sequence is given by;
2 ^  —  1------------ chips (3.2)
2 . 2"-(P+Z) ^ 2
P =  1
For large values of n (n >  8), equation (3.2) is approximately 
equal to 2 chips. Therefore, for the purposes of this analysis the 
PN code may be represented by a square wave, with the duration of each
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cycle equal to 4 t^. Figure 3.9 shows a PN sequence and its representa­
tive square wave. The reference code sequence, also represented by a 
square wave, is shown as having an offset equal to 6. Under these 
conditions the correlator output, shown by the fifth and sixth rows 
of figure 3.9, will consist of a series of pulses each of width 6.
Pre-correlation filtering to the main lobe bandwidth will reduce 
the power in the wanted signal at the output of the despread correlator 
but can improve the signal to noise ratio. A reduction of the filter 
bandwidth can further improve the SNR, but will reduce the wanted 
signal at the output of the despread correlator because of the signal 
distortion introduced by filtering. Ormondroyd and Shipton [2] have 
shown that a filter bandwidth reduction to 60 percent of the main lobe 
bandwidth can improve the received signal to noise ratio by 1.8dB, but 
will reduce the wanted signal power at the output of the despread 
correlator by 0.9dB.
When the received code is non-inverted with respect to the local 
code, the correlator output will be as shown by figure 3.9 a). For 
inverted incoming code, the output will be as figure 3.9 b ). It can 
be seen that for no offset ( 6 = 0 )  the wanted signal (when noise free), 
will be constant at either - ^  or volts. When the local code is 
offset to the incoming code (6 / 0) the wanted signal is given by the 
mean level of figure 3.9 a) or b). When 6 =  t^ (one chip offset) the 
mean level of the signal will be zero, and it would not be possible 
to recover the data. It is further assumed that the low frequency 
performance of all circuits used would be sufficient to allow negligible 
collapse of the signal mean level towards zero volts, when random 
data is used.
An analysis of the waveform, figure 3.9 a), now follows to 
determine the mean level, and hence signal voltage variations, with 6.
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Figur e 3»9 Il lus trating the rep resentation of a PN sequenc e by a 
square wave, and the re pr esentation of the correl ato r 
output when  the two codes have relative timing offset 
of €.
Mea n  level
1 —  2
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Figure 3. 10 The recove re d signal volta ge  is represen te d by the 
mea n  level of the correl ato r output.
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By inspection of figure 3.10;
c
The mean signal level for non-inverted and inverted code is;
±  1  I  (3.3)
This analysis applies when the signal to noise ratio is infinity. When
noise is present the signal level will be reduced by the age. Let
the received signal power in the main lobe bandwidth be given by S^,
and the received noise power in the same bandwidth equal N^.
The age maintains the input power to the receiver’s despread
correlator constant at — r watts.4
Therefore S. + N. =
Rearranging gives;
i i 4
N, =i S. (3.4)
4[1 + N i
The voltage level of the received signal is given by;
I/ST = + ----    (3.5)
Equation (3.3) gives as a function of € for a code voltage of
2 When the received SNR is less than infinity the constant voltage 
of + in equation (3.3) must be replaced by |/^ from equation (3.5). 
Theref ore,
V [ 1  - J|J-]
n = + ---------—  (3.6) for 0 < <1
and 0 < ^  +00
The random noise power at the input to the receiver’s despread 
correlator is given by equation (3.4). The noise standard deviation
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is given by )/NT.
V]/N^ = CT̂  =
For an interference signal consisting of unfiltered white noise, 
the noise power will not be altered by multiplication with the receivers 
reference code. The noise voltage output of the despread correlator 
will therefore have the same standard deviation as the input. Filtering 
to the data bandwidth will reduce the noise power by an amount equal 
to the process gain of the receiver, G^. Hence the noise standard 
deviation at the output of the filter is;
V  = - J ^ =  ' 3 - 7 '
The mean of the noise will be equal to the mean signal level,
%  =
Because the age maintains the input power to the correlator constant, 
the effect of increasing noise is to reduce the wanted signal level.
The effect upon the probability distribution of the signal voltage 
will be as shown by figure 3.11. The data decision detector is assumed 
to be a voltage comparator, with its reference voltage set in this 
case to zero volts. Any voltage above zero volts will be considered 
to represent data '1', voltage below zero volts representing data 'O'.
The data error probability is given by the area under the tail of the 
curve that has crossed over the slicing level. As this area is identical 
for both positive and negative polarity data it will only be necessary 
to calculate the area for one signal polarity, taken as positive.
Figure 3.12 shows the probability curve for one level of noise 
and positive polarity data. The area to be found is the area that 
lies below the comparator threshold level, which is a distance from 
the mean of the curve. Hence the probability of error;
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Data filter output voltage
Figure 3.11 The age circuit causes the signal mean level to reduce 
with increasing noise power. The noise voltage spreads 
out the distribution of the filter output voltage and 
increases the probability of error.





Figure ?.12 Distribution of data detector input voltage 
for positive polarity data.
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= 1 - Probability (v <  2^^) 
where v represents a normally distributed random variable.
V - M-nThe probability curve may be normalised by the transformation [—— ---- ],
nf
allowing the use of standard probability tables for a function having
a mean of zero and a standard deviation of unity.
V - M-nTherefore P = 1 - Probability [v <  —— ---- ].
® ^nf
Setting V = 2|u gives;
^nP^ = 1 - Probability [v < — — ]
'nf
From equations (3.6) and (3.7);
[ 1  -  
' 1 c
-  V  - r p  - M i  [ 1  -  < 3 . 8 )
N“ ’
Equation (3.8) is used in conjunction with standard normal probability
tables to produce the 3-dimensional plots of figures 3.13 a) to 3.18 a).
3.3.3 Experimental verification of data error probability as a function 
of reference code offset and input signal to noise ratio
Verification of the threshold results was achieved by construction 
of a baseband spread spectrum system (figure 3.19). A data test set 
was used to originate pseudo random data and to record the error rate 
after transmission through the spread spectrum link. Sequence inversion 
keying was used for modulation of the spreading code by the data, and 
integrate and dump filtering followed the receivers correlator for data 
demodulation. The filter employed two integrators, as described 
earlier, to minimize the practical circuit deficiencies. Low pass 
filtering to the main lobe bandwidth was placed at the 'transmitter* 
output and the ’receiver’ input. The low pass filters were five pole 
Bessel filters, which were constructed to minimize the phase distortion
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Figure 3.13 Uata error probability (P^) as a function of despread
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Figure 3.14 Data error probability (P^) as a function of despread
code offset and signal to noise ratio.
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Figure 3.15 Data error probability (P^) as a function of despread
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Figure 5.l6 Data error probability (P^) as a function of despread
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Figure 3«17 Data error probability (P^) as a function of despread
code offset and signal to noise ratio.
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Figure 3.18 Data error probability (P^) as a function of despread
code offset and signal to noise ratio.
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Fig ur e 3.19 a) Baseband direct sequence 'transmitter' block diagram.
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Figure 3.19 b) Baseband 'receiver' block diagram.
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of the digital signal [13]. A Butterworth or Chebychev filter, though 
having a more rapid attenuation with frequency above the corner 
frequency, has a non-linear phase/frequency response giving severe 
overshoots and undershoots to fast edges.
The different process gains were obtained by variation of the code 
sequence length and data rate, whilst maintaining the code clock 
frequency constant. Maximal sequence codes of lengths 1023, 511,
255, 127, 63, and 31 chips were used, giving process gains of 30dB,
27dB, 24dB, 21dB, 18dB and 15dB respectively. Both ’transmitter' 
and ’receiver' spreading code generators were operated from the same 
clock generator, synchronization of the two codes being assured by 
loading each generator with an initial condition of all ones’, and 
then starting them simultaneously. This removed the necessity for any 
code tracking circuits at the receiver.
Adjustment of the relative phase between the two spreading codes 
at the input to the receiver’s despread correlator was achieved by the 
following method. The receiver’s despreading code was shifted into a 
delay circuit consisting of a number of series connected shift registers, 
The clocking rate of the shift process was at a frequency of ten times 
the clocking rate of the despreading code PN generator, so that each 
shift register element of the delay circuit stored one tenth of a code 
chip. Adjustment of the relative phase of the two PN codes at the 
receiver’s data despreader could then be accomplished in increments of 
one tenth of a code chip by selecting the outputs of adjacent shift 
register delay éléments.
AGC at the receiver was applied by using a hard limiter prior 
to the despreading correlator. The output signal to noise ratio 
from a hard limiter may be greater than or less than the input signal 
to noise ratio, depending upon the relative input powers. Jones [14]
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has analysed the effect of an ideal hand limiter and band pass filter 
acting on two sinusoidal bipolar signals with added gaussian noise.
The signal to noise ratio of the wanted signal at the output of the 
limiter depends upon the power of the accompanying signal and noise.
Figure 3.20 plots the ratio of output SNR to input SNR for various 
levels of input signal to signal power ratio. The upper curve represents 
the situation of one signal only in noise, and indicates that the output 
SNR can vary between +3dB greater to -IdB less than the input SNR.
An ideal age system would employ variable gain amplifiers with a wide 
dynamic range. The received total signal and noise power would be 
measured, and the gains adjusted to maintain the signal plus noise 
power at the input to the despread correlator constant. In this 
situation no SNR gain or loss occurs, and the signal to noise ratio 
at the input to the despread correlator is the same as that received.
The experimental and theoretical results obtained for each value 
of process gain are shown in figures 3.13 to 3.18. It may be seen 
that for each value of process gain the measured data error rate 
corresponds to a signal to noise ratio approximately 2dB worse than 
the theoretical predictions. The two major implementation losses 
causing the reduction in performance are;
1. reduction in the autocorrelation peak because of main lobe filtering,
2. reduction in the signal to noise ratio at the input to the despread 
correlator due to the degradation by the hard limiter for low SNR's.
If the reduction of 1.OdB in the power level of the correlated signal 
due to hard limiting and filtering the received PN code is used as a 
correction factor [12], the experimental results are in excellent 
agreement with theory. Input signal to noise ratios better than OdB 
will be improved by the hard limiter, however most spread spectrum 
systems operate with an input SNR very much less than OdB.
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Figure 3.21 Effect of tracking jitter.
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For high signal to noise ratios it can be seen that the system 
is very tolerant of receiver code offset for data error rates that 
would be considered low in a voice communication system (error 
probability < 1 0  ^ ). Reducing the input signal to noise ratio increases 
the sensitivity to offset at a rate depending upon process gain. 
Filtering the spreading code lowers the performance in the region of 
perfect synchronization, but decreases the sensitivity to small levels 
of reference code phase error.
3.4 The effect of reference code phase jitter upon the data error rate
3.4.1 Analysis of signal power reduction at the output of the despread 
correlator
Reference code mean phase error may be eliminated or reduced 
to insignificant values by careful design of the code tracking circuits. 
Chapter four presents a tracking circuit in which the mean phase 
error does not exceed 0.03 of one chip at input signal to noise 
ratios of -30dB. Random variations of phase error are inevitable 
however when tracking a signal buried in noise.
It has been determined by Spilker [5] that if the rms jitter of 
a ZA delay lock loop should exceed;
(4—  = 0.3 chips, 
c
then there is a high probability that the tracking loop will lose 
lock. This has been confirmed by observation of the tracking loop 
described in chapter four. It was further noted that rms jitter levels 
of ;
—  = 0.1 chips 
c
can be very disruptive to the recovered data by allowing occasional 
transients of reference code phase offset to cause excessive data errors
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The effect of tracking jitter upon the average value of the 
wanted signal may be readily analysed [4]. Figure 3.21 shows the 
triangular autocorrelation peak representing the amplitude of the 
wanted signal at the despread correlator output as a function of 
reference code phase error. If the standard deviation of the tracking 
jitter is then the probability of the reference code phase error 
taking a specific value, €, is given by;
P(€) = ---    . exp 12 0  ̂̂
Ÿ2—  2 T'27rô
In this expression it is assumed that the mean value of the phase 
error is zero.
If the input signal power is S^, then the despread correlator 
output voltage v^ as a function of reference code phase offset is;
V  - ............  ^= 1/S“  [1 + |-] for -t < 6 <
V , = ]/s7 [1 - for 0 < e < +td c
These expressions assume ideal non filtered codes at the input to 
the despread correlator. The average value of the output signal is 
therefore given by;
E(v^) = ysT [1 + . p(e) . de
-/-00 c
+ 00
+ I [1 - — ] . P (€ ) 
Jo c
de
E(v^) = [1 - 2 . P(e) . de]
Jo
r+(x>




2 . a 2
then E(v^) = [1-1/------ i-]
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The degradation in signal power due to tracking Jitter is therefore;
'c
Figure 3.22 shows the signal power degradation in decibels as a 
function of the rms phase jitter in chips.
3.4.2 Theoretical derivation of the error probability of the recovered 
data as a function of reference code jitter and received signal 
to noise ratio
From equations (3.6) and (3.7) of section 3.3.2, and assuming 
ideal ('brick wall') filtering, the signal voltage at the output of 
the receivers data bandwidth filter is given by;
V = ' (3.9)
and the noise variance;
On/ = g—  (3.10)
The assumption is made that the receiver incorporates an ideal age
system that maintains the total signal plus noise power constant at
— y watts.4
The mean of the noise voltage is also given by equation (3.9) . In
equations (3.9) and (3.10);
ê = which is the normalised phase error (-1 < € < +1) 
c
2  "2 = peak signal voltage 
Gp = process gain 
SiTj—  = received signal to noise ratio 
i
When é is a gaussian random variable of standard deviation = — , the
c
signal voltage given by equation (3.9) will also be a gaussian variable, 
The probability distribution of lél is;
2. exp
P( lei ) =
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Figure 3.22 The effect of reference code tracking jitter upon 
the recovered signal power.
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Figure 3•23 Probability distribution of despread signal voltage 
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The factor of 2 arises because both positive and negative ê will 
produce the same effect (figure 3.23). The probability distribution 
is therefore taken as one-sided.
The probability distribution of the signal voltage v^ is given by;
d
where |é| is expressed as a function of v^.
From equation (3.9);




The negative sign indicates that the signal voltage reduces with 
increasing offset, and will be neglected as a negative probability 














Compare equation (3.11) with the standard expression for the probability 
distribution of v^, with the signal voltage being a single sided gaussian
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where (7 is the standard deviation of the signal voltage.
It is shown in section 3.3.1 that it is necessary to determine ^  for 
the calculation of error probability, where \x is the mean of the 
combined signal and noise and (7 is the standard deviation of the 
despread correlator output voltage. The mean p is given by the signal 
voltage v^ with |ë| = 0, as the reference code mean offset is assumed 
to be zero. From equation (3.9);
2 [ 1 +
1
The variances of the signal and noise add to give the total variance,
2






Theref ore; -I 1
•%-NT 1
(3 .1 2 )
Equation (3.12) is used with normal probability tables to produce the 
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b) M e a s u r e d .
Figure 3.24 Data error probability (P^) as a function of despread
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Figure 3.25 Data error probability (P^) as a function of despread
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Figure 3.26 Data error probability (P^) as a function of despread
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Figure 3.2? Data error probability (P^) as a function of despread
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b) M e a s u r ed .
Figure 3.28 Data error probability (P^) as a function of despread
code jitter and signal to noise ratio.
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Figure 3.29 Data error probability (P^) as a function of despread
code jitter and signal to noise ratio.
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3.4.3 Experimental determination of data error rate for Jittering 
reference code
For experimental measurement of the effect of reference code 
jitter upon the recovered data error rate, it was necessary to allow 
the rms jitter levels to be independent of the input signal to noise 
ratio. A code tracking loop could not therefore be used, and the 
baseband direct sequence 'receiver' of figure 3.19 a) was modified 
to enable the reference code phase to be randomly jittered. For the 
model to be accurate, it is important for the probability of the 
reference code phase error to have a normal distribution. Further, to 
enable comparisons to be made with the practical baseband tracking 
loop described in chapter four, the jitter frequency components were 
filtered to that obtained from the practical tracking loop.
The clock pulses for the receivers despreading code generator 
were passed through a voltage controlled delay circuit. This circuit 
enabled a control voltage to adjust the relative phase of the two 
codes at the receivers despreading correlator by up to + 2 chips.
The operation of the voltage controlled delay will be described by 
reference to the block diagram and waveform diagrams of figure 3.30 a) 
and b) respectively. The circuit was designed to operate with input 
and output clock frequencies of 3.1875 MHz. The input square wave 
was divided by four and used to operate a monostable, providing 
pulses of 30 n.sec duration with a spacing of 1 .25 p.sec. These 
pulses reset a ramp generator which generated a linearly increasing 
ramp having a period equal to four input clock pulses. The ramp and 
control voltage formed the input to a voltage comparator, producing 
at the output a negative going edge with a phase dependent upon the 
control voltage. Finally, the following four monostables were 
connected as a resettable bistable oscillator, producing four clock 
cycles at 3.1875 MHz, for every negative going transition at the 













The controlling voltage was obtained from white noise that had 
been passed through a filter with an identical transfer function to 
the baseband delay lock loop of chapter four. Figure 3.31 shows a 
circuit diagram of the filter, which consists of an ideal operational 
amplifier integrator preceded by an active lag-lead filter. Overall 
feedback is applied for d.c. stablization which is necessary as the 
op-amp integrator is open loop for d.c. voltages. The filter corner 
frequencies were 1.0 rad/sec and 7.6 rad/sec. Figure 3.32 shows 
a block diagram for the baseband 'receiver' incorporating the noise 
filter and voltage controlled delay.
RMS phase jitter was measured by a Hewlett Packard correlator 
in autocorrelation mode. The autocorrelation at zero time shift of 
the phase difference between the clock pulses at the input and output 
of the voltage controlled delay represents the reference code rms 
jitter. The averaging time of the correlator was approximately 5 
minutes. Several readings were taken at each level of jitter, and 
the mean of these was used to calculate the jitter rms level. AGC 
was applied through a hard limiter acting on the input signal and noise,
Figures 3.24 to 3.29 show both the theoretical and measured 
results. Independence of reference code jitter and input signal to 
noise ratio allow construction of the three dimensional graphs shown.
It may be seen that jitter levels of up to (7̂  = 0.01 t^ have negligible 
effect upon the recovered data error rate. Beyond (7̂  = 0.03 t^ the 
data error rate begins to increase rapidly, and above C7̂  = 0.1 t^ 
increasingly frequent transients cause periods of complete loss of 
data and a high probability of loss of lock of the code tracking 
circuit.
A comparison of the theoretical and measured results for process 
gains in excess of 21dB, shows that the measured error rate corresponds 
to an SNR approximately 2dB worse than the theoretical predictions.
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This was noted in section 3.3.3 in connection with reference code 
mean phase offset, and is caused by the reduction in the autocorrelation 
peak due to filtering of the received code, and the SNR degradation 
caused by the hard limiter.
3.5 Conclusions
The basic delay lock loop is very prone to poor tracking for the
reasons discussed in chapter four. Theoretical analysis and experimental
results have shown that large phase offsets may be tolerated for
error probabilities less than = 10 ^ for high input signal to noise
ratios. Many spread spectrum systems however will be operating close 
—6to = 10 under noisy conditions. It has been shown that reference
code misalignment must be kept to less than -p 0.1 chips for band-
limited received codes under these conditions, if code offset is
not to significantly worsen the data error rate.
Code jitter may be kept as low as desired by narrowing the delay
lock loop bandwidth. This can however, adversely effect the loops
acquisition performance, and a compromise must be reached between fast
acquisition and low jitter. By reference to figures 3.24 to 3.29,
it may be seen that if the reference code rms jitter is kept below
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Chapter Three List of Main Variables
Variable Description
G Process gainP
L Code sequence length (chips)
n Number of shift register stages in PN code
generator
N^ Received noise power (watts) in a bandwidth
equal to the main lobe of the PN spreading code 
P Number of consecutive identical chips in a run
P^ Error probability of the recovered data
R(T) Correlation function
Received signal power (watts) in a bandwidth 
equal to the main lobe of the PN spreading code 
S(f) Power spectral distribution
t^ PN code chip duration
e Phase error at the receiver between reference
and received codes 
Time averaged mean signal voltage 
0^ Standard deviation of the noise voltage at
the correlator input 
0^^ Standard deviation of the noise voltage at
the output of the data bandwidth post correlation 
filter
0^ Standard deviation of the signal voltage at
the output of the post correlation filter 
(Try Standard deviation of the receivers reference
code phase jitter (seconds), when the tracking 
loop is locked




An accurate reference code tracking loop for a direct sequence
spread spectrum receiver
4.1 Introduction
Earlier chapters of this thesis have stressed the need for 
accurate phase synchronization between the received data modulated 
code and the locally generated replica code if the data is to be 
recovered with minimum error. Chapter three has shown that a steady 
state tracking error will increase the error probability of the 
recovered data by reducing the demodulated signal power. It is there­
fore important to maintain the tracking error close to zero even in 
very poor signal to noise ratio conditions.
The initial synchronization process discussed in Chapter two will 
reduce the phase uncertainty between reference and received codes to 
less than one chip. Without a tracking loop to control the reference 
code clock frequency, the relative phase error between the two codes 
will increase as it is highly unlikely that the clock frequencies of 
the received code and reference code will be identical.
There are three main forms of tracking loop available for PN 
code tracking;
1. The Tau dither loop.
2. The time shared loop.
3. The delay lock loop.
A further code tracking technique has been suggested [1] which 
monitors the power in the received signal and makes discrete phase 
adjustments as necessary to maintain the recovered signal power at 
its maximum value.
It has been shown [2-5], that the ideal delay lock loop is capable 
of superior tracking performance than either the Tau dither or time
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shared loops. Its transient performance is superior to the Tau 
dither loop, and the in-lock tracking jitter is improved by 3dB 
over the Tau dither and time shared loops for equal loop bandwidths.
In practice, the delay lock loop suffers from one major drawback, 
that is arm gain imbalance which degrades the in-lock mean tracking 
error in high levels of additive noise, and as a consequence the Tau 
dither or time shared loops are often chosen in preference. This 
chapter describes a new tracking loop that maintains the superior 
performance of the delay lock loop but overcomes the inherent circuit 
deficiencies that cause reference code phase errors. An experimental 
circuit has been constructed and results are presented to illustrate 
the performance of the loop.
4.2 Tracking loops using a single time shared correlator
4.2.1 Tau dither code tracking loop
Within + 1 chip of synchronization the autocorrelation function 
of the pseudo random spreading code has a triangular shape. Figure
4.1 a) shows the autocorrelation function that would be obtained from 
ideal non filtered codes. Most practical systems will have some 
degree of bandwidth restriction however, giving an autocorrelation 
function for filtered codes similar to that shown by figure 4.1 b).
The Tau dither loop impresses a continually varying offset (dither) 
upon the phase of the receiver's reference code, and employs the 
autocorrelation function of figure 4.1 to sense the direction of any 
mean phase offset.
A block diagram of a Tau dither loop suitable for tracking a 
radio frequency modulated PN code is shown in figure 4.2. The code 
generator is clocked by pulses that are incrementally shifted in 
phase in sympathy with the output from a low frequency oscillator.
The despread correlator multiplies the received code and the dithered 
reference code, the output being an amplitude modulated waveform at
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R(t )
a) T  = 2t
R(t )
Figure 4.1 Autocorrelation function for non filtered a), and 
filtered b), PN codes.

































Figure k,2 Block diagram of non coherent Tau dither code 
tracking loop.
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the intermediate frequency. Demodulation recovers the amplitude 
component which is filtered and multiplied by the original low 
frequency dither pulses. Low pass filtering of the resulting signal 
produces the required clock pulse generator control voltage. Figure
4.3 illustrates this process for the three code phase states of; a) 
exact synchronism, b) phase lead and c) phase lag.
For code tracking errors such that the phase dither occurs 
entirely over the linear portion of the correlation triangle (figures
4.3 b) and c)), the peak to peak amplitude of the error signal at 
the demodulator output is not a function of the mean tracking error.
The discriminator characteristic for different dither amplitudes, 
expressed as a phase shift of + A  chips, is shown by figure 4.4. It 
may be seen that for mean phase tracking errors where the recovered 
error signal is not a function of the relative code phase shift (T), 
the slope of the discriminator characteristic is zero. For A =  0.1 
chips, a commonly used dither amplitude, the useful portion of the 
discriminator characteristic occurs only around the relative code 
phase relationship -0.1 < T <+0.1 chips.
When the loop is in lock with zero mean phase error, the phase 
dither of the reference code between the two extremes of -n A  chips 
will degrade the recovered data signal power. Chapter three has shown 
that the degradation will be proportional to (1 - A) , a reduction of
0.91dB for a dither of 0.1 chips. Increasing A  to expand the discriminator 
characteristic can therefore cause a significant reduction in the 
recovered signal power.
The narrow discriminator characteristic means that the Tau dither 
loop can be forced out of lock by relatively small noise transients, 
and its acquisition (or initial pull in) performance is poor. These 
drawbacks are overcome by the time shared tracking loop, where the 
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Figure 4.5 Block diagram of non coherent time shared tracking loop.
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4.2.2 Time shared tracking loop
For an implementation of the Tau dither loop, a compromise has 
to be reached between the width of the active part of the discriminator 
characteristic and the degree of signal power degradation that can be 
tolerated. This major drawback is overcome by the time shared tracking 
loop. In this configuration, the phase jumps of the discriminator 
reference code is provided by switching between early and late code 
signals, with an early to late spacing of one chip. The reference PN 
code used to despread the received signal is not phase modulated so 
that the signal power will not be degraded when the loop tracking 
error is zero. A block diagram for a time shared tracking loop is 
shown by figure 4.5. The discriminator function for this loop is 
identical to that for the Tau dither loop with Z\ = 0.5 chips (figure 
4.4) .
When a single correlator is to be used within the tracking loop 
discriminator a time shared loop is preferable to a Tau dither loop. 
However, Hartmann [2] has shown that for a discriminator using a 
single correlator which is time multiplexed between the early and 
late code displacements, the variance of the jitter when the loop is 
locked is 3dB worse than that of the delay lock loop for identical 
loop bandwidths.
4.3 Delay lock code tracking loops
4.3.1 Introduction
The delay lock loop has been studied in two variants;
1. The voltage controlled oscillator (VCO) loop. The code clock 
generator, which is a varactor controlled crystal oscillator, has its 
frequency varied directly by the error voltage generated from a 
comparison of the phase of the reference and received spreading codes.
2. The voltage controlled delay (VCD) loop.
Both transmitter and receiver code clock generators are assumed to be
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locked to a common reference source, such as a transmitted standard 
frequency. At the receiver, only the phase difference between the 
reference and received spreading codes is unknown. The phase detector 
error voltage controls an analogue delay circuit (section 3.4.3) which 
drives the relative phase between the two codes to zero.
In an environment where the received signal was prone to fading, 
the VCO delay lock loop would not be suitable as loss of signal would 
cause loss of synchronization. Detecting the loss of the incoming 
signal and holding the loop control voltage at its last known value 
would not prevent loss of synchronism. Random noise superimposed upon 
the error signal would force the receiver code clock generator away 
from its correct frequency unless continual correction was applied.
The VCD loop may readily incorporate sample and hold techniques on its 
loop error voltage, as the common reference signal would maintain 
the code clock generator at its correct frequency. The common reference 
signal would be transmitted at a frequency that was not prone to 
fading, such as the 200 kHz standard frequency transmissions from 
Droitwich. Propagation at this frequency is mainly by ground wave, 
which is not affected by large obstructions. Such obstructions are 
often small in comparison to the wavelength at 200 kHz.
4.3.2 Initial sychronization using the VCO loop
A thorough analysis of initial synchronization is given in chapter 
two, but a brief description will be given here for completeness.
A number of methods have been suggested for initial synchronization 
[6-8], however the simplest is the serial search or ’sliding correlator’ 
technique. The clock rate of the receiver’s PRBS generator is offset 
from the transmitted code clock rate by an amount df Hz to enable the 
two codes to slip past each other (figure 4.6). The point of phase 
synchronization is detected and the receiver’s code tracking loop 
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Figure 4.6 Sliding correlator principle, whereby the local reference 
code is allowed to slip in phase with respect to the 
received code.
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Figure 4.7 Delay lock loop tracking circuit with sliding correlator.
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a sliding correlator is given in figure 4.7. For short code sequences 
in conditions of high signal to noise ratio this process is very- 
effective, synchronization being achievable in matters of milli­
seconds. However, for long code sequences and when significant levels 
of noise are present the code search may take many minutes, or in 
extreme cases many hours.
4.3.3 Voltage controlled oscillator, delay lock loop
The dll uses two multipliers, fed with delayed and advanced local 
code information, to obtain a measure of local code phase with 
respect to incoming code phase. A block diagram of a VCO delay lock 
loop is given in figure 4.8. The code phase discriminator consists 
of two identical double balanced modulators and associated buffer 
amplifiers. One modulator is fed with the incoming code and the 
(n - 1) local code, and within 2 chips of exact phase synchronization 
produces the autocorrelation function shown by figure 4.9 a). The 
other modulator is fed with the incoming code and the (n + 1) local 
code and will produce the autocorrelation function of figure 4.9 b). 
These two correlation functions, when fed to the difference amplifier, 
produce the phase discriminator characteristics of figure 4.9 c).
The correct code tracking phase is given by the zero voltage crossing 
point of the characteristic.
If the reference code phases fed to the correlator differ by only 
one chip (figure 4.9 d) to f)), the slope of the discriminator 
characteristic is increased. The in lock tracking error performance 
of the ^A delay lock loop is superior to the 2A dll, however the 
acquisition capability is reduced [9].
4.3.4 Initial synchronization using the VCD loop
All the techniques of synchronization used by the VCO loop may 
be equally applied to the VCD loop. The sliding correlator method 
however may not be so readily implemented, as it would be desirable
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Figure 4.9 Phase discriminator correlation functions; 
a) to c)f 2A discriminator, 
d) to f), lA discriminator.
Where A  = t = chip duration.
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to maintain both transmitter and receiver code clocks locked to their
common reference at all times. A digital phase shifter (dps) may be
included in the code generator clock feed allowing unlimited phase
control of the PN reference code, the phase ajdustments being in
discrete steps. As part of the work contained in this thesis a
digital phase shifter was constructed.
The dps operates by inserting or removing transitions within the
clock pulses. A block diagram and waveform diagrams for the digital
phase shifter used for experimental purposes is shown in figures 4.10
and 4.11. This circuit gave discrete phase shifts of one quarter
chip, enabling initial synchronization to be achieved well within the
pull-in range of a 2A  loop.
With reference to the waveform diagrams of figure 4.11. The code
phase shifts are controlled by the transitions of a low frequency (LF)
pulse train, whose frequency is very much less than the reciprocal
of the spreading code chip duration. The portion of the circuit of
figure 4.10 contained within the dotted enclosure, times these
t
transitions to occur —g seconds after the positive going edge of the
input clock pulses, where t^ is the PN spreading code chip duration.
The timed low frequency pulse train (waveform H in figure 4.11),
is added modulo 2 to a pulse train at twice the final clock pulse
frequency, giving a 180 degree phase reversal for each transition of
waveform H (waveforms C and E). Division of waveform C by 2 produces
the PN clock pulses with an unadjusted duration of t seconds. Each
^ t
transition of the LF pulse train causes a phase advance by —  seconds.
Waveform E is passed through a D-type flip flop which is clocked
by the positive edge of the input clock pulses, producing waveform F.
Division by 2 produces the PN clock pulses, with a phase retard of 
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Figure 4,11 Signal waveforms associated with the digital phase shifter.
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Each cycle of the LF pulse train has two transitions, and
t
produces a phase shift of — ^ seconds. The relative slip between the
incoming and reference codes is therefore;
df = Hz
where f. „ is the frequency of the LF pulse train.Lr
As mentioned earlier, the sliding correlator technique is not 
optimum, and can be slow in comparison with other methods. "ïts 
advantages though are simplicity and hence lower cost and size, and 
is therefore often used in spread spectrum systems.
4.3.5 Voltage controlled delay, delay lock loop
The phase discriminator for the VCD loop is identical to that 
for the VCO loop. The discriminator output however controls an
analogue delay element which enables phase adjustment of the receiver’s
reference code. Control of phase is necessary to reduce the code 
delay error to zero once initial coarse acquisition is completed, and 
to remove random phase variations which may occur in the reception of 
the off-air frequency reference. A block diagram of an experimental 
tracking loop is shown in figure 4.12.
The spreading code chip rate was 3.1875 MHz, which was derived 
from a 12.75 MHz voltage controlled crystal oscillator locked to the 
BBC 200 kHz frequency standard transmissions from Droitwich. Initial 
synchronization was by a serial search process, using a digital phase 
shifter to step the spreading code in increments of 1/4 of a chip.
The decorrelation effects discussed in chapter two do not occur if 
the reference code is stepped in discrete increments. Between the 
phase steps, both incoming and reference codes have identical chip 
durations, and therefore the autocorrelation function is not degraded.
The analogue voltage controlled delay has a linear relationship 
between the control voltage and the phase shift produced. To form a 
true second order code tracking loop it is necessary to include an 









the initial acquisition process, any residual voltage at the output of 
the integrator and active filter must be dumped to prevent unwanted 
offset bias voltages within the loop during tracking.
The requirement for a frequency reference common to both trans­
mitter and receiver increases the cost over the VCO loop, however 
the VCD loop can enable the reference code to remain closely synchronized 
in communication systems where the received spread spectrum signal 
is prone to deep fades.
4.4 Delay lock loop modifications to enable tracking of sequence 
inversion keyed spreading codes
4.4.1 Introduction
Data modulation of the spreading code by sequence inversion
keying (SIK) is frequently used in direct sequence spread spectrum
systems [10]. Sequence inversion keying is shown to be the most
effective form of data modulation, particularly if the synchronized
local reference code is used for range measurement. Frequency shift
keying or delay shift keying cause perturbations of the reference
code as the tracking loop attempts to follow the received data
modulated code sequence. Any time uncertainty which may be caused
by tracking loop deficiencies or by data related jitter will give
incorrect ranging information and less than optimum data demodulation.
Section 4.3.3 has shown that by correlating the received PN
code with phase shifted versions of the reference code the required
phase discriminator characteristic may be formed (figure 4.13).
Phase inversion of the received spreading code however results in
an inversion of the individual correlation functions, and consequently
a change of sign of the loop error control signal. If the bandwidth
of the loop filter is very much less than the data rate (as is
normally the case), then SIK modulation of the spreading code by
random data would give an average error signal at the output of the
loop filter of zero. The simple delay lock loop shown by figure 4.8
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R(t)
Data modulation by sequence inversion 
keying of the spreading code results 
in the inversion of the discriminator 
characteristic.
Because the bandwidth of the tracking 
loop filter is very much less than the 
data rate, SIK modulation by random 
data causes the loop error signal to 
be averaged to zero.
















Figure 4.14 2A delay lock loop employing envelope correlation.
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would therefore be unable to track a sequence inversion keyed pseudo 
random code.
Modifications to the basic dll can enable tracking of data 
modulated spreading code [10,11]. These modifications involve 
filtering and rectification of the error voltage in each arm of the 
correlator, or feedback of the recovered data to remove the code 
inversions at the input to the delay lock loop. A new form of data 
feedback system will be described later in this chapter.
A third version, termed ’code burst synchronization' [12], involves 
no modifications to the dll. As no useful error voltage is developed 
to control the loop during periods of random data, then a percentage 
of the code sequence period may be transmitted as raw code with no 
data modulation. The required error control signal will be developed 
during this period. This results in an effective reduction in loop 
gain by an amount depending upon the ratio of unmodulated code to 
modulated code, but the reduction may be overcome by increasing 
amplifier gains within the loop. The major drawback with code burst 
techniques is the loss of process gain due to the reduction of the 
data bit period.
4.4.2 Envelope detection
A non coherent delay lock loop with envelope detectors suitable 
for tracking a sequence inversion keyed pseudo random sequence is 
shown in figure 4.14. The carrier of the received signal is at a 
frequency f^. Multiplication by the reference code having a carrier 
frequency f + f forms the autocorrelation function at the intermediateO lr
frequency f^^. Within ^  2 chips of correct synchronization, the 
output from each multiplier will be of the form of figure 4.15.
For a coherent tracking loop [4], the local oscillator will be 
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Figure 4.17 For a constant data bandwidth, an increase in the 
pre-detection bandwidth for the demodulator of 
figure 4.1Ù results in a reduction of the output 
signal to noise ratio.
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received signal. A conventional phase locked loop would not be 
suitable as modulation by sequence inversion keying suppresses the 
carrier, and a squaring loop or Costas loop [5] must be employed.
For a coherent dll the bandpass filters would be replaced by low 
pass filters, as coherent demodulation enables the carrier to be 
removed, translating the autocorrelation function directly to 
baseband.
The tracking loop will usually be expected to operate with 
signal to noise ratios in the input bandwidth that are much less 
than unity. The bandpass filters prior to the envelope detectors 
are intended to limit the noise power without significantly effecting 
the signal power. It has been shown [13] that for an unmodulated 
carrier with added white gaussian noise, the signal to noise ratio 
at the output of the square law demodulator (figure 4.16) is given by:
s. 4 ' ^
8.B[B + ^ ]  
i
Siwhere B is the single sided bandwidth of the bandpass filter, and —
i
is the input signal power to noise power spectral density. It is
assumed that the square law envelope detector is followed by a low
pass filter, whose cut-off frequency is low enough to remove the
twice carrier frequency terms. Equation (4.1) may be used to show
the effect of variation of the filter bandwidth (B.Hz) upon the
signal to noise ratio at the demodulator output. For an acceptable
data error rate on a voice communication system employing bipolar
signalling, the demodulator output signal power to noise power ratio 
S
(^) must be at least IldB [14]. If the filter bandwidth is equal 
o
to the data bandwidth then the input signal power to the ratio of
the noise power in the data bandwidth may be obtained form equation (4.1)
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S 4 B" n." "N,
ir = ------------ =
^ 2B^  ̂  ̂IT1 1
s,
giving |j- = 17. IdB. 
i
Increasing the filter bandwidth results in an increase in the total 
noise power without a corresponding increase in the signal power.
Figure 4.17 plots the demodulator output signal to noise ratio as a
function of the ratio of the filter bandwidth to the data bandwidth.
It may be seen that for an optimum signal to noise ratio at the output 
of the square law detector the filter bandwidth must remain close to 
the data bandwidth. The requirement for data communication on the 
spread spectrum link will ensure that the ratio of the signal power 
to the noise power in the data bandwidth is sufficiently high to 
prevent suppression of the required tracking information by the noise.
The non linear element usually employed for AM detection is a 
rectifier (figure 4.18). Its response, being approximately square 
law, will produce an output proportional to the envelope of the input 
signal plus a second harmonic term.
If the input is given by:
E
e . ( t ) = E Cos ( W  t ) [1 + ^  . Sin (CO t ) ] (4.2)1 o o E mo
where E^ = peak carrier voltage
E^ = message signal peak voltage
CÔ  = carrier angular frequency
0^ = message signal angular frequency.
The output will be:
p E
e (t) = [e.(t)] = [ ( 1 + —  Sin (CO t ) ) +o 1 E mo
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Figure 4.18 Envelope detection using a square law element
ej ( t )  o -o ## ( t )
E ,Cos( o) t) + Higher frequency harmonics 
due to limiting which may 
be removed by filtering





Figure 4.20 Discriminator characteristics for an envelope correlator
employing square law detection.
a) 2A discriminator, b) lA discriminator.
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The twice carrier frequency term may be removed by low pass filtering 
to give;
E E E
e (t) = [—^  + ] + E E Sin (CO t )  ^  Cos (2C0 t)o 2 4 m o  m 4 m
J I___________________ I L
DC term Wanted signal Distortion
Synchronous detection of an AM signal requires that the demodulator
has available an unmodulated signal corresponding to the carrier
component E^ Cos (O^t). This may be achieved either by a phase locked 
loop tracking the received carrier, or more simply by hard limiting 
the AM signal to remove the modulation (figure 4.19). Multiplication 
of the received signal by the reformed carrier recovers the message 
information.
With the input signal given by equation (4.2), multiplication by 
E^ Cos (C&^t) gives:
e (t) = e. (t) E Cos (COt) o 1 o o
E ^ E E
e ( t ) = — g—  [1 + -=—  Sin (CO t ) + Cos ( 2C0 t ) (1 + :=—  Sin (CO t ) ) ]o c E m o E mo o
The twice carrier frequency term is removed by low pass filtering to 
give :
E E E
e (t) = \  ° Sin (CO t)
o d cl m
I---- 1 I_________________IDC, Wanted signalterm ^
The distortion produced by square law detection produces a poor 
discriminator characteristic for a 2A or wider correlator, having 
a low detector gain in the region of perfect reference code synchronism 
(figure 4.20 a)). For a 1A  loop however, the distortions cancel to 
produce the straight line response of figure 4.20 b). The synchronous 
demodulator produces no such distortions, and is therefore essential 
if a 2A, or wider, loop with an envelope correlator is to be considered.
The 2A loop gives degraded tracking performance compared with 
the loop, requiring 3dB more signal power for the same tracking
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accuracy [9]. The acquisition performance is superior however for 
the 2A  loop with video or synchronous demodulation correlators. The 
^A loop has a maximum allowable search rate of 1.0)̂  chips/second 
compared to 2 chips/second for the 2A  loop [15]. CÔ  is the natural 
angular frequency of the tracking loop.
4.5 Theoretical analysis and acquisition performance of the delay lock 
loop
Following Spilker [3], appendix one derives the closed loop 
transfer function and shows that the defining equation for the dll 
in the vicinity of PN code synchronization is;
dx X
Using numerical computational techniques the acquisition performance
of the loop may be plotted, showing the reference code normalised slip 
1 dxrate (—  . — ) against the phase offset in chips [15]. 
n
Figures 4.21 and 4.22 show plots produced from equation (4.3)
for 2A  and 1A  delay lock loops. It may be seen that there is a maximum
search velocity at which the loop will acquire, the maximum velocity
being dependent upon the width of the decelerating portion of the
discriminator characteristic. Davis and Al-Rawas [16] have shown that
by increasing the width of the discriminator characteristic the loop
can acquire at higher initial search rates. A further improvement in
acquisition velocity may be made by modifying the polarity of a portion
of the discriminator function during the acquisition process [17].
The 1A  non-coherent delay lock loop has a discriminator function
t
(D(e)) that is linear over its active tracking portion, ^ <  6 <  — ^ ,
3t t
but has a square law characteristic f o r  ^  < --- % and
t 3t
—^ ^ ^(figure 4.20 b)). The phase plane plot is slightly
modified in this case (figure 4.23), but it has been found [15] that 









Figure 4.21 Acquisition trajectory for basic 2A loop. 






Figure 4.22 Acquisition trajectory for basic lA loop. 
Normalised loop gain g = 10.
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Figure 4.23 Acquisition trajectory for lA loop with envelope 
correlation. Normalised loop gain g = 10.
L P F
Input signal 
and noise To loop filter
L PF
PN(t+f+t )
Figure 4.24 Basic dll with low pass filter in each arm.
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difference from that achieved by the basic ^A loop.
The 2A  non coherent loop however, has a very non linear disciminator 
function, with a gain of zero for € = 0 (figure 4.20 a)). The settling 
time for the loop can therefore be significant [4].
4.6 Reference code jitter for basic and non coherent DLL
The delay lock tracking loop will normally be required to operate 
under poor signal to noise ratio conditions, in which case the 
correlation self noise given by n^(t,6) in equation A1.1 may be 
neglected. A further simplification can be made if the code sequence 
length (L) is taken to be very much larger than unity (as is normally 
the case), so that equation A1.1 may be written:
Swhere H(— ) is the linearised close loop transfer function for the loop, 
n
For the 1A  non coherent delay lock tracking loop, the normalised 
mean square tracking error is given by [4]:
+ 00




where G^(f) is the noise power spectral density function (PSD) at the 
correlator output.
The noise bandwidth of the tracking loop is less than the bandwidth




For a second order loop,
\  ^  C ̂  + Ij] (4.5)
With damping factor ^ = —  . B = 0.53 CO .
1/2 ^ n
In solving for G^(f), the assumption is made that the band pass 
filter prior to the detector has an ideal rectangular response of 
bandwidth Hz, and that the loop filter bandwidth is much narrower 
than B^.
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Within the loop filter bandwidth, G^(f) is essentially independent
of frequency.
where is the noise power spectral density (Watts/Hz) accompanying 
the wanted signal.
Substituting for and G^(f) into equation (4.4);
= 4  Ps 2c s
^  = [ 4 4  ^ 4 ^ 4 4 ] i chips (4.6)
c s s
Equation (4.6) is the normalised standard deviation of the reference 
code jitter.
The basic delay lock loop has no envelope detectors, although a 
low pass filter may be included in each arm to improve the signal to 
noise ratio at the input to the differential amplifier (figure 4.24). 
The normalised mean square tracking error is given by:
+ 00= âV IC S J - O O 2 df
The noise PSD at the output of the difference amplifiers is given by:




o; N B ^
—  = [g-p— V  chips (4.7)
c s
Equations (4.6) and (4.7) are valid only when the tracking loop is in 
lock.
The active slope of the discriminator characteristic for the 2A  
loop is half of that for the 1A  loop, and consequently the tracking 
variance is 3dB worse:
282
(4 2 \  2(— ) = — p—  chips for the basic 2A loop. (4.8)
c s
4.7 Variation of loop gain with input SNR for a constant power age 
system
A constant power automatic gain control (ago) system will maintain 
the total power at the input to the receiver’s tracking and data 
recovery circuits at a constant level. Under conditions where the 
total power is maintained at —  watts, the signal power is given by 
equation (3.5):
S = -----   ^  (4.9)
4[1 + SNR" ]
The threshold level for a 2A  tracking loop may be considered to
be the input signal to noise ratio to give a tracking jitter of 
Of





At a higher input SNR the ratio of the new signal power to the signal 
power at threshold is given by;
Si [1 +
^i(th) [1 + SNR"^]
For example, if the threshold signal to noise ratio is -30dB, then the
output signal power at infinite SNR is 1001 times larger than the
threshold signal power. The voltage ratio is increased by a factor
of 31.64. Figure 4.25 shows the ratio;
S. 1
[ n - ^ — ]2
i(th)
at the output of the ago controlled stage versus input signal to noise 
ratio for a threshold of -30dB. A reduction in the signal voltage 
results in a reduction of the tracking loop phase discriminator gain, 
figure 4.25 can therefore be considered to represent the variation of 























Signal to noise ratio at input to 
age. system (SNRj) dB.
Figure 4.25 Ratio of output voltage to threshold voltage 
for a constant power age. system when the 






Figure 4.26 Phaselock loop, basic block diagram,
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Sections 4.8 and 4.14 discuss the effects of a reduction in loop
gain upon the tracking performance of the delay lock loop.
4.8 The effect of oscillator free run frequency on reference code
phase error
4.8.1 Passive loop filter
The free run frequency of the code clock generator will frequently 
be different from the chip rate of the received code. This may be due 
to an actual frequency difference between the two clocks, or to doppler 
shift if either transmitter or receiver is mobile, and must be com­
pensated by generation of an error voltage (e^) by the phase discriminator, 
Figure 4.26 shows a block diagram of a simple phase lock loop.
The phase of the input signal 6^, is tracked by the loop which produces 
the estimate 6̂  when the loop is locked. The VCO frequency is given 
by d W  + CO’, where CO’ is the free run (zero control voltage) frequency 
and dCO is the angular frequency change needed to maintain the loop in 
lock.
From figure 4.26;
dCO = K e (4.10)o c
e = e ,  F(s) (4.11)c d
e , = K . { d . - d )  (4.12)d d 1 o
For a passive loop filter F(s), the response at do is given by 
F(0) = 1 (assuming that the input impedance of the following stage is 
very large).
Combining equations (4.10), (4.11) and (4.12), and putting S = 0;
dCO = K K , { 6 . - 6 ) = G i 6 . - d )o d 1 o 1 o
where G represents the do loop gain.
(0. - e ) = - ^  (4.13)1 o u
Equation (4.13) shows that if G is finite, then for dCO 0 a phase 
error, called loop stress, will exist.
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If wide variations of input signal to noise ratio are expected 
in the incoming signal, automatic gain control (age) or limiting 
will frequently be employed within earlier stages. Variations in 
signal level will alter the phase detector gain, and hence the dc 
loop gain. With d W  fixed, loop gain variations will effect the phase 
error between the received and reference signals.
4.8.2 Active loop filter
The delay lock loop must maintain the reference code phase error 
to small values for efficient data demodulation and range estimation. 
Gardner [18] has shown that replacement of the passive loop filter by 
an active filter will considerably reduce loop stress. For the active 
filter shown in figure 4.27 the dc gain is given by the open loop gain 
of the operational amplifier which can be very large, typical voltage 
gains being 10^ to ic/.
Figure 4.28 gives the Bode diagram gain and phase plots for the 
passive and active filters. It can be seen that for the active 
filter to agree with Spilkers analysis of the passive filter, ’ = R^
and R.| ’ = (R.̂  + R^). Thus the following relationships may be made: 
Passive filter Active filter
Ro g
R. = R_ - 1] R /  =1 2 1 K2
^  K2 K2
R^ = Arbitrary R^' = Arbitrary
g is the normalised loop gain, g = (dc loop gain)
The normalised loop gain when using the active filter is taken to be 
the dc gain of the loop with the active filter bypassed, (ie loop 
gain assuming passive filter). Using the substitutions above, the 
transfer function for the active filter is given by:
p (.§_) =   ^  (4.14)
%  - .
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•i •It
For an ideal operational amplifier with a gain of -oo
the transfer function, F(s) =  ̂•* ^ ^ 2
SCR!
Figure 4.27 Active loop filter,






Passive filter Active filter
Figure 4.28 Comparison of Bode gain and phase plots 
for passive and active filters.
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Substitution of equation (4.14) into AI.2 gives exactly the required 
transfer function of equation A1.3.
A passive lag-lead filter is a poor integrator, whilst an active
lag-lead filter is much closer to a perfect integrator, although still
less than ideal due to the finite gain of the operational amplifier. 
The delay lock loop with an active filter is therefore a far better 
approximation to a true second order loop than is a dll with a passive 
filter.
When the loop is unlocked the phase discriminator output between 
the active correlation periods will be random, with possibly a dc 
offset due to circuit deficiencies. DC offsets within the active 
filter operational amplifier and phase discriminator will cause a 
ramp change in the filter output which, if not corrected, will drive 
the amplifier into saturation. The effect of dc offsets is dealt
with later in this chapter.
Experimental results were taken on a 2A  baseband delay lock 
loop to determine the reduction in reference code offset achieved 
when an active loop filter replaces the conventional passive loop 
filter. The received pseudo random sequence was unmodulated by data, 
and main lobe filters were placed at both 'transmitter' output and 
'receiver' input. The upper corner frequencies of the active and 
passive filters were identical at 7.33 radians/second, giving 
00̂  = 10.37 radians/second and ^ = 1/K2 with g = 10.31. The lower 
corner frequency of the passive filter was 1.0 radian/second.
Six different free run offset frequencies were taken for the 
receiver VCXO clock generator.
Offset frequency (set low) Percentage of locked








The clock frequency of the source code (’transmitted' code) was 
3.1875 MHz, and was maintained by phase locking to the BBC. Droitwich 
frequency standard transmissions on 200 KHz. The gain of the 'receiver' 
VCXO was not constant. decreasing with increasing offset frequency 
according to figure 4.29. Analogue double balanced mixers were used 
for the dll correlators. AGO was not applied, causing the discriminator 
gain to fall through limiting. The normalised gain versus input 
signal to noise ratio is shown by figure 4.30.
These results enable theoretical calculation of reference code 
phase offset purely due to loop stress by use of equation (4.13).
Figure 4.31 shows the measured results for the experimental delay lock 
loop fitted with a passive loop filter. It may be seen that con­
siderable reference code drift due to generation of unwanted dc offsets 
occurs. This is shown by the measured results when the clock generator 
offset frequency is zero. By subtracting this curve from the results 
taken when the clock generator offset frequency was not zero, the 
graph of figure 4.32 is obtained. This shows the reference code offset 
purely caused by loop stress. The theoretical results are also shown 
on this graph, and can be seen to compare favourably with the measured 
perf ormance.
Replacement of the passive filter by the active filter gives the 
results shown in figure 4.33, which may be compared with figure 
4.31. Subtraction of the results observed when the clock generator 
offset frequency was zero gives the graph of figure 4.34, which may 
be compared with figure 4.32. The residual reference code phase drift 
has no directed component dependent upon oscillator free run frequency, 
but appears random, remaining within ^  0.07 of one code chip with 
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Figure 4.30 Without age the gain of the experimental
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Figure 4,31 Reference code phase shift with input signal to 
noise ratio for dll with passive filter. The 


















Input signal to noise ratio (dB)
Figure 4.32 Reference code phase shift with input signal 
to noise ratio for dll with passive filter. 
The phase shift has been compensated to show 













-20 -300 -1 0+10
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Figure 4.33 Reference code phase shift with input signal to 
noise ratio for dll with active loop filter.
The phase shift shown by this graph is due 
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Figure 4.34 Reference code phase shift with input signal to 
noise ratio for dll with active loop filter.
The curves have been compensated to eliminate 
phase shift due to generation of dc offset voltages
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4.9 The effect of arm gain imbalance upon reference code phase error
As shown in the previous section, considerable phase shift of the
reference code still occurs with variations of input signal to noise
ratio, even though the shift due to loop stress has been reduced to
negligible proportions by the use of an active loop filter. Dissimilar
phase and frequency characteristics in the two arms of the discriminator
is the cause of this drift. Such imbalances cause rectification of
the noise to form offset voltages at the output of the correlator
difference amplifier.
An analysis of the error voltage at the output of a 1A  delay lock
loop phase discriminator has been presented by Boyarsky and Fukada [19].
Figure 4.35 shows an envelope correlation network for use in a non
coherent RF delay lock discriminator. The input is given by:
e\(t) = ]/P^ . PN(t - T).x(t,0^) + noise
where is the received signal power, PN(t - T) is the code with delay
T, taking values of + 1, and x(t,CO ) represents a narrow band gaussian—  o
random process with zero mean and unity variance which is centred at
the carrier frequency, Cî .
x(t,CO ) = X (t) Cos (cot) + X (t) Sin (COt) o c o s  o
The signal components at the mixer outputs (figure 4.35) are given by:
Xi(t) I /p7
= . PN(t - T) PN(t - T + t /2).x(t,C0 )
Xg(t) ' C i
where t^ is the duration of one binary digit, CÔ  is the mid band 
frequency of the band pass filters, and T is the delay lock loops 
estimate of the delay T.
The signal components at the output of the bandpass filters are 
Y^(t) and Y^(t). The error voltage at the output of the difference 
amplifier is given by the difference of the mean squared signal terms:
e^(t) = Y^^(t) - Y^^(t)
























Figure 4.37 Offset voltage injected before loop filter.
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where (7), R„ (T) represent the time autocorrelation functions of 
1 2
Y^(t) and Y^ft) respectively. It is shown in [19] that;
1
2 '—  nn=-m
H( jCUj- + jnCOj ) (4.16)
n=m
H( + jnWj (4.17)
where € is the delay error, € = T - T, CO. = -r-r-, Lt = period of PN(t),
^c c ^
and C (e + — 7̂) are Fourier coefficients of the autocorrelation function
" -  ^ t
of the product code PN{t).PN(t + € . The limit of the summation
(m) determines the number of spectral lines that pass through each band­
pass filter. Substituting equations (4.16) and (4.17) into (4.15) gives 
the error voltage:
eD(e) - —  2- [Cn( € + — ) - C^( e  ^) ] .
n=-m n
H ( jCOj. + jnCOj )
(4.18)
when 6 = 0, then C^(—^) = C^(--^) for all values of n, and e^(E) = 0.
However, should the two arms of the discriminator network not be 
identical then for e^(€) = 0, € =  E* ^ 0.
If the transfer functions of the bandpass filters in figure 4.35
are H^ ( jCJ) for the upper arm, and ( jCO) for the lower arm, then the
error voltage in equation (4.18) becomes: 
n=m
'D
^s ^c<e) = 4  L  [c (e+2 —̂  nn=-m
( jCü^+jnCü^ )
For e^(€) = e^^f*) = 0;
n=m
^s V  ^c
n=-m
( jCOj. + jnCÔ  )
( jCüj- + jnCOj ) ] = 0 (4.19)
To a first order approximation, E* may be obtained from equation (4.19);
e* 1 H2(jU^) - H^(jCOj)
t “ 2c + H/jCüj.)
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4.10 The effect of dc offset voltages on reference code phase error
DC offset voltages, other than that due to noise rectification,
may occur in any of the stages. This may be due to component value
drift through ageing, supply rail variations, or temperature variations.
Operational amplifier offset bias must be carefully set up initially,
particularly in the phase discriminator difference amplifier. Any
unwanted bias in this stage will be compensated by a shift of reference
code phase relative to incoming code phase, producing an error voltage
of equal magnitude and opposite polarity to the offset voltage. Figure
4.36 shows a block diagram of a phase lock loop, with an active filter
of transfer function f(s), and a DC offset of ^  D volts injected after
the filter.
By inspection of figure 4.36;
A K
0 = -0-^ [e, F(s) + D]O b  d —
At dc F(s) is very large, being the open loop gain of the operational 
amplifier.
. *. e F(0) ^  D 
and the dc offset has negligible effect.
Figure 4.37 shows the phaselock loop with an injection of -n D volts 
prior to the active filter.
The voltage controlled oscillator (VCO) output phase is given by;
K A F(s)
%  =  ["d ±  D]
Substituting ^ ) gives;
K A F(s) K K. A F(s) K A F(s)
At dc F(s) is large and K^.K^.A.F(O) >$> 1.
Therefore, ( ^  - 0̂ ) = showing that the effect of dc offsets prior
d
to the loop filter will depend upon the phase detector gain.
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4.11 Delay lock loop implementations that are insensitive to arm gain
imbalance
The Tau dither and time shared loops do not suffer from arm gain 
imbalance, as only one phase detector is employed, being time shared 
between the early and late channels. The noise performance however, 
is approximately 3dB worse than the delay lock loop. It would be 
advantageous therefore to retain the two discrete phase detectors 
of the delay lock loop.
Hopkins [20] has suggested a process of switching around the 
phase discriminator to overcome the effects of arm gain imbalance. 
Figure 4.38 shows the configuration for the double dither loop, and 
figure 4.39 shows the equivalent model for analysis.
The input to the discriminator is given by:
e. (t) = l/P~ PN(t) Cos (cot) + n(t)1 ' s o
where is the received signal power, PN(t) represents the code, CÔ
is the angular frequency of the carrier, and n(t) is a random voltage
due to added white gaussian noise.
The output from the two multipliers (figure 4.39) consists of a 
signal term (x^, x^) plus a noise term (n^, n^)• The crosscorrelation 
between the outputs is given by:
1 r ?= Lim [-^ [x^(t) + n^(t)] [x2 (t + T) + n2 (t + T)]dt]
T-^oo
Expanding this expression produces:
.T ,*T= Lim [-̂ [I x^(t) x^(t +T)dt +j n^(t) n2 (t +T) dt
.T . T
+ x^(t) n2 (t + T)dt + I x^(t + T) n^(t) dt]]
•Lt -Lt
The two final terms are eliminated because the noise and the 
signal are uncorrelated. The first two terms may be written as:
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-» Early code













Figure 4«39 Equivalent model of double dither loop.
dĵ (t) and dg(t) are switching functions
taking values 0 or 1.
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Writing R (T) in detail:
n^n^ ^+T
R (r) = Lim [n(t) PN(t + € - t /2]
"^"2 T-^oo y ^
— i
.[n(t + r )  PN(t + 6 + T+ t /2)] dt]
where € is the phase error between reference and incoming codes.
,.T /.T
R (T) = Lim [-^ [ n(t) n(t + T) dt] [I PN(t + € - t /2)
"l"2 T^oo J_^ c
•PN(t + € + T + t /2) dt]]c
The input noise process n(t) is assumed to be white gaussian, so
that the noise correlation term is only non zero for T = 0, at which
point it is equal to N^/2. is the input noise power density in 
watts/Hz.
Therefore ;
R = 0 for T ^ 0.
^1^2
N t t
R = — p Lim ["pTtT I PN(t + 6 — — p) PN(t + € + — p) dt] for T - 0.
"l"2 T^oo ^— 1
However, the magnitude of the autocorrelation function for a maximal
sequence PN code with a relative phase shift of one chip is equal to 
-1L , which for large L is approximately equal to zero.
Hence R (T) ~  0 for all T.
This shows that the noise terms n^ and n^ are statistically
independent. Also, since the noise terms at the detector outputs (n^^,
n^^) ar-e functions of n^, and (n^^, are functions of n^, then
n^^ and n^^ statistically independent of n^^ and ^2 2 '
Rice [21] has shown that when the input to a square law device
consists of a signal, Cos pt, and white gaussian noise;
V = V Cos pt + Vm N
the dc component of the output voltage is;
V ' r




where j w(f) df is the average value of being the noise
voltage. The signal output from square law detector number 1 
(figure 4.39) is therefore given by;
(4.20)
where is the two sided bandwidth of the band pass filter prior to
the square law detector, and is the gain of the square law device
with v^ its dc offset.
R (e - —^) is the received code and reference code correlation c 2
term:
R ( C “ — P ) - Lim [•pTp 
T-^oo
.+T
PN(t) PN(t + e - t /2) dt] c
-T
The result in equation (4.20) is based on the assumption that the 
detector input bandwidth is small compared with the code rate t^ - 1
so that the signal input to the square law device is a sine wave of 
amplitude ^P^ R^( 6 - t /2).
Following from above, the signal component output for each of the 
four detectors is:
Y_(t,€) = K, [N^ W. + 1  P R ^ ( e - t /2)] + V.11 1 o 1 2 s c c 1
(4.21)
Y._(t,e) = Kp [N W_ + 1  P R ^ ( e- t /2)] + Vp 12 2 o 2 2 s c c 2
Y,,(t,e) = K, [N^ w, + 4  P R ^ ( e+ t /2)] + V,21 1 O 1 2 S C C 1
Y__(t,e) = K_ [N W_ 4- 1  P R ^ (6+ t /2)] + v_22 2 o 2 2 s c c 2
The output of the phase detector is:
Cj^(t,e) = d^(t) [Y^^(t,e) + n^^(t) - Y^^{t,e) - n^^ft)]
+ d^(t) + n^^it) - Y2^(t,e) - n2^(t)]
d^(t) and d^(t) are switching functions:
d^(t) = 1 - dg(t) = 0 or 1
If the switching frequency is much larger than the loop filter bandwidth,
which is usually narrow to reduce the effects of noise, then the wanted 
error voltage will be the time averaged value of e^, denoted by D(6).
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D(e) = j  [Y^^(t,e) + Y^glt.e) - Y^^lt.e) - Y^jlt.e)] (4.22)
Substituting equations (4.21) into equation (4.22);
K + K
D(e) = -4 [ R ^ ( e - t / 2 ) - R  ( e + t / 2 ) l2 2 C G O  C
The offset voltages have been eliminated and the gain factors and 
Kg have been lumped to form an average gain of (K.̂  + Kg)/2.
The term [R ^ (€ - t /2) - R ^ (€ + t /2)] forms the 1A  delay c o c o
lock discriminator function.
An alternative configuration to make the delay lock loop insensitive 
to arm gain imbalance has been proposed by La Flame [22]. The proposed 
phase discriminator is shown in figure 4.41. The operation of the 
discriminator may be best shown by comparison with the standard dll 
configuration (figure 4.40). The loop error signal may be obtained 
by inspection from figure 4.40.
e^(t) = [H(s) Gg PN(t) PN(t + € + t /2)]^
- [H(s) G.J PN(t) PN(t + e - t /2)]2 (4.23)
The noise term n(t) has been neglected as it does not contribute to 
the useful error signal. The gain factors G.̂ and Gg include all the 
contributions to gain in the two arms.
For the discriminator of figure 4.41 the loop error signal may be 
seen to be :
e^(t) = [H(s) Gg PN(t) [PN(t + € + t /2) - PN(t + 6 - t^/2)]]
X  [H(s) PN(t) [PN(t +  e - t /2) + PN(t +  € + t^/2)]]
Multiplying out this expression gives:
e^(t) = G., Gg [H(s) PN(t) PN(t + 6 + t^/2)]^
- G^ Gg [H(s) PN(t) PN(t + e - t /2)]2 (4.24)
From equation (4.23) it can be seen that if G.̂   ̂Gg then an unwanted 
offset in e^^t) will occur. Equation (4.24) however shows that the 
alternative configuration is insensitive to such imbalance. The phase 
detector of figure 4.41 does not require an envelope detector, as 
detection of the wanted signal is performed at the output multiplier.
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e^(t) = PN(t) + n(t)
H(S)







Figure 4.40 Standard dll phase discriminator,
H(S)
(t) = PN(t) + n(t) PN(t+£- -ÿ) + PN(t+€+ -^)ei
H(S)
PN(t+f+ -^) - PN(t+£- ~ )
Figure 4.41 Alternative dll phase discriminator.
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This does however indicate a possible drawback with this phase 
detector when operating in a non coherent mode at an intermediate RF 
frequency, in that phase tracking between the arms is critical. This 
problem does not occur when the phase detector is operated at baseband.
4.12 Experimental switched delay lock loop
4.12.1 Introduction
An experimental tracking loop was constructed that employed 
reference sequence switching at the discriminator input and polarity 
correction switching of the error signal at the VCO input. By suitable 
switching of the early and late local reference codes, the discriminator 
characteristic is alternately switched between normal and inverted.
To restore the wanted loop error signal to a unidirectional form, 
polarity inversion switching is employed immediately before application 
to the clock generator. Unwanted offsets that occur at any point 
within the loop are converted into a square wave ripple component.
Figure 4.42 shows a block diagram of the switched delay lock 
loop. Envelope detectors were not used in the experimental circuit 
as unmodulated baseband code was used for the tests. The analogue 
multipliers used within the discriminator however had sufficient imbalance 
to cause considerable phase drift, as shown in section 4.8.
4.12.2 Reference code switching
Inversion of the discriminator characteristic may be achieved in 
two ways :
1. Polarity inversion of each local reference code will invert the 
respective autocorrelation function (figure 4.43 a)), the combined 
signal at the output of the difference amplifier then forming an 
inverted discriminator characteristic.
2. Swopping the ’early’ and ’late’ reference codes (figure 4.43 b)). 
Polarity inversion is easily implemented using exclusive OR
gates, the reference code being applied to one input and the switching 
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Figure 4.45 Modified active loop filter for switched dll
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did not prove suitable in practice however, as amplitude non linearities 
within the multipliers caused switching rate offsets which appeared 
as valid control signals.
Code swopping involved more complex gating, but this was readily 
implemented using AND and OR gates. The reference codes PNl and PN2 
in figure 4.44 then being:
PNl = PN(t + f + t )—  c
PN2 = PN(t + t 7  t ) c
4.12.3 Active filter switching
Reversal of the error signal through the loop requires modification 
to the loop filter to prevent averaging of the error signal to zero.
The feedback path components were switched as in figure 4.45, the 
switching being in synchronism with the reference code reversal.
The switching components in the feedback path of the filter 
caused high frequency instability because of the additional phase 
shift. The gain and phase margins of the circuit were improved to 
prevent instability by limiting the high frequency gain of the operational 
amplifier.
Switching transients lasting approximately 4 psec were removed 
by simple gating to prevent disturbance to later circuitry. The code 
reversal switching was timed to coincide with the PRBS all one’s 
condition, which for a code length of 255 chips clocked at 3.1875 MHz 
gave a duration between reversals of 80 psec. The active filter 
transients therefore formed five percent of the switching duration.
By alternately reversing the filter feedback path components 
only valid error signals were correctly integrated, but dc offsets 
within the filter or prior to it did not cause a continuous ramp 
voltage at the filter output when the loop was unlocked. An alternative 
filter configuration was tried in an attempt to reduce the phase 
shift on the feedback path (figure 4.46). This however was not 
successful as offset voltages caused continuous ramping of the filter
3 0 8
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Figure 4.46 Alternative switched active filter.
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output, even when the loop was locked.
4.12.4 Voltage controlled crystal oscillator driver stage
The final stage preceding the VCXO performed two main functions.
1. Switching of the loop error signal to restore it to a unidirectional 
voltage and to change unwanted offset voltages to a square wave ripple 
component.
2. Shifting the do level of the error signal to give the correct 
driving voltage for the VCXO.
Figure 4.47 shows the VCXO driver stage and part of the code 
clock oscillator. The input circuit of the crystal oscillator formed 
an RC low pass filter with a corner frequency very much lower than 
the loop switching rate. This filtering was sufficient to reduce the 
square wave ripple component on the loop control signal to negligible 
levels, and no other low pass filtering was used.
4.12.5 Performance of the switched delay lock loop
Reference code offset versus input signal to noise ratio for 
the switched dll is shown by figure 4.48. Six different clock generator 
free run frequencies were used as before, and it may be seen that the
reference code does not drift by more than + 0.03 of 1 chip for input
signal to noise ratios down to -30dB.
Figure 4.49 compares the reference code jitter versus input SNR 
for the three loop configurations.
1. Non switched loop with passive filter.
2. Non switched loop with active filter.
3. Switched loop with active filter.
Only the switched dll with an active loop filter was able to track the 
incoming code at signal to noise ratios down to -30dB, the earlier 
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to noise ratio for the switched dll.
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Figure 4.49 Reference code jitter versus input signal to noise 
ratio for the three different loop configurations.
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The comparison of the jitter performance for the three tracking 
loop configurations show that the modifications do not make the jitter 
performance worse, and that the final switched dll with an active 
filter performs at least as well as the basic dll with passive filter.
4.13 Measurement of receiver code phase
Relative phase shift and jitter of the receiver's reference code 
was monitored by a phase detector comparing transmitter and receiver 
code clocks. Both clock feeds were divided by four to give a measurement 
range of ^  2 chips. The output from the phase detector was connected 
to a Hewlett Packard correlator, measuring rms jitter in autocorrelation 
mode, and phase offset in probability density mode.
The correlator measures probability density in discrete samples 
across the screen, giving a series of points which may be recorded 
on an X-Y plotter. A curve passed through these points will give the 
probability density curve for the receiver's reference code phase.
These curves are not normalised, the area under each curve should be 
equal but the correlator monitors only the maximum height of each 
curve, halting the plot when this height reaches the top of the 
display screen. For measurement of phase offset however, only the 
position of the mean of the curve is all that is required.
Figure 4.50 shows the curves obtained for a non switched loop 
with a passive filter. The dotted curve represents the plot obtained 
without noise added to the input signal and with a clock offset 
frequency of zero Hertz. This may be taken as the reference point.
With loop stress applied the code phase may be seen to shift, and
with the addition of noise to the input signal the phase shift increases
considerably.
The addition of an active loop filter produces the series of curves 
shown in figure 4.51, for the same degree of loop stress.
Figure 4.52 shows a series of curves obtained for the switched 




















Figure 4.50 Non normalised probability density curves for 



















Figure 4,51 Non normalised probability density curves for 

















Figure 4.32 Non normalised probability density curves for 
switched dll with active filter.
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residual shift may be seen to occur, but this remains small.
4.14 Phase discriminator employing digital exclusive OR correlators
The experimental results presented so far have been obtained on 
a delay lock loop which incorporated analogue double balanced mixers 
to multiply the reference and received codes. AGC was not applied to 
the input signal and noise, and limiting within the multipliers 
caused the discriminator gain to fall. The reduction in gain with 
input signal to noise ratio is shown by figure 4.53.
An alternative form of correlator has been constructed using 
exclusive OR logic gates, with the input signal and noise converted 
to TTL logic levels by a hard limiter (figure 4.54). An increase 
in the noise power causes suppression of the wanted signal in the 
limiter and a reduction in discriminator gain. Figure 4.53 also shows 
the discriminator gain versus input signal to noise ratio when digital 
correlators are used, and it may be seen that the gain reduces rapidly 
with falling SNR.
Spilker [3] has shown that the loop gain has negligible effect 
upon the acquisition trajectory of a delay lock loop under noiseless 
conditions, provided that the loop gain is significantly larger than 
ten. Ormondroyd and Al-Rawas [23] have investigated the maximum 
acquisition velocity as a function of input SNR for a dll employing 
analogue correlators and ideal age, and a dll with a hard limiter 
and exclusive OR correlators (figure 4.55). It may be seen that there 
is little difference in the performance of the two loops, with the 
digital correlator having a small advantage in initial search rate 
over most of the curve.
The main effect of a reduction in loop gain is upon the in-lock 
performance of the loop. For a true second order dll, ie one that 
employs an active loop filter, the loop natural frequency and damping 
factor is given by:
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where G is the dc loop gain, and Tj, are fixed time constants 
associated with the loop filter:
1 + s T g
F(s) = s
The parameters of the dll used for the experimental investigation of 




for a noiseless input signal
T| = 1 sec, = 0.136 sec 
For a comparison between the performance of the dll with a passive 
loop filter and the dll with an active loop filter, the dc loop gain,
G, assumed that f(0) = 1.
By taking account of the dependence of the phase discriminator 
gain upon input SNR (figure 4.53), the loop parameters W^, ^ , and 
the noise bandwidth (equation (4.5)), may be plotted as a function 
of the input signal to noise ratio. Figures 4.56 and 4.57 show these 
parameters for the experimental dll with analogue and with digital 
correlators. Using equation (4.8), the theoretical jitter performance 
for the two loop configurations may be plotted for comparison (figure 
4.58). With falling loop gain the noise bandwidth of the loop decreases, 
restricting the effects of the noise upon the in-lock jitter performance. 
For the dll with passive loop filter however, a reduction in loop gain 
degrades the mean tracking error which exists as a result of the loop 
stress (see section 4.8).
Figure 4.59 shows the mean tracking error with no loop stress for 
the delay lock loop with digital correlators and an active filter.
The exclusive OR correlators in each arm of the discriminator were
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Figure 4.38 Measured and theoretical results of rms jitter 
versus input signal to noise ratio.
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much more closely matched than the double balanced mixer correlators 
used by the analogue discriminator. As a result the tracking performance 
of the non switched digital dll was considerably improved in comparison 
with the non switched analogue dll, the phase error remaining within 
+ 0.07 of 1 chip for signal to noise ratios down to -30dB. The digital 
dll with polarity inversion switching had a mean tracking error close 
to that achieved by the non switched loop, but significantly worse 
than the switched loop with analogue correlators. This shows that the 
mean phase drift was not due to deficiencies within the tracking loop 
but was probably connected with the hard limiter.
4.15 Switched delay lock loop employing data feedback
To investigate the performance of the switched delay lock loop 
in tracking a sequence inversion keyed direct sequence signal, a 
tracking loop employing a novel form of data feedback was constructed.
The results obtained for data error probability at a given input 
signal to noise ratio may be compared with the theoretical and simulated 
results discussed in chapter three.
The switched delay lock loop with an active filter had the addition 
of a one data bit period delay in the loop error control signal path, 
so ensuring that the data information and associated loop error control 
signal were available at the same time. The one data bit delay was 
formed by an integrate and dump filter followed by a sample and hold 
gate (figure 4.60). Twice data rate polarity inversion switching was 
employed around the phase discriminator to prevent data modulation of 
the offset voltages due to correlator imbalance. Data rate polarity 
inversion switching around the whole loop was retained to compensate 
for drift within the loop dc amplifiers. A simplified diagram of the 
data feedback delay lock loop is shown in figure 4.62.
Excessive time delay in a phase lock loop can give rise to a 
number of stable or false lock points. Develet [24] has shown that 
for high gain loops with a passive loop filter the stable lock points
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Figure 4.60 Loop error control signal correction.
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occur at frequencies offset from the signal frequency ty (4k - ^)/U.T^ Hz 
where is the total loop time delay in seconds, and k = 1, 2, 3 ... 
etc. It is further shown that for the loop to lock, the initial offset 
frequency must be less than Hz.
For the experimental data feedback dll, the greatest delay within 
the loop occurred for process gains of 30dB, ie the loop error signal 
was delayed by one data bit, which was equal to 1023 spreading code 
chips. For a clock rate of 3.1875 MHz the maximum loop delay is:
T  - --------   - 3.21 X 10 ^ seconds
3.1875 X 10^
Therefore, the initial offset of the VCD must be less than,
df < --------  -T- 778 Hz
4 X 3.21 X 10
For a 2Adelay lock loop, the maximum initial search velocity to 
acquire lock is 2 chips/second. The experimental dll had = 10.37 
radians/second, giving a maximum VCO offset frequency of 21 Hz, which 
is well within the limit imposed by the loop time delay. In practical 
use the data feedback dll performed well, giving jitter and offset 
results close to that measured for the earlier baseband dll without 
data modulation. Data feedback can offer a useful alternative to 
such proposals as code burst delay lock loops, as no loss of process 
gain results.
The loop cannot achieve lock on a sequence inversion keyed data 
modulated PN code until reference code synchronism is sufficient to 
enable the data to be recovered. As shown in chapter three this 
depends upon the process gain and the input signal to noise ratio.
Figure 4.61 shows the measured response at the output of the loop 
error signal correction circuit (figure 4.60) within +_ 2 chips of 
code synchronization. The data used to modulate the spreading code 
was a pseudo random sequence generated by a data test set. The 
dotted curve shows the discriminator characteristic with an unmodulated 
spreading code. Data modulation produces random inversions of the
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discriminator characteristic which are averaged to zero (shown by 
the spiked solid curve of figure 4.61). Within + 1 chip of code 
synchronization the data demodulator can correctly recover the data 
and the normal discriminator characteristic is recovered. Figure 4.61 
was plotted for the case of a noise free signal. With an input SNR 
around OdB though, the data correlator requires phase synchronization 
to be well within + 1 chip before the data is correctly recovered.
Under these conditions the discriminator characteristic becomes con­
siderably narrowed and the acquisition performance of the loop becomes 
very poor. The problem may be resolved by using a data correlator 
capable of recovering data over the entire + 2 chip discriminator curve
[16].
4.15.1 Results obtained with single user plus white gaussian noise
Two versions of the data feedback delay lock loop were constructed.
1. Digital correlators (exclusive OR gates) were employed for tracking 
and data recovery. The input signal and noise was hard limited to 
obtain the signal levels necessary to operate the digital circuits. 
Constant power age was not applied to the input of the hard limiter.
The signal level was constant and the noise level was varied to give 
the required SNR.
2. The exclusive OR gates were replaced by balanced modulators, and 
the hard limiter was removed. The input signal and noise levels were 
adjusted to maintain the total power constant.
AGC systems are complex and can be less than ideal in operation.
It is desirable however to control signal levels to prevent overloading 
and consequent uncontrolled non linearities. As discussed earlier, 
hard limiters provide control of signal levels but at the expense of 
a slight degradation in the output SNR when the input SNR is poor.
They are however inexpensive and easy to implement, and it was felt
that a comparison of the two would be instructive.
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Figure 4.63 shows the recovered data error probability versus 
input signal to noise ratio, covering six different process gains from 
15dB to 30dB, for the switched delay lock loop with data feedback.
Figures 4.64 and 4.65 show the reference code offset and jitter as a 
function of input signal to noise ratio. For a given SNR both reference 
code offset and jitter increase as process gain is reduced. The 
estimate of the data becomes increasingly incorrect and the loop error 
control voltage contains an increasing proportion of random polarity 
inversions. A point is eventually reached when the data is so badly 
corrupted that the loop error voltage is virtually zero, and the loop 
drifts out of lock as the VCO returns to its rest frequency. The 
data errors make the data unusable well before this stage.
The results for data error probability when using balanced 
modulators are very similar to the case when using digital correlators.
The spectrum analyser used for estimating signal to noise ratio allowed 
settings to within IdB only, and it was found difficult to accurately 
estimate the noise power levels from the screen of the spectrum 
analyser. Because of these experimental inaccuracies, consistent 
trends in the comparison of the two dll configurations are not evident.
The measured results for reference code mean tracking error are similar 
in magnitude for both cases, but jitter results indicate a slight 
worsening of the performance for the digital correlator at low signal 
to noise ratios.
4.16 Conclusions
The two main tracking loops available for use with pseudo random 
codes are the time shared loop, and the delay lock loop. Both operate 
on a similar principle by comparing early and late versions of the 
reference code with the incoming code to obtain phase tracking information 
The delay lock loop forms its comparisons simultaneously using two 
separate correlators, whilst the time shared loop employs a single 
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arm gain imbalance and is often selected in preference to the delay 
lock loop, even though the variance of the in-lock tracking jitter has 
been shown to be approximately 3dB worse than the dll [1].
This chapter has shown how the delay lock loop may be modified 
to remove the effects of arm gain imbalance and improve mean phase 
tracking error without sacrificing the loops jitter performance.
An experimental delay lock loop operating at baseband has been 
constructed, and mean phase errors of within -k 0.03 chips at input 
signal to noise ratios down to -30dB have been measured. Experience 
of the loop has proved it to be immune to deliberately injected offset 
voltages that would have caused severe phase errors or loss of lock 
in an unmodified delay lock loop.
It has been shown that it is possible to incorporate the switched 
delay lock loop within a data feedback circuit to enable tracking of 
a sequence inversion keyed direct sequence signal. The recovered 
data error rate has been found to be limited purely by the noise 
over the transmission path and not by any deficiencies within the 
tracking loop. Indeed, the switched dll with data feedback has shown 
itself capable of maintaining its mean tracking error to within 0.01 
of 1 chip at received signal to noise ratios so poor that the recovered 
data is completely unusable.
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Chapter Four List of Main Variables
Variable Description
A Amplifier gain
d^(t), d^ft) Switching signals, 0 or 1 (d^(t) = 1 - dU/t))
e^(t,E) Delay lock loop phase discriminator output
voltage
Peak carrier voltage 
E^ Peak message voltage
F(s) Loop filter transfer function
fj, Signal intermediate frequency (Hz, radians/
second)
f^P Frequency of pulses controlling the operation
of the digital phase shifter (Hz), f^p <K f^ 
f^, Signal carrier frequency (Hz, radians/second)
G DC loop gain (G = K K F(0))
g Normalised loop gain. Normalization is by
division by
Phase discriminator gain (volts/chip)
K VCO gain (rad/sec - volt)
L Spreading code sequence length (chips)
n^(t) Random noise voltage at the correlator output
n^(t,€) Correlation self noise (voltage)
P^ Received signal power
PN(t) Representation of the pseudo random code as a
function of time PN(t) = +1 or -1 
T Signal propagation delay between transmitter and
receiver
T Receiver's estimate of the signal delay
t^ Spreading code chip duration when the clock
frequency is f
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e Delay error (seconds) between the receiver's
reference code and the incoming code € = T - T 
$ Loop damping factor
CÔ  Natural angular frequency for the tracking loop
(radians/second)
W  VCO free run frequency (radians/second)
dCO VCO angular frequency change needed to maintain
loop in lock
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Experimental delay lock loop incorporating inversion 
switching at code sequence rate around the whole loop, data 
feedback for removal of data modulation and twice data rate 
inversion switching around the correlator.
Switched data feedback dll undergoing measurement.
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Chapter 5
The Application of Spread Spectrum Techniques to Local Area
Networks (LANs)
5.1 Introduction
Data networks are an important facility for modern industrial 
life. Such multiple access schemes allow many users to make use of 
central computing facilities, and permit interaction between computers 
that may be widely separated. The network size may vary between the 
connection of a few terminals in one building for an inter-office 
communication facility, to a Worldwide network such as the SITA 
network used for Worldwide airline reservations [1,2].
The individual users of the system often require only very short 
access times at random intervals (termed 'bursty' users). Many such 
users may therefore utilize the system but all require access more or 
less on demand. Various schemes have been introduced to share the 
limited network facilities between the many users [3-5], some of these 
will be outlined within the following section.
There are two network configurations in common use at present;
1. Line switched type.
2. Message or packet switched type.
An example of the line switched network may be found in the local 
public telephone system. A user makes a request to send information 
to a destination, and a complete circuit or route is then established 
prior to the commencement of the message. The time from the initial 
request to the final establishment of the link can be significant.
When messages are short but frequent as from a bursty user, the 
message, either complete or in short packets, is allowed to work its 
way through the system, queueing at nodal points where necessary.
Each message or packet begins and ends with a unique code to enable 
identification, and also carries the address of its destination. It 
may be introduced into the network at specific allocated time intervals
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to slot in with the other user messages (synchronous data transmission), 
or it may be allowed into the network immediately it has been generated 
by the source (asynchronous data transmission or statistical multiplexing) 
[6,7].
Message or packet switched networks require complex buffering and 
routing ’concentrators' at nodal points to combine and route the many 
low speed transmissions into one higher speed transmission. Such 
functions are readily performed by mini computers, and with improved 
technology these systems are becoming more cost effective. At present 
many applications involving the handling of a few data sources use 
frequency division (FDM) or time division (TDM) multiplexing.
Frequency division multiplexing requires that the available 
bandwidth of the channel be split up into segments. Each user will 
be allocated a segment so that for example, six 150 bits per second 
terminals might be multiplexed over one voice grade line. However,
FDM is wasteful of the channel's resources as guard bands have to be
provided between the frequency slots to allow for oscillator instability 
and filter roll off characteristics. FDM has in the past though been 
relatively inexpensive.
Time division multiplexing makes more efficient use of the 
capacity of the channel than FDM. TDM allocates a time slot to each 
data terminal so that many low speed inputs may be combined to form 
a high speed output. Synchronization of the multiplexing switches is 
important to ensure correct demodulation with no crosstalk. The 
efficiency of TDM and FDM relies upon the flow of messages from each 
user. Users not sending data mean that the time or frequency slot 
allocated to them remains unused. Combinations of the various multi­
plexing techniques may be used. Eg several remote terminals can be 
frequency division multiplexed into a common data buffer, and the
resultant combined signal transmitted over a higher speed line to a
remote concentrator for combining with other signals.
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Section 5.2 discusses some techniques used by existing multiple 
access schemes at present in use. Section 5.3 discusses a spread 
spectrum based system suitable for small site networks, such as 
inter-office communication. Section 5.4 discusses the effects of 
other users upon the tracking performance of a direct sequence receiver, out­
lining the requirement for offset spreading code clock frequencies 
amongst the users, and section 5.5 predicts theoretical user capacities 
for communications between modems over a lossy link.
5.2 Outline of existing multiple access schemes
5.2.1 Introduction
Three forms of network configuration for a multiple access 
system are shown in figure 5.1. The three diagrams represent concentrators 
feeding a centralised computer facility. The individual data terminals 
are not shown but are assumed connected to their respective concentrators.
Three methods for multiple access operation of these networks will 
be described, each network may support different schemes at various 
stages, eg from terminal to concentrator and from concentrator to the 
remainder of the network.
5.2.2 Statistical or asynchronous multiplexing
For statistical multiplexing, each terminal or data source is 
connected via individual lines to the input ports of the concentrator.
The ports are continually scanned following a predetermined strategy 
to see if messages are waiting to enter the system, or an interrupt 
procedure may be used in which an incoming message notifies the 
processor that it requires entry.
The role of processor or concentrator is readily performed by 
a mini or micro computer with associated storage. A concentrator block 
diagram is shown in figure 5.2. The outgoing block assembly unit 
represents the process of forming message packets and adding control 


















Figure 5,2 Concentrator block diagram.
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of scanning the buffer for messages destined for a particular output 
link, as well as the strategy of assigning one or more trunks needed 
to handle messages over that link.
5.2.3 Polling techniques
Centralised structures, such as those shown in figure 5.1, 
frequently adopt polling techniques as the control discipline. A 
centralised structure is a system whereby all terminals or data sources 
feed their data to one central facility. The converse of this would 
be a system of terminals capable of passing information between 
themselves and a number of widely spaced computer facilities.
Two forms of polling discipline exist, roll-call or bus polling 
and hub or distributed polling. In the roll-call system each message 
source is interrogated in turn by the central source. On the arrival 
of a polling message the source polled transmits all messages waiting 
to the central system. On completion of the message transmission, the 
next source is polled, and so on until all sources have been interrogated 
when the cycle repeats itself.
In hub polling, the central source initiates polling by interrogating 
the message source at the end of the loop. This source transmits any 
waiting data and then signals the next source in line to begin trans­
mitting. At the completion of the cycle, with all sources connected 
into the loop interrogated, the central source regains control.
Contention techniques are also used for centralised structures, 
where data sources request permission to transmit from a processor 
designated as ’master’.
Polling and contention techniques allow only one source to 
transmit at a time, so preventing messages from different data sources 
being transmitted simultaneously and garbling each others transmissions. 
The price paid however, is increased time delay due to the polling 
mechanism or to the request to transmit a message in a contention scheme.
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5.2.4 Random access techniques
In applications where data sources generate bursty messages with 
low duty cycle (eg an enquiry-response situation), it is possible to 
allow all sources to transmit at will [8]. The statistical spread 
of the messages and their short duration is relied upon to reduce 
the possibility of two sources transmitting simultaneously. When a 
message is successfully received at the destination an acknowledgement 
is transmitted in a broadcast mode over a separate channel to all 
users. If two sources should transmit simultaneously so that their 
messages overlap then no acknowledgement is sent, and both sources 
retransmit their data after a random time interval.
The attraction of the system lies in its simplicity, as it requires 
only a limited control mechanism and can therefore be readily applied 
to situations where the terminals must transmit by radio, as in 
satellite communications or mobile radio networks. Random access 
techniques are also widely used over wired networks, the Ethernet 
system [9] being an example of this technique that has proved very 
popular. With increasing frequency and duration of messages the system 
rapidly collapses however. Increasing the number of newly generated 
messages improves the chance of a message collision (simultaneous 
transmission of two or more messages). This in turn increases the 
number of re-transmissions, which further increases the chance of a 
collision, and a runaway effect occurs. The actual throughput must 
thus be considerably less than the maximum possible, and the pure 
random access scheme (pure Aloha) allows at most only 18% of the 
capacity to be utilized. This appears very inefficient, but is 
adequate for many purposes.
If the users are constrained to transmit in specified time slots 
only (slotted Aloha) collisions will now occur only if two or more 
messages arrive at the receiver during the same time interval. Since
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there can be no overlap of messages from adjacent intervals the 
capacity of this scheme is twice that of the pure Aloha system.
There is an increased cost in complexity however, as all transmitting 
terminals must be synchronized. Propagation delays must be taken 
into account within the synchronization scheme.
5.3 Spread spectrum multiple access schemes
5.3.1 Introduction
Spread spectrum techniques can provide an important alternative 
for local area networks to the systems outlined in the previous 
section. Smythe and Spracklen [10] have outlined some of the advantages 
of a spread spectrum LAN, the major advantage being that of data 
security. Linear PN codes are not secure, however it is possible to 
use secure codes for the data spreading and despreading operations 
where the information is of a sensitive nature. For the system outlined 
in this section, each facility to be accessed may be allocated its own 
unique PN spreading code, so that many users may make use of the network 
simultaneously. A user wishing to access a certain destination may 
do so, assuming that the destination is not already in use, by coding 
its transmitted data with the required spreading sequence.
The physical realisation of the network may involve coaxial cable 
or optical fibre for the data carrying circuits, fed with spread 
spectrum modems. Each facility would be connected through appropriate 
interfacing to its modem. Baseband modulation and signalling may be 
employed, however a 3dB increase in process gain can be achieved if 
the spread data is used to modulate a radio frequency carrier as the 
bandwidth is twice that of the baseband signal.
A system has been described by Freret [11] which uses spread 
spectrum communication over a radio link between a central computer 
and terminals sited within a large open building. Spread spectrum 
techniques are used by Freret mainly to combat multipath propagation, 
and polling techniques are used to distinguish one terminal from another.
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5.3.2 Comparison between proposed and existing schemes
Of the systems previously outlined, only frequency division 
multiplex can establish a true continuous connection between a number 
of users over a common link, though time division multiplex achieves 
the same result as far as the users are concerned. FDM is comparatively 
simple and cheap to operate as each device capable of accepting input 
data would be allocated a frequency slot, and modems need only trans­
late the input data to or from a modulated carrier at the appropriate 
slot frequency. With dedicated slot assignment though, the capacity 
of the line is wasted when facilities are not being accessed. This 
also applies to TDM with dedicated time slot assignment. As only a 
limited number of time slots or frequency bands are available, the 
system has a well defined upper limit on the number of users. Spread 
spectrum systems, on the other hand, degrade gracefully with over­
loading. If the number of users should exceed the normal capacity 
of the system the error probability of the received data will increase. 
This can be offset by lowering the data rate and hence increasing 
the process gain of each spread spectrum demodulator.
5.3.3 Spread spectrum multiple access data loop requiring a common 
synchronization signal
Hirosaki et al, have described a spread spectrum multiple access 
data network [12] based on a continuous loop which could be cable or 
optical fibre. Figure 5.3 shows the system which consists of a 
synchronization node and a number of user nodes. The synchronization 
node transmits a reference maximal sequence code to which all the 
user nodes are phase locked. Each user node is then assigned a 
maximal sequence code which is identical in 1,0 distribution to the 
sychronizing code, but phase shifted by differing amounts from it.
The advantage of using the same maximal sequence for each user is that 
the correlation between a wanted code and a phase shifted version of 











Figure 3«3 Spread spectrum multiple access LAN proposed by Hirosaki [l2]
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Data modulated code plus 
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Figure 5.5 Local area network using code division multiplexing 
based on spread spectrum techniques.
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spurious correlation peaks.
A node that is receiving a message has the ability to remove its 
received spread spectrum modulation from the network. The source node 
originating the message also has the ability to remove from its input 
any spread spectrum modulation that is intended for the node with which 
it is communicating. The suggested method of signal removal involves 
multiplication by the reference code, high pass filtering, and further 
multiplication as shown by figure 5.4. The reference code must be 
synchronized with the data modulated spreading code on the loop, so 
that the first stage of multiplication in correlator 1 despreads the 
code to the data bandwidth. High pass filtering removes the data, and 
further multiplication in correlator 2 removes the phase inversion 
modulation imposed upon the other user signals in correlator 1.
If the data rate and code sequence rates are identical, as is 
normally the case for spread specturm systems, high pass filtering the 
spreading codes to a degree sufficient to attenuate the demodulated 
data to negligible levels will distort the other user spreading codes, 
creating spurious sidelobes on the autocorrelation function. This 
difficulty may be overcome by ensuring that the data rate is less than 
the lowest frequency component of the spreading codes, eg by arranging 
for the duration of each data bit to be equal to or greater than the 
duration of two code sequence periods. An alternative method for 
the addition and removal of signals is suggested in section 5.3.5.
The ability to remove signals from the loop is important as it 
reduces the other user interference to nodes further on in the loop. 
With reference to figure 5.3, if node number 1 is communicating with 
node number 4, then other users 2 and 3 can sense that node 4 is 
busy by detecting the presence of the PN code. Nodes 2 and 3 will 
therefore not attempt to pass messages to node 4 until it is available. 
Node 4 will remove its signal from the network, but now all subsequent 
users will be unable to detect that node 4 is busy and may try to
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communicate with it. In this event node 1 will remove any PN carrier 
intended for node 4. A user attempting to communicate with node 4 
will realise its failure to do so when it does not receive an acknowledge­
ment after transmitting its message.
5.3.4 Proposed spread spectrum code division multiple access (CDMA) 
network
The physical link between the modems may be in the form of a 
coaxial cable or a fibre optic link. LED transmitters used in optical 
links suffer from poor linearity at present giving high second order 
distortion, so a coaxial cable link is assumed. The link will be in 
the form of a loop, carrying signals in one direction only between the 
modems, as shown in figure 5.5. Each modem will have an insertion gain 
of unity, so that it may be removed if necessary and replaced with a 
passive link, making no change to the remainder of the network. Each 
modem is allocated its own Gold code sequence, but all modems have Gold 
code sequences selected from a common pair of preferred maximal 
sequence codes. Thus the crosscorrelation parameters for all codes 
will be bounded to the minimum possible for the code sequence length 
in use. Communication between modems is carried out at baseband, the 
source selecting the code sequence allocated to the required destination. 
The data to be transmitted modulates the spreading code by sequence 
inversion modulation. No data is sent however, until the destination 
has locked to the spreading code and has returned an acknowledgement 
to the source that it is locked and ready to receive data. The 
destination will establish a duplex link with the source by retransmitting 
its own allocated spreading code, but which is phase shifted by a known 
amount with respect to the code that is being sent by the source.
This will enable the source modem to rapidly lock to the returned code, 
as it will know the approximate phase relationship between the code 
it is transmitting and that being returned by the destination modem.
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With reference to figure 5.5, user 1 which is allocated Gold code 
A may wish to establish a duplex link with user 4, allocated Gold 
code B. User 1 will first listen to the line to see if it can detect 
an existing Gold code B, indicating that user 4 is already occupied.
If user 4 is occupied then user 1 will stop listening to the line and 
try again at a random time later. This reduces the possibility of 
many users attempting to access user 4 simultaneously immediately it 
is free, as would happen if all potential users listened to the line 
continuously and transmitted as soon as the existing Gold code B was 
removed. As soon as user 1 has decided that user 4 is no longer busy, 
it will transmit an unmodulated Gold code B at baseband. User 4, 
which if not engaged is continually searching the line for Gold code 
B, will detect the code and lock onto it using a sliding correlator 
and delay lock loop tracking circuit. Once locked, user 4 will 
continue to search the line to see if a second user is attempting to 
access it at the same time as user 1. If a second Gold code B is 
found then no acknowledgement will be sent. Each source, on receiving 
no acknowledgement after a short interval, will cease transmission and 
try again a random time later. If a second code is not found then 
user 4 will also transmit Gold code B, but phase shifted by a known 
amount with respect to its input code. User 1 will search the small 
phase uncertainty between its transmitted code and the expected 
returned code, and will lock on and track the returned Gold code B.
The small phase uncertainty will exist due to the propagation time 
delay around the link. By re-transmitting its own allocated Gold 
code, user 4 need have no knowledge of which terminal is accessing 
it to establish a full duplex link. Once the link is established, 
user 1 may begin sending data to user 4. Each user has the ability 
to remove its own data modulated spreading code from the loop, as 
described in the following section. The loop will therefore contain 
no unwanted signals.
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5.3.5 User modem description
Figure 5.6 shows the spread spectrum transmitter and receiver 
section for each modem. It is envisaged that a microprocessor based 
controller will generate the necessary control signals and perform 
any necessary data manipulation.
Signals that have traversed the loop are removed by subtraction. 
This assumes that pulse shape is maintained around the loop, and the 
only distortions on the signal are delay and attenuation due to line 
losses. It is important therefore that each modem matches the line 
impedance correctly, eliminating reflections, and that the adders and 
subtracters have negligible phase/frequency non linearity.
Feedback shift register (FSR) C, and associated delay lock loop, 
track the returned signal. Only the delay around the loop needs to be 
compensated, hence FSR. C may be clocked from the same source as 
the transmitter, with the loop tracking accomplished by a voltage 
controlled delay (section 3.4.3). The output of FSR. C is modulated 
by a delayed version of the transmitted data. The delay element is 
controlled by the output of the tracking loop so that data and code 
are in the same relationship as transmitted. If the data rate is 
arranged to be identical to the code sequence rate, with the start of 
the data pulse coincident with the code all ones' condition, then the 
variable delay element may be replaced by a D-type shift register.
The returned data modulated code may then be correlated with an 
identical data modulated code. The result will be a do level, the 
amplitude of which will depend upon the amplitude of the returned 
signal. Complete cancellation of the signal on the link is then 
assured by controlling the level of the subtracting code.
All code generator taps will be identical, such that in the 
transmit mode all four generators will form the code allocated to the 
wanted destination, whilst in the receive mode they will form the code
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allocated to their own particular modem. The generators will also 
start from identical states, eg initially loaded with all ones' 
condition. Generators A,C and B,D lock to a half sequence offset via 
the phase detector.
5.4 Degradation in receiver performance under multiple user conditions 
due to crosscorrelation peaks present when using pseudo random 
spreading codes
5.4.1 Introduction
A simplified analysis of multiple user spread spectrum systems
can assume that the other user codes may be modelled as white noise,
and that only their power levels need to be considered. Therefore,
provided that the combined interference power does not exceed the
receiver's jamming threshold, satisfactory data demodulation may be
achieved.
An analysis by Beale [13] has considered the effects of auto­
correlation and crosscorrelation peaks during the period of initial 
acquisition, and has presented results relating maximum user capacity 
to code sequence period (figure 5.7). These results indicate that 
crosscorrelation peaks from other codes severely restrict the number 
of simultaneous users if a high probability of detection for the 
wanted code autocorrelation peak is to be maintained. Beale has also 
shown that the use of composite rapid acquisiton code sequences can 
cause a further significant reduction in the maximum number of 
simultaneous users.
This section shows that if a number of maximal length codes sharing 
a common transmission channel have identical chip rates, then the 
crosscorrelation function between the receiver's reference code and 
the other user codes will distort the tracking circuits discriminator 
characteristic. It is concluded that by offsetting the code clock 
frequencies of all users the significant noise power in the cross­









Code sequence length (Chips)
Figure 5.7 For fast, reliable synchronization by each receiver, 
the crosscorrelation peaks of the other user codes 
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Figure 5,8 Typical dll discriminator characteristic obtained when two
synchronous other user codes are present with the wanted code. 
The sequence length of each code was 31 chips.
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5.4.2 Tracking loop discriminator distortions as a result of a 
synchronous other user
The autocorrelation function is defined as;
j f ( t ) f ( t - T ) d t
where f(t) may represent a pseudo random code sequence and T is the 
integration period which is normally equal to the code sequence length. 
Crosscorrelation is defined in a similar expression as;
j  fit) g ( t  - T  ) d t
where f(t) and g(t) may represent two PN codes of equal sequence length
but differing statistical 0,1 distributions. Figure 1.30 illustrates
typical autocorrelation and crosscorrelation functions that may be
produced by 31 chip maximal sequence codes.
For multiple access systems, the correlation between the reference
code and the incoming codes may be expressed by;
Tf
f i t  - T  ) [ f ( t )  +  g ^ ( t  - (p^) + g^it  - cp^) +  g ^ ( t  - (p^)] d t
(5.1)
where t  represents the phase shift between the reference code and the
wanted incoming code, and (p̂ to (p̂  represents the phase shift between
the wanted code (f(t)) and the other user codes (g^(t) to g^(t)).
The output from a baseband delay lock loop discriminator with a 
reference code early-late spacing of 2 chips will be;
I [ f it - t) - f(t - T — 21^ )] [f(t) + g^(t - ) +
+ g^it - (p̂ ) +  g^(t - dt (5.2)
The term;
I f  it ) [ f  ( t — t ) — f ( t  — T — 2 1 )] d t
oj
will form the normal 2A  loop discriminator function (figure 4.9 c)).
The addition of the other user codes at random phase shifts makes 
equation (5.2) difficult to evaluate other than numerically and for 
specified phase relationships.
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Figure 5.8 a) shows the results that may be obtained from numerical
evaluation of equation (5.2). A 31 chip maximal sequence code was
5 2used, corresponding to the polynomial (x + x + 1 )  for the receiver
reference code and the wanted incoming code. The two other user
5 4 2 1codes were formed from the preferred sequence (x + x  + x  + x  + 1 )
5 4 3 2and the sequence (x + x + x + x +1). The phase offsets (p̂ and (p̂  
were set to zero.
When comparisons are made with the ideal characteristics, which 
are shown dotted, the distortion around the active region of the 
discriminator curve may be seen. Both gain variations and phase offset 
of the zero voltage, or lock point, occur.
Figure 5.8 b) shows the results that would be obtained for a 1A  
discriminator under identical conditions to that of figure 5.8 a).
For this case both phase offset and gain variations are less than for 
the 2A  discriminator, a difference which is indicated by investigation 
to be consistent.
5.4.3 The effects upon the dll phase discriminator characteristic of 
a non synchronous other user PN code
If the other users are not synchronous then the discriminator gain
and phase offset distortions discussed in the previous section will be
time varying. Figures 5.9 and 5.10 show the discriminator correlation
function for a 2A loop (as expressed by equation (5.2)) when a single
unwanted code is varied from 0 to 1 chip phase offset with respect
to the wanted code. It can be seen that for these conditions the locked
reference code phase error would vary from zero to 0.46 chips, and
the normalised discriminator gain would vary from 0.25 to 0.75 around
the tracking point.
If the clock frequency of the other user code differs from that
of the wanted code by an offset, df, where df is very much less than
the loop noise bandwidth B^, the gain and phase variations of the
discriminator characteristic caused by crosscorrelations with the other
user code will produce severe jitter of the locked reference code. If
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Figure 5«9 2A dll discriminator characteristic with a single other 
user code present with the wanted code.
The relative phase offset between the wanted and other 
user code is varied from 0.0 to 0.4 chips.
Both codes have a sequence length of 31 chips.
Graph axes are identical to that used by figure 3.8.
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Figure 5.10 2A dll discriminator characteristic with single other 
user code.
Graph axes are identical to that used by figure 5,8,
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df is very much greater than , the crosscorrelation components will 
have little effect upon reference code jitter but will simply cause a 
reduction of loop gain. Only for this condition can the other user 
codes be approximated as white noise in an analysis of simultaneous user 
capacities for the system.
5.5 Theoretical user capacity for communications over a lossy line
An analysis has been presented by Ormondroyd [14] giving the number 
of users possible on a straight link, limited only by signal to noise 
ratio and line attenuation.
In the following analysis based upon [14] three assumptions are
made ;
1. All other users may be modelled as white noise. This may be 
considered a fair assumption if the relative clock frequencies of
the other users are offset as detailed in the previous section. Further, 
SIK modulation of the spreading code by random data will make the codes 
more 'white noise like'.
2. The loop may be modelled by a straight link (figure 5.11). As 
each modem is unidirectional only, and signals are removed from the 
loop after they have travelled one complete circuit, then communication 
between any two terminals may be considered to occur over a single 
link, with the worst case situation of a receiver at one end of the 
link and a transmitter at the other end.
3. The number of users is not limited by the number of different
Gold code sets available in a given family of codes.
As discussed in section 1.4.3, a Gold code generator consisting 
of two n stage maximal sequence generators (with n odd) is capable of
n— ”1generating 2 + 1 separate balanced Gold codes that are suitable
for use as spreading functions. Eg with n = 11, 1023 different 
spreading function codes may be generated, so that the number of codes












Figure 5.11 Model of multiple access system. The length of the line 
is represented by 1 units. One unit represents the 








Figure 5.12 The overall length of the loop is given by D.(l+l) metres,
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The user modems inject their signal into the line at specific 
nodes, which for simplicity of analysis are taken to be equally spaced 
along the line as in figure 5.11. All the modems transmit at 
identical power levels (P watts). User J (figure 5.11) represents 
the return duplex transmitter co-sited with the receiver. Because 
the loop is unidirectional this transmitter appears at the extreme end 
of the loop.
If the attenuation of the line is A dB/unit length, then the 
maximum attenuation from transmitter to receiver is A.l.dB. Therefore 
the wanted signal power at the receiver is P.10 watts.
The unwanted noise power received from transmitter 1 is 
P.10 1)/10 and the total unwanted noise power from trans­




Transmitter J contributes P.10 1)/10 of noise power.
The distance between the wanted transmitter and the receiver is 1 = K + 1
units. Therefore the total other user noise power is given by;
-A(l - n) -A(l + 1)
Y  p.10 + p.10 watts
nSl
and the wanted signal to ’other user’ noise ratio;
= T T T :  =7ni-n° -A(l+1)
^  P.IO + P.10
n = 1
= —  In r  '5.3,
To 1ÔY' 10 ' “ + 10
n?1
This equation may be evaluated numerically.
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The overall length of the loop is 1 + 1 unit lengths, which is 
D(1 + 1) metres (figure 5.12), where D is the distance between users 
in metres. The results of the above analysis may be illustrated by 
the following example.
From chapter three, a received signal to noise ratio of -14dB is
“6required to give a data bit error probability of 10 with a process 
gain of 30dB, assuming negligible reference code jitter and offset.
The attenuation for high quality coaxial cable is typically 15dB/Km, 
or 15 X 10 ^.D dB/unit length. Using equation (5.3), the overall 
length of the loop and maximum number of users that may be supported 
under the above conditions can be calculated. The results are shown 
in figure 5.13. Also shown are curves corresponding to receiver input 
signal to noise ratios of -9dB, -19dB and -24dB, giving data error 
probabilities of 10 ^ for process gains of 24dB, 35dB and 40dB.
Figure 5.13 shows that a rapid fall in the maximum number of 
users possible occurs with increasing loop size. Short codes with 
low process gains can support only a small number of users, which 
would be impracticable for a multiple access system. All the curves 
converge rapidly to a condition where the system can only support a 
full duplex link between two users.
If each modem had sufficient gain to overcome the attenuation of
the immediately preceeding section of line, then the wanted signal
to other user noise ratio at the receiver would be (n - 1) \  where
n is the total number of users. The length and attenuation of the
line would have no effect and the maximum number of users then possible
-6for an error probability of 10 would be 252 for a received SNR of 
-24dB, 80 for SNR = -9dB. If it was necessary for user modems to have 
gain however, it would not be possible to remove a modem and replace 

























































The data rate between any two terminals may be chosen to give the
desired error probability, depending upon the current number of users
accessing the loop, and without effecting the error probability of
the other users. For example, speech communications can accept a
relatively poor data error probability (P^ <  10 ^ ) whilst still
maintaining good intelligibility, and may therefore be transmitted at
a high data rate with a correspondingly low process gain. Computer
data transmission however requires a far lower error probability 
—8(P^ < 1 0  ) and must be transmitted at a lower rate for a given user
density than speech communications. In a spread spectrum LAN where 
the users are locked to a synchronization signal [12], all data must 
be transmitted at a common rate. However if synchronization between 
users is not required then each user may communicate at a rate that is 
optimum for the data being transmitted.
The theoretical results for user capacity indicated above must be 
considered as the upper limit. Factors such as interference noise 
on the link and noise figure of the modems coupled with losses caused 
by imperfect correlation and jitter, may easily lead to a requirement 
for a further 5 to 6dB improvement in input signal to noise ratio for 
a given data error probability.
5.7 Conclusions
The proposed CDMA system outlined above has theoretically been 
shown to be capable of supporting a useful number of users for a small 
area scheme. Such a system may well be a practical alternative to 
existing multiple access schemes as it requires no central processor, 
each modem sorting out its own data from the composite input signal. 
Larger area CDMA systems become less attractive however as they have 
been shown to be incapable of supporting many users without resorting 
to longer spreading codes and lower data rates. With increasing code
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lengths, synchronization times will become excessive, and data rates 
will not be competitive with existing multiple access systems. By 
monitoring the traffic on the loop, a CDMA system can allow the full 
capacity of the network to be utilized at all times that data exists 
to be transmitted. The decisions remain with the terminal modems as 
to the optimum rate for transfer of data, dependent upon the type of 
data to be transmitted and the traffic density. Time or frequency 
division multiple access systems cannot readily alter the time or the 
frequency bandwidth allocations to force full utilization of the system 
capacity. Random access networks in their simplest forms have a low 
maximum throughput of 18 percent.
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Conclusions and Further Work
6.1 Conclusions
6.1.1 Introduction
This thesis has introduced spread spectrum systems, with attention 
given mainly to direct sequence types. Three major aspects of 
synchronization within direct sequence spread spectrum systems have 
been analysed, and circuit configurations have been suggested that 
overcome practical deficiencies or give alternative approaches to 
established work.
6.1.2 Initial Synchronization
Initial synchronization by the receiver must be completed before 
any communication link can be established. Chapter two discusses a 
number of approaches that may be adopted based on analogue or digital 
processing by conventional circuitry.
Serial search acquisition by reference code clock frequency 
offset must take into account a reduction of the autocorrelation 
peak and an increase in the self noise signal. These distortions 
of the autocorrelation function occur because the sequence duration 
of the reference code is not equal to the sequence duration of the 
incoming code during the serial search process.
A mathematical analysis of these effects is not possible because 
of its non linearity, and an approach using a computer simulation has 
been adopted. The results have enabled equations to be formulated 
describing the reduction in the autocorrelation peak and the increase 
in the standard deviation of the self noise.
An analysis of the serial search process has given results for 
the mean acquisition time when allowances are made for the effects 
of code decorrelation. For high input signal to noise ratios the 
optimum search rate for minimum acquisition time is such that the 
index of discrimination has fallen close to zero. With low signal
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to noise ratios the probability of falsely detecting lock increases, 
and the false alarm loss time becomes of importance. Under these 
conditions it has been shown that a search-lock strategy can give 
considerable improvements in acquisition time.
In many signal detection problems the use of a matched filter 
forms the optimum detector for a known signal in random noise. The 
autocorrelation function requires integration over a code sequence 
period, and therefore the required autocorrelation peak, which occurs 
when the relative phase error is within + 1 chip, is formed by discrete 
samples. At optimum search rates, only one sample will represent 
the synchronous condition so that matched filter techniques may not 
be used. Analogue discrete matched filters following the integrate 
and dump circuit are useful only for low slip rates in poor signal 
to noise ratio conditions.
6.1.3 Reference Code Tracking Misalignment in SIK Modulated Direct 
Sequence Spread Spectrum Systems
Once coarse synchronization has been achieved, the tracking loop 
must maintain the relative code phase error as close to zero as 
possible. Reference code jitter and offset will increase the probability 
of error in the demodulated data. Therefore, the design of the tracking 
loop must ensure that avoidable circuit deficiencies do not increase 
the data error rate beyond the limitations imposed by the received 
signal to noise ratio.
For high input signal to noise ratios, the data error rate can be 
low (P^ <  10 ^), even for severe tracking errors. Minimising the 
reference code phase error becomes increasingly important for low 
input signal to noise ratios however, because under these conditions 
the signal power at the input to the data demodulator must be maximised.
6.1.4 Accurate Delay Lock Tracking Loop
The delay lock loop has improved tracking jitter performance to 
the Tau dither and time shared loops because two full time correlators
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are used within the phase discriminator. Tau dither and time shared 
loops are often preferred however, because they do not suffer from 
the mean phase tracking offset inherent in the dll due to imbalance 
within the two arms of the phase discriminator.
Loop stress can cause phase errors within first order phase lock 
loops because the dc gain of the loop is often low. When the delay 
lock loop was first suggested [1] active filters were not popular 
due to poor performance by high gain dc amplifiers. Early versions 
of the dll used passive loop filters, and therefore they could only 
be classed as modified first order loops. Chapter four has shown 
that replacement of the passive filter by an active filter based upon 
a high gain dc amplifier will reduce the effect of loop stress to 
negligible proportions. It is also shown that polarity inversion 
switching will prevent discriminator arm gain imbalance and unwanted 
offset voltages from degrading the tracking error of the delay lock 
loop.
A data feedback dll has been described that is capable of accurately 
tracking a sequence inversion keyed spreading code in very poor signal 
to noise ratio conditions. This form of tracking loop has applications 
in spread spectrum links where ranging is of fundamental importance 
and the transfer of data forms a secondary role.
A standard delay lock loop as described by Spilker [1,2] cannot 
track a sequence inversion keyed PN code. Section 4.4 discusses two 
modifications to overcome this, namely code burst techniques and 
envelope detection within the dll discriminator. Both modifications 
degrade the performance of the tracking loop over that achieved by 
a standard dll operating on an unmodulated PN code. Code burst techniques 
will reduce the process gain of the system, and an analysis by Gill [3] 
has shown that the delay lock loop with square law detectors has a 
degraded jitter performance when compared to an unmodified dll. The
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data feedback loop does not rely upon non linear signal processing to 
remove code inversions and does not require the system process gain 
to be compromised to enable tracking of the modulated PN code. 
Measurements of reference code jitter taken on the standard dll and 
the data feedback dll (figures 4.49 and 4.65) show that there is no 
degradation in performance of the data feedback dll when tracking 
an SIK modulated PN code. Experience of the data feedback delay lock 
loop indicates that the acquisition performance is similar to that 
achieved by the standard dll. However, this should be investigated in 
detail for all conditions of input signal to noise ratio.
6.2 Further Work
Chapter five has outlined the feasibility of the application of 
spread spectrum techniques to local area networks. For small networks 
the use of such techniques offer advantages over existing systems.
The cost and complexity of each spread spectrum modem will be high in 
comparison to more conventional modems, but this is offset by the 
freedom from the constraints of a central processor. Each spread 
spectrum modem is responsible for its own synchronization, and selection 
of the required destination is accomplished by the choice of the correct 
spreading code.
The modem outlined in chapter five has not been tested in practice, 
and it may be found that modifications are required before a working 
system can be produced. Measurements of the number of users capable 
of being supported by the system must be compared with the theoretical 
predictions, and practical tests to determine the feasibility of the 
system must be made before any improvements over existing local area 
networks can be claimed.
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Appendix 1
Analysis of delay lock loop filter and acquisition performance 
A1.1 Loop filter
Spilker [1] has analysed the basic 2 A  delay lock loop shown in 




(L + 1 ) 
L
A1 . 1
where T = incoming code delay
f = tracking loop’s estimate of delay
€ = delay error (€ = T - T)
t^ = A  = spreading code chip duration
n^(t,e) represents the correlation self noise
n^(t) represents the rms voltage level at the correlator output
due to the gaussian noise present with the wanted signal
= received signal power
L = spreading code sequence length (chips)





F(— ) is the loop filter transfer function 
g = normalised loop gain =
n
The linear feedback network shown by figure A1.1 may be described by 




(L + 1) 
L




t +  (l + i )/l-------
Figure Al.l Linearised equivalent circuit for the delay lock loop, 
valid for kI < t
e 1 + SCR.o _ _______  2
e^ 1 + SC(R^ + Rg)
With the closed loop damping factor ^ = l/K2 , and assuming 
that the normalised gain (g) is large, the filter transfer 
function may be written;
1 +
e . 1 1 +
The component values are then given by;




Figure A1.2 Passive loop filter.
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Jaffe and Rechtin have shown [2] that the optimum transfer function 
for ramp signal inputs in the presence of white noise has the form;
1 + K2 (f^)
s %G (r-̂ ) - ------------    — p A1.3
"n  1 + |/2 ( f - )  + ( f - ) ^
Spilker has shown that equation A1.3 may be approximated by A1.2 if 
the loop filter transfer function is given by:
1 + (f-)
s %F(#-) = ----------—  AI.A
%  1 . g
n
Figure A1.2 shows this filter with the relationships determining the 
filter component values.
Substitution of equation A1.4 into A1.2 produces;
g(1 + 1/2 (^))
H(f-) = --------------- 2------- g- A1.5
%  .g,l . ^  . ,^,2,
n n n
If the normalised loop gain (g) is made large, then it may be seen 
that equation A1.3 is approximated by equation A1.5.
A1.2 Acquisition characteristics for the basic delay lock loop
The linear equivalent circuit of the basic delay lock loop shown 
by figure A1.3, may be used to investigate the acquisition performance. 
D(e) represents the normalised discriminator characteristic, the 
normalization being with respect to the slope of the characteristic 
evaluated at € = 0.
with W(e) representing the discriminator characteristic. For example,
the 2A  discriminator curve shown by figure A1.4 will have;
W(6) = — ^  ̂̂   ̂̂ for - t < 6 < + tt c cc










Figure A1.4 2A discriminator curve described by;
W(() = — for -t^^^ e^+t^
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hence D(€) = € for - < € < + t^.
From figure A1.3 the delay estimate is given by:
f = - [D(e)] A1.6
Define the following normalised variables;
C O  c
Dividing both sides of equation A1.6 by t^, and substituting the
normalised variables gives;
s(y - x) = G F(s) [D(x)]
Define the normalised dc gain;
Then ^ ( y - x ) = g F ( s ) [ D ( x ) ]  A1.7
n
The passive loop filter shown by figure A1.2 has a transfer function;
1 + s.7^
It is possible to define,
Therefore,
n
If —  is small in comparison to 2^ then;
s
Substitution into equation A1.7 gives;
2 ^ 8
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Using s = and defining the normalised velocities;
1 dy . 1 dx
y = wT - dt' = üT • dtn n
and by using the relationship;
1 d D(x) _ J_ d D(x) dx _ d D(x)
W  dt w  dx dt dxn n
equation A1.8 may be rewritten;
1/. . \ •• •• T̂/ \ D(x)—  (y - x) 4- y - X = D(x) + 2 ^ dx
X dxDividing both sides by x and using the relationship ^  = — , the 
defining equation for the phase plane is obtained.
dx - L X ^
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Appendix 2A
The following computer program simulates a serial search 
acquisition system for the initial synchronization of a 
spread spectrum receiver. Maximal length PN code sequences 
are used for the spreading and despreading functions, with 
the clock frequency of the transmitted code at a frequency of 
f^ Hz. The serial search process is performed by 
increasing the frequency of the receiver's PN code clock by 
an amount df Hz. from its in lock frequency of f^ Hz.
This program was used to obtain the results discussed in 
chapter two.
10 PRINT "Computation of correlation between two maximal 
length PN sequences."
20 PRINT "Integration in increments of 0.1 chip."
29 REM
30 REM : Set up arrays and request details
31 REM
40 DIM F17.(ll) ,A17.(11) ,F27.(11) ,A27.(11) ,T7.(20) ,
SM7. (40) , SAM (2200)




210 PRINT "Tx. PRBS generator details."
230 PRINT "Number of feedback taps...";
250 INPUT FBI7.
280 PRINT "List the tapping point numbers...(Numerical order, 
highest first.>"
300 FOR M=1 to FB17.; PRINT "Tap(";M; ") = "; : INPUT F17. (M); NEXT 
M
340 PRINT "Select the initial states of the Tx. PRBS 
generator."
360 FOR M=1 TO N%: PRINT "REG(";M; ")="; : INPUT A17. (M): NEXT M
390 PRINT "*********************************"
400 PRINT "Rx. PRBS generator details."
420 PRINT "Number of feedback taps..."
440 INPUT FB27.
460 PRINT "List the tapping point numbers...(Numerical order, 
highest first.)"
480 FOR M=1 TO FB27.; PRINT "Tap ( " ; M; " ) : INPUT F27. (M): NEXT
M
520 PRINT "Select the initial states of the Rx. PRBS 
generator."
Nested loops for PN code generation and exclusive 
OR comparison. Received code generated in 
subroutine at line 5065, reference code in 
subroutine at line 5240.
3 8 0
540 FOR M=1 TO N%: PRINT "Reg (";M; : INPUT A27. <M): NEXT M




640 REM : Return to top if any errors entered
641 REM
663 PRINT "Type 'C ' to continue, or 'R ' to return to 
beginning (if any errors)."
665 INPUT CR$
666 IF CR$="R" THEN GOTO 150
668 PRINT "*********************************"
669 REM
670 REM : Set start up conditions
671 REM









682 FOR MN=1 TO 500 
685 FOR MC=1 TO 10 
688 SU%=1
690 FOR M=1 TO 40; SM7. (M)=0: NEXT M
694 REM
695 REM : Loop for one complete sequence of reference code
696 REM
700 FOR M=1 TO L7.
702 REM
703 REM : Chip comparison in .001 chip increments
704 REM
705 FOR ML=1 TO 1000 
710 S1%=S1%+1
720 IF B1%=B2% THEN SM%(SU%)=SM%(SU%)+1 ELSE 
SM7. ( SU7. ) =SM% ( SU7. ) -1
724 REM
725 REM : Increment received code to next chip when ready
726 REM
730 IF S1%=SL% THEN GOSUB 5065
740 NEXT ML
741 REM
742 REM : Integer array values limited to 36767. If value
743 REM : exceeds 3E4, increment to next array position.
744 REM
745 IF SM7.(SU7.) >3E4 THEN SU%=SU%+1
747 REM









765 FOR R=1 TO 40: SUM= (SM7. (R) /1000)+SUM; NEXT R
766 C%=C%+1
767 REM
768 REM : Print correlation value to screen
769 REM : and store in array S A M ( )
770 REM




775 REM : Check for repetition of sequence.
776 REM : Load array T7. ( ) with first 20 values.
777 REM
779 SUM%=SUM






787 REM ; If program reaches here, insufficient correlation
788 REM : values taken and codes have not returned to the
789 REM : same phase relationship as they had at start.
790 REM
800 PRINT "Initial phase not achieved."
802 END
804 REM
805 REM : Compare new value with old value;
806 REM : if agreement then increment counter CA%
807 REM : if disagreement decrement counter to base of 1
808 REM
810 IF T%(CA%)=SUM% THEN CA%=CA%+1 ELSE GOTO 1000
812 REM
813 REM : If 21 agreements then terminate correlation
814 REM : calculation and transfer to routine for
815 REM : statistical analysis
816 REM
820 IF CA%<21 GOTO 782
840 PRINT "***********( Sequence repeats )***********"
850 GOTO 5515
1000 IF CA%>1 THEN CY%=CY%+1
1010 IF CY%>2 THEN CA%=CA%-1: CY%=0
1020 GOTO 782
5059 REM
5060 REM ; Subroutine for Tx code PN generator
5061 REM 
5065 S1%=0
5070 A1%(0)=A1%(F1%(1)) XOR A1%(F1%(2))
5080 IF FB1%=2 THEN 5160
5100 FOR 0=3 TO FBI’/.; A1%(0)=A1%(F1%(0)) XOR A1%(0); NEXT 0
5160 FOR P=1 TO N%; A1%(N%+1-P)=A1%(N%-P); NEXT P
5180 B1%=A1%(N%); RETURN
5229 REM
5230 REM ; Subroutine for Rx code PN generator
5231 REM
5240 A2%(0)=A2%(F2%(1)) XOR A2%(F2%(2))
5250 IF FB2%=2 THEN 5310
5270 FOR 0=3 TO FB2%; A2%(0)=A2%(F2%(0)) XOR A2*/.(0); NEXT 0
3 8 2
5310 FOR P=1 TO N%: A2%(N%+1-P)=A2%(N%-P): NEXT P 
5320 B2%=A2%(N%): RETURN 
5330 END
5500 REM
5501 REM : The following section of program requests
5502 REM : a threshold level for the correlation pulse
5503 REM : detector. Signals below the threshold are
5504 REM ; considered to be self noise. For consecutive
5505 REM : correlation voltages above the threshold only
5506 REM : the peak is taken as the wanted signal.
5507 REM : Before code phase relationships repeat, many
5508 REM ; peaks may occur, and the highest and lowest
5509 REM ; of these peaks are selected and displayed.
5510 REM
5515 DIM SN(2200),CP(1200)
5520 PRINT "Calculation of statistics proceeds from here. 
5530 PRINT "Enter threshold detector comparison level.."; 
5540 INPUT THS 
5550 SUM=0: N=0; R=0: TS=0
5554 REM
5555 REM : Select values above and below threshold
5556 REM
5560 FOR M=1 TO (C/.-20)
5562 IF SAM(M)<THS THEN GOTO 5580
5563 GOTO 5588 
5565 NEXT M 
5567 GOTO 5598
5571 REM







5586 REM : Values above threshold stored in array C P ( )
5587 REM
5508 IF TS=0 THEN R=R+1: CP(R)=0
5589 IF SAM(M)>CP(R) THEN CP(R)=SAM(M)
5590 TS=1: GOTO 5565
5592 REM
5593 REM : Calculate statistics parameters
5594 REM
5598 IF N=0 THEN PRINT "All values lie above 
threshold."; GOTO 5819
5599 XB=SUM/N
5600 Pl=5000; P2=-5000; BS=0; BS1=0; SM0=0
5602 REM
5603 REM ; Calculate self noise standard deviation
5604 REM ; and rms noise
5605 REM





5645 REM ; Detect self noise +ve and -ve extreme values
5646 REM
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5650 IF S N ( X X P 1  THEN P1=SN(X)




5710 PRINT "Total number of points = ";N 
5720 PRINT "Mean value of self noise = ";XB 
5730 PRINT "Self noise Sigma(N) = ";S 
5740 PRINT "Self noise Sigma(N-l) = ";S1 
5750 RMS=SOR(SMO/N)
5760 PRINT "Self noise RMS = "; RMS 
5770 PRINT "Largest -ve value = ";P1
5775 PRINT "Largest +ve value = ";P2
5776 REM
5777 REM : Calculate mean of peaks, and select largest
5778 REM ; and smallest values
5779 REM
5783 PRINT "Parameters for correlation peaks...."
5784 PRINT "Do you wish to delete first value, (for all I's 
cond ition)."
5785 PRINT "('Y' or N )  INPUT DEL$
5786 IF DEL$="Y" THEN DL=2: GOTO 5788
5787 DL=1
5788 Pl=5000: P2=-5000: CPS=0 
5790 FOR X=DL TO R
5792 CPS=CP(X)+CPS
5794 IF C P ( X X P 1  THEN P1=CP(X)
5796 IF CP(X)>P2 THEN P2=CP(X)
5798 NEXT X
5800 XC=CPS/(R+l-DL)
5804 PRINT "Mean value of correlation peak = " ; XC 
5806 PRINT "Smallest value = ";P1 
5808 PRINT "Largest value = ";P2
5810 PRINT "Number of correlation peaks = (R+l-DL)
5811 PRINT "Number of integrate operations = ";(C%-20)
5813 REM
5814 REM : Program completed, request further instructions.
5815 REM
5819 PRINT "Repeat for different value of threshold ('Y ' or 
' N ' ) . " ;
5820 INPUT REP$
5830 IF REP$="Y" THEN GOTO 5530
5840 IF REP$="N" THEN GOTO 5870
5850 PRINT "Invalid input, try again."
5860 GOTO 5819
5870 PRINT "Re-run correlation program ('Y ' or 'N').";
5880 INPUT REP$
5890 IF REP$="Y" THEN GOTO 110
5900 IF REP$="N" THEN GOTO 5930
5910 PRINT "Invalid input, try again."
5920 GOTO 5819




The following computer program simulates a serial search 
acquisition system that incorporates a delay element matched 
filter. This program was used to obtain the results 
discussed in Chapter two.
10 PRINT "Correlation calculation. Matched filter. 0.1 chip 
increments."
20 REM
30 REM ; Set up arrays, and request details 
40 REM
50 DIM F17. (11) ,A17. (11) ,F27.(11) , A27. ( 11 ) ,T7. (20) ,SM7. (200) , 
SAM(2100),W(40),ST(40)
150 PRINT "Number of shift register elements.";
170 INPUT N%: IF N7.>11 THEN PRINT "Error... A17. (M) , A27. (M) out
of range"; GOTO 150 
180 L%=2^N%-1
200 PRINT "********************"
210 PRINT "Tx. PRBS generator details."
230 PRINT "Number of feedback taps...";
250 INPUT FB17.: IF FB17.>11 THEN PRINT "Error... F17. (M) out of
range": GOTO 230 
280 PRINT "Tapping point numbers...(Numerical order, highest 
first.)"
300 FOR M=1 TO FB1%: PRINT "Tap ( " ; M; " ) =" ; : INPUT F17. (M): NEXT
M
340 PRINT "Tx PRBS gen. initial states."
360 FOR M=1 TO N%: PRINT "Reg(";M; ")="; : INPUT A17. (M): NEXT M
390 PRINT "********************"
400 PRINT "Rx. PRBS generator details."
420 PRINT "Number of feedback taps...";
440 INPUT FB27.: IF FB2%>11 THEN PRINT "Error... F27. (M) out of
range": GOTO 420 
460 PRINT "Tapping point numbers...(Numerical order, highest 
first.)"
480 FOR M=1 TO FB27.: PRINT "Tap ( " ; M; " ) =" ; : INPUT F27. (M): NEXT
M
520 PRINT "Rx. PRBS gen. initial states."
540 FOR M=1 TO N%: PRINT "Reg (";M; ")="; : INPUT A27. (M): NEXT M
550 PRINT "********************"
570 PRINT "Slip rate (7.)..";
580 INPUT X 
590 REM








635 IF CPN%<! THEN CPN%=1
636 IF CPN%>40 THEN PRINT "Error...W(M) ,ST(M) out of 
range"; GOTO 570
637 REM




646 REM ; Print out matched filter details
647 REM
649 PRINT "Number of integrations in correlation peak =";CPN%
650 PRINT "Matched filter weighting function values "
651 M%=0
652 FOR A=1 TO CPN7.
653 M7.=M7.+ 1
654 PRINT W<A>
655 IF M%=>6 THEN GOTO 658
656 NEXT A
657 GOTO 661
658 PRINT " "; M7.=0
660 GOTO 656
661 PRINT " "
662 REM
663 REM : Return to top if any errors
664 REM
665 PRINT "Continue C', Return 'R'."
666 INPUT CR$
667 IF CR$="R" THEN GOTO 150
668 PRINT "********************"
669 REM
670 REM ; Set start up conditions
671 REM









682 FOR MN=1 TO 500 
685 FOR MC=1 TO 10 
688 SU%=1
690 FOR M=1 TO 40; SM7. (M)=0; NEXT M
694 REM
695 REM ; Loop for one complete sequence of reference code
696 REM
700 FOR M=1 TO L7.
702 REM
703 REM ; Chip comparison in .001 chip increments
704 REM
705 FOR ML=1 TO 1000 
710 S1%=S1%+1
720 IF B1%=B2% THEN SM%(SU%)=SM%(SU%)+1 ELSE 
SM7. < SU7. ) =SM7. ( SU7. ) -1
724 REM
725 REM ; Increment received code to next chip when ready
Nested loops for PN code generation and exclusive 
OR comparison. Received code generated in 
subroutine at line 5065. Reference code in 
subroutine at line 5240.
3 8 6
726 REM
730 IF S1%=SL% THEN GOSUB 5065
740 NEXT ML
741 REM
742 REM ; Integer array values limited to 36767. If value
743 REM ; exceeds 3E4, increment to next array position.
744 REM
745 IF SM7.(SU7.) >3E4 THEN SU%=SU%+1
746 IF SU%>200 THEN PRINT "Error... SM7. (SU7.) out of range."
747 REM





762 REM : Integrator represented by variable [SUM]
763 REM
764 SUM=0
765 FOR R=1 TO SU%: SUM= <SM7. <R) /1000)+SUM: NEXT R
766 REM
767 REM : Shift new value into matched filter delay elements
768 REM
770 ST(0)=SUM
775 FOR MF=1 TO CPN7.
780 ST ( CPN7.+1 -MF ) =ST ( CPN7.-MF )
785 NEXT MF
787 REM
788 REM : Check matched filter delay elements are all
789 REM : filled, if so transfer to subroutine
790 REM
792 MT7.=MT7.+ 1; IF MT%=>CPN% THEN GOSUB 830 




808 REM : If program reaches here, insufficient correlation
809 REM : values taken and codes have not returned
810 REM : to same phase relationship as they had at start
811 REM
815 PRINT "Initial phase not achieved."
820 END
824 REM
825 REM ; Subroutine
826 REM : Multiply correlation values by matched filter
827 REM : weighting, and store summation of delay element
828 REM ; outputs in variable COTP]
829 REM
830 0TP=0




847 REM : Print matched filter output to screen
848 REM
850 PRINT (INT(OTP ))/ l O O ; ;
855 C%=C%+1: IF C%>2100 THEN PRINT "Error... SAM (C7.) out of












882 REM ; Load array T%( ) with first 20 values
883 REM




896 REM : Compare new value with old value;
897 REM : if agreement then increment counter CA7,
898 REM : if disagreement decrement counter to base of 1
899 REM
900 IF T%(CA%)=SUM% THEN CA%=CA%+1 ELSE GOTO 920
902 REM
903 REM : If 21 agreements then terminate correlation
904 REM : calculation and transfer to routine for
905 REM : statistical analysis
906 REM
908 IF CA%<21 THEN GOTO 890
910 PRINT "***( Sequence repeats )***"
915 GOTO 5515
920 IF CA%>1 THEN CY%=CY%+1
925 IF CY%>2 THEN CA%=CA%-1: CY%=0
930 GOTO 890
999 REM
1000 REM : Subroutine to calculate filter weighting values
1001 REM : and store in array W( )
1002 REM
1003 REM ; Check for odd or even number of taps
1004 REM
1010 IF CPN%=2*INT(CPN%/2) THEN GOTO 1075
1014 REM




1030 FOR A=1 TO P%
1035 W(A+P1%)=1-2*(A-1)/CPN%
1040 NEXT A
1045 FOR A=1 TO PI7.
1050 W(A>=W(CPN%+1-A)
1055 NEXT A 
1060 RETURN
1069 REM
1070 REM : Even number of taps
1071 REM
1075 P%=INT(CPN%)/2 
1080 FOR A=1 TO P%
1085 W(A+P%)=l-2*(A-.5)/CPN%
1090 NEXT A
1095 FOR A=1 TO P%
3 8 8
1100 W(A> =W (CPN7.+ 1-A)
1105 NEXT A 
1110 RETURN
5059 REM
5060 REM : Subroutine for Tx code PN generator
5061 REM 
5065 S1%=0
5070 A1%(0)=A1%(F1%(1)> XOR A1%(F1%(2))
5080 IF FB1%=2 THEN 5160
5100 FOR 0=3 TO FB1%: A1%(0)=A1%(F1%(0>) XOR A17.(0); NEXT Q
5160 FOR P=1 TO N%: A1%(N%+1-P)=A1%(N%-P): NEXT P
5180 B 1%=A1%(N%): RETURN
5229 REM
5230 REM ; Subroutine for Rx code PN generator
5231 REM
5240 A27.<0)=A27. (F27. (1) ) XOR A27. (F27. (2) )
5250 IF FB2%=2 THEN 5310
5270 FOR 0=3 TO FB2%: A2%(0)=A2%(F2%(0)) XOR A27. (0): NEXT 0




The following section of program requests 
a threshold level for the correlation pulse 
detector. Signals below the threshold are 
considered to be self noise. For consecutive 
correlation voltages above the threshold only 
the peak is taken as the wanted signal.
Before code phase relationships repeat, many 
peaks may occur, and the highest and lowest 












5520 PRINT " "
5530 PRINT "Enter threshold detector comparison level..";
5540 INPUT THS
5546 PRINT "Shift of start point (0 to 20)..";: INPUT DL
5547 PRINT " "
5548 PRINT "Number of shift registers=";N%;" Slip rate 
(7.) . . . ";X
5549 PRINT " "
5550 SUM=0: N=0: R=0: TS=0
5554 REM
5555 REM : Select values above and below threshold
5556 REM
5560 FOR M=(1+DL) TO (C7.+DL-20)
5562 IF S A M ( M X T H S  THEN GOTO 5580




5572 REM : Values below threshold stored in array S N ( )
5573 REM







5586 REM : Values above threshold stored in array C P ( )
5587 REM
5589 R=R+1: CP(R)=0: IF R>1000 THEN PRINT "Error..CP<R) out
of range": GOTO 5530 
5591 GOTO 5595 
5593 IF TS=0 THEN GOTO 5589 
5595 IF SAM(M)>CP(R) THEN CP(R)=SAM(M)
5597 TS=1: GOTO 5565
5598 REM
5599 REM : Calculate statistics parameters
5600 REM
5601 IF N=0 THEN PRINT "All values lie above threshold.": 
GOTO 5819
5603 XB=SUM/N
5605 Pl=5000: P2=-5000: BS=0: BS1=0: SM0=0: CPS=0
5606 REM
5607 REM : Calculate self noise standard deviation
5608 REM : and root mean square value
5609 REM





5645 REM : Detect self noise +ve and -ve extreme values
5646 REM
5650 IF SN(ZX)<P1 THEN P1=SN(ZX)




5710 PRINT "Total number of points=";N 
5720 PRINT "Mean value of self noise=";XB 
5730 PRINT "Self noise Sigma(N)=";S 
5740 PRINT "Self noise Sigma<N-1)=";SI 
5750 RMS=SOR(SMO/N)
5760 PRINT "Self noise rms value=";RMS
5770 PRINT "Largest -ve value=";Pl
5780 PRINT "Largest +ve value=";P2
5783 PRINT "Parameters for correlation peaks..."
5785 REM
5786 REM : Calculate mean of peaks, and select largest
5787 REM : and smallest values.
5788 REM
5789 Pl=5000: P2=-5000: CPS=0
5790 FOR ZX=1 TO R 
5792 CPS=CP(ZX)+CPS
5794 IF CP(Z X X P 1  THEN P1=CP(ZX)
5796 IF CP(ZX)>P2 THEN P2=CP(ZX)
5798 NEXT ZX 
5800 XC=CPS/R
5804 PRINT "Mean value of correlation peak=";XC 
5806 PRINT "Smallest value=";Pl 
5808 PRINT "Largest value=";P2
5810 PRINT "Number of correlation peaks=";R
5811 PRINT "Number of integrate operations=" ; (C7.-20)
5813 REM
390
5814 REM : Program completed, request further instructions.
5815 REM
5819 PRINT "Repeat for different value of threshold ('Y' or 
' N ' ) . " ;
5820 INPUT REP$
5830 IF REP$="Y" THEN GOTO 5530
5840 IF REP$="N" THEN GOTO 5870
5850 PRINT "Invalid input, try again."
5860 GOTO 5819
5870 PRINT "Re-run correlation program <'Y' or N ' ).";
5880 INPUT REP$
5890 IF REP$="Y" THEN GOTO 150
5900 IF REP$="N" THEN GOTO 5930
5910 PRINT "Invalid input, try again."
5920 GOTO 5819




The computer program listed below calculates the 
correlation function between two maximal length or Gold code 
sequences, and was used to obtain the autocorrelation and 
crosscorrelation functions discussed in chapter one
The program was written in BASIC programming language, for 
use on a Texas Instruments TI 99/4A computer which supported 
a commercially available software package giving extended 
functions. This package required numeric values to be 
presented as strings. For arithmetic calculation, the 
numeric values are returned using the VAL(string) function.
5 REM
6 REM : Load display enhancement package if not present
7 REM
10 DISPLAY AT(12,1)BEEP ERASE ALL:"Initialise 40 column 
Y/N.."
20 INPUT FT$
30 IF FT$="N" THEN 70













90 CALL LIN K ("PRINT","Computation of Gold or Maximal PN 
seq.",3,"and correlation function between them.",3)
100 CALL LINK("PRINT","Code sequences determined by
selection",3,"of shift register feedback taps." , 3 3 )  
110 CALL LIN K ("PRINT","SRG 1 & 2 form Gold code generator 
'A',",3,"SRG 3 & 4 form Gold code generator B .",3)
120 CALL LINK("PRINT","****************************",3)
124 REM
125 REM : Set up arrays
126 REM
130 OPTION BASE 0
140 DIM F1$(11),A1$(11),F2$(11),A2$(11),G1$(1024),G2$(1024),
For generation of a Gold sequence, two maximal 
sequence generators are required, the outputs of 
each generator are exclusive OR combined. Hence 
to form two Gold sequences, four maximal length 
generators are required. These are simulated by 
the subroutine from line 880 to 1150
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F3$(11),A3$(1 11),SUM$(2)
150 CALL LINK < "PRINT" ,3, "Please enter the -following 
information.")





Request details for each of the four maximal 
sequence code generators. To calculate the 
correlation function between two maximal sequence 
codes, the second generator of a pair is loaded 








210 CALL LINK("PRINT","Details of SRG number 1",3)
220 CALL LINK("INPUT","Number of feedback taps...",
"BD",FB1$,S)
230 FB1=VAL(FB1$)
240 CALL LINK("PRINT","List the tapping point numbers,",3) 
250 CALL LIN K ("PRINT"," Numerical order, highest first.",3) 
260 FOR M=1 TO FBI : : PR$="TAP("&STR$(M)&")=" : : CALL 
LINK("INPUT",PR$,"D",F1$(M ),S):: NEXT M 
270 CALL LINK("PRINT","Select initial states of SRG 1",3) 
280 FOR M=1 TO N ; : PR$="Reg("&STR$(M)&")=" : : CALL 
LINK("INPUT",PR$," 10",A1$(M ),S);: NEXT M 
290 CALL LINK("PRINT","",3,"******************",3)
300 CALL LINK("PRINT","Details of SRG number 2")
310 CALL LINK("INPUT","Number of feedback taps...", 
"BD",FB2$,S)
320 FB2=VAL(FB2$)
330 CALL LINK("PRINT","List the tapping point numbers,",3) 
335 CALL LINK("PRINT"," Numerical order, highest first.",3) 
340 FOR M=1 TO FB2 : : PR$="Tap("&STR$(M)&")=" : : CALL 
LINK("INPUT",PR$,"D",F2$(M ),S):; NEXT M 
350 CALL LINK("PRINT","Select initial states of SRG 2")
360 FOR M=1 TO N : : PR$="Reg("&STR$(M)&")=" : : CALL 
LINK("INPUT",PR$,"'10",A2$(M ),S):: NEXT M 
370 CALL LINK("PRINT","",3,"******************",3)
375 CALL LINK("PRINT","Details of SRG number 3")
380 CALL LINK("INPUT","Number of feedback taps...", 
"BD",FB3$,S)
390 FB3=VAL(FB3$)
400 CALL LINK("PRINT","List the tapping point numbers,",3) 
405 CALL LINK("PRINT"," Numerical order, highest first.",3) 
410 FOR M=1 TO FB3 : : PR$="Tap("&STR$(M)&") = " : : CALL 
LINK("INPUT",PR$,"D",F3$(M ),S);; NEXT M 
420 CALL LINK("PRINT","Select initial states of SRG 3")
430 FOR M=1 TO N ; ; PR$="Reg("&STR$(M)&")=" : : CALL 
LIN K ("INPUT",PR$," 10",A3$(M ),S):: NEXT M 
440 CALL LINK("PRINT","",3,"******************",3)
445 CALL LINK("PRINT","Details of SRG number 4")
450 CALL LINK("INPUT","Number of feedback taps...", 
"BD",FB4$,S)
460 FB4=VAL(FB4$)
470 CALL LINK("PRINT","List the tapping point numbers,",3) 
475 CALL LIN K ("PRINT"," Numerical order, highest first.",3) 
480 FOR M=1 TO FB4 : : PR$="Tap("&STR$(M)&")=" : : CALL
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LINK<"INPUT",PR$,"D",F4$(M ),S):: NEXT M 
490 CALL LINK("PRINT","Select initial states of SRG 4")
500 FOR M=1 TO N : : PR$="Reg("&STR$(M)&")=" : : CALL 
LINK("INPUT",PR$,"'10",A4$(M ),S):: NEXT M 
510 CALL LINK("PRINT","",3,"*************************")
514 REM
515 REM : Return to top if any errors entered
516 REM
520 PR$="Continue ( C )  Repeat ('R')...>"
530 CALL LINK("INPUT",PR$,"CR",CR$,S)
540 IF CR$="R" THEN 160
550 CALL LINK("PRINT","****************************")
553 REM
554 REM : Arrays Gl$( ) and G2$( ) are each used to store
555 REM : the Gold or maximal sequence code
556 REM
560 FOR M=0 TO L : : G1$(M)="" : : G2$(M)="" : : NEXT M
562 REM
563 REM ; B1,B2,B3 and B4 are variables representing the
564 REM : code chips. These are initially set to the
565 REM : value of the final shift register.
566 REM
570 B1=VAL(A1$(N)):: B2=VAL(A2$(N)):: B3=VAL(A3$(N)):: 
B4=VAL(A4$(N))
573 REM
574 REM : Variables B and D represent the chip by chip
575 REM ; Gold or maximal sequence code
576 REM
580 B=B1 XOR B2 : : D=B3 XOR B4 
590 G1$(0)=STR$(B>:: G2$(0)=STR$(D>
593 REM
594 REM : Generate sequences and store in arrays Gl$( )
595 REM : and G2$( >
596 REM
600 FOR M=1 TO L : : GOSUB 900 : : G1$(M)=STR$(B):: 
G2$(M)=STR$(D):: NEXT M
603 REM
604 REM : Display both sequences generated 
604 REM
610 CALL LIN K ("PRINT","",3,"Sequence formed by generator 
A'...")
620 T=INT(L/40+l)
630 FOR M=1 TO T : : A=(M-1) : : PR$="" : : FOR MN=0 TO 39 : :
PR$=PR$&G1$(A+MN): : NEXT MN : : CALL LINK("PRINT", PR$):
NEXT M
640 CALL LIN K (" P R I N T " 3,"Sequence formed by generator 
' B ' . . .  " )
650 FOR M=1 TO T : : A=(M-1) : : PR$="" : : FOR MN=0 TO 39 : :
PR$=PR$&G2$(A+MN): : NEXT MN : : CALL LINK("PRINT", PR$):
NEXT M
660 CALL LINK("PRINT","",3,"****************************") 
665 CALL LINK("PRINT",3,"End ( E ) ,  Rerun (' R'),")
670 CALL LINK("INPUT","Correlation ( C ')...>", "B'CRE",
C R $ ,S )
680 CALL LINK("PRINT","****************************")
690 IF CR$="C" THEN 700 : : IF CR$="R" THEN 160 : : IF CR$="E"
THEN 820 
693 REM
Variable [SUM] holds the correlation value after 
each relative phase shift. Store this value in 
string array SUM$( ). After 3 values are stored 
print them to screen and reset array SUM$( ) to 
first position.
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694 REM : Calculate correlation function over code length L,
695 REM : for each value of relative phase shift between
696 REM : the codes
697 REM
700 Y=0 : : T=0
710 FOR M=1 TO L
720 P=0 : : SUM=0
730 FOR MN=1 TO L : : P=P+1
735 IF VAL(G1$(MN-1))=VAL(G2$(P-1+Y)) THEN SUM=SUM+1 ELSE 
SUM=SUM-1 : : IF (P-l+Y) = (L-1)THEN P=-1*Y









760 Y=Y+1 : : SUM$(T)=STR$(SUM):: T=T+1 
770 IF T=3 THEN GOSUB 850 
780 NEXT M
783 REM
784 REM : Correlation calculation complete, print out any
785 REM : final values and request instructions.
786 REM
790 IF T<=2 THEN GOSUB 850
800 CALL LINK("INPUT","End ( E ) ,  Rerun ('R ')..>","B 'E R " , 
CR$,S)





860 FOR MP=0 TO 2 : : SUM$(MP)="" : : NEXT MP 
870 T=0 : : RETURN
879 REM
880 REM : Subroutines representing the four maximal
881 REM : sequence generators.
882 REM




910 IF FB1=2 THEN 930
920 FOR 0=3 TO FBI : : A1$(0)=STR$(VAL(A1$(VAL(F1$(0))))X0R 
VAL(A1$(0))): ; NEXT 0 
930 FOR P=1 TO N ; : A1$(N+1-P)=A1$(N-P):: NEXT P 
940 B1=VAL(A1$(N))
949 REM




970 IF FB2=2 THEN 990
980 FOR 0=3 TO FB2 : : A2$(0)=STR$(VAL(A2$(VAL(F2$(0))))X0R 
VAL(A2$(0))): : NEXT 0 




1005 REM : Form Gold code by exclusive OR addition.
1006 REM : When maximal sequence code is required
1007 REM : B1 or B2 will be constantly zero.
1008 REM
1010 B=B1 XOR B2
1019 REM




1040 IF FB3=2 THEN 1060
1050 FOR 0=3 TO FB3 : : A3$(0)=STR$(VAL(A3$(VAL(F3$(0)>))X0R 
VAL(A3$(0))>: ; NEXT 0 
1060 FOR P=1 TO N ; : A3$(N+1-P)=A3$(N-P):: NEXT P 
1070 B3=VAL(A3$(N))
1079 REM




1100 IF FB4=2 THEN 1120
1110 FOR 0=3 TO FB4 : : A4$(0)=STR$(VAL(A4$(VAL(F4$(0))))X0R 
VAL(A4$(0))); ; NEXT 0 
1120 FOR P=1 TO N : ; A4$(N+1-P)=A4$(N-P):: NEXT P 
1130 B4=VAL(A4$(N))
1134 REM
1135 REM : Form Gold or final maximal sequence code
1136 REM




The following program for the TI 99/4A computer calculates 
the Fourier transform of a signal of duration T represented 
by N discrete values.
As discussed in chapter one, the power spectral 
distribution of a signal is given by the Fourier transform of 
the autocorrelation function. The program below was used to 
obtain the power spectral distribution examples for maximal 
sequence and Gold codes of chapter one.
5 REM
6 REM ; Load display enhancement package if not present
7 REM
10 DISPLAY AT(12,1)BEEP ERASE ALL:"Initialise 40 column 
screen Y/N.."
20 INPUT FT$
30 IF FT$="N" THEN 70










130 IF INST$="N" THEN 240
134 REM
135 REM : Display instructions for use of program
136 REM
140 CALL LINK("CLEAR")
150 CALL LINK("PRINT","Fourier analysis
program,calculating",3,"amplitude and phase of each 
harmonic",3,"for the signal F(t) on a two-sided")
160 CALL LINK("PRINT","spectral représentâtion.",3,"F (t) is 
described by N discrete values,",3, "where the N values 
are taken over the")
170 CALL LINK("PRINT","sequence length,0 to T,of F(t).
The",3,"duration between each discrete value")
180 CALL LINK("PRINT","therefore represents the time
increment",3,"T/N. The first discrete value is taken") 
190 CALL LINK("PRINT","at t=l*(T/N),the second at
t=2*(T/N),",3,"etc.,unti1 the final value is taken")
200 CALL LINK("PRINT","at time T. Note that the first 
value",3,"entered should not represent t=0, this")
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210 CALL LINK("PRINT","value occurs again at t=T.",3,"",3, 
"During calculation,press space bar",3,"to suspend 
listing")
220 CALL LINKC'PRINT" , "" ,3, "" ,3, "" ,3, "* Press space bar now 
to continue *")
230 CALL K E Y (0,KEY,ST):: IF KEY=32 THEN 240 : : GOTO 230
240 CALL LINK("CLEAR")
244 REM
245 REM : Request details of signal to be analysed
246 REM
250 CALL LINK("INPUT","Waveform period T (seconds) ",
"BN",T$,S)
260 CALL LINK("INPUT","How many discrete values ","BD", N$,S)
263 REM
264 REM : Function V A L ( ) returns numeric values from
265 REM : string variables, function STR$( ) converts
266 REM : numeric variables to string variables.
267 REM
270 DIM FVAL(200):: T=VAL(T$):: N=VAL(N$)
274 REM
275 REM : Request discrete values representing signal.
276 REM
280 FOR 1 = 1 TO N : ; CALL LINK("INPUT","F Value "&STR$(I)&" 
","N",FVAL$,S):: FVAL(I)=VAL(FVAL$):: NEXT I
283 REM
284 REM : If any values incorrectly entered, the subroutine
285 REM : at line 640 allows them to be altered.
286 REM
290 CALL LINK("INPUT","Any values to be corrected 
(Y/N)..."," YN",C$,S):: IF C$="Y" THEN 640
293 REM
294 REM : T = waveform period, N = number of discrete
295 REM : values, ARG = 2*PI*Fo
296 REM
300 H=T/N : : TH=N/2 : : ARG=2*3.1415926535/T
310 LINE$="--------------------------------------------- " : :
DC$="D.C. component=" : : A$="Harmonic number " : : 
FR$="Freq="
314 REM
315 REM : K represents the harmonic number
316 REM
320 FOR K=0 TO TH
330 X=0 : : AK=0 : : BK=0 : : KARG=K*ARG : :
F$=STR$(INT(KOOO/T+.5)/lOOOO)
333 REM
334 REM : Summation approximating to integral over
335 REM : duration T.
336 REM
340 FOR 1=1 TO N
344 REM







400 AK=AK/N : : BK=BK/N
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409 REM
410 REM : Check for AK=0 to prevent division overflow
411 REM
420 IF AK<0 THEN 450
430 IF AK<1E-15 THEN AK=1E-15
440 GOTO 460
450 IF ABS(AKX1E-15 THEN AK=-1E-15
460 AM$=STR$(INT(SQR(AK^2+BK^2)0000+.5)/100000)
470 PH=57.29578*ATN(BK/AK)
480 IF PH<0 THEN PH$=STR$(INT(PH0-.5)/100)ELSE 
PH$=STR$(INT(PH0+.5)/100)
490 IF K=0 THEN CALL LINK("PRINT",LINE$,3,DC$&AM$)ELSE CALL 
LINK("PRINT",LINE$,3,HA$&STR$(K),3,"Amp="&AM$,2, 
"Ph="&PH$&"Deg",2,FR$&F$&"Hz")




505 REM : Suspend listing if space bar is pressed.
506 REM
510 CALL KEY(0,KEY,ST) : : IF K E Y 0 3 2  THEN 530
520 D$="halted" : : GOSUB 580 
530 NEXT K
533 REM
534 REM : Program completed, clear screen and return
535 REM : to normal mode.
536 REM





580 REM ; Scan keyboard routine to hold screen display.
581 REM
590 CALL LINK("PRINT","Listing "&D$&",press any key to 
continue")
600 CALL KEY(0,KEY,ST)
610 IF ST<=0 THEN 600 
620 RETURN
629 REM
630 REM ; Subroutine to enable correction of data entry.
631 REM
640 CALL LINK("INPUT","F value number...","N",1$,S) ; : 
I=VAL(I$):: CALL LINK("PRINT","Old value was 
"&STR$(FVAL(I)))
650 CALL LINK("INPUT","Please enter new value..","N", 
FVAL$,S):: FVAL(I)=VAL(FVAL$):: GOTO 290
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Appendix 2E
The program listed below calculates the mean access time 
of a serial search sliding correlator when the search-lock 
strategy discussed in chapter two, section 2.6.5, is in use. 
The program also enables the optimum detector threshold to be 
determined for a given set of conditions.
The computer programs' for the determination of mean 
access time without the search lock strategy, and for the 
mean accès time when using a matched filter are very similar 




107 REM : Set up arrays
108 REM
110 OPTION BASE 1
120 DIM S1$(6),A$(6),B$(6),C(6)
123 REM
124 REM : Display program identification and instructions
125 REM : for use.
126 REM
130 PRINT "Mean access time calculation"
140 PRINT for serial search system"
150 PRINT :"using maximal sequence codes"
155 PRINT :"Mod to include check process"
160 FOR D=1 TO 10 
170 PRINT " "
180 NEXT D 
190 FOR D=1 TO 500 
200 NEXT D 
210 CALL CLEAR
220 PRINT "Data required as follows...."
230 PRINT ;"Transmitted code clock freq."
240 PRINT :"Receiver code slip rate"
250 PRINT :"Input signal to noise power"
260 PRINT "density ratio (S/No)"
270 PRINT :"Number of shift register"
280 PRINT "generators forming prbs code"
290 PRINT ;"Normalised detector"
300 PRINT "threshold, range 0 to 1"
310 PRINT ;"False track loss time"
320 PRINT ; : : :"Press any key to continue"
330 CALL KEY(0,K,S)





































































The program allows for the optimization of a 
chosen parameter to minimize the mean acquisition 
time. Certain parameters may therefore be chosen 
as permanently fixed, e.g. code length, clock 
frequency, etc., whilst other parameters may be 
varied, e.g. threshold, input SNR, slip rate.
The following section requests the permanently 
fixed parameters to be nominated.
REM
CALL CLEAR
PRINT "Select first constant terms" 





























"(Upper case letters please}" 
A$(1),A$(2),A$(3),A$(4),A$(5),A$(6) 
6
Display parameters that 
as permanent constants.









PRINT "Variables are as follows" 
PRINT : :




















IF A$(5)="C" THEN 810 
S1=S1+1
Sl$(Sl)="Threshold"




790 PRINT " ";S1$(S1)
800 PRINT
810 IF A $ (6)="C" THEN 850 
820 51=81+1
830 Sl$(Sl)="Loss time"
840 PRINT " ";S1$(S1)
850 PRINT : ;
853 REM
854 REM : If any errors have been made in entering the
855 REM ; data then return to start.
856 REM
860 PRINT "O.K. so far ? (Y or N ) "
870 INPUT R$
880 IF R$="N" THEN 355 
890 CALL CLEAR 
900 FOR 82=1 TO 6 















940 PRINT "Select second constant terms"
945 PRINT : :"Variable Constant"
950 PRINT 
960 FOR 82=1 TO 6
970 PRINT " V C ";S1$(S2)
980 PRINT 
990 NEXT 82
1000 PRINT 81;"inputs required"
1010 PRINT "separated by commas"
1020 PRINT "Upper case letters please"
1030 IF 81>1 THEN 1070 
1040 INPUT B$(l)
1050 82=1 
1060 GOTO 1250 
1070 IF 81>2 THEN 1110 
1080 INPUT B$(1),B$(2)
1090 82=2 
1100 GOTO 1250 
1110 IF Sl>3 THEN 1150 
1120 INPUT B$(1),B$(2),B$(3)
1130 82=3 
1140 GOTO 1250 
1150 IF 81>4 THEN 1190 
1160 INPUT B$(1),B$(2),B$(3),B$(4)
1170 82=4 
1180 GOTO 1250 
1190 IF 81>5 THEN 1230
The following variables may be altered by the 
user as required. These variables are split into 
two types; 1) The main variable (e.g. threshold) 
which will always be requested before every 
calculation. 2) Secondary variables (e.g. SNR) 
which may be altered if required but will 
otherwise remain at the last entered value.
Array C ( ) is used to classify the variable type. 
A value of 0 represents permanent constants,









1260 FOR S3=l TO 6












1374 REM : Request entry of data, starting with
1375 REM ; permanently fixed values,
1376 REM
1380 PRINT "Enter first choice constants"
1390 PRINT
1400 FOR S3=l TO 6




1435 REM : Request secondary variables
1436 REM
1440 PRINT :"Second choice constants"
1450 FOR S3=l TO 6 
1460 IF C ( S 3 ) 0 1  THEN 1480 




1487 REM : Request main variable
1488 REM
1490 PRINT :"Main variables.."
1500 FOR S3=l TO 6





1544 REM : Subroutines to determine classification
1545 REM : of variables
1546 REM
1550 IF S3>1 THEN 1580
1560 INPUT "Clock freq.(Hz) " ; FC
1570 RETURN
1580 IF S3>2 THEN 1610
1590 INPUT "Slip rate (Hz) ":DF
1600 RETURN
1610 IF S3>3 THEN 1640 





























































IF S3>4 THEN 1670 
INPUT "Reg length ":N 
RETURN
IF S3>5 THEN 1700
INPUT "Threshold (0 to 1) ":TN
RETURN


























































The calculation of 
into the following 
The entry point is
* * * * * * *
IF R=2 THEN 
IF R=3 THEN 
IF R=4 THEN 
















IF X>2.7 THEN 2140 
SlX=INT(10*X+3)
IF S1X>=10 THEN 2010 
S1X=10
FOR S1P=1 TO SIX 
S1A=(X^(2*S1P))*((-l)
mean access time is split 
series of subroutines, 
line 2630.
Error function CERF(X)].
The error function is calculated in one of two 
routines, one for values of X <= 2.7, the other 





2050 FOR S1N=0 TO SIZ 
2060 S1F=S1F*(S1P-S1N)
2070 NEXT SIN 
2080 S1B=S1A/S1F 
2090 S1M=S1M+S1B 








2180 FOR S1N=0 TO SIZ 
2190 S1F=S1F*(1+2*S1N)
2200 NEXT SIN 
2210 S1B=S1A*S1F 
2220 S1M=S1M+S1B 

















2350 REM : Transfer threshold from normalised
2351 REM : to absolute value [T ]
2352 REM

























2530 REM : Probability of false alarm CPFAH


























2729 REM : Probability of false alarm during the check
2730 REM : process [PFAO] with threshold set at (L-D / 2
2731 REM : and probability of correct detection [PDO]
2732 REM : with autocorrelation peak amplitude of L, and
2733 REM : threshold at (L-l)/2
2734 REM
2740 GOSUB 2800
2750 X=.5 * (L+1)/SQR(2*SIG0SQ)





2790 REM : Variance of received random noise during





2816 REM : The following section of program allows the
2817 REM : optimum detector threshold to be determined by
2818 REM : printing out the mean access time for a number
2819 REM : of threshold values between upper and lower
2820 REM : limits. The listing may be suspended at any













































REM : any case be suspended after 20 values have 
REM : been printed to the screen. The listing may 
REM : be continued by again pressing space bar.
REM
PRINT "search for optimum threshold"
PRINT " (Y or N) ..." ;
INPUT OPT$
IF OPT$="Y" THEN 2890 
IF OPT$="N" THEN 1490 
GOTO 2830 
PRINT "enter lower and 


























IF S O O  THEN 3155 
SCL=SCL+1
IF SCL=20 THEN 3200 
NEXT TL
CALL SOUND(100,800,0)
PRINT "press any key 
CALL KEY(0,K,S)




PRINT "press any key to continue" 
CALL KEY(0,K,S)








This appendix contains the following two published papers which have 
been prepared from work discussed in this thesis.
R.F. Ormondroyd and V.E. Comley. "Limits on the search rate of a 
pseudonoise sliding correlator synchroniser due to self noise and 
decorrelation". lEE Proceedings Part F. Volume 131, Number 7, pp 742- 
750, December 1984.
R.F. Ormondroyd, V.E. COmley and L.A. Al-Rawas. "Accurate tracking 
of PN modulation in adverse SNR conditions". Proceedings of the lEE 
Conference on mobile radio systems and techniques. York, pp 225-229, 
September 1984.
Limits on the search rate of a pseudonoise 
sliding correlator synchroniser due to 
self-noise and decorrelation
R.F. Ormondroyd and V.E. Comley
Indexing terns: Information and communication theory. Codes and decoding
Abstract; Sliding correlators are frequently used in the acquisition of pseudonoise sequences in spread- 
spectrum and ranging systems. High-speed acquisition is often required. The paper examines the decorrelation 
between the received and locally generated codes and the increase in self-generated noise at the output of the 
correlator as the search rate is increased. A numerical approach enables the analysis to be carried out for search 
rates well in excess of 1 bit per sequence period. It is found that decorrelation and self-noise place an upper 
bound on the search rate of the synchroniser, which has been ignored previously. The analysis has been carried 
out for a range of code lengths, and analytic expressions are obtained for both decorrelation and self-noise 
terms, which enable the effects to be estimated by extrapolation for other, longer, codes, where the effects are 
more pronounced. The results enable a correction factor to be incorporated into the expression for the 
maximum search rate of a sliding correlator under external noise conditions.
1 Introduction
In direct-sequence pseudonoise (PN) communications 
systems or ranging systems, synchronisation of the local 
receiver code with the received signal must be obtained as 
rapidly as possible. Various synchronisation schemes have 
been proposed to achieve this [1-3], but a serial search of 
all possible code phases is widely employed [4], using the 
output of a correlator to establish whether phase coher­
ence exists. Two main methods, of providing a serial search 
are used;
(fl) Sliding the locally generated code past the received 
code using a receiver code clock frequency +  ôf, which 
differs from the transmitter code clock frequency . Com­
parison of the codes is achieved in a ‘sliding’ or active cor­
relator. This is principally a multiplier followed by an inte­
grator or low pass filter, as shown in Fig. 1. Refinements
Active correlators are inherently programmable for use 
















idealised correlation impulses 
(neglecting correlation noise) 
to initiate tracking loop
Fig. 1 Serial-search acquisition system using active correlation
involve matching the lowpass filter characteristics to the 
expected correlation function between the codes
(b) Feeding the received code into a passive correlator, 
generally a filter matched to the code, as shown in Fig. 2. 
These take the form of SAW matched filters [5, 6], 
although CCD matched filters have been proposed [7]. 
Implicit in this type of correlator is the requirement that 
the code clock frequency is known precisely, and matched 
to the filter.
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idealised correlation 
impulses
Fig. 2 Passive-correlation acquisition system
passive correlators programmable, SAW convolvers with 
an external reference signal are now widely used in place of 
matched filters. The output waveforms from each type of 
correlator are shown in Figs. 1 and 2. For the active cor­
relator, phase synchronisation is indicated by a triangular 
impulse output. If the search is not stopped at this point 
and tracking initiated, then the output is a periodic 
sequence of such impulses of period L/Sf, where L is the 
length of the PN code in chips, and ôf is the slip rate 
between the codes. For the programmable passive correla­
tor, an impulse occurs at the output whenever the incom­
ing PN code corresponds to the section of the filter 
programmed to match that particular code, assuming that 
the filter is matched to the precise rate of the incoming 
code. The impulses have a period of L / f .
Detection of these impulses gives an indication of coarse 
phase synchronisation of the codes to within 1 chip, and 
may be used to initiate the operation of a tracking loop, 
such as a delay lock loop [8] or tau dither loop [9]. These 
tracking loops provide much finer phase synchronisation 
and, ideally, will eliminate any deviations between the code 
phases due to frequency drift or Doppler effects. The 
impulses can also be used to inhibit the operation of a 
digital phase-controlled clock generator, which may be 
used to provide discrete steps in phase, comparable in 
effect to the ôf frequency offset. This is useful if the trans­
mitter and receiver code clock generators are frequency 
locked to f , perhaps externally. In this particular case, the 
effect of decorrelation through frequency offset is caused 
only by Doppler shift.
Both the delay lock loop and tau dither loop can 
acquire initial synchronisation, as well as track phase devi­
ations, and are further examples of sliding correlators, 
where the output of a modified correlator is used to 
control the receiver code clock generator directly, via a
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loop filter and a voltage-controlled oscillator. In this case, 
the slip rate <5/ is constant during the initial epoch search, 
until the two codes come into coarse synchronisation. 
During pull-in, ôf is variable, controlled by the loop 
dynamics. The results of this paper may be applied to these 
cases to estimate the worst-case decorrelation during the 
initial search phase. However, as acquisition is a nonlinear 
process, application of the decorrelation results given in 
this paper can only be considered as estimates.
In practical spread-spectrum applications, strong inter­
ference corrupts the correlator output. If the slip rate is 
high, decorrelation produces internally generated noise as 
well. The result is that detection of the correlation 
impulses cannot be guaranteed, and there is also a prob­
ability of false-alarm detections, which initiate the tracking 
loop (or some other search-lock strategy [10]) erroneously. 
This requires a certain time to establish that lock has not 
been achieved. Both effects cause the mean acqusition time 
Tma to be longer than (L /lô f) or (L/2/J, which are the 
mean acquisition times in completely noise-free conditions 
for the active and passive correlators, respectively,
Hopkins [10], Holmes and Chen [11] and Selin and 
Tuteur [12] have calculated the mean acquisition time of a 
serial-search system as a function of the input signal-to- 
noise ratio (SNR) of the correlator, assuming that each 
relative position of the PN codes could be successively 
examined in discrete steps. Pandit [13] has extended the 
analysis to cover the case of a continuous search pro­
cedure, and has compared the mean acquisition time of 
active and passive-correlation acquisition systems.
In References 10 to 13, the effect of decorrelation 
between the received and locally generated codes is not 
considered, nor are the self-generated noise terms. These 
effects, although negligible at very low slip rates, where the 
effect can easily be calculated, become significant for code 
search rates in excess of 1 bit per sequence period or 
higher, where analytic analysis is difficult because of the 
asynchronous nature of the problem. The result of both 
decorrelation and self-noise is to place an upper bound on 
the search rate needed to achieve a given likelihood of 
acquisition. In this paper, we consider, in detail, the effects 
of decorrelation and self-noise in a continuous search serial 
synchroniser using active correlation. A wide range of 
maximal length PN code lengths are considered as a func-
incoming baseband 
signal
5 , ( t )  »n ( t )
# -----
X(t)=(5i(t)»n(t)) 
x (S ,( t ) )
'T x ( t)d t




tion of the search rate. The technique is applicable to any 
binary sequence; however, in this paper, only maximal 
length sequences have been considered.
In common with other authors, we have assumed that 
the incoming and locally generated codes are baseband 
signals, and are not modulated by data. This is often the 
case during the initial acquisition of phase synchro­
nisation.
2 Model of the continuous search active-correlator
A simple realisation of the sliding correlator is shown in 
Fig. 3. The correlator takes the form of a multiplier and an 
‘integrate and dump’ filter to achieve signal averaging. This 
is used in preference to a simple lowpass filter, firstly, 
because it is extremely simple to realise on a computer, 
and secondly, it has superior signal-to-noise performance 
[14]. The period of integration is controlled by the 
sequence period of the locally generated sequence r„=  
L/{fc + ôf), as would be the case in practice. The chip 
period of the locally generated code is given by A = l/(/, 
+ ôf). Therefore, =  LA, and, as L is relatively large (i.e. 
>  128) for most pseudorandom sequences of practical 
importance in spread-spectrum systems, then A. The 
dump period is assumed to be zero. The output from the 
correlator may then be fed into a matched filter, to further 
optimise the correlation impulse prior to detection by a 
threshold level detector. Although it is not shown, a full- 
wave rectifier may also be used prior to the threshold level 
detector in the case of data-modulated spread-spectrum 
systems.
In the continuous-search sliding correlator, the output 
can be found in the following manner.
Let Si(t) be the received sequence, &2(t) the locally gener­
ated sequence and n(t) the external noise from other 
spread-spectrum users, thermal noise etc., which is additive 
to Si(t). Si(t) and &2(t) are polar signals.
The integrator output is
1 •T,
T s r . 0
1 ' T ,
T s r . 0
(si(0 -h n(#2(t) dt 
1
Si(t)S2(t) dt -h










integrate/dum p  
y /  control
threshold
detector
end of sequence detector
local code clock generator
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Fig. 3 Model o f the active-correlator system used in the computer simulation
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Hence
CâCo + 1 S2(t)n(t) dt (2)
where Cq is the signal corresponding to the desired correl­
ator output, and the term within the integral is the noise 
contribution. C represents a sampled value from the ‘inte­
grate and dump’ filter after 7̂ , seconds, i.e. just prior to 
dumping.
For the case of a sliding correlator, Q  is clearly not 
constant, but depends upon the relative phases of the 
codes at the instant of integration and the slip between the 
codes during integration. Cq is also a sampled signal, and 
the envelope of the samples of Cq, as a function of the 
delay t between the codes, is
.) = I Si(r)s2(t - t) dt (3)
where Si(t) is clocked at the r a t e a n d  SjCO is clocked at 
(X +  ôfy As the codes are clocked asynchronously, t is 
generated automatically, and advances at the rate of 5 /bits 
per second, such that, at the end of each integration 
period, the additional phase shift (in bits) is given by
Tr.= TsrSf
Fig. 4 shows a typical output for Co(t) from the integrator, 






Fig. 4 Typical output from the correlator when sequence Sjtt) is caused 
to slip past sequence Si(0
a Desired correlation output Q  indicating coarse synchronisation 
b Ideal correlation output for an m-sequence of length L =  15 
€ Actual output from the ‘integrate and dump’ circuit 
d Spurious values of C , contributing to the self-noise
e Because s,(r) and s f̂r) are clocked at different rates, the ideal correlation output is 
described by different samples during each sequence of Co(r)
t; = W c + ¥)
The X axis is in terras of the delay variable t. The output is 
a series of samples built up by integration over the period 
T„, which define both the wanted correlation impulses, 
indicating lock, and the spurious correlations between the 
occurrence of wanted impulses. It should be noted that the 
correlation impulses are periodic, with period L/ôf, while 
the samples occur every 7̂ , seconds. As sequences sjt) and 
2̂(0 are clocked at slightly different rates, the ideal tri­
angular correlation function of the maximal length 
sequence is described by different samples during each 
cycle of Co(t). Ultimately, the phases of s^it) and «2(0 
realign exactly, according to their original starting phases, 
i.e. ‘beat’, but this takes many cycles of Co(r). The period 






and M  is chosen to be the lowest integer such that N  is 
also an integer. However, for the computer simulation, a 
slight adjustment is required by the program, because con­
tinuous phase changes are not possible, and they must be 
represented by a finite number of discrete steps of phase. In 
this work, we have subdivided each receiver code chip 
period into 10̂  subintervals. The number of integrations 




( S r - m
where M  is chosen to be the smallest integer such that X  is 
an integer, and S, is the integer value of 107(100 -  p). p is 
the percentage slip rate between the codes, expressed as the 
percentage difference between I / / ,  and !/(% +  ôf), with 
respect to the receiver chip period A.
The external noise n{t) corrupts both the wanted and 
spurious correlations. If n{t) is a band-limited Gaussian 
process of zero mean and autocorrelation function 7? (t'), 
then C in eqn. 2 is a random variable. For an arbitrary 
integration period T  the first two moments are 
given by [15]
£ (C -C o ) =  0
£{(c-c„)^)=p r# 1  - dt, dt2(4)
(5)
As R{t, -  tfi is assumed stationary, then
where P„{oj) is the power spectrum of rdf) at the correlator 
input. Hence
1 1 r®
E{{C -  Co)7 =  r -  dœ
 ̂ Jo Jo J-œ
X  S 2 (t i)S 2 (t2 )  d t ,  d t2
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S2(t) represents the locally generated binary sequence (5̂ ) 
and n =  1 ,..., L, where 5" =  1,0. Defining sf(t) as
Slit) =




e-^“% (t2 ) dt2 =  -F { œ )





J < o T I2 L - j ( a t iT /L (7)
which is obtained by decomposing sf(t) into a sum of 
delayed pulses.
It is clear that the noise variance at the output of the 
correlator is dependent upon the integration period. When
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It is common to define P„((o) as a flat noise spectrum over 
the ideal bandwidth B„. As a consequence, the noise 
output at the end of each integration period can be 
obtained by integration of eqn. 8. This may be achieved 
using numerical integration. This noise term arises as a 
consequence of the external noise signal of power spectral 
density P„{co), weighted by the correlation between the 
codes during integration.
However, the desired signal Cq(t) also has fluctuations 
which can be considered as a self-generated noise term. 
This is due to the fact that the convolution ‘window’ 
encompasses a weighted subsequence of the PN code, 
because it has a marginally different period to that of the 
local code. In effect, only a partial correlation is carried 
out between the local code and a subsequence of it (the 
shorter received sequence).
For slow slip rates, of (5/ < 1 bit per local code sequence 
period, the subsequence length and the PN sequence are 
very nearly equal, and the correlation is almost exact. 
Under these circumstances, the problem may be solved 
relatively easily [10]. If the codes used are not maximal 
length sequences, but composite sequences of short PN 
sequences or Gold sequences, then it is necessary to adapt 
the technique adopted by Lindholm [16]. This technique 
can also be used to cover the case where the integration 
period T is significantly less than . In this case, partial 
correlations may have a higher value than the case where 
T =  and the self-noise becomes considerably worse. 
Varakin [17] also considers the point.
If the code slip rate is greater than 1 bit per local code 
sequence period, the technique adopted by Hopkins [10] 
cannot be used, and it is necessary to consider the problem 
as one of partial correlations. However, for these relatively 
high slip rates, the nonlinearity of the problem prevents 
direct application of Lindholm’s results. The principal aim 
of this paper is to consider the dependence of Co(r) on L  
and ôf, using computer simulation to generate the partial 
correlations.
The program generates both Si(t) and «2(4 in any 
required starting state, and correlation between the 
sequences is carried out in the normal way. The period of 
integration is governed by the period of the locally gener­
ated sequence. The sequence amplitude is normalised to 
IV.
Slippage between the codes is generated in the program, 
and is always taken as being relative to the received 
sequence. Each chip of the local sequence 82(1) is split into 
1000 segments, while each chip of the received sequence is 
split into (m x 1000) segments, where m > 1. The duration 
of each segment is the same for both the local and received 
codes. If the duration of a chip of «2(0 is a percentage p of 
a chip period of Si(t), then the factor m becomes
m = 100/(100 -  p)
The slip rate <5/is thus
0f = p f j { m - p )  (9)
bit/s, and the normalised slip rate ôf„ is simply
0f  =  p H m - p )  (10)
Although cumbersome in appearance, this technique pro­
vides some advantages in achieving a programmable slip 
rate. The choice of 1000 segments gives a smallest slip rate 
for p = 0.1%, which is required for long sequences.
Correlation between codes is computed for each 
segment of the chips and for as many (L/ôf) periods as 
necessary to achieve phase coherence again between Si(t) 
and 52(4
The desired correlation impulse exists for two chips of 
the local code, and the unwanted spurious correlations, or 
self-noise, exist for the remaining (L -  2) chips slipped per 
sequence. During each ‘integrate and dump’ operation, the 
number of chips slipped is given by
Lp
(100 -  p) fc
(1 1)
The correlation function over the nth integrate and dump 
period is thus




where î (r) is the correlation function of the sequences Si(t) 




It is also clear from Fig. 4 that the samples defining the 
peak correlation impulse are dependent upon the relative 
phase between s,{t) and Siit). As a result, the correlator 
output was examined for several different relative starting 
phases between the codes. The maximum sequence length 
considered was 511 chips from a nine-stage shift-register 
sequence-generator. For code lengths above this, the com­
putation time was excessive, despite considerable program 
optimisation. As the codes became longer, there was much 
less dependence of the values of Cq(t) upon the initial 
starting phase between the codes. Table 1 lists the poly­
in tests
Code length m-sequence .




4 X“ + X + 1
5 X 5 + X 4 + /2 + X + 1
6
7
8 X® + X®-i-X®+X^ + 1
9
nomials used to generate the maximal length pseudoran­
dom sequences.
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3 Results
When the sequences Si(t) and SjlO become increasingly dis­
similar as the slip rate increases, two main effects can be 
expected:
(a) The samples defining the wanted correlation impulse 
Co have a reduced value, because of eqn. 12. The peak 
sample value will be less than the ideal value of unity given 
by eqn. 2 for t = 0
(b) Both the normalised RMS and the normalised peak 
values of | C o ( t ) |  in the range 1 < t  < (L -  1) chips will 
rise above the ideal value of 11/L|, which occurs when 
0f = Q.
The consequence of {b) is that the incidence of false-lock 
indications increase, while a consequence of (a) and {b) 
above is that both the peak desired correlation and the 
index of discrimination fall. This reduces the probability of 
detection of the impulse. The index of discrimination is 
defined as the difference between the peak desired correla­
tion and the peak positive value of the spurious correla­
tions.
The following results of the simulation reinforce the 
above argument. Fig. 5 shows the variation in the
sequences are uncorrelated, and the spurious self-noise cor­
relation values are larger than the desired correlations. For
0.5.
n=2n=3
normalised slip rote A, bits per second
Fig. 5 Effect o f normalised slip rate and code length L on the normal­
ised minimum value o f peak autocorrelation Q  
L  =  2 "  -  1
 Computer simulated results
 Theoretical fit of eqn. 15
minimum value of the peak normalised correlator output 
appropriate to the desired in-lock impulse Q ,  as a func­
tion of the normalised slip rate 0f„  and the code length.
The desired correlation impulse Cq is not a single value, 
but N different values within a range. N has been defined 
earlier as the number of times the sequences slip past 
before the two codes have the same relative phases again. 
In a real system, the initial starting phases between Si(f) 
and 52(f) will not be known, and so the parameter of inter­
est when considering Cq is its worst case value within the 
range. Furthermore, Cq is dependent not only upon the 
relative starting phases but the degree of decorrelation due 
to an increase in p, the percentage slip per receiver chip 
period. It is also clear that the decorrelation effect becomes 
progressively worse for longer sequence lengths. Normal­
isation of Co is with respect to the code length L. Fig. 6 
shows the variation in the normalised index of discrimi­
nation /, also as a function of slip rate and code length. In 
this case, /  is normalised with respect to (L -t- 1). It is clear 
from these graphs that there is a dramatic fall in both Cq 
and / as the slip rate is increased, which is more marked 
for long sequences. For relatively high slip rates, / can 
become negative. Under these conditions, the two
normalised slip rate 6 fn A , bits per second
Fig. 6 Effect o f normalised slip rate and code length L  on the normal­
ised worst-case index of discrimination I 
L =  2" -  I
The shaded area indicates the error for the case where n =  2, caused by the non­
randomness of the very short code length
use in the synchroniser, the slip rate corresponding to 
1 = 0  represents the absolute highest that may be used, 
assuming zero external noise n{t) and a noiseless correla­
tor. In this case, the threshold detector is set to trigger at 
the peak value Cq . This would be totally unacceptable in 
practice, but it does set the upper limit for the slip rate.
The results shown in Figs. 5 and 6 take into account the 
different starting phases that are possible between Si(f) and 
52(f). Each starting phase resuUs in a further N values of 
the desired correlation peak C q , in addition to N(L -  2) 
unwanted correlations. Further to this, a limited number 
of different sequences were considered at several sequence 
lengths, as detailed in Table 1. The results of these different 
sequences fell within the bounds of C q . However, we 
cannot categorically state that an exhaustive search of all 
possible maximal length sequence will not yield a worst- 
case value for Cq which is lower than the figures quoted.
Fig. 7 shows the variation of /' against slip rate and 
code length. In this case, /' is defined as the difference 
between the desired peak correlation value and the abso­
lute value of the peak spurious correlation. This represents 
the case if the threshold detector were preceded by a 
squaring circuit or ideal full-wave rectifier, as is often the 
case in the synchroniser circuit when data is transmitted 
[18]. It is worthy of comment that the maximum slip rates 
are less for /' than for I. In the case of a data-modulated 
transmission, it should be pointed out that it is necessary
10-2 10'’ X)°
normalised slip rate 6fn A.bits per second
Fig. 7 Effect o f normalised slip rate and code length L on the value o f /'
L  =  2 "  -  1
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to consider the worst-case values for I', obtained from an 
examination of the odd partial correlations, as well as the 
even partial correlations [19]. This is currently under 
investigation.
The generation of spurious correlations as the slip rate 




n = 0 
n=9
normalised slip rateSfp A , bits per second
Fig. 8 Variation in the normalised value o f RMS self-noise as a function 
o f the normalised slip rate and code length L
L =  2" -  1 
Slope, M  =  0.5
self-noise is plotted as a function of normalised slip rate 
and code length. For low slip rates, the normalised RMS 
self-noise reduces to the expected value of 1/L. However, 
as the slip rate increases, the RMS noise rises, and the nor­
malised RMS noise becomes relatively independent of the 
code length, and dependent only on the slip rate. This 
additional source of noise is due entirely to the decorrela­
tion between the two sequences at high slip rates. The 
gradual domination of decorrelation noise due to slip gives 
the RMS noise term a dependence on slip rate. Fig. 




normalised slip rate 6f„ A, bits per second
Fig. 9 Effect o f normalised slip-rate and code length L  on the normal­
ised standard deviation o f the self-noise 
L  =  2 "  -  1
Dashed curve represents (he results of crosscorreiating two different codes of identi­
cal length
a„ with normalised slip rate, tends to reinforce this obser­
vation. In this case, normalisation was with respect to yjL  
rather than L. The curve shows that the normalised stan­
dard deviation tends to a constant value of unity at high 
slip rates, irrespective of the code length. This behaviour 
would be expected if the two sequences were random and 
uncorrelated. For low slip rates, again, this is
expected.
The arithmetic mean of the self-noise, which is not 
plotted, is virtually independent of slip rate, and has the 
value 1/L for all code lengths tested, and for different gen­
erating polynomials. This is to be expected from the results 







normalised slip rate A,bits per second
Fig. 10 Effect o f normalised slip rate and code length on the absolute 
value o f normalised peak self-noise 
L =  2" -  I
Fig. 10 shows the variation in the normalised peak 
value of self-noise with normalised slip rate. This is partic­
ularly important, as it gives the minimum threshold level 
that the threshold detector may be set to, without the use 
of the matched filter. The normalisation of the peak value 
of self-noise is with respect to L. As would be expected 
from the increase in standard deviation and RMS noise, 
the peak value increases significantly with slip rate. 
However, it is noticeable that the peak value of the self­
noise does not reduce by 1/L with the code length L at 
high slip rates, but by a much smaller factor. Thus, increas­
ing the code length in order to minimise the self-noise term 
relative to the desired correlation term does not achieve a 
performance improvement proportional to the increase in 
code length.





code length L , chips
100
Fig. 11 Values o f normalised slip rate required to give a zero index of 
discrimination, and corresponding normalised RMS self-noise, as functions 
o f code length
a Normalised slip rate against L  for /  =  0 
b Normalised RMS self-noise against L  at /  =  0
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performance of the correlator output. Curve a shows the 
effect of code length on the value of slip rate, to give a 
value for the index of discrimination of / = 0. This shows 
that the maximum value of slip rate is proportional to 1/L. 
This inverse relationship holds extremely well for values of 
I in the range 0-0.9. Curve h shows the variation of the 
RMS self-noise as a function of the code length, measured 
for each code length at the slip rate corresponding to 
I =  0. This value for / is somewhat arbitrary, but ensures 
that the slip rate is sufficiently high for the RMS noise 
term to be predominantly due to decorrelation, rather than 
the nominal correlation value of 1/L associated with 
maximal length PN sequences. It is quite clear that oc 
L?/\ rather than 1/L.
An equally important parameter is the output signal-to- 
noise ratio at the correlator output. This is shown as the 




and Fig. 13c is the variation in normalised SNR due to 
self-noise.
-Tn=12)\(n=11)
icr3 icf2 10’ \(P
normalised slip rateSfp.bits per second
Fig. 12 Effect o f normalised slip rate and code length L on the SNR at
the output of the correlator
The noise is taken to tx the self-noise
 Computer simulation
 Curve fitted to eqn. 21
 Curve fitted to eqn. 18
term is due only to the RMS self-noise. It is clear that the 
correlator output SNR is strongly dependent upon the slip 
rate and code length.
4 A nalysis o f resu lts
The simulation was carried out for relatively short codes. 
In this Section, analytic functions are fitted to the simula­
tion results. From these, extrapolations can be made for 
much longer codes.
Curves a and b in Fig. 11 shows that there is a func­
tional relationship between the code length and the fam­
ilies of curves in Figs. 5 and 6. As a consequence. Figs. 5, 6 
and 12 may be condensed into the graphs of Fig. 13. To 
achieve these curves, the normalised slip rate axis is 
redefined as the ‘number of bits slipped per code sequence 
period’. Within the shaded area around each curve can be 
fitted the results for all the sequence lengths in the range 3 
to 511 chips. The solid line represents the mean values of 
slip rate to obtain a given performance for all the code 
lengths. The individual curves do not lie randomly within 
the shaded area, but move systematically from one extreme 
to the other, with increasing code length, as indicated.
Fig. 13a shows the variation in the minimum peak value 
of the desired correlation. Fig. 13b shows the variation in /
0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 20  2.2 2.4 2.6
long codesshort codes
0.2 0 4  0.6 0 8  1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4
short codes
0 0.2 0.9 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 2.2 2.4 2.6 
bit slipped per integration period
Fig. 13 Comparison of results of Figs. 5, 6 and 12, as functions of 
number of hits slipped per code sequence period
a Normalised worst-case correlation output % Variation of results allowed by eqn. 
18
h Normalised index of discrimination 
c Normalised minimum SNRp
These graphs are important, because they give a 
summary of the degradation in performance caused by 
sliding the codes. Fig. 13c, for example, shows that for a 
typical maximal length sequence, the correlator output 
SNR has fallen to -2 0  dB if the slip rate is only 1.5 bits 
per sequence. This is additional to any worsening of SNR 
due to external noise.
For the case of two sequences offset in phase by t ^ A, 
where A is the local code chip width defined earlier, the 
output SNR from the integrate and dump correlator is 
degraded by the factor [10]
(14)
The degradation factor is due entirely to the reduction in 
the desired correlation signal, and does not take into 
account self-noise. In our case, |t| is not a fixed phase 
offset, but is time-variant. Thus, for the special case where 
the slip rate does not exceed 1 bit per sequence, the 
average degradation of the SNR at the correlator output is




| t ( O I % l l
A
where 0f„  is the normalised slip rate, and integrating eqn. 
15, gives
(16)
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This may be obtained in terms of the code length L, as





The result of this SNR degradation is shown in Fig. 12, 
However, because the self-noise term is not taken into 
account, the agreement between simple theory and simu­
lated results is poor, and breaks down entirely for slip 
rates in excess of 1 bit per sequence period, as the dashed 
lines for n =  2 in Fig. 12 show. If  the results of eqn. 18 are 
superimposed on Fig. 5, however, which purely represents 
the minimum autocorrelation peak and where self-noise 
terms play no part, the theoretical curves form a much 
closer fit to the simulated curves. Eqn. 18 also gives the 
vertical error bars to the curve of Fig. 13a. These error 
bars fit extremely well within the spread of results obtained 
by simulation.
For slip rates in excess of 1 bit per sequence period, the 
simulation results must be used. From Fig. 11, the func­
tional form of the maximum normalised slip rate =  
2.78/L. This may be used, we believe, for L greatly in 
excess of 511 chips.
Similarly, for the curve of RMS noise voltage against 
code length, measured at slip rates giving 1 = 0 (Fig. 11), 
we have
n, =  0.62 y/L (19)
However, a much more general expression, which fits the 
simulated n, against ôf„ curves for all the code lengths 
tested, can be given by
Wj =  {0.62 y/L  — 1)
log, n̂/2
log,(l + e"/̂ )
+ 1 (20)
where L =  (2" -  1), the sequence length, and n is the 
number of shift register elements used.
The close agreement between eqn. 20 and the simulated 
results is shown in Fig. 14.
Using the value of RMS self-noise given in eqn. 20, the
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This is compared with the simulated results and eqn. 18 in 
Fig. 12. It will be seen that there is an extremely close fit 
between eqn. 21 and the computed results, valid for a very 
wide range of slip rates in excess of 1 bit per sequence 
period.
We are thus in a position to use eqns. 19-21 for estimat­
ing the decorrelation performance of much longer codes, 
This is illustrated in Figs. 12 and 14. The actual degrada­
tion of the correlator SNR can be easily calculated, 
because the external noise will be uncorrelated from the 
self-noise, and from this the probability of correctly acquir­
ing lock [13] can be obtained.
5 Conclusions
The paper has highlighted the problem of decorrelation 
and the generation of self-noise terms in sliding correlators. 
It has been shown that the index of discrimination can fall 
to zero even for modest slip rates, and this will have disas­
trous effect on the probability of aequiring lock, a problem 
which has been ignored in the past. The technique of using 
an exhaustive search of codes and relative starting posi­
tions between the codes has given highly accurate worst- 
case answers, to which have been fitted analytic 
expressions. It is from these analytic fits that the decorrela­
tion and self-noise effects of codes much longer than 1023 
bits sequence length may be obtained. It is important to 
note that these effects are much worse for longer 
sequences.
6 Acknowledgments
The authors wish to express their thanks to Professor TE. 
Rozzi, Head of the School of Electrical Engineering, for 
the provision of laboratory and computing facilities, and 
to the Science and Engineering Research Council, for their 
financial support of Mr. V.E. Comley.
7 References
1 WARD, R.B.: ‘Acquisition of pseudonoise signals by sequential esti­
mation’, IEEE Trans., 1965, COM-13, pp. 475-483
2 KILGUS, C.C.: ‘Pseudonoise code acqusition using majority logic 
decoding’, ibid., 1973, COM-21, pp. 772-774
3 WARD, R.B., and YIU , K.P.: ‘Acquisition of psuedonoise signals by 
recursion aided sequential estimation’, ibid., 1977, COM-25, pp. 
784-794
4 SAGE, G.F.: ‘Serial synchronisation of pseudonoise systems’, ibid., 
1964, COM-12, pp. 123-127
5 MILSTEIN, L.B.: ‘Spread-spectrum receiver using surface acoustic 
wave technology’, ibid., 1977, COM-25, pp. 841-847
6 GRANT, P.M., MORGAN, D.P., HANNAH, J.M., and COLLINS, 
J.H.: ‘Fast synchronisation for spread-spectrum communications by 
correlation in surface acoustic wave devices’. Ultrasonic international 
conference, Guildford, Surrey, 1975, pp. 146-151
7 GRIECO, D.M.: ‘Application of CCDs to spread-spectrum systems’, 
IEEE Trans., 1980, COM-28, pp. 1693-1705
8 SPILKER, J.J., and MAGILL, D.T.: ‘The delay lock discriminator— 
an optimum tracking device’, Proc. Inst. Radio Engrs., 1961, 49, pp. 
1403-1416
9 HARTMANN, H P.: ‘Analysis of a dithering loop for PN code track­
ing’, IEEE Trans., 1974, AES-10, pp. 2-9
lE E  PROCEEDINGS, Vol. 131, Pt. F, No. 7, DECEMBER 1984 749
10 HOPKINS, P.M.: ‘A unified analysis of pseudonoise synchronisation 
by envelope detection’, ibid., 1977, COM-25, pp. 770-778
11 HOLMES, J.K., and CHEN, C.C.: ‘Acquisition time performance of 
PN spread-spectrum systems’, ibid., 1977, COM-25, pp. 778-784
12 SELIN, I., and TUTEUR, F.: ‘Synchronisation of coherent detectors’, 
,m ,  1963, CS-n, pp. 100-109
13 PANDIT, M.: ‘Mean acqusition time of active- and passive- 
correlation acquisition systems for spread-spectrum communication 
systems’, lE E  Proc. F, Commun., Radar & Signal Process., 1981, 128, 
(4), pp. 211-214
14 TAVARES, S.E.: A comparison of integration and lowpass filtering’, 
IEEE Trans., 1966, IM-15, pp. 33-38
15 PAPOULIS, A.: ‘Probability, random variables and stochastic pro­
cesses’ (McGraw-Hill, 1965)
16 L IN D H O LM , J.H.: ‘An analysis of the pseudo-randomness proper­
ties of subsequences of long m-sequences’, IEEE Trans., 1968, IT-14, 
pp. 569-576
17 VARAKIN, L. Ye: ‘Optimum phase shift keyed signals’, Telecommun. 
& Radio Eng. Part 1 ,1971,26, pp. 67-76
18 WARD, R.B.: ‘Digital communications on a pseudo-noise tracking 
link using sequence inversion modulation’, IEEE Trans., 1967, 
COM-15, pp. 69-78
19 MASSEY, J.L., and UHRAN, J.J.: ‘Sub baud coding’. Proceedings of 
13th annual Allerton conference on circuit and system theory, 1975, 
pp. 539-547
750 lE E  PROCEEDINGS, Vol. 131, Pt. F, No. 7, DECEMBER 1984
ACCURATE TRACKING OF PN MODULATION IN ADVERSE SNR CONDITIONS
R.F. Ormondroyd, V.E. Comley, and L.A. Al-Rawas
University of Bath, UK.
SUMMARY
The delay lock loop Is used frequently to acquire and 
maintain phase synchronisation between the Incoming 
and locally generated pn sequences In direct-sequence  
spread-spectrum systems. Extreme accuracy Is 
prevented because arm gain-im balance and rectification  
of the Input noise signals by the mixers and amplifiers 
within the loop result in phase offsets between the pn 
sequences. The paper proposes a novel variant of the 
delay lock loop which removes the problem of arm  
gain-im balance, drift and noise generated offsets in 
phase. Experimental results are presented which show 
that the loop can operate In Input SNR's worse than -3 0  
dB yet have a mean phase error of only 0 .0 1  bit.
INTRODUCTION
Pseudo-noise modulation techniques are finding 
increased use in tactical radio systems, navigation and 
aerospace communication systems because they offer low 
spectral energy densities In the transmitted signal and 
because of the Inherent address present In each code 
when used In m ulti-user systems. The feasibility of 
such techniques, however, is dependent upon the ability 
of the receiver to remove the wanted signal from large  
levels of background noise, either by correlation or 
convolution techniques. In the form er, accurate  
synchronisation Is required between the incoming 
sequence and a locally generated replica sequence to 
maximise the correlation between the two codes, and In 
the latter case the clock frequency must be precise and 
the filter matched to the sequence. The delay lock loop 
(DLL) (1 ) Is commonly used to acquire Initial phase 
synchronisation In correlation receivers, and to track the 
phase of the Incoming sequence under conditions of 
Doppler shift and frequency drift.
A typical DLL is shown in figure 1. and is of the 2A 
type. The incoming pn sequence is separately 
correlated with early and late replicas of the sequence 
generated by the VCO. For maximal sequences each 
correlation produces a triangular correlation function, 
one delayed by 2l  relative to the other, where l  is the 
chip width of the sequence. The filtered output of the 
difference amplifier linking both arms of the loop 
produces an N shaped discriminator characteristic, or 
error curve, as shown in figure 2. Phase error between 
the sequences results in an error voltage being 
generated which controls the frequency of the VCO in a  
feedback configuration. it is c lear from the 
discriminator characteristic that the feedback is only 
negative for delay errors in the range (for the case 
of the 2à loop). Between |a i and l2Ai the feedback is 
positive, and beyond t  2a no delay error Information is 
available until the codes next come into synchronisation. 
In this case the VCO idles, it is possible to broaden the 
range of delay error which gives an error voltage output 
by using extra early and late correlators to broaden the 
discriminator characteristics ( 2 - 4 ) .  These "wide-A" 
loops allow a higher initial search velocity, and a 
greater tracking range, but at the expense of increased  
hardware complexity and cost. The dynamics of 
acquisition and tracking are controlled by the shape of 
the discriminator characteristics, the loop gain and the 
loop filter characteristic.
As there is no delay error information supplied to the 
loop lor delay errors > ±2a  it is necessary for the VCO to 
Idle at a slightly different frequency to the clock
frequency of the incoming sequence so that every epoch 
of the sequence may be searched serially. The maximum  
offset In frequency gives the epoch search rate, and this 
is determined by the loop dynamics and the level of 
noise at the input to the DLL.
The offset in frequency of the VCO gives rise to 
"loop-stress" ( 5 ) ,  The result of this is that when the 
two sequences are finally in frequency lock an error 
voltage is generated to compensate for the offset 
frequency of the VCO. Because of the finite loop gain 
the error voltage gives rise to a steady-state in-iock  
phase error between the two sequences. This problem  
Is compounded by two other major problems which 
further limit the accuracy of phase synchronisation. The 
first of these is arm ga in-im balance. This occurs 
because it is difficult to match the gains of the mixers, 
bandpass filters and am plifiers in each arm of the 
practical delay lock loop correlator. This means that 
there Is a slight change of slope In the discriminator 
characteristics about « = 0. if noise is present at the 
input to the loop this results in phase jitter which is 
effectively 'rectified ' by the non-linearity In the 
discriminator characteristic to give a mean phase offset. 
This effect is dependent upon the input noise level, and 
may counteract, or reinforce, the phase offset due to 
loop stress.
The second problem occurs as a result of limited 
dynamic range of the components In a spread-spectrum  
system, and non-llnearlty and galn-com pression In the 
DLL mixers in particular. The signal at the Input to the 
DLL Is corrupted by broad-band noise which may be 
3 0 -4 0  dB more than the signal. The signal is recovered 
only after the DLL mixers In each arm . and the noise Is 
removed by the loop filter, which will have a cut off 
frequency much lower than the code clock frequency. 
N on-linearities in these components rectify the large 
noise level to produce a dc offset voltage which 
produces a further phase error.
Two consequences of these phase errors are: ( i )  there 
is loss of the wanted despread signal in the data 
correlator section of the receiver because of 
decorrelation and (ii)  loss of lock occurs at much lower 
Input SNRs than predicted by simple linear theory ( 6 ) .  
in this paper we consider two aspects of the delay lock 
loop. The main aim of this paper is to present a novel 
variant of the delay lock loop in which phase offset due 
to arm ga ln -lm balance. rectification of the Input noise, 
loop stress and VCO drift is removed to a very large 
extent. The expected Improvements in performance are 
supported by experiment. The results are presented for 
the case of a spread-spectrum  ranging receiver, in 
which the pn sequence is not data-m odulated. 
However, the technique may be applied to the case of a 
sequence inversion keyed data modulated 
direct-sequence system for a small increase In hardware 
complexity.
These modifications allow the loop to be used in more 
adverse input SNR conditions than otherwise possible. 
However, in the first section of the paper we present 
experimental data comparing the acquisition performance 
of DLLs under noisy conditions using analogue multipliers 
and AGO, with DLLs using hard limiters and EXOR 
multipliers. To the authors' knowledge this data has not 
been presented before, yet it is important since the 
acquisition of lock is no n-iinear and has not been solved 
for the case with noise.
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INITIAL SEARCH RATE
The In-lock performance of analogue delay lock loops 
( i .e .  using analogue mixers) with AGO and digital delay 
lock loops using hard limiter and EXOR multipliers is well 
documented (6 ) .  Analysis is straightforward because 
the loop can often be considered linear. However, the 
initial acquisition performance in noise has not been 
considered In detail. In this section we present 
experimental data showing the effect of the input SNR on 
the maximum initial search velocity of a DLL 
commensurate with almost 100% probability of lock, in 
the experiment two identical baseband DLLs were 
constructed using maximal sequences of length 1023 bit, 
clocked at a nominal 1 MHz. The natural frequency of 
each loop was set to a normalised value uq = 1 rad s~^ 
and the damping ratio was chosen as c = 0. 707. One 
of the loops used high quality wideband analogue 
multiliers, together with ideal age, whilst the other used 
a hard limiter and EXOR multipliers. Although the loop 
gains of the two loops were different Nielsen (7 ) and 
Spllker (6 ) have shown that loop gain has negligible 
effect on acquisition trajectories of DLLs under noiseless 
conditions when the loop gain, G »  10, which Is the 
case for both loops.
Figure 3 compares the effect of input SNR on the 
maximum initial search rate of the two loops which can 
be tolerated to give almost 100% lock probability. The 
key features of the two curves are; ( i )  the shape of 
both curves is similar, showing an approximate 
exponential decrease in maximum initial search rate with 
Input SNR (dB ) for SNR < 0 dB; (ii) the digital DLL can 
tolerate approximately 2 dB worse input SNR to maintain 
the same initial search velocity; (ill) for SNR > 0 dB the 
maximum initial search velocity saturates to the value 
predicted for the noiseless case (6 ) .  It is interesting to 
note that a 40 dB worsening of input SNR from + 10 dB 
results in a reduction of initial search rate by approx x 
10.
MODIFIED DELAY LOCK LOOP TO MINIMISE PHASE 
OFFSET ERRORS IN NOISY CONDITIONS
in this section we propose a variant of the DLL which 
minimises phase offsets. Under noisy conditions, the 
error signal fed to the VCO via the loop filter consists of 
a wanted error signal, representing the genuine phase 
error due to Doppler shift and loop stress, and an 
unwanted component due to arm  gain-im balance and 
noise rectification, it is necessary to remove the latter 
without modifying the former. Fortunately the two signals 
are effectively generated at two different parts of the 
loop. The wanted phase error Information, due to 
frequency drift and Doppler shift may be lumped together 
and associated with the VCO. whilst arm gain-im balance  
and noise rectification are both associated with the 
mixers, arm filters and the difference am plifier. The 
physical separation of the two signal sources can be 
used to advantage when processing the corrupted 
signals.
Figure 4 shows the basic technique used. The 
amplitude of both the early ( 8 | - i )  and late (S |+ i)  
locally generated reference codes are reversed 
periodically at a rate determined by the code repetition 
rats. This causes the discriminator characteristics to be 
switched alternately between normal and inverted, as 
shown in figure 2 . Any dc phase error signal 
representing the wanted portion of the control signal is 
thus converted to a square wave signal of amplitude 
equal to the phase error signal. This signal cannot be 
applied directly to the VCO because the sense of the 
feedback changes periodically from negative to positive 
and the loop would dither. The error signal is restored 
back to a dc level by reinverting immediately before 
application to the VCO. This is carried out in phase 
synchronism with the reversal of the discriminator 
characteristic, as in a chopper am plifier. Unwanted dc 
offsets that occur at any point within the loop between 
the switches are converted Into a square wave ripple
wwtiipwMwiii wi a.o( u MIOUII niiiuii llldy U W  I U M I U W U  Uy
lowpass filtering. The wanted signal is not affected, 
and any small switching transients are removed by the 
same low pass filter.
Inversion of the discriminator characteristics may be 
achieved in two ways: ( i )  polarity inversion of each local 
• reference code; ( I i )  Interchanging the early and lata 
reference codes to each arm of the iooo. in oractlce 
polarity inversion is easily implemented using EXOR 
gates. The switching signal is generated from the "ail 
I's "  detector of the sequence generator via a 2 
counter. However, amplitude non-linearities within the
analogue muitipiiors in each arm of the DLL cause 
switching rate offsets in voltage to be generated which 
appear as valid control signals. These signals are 
periodically inverted by the switch after the loop filter, 
where they cause the phase of the locally generated 
code to dither. Although much more complex.
Interchanging the early and late reference ' codes was 
found to overcome this problem to a large extent and 
was implemented in the loop presented in this paper.
The discriminator characteristics are reversed every code 
repetition period. This Is much higher than the loop 
filter cut-off frequency. An obvious place to reinvert the 
error signal to the VCO is before the loop filter, using 
the filter to average out the unwanted signal com ponent 
and remove switching transients from the wanted signal. 
However an active loop filter may be a source of the 
drift and poor dynamic range problems referred to 
earlier. in this work we chose to relnvert the error 
signal after the loop filter. Normally, this would distort 
the error signal after reinversion. To prevent this the 
active loop filter Is also switched at the same ra le , as 
shown in figure 5. This still provides noise filtering but 
translated to the switching frequency. The transients 
associated with switching the filter were found to last for 
only 5% of the duration between phase reversal, and 
therefore had a negligible effect. However, it is 
probable that this transient sets the limit on the ultimate 
performance attainable by the loop. Figure 6 shows the 
circuit used to reinvert the error signal after the loop 
filter.
The low pass filter used to remove the square wave 
modulation caused by unwanted dc offsets, and 
unwanted switching transients was formed by the 
capacitance of the varactor. controlling the VCO 
frequency, and the 10 Mn series resistance, shown in 
figure 6 . Further low pass filtering was found to be 
unnecessary.
PERFORMANCE OF THE SWITCHED DELAY LOCK LOOP
A delay lock loop was constructed In which the loop 
configuration could be switched between a standard loop 
and the modified loop, in this way the loop stress and 
non-linearities in the major loop components remained 
the same during the tests. The active loop fitter could 
also be replaced by a passive loop filter, adjusted to 
give the same noise bandwidth.
RMS Phase Jitter
It is important that any modification to the loop should 
not affect the in -lock litter oerformance of the Iooo 
adversely when compared with a standard loop. This is 
particularly important since this sets the probability of the 
.loop losing lock. In this test broadband noise was used 
to corrupt the incoming sequence to the loop. Figure 7 
compares the phase jitter resulting from the additive 
noise for ( i )  the standard DLL. ( i i )  modified DLL and 
(III)  standard DLL with passive filter. it is seen that 
switching the loop does not contribute to any additional 
jitter, it is further seen that the active filter begins to 
contribute to a worse jitter performance when the input 
SNR becomes worse than -2 0  dB. This is not seen in 
the passive filter, and does not become apparent In the 
switched loop until the input SNR is -3 0  dB.
wean rn a se  u n se is  in noisv oonon ions CONCLUSIONS
Figure 8 shows the effect of the Input SNR on the mean 
phase offset of the switched loop, compared with the 
standard loop. Both loops use an active filter. The 
curves are plotted for several values of loop stress. Af. 
This Is the offset frequency of the locally generated code 
relative to the transmitted code frequency, in this test 
the code repetition frequency was 3 .1 6 5  MHz.
Considering the case of the standard loop with active 
filter shown in figure 8a. it is seen that loop stress has 
little effect In adverse signal to noise ratio conditions. 
The mean phase offset in this case is due entirely to 
noise rectification and arm gain im balance, it Is c lear  
from this graph that at input SNR's worse than -2 5  dB 
the mean phase offset takes the value 1 A. in practice  
the rms Jitter combined with the large phase offset cause  
the loop to lose lock at an input SNR «  20 -  22 dB.
Although not plotted the mean phase offset for the case  
of a standard delay lock loop with low loop gain and 
passive loop filter is considerably worse when the loop is 
stressed by offsetting the local VCO frequency reiatave to 
the transmitted code frequency.
The cases may be contrasted with that obtained for the 
switched loop, shown in figure 8b. it should be noted 
that the scales are enlarged and linear. For the case  
of zero loop stress it is seen that the switched loop 
maintains a mean phase offset to better than t  0 .0 0 6  bit 
under input SNR conditions as low as -  26 dB, for the 
loop tested. At -  30 dB the mean phase offset has 
risen, but is still only 0 .01  bit. increasing loop stress 
has an effect upon the mean phase offset, but even so, 
the worst case phase offset is still within the range t
0 .03  bit at -  30 dB. it is interesting to note that loop 
stress becomes more important at low input SNR
conditions. in the previous case the effect of noise 
rectification on phase offset was so important that the 
effect of loop stress was minor. The graph also
highlights the fairly random nature of the phase offset
with input SNR. This may. in fact be due to slow drift




Figure 1. Schematic of standard 2A baseband 
delay lock loop system
This paper has presented a delay lock loop variant which 
is successful in overcoming the effects of arm gain 
im balance and rectification of the input noise. The 
experimental delay lock loop showed that mean phase 
offsets as low as 0 .0 1  bit could be achieved at -  30 dB 
for zero loop stress, and even with loop stress the mean 
phase error was within 0 .0 3  bit at -  30 dB. A similar 
unswitched loop was shown to have a mean phase offset 
of about 1 bit at -  26 dB. The loop has also been 
found to be Immune to deliberately injected do offset 
voltages and long term component drift.
This type of loop should now enable the successful 
accurate synchronisation of sequences in a direct 
sequence spread spectrum system in input SNR 
■conditions worse than -  30 dB.
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