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ABSTRACT
In today’s interactive world 3D body scanning is necessary in the field of making virtual
avatar, apparel industry, physical health assessment and so on. 3D scanners that are used in
this process are very costly and also requires subject to be nearly naked or wear a special tight
fitting cloths. A cost effective 3D body scanning system which can estimate body parameters
under clothing will be the best solution in this regard. In our experiment we build such a
body scanning system by fusing Kinect depth sensor and a Thermal camera. Kinect can sense
the depth of the subject and create a 3D point cloud out of it. Thermal camera can sense
the body heat of a person under clothing. Fusing these two sensors’ images could produce
a thermal mapped 3D point cloud of the subject and from that body parameters could be
estimated even under various cloths. Moreover, this fusion system is also a cost effective
one. In our experiment, we introduce a new pipeline for working with our fusion scanning
system, and estimate and recover body shape under clothing. We capture Thermal-Kinect
fusion images of the subjects with different clothing and produce both full and partial 3D
point clouds. To recover the missing parts from our low resolution scan we fit parametric
human model on our images and perform boolean operations with our scan data. Further,
we measure our final 3D point cloud scan to estimate the body parameters and compare it
with the ground truth. We achieve a minimum average error rate of 0.75 cm comparing to
other approaches.
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CHAPTER 1.
Introduction
In this modern era people are being more passionate about e-commerce. One of the most
popular e-commerce fields is online shopping of apparel products. In spite of a huge possibility
to flourish of this sector, customers have to face some issues with online shopping that make
them doubtful about purchasing any dress online. Dress appearance, fitting issues are the
mostly faced issues by the customers. A perfect virtual trial and fitting system is a crying
need to online shoppers. Thus virtual trial room is a hot topic among the researchers in
the field of computer graphics and is getting more attention day to day. Despite of its huge
demand, application of virtual try on is not being flourished that much due to some inevitable
limitations and body fitting issues[3]. Realistic and accurate 3D human body shape models
have a vast application in the field of apparel industry, physical health assessment, video
game and movie fields, security sectors and so on. For these sectors, 3D body scanning is
necessary and there are different kind of 3D scanners available in the market now-a-days.
Based on the technologies and working principles these 3D scanners can be categorized into
laser scanners, structured light scanners, multi view stereo cameras, and millimeter wave
scanners [4] [5]. All these scanners cost around $30000 to $40000 and require a lot of spaces
and hardware to manage.
Furthermore, for 3D body scanners subjects need to be scanned individually in tight fitting
undergarments or cloths made with non-shiny fabrics having either similar color to their skin
complexion or in pastel colors. The inappropriate undergarment color, skin tone and even
body hair may produce missing data or shading effects while scanning. Shadows due to light
control around the subjects body area also can produce imprecise data [6]. Only millimeter
scanners can be used to scan under the clothing like an X-ray. However, this scanner may
raise ethical issues as the body parts can be seen [4] and also health issues caused by its
radiation [7]. So we want to build a scanner that will be of low cost and also addresses these
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issues. A multi-modal system of Kinect depth camera and a thermal camera has the ability
to scan the heated body parts of a person even under clothing since the thermal camera
senses the body temperature. We can also be able to produce a 3D thermal point cloud by
merging both thermal and Kinect depth images. This system is cost effective as well. Kinect
costs only $299 and a thermal camera costs under $500.
Our idea is to get heated region from the thermal-Kinect registered point cloud of a clothed
person that we consider as the body parts of that subject. We define the cold region as the
clothing parts. By eliminating the cold region we obtain the original body shape parts only.
Due to the elimination of the clothing parts the point cloud become occluded but still it can
give an idea about the body shape of the subject and can be inpainted to estimate the full
body shape.
The aim of inpainting is to reconstruct the digital 3D objects that may be uncompleted
due to the fault from 3D scanning. Specifically, 3D scanning process of objects can have
some artifacts due to the issues such as occlusion, noise and hardware limitations. These
issues usually lead to missing regions or holes on the scanned digital objects. Repairing
these missing regions is crucial for having desirable geometries of 3D objects. Nevertheless,
repairing the 3D objects can be challenging, especially in the cases that the size of holes is
significant or the geometry of objects is complex.
Our main contribution is to develop a low cost 3D scanning system using Thermal camera
and Kinect fusion technique and recovering body shape of the subject under clothing by
merging the scanned data with statistical SMPL model data set. Figure 1.1 illustrates the
pipeline of our approach.
The outline of this paper is as follows: After discussing about the previous work, in the
Methodology section we describe our method overview. Then, we describe the experimental
setup and obtained results. Finally, this paper is ended by the conclusion section.
2
Figure 1.1. Pipeline of our approach
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CHAPTER 2.
Literature Review
2.1. Body Scanning and Shape Recovering Techniques
Many researches on body scanning had been conducted by using Microsoft Kinect because
it provides one of the most inexpensive and wide range sensors with a very fair accuracy
of about 90-95%. Some lightweight capture setups by Kinect have been evaluated by [8]
[9] [10] [11] [12] but either they require complex lighting setup, multiple sensors, or cannot
be able to generate high quality outcomes. For estimating the body pose and shape from
people, a large number of works require subject to wear minimal clothing; this may lead to
uncomfortability of the subjects and also may raise ethical issues. So a scanning system is
required to address both these issues. Estimating the body shape under clothing or recovering
body shape occluded by cloths may become a more comfortable approach to the users for
body scanning.
Many research work have been conducted in this field with different approaches. Some
methods ignore clothing or treat it as a noise to track the human pose/shape from images
or multi-view images [13] [14] [15]. But, removing clothing parts may produces deformation
in the scanned data.
To handle more severe deformations Zollhofer et al.[16] proposes a real-time non-rigid
reconstruction using an RGB-D camera. They first demonstrate a template based method.
They capture an initial template of the scene under near-rigid motion using Kinect fusion,
and then continuously reconstruct by fitting the template to each frame in real time. Many
researchers prefer systems based on human shape models or statistical shape models [17]
[18]. A popular statistical body model is SCAPE [19], which factors triangular deformations
into shape and pose. Recent work proposes to approximate the pose dependent deformations
with Linear Blend Skinning (LBS) for making the SCAPE algorithm more efficient [20] [21].
Localized multi-linear models for each body part is combined with SCAPE to increase the
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expressiveness of the shape space [22]. In another statistical model SMPL [23], researchers
consider the variation in shape and pose using a linear function. In [24] they estimate pose and
shape by fitting a SMPL model for joint detection. As bone lengths alone cannot determine
the full body shape, they use a simplified estimated shape. Some models [25] also incorporate
dynamic soft-tissue deformations. Use of Convolutional Neural Networks [26] for training
the human part detectors from large amounts of annotated data has made it possible to
estimate human shape and pose in challenging scenarios [24] [27] [28] [29]. Recently, Rhodin
et al. [29] uses a sum-of-Gaussians body model [15] to estimate pose and shape in outdoor
environments. However, for the alignment energy they do not consider clothing.
For 3D body inpainting under clothing, in [30] they estimate body shape from a single
3D scan. But this method cannot be trivially extended to image sequences as their rotation
invariant body representation does not separate the pose parameters. In [31] they propose
a model with layered clothes and estimate the body shape from the layered cloth model
where they detect the cloth which is close to the body. Wuhrer et al.[32] estimate body
shape under clothing from single or multiple 3D scans. They estimate pose and shape at
every frame and obtain the final shape by averaging over multiple frames. Stoll et al. [33]
estimate shape without clothing under a clothed template. However, this method require
manual input and their focus is on estimating an approximate shape so that it could be
used as a proxy for collision detection. To initialize the pose all these approaches require
manual input [32] [30] [31]. In [34], though Rosenhahn et al. incorporate a model of clothing
for more robust tracking, only lower leg results are shown. Moreover, shape is also manually
given as input to the method. Following the same principle, Guan et al. [35] proposes a
statistic learning based approach where it is learned how cloth deviates from the body for
robust inference in 2D. Similarly in [3], to learn such a statistic model they dress the SCAPE
body model using a physics simulation. However, they have very limited clothing variety.
The authors of [36] estimate the body shape under clothing from multi-view images and also
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exploit temporal information. However, shape details are not captured as they only optimize
model parameters. They only use bio-metric shape features for numerical evaluation. Yang
et al. [37] also proposes a similar approach to estimate under clothing shape and pose in
motion. They do the estimation from scans and only optimize model parameters. The pose
deformation model used in this method is very simple to track complex poses like lifting
arms and shrugging. However, this method is restricted to optimize model parameters. As
a result, the outcomes lack detail as they are restricted to the model space only. In [18],
Zhang et al. estimate jointly model parameters and a subject specific free-form shape. In
the model-free approaches the researchers estimate non-rigid 3D shape over time [38], [39],
[40], [8]. Though this work can capture people in clothing, it does not use a body model
and cannot estimate body shape under clothing. In our method, we propose to use Thermal-
Kinect Fusion scanning system to scan the the subject with heat maps and keep only the
heated area to get the actual body part and use synthetic statistical models i.e., SMPL
models [24] to inpaint the missing parts of the scanned data to obtain the whole body shape
model.
2.1.1 Camera Calibration
For making a thermal fusion scanning system first task is to calibrate both thermal camera
and the Kinect RGB camera. Calibrating thermal camera is not straing forward. Much work
has been done to map thermal-thermal and thermal-RGB coordinates. One such thermal-
RGB calibration approach by Rzeszotarski et al. consists of two RGB and one thermal camera
with a known target calibrating checkerboard [41]. This calibration procedure gets some
triple shots of calibration board of different positions by the three cameras and finds image
coordinates of chessboard corners in all. With the known image coordinates of the chessboard
corners, perspective projection matrix between calibration board plane and the image plane
is calculated by means of maximum likelihood estimation [41]. In another infrared stereo
matching approach by Xiaoming et al. [42], a special calibration checkerboard with holes
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to cool down the white squares is used. Applying OpenCV stereo calibration technique two
infrared camera images are stereo calibrated. As the thermal images has very lower resolution
to find the matching points, SIFT registration method [43] is applied to find the matching
key points between the stereo calibrated images [42].
In another IR camera calibration, the technique is able to localize the calibration points
within the images of calibration board consisting of 81 miniature light-bulbs with improved
accuracy compared to the state-of-art [44]. In this model the radiation pattern of each light
bulb appears as an ellipse and the center of mass of this extracted ellipsoidal region is
considered as the calibration point. Later on, this extracted region is refined iteratively
using alternating mappings to and from an undistorted grid model [44].
Heated calibration checkerboards for thermal image are sometimes too blur to make a
good calibration and produce a higher re-projection error [45]. So some approaches use a
special mask based calibration checkerboard for thermal image calibrations and shows that
using this approach improves mean re-projection error up to 78%, in comparison to the
conventional heated calibration board [45].
Some other works present a thermal infrared (IR) camera calibration technique using
wireless micro electro-mechanical sensors. The main objectives of this approach is to minimize
the loss of wireless transmitted data and to maximize the containing information of this data
[46].
In an approach of John et al. [47] for RGB-Thermal image mapping at first, heated checker-
board with holes is used to map the corners of the checker board squares of both thermal
and RGB images using their relative affine transformation. Afterwards, they use the same
affine transformation to map the pedestrians images. This technique needs human input to
mark the control points. So, later on they created a trajectory area around eye and map the
RGB and thermal images on the basis of that trajectory control points [47].
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Some works do not feel the necessity of calibration board. One of such approaches takes
thermal, RGB and depth images in different environmental situation and uses a semi auto-
matic approach to draw a rough corresponding shapes of different images and aligned them
by a ray-point registration method [48]. This aligns the rays from the camera center through
the 2D points to the 3D points [49].
Another approach by Vidas et al. [50] does geometric and temporal calibration of dual cam-
era (Thermal and Kinect camera) without any target calibration object. For this approach,
a dual camera set up is evaluated. Here KinectFusion algorithm is used to estimate the pose
of RGB-D objects and to understand the relative temporal difference for better temporal
calibration. A ray casting technique is used to assign values from estimated camera poses
and by considering the mechanical properties of the thermal-infrared sensor temperature of
the objects is estimated [50].
In our approach, we calibrate both thermal and Kinect RGB camera separately to get
their intrinsic and extrinsic parameters so that we can calculate the related homographic
transformation considering the Z axis on the camera plane. This later on helps to map or
register the Kinect and thermal image properly.
After successful mapping both images now, generating 3D point cloud out of this registered
image is necessary. For this, at first we need to know about the depth of the image. Using
Kinect depth sensor we can have the depth values of an image. Kinect use two separate
cameras for Depth sensing and normal RGB captures. So these two cameras need to be
calibrated as well.
Some works are also done in these fields. Fuchs and Hirzinger [51] propose a model for
cameras with time-of-flight properties. Their designed a multi-spline model is with a very
high number of parameters and to know the exact pose of the camera this model it requires
a robotic arm. In another work by Lindner and Kolb [52], a high-resolution color camera is
used to determine the pose of the camera. Their approach removes the need for a robotic
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arm. Again, in the calibration method proposed by Lichti [53] individual laser range scanner
can be calibrated using only a planar calibration object. Though this approach calibrates
cameras comprehensively using all parameters, it relies on the radiometric intensity delivered
by depth camera and the range for each pixel. As the color and depth information can not
be taken from the same reference frame, this approach is not directly applicable to a camera
pair. In another approach by Zhu et al. [54], a fusion method is proposed for fusing depth from
stereo and Time-of-flight cameras. They consider the result of triangulations from the stereo
cameras as ground truth. This may cause optimality issues because, considering ground truth
in such way may ignores the measurement uncertainties and stereo triangulation errors if any.
In another approach by Herrera et al. [55], an optimal calibration algorithm with postulated
principles is described for a depth and color camera pair. This algorithm considers both
color and depth information simultaneously to improve the whole calibration method with
the application of a planar surface with a checkerboard pattern.
In our approach, we map the RGB and Depth images from a fixed camera position that
is used for the camera calibration methods previously. This enables us to get the 3D point
cloud from the only one side (front perspective) at each time of scanning of the the subject.
2.2. Body Shape Recovery and Estimation under Clothing
Body shape estimation under clothing is a very challenging work. Several researchers tried to
estimate body shapes with different methods and experiments. For instance, [36] proposed a
3D body shape estimation method by using multiple images with different poses of a person.
They estimated human body shape by applying the concept of visual hull where the body
shape of the subject would belong to a specific class of parametric 3D body shapes within
which visual hull region it fitted. They applied a parametric body model named SCAPE
[19] in this regard. To deduct some certain constraints such as weight of the subject, they
also identified skin region. Later on they refined the shape estimation process using gender-
specific models. The limitations of this work are the body shape must be fitted within the
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visual hull region, researchers did not mention what will happen if the body shape dont fit
any visual hull. [30] proposed an approach on the basis of space of human shapes. They
introduced a statistical model based a database of approximately 550 registered 3D scans
of 114 subjects with minimal tight fitting clothes to consider them as accurate body shape.
They input 3D scan of a person wearing cloths and applied a fitting method that combined
ICP (iterated closest point) method and Laplacian deformation. Though this approach works
very well with subjects wearing different types of cloths whatever buggy or regular, it failed
to estimate when subject appeared with no clothing [30]. For using Laplacian deformation
it deforms the body shapes of naked or tightly dressed persons too. Later on [56] applied
same method to reconstruct body shape from image sets. [57] proposed a method that can
estimate body shape of user from large scale motion. For this they used Kinect monocular
camera for capturing video sequence of user with different poses. Then they extract the
poses from each frame of the video sequence using their multi-layer framework that adopted
cues from both RGB image and silhouettes. They applied SCAPE [19] model to construct
their training dataset. They constructed a spatial-temporal average model across all frame
and mitigated the clothing effect by space-time analysis. In this method, researchers only
considered upper body girths like chest, waist and hip girths to retrieve the output body
shape of human but they did not considered lower body girths such as knee, ankle or thigh
girths. [58] proposed a virtual fitting application which registered images of clothes worn by
a model onto the images of user with similar body shape of that model. To obtain persons
joints location they used depth images and in run-time match users depth image with one
of the pre-trained depth images of varying shapes and poses. They select the best matched
shape model according to the best matched height and waist width between user and trained
models. Then they scaled and overlaid the image of clothes on to the selected body shape
model. Here researchers did not considered the other body shape measurements such as chest
girth, hip girths, knee and ankle girths, arm length etc. which are important measurements
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to cloth fitting. [59] used Kinect to capture both RGB and depth information of subjects
from different point of view. From the RGB images they detected skin and consider it as
the tightest measure of the body. On the other hand the covered body shape estimation are
gained by averaging and comparing with a statistical database. So for this the subject must
have some uncovered areas in their body while experimenting. [60] in their review proposed
to use a thermal imaging camera to capture images to get body shape. They hypothesized
that infrared images from thermal imaging camera would give a more accurate outline of
persons body shape than a RGB images.
[3] introduced an automatic framework based on a database which includes 6042 pairs of 3D
naked and dressed bodies for 3 clothes types (short sleeve -full pant, short sleeve-short pant,
full sleeve- full pant), and a feature descriptor which combined 3D naked body landmarks
with 2D dressed-human silhouettes from that database. They didnt consider women body
shape as they were difficult for them to estimate. They also didnt show how their framework
would work if the subjects wear nothing and with flapped costumes.
[27] estimated pose from a human shape model based on SCAPE [19]. They reconstructed
meshes from human shape space and obtained silhouettes or shaded images from it. They
further used CNN (Convolutional Neural Network) to find representative features and a
mapping from the shaded images. One of the limitations of this method is, it cannot be han-
dled for significantly different poses from neutral pose and also for the images that contains
occlusions [27]. [24]), they proposed a method named SMPL where they applied a Convo-
lutional Neural Network (CNN) called DeepCut on the single input image to estimate 2D
body joints. Then they fit a 3D body model from datasets like Human Eva, according to
these joint points and estimate body shape and poses from the fitted 3D body model. SMPL
method has a gender specific and gender neutral mode of work. It applies gender specific
mode when it knows the gender and gender neutral mode is for when the gender is unknown.
So, users need to manually provide their gender information to get the right output mod-
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els. [29] introduced a volumetric body shape by Gaussian density function attached to a
kinematic skeleton. To outline the ridge of the user RGB images they defined a 2D contour
direction and magnitude for each image. Furthermore they proposed a space-time optimiza-
tion that automatically computes the shape and pose using contour and ConvNet- based
joint detection and outputs a rigged character. In this method no background extraction is
needed.
In another learning based approach [61], clothed human geometry is mapped and aligned to
a geometry image by using and extending the parametric human model SMPL and employing
skeleton detection and warping. They extract a feature vector for each pixel on the clothed
image including color/texture, position, normal, etc.and train a conditional GAN network
for per-pixel fitness prediction.
In our approach, we adopt expressive SMPL model extraction methods by [62] and merge
it with our scanned model to recover the lost body parts.
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CHAPTER 3.
Methodology
3.1. Working Principle of Kinect Depth and RGB Sensor
To explain briefly, the emission of an IR Infra red) pattern contributes on the basic working
principle of the Kinect depth sensor. A traditional CMOS (Complementary metaloxidesemi-
conductor) camera simultaneously captures the IR image.
The image processor of the Kinect calculate the depth displacement at each pixel position
using the relative positions of the dots in the pattern in the image. Rather than distances
from the sensor itself to the object, the actual depth values are considered as the distances
from the camera-laser plane to the object, Figure 3.2 illustrates that. So, the depth sensor
can be considered as a device which returns (x, y, z)-coordinates of 3D objects [1]. The Kinect
v1 uses the Pattern Projection principle to measures the depth. In this approach, a known
infrared pattern is projected into the scene and the depth is computed out of its distortion.
On the other hand, Kinect v2 contains a Time-of-Flight (ToF) camera. Kinect v2 emitted
light to the object and determines the depth by measuring the time elapsed by that emitted
light to travel from the camera to the object and back. Therefore, it constantly emits infrared
light with modulated waves and calculate the time for the returning light. Kinect v2 has the
higher accuracy than v1. The accuracy for v1 decreases with the increase of distance but
for v2 it remains constant. Again, v1 produces stripe pattern for depth images and that is
difficult for compensate. On the other hand, v2 has same accuracy for all central pixels. So
it is recommended to use for 3D reconstruction [63]. Along with this field, depth information
is very important in the field of computer vision and computer graphics to know about the
depth of an object and finding out the actual 3D position and pose of that object, which
can give a better idea about that object.
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(a) Kinect RGB image (b) Kinect Depth image
Figure 3.1. The images captured by the Kinect RGB camera and with the Depth camera
inside the Kinect
.
Figure 3.2. The depth is estimated as the distance from the object to the camera-laser plane
rather than the distance from the object to the sensor [1]
.
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Figure 3.3. (a) Scanning array: 1. detector 2. lens 3. horizontal deflection mirror 4. vertical
deflection mirror 5. lens 6. object 7. measuring spot. (b) Focal plane array: 1. object with
measuring spots 2. lens 3. detectors [2]
3.2. Working Principle of Thermal Cameras
In this section, we briefly explain the working principle of the thermal camera. A object
emits electromagnetic radiation known as thermal radiation, when its temperature is above
absolute zero. The amount of electromagnetic waves which is radiated by an object is quan-
tified by spectral radiance that describes the amount of electromagnetic waves emitted from
a particular surface. Calculation of the wavelength is behind the basic working principle of
the thermal cameras [2].
There are two types of IR (Infra Red) imaging, they are scanner (scanning array) and
focal plane array [2]. Scanning array consists of linear arrays, two lenses, one horizontal and
one vertical deflection mirrors. Lenses and mirrors are used to construct a 2-D image as
illustrated in Figure 3.3(a). To build a 2D image, a person need to look at a view through
narrow slit, raster both his/her head and slit in the direction perpendicular to the slit. Focal
plane array works similar to a typical camera. Here the film captures the 2-D image directly
projected by the lens at image plane as shown in Figure 3.3(b).
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The focal plane array is better than scanning array in terms of performance. There are
two types of IR detectors: thermal and photonic. Thermal detectors like microbolometer,
pyroelectric detectors and Golay cells detect heat generated by IR radiation. These de-
tectors are not wavelength dependent. These detectors are used generally in thermocouple
and thermopile. They are very slow in response time and have low detection capability [1].
The photonic detectors like quantum well infrared photodetector (QWIP) and mercurycad-
miumtelluride, are wavelength dependent. By measuring the amount of IR incidence of a
specific range, these detectors can detect the temperature of an objects surface even situated
in the remote area. They also offer quicker response and better detection performance than
the thermal one. In our approach we use photonic detectors [2].
In the medical field IR thermography captures thermogram at wavelength range of 812
(micro meter), which considering the region of long-wave IR (LWIR). They are further sub-
divided into a few bands: near IR (NIR), from 0.7 to 1 µm, short-wave IR (SWIR), from 1
to 3 µm, mid-wave IR (MWIR), from 3 to 5 µm, long-wave IR (LWIR), from 7 to 14 µm,
very long-wave IR (VLWIR), from 12 to 30 µm. Fig. 5 shows the electromagnetic spectrum.
NIR is used in fiber optics telecommunications and SWIR are used in long-distance com-
munications. MWIR is used in guided missiles technology [2]. Thus, thermal imaging has a
potential implementation in the field of medical, industry, aviation and so on.
3.3. Camera Calibration using OpenCV
The calibration process of our proposed approach requires calibration of both thermal camera
and Kinect. Calibration is needed to find out the intrinsic and extrinsic parameters of both of
the cameras [64]. Intrinsic parameters are necessary to perform successful 3D reconstruction
as well as to find correct optical distortion. On the other hand, extrinsic parameters are
important to find out the respective positions of cameras [41]. In our approach, we perform
calibration of both thermal and Kinect RGB images separately using OpenCV to get the
respective intrinsic and extrinsic parameters. Figure 3.4 illustrates our calibration approach.
16
Figure 3.4. Schematic Diagram of our Approach to find the relative rotation and translation
of the two camera sensors.
Intrinsic =

fx 0 cx
0 fy cy
0 0 1
 (3.1)
Where fx, fy are the focal lengths expressed in pixel unit and (cx, cy) is a principal point
that is usually at the image center.
Extrinsic =

r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3
 (3.2)
Where r is the rotation matrix and t is rotation vector. In the camera calibration technique,
a pinhole camera model is used where a scene view is formed by projecting 3D points into
the image plane using a perspective transformation.
m = A
(
R|t
)
M (3.3)
where m = image point, A=camera intrinsic matrix, [R|t]= camera extrinsic matrix con-
taining rotation vector R and translation vector T , and finally M = object in world space.
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Figure 3.5. Calibration board
we can infer 
u
v
1
 =

fx 0 cx
0 fy cy
0 0 1


r11 r12 r13 t1
r21 r22 r23 t2
r31 r32 r33 t3


X
Y
Z
1

(3.4)
where (X, Y, Z) are the coordinates of a 3D point in the world coordinate space, (u, v) are
the coordinates of the projection point in pixels, (cx, cy) is a principal point that is usually
at the image center and fx, fy are the focal lengths expressed in pixel units.
3.4. Thermal Camera Calibration
The calibration procedure requires a calibration target object with known dimension. We
use a special type of checkerboard (hand made chessboard with 9X6 square field with each
square size 1X1 square inches each) especially for thermal camera. For this, we combine the
mask approach [45] as well as use aluminum foils for white squares to improve the visibility
[41]. Figure 3.5 shows the calibration board used for the experiment.
While calibrating we increase the contrast of thermal images to get an improved calibration
with less re-projection error; this does not change the corner point locations and necessary
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Figure 3.6. Detecting corners of the checkerboard squares for calibrating thermal image
information required for remapping, rather it improves re-projection error by 17%. Figure 3.6
shows the calibration of thermal image by corner detection.
3.4.1 Kinect RGB Camera Calibration
For Kinect camera calibration we use the same checkerboard as we use for thermal camera.
We take some RGB pictures using Kinect simultaneously with thermal camera and calibrate
them using OpenCV camera calibration and save the intrinsic and extrinsic parameters of
it. Figure 3.7 shows the calibration of Kinect RGB image of the same scene as Figure 3.6.
3.5. Thermal and Kinect RGB Image Point Mapping
For the experiment we use Kinect V2 for RGB images and FLIR C2 thermal imaging camera
for capturing thermal images. We use the corresponding images of same scene firstly both
calibrated separately using Kinect and Thermal camera. By doing this, we will get intrinsic
matrices, distortion co-efficients and extrinsic parameters of these two cameras which are very
crucial elements for calibration and image points mapping. Extrinsic parameters of a single
camera consist of translation vector T and rotation matrix R. The translation vector defines
translation and rotation matrix defines rotation between cameras reference frame and world
reference frame. The relation between 3D point coordinates in the camera reference frame
PC = [Xc, Yc, Zc] and the same 3D point coordinates in another reference frame P = [X, Y, Z]
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Figure 3.7. Detecting corners of the checkerboard squares for calibrating Kinect RGB image
is defined by the following formula [41]:
Pc = RP + T (3.5)
Homography transformation is very important to transform image from world coordinate
to image plane coordinate [65]. In [66] homography transformation is used to align and
calibrate projector and camera image. Thermal image has the resolution of 320X240 and
Kinect RGB image has 1920X1080. In this experiment we use homography transformation
to map thermal image points to Kinect RGB image points. In our approach we consider the
model plane is on Z = 0 of the world coordinate system [65]. So from equation (5),
u
v
1
 =

fx 0 cx
0 fy cy
0 0 1


r11 r12 t1
r21 r22 t2
r31 r32 t3


X
Y
1
 (3.6)
As Z = 0 so we can omit third column from extrinsic matrix. The multiplication of this
intrinsic matrix and the new extrinsic matrix is called homography matrix and it produces an
orthogonal projection of the world image on the image plane. So, we can write homography
matrix as
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H =

h11 h12 h13
h21 h22 h23
h31 h32 h33
 (3.7)
So for both thermal and Kinect RGB images we get homography matrices say HT and
HK respectively. To map thermal image points to Kinect RGB image points we need to
transform thermal image coordinate to Kinect RGB image coordinate system. For this, we
apply the following equation: 
uT
vT
1
 = HTHTK

uK
vK
1
 (3.8)
Where (uT , vT ) is the thermal image points and (uK , vK) is Kinect RGB image points and
HTK is the transpose of the homography matrix of Kinect.
We observe that the thermal image and Kinect RGB image of the same checkerboard
scene appears horizontally flipped to each other and also as an invert of each other. This
changes the world coordinates, but the world coordinates of the two images should be same.
To fix this issue, we flip the thermal image and invert the RGB image and then calibrate it.
This produces the same world coordinate systems and now the homographic transformation
corresponds to the same corner points of the checkerboard pattern. Figure 3.8 demonstrate
the mapping of Kinect and Thermal images.
The whole experimental procedure consists of the following steps:
1. Acquirement of some shots of calibration board from different positions seen by both
the cameras. We presume that the rotation matrix and translation vector computations
begin at the top left corner of the calibration board.
2. Acquisition of image coordinates of chessboard corners of calibration board in both
thermal and Kinect RGB cameras at the same time.
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Figure 3.8. Thermal image mapped on the RGB image
3. Calculation of internal rotation matrix and translation vector using intrinsic and extrin-
sic parameters achieved from separate calibration of thermal and Kinect RGB images.
4. Calculation of Homography matrices of both images.
5. Mapping of thermal images on Kinect RGB images using homographic transformation.
6. Construction of a 3D point cloud for the mapped image.
3.6. Getting 3D Point Cloud
Mapping Kinect depth and RGB images is a bit challenging work because Kinect uses two
different cameras for depth images and color images. These two cameras are not aligned and
have different resolutions, RGB camera has resolution of 1920X1080 and for depth camera it
is 512X424 in 2D space coordinates. Other than these two 2D space pixel coordinate systems,
we deal with another 3D space where point cloud coordinate are used for displaying the point
cloud.
Our target is to display one 3D point for every pixel in the depth image. Each of these
points have an RGB color and then an XYZ coordinates. Therefore, we use the Coordinate
Mapper to get a lookup table mapping between depth pixel coordinates and 3D point coor-
dinates. We also get another mapping between depth pixel coordinates to the corresponding
pixel in the color image from this lookup table. To get the mapping we use the appropriate
coordinate mapper function and pass the required depth frame as input.
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3.6.1 Getting Depth Data
We need to deal with 3D data. Here we imagine that instead of a 2D space of 512X424 pixel
image, depth frames are now a bunch of points in space. So, in our function call for getting
depth data, we fill in our buffer with the coordinates of each point instead of the depth at
each pixel. Here, we simply use the depth to xyz map that we got from the our previous
coordinate mapper function.
3.6.2 Getting Color Data
Now we consider things in terms of points instead of rectangular grids. So, we want our
color output to be associated with a particular depth point. In particular, the input to our
function for getting RGB, analogously to the function for getting Depth data, wants a buffer
to hold the red, green, and blue values for each point in our point cloud.
We iterate through the pixels of the depth image. We look up the associated coordinates in
the color image using the depth to RGB map which we obtain from the Coordinate Mapper
function. We further check whether the depth pixel actually projects to a pixel in the RGB
image. In case the depth pixels do not projects to any RGB pixels, we just assign that point
a black color.
3.6.3 Thermal Mapped 3D Point Cloud
Registering Kinect Color image and Kinect depth image we can extract a color point cloud.
We propose that if we have Thermal image registered to Kinect color image, then we can
get a registered thermal image that is transformed according to the Kinect color image.
We further can register this registered thermal image on the Kinect depth image and get
a thermal mapped point cloud. Figure 4.4(a) shows the experimental result of our this
approach.
3.6.4 Thermal Point Cloud Filter to Get the Body Shape
We observe that on thermal image the body parts of the subject appears as heated region
due to the body heat and the clothing part and surroundings appears less heated or as cold
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(a) An example of Openpose Skeletal Tracking (b) An example of SMPL output
Figure 3.9. Illustration of Openpose and SMPL fitting results
.
region. In the Figure the hot areas appears in white or grey and cold regions as black. We
propose that if we omit the cold region from the thermal point cloud then we will get the
points for only body parts of the subject. To obtain that we set a threshold value to keep
only the highly hot areas on the thermal image and this produces other regions as black and
from the point cloud we omit the black regions to get only the body parts of the subject.
Though this outcomes a incomplete point cloud, it can give us an idea of the actual body
parts. Figure 4.4(b) shows the demonstration of our proposed method.
3.7. Estimate the Body Measurements
We propose to adopt a statistical parametric human model SMPL [62] approach to recover
the body shape from the thermal image and further map it with our scanned data to obtain
the missing part and estimate the measurements. This SMPL-X approach also can express
the facial and hand posture of the person. To obtain the final outcome of our method we
also need to track the skeletal joints for both face and body to get a perfect pose fitted
mesh models. To do that we adopt openpose skeletal tracking [67][68][69] to get the joint
position and train our images accordingly. Figure 3.9 illustrates the outcomes. Before using
this SMPL statistical model we need to know if using the statistical data is actually worth
of it. So it requires to make a statistical testing.
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3.7.1 Statistical Distribution Testing
Now the question arises, how to check if a data set follows a statistical distribution namely
Gaussian normal distribution so that it make sense for a Statistical Shape Model. To answer
that we propose to do a Latent Variable based T-distribution test. The authors [70] propose
probabilistic Principal Component Analysis (PPCA) based on the Gaussian distribution.
They build a latent variable model for PCA as
P = Wx+ µ+ ε (3.9)
With this additional residual variance ε, PPCA can more accurately model the dataset and
also can be used to estimate the missing data. Here assume that the d-dimensional vector P
contains unknown variables. x is Latent variable and W is a dq matrix and µ is the mean
of P . x follows Gaussian Distribution so P will also follows Gaussian Distribution. Latent is
the principal component variances which are the eigenvalues of the covariance matrix of the
given dataset. From this we find Latent variable using Matlab of some of the body shape
given and observe that this latent variables follow the Gaussian normal distribution by both
T-testing and Anderson Darling testing. From that we can conclude that the body shapes
follows Gaussian distribution on the basis of Latent variable based distribution instead of
using all x, y and z components based model distribution.
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CHAPTER 4.
Experiments and Results
In this section, after explaining the experimental setup for 3D scanning, we will describe how
to inpaint and estimate the body parameters.
4.1. Thermal-Kinect Registered Experimental 3D Input Scan Data
In our work, we attach a FLIR c2 thermal camera on top of Kinect V2 sensor (Figure 4.1).
We calibrate both thermal and Kinect RGB camera separately using a special hand-made
calibration board. At first we calibrated with a checkerboard pattern (Figure 3.5). The
problem with that, it requires thermal images to be inverted to match with the color image.
Later on we made a calibration board with circles (Figure 4.2) and it doesn’t require thermal
images to be inverted, produces same black and white pattern for both images and reduces
reprojection error to 0.40, whereas with checkerboard pattern the reprojection error is 0.79.
Here we use OpenCV calibration toolbox to calibrate both sensors and to get their intrinsic
and extrinsic parameters. Figure 4.3 illustrates the calibration process. Using the intrinsic and
extrinsic parameters we calculate the related homographic transformation [65] considering
the Z axis on the camera plane. By using the homographic transformation we later on register
the thermal and Kinect images. Here the sensors are required to calibrate only once and set at
a fixed position. Later on as we required to move the sensors for getting experimental scanning
data so we selected the points on the image manually and use homographic transformation
to register the images.
To get the heated 3D point cloud, we map the registered thermal image on the depth
image. To scan a person with clothing we consider the subject to hold a rigid position. We
collect our experimental scanning data in two approaches. We collect both the partial scans
and full scans of our subjects. To collect the partial scans (either front side or back side
of the person) we keep the fusion sensor in a fixed position and make our subjects to hold
a standard position and turn around for each scans. By this approach we are able to get
26
Figure 4.1. Fusion scanning system
Figure 4.2. Calibration board with circles
either front or back scan of the subject but we are not able to get the full scanning by
merging the scans as when the subject turns it also causes changes in their pose. To get
the full scans later on our approach is to make the subjects standstill in a fixed position
and move the camera from front to back of the person. By registering thermal and RGB-D
images we got the thermal 3D point cloud. To obtain the person’s scan only we remove the
background by slicing the point cloud in Matlab. For obtaining the full scans of the subjects
we transform front scan and merge it and register with the back scan using MeshLab. We
further remove the points from the scanned point cloud that corresponds to the cold region
on the body (appeared in black ) which we consider as a non-body part parameters or as a
cloth parts. Figure 4.4 illustrates the 3D body point cloud recovery process. We so far scan
4 male volunteers with different clothing and demographics.
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(a) (b)
Figure 4.3. Calibration on (a) Kinect RGB image (b) Thermal image
(a) (b) (c)
Figure 4.4. (a) Scanned partial (front side) thermal point cloud (b) Partial front point cloud
after removing background and cold region (c) Full scanned point cloud by transforming and
merging front and back scans
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(a) (b)
Figure 4.5. (a) Input thermal image (b) Incorrect fitting result
4.2. Fitting SMPL model
We adopt approaches by [62]. As this approach produces 3D model from 2D images, here
we fit SMPL model on our registered, resized, and threshold thermal images, because our
thermal mapped point cloud is produced from registered thermal images. At first to get the
pose we fit our thermal image openpose model [67] to get the joint data. Openpose model is
trained with color images. We observe that Openpose cannot predict the correct joints on the
thermal images because sometimes there are some missing areas in thermal images due to
clothes. This produces inappropriate and sometimes weird fitting SMPL models. Figure 4.5
shows one of this type results. To overcome this issue, we propose to fit Kinect color image to
the Openpose first to get the joint points. Later on, by using this joint points on the thermal
registered image we obtained the SMPL model and this produces correctly posed 3D SMPL
models. Figure 4.6 shows the process.
4.3. Body Shape Recovery
To recover the body shape from our scanned data, first we apply rigid transformation T
(equation 4.1) on the scanned data according to the SMPL outcome.
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(a) (b) (c)
Figure 4.6. (a) Input thermal image (b) Fitting on Kinect RGB image (c) Correct fitting
result
T =

cosαcosβ cosαsinβsinγ − sinαcosγ cosαsinβcosγ + sinαsinγ xt
sinαcosβ sinαsinβsinγ + cosαcosγ sinαsinβcosγ − cosαsinγ yt
−sinβ cosβsinγ cosβcosγ zt
0 0 0 1

(4.1)
T

x1
y1
z1
1

=

x2
y2
z2
1

(4.2)
Where α =Yaw, β=Pitch, γ=Roll, and xt,yt,zt are translate along x,y,z axis respectively.
P (x1, y1, z1) and Q(x2, y2, z2) are 3D point cloud points from Scanned point cloud and SMPL
output point cloud respectively.
After transformation we applied the following boolean operation on both SMPL output and
our scanned data to recover the lost body parts of our scanned data. We applied Equation 4.3
for both partial and full body scans where A is the SMPL point cloud and B is the scanned
point cloud. Figure 4.7 shows a final outcome.
Finalresults = A
⋃
B (4.3)
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(a) (b) (c)
Figure 4.7. (a) Partial scan data (b) Fitted SMPL data (c) Recovered full shape (green) on
top of partial part(majenta)
Table. Shape measurements with ground truth comparison with different approaches
Body parts Approaches error(cm)
Height Song et al. [3] 1.72
Hasler et al. [30] 1
Our Approach 0.25
Waist Song et al. [3] 1.80
Hasler et al. [30] 1
Zeng et al. [59] 0.7
Our Approach 0.5
4.4. Body Shape Estimation
To measure the body parts we measure the point cloud in Meshlab measuring tools and
calculated the error with respect to ground truth. Table shows the results.
Figure 4.8 shows the overall comparison of our results with different approaches.
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Figure 4.8. Comparison of our method with some other approaches
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CHAPTER 5.
Summery and Conclusions
Scanning and estimating of human body through Thermal-Kinect fusion scanning system
could be a crucial advancement in the field of 3D reconstruction, body shape estimation,
virtual try-on, health related studies, forensics and security related fields. For mapping im-
ages from different camera properties calibration is the first step to get the intrinsic and
extrinsic properties of the camera. In present work, mapping two multimodal images from
Kinect RGBD and thermal camera images have been done. Creating 3D thermal mapped
point cloud represents a 3D representation of thermal images as well. SMPL models on the
registered thermal images through color image joint cor ordinates solves the issues of getting
SMPL model fit on thermal images due to occlusions. Finally, performing Boolean opera-
tions on Both scanned point cloud and SMPL point cloud makes it possible to recover the
full scanning both from partial and full scanning data. This experiment not only could serve
as an inexpensive scanning system but also the approaches here we propose could be used
for recovering low resolution and occluded scans. Uses of thermal camera makes it possible
to get an idea of the subjects body shape even under various type of clothing systems. Our
approach has hence some limitations too. If the subject wears heavy clothing where body
heat could hardly emits then this scanning system may produce a very low quality scans
which may end up to a inexpressive outcomes.
Future endeavor will be devoted to advance further to capture images from different di-
rections around the object to get the accurate depth information of the object, which will
produce a better precise scans. Also advancement could be make to increase the perfor-
mance of the process. Triangulation of the point cloud and mesh creation also could be an
advancement to create a better visible 3D scanning outcomes.
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