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INTEGRAL GEOMETRY OF UNITARY AREA MEASURES
THOMAS WANNERER
Abstract. The existence of kinematic formulas for area measures with respect to any connected, closed
subgroup of the orthogonal group acting transitively on the unit sphere is established. In particular,
the kinematic operator for area measures is shown to have the structure of a co-product. In the case of
the unitary group the algebra associated to this co-product is described explicitly in terms of generators
and relations. As a consequence, a simple algorithm that yields explicit kinematic formulas for unitary
area measures is obtained.
1. Introduction
The answer to the question “What is the expected volume of the Minkowski sum of two convex bodies
K,L ⊂ Rn if L is rotated randomly?” is given by the additive principal kinematic formula
(1)
∫
SO(n)
voln(K + gL) dg =
∑
i+j=n
(
n
i
)−1
ωiωj
ωn
µi(K)µj(L),
first proved by Blaschke [18] for n = 2, 3 and in general by Chern [19]. Here SO(n) denotes the rotation
group equipped with the Haar probability measure, ωi is the volume of the i-dimensional euclidean
unit ball and µi(K) is the ith intrinsic volume of K, a suitably normalized (n − i − 1)-th order mean
curvature integral. The principal kinematic formula (1) plays a central role in classical integral geometry,
since it encompasses many results in euclidean integral geometry as special or limiting cases (see, e.g.,
[31,41,44] for the history and applications of integral geometry). In this paper we establish a hermitian,
local version of (1). Here ‘local’ means that the intrinsic volumes may be replaced by local curvature
integrals.
Over the last ten years there have been tremendous advances in integral geometry that completely
reshaped the subject. The foundation for this progress was the discovery of various algebraic structures
on the space of valuations by Alesker [4–6]. Here a valuation is a function φ : K(Rn) → R on the space
of convex bodies satisfying the additivity property
(2) φ(K ∪ L) = φ(K) + φ(L)− φ(K ∩ L)
whenever K ∪L is convex. The theory of valuations, which turned out to be the key to modern integral
geometry, is a very rich one and dates back to Dehn’s solution of Hilbert’s 3rd problem (see [1, 3, 26, 27,
30, 32, 35, 38, 46] and the references therein).
Building on the work of Alesker, it was first realized by Fu [24] and then put in more precise terms
by Bernig and Fu [15], that the classical kinematic operators are co-products (which is reflected by
the bilinear structure of the principal kinematic formula (1)) and are in this sense dual to the only
recently discovered products on valuations. This crucial discovery provided not only an explanation for
the algebraic-combinatorial behavior of the numeric constants appearing in kinematic formulas, but also
opened the door to determining kinematic formulas explicitly in cases different from the euclidean. For
example, the problem of evaluating the integral in (1) with Rn replaced by Cn and SO(n) by the unitary
group U(n) seemed for many years out of reach, but has recently been solved by Bernig and Fu in the
landmark paper [16].
In this article we generalize the results of Bernig and Fu [16] and determine the local additive kinematic
formulas for the unitary group completely. Using a different approach, the problem of localizing the
intersectional kinematic formulas has only recently been solved by Bernig, Fu, and Solanes [17]. To
explain what we mean by ‘local’ let us first consider the classical euclidean case. It is a well-known fact
from the geometry of convex bodies that to each convex body K ⊂ Rn one can associate a measure
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Sn−1(K, · ) on the unit sphere Sn−1, called the area measure of K, such that
(3) voln(K) =
1
n
∫
Sn−1
〈u, x〉 dSn−1(K,u),
where x is a boundary point ofK with outer unit normal u and 〈u, x〉 denotes the euclidean inner product.
If the boundary of K is C2 and has all principal curvatures positive, then the measure Sn−1(K, · ) is
absolutely continuous with density equal to the reciprocal of the Gauss curvature at x. Schneider [42]
proved that for all convex bodies K,L ⊂ Rn and Borel subsets U, V ⊂ Sn−1 of the unit sphere
(4)
∫
SO(n)
Sn−1(K + gL, U ∩ gV ) dg = 1
nωn
∑
i+j=n−1
(
n− 1
i
)
Si(K,U)Sj(L, V ),
where Si(K, · ) denotes the ith area measure of K. Using relation (3) and similar relations between
µi(K) and Si−1(K, · ), the global principal kinematic formula (1) may be deduced from its local version
(4).
Let us describe now the results of the present article. It is far from obvious that one may replace Rn
by Cn = R2n and SO(n) by U(n) and still obtain a bilinear splitting of the integral in (4). In Section 2
we use a method developed by Fu [22] based on fiber integration to prove that the special orthogonal
group may be replaced by any connected, closed subgroup G ⊂ SO(n) acting transitively on the unit
sphere. In particular, we may replace SO(n) by U(n).
Let us denote by ValG the space of G-invariant, translation-invariant, continuous valuations [15] and
by AreaG the space of G-invariant area measures [47]. As indicated above, in the case of global kinematic
formulas, the kinematic operator is a co-product which corresponds (after an identification of ValG with
its dual space via Poincare´ duality [6]) to a product on ValG. This statement is known as the fundamental
theorem of algebraic integral geometry (ftaig), see [15]. If we want to use this approach to find explicit
local kinematic formulas, we are faced with two problems: First, no product on AreaG is known and
second, it is not clear how to identify AreaG with its dual space. However, as was shown by the author
in [47], AreaG possesses the structure of a module over ValG. This property and the techniques of [47]
will play an important role in the present article. Lacking a canonical identification of AreaG with its
dual space, we will work directly with the product on AreaG∗ induced by the kinematic operator. This
approach is new and will turn out to be surprisingly convenient.
We denote by R[s, t, v] the polynomial algebra generated by the variables s, t, and v. The main result
of this paper is an explicit description of the algebra AreaU(n)∗.
Theorem A. The algebra AreaU(n)∗ is isomorphic to R[s, t, v]/In, where the ideal In is generated by
(5) fn+1(s, t), fn+2(s, t), pn(s, t)− qn−1(s, t)v, pn(s, t)v,
and
v2.
The polynomials fk, pk, and qk are given by the Taylor series expansions
log(1 + tx+ sx2) =
∞∑
k=0
fk(s, t)x
k,
1
1 + tx+ sx2
=
∞∑
k=0
pk(s, t)x
k, and
− 1
(1 + tx+ sx2)2
=
∞∑
k=0
qk(s, t)x
k.
In Section 6 we show how Theorem A can be used to achieve the ultimate goal of obtaining explicit
kinematic formulas for unitary area measures. We give examples and provide a simple algorithm which
can be implemented in any computer algebra package.
We remark that the polynomials fk have appeared already in Fu’s description of the unitary valuation
algebra [24] and so have the polynomials pk and qk in the description of the module of unitary area
2
measures by the author [47]. The isomorphism in Theorem A is given explicitly by
t 7−→ t¯ := 2ω2n−2
ω2n−1
(B∗1,0 + Γ
∗
1,0),
s 7−→ s¯ := n
π
Γ∗2,1, and
v 7−→ v¯ := 2ω2n−2
ω2n−1
B∗1,0.
Here B∗k,p, Γ
∗
k,q are elements of the basis dual to the Bk,q-Γk,q basis for Area
U(n) used in [47].
Once the general set-up has been developed, the main difficulty in proving Theorem A lies in proving
v¯2 = 0; in fact, using the techniques of [47], the other relations (5) can be deduced from the explicit
description of the module AreaU(n), which has been obtained by the author in [47]. The proof of v¯2 = 0,
however, requires once again new ideas and tools.
The main new idea is to relate the kinematic operator for area measures with a new kinematic operator
for tensor valuations, i.e. valuations in the sense of (2), but with values in the symmetric algebra on Rn.
Although tensor valuations compatible with the special orthogonal group have been studied by several
authors [2,10,28,37] and a family of kinematic formulas has been established [29], the integral geometry
of tensor valuations is for the most part still unexplored. In recent years, tensor valuations have received
increased attention in applied sciences [11, 12, 45].
Let Valr,G denote the space of translation-invariant, continuous, G-covariant, rank r tensor valuations.
Since already in the case G = SO(n) a full investigation of these valuations and their integral geometry
would be out of the scope of this article, we confine ourselves to introduce only those concepts which are
necessary to prove Theorem A. In Section 4, we introduce for nonnegative integers r1, r2 ≥ 0 a kinematic
operator ar1,r2 : Valr1+r2,G → Valr1,G⊗Valr2,G by
ar1,r2(Φ)(K,L) =
∫
G
(id⊗r1 ⊗g⊗r2)Φ(K + g−1L) dg
whenever K,L ⊂ Rn are convex bodies and define for r ≥ 0 the rth order moment map M r : AreaG →
Valr,G by
M r(Φ)(K) =
∫
Sn−1
ur dΦ(K,u).
We then prove that
(6) ar1,r2 ◦M r1+r2(Φ) = (M r1 ⊗M r2) ◦A(Φ), Φ ∈ Valr1+r2,G
where A : AreaG → AreaG⊗AreaG denotes the kinematic operator for area measures. Moreover, we
extend the Bernig-Fu convolution and Alesker’s Poincare´ duality for scalar valuations to tensor valuations.
In particular, we show that a version of the fundamental theorem of algebraic integral geometry (ftaig)
holds for tensor valuations:
Theorem B. Let r1, r2 be nonnegative integers and denote by cG : Val
r1,G⊗Valr2,G → Valr1+r2,G and
p̂d : Valr,G → (Valr,G)∗ the convolution product and Poincare´ duality. Then
ar1,r2 = (p̂d
−1 ⊗ p̂d−1) ◦ c∗G ◦ p̂d.
After these general results, we show that the second order moment map M2 is injective in the case
G = U(n). Hence (6) with r1 = r2 = 2 can be used to obtain — at least in principle — the kinematic
formula for area measures from the kinematic formulas for tensor valuations. In a final step, we use
Theorem B to prove v¯2 = 0.
Acknowledgements. I would like to thank the University of Georgia for their hospitality at an early
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2. Existence of kinematic formulas for area measures
The goal of this section is to prove that if we replace the special orthogonal group by any connected,
closed subgroup G ⊂ SO(n) acting transitively on the unit sphere, we still obtain a bilinear splitting of
the integral in (4). To make this statement precise, we need to introduce some notation.
In the following G ⊂ SO(n) denotes a connected, closed subgroup acting transitively on the unit
sphere. We will always assume that n ≥ 2. We denote by SRn the sphere bundle of Rn and write
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π1 : SR
n → Rn and π2 : SRn → Sn−1 for the natural projections. The group G = G ⋉ Rn generated
by G and translations of Rn acts on Rn by isometries and hence there is a canonical action of G on
the sphere bundle. The space of differential forms on SRn invariant under this action is denoted by
Ω(SRn)G. Since G acts transitively on the unit sphere, Ω(SRn)G is finite-dimensional. If φ : Sn−1 → R
is a function on the unit sphere, we denote by (gφ)(u) = φ(g−1u) left translation by g ∈ G.
Let K ⊂ Rn be a convex body, i.e. a nonempty, compact, convex subset. The normal cycle N(K)
of K consists of those pairs (x, u) ∈ SRn such that x is a boundary point of K and u is an outer unit
normal of K at x. Since N(K) is a countably (n− 1)-rectifiable set and carries a natural orientation (see
[9, 22, 23]), we can integrate (n− 1)-forms over it,
N(K)(ω) :=
∫
N(K)
ω, ω ∈ Ωn−1(SRn).
For example, it is not difficult to see that there exists a form κn−1 ∈ Ωn−1(SRn)SO(n) such that∫
Sn−1
φ(u) dSn−1(K,u) = N(K)(π
∗
2φ · κn−1)
for every bounded Baire function φ.
Theorem 2.1. Let β1, . . . , βm be a basis of Ω
n−1(SRn)G. If ω ∈ Ωn−1(SRn)G, then there exist constants
cij such that ∫
G
N(K + gL)(π∗2(φ gψ) · ω) dg =
m∑
i,j
cijN(K)(π
∗
2φ · βi) N(L)(π∗2ψ · βj)
for all bounded Baire functions φ, ψ on Sn−1 and convex bodies K,L ⊂ Rn.
In [22] Fu proved the existence of intersectional kinematic formulas in a very general setting. In this
section we adapt Fu’s method to prove Theorem 2.1.
2.1. Fiber bundles and fiber integration. Before we prove the existence of general additive kinematic
formulas, we first need to recall the definition and main properties of fiber integration, cf. Chapter VII
of [25] and [22].
Let B = (E, π,M,F ) be a smooth fiber bundle with total spaceE, base spaceM , projection π : E →M
and fiber F . Recall that the bundle B is orientable if and only if the fiber F is orientable and there exists
an open cover {Ui} of M and local trivializations φi : π−1(Ui) → Ui × F such that the transition maps
cij(x) : F → F , φi ◦ φ−1j (x, y) = (x, cij(x)y), are orientation preserving diffeomorphisms. A bundle B is
oriented by an orientation of F together with an open cover of the base corresponding to a collection of
local trivializations with orientation preserving transition maps. A differential form ω on E is said to
have fiber-compact support if for every compact K ⊂ M the intersection π−1(K) ∩ suppω is compact.
The space of fiber-compact differential forms is denoted by ΩF (E).
If (E, π,M,F ) is an oriented bundle with dimM = n and dimF = r, then there exists a canonical
linear map π∗ : ΩF (E)→ Ω(M) called fiber integration. It is defined as follows:
Let ω be a fiber-compact form on E and suppose φ : π−1(U) → U × F is a local trivialization
compatible with the orientation of the bundle. Shrinking U if necessary, we may assume that x1, . . . , xn
are coordinates for U . Then (φ−1)∗ω can be written uniquely as
(φ−1)∗ω(x, y) =
n∑
k=0
∑
i1<...<ik
dxi1 ∧ · · · ∧ dxik ∧ ω(i1,...,ik)(x, y), (x, y) ∈ U × F,
where ∂xjyω
(i1,...,ik)(x, y) = 0 for every coordinate vector field ∂xj . Then y 7→ ω(i1,...,iq)(x, y) is an
element of Ωc(F ) and the integral of ω over the fibers is defined by
π∗ω(x) :=
n∑
k=0
∑
i1<...<ik
dxi1 ∧ · · · ∧ dxik
∫
F
ω(i1,...,ik)x
with the convention
∫
F
ξ = 0 for forms ξ of degree less than r.
If M is orientable and E is equipped with the local product orientation (see [25, p. 288]), then∫
M
α ∧ π∗ω =
∫
E
π∗α ∧ ω
4
for every ω ∈ ΩkF (E) and α ∈ Ωn+r−kc (M). In particular, if N ⊂M is an oriented, compact submanifold
with dimN = q and π−1(N) is equipped with the local product orientation, then the following version
of Fubini’s theorem holds: If ω ∈ Ωq+rF (E), then
(7)
∫
N
π∗ω =
∫
pi−1(N)
ω.
Let (E, π,M,F ) and (E′, π′,M ′, F ) be oriented bundles with the same fiber F and let f¯ : E′ → E be
a bundle map covering the smooth map f : M ′ → M . If there exists an open cover {U} of M together
with local trivializations φ : π−1(U)→ U × F and φ′ : π−1(f−1(U))→ f−1(U)× F compatible with the
orientations of the bundles such that
φ−1 ◦ f¯ ◦ φ′ = f × idF ,
then
(8) f∗ ◦ π∗ = π′∗ ◦ f¯∗,
see [22].
2.2. A slicing formula. It will be helpful to restate the general slicing formula for currents [20, 4.3.2]
in the special setting in which we are going to apply it.
Suppose f : X → Y is a surjective, smooth map between compact, smooth manifolds with m = dimX
and n = dim Y . Suppose that X is oriented by a smooth m-vector field ξ and that Y is oriented by a
smooth n-form dy. By Sard’s theorem, f−1(y) is a smooth submanifold for almost every y ∈ Y and is
oriented by the smooth (m− n)-vector field
(9) ζ = ξxf∗dy
on X . If we define the measure µ by [[Y ]]xdy, then by [20, 4.3.2, 4.3.8]
(10)
∫
Y
Φ(y)
(∫
f−1(y)
ω
)
dµ(y) =
∫
X
f∗(Φ ∧ dy) ∧ ω
for every bounded Baire function Φ: Y → R and every (m− n)-form ω on X .
2.3. Proof of Theorem 2.1. Let us fix a point o ∈ Sn−1 and let Go ⊂ G be the isotropy group of o.
Note that Go is always connected. Indeed, if n = 2, then G0 = {e} and if n ≥ 3, then Sn−1 is simply
connected.
We put
E = {(g, ξ, η, ζ) ∈ G× (SRn)3 : π1(ζ) = π1(ξ) + gπ1(η), π2(ζ) = π2(ξ) = gπ2(η)}
and define a projection p : E → SRn × SRn by p(g, ξ, η, ζ) = (ξ, η). We claim that p : E → SRn × SRn
is an orientable fiber bundle with fiber Go. In fact, suppose U, V ⊂ SRn are open sets and φ : U → G,
ψ : V → G are smooth maps satisfying φ(ξ)o = π2(ξ), ξ ∈ U , and ψ(η)o = π2(η), η ∈ V . Then
Φ: p−1(U × V ) −→ (U × V )×Go
(ξ, η, ζ, g) 7→ (ξ, η, φ(ξ)−1gψ(η))
is a local trivialization for p. If Φ′ : p−1(U ′ × V ′) −→ (U ′ × V ′) × Go is another local trivialization
constructed in the same way, then the transition map c is given by
c : (U × V ) ∩ (U ′ × V ′)→ Diff(Go)
(ξ, η) 7→ [g 7→ (φ′)(ξ)−1φ(ξ) · g · ψ(η)−1ψ′(η)] .
Note that both (φ′)(ξ)−1φ(ξ) and ψ(η)−1ψ′(η) are elements of Go. Since Go is compact and connected,
left and right translations are orientation preserving. Hence the transition map consists of orientation
preserving diffeomorphisms. We conclude that our bundle (E, p, SRn × SRn, Go) is orientable.
We define another projection q : E → G×SRn by p(g, ξ, η, ζ) = (g, ζ). Observe that q : E → G×SRn
is isomorphic to the trivial bundle G× SRn × Rn.
For every element g ∈ G we define g0 ∈ G by g0(x) := g(x) − g(0). We let the group G × G act on
the total space E by
(h, k) · (g, ξ, η, ζ) := (h0gk−10 , hξ, kη, hζ), (h, k) ∈ G×G,
and on the base spaces SRn × SRn and G× SRn by
(h, k) · (ξ, η) := (hξ, kη) and (h, k) · (g, ζ) := (h0gk−10 , hζ).
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Clearly, the projections p and q commute with these group actions.
Lemma 2.2. Suppose ω ∈ Ω(E) is G × G-invariant. Then the fiber integral p∗ω is a G × G-invariant
form on SRn × SRn.
Proof. Fix (h, k) ∈ G × G and (ξ0, η0) ∈ SRn × SRn. Choose open neighborhoods U , V of ξ0 and η0
such that there exist smooth maps φ : U → G and ψ : V → G with φ(ξ)o = π2(ξ), and φ(η)o = π2(η).
Put W = U × V and define a local trivialization
Φ: p−1(W ) −→W ×Go
(ξ, η, ζ, g) 7→ (ξ, η, φ(ξ)−1gψ(η)).
Define also maps f : SRn × SRn → SRn × SRn and f¯ : E → E by
f(ξ, η) = (h, k) · (ξ, η) and f¯(g, ξ, η, ζ) = (h, k) · (g, ξ, η, ζ)
Observe that
Φ′ : p−1(f(W )) −→ f(W )×Go
(ξ, η, ζ, g) 7→ (ξ, η, φ(ξ)−1h−10 gk0ψ(η)).
is also a local trivialization and that
Φ′−1 ◦ f¯ ◦ Φ = f × idGo .
Thus we can apply (8) and obtain f∗ ◦ p∗ = p∗ ◦ f¯∗. This shows that p∗ω is G×G-invariant. 
Finally, we need to recall two facts concerning the normal cycles of convex bodies (see, e.g., the proof
of Lemma 2.1.3 in [9]).
Lemma 2.3. Let {Kα} be a collection of convex bodies. If there exists some ball containing all Kα, then
there exists a constant C such that
sup
α
M(N(Kα)) ≤ C,
where M(T ) denotes the mass of a current T , see [20, p. 358].
Lemma 2.4. Let ω ∈ Ωn−1(SRn) and let f : Sn−1 → R be a continuous function. If Ki → K is a
convergent sequence of convex bodies in Rn, then
N(Ki)(π
∗
2f · ω)→ N(K)(π∗2f · ω).
Conclusion of the proof of Theorem 2.1. We will first prove Theorem 2.1 under the additional assump-
tion that φ, ψ are smooth and that K,L have smooth boundaries and all principal curvatures are positive.
The general case will then follow by approximation.
We define q1 : E → G by q1(g, ξ, η, ζ) = g and q2 : E → SRn by q2(g, ξ, η, ζ) = ζ. If we put C =
p−1(N(K)×N(L)), then
q2(q
−1
1 (g) ∩ C) = N(K + gL).
In fact, this was the motivation for the definition of the bundle E.
Let dg be a bi-invariant volume form on G such that
∫
G
dg = 1. Since q1 : C → G is a smooth surjective
map, Sard’s theorem implies that q1(g)∩C is a smooth submanifold for a.e. g ∈ G. Moreover, since the
boundary of K contains no segments, q2 : q
−1
1 (g) ∩ C → N(K + gL) is a diffeomorphism for a.e. g ∈ G.
Since the bundle p : C → N(K)×N(L) is orientable and the normal cycles carry a natural orientation,
we can equip C with the local product orientation. By (9), this induces an orientation on almost every
slice q−11 (g) ∩ C. We choose the orientation for the bundle such that q2 : q−11 (g) ∩ C → N(K + gL) is
orientation preserving for a.e. g ∈ G. Hence
N(K + gL)(ω) =
∫
q−11 (g)∩C
q∗2ω for a.e. g ∈ G
and for every (n− 1)-form ω on SRn.
We define p1 : E → SRn by p1(g, ξ, η, ζ) = ξ and p2 : E → SRn by p2(g, ξ, η, ζ) = η. Since q∗2π∗2φ =
p∗1π
∗
2φ and q
∗
2π
∗
2(gψ) = p
∗
2π
∗
2ψ, we obtain
q∗2(π
∗
2(φ gψ) · ω) = p∗1π∗2φ · p∗2π∗2ψ · q∗2ω =: ω′.
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Using the slicing formula (10) and (7) we obtain∫
G
(∫
q−11 (g)∩C
ω′
)
dg =
∫
C
q∗1dg ∧ ω′
=
∫
N(K)×N(L)
p∗(q
∗
1dg ∧ ω′)
=
∫
N(K)×N(L)
p∗1π
∗
2φ · p∗2π∗2ψ · p∗q∗(dg ∧ ω).
It follows from Lemma 2.2 that p∗q
∗(dg ∧ ω) is a G ×G-invariant (2n− 2)-form on SRn × SRn. Since
every G×G-invariant form on the product SRn × SRn is a sum of wedge products of G-invariant forms
on SRn, we obtain constants cij such that∫
N(K)×N(L)
p∗1π
∗
2φ · p∗2π∗2ψ · p∗q∗(dg ∧ ω) =
m∑
i,j
cijN(K)(π
∗
2φ · βi) N(L)(π∗2ψ · βj).
This establishes Theorem 2.1 in a special case.
Suppose now that K and L are general convex bodies and let Ki → K and Li → L be sequences of
convex bodies with smooth boundaries and such that all their principal curvatures positive. Since the
collection {Ki + gLi : i, g} is contained in some sufficiently large ball, we have by Lemma 2.3 and the
definition of the comass of a differential form [20, p. 358]
|N(Ki + gLi)(π∗2(φ gψ) · ω)| ≤M(N(Ki + gLi))M(π∗2(φ gψ) · ω) ≤ C
for some uniform constant C > 0. For every g ∈ G it follows from Lemma 2.4 that
N(Ki + gLi)(π
∗
2(φ gψ) · ω)→ N(K + gL)(π∗2(φ gψ) · ω).
Hence, by the dominated convergence theorem, we obtain∫
G
N(Ki + gLi)(π
∗
2(φ gψ) · ω) dg →
∫
G
N(K + gL)(π∗2(φ gψ) · ω) dg.
This proves Theorem 1 for general convex bodies K and L.
Finally let φ and ψ be bounded Baire functions. Then φ and ψ are the pointwise limits of sequences
of uniformly bounded, smooth functions on Sn−1,
φi(v)→ φ(v) and ψi(v)→ ψ(v)
for every v ∈ Sn−1. Applying the dominated convergence theorem twice, we obtain∫
G
N(K + gL)(π∗2(φi gψi) · ω) dg →
∫
G
N(K + gL)(π∗2(φ gψ) · ω) dg.

3. The algebra AreaG∗
We let G ⊂ SO(n), n ≥ 2, be a closed, connected subgroup acting transitively on the unit sphere and
denote by K(Rn) the space of convex bodies in Rn.
3.1. General properties of the kinematic product. A function which assigns to every convex body
K ⊂ Rn and Borel subset U ⊂ Sn−1 a real number is called a G-invariant area measure if there exists
ω ∈ Ωn−1(SRn)G such that
(K,U) 7→
∫
N(K)∩pi−12 (U)
ω,
see [47]. We denote by AreaG the space of allG-invariant area measures. In this terminology, Theorem 2.1
implies the following.
Corollary 3.1. There exists a linear map A : AreaG → AreaG⊗AreaG called the local kinematic oper-
ator such that
A(Ψ)(K,U ;L, V ) =
∫
G
Ψ(K + gL, U ∩ gV ) dg
for all convex bodies K,L ⊂ Rn and Borel subsets U, V ⊂ Sn−1.
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The space of G-invariant, continuous valuations is denoted by ValG = ValG(Rn) and we write Valsm
the space of smooth, translation-invariant valuations. We refer the reader to [15] and the references
therein for more information on translation-invariant scalar valuations.
The globalization map is the surjective linear map glob: AreaG → ValG given by
glob(Ψ) = Ψ( · , Sn−1).
We denote by
a¯ = (id⊗ glob) ◦A : AreaG → AreaG⊗ValG
the semi-local kinematic operator. The additive kinematic operator is the linear map
a : ValG → ValG⊗ValG
satisfying
a(φ)(K,L) =
∫
G
φ(K + gL) dg,
see [15]. The various kinematic operators fit in the following commutative diagram:
AreaG AreaG⊗AreaG
AreaG AreaG⊗ValG
ValG ValG⊗ValG
id
A
glob
a¯
id⊗ glob
glob⊗ id
a
We denote by φ · ψ the product [6], by φ ∗ ψ the convolution [15] and by φˆ the Fourier transform
[8] of φ, ψ ∈ Valsm. The Fourier transform has the fundamental property φ̂ · ψ = φˆ ∗ ψˆ. The Poincare´
duality map [6, 15] is denoted by pd: Valsm → (Valsm)∗. Let χ∗ : Val → R be the linear functional
〈χ∗, φ〉 = φ({0}), 0 ∈ Rn. It was shown in [15] that
(11) 〈pd(φ), ψ〉 = 〈χ∗, φ ∗ ψ〉
for even valuations φ, ψ ∈ Valsm. We will see later (Proposition 4.2) that
(12) 〈pd(φ), ψ〉 = −〈χ∗, φ ∗ ψ〉
if φ, ψ ∈ Valsm are odd valuations. It was proved in [16] that every valuation in ValG is even.
We define µGC ∈ ValG by µGC =
∫
G vol( · + gC) dg = a(vol)( · , C).
Proposition 3.2. 〈
pd(µGC), φ
〉
= φ(C)
for every φ ∈ ValG. In particular, ValG is spanned by µGC , C ∈ K(Rn).
Proof. This is proved as Proposition 2.17 in [17]. It follows from the definition of a that
[(χ∗ ⊗ id) ◦ a](φ) = a(φ)({0}, · ) = φ
Hence Fubini’s theorem implies〈
pd(µGC), φ
〉
=
〈
χ∗, µGC ∗ φ
〉
= 〈χ∗, a(φ)( · , C)〉 = φ(C).

The module product of [47] is denoted by m¯ : ValG⊗AreaG → AreaG, m¯(φ,Ψ) = φ ∗ Ψ. If C is a
convex body and Ψ ∈ AreaG, then
µGC ∗Ψ(K,U) =
∫
G
Ψ(K + gC, U) dg
for all convex bodies K and Borel set U ⊂ Sn−1.
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Lemma 3.3. A, a¯, and a are all compatible with convolution with elements from ValG, i.e.
A(φ ∗Ψ) = (φ⊗ vol) ∗A(Ψ) = (vol⊗φ) ∗A(Ψ),
a¯(φ ∗Ψ) = (φ⊗ vol) ∗ a¯(Ψ) = (vol⊗φ) ∗ a¯(Ψ),
a(φ ∗ ψ) = (φ⊗ vol) ∗ a(ψ) = (vol⊗φ) ∗ a(ψ),
a¯(φ ∗Ψ) = a(φ) ∗ (Ψ⊗ vol),(13)
whenever φ, ψ ∈ ValG and Ψ ∈ AreaG.
Proof. This can be proved as Theorem 2.19 in [17]. 
The semi-local kinematic operator is in the following sense dual to the module product.
Lemma 3.4. Let m¯ : Hom(ValG⊗AreaG,AreaG) = Hom(AreaG,AreaG⊗ValG∗) be the module product.
Then
m¯ = (id⊗ pd) ◦ a¯.
Proof. Using (13), equation (15) of [47], the definition of µGC , and Proposition 3.2, we obtain
µGC ∗Ψ(K,U) = a¯(vol ∗Ψ)(K,U ;C) = a¯(Ψ)(K,U ;C) = [(id⊗ pd) ◦ a¯] (Ψ)(K,U ;µGC)
for every convex body K and Borel set U ⊂ Sn−1. 
Recall that a co-algebra consists of a vector space X over some field K, a linear map C : X → X ⊗X
and a linear functional ε : X → K satisfying
(idX ⊗C) ◦ C = (C ⊗ idX) ◦ C (co-associativity)
and
(ε⊗ idX) ◦ C = idX = (idX ⊗ε) ◦ C.
The map C is called a co-product and ε is called a co-unit. A co-algebra is called co-commutative if
i ◦ C = C, where i : X ⊗X → X ⊗X denotes the interchange map i(x⊗ y) = y ⊗ x.
Proposition 3.5. (AreaG, A, χ∗ ◦ glob) is a co-commutative co-algebra.
Proof. Let K,L,M ⊂ Rn be convex bodies, let U, V,W ⊂ Sn−1 be Borel sets and let Ψ ∈ AreaG. By
the invariance of the Haar measure,
[(id⊗A) ◦A] (Ψ)(K,U ;L, V ;M,W ) =
∫
G
(∫
G
Ψ(K + g(L+ hM), U ∩ g(V ∩ hW )) dg
)
dh
=
∫
G
(∫
G
Ψ(K + gL+ hM,U ∩ gV ∩ hW ) dg
)
dh
= [(A⊗ id) ◦A] (Ψ)(K,U ;L, V ;M,W ).
Thus A is co-associative. Since
[(χ∗ ◦ glob⊗ id) ◦A] (Ψ)(K,U) = A(Ψ)({0}, Sn−1;K,U) = Ψ(K,U) = [(id⊗χ∗ ◦ glob) ◦A] (Ψ)(K,U),
χ∗ ◦ glob is a co-unit. The co-commutativity of A follows immediately from the invariance of the Haar
measure. 
If (X,C, ε) is a co-algebra and X is finite-dimensional, then (X∗, C∗, ε) is an algebra with unit ε.
If C is co-commutative, then C∗ is commutative. In particular, we obtain from Proposition 3.5 that
(AreaG∗, A∗, χ∗ ◦ glob) is a commutative algebra.
Definition 3.6. We call A∗ : AreaG∗⊗AreaG∗ → AreaG∗ the kinematic product on AreaG∗. We will
also write Λ1 ∗ Λ2 instead of A∗(Λ1 ⊗ Λ2) for Λ1,Λ2 ∈ AreaG∗
Lemma 3.7. Let Λ ∈ AreaG∗, φ ∈ ValG, and put mφ(Φ) := φ ∗ Φ. Then
(14) Λ ∗ glob∗(pd(φ)) = m∗φ(Λ).
Proof. Using Lemma 3.4, we compute〈
m∗φ(Λ),Φ
〉
= 〈Λ,mφ(Φ)〉 = 〈Λ⊗ pd(φ), a¯(Φ)〉
= 〈Λ⊗ glob∗(pd(φ)), A(Φ)〉 = 〈A∗(Λ⊗ glob∗(pd(φ))),Φ〉
= 〈Λ ∗ glob∗(pd(φ)),Φ〉 .

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Corollary 3.8. If φ, ψ ∈ ValG, then
glob∗(pd(φ)) ∗ glob∗(pd(ψ)) = glob∗(pd(φ ∗ ψ)).
In particular, the image of glob∗ is a subalgebra of AreaG∗.
3.2. The module of unitary area measures. For the convenience of the reader we collect for quick
reference those definitions and results of [47] which are most important for us in the following.
Recall that the forms α, β, γ, θ0, θ1, θ2, and θs, first defined in [16], generate the algebra of unitarly
invariant forms on the sphere bundle SCn. For all integers 0 ≤ k ≤ 2n− 1 and q ≥ 0 we denote by
Bk,q, max{0, k − n} ≤ q < k/2,
Γk,q, max{0, k − n+ 1} ≤ q ≤ k/2,
the unitary area measures represented by the forms βk,q and γk,q. The collection of the Bk,q and Γk,q
area measures is a basis of AreaU(n). Another very useful basis is given by
(15)
∆k,q =
k − 2q
2n− kBk,q +
2(n− k + q)
2n− k Γk,q, max{0, k − n} ≤ q ≤ k/2,
Nk,q =
2(n− k + q)
2n− k (Γk,q −Bk,q) , max{0, k − n+ 1} ≤ q < k/2.
Recall that
(16) glob(∆k,q) = µk,q and glob(Nk,q) = 0,
where the valuations µk,q are the hermitian intrinsic volumes (see [16]).
The polynomials pk and qk are given explicitly by
(17) pk(s, t) = (−1)k
⌊k/2⌋∑
i=0
(−1)i
(
k − i
i
)
sitk−2i
and
(18) qk(s, t) = (−1)k+1
⌊k/2⌋∑
i=0
(−1)i(i+ 1)
(
k + 1− i
i+ 1
)
sitk−2i.
They satisfy the relation
(19) − (4s− t2)qk−1 + tpk = (k + 1)2fk+1,
where fk denotes the Fu polynomial [24].
Recall also from [24] that there are two special unitary valuations s and t which generate ValU(n) as
an algebra. The module product on AreaU(n) satisfies the two fundamental relations
(20) pn(sˆ, tˆ) ∗B2n−1,n−1 = qn−1(sˆ, tˆ) ∗ Γ2n−2,n−1
and
(21) pn(sˆ, tˆ) ∗ Γ2n−2,n−1 = 0.
Here sˆ and tˆ are the Fourier transforms of s and t. Moreover, it was proved in [47] that
(22) the span of the Γk,q coincides with the submodule of Area
U(n) generated by Γ2n−2,n−1.
and that
(23) as a module AreaU(n) is generated by B2n−1,n−1 and Γ2n−2,n−1.
3.3. The kinematic product in the unitary case. After the general considerations of the first
subsection, we investigate now the case R2n = Cn and G = U(n) in detail.
In [47] two special bases of AreaU(n) have been used: The Bk,q-Γk,q and the ∆k,q-Nk,q basis. In the
following we are going to use the corresponding dual bases for AreaU(n)∗ which, by (15), are related by
(24) B∗k,q =
k − 2q
2n− k∆
∗
k,q −
2(n− k + q)
2n− k N
∗
k,q, max{0, k − n} ≤ q < k/2,
and
(25) Γ∗k,q =
{
2(n−k+q)
2n−k (∆
∗
k,q +N
∗
k,q), max{0, k − n+ 1} ≤ q ≤ k/2;
∆∗k,q, 2q = k.
10
It is an immediate consequence of (16) that the image of glob∗ coincides with the span of the ∆∗k,q .
Hence, by Corollary 3.8, the span of the ∆∗k,q is a subalgebra of Area
U(n)∗. We define
t¯ := glob∗(pd(tˆ)) and s¯ := glob∗(pd(sˆ)).
For reasons which will become apparent later, we put
v¯ :=
2ω2n−2
ω2n−1
B∗1,0.
From the definition of s¯ and t¯, Lemma 3.7, and Propositions 4.7 and 4.8 of [47], we obtain the following
formulas for multiplication by s¯ and t¯.
Lemma 3.9.
t¯ ∗B∗k,q =
ω2n−k
πω2n−k−1
(
(k − 2q)B∗k+1,q+1 +
2(n− k + q)(k − 2q)
k − 2q + 1 B
∗
k+1,q
)
t¯ ∗∆∗k,q =
ω2n−k
πω2n−k−1
(
(k − 2q)∆∗k+1,q+1 + 2(n− k + q)∆∗k+1,q
)
t¯ ∗N∗k,q =
ω2n−k
πω2n−k−1
k − 2q
2n− k − 1
(
∆∗k+1,q+1 −∆∗k+1,q(26)
+ (2n− k)
(
N∗k+1,q+1 +
2(n− k + q − 1)
k − 2q + 1 N
∗
k+1,q
))
s¯ ∗B∗k,q =
(k − 2q)(k − 2q − 1)
2π(2n− k) B
∗
k+2,q+2 +
2(n− k + q)(n− q)
π(2n− k) B
∗
k+2,q+1
s¯ ∗∆∗k,q =
(k − 2q)(k − 2q − 1)
2π(2n− k) ∆
∗
k+2,q+2 +
2(n− k + q)(n− q)
π(2n− k) ∆
∗
k+2,q+1
s¯ ∗N∗k,q =
(k − 2q)(k − 2q − 1)
2π(2n− k − 2)
(
N∗k+2,q+2 +
2
2n− k∆
∗
k+2,q+2
)
+
2(n− q)
π(2n− k − 2)
(
(n− k + q − 1)N∗k+2,q+1 −
k − 2q
2n− k∆
∗
k+2,q+1
)
From the above we conclude that
t¯ =
2ω2n−2
ω2n−1
∆∗1,0 =
2ω2n−2
ω2n−1
(B∗1,0 + Γ
∗
1,0) and s¯ =
n
π
∆∗2,1.
Lemma 3.10. As elements of the algebra AreaU(n)∗ we have
pn(s¯, t¯)− qn−1(s¯, t¯)v¯ = 0 and pn(s¯, t¯)v¯ = 0.
Proof. We prove pn(s¯, t¯)v¯ = 0 first. By (23), any unitary area measure may be expressed as φ ∗
B2n−1,n−1 + ψ ∗ Γ2n−2,n−1 for some φ, ψ ∈ ValU(n). Using (14), (20), (21), and (22), we obtain
〈pn(s¯, t¯)v¯, φ ∗B2n−1,n−1 + ψ ∗ Γ2n−2,n−1〉 =
〈
v¯, φ ∗ qn−1(sˆ, tˆ) ∗ Γ2n−2,n−1
〉
= 0
To prove the second identity, first observe that pn(s¯, t¯) is a linear combination of certain B
∗
k,q. This
follows immediately from (21) and (22). At the same time pn(s¯, t¯) is also an element of span of the ∆
∗
k,q .
Hence (24) implies that pn(s¯, t¯) is a multiple of B
∗
n,0.
Put u = 4s− t2. From (19) we obtain
(27) 〈qn−1(s¯, t¯)v¯, uˆ ∗Ψ〉 =
〈−pn(s¯, t¯)v¯, tˆ ∗Ψ〉 = 0
for every unitary area measure Ψ.
Next we claim that
if q0 > 0, then — modulo the subspace spanned by the Γk,q — Bn,q0 can be(28)
expressed as a linear combination of the area measures uˆ ∗Bn+2,q.
Indeed, by Corollary 3.8 of [16], µn,q0 can be expressed as a linear combination of the valuations uˆ∗µn+2,q
provided q0 > 0. Since the globalization map is injective when restricted to the subspace spanned by
the ∆k,q, we obtain that ∆n,q0 can be expressed as a linear combination of the area measures uˆ ∗∆n+2,q
provided q0 > 0. The claim follows now from (22).
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Lemma 3.9 implies that qn−1(s¯, t¯)v¯ is a linear combination of certain Bn,q. Together with (27) and
(28), we conclude that qn−1(s¯, t¯)v¯ is in fact a multiple of B
∗
n,0. Using sˆ ∗Bn,0 = 0, the explicit formulas
for pn and qn−1 given in (17) and (18), and Lemma 3.11 below, we compute〈
pn(sˆ, tˆ), Bn,0
〉
= (−1)n 〈Γ∗0,0, tˆn ∗Bn,0〉 = (−1)n 2nωn
and 〈
qn−1(sˆ, tˆ)v¯, Bn,0
〉
= (−1)n 2nω2n−2
ω2n−1
〈
B∗1,0, tˆ
n−1 ∗Bn,0
〉
= (−1)n 2
n
ωn
.

Lemma 3.11. For n ≥ 2,
tˆn−1 ∗Bn,0 = 2
n−1
n
ω2n−1
ω2n−2ωn
(B1,0 + (n− 1)Γ1,0)
and
tˆn ∗Bn,0 = 2
n
ωn
Γ0,0.
Proof. By Propositions 4.7 and 4.8 of [47], there exist numbers ci, di such that tˆ
i ∗ Bn,0 = ciBn−i,0 +
diΓn−i,0 for i = 0, . . . , n. More precisely,(
ci+1
di+1
)
=
2(i+ 1)ωn+i+1
(n− i)πωn+i
(
n− i− 1 0
1 n− i
)(
ci
di
)
, i = 0, . . . , n− 1
with c0 = 1 and d0 = 0. Since(
1 0
1 2
)
· · ·
(
n− 1 0
1 n
)(
1
0
)
= (n− 1)!
(
1
n− 1
)
for n ≥ 2,
the lemma follows. 
Proposition 3.12. For every Λ ∈ AreaU(n)∗ there exist polynomials φ, ψ in s¯ and t¯ such that
(29) Λ = φ(s¯, t¯) + ψ(s¯, t¯)v¯.
Proof. Since the span of the ∆∗k,q coincides with the image of glob
∗, it follows from Corollary 3.8 that for
every ∆∗k,q there exists a polynomial φ in s¯ and t¯ such that ∆
∗
k,q = φ(s¯, t¯). Since the case n = 2 follows
immediately from (24), we assume from now on that n ≥ 3. Suppose that k = 2m+ 1 is odd and that
1 ≤ k < 2n− 3 . Then N∗2m+1,m exists and, up to linear combinations of ∆∗k+1,q, by Lemma 3.9
t¯ ∗N2m+1,m ≡ cN2m+2,m
for some nonzero constant c. Hence if (29) holds for every Nk,q′ , by (26), (29) holds for every Nk+1,q as
well. Suppose now that k = 2m + 2 is even and that 2 ≤ k < 2n − 3. Then N2m+1,m and N2m+3,m+1
exist and up to certain ∆∗k+1,q
s¯ ∗N2m+1,m ≡ cN2m+3,1
for some nonzero constant c. Hence if (29) holds for N∗2m+1,m and every N
∗
k,q′ , then, by (26), (29) holds
for all N∗k+1,q as well. This proves the proposition. 
Later, when we derive explicit kinematic formulas from our main theorem, the following two results
will be useful.
Lemma 3.13. For every B∗k,q there exists a polynomial ψ = ψ(s¯, t¯) in s¯ and t¯ such that
ψ(s¯, t¯)v¯ = B∗k,q.
Proof. By Proposition 3.12 there exist polynomials φ, ψ in s¯ and t¯ such that φ(s¯, t¯) + ψ(s¯, t¯)v¯ = B∗k,q.
Since φ(s¯, t¯) is a linear combination of certain ∆∗k,q′ measures and ψ(s¯, t¯)v¯ is a linear combination of
certain B∗k,q′ by Lemma 3.9, we conclude that if φ(s¯, t¯) 6= 0, then necessarily k ≥ n and φ(s¯, t¯) is a
multiple of ∆∗k,k−n = B
∗
k,k−n. In the proof of Lemma 3.10, we have shown that qn−1(s¯, t¯)v¯ is a nonzero
multiple of B∗n,0 = ∆
∗
n,0 and hence t¯
k−n ∗ qn−1(s¯, t¯)v¯ is a nonzero multiple of B∗k,k−n = ∆∗k,k−n. Hence
B∗k,q = ψ
′(s¯, t¯)v¯ for some polynomial ψ′. 
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Proposition 3.14. For every ∆∗k,q ∈ AreaU(n)∗ we have
∆∗k,q =
ω2n−k(k − 2q)!(n− k + q)!
πn−k2k−2qn!
⌊ k2 ⌋∑
i=q
(−1)i+q
(i − q)!
(n− i)!
(k − 2i)! t¯
k−2is¯i.
Proof. By Corollary 3.8 and since glob∗ is injective, it is sufficient to check that
(30)
〈
µ∗k,q, φ
〉
=
ω2n−k(k − 2q)!(n− k + q)!
πn−k2k−2qn!
⌊ k2 ⌋∑
i=q
(−1)i+q
(i− q)!
(n− i)!
(k − 2i)! (tˆ
k−2i ∗ sˆi, φ)
for every φ ∈ ValU(n).
For
φ = tˆ2n−k−2j ∗ uˆj , u = 4s− t, 0 ≤ 2j ≤ 2n− k,
the left-hand side of (30) evaluates to
(31)
〈
µ∗2n−k,n−k+q , t
2n−k−2juj
〉
=
ω2n−k(2n− k − 2j)!(2j)!
π2n−k
(
n− k + q
j
)
by Proposition 3.7 of [16]. Since
t2n−2isi(B(Cn)) =
(
2n− 2i
n− i
)
,
see [24], and u = 4s− t2, one shows by induction on j that
(32) t2n−2i−2jsiuj(B(Cn)) =
(
2j
j
)(
2n− 2i− 2j
n− i− j
)(
n− i
j
)−1
.
Hence the right-hand side of (30) becomes
(33)
ω2n−k(n− k + q)!(2j)!
π2n−kj!
· (k − 2q)!
2k−2q
⌊ k2 ⌋∑
i=q
(−1)i+q
(i− q)!
(2n− 2i− 2j)!
(k − 2i)!(n− i− j)! .
Comparing (31) and (33), we see that (30) will be proved if we can show that
(34) 2k−2q
(
n− j − q
k − 2q
)
=
⌊ k−2q2 ⌋∑
i=0
(−1)i
(
2n− 2i− 2j − 2q
k − 2i− 2q
)(
n− j − q
i
)
.
Now notice that (34) is just (35) with m replaced by n+ q − j − k and r replaced by k − 2q. 
Lemma 3.15. If r is a nonnegative integer and m is an integer satisfying 2m+ r ≥ 0, then
(35) 2r
(
m+ r
r
)
=
⌊ r2 ⌋∑
i=0
(−1)i
(
2m+ 2r − 2i
r − 2i
)(
m+ r
i
)
.
Proof. We are going to use Zeilberger’s algorithm [39, p. 101]. Fix r ≥ 0. We denote the sum on the
right-hand side of (35) by Sm and put
F (m, i) := (−1)i
(
2m+ 2r − 2i
r − 2i
)(
m+ r
i
)
, 2m ≥ −r.
One immediately checks that F (m, i) satisfies the recurrence relation
(36) − (m+ r + 1)F (m, i) + (m+ 1)F (m+ 1, i) = G(m, i + 1)−G(m, i)
where
G(m, i) = F (m, i)
2i(2m+ 2r − 2i+ 1)(m+ r + 1)
(2m+ r + 1)(2m+ r + 2)
.
Summing the recurrence (36) over i from 0 to ⌊r/2⌋ and using that G(m, i + 1)−G(m, i) telescopes to
0, we obtain
(m+ 1)Sm+1 = (m+ r + 1)Sm
and therefore
Sm =
(
m+ r
r
)
S0, 2m ≥ −r.
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To show that S0 = 2
r we put
f(r, i) := (−1)i
(
2r − 2i
r
)(
r
i
)
.
Then f(r, i) satisfies
(r + 1) (2f(r, i)− f(r + 1, i)) = g(r, i+ 1)− g(r, i)
with
g(r, i) = 4i
2r− 2i+ 1
r − 2i+ 1 f(r, i).
Summing the recurrence relation for f over i from 0 to ⌊r/2⌋, we obtain S0 = 2r. 
4. Tensor valuations
In the following it will be convenient to work with an abstract n-dimensional euclidean vector space
V instead of Rn. The group of special orthogonal transformations of V will be denoted by SO(V ),
the unit sphere by S(V ) and the sphere bundle of V by SV . As before, G ⊂ SO(V ) is a closed,
connected subgroup acting transitively on the unit sphere. Given a non-negative integer r we denote
by Valr = Valr(V ) the vector space of translation-invariant, continuous valuations on V with values
in Symr V . Here Symr V ⊂ ⊗r V denotes the subspace of symmetric tensors of rank r. We call Valr
the space of tensor valuations of rank r and we denote by Valrk ⊂ Valr the subspace of k-homogeneous
valuations. Applying McMullen’s theorem [36] componentwise, we see that
Valr =
n⊕
k=0
Valrk .
Note that in this paper we only consider translation-invariant tensor valuations.
If f : V → W is a linear map, then f⊗r : ⊗r V → ⊗rW maps symmetric tensors to symmetric
tensors. In particular, the action of G on V induces an action on all symmetric powers Symr V . The
group G acts on tensor valuations of rank r by (g · Φ)(K) = g⊗r(Φ(g−1K)). A tensor valuation of rank
r is called G-covariant, if
g · Φ = Φ
for every g ∈ G. The subspace of G-covariant tensor valuations is denoted by Valr,Gk . For more informa-
tion on SO(V )-covariant tensor valuations, also in the non-translation-invariant case, see [2, 10, 28, 29,
32, 34, 37].
We denote by Valsm,r ⊂ Valr the subspace of tensor valuations which can be written as Φ(K) =∫
N(K) ω, where ω is a translation-invariant, smooth differential form on the sphere bundle SV with
values in Symr V .
Lemma 4.1. Valr,G ⊂ Valsm,r. In particular, Valr,G is finite-dimensional.
Proof. A left G-action on the space of translation-invariant smooth differential forms on SV with values
in Symr V is given by
(37) Lg(v ⊗ ω) := (g−1)∗ω ⊗ gv
for every g ∈ G, v ∈ Symr V , and every translation-invariant form ω ∈ Ω(SV ). We define projections to
the spaces of G-covariant valuations and G-invariant forms by
πG(Φ) =
∫
G
g · Φ dg and πG(ω) =
∫
G
Lgω dg,
respectively. Applying Theorem 5.2.1 of [7] componentwise, we obtain tensor valuations Φi given by
smooth, translation-invariant differential forms ωi such that Φi → Φ uniformly on compact subsets.
Since G acts transitively on the unit sphere, the space of G-invariant, translation-invariant forms with
in values in Symr V is finite-dimensional. Therefore the space of tensor valuations represented by G-
invariant forms is finite-dimensional and consequently closed. Since
πG(Φi)(K) =
∫
N(K)
πG(ωi)
and πG(Φi) → Φ uniformly on compact subsets, we conclude that Φ is represented by a G-invariant,
translation-invariant form. 
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4.1. Algebraic structures for tensor valuations. In this subsection we extend some of the algebraic
structures for scalar valuations to tensor valuations.
Choose some orthonormal basis {ei} of V . If a is a symmetric tensor of rank r, then there exist
numbers ai1...ir such that
a =
n∑
i1,...,ir=1
ai1...irei1 ⊗ · · · ⊗ eir .
Using the Einstein summation convention — which we will do in the following — this can be written as
a = ai1...irei1⊗· · ·⊗eir . Since a is a symmetric tensor we have aipi(1)...ipi(r) = ai1...ir for every permutation
π of the numbers 1, . . . , r. If b is a symmetric tensor of rank s, b = bi1...isei1 ⊗ · · · eis , then
ab = Sym(a⊗ b) = 1
(r + s)!
∑
pi
aipi(1)...ipi(r)bipi(r+1)...ipi(r+s)ei1 ⊗ · · · ⊗ eir+s ,
where the sum extends over all permutations of 1, . . . , r + s. If s ≥ r, then we define the contraction of
a with b by
contr(a, b) = contr(b, a) :=
n∑
i1,...,ir=1
ai1...ir bi1...irj1...jqej1 ⊗ · · · ⊗ ejq , q = s− r.
Note that contr(a, b) is a symmetric tensor of rank q and that the definition of contr(a, b) is independent
of the choice of orthonormal basis. Moreover, we have
(38) (a, b) = contr(a, b), a, b ∈ Symr V,
where (a, b) the denotes the restriction of the usual inner product on
⊗r V to Symr V . If a ∈ Symr V ,
b ∈ Syms V , and c is a symmetric tensor of rank at least r + s, then
(39) contr(a, contr(b, c)) = contr(ab, c).
From the discussion above it is clear how the convolution and contraction of tensor valuations should
be defined. First of all, if Φ ∈ Valr is a tensor valuation of rank r, then there exist scalar valuations
Φi1...ir such that
Φ(K) = Φi1...ir (K)ei1 ⊗ · · · ⊗ eir
for every convex body K ⊂ V and Φipi(1)...ipi(r)(K) = Φi1...ir (K) for every permutation π of 1, . . . , r. We
define the convolution of Φ ∈ Valsm,r and Ψ ∈ Valsm,s by
Φ ∗Ψ = 1
(r + s)!
∑
pi
Φipi(1)...ipi(r) ∗Ψipi(r+1)...ipi(r+s)ei1 ⊗ · · · ⊗ eir+s ∈ Valr+s,
where the sum extends over all permutations of 1, . . . , r + s. The contraction of Φ with Ψ defined by
contr(Φ,Ψ) = contr(Ψ,Φ) :=
n∑
i1,...,ir=1
Φi1...ir ∗Ψi1...irj1...jqej1 ⊗ · · · ⊗ ejq ∈ Valsm,q, q = s− r.
Note that convolution and contraction of tensor valuations are compatible with the action of G, i.e.
(40) g · (Φ ∗Ψ) = (g · Φ) ∗ (g ·Ψ) and contr(g · Φ, g ·Ψ) = g · contr(Φ,Ψ)
for every g ∈ G. In particular, Φ ∗ Ψ is G-covariant, if Φ and Ψ are. Moreover, whenever the rank of Φ
is greater than or equal to the sum of the ranks of Ψ1 and Ψ2
(41) contr(Ψ1, contr(Ψ2,Φ)) = contr(Ψ1 ∗Ψ2,Φ)
can be proved as (39). If r = s, we define the Poincare´ duality paring of Φ and Ψ by
(Φ,Ψ) = 〈χ∗, contr(Φ,Ψ)〉
and the Poincare´ duality map p̂d: Valsm,r → (Valsm,r)∗ by
〈
p̂d(Φ),Ψ
〉
= (Φ,Ψ).
We establish now a formula for the Poincare´ duality paring of tensor valuations similar to Theorem 4.1
of [13]. To state the result we first have to introduce some notation. For differential forms on a manifold
M with values in a finite-dimensional euclidean vector space V we define a pairing by
( · , · ) : Ω(M,V )⊗ Ω(M,V )→ Ω(M)
by
(ω ⊗ v, ω′ ⊗ v) := 〈v, v′〉 ω ∧ ω′.
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The pull-back and exterior derivative of V -valued forms are defined componentwise. For differential
forms on M with values in the algebra SymV we define a wedge product
∧ : Ω(M, SymV )⊗ Ω(M, SymV )→ Ω(M, SymV )
by
(ω ⊗ v) ∧ (ω′ ⊗ v′) := ω ∧ ω′ ⊗ vv′.
Let us also recall a few facts regarding the convolution of smooth, translation-invariant valuations [15].
If φ1, φ2 ∈ Valsm are given by the translation-invariant differential forms ω1, ω2, then the convolution
product φ1 ∗ φ2 is represented by the differential form
(42) ∗−11 (∗1ω1 ∧ ∗1Dω2),
where D denotes the Rumin differential (see [40]),
∗1(π∗1γ1 ∧ π∗2γ2) = (−1)(
n−deg γ1
2 )π∗1(∗γ1) ∧ π∗2γ2,
and ∗ denotes the Hodge star operator on V . If we let D and ∗1 act on vector-valued forms component-
wise, then formula (42) holds verbatim for tensor valuations.
Proposition 4.2. Let 0 < k < n. If Φ ∈ Valrk and Φ′ ∈ Valrn−k are tensor valuations represented by
differential forms ω and ω′, then
(43) (Φ,Φ′) =
(−1)k
ωn
∫
B(V )×S(V )
(ω,Dω′),
where B(V ) denotes the unit ball of V .
Proof. By the bilinearity of the pairings (Φ,Φ′) and (ω,Dω′) it will be sufficient to prove the formula
for scalar valuations.
Let x1, . . . , xn be the standard coordinates on V = R
n and let y1, . . . , yn−1 be local coordinates on
Sn−1 Put dxI = dxi1 ∧ · · · ∧ dxik and dxI′ = dxi′1 ∧ · · · ∧ dxi′n−k and put dyJ = dyj1 ∧ · · · ∧ dyjn−k−1 and
dyJ′ = dyj′1 ∧ · · · ∧ dyj′k . By linearity it will be sufficient to prove
∗−11 (∗1(dxI ∧ dyJ) ∧ ∗1(dxI′ ∧ dyJ′)) = (−1)k
(
∂
∂x1
∧ · · · ∧ ∂
∂xn
)
y(dxI ∧ dyJ ∧ dxI′ ∧ dyJ′).
If dxI ∧ dxI′ = 0 there is nothing to prove since the left-hand and right-hand side are zero. If
dxI ∧ dxI′ 6= 0, we choose ǫ ∈ {−1, 1} such that dxI ∧ dxI′ = ǫ volRn . Then ∗(dxI) = ǫdxI′ and
∗(dxI′) = (−1)k(n−k)ǫdxI . Using that(
n
2
)
+
(
k
2
)
+
(
n− k
2
)
≡ k(n− 1) mod 2
we compute
∗−11 (∗1(dxI ∧ dyJ) ∧ ∗1(dxI′ ∧ dyJ′)) = ∗−11
(
(−1)(k2)+(n−k2 )+k(n−k)dxI′ ∧ dyJ ∧ dxI ∧ dyJ′
)
= ∗−11
(
(−1)(k2)+(n−k2 )+k(n−k−1)dxI ∧ dxI′ ∧ dyJ ∧ dyJ′
)
= ∗−11
(
(−1)(k2)+(n−k2 )+k(n−k−1)ǫ volRn ∧dyJ ∧ dyJ′
)
= (−1)k2ǫ dyJ ∧ dyJ′
= (−1)kǫ dyJ ∧ dyJ′ .
On the other hand,(
∂
∂x1
∧ · · · ∧ ∂
∂xn
)
y(dxI ∧ dyJ ∧ dxI′ ∧ dyJ′) = (−1)(n−k)(n−k−1)ǫ dyJ ∧ dyJ′
= ǫ dyJ ∧ dyJ′ .

We remark that Proposition 4.2 together with Theorem 4.1 of [13] implies (12).
16
4.2. The ftaig for tensor valuations. The goal of this subsection is to introduce a new kinematic
operator for tensor valuations and to prove a version of the fundamental theorem of algebraic integral
geometry (ftaig) for this operator.
Observe that if f, g : V → W are linear maps, r1, r2 ≥ 0, and p ∈ Symr1+r2 V , then f⊗r1 ⊗ g⊗r2(p)
is in general not an element of Symr1+r2 W , but only an element of Symr1 W ⊗ Symr2 W . Given Φ ∈
Valr1+r2,Gk , we define a bivaluation (see, e.g., [33] or [10] for more information on bivaluations) with
values in Symr1 V ⊗ Symr2 V by
ar1,r2(Φ)(K,L) =
∫
G
(id⊗r1 ⊗g⊗r2)Φ(K + g−1L) dg
and call ar1,r2 the additive kinematic operator for tensor valuations.
Note that
(44) ar1,r2(Φ)(h1K,h2L) = h
⊗r1
1 ⊗ h⊗r22 (Ar1,r2G (Φ)(K,L))
whenever h1, h2 ∈ G.
Theorem 4.3. Let Φ1, . . . ,Φm1 be a basis of Val
r1,G and let Ψ1, . . . ,Ψm2 be a basis of Val
r2,G. If
Φ ∈ Valr1+r2,G, then there exist constants cij depending only on Φ such that
ar1,r2(Φ)(K,L) =
∑
i,j
cij Φi(K)⊗Ψj(L)
for all convex bodies K,L ⊂ V . In particular, we can consider the additive kinematic operator as a linear
map
ar1,r2 : Valr1+r2,G → Valr1,G⊗Valr2,G .
Proof. Let {ar} be a basis of Symr1 V and let {bs} be a basis of Symr2 V . For every K and L there exist
numbers φrs(K,L) such that
ar1,r2(Φ)(K,L) =
∑
r,s
φrs(K,L)ar ⊗ bs.
Since {ar ⊗ bs} is a basis of Symr1 V ⊗ Symr2 V , φrs is a bivaluation. If we fix L, then by (44),
K 7→ ∑r φrs(K,L)ar is an element of Valr1,G for every s and hence there exist numbers µis(L) such
that ∑
r
φrs(K,L)ar =
∑
i
µis(L)Φi(K).
Since {Φi} is a basis of Valr1,G, each µis is a valuation. Rearranging terms, we arrive at
ar1,r2(Φ)(K,L) =
∑
i,s
µis(L)Φi(K)⊗ bs =
∑
i
Φi(K)⊗
(∑
s
µis(L)bs
)
.
Again by (44), for each i, L 7→ ∑s µis(L)bs is an element of Valr2,G. Hence there exist constants cij
depending only on Φ such that ∑
s
µis(L)bs =
∑
j
cijΨj(L)
and thus
ar1,r2(Φ)(K,L) =
∑
i,j
cij Φi(K)⊗Ψj(L).

Lemma 4.4. If Ψ1 ∈ Valr1,G and Ψ2 ∈ Valr2,G, then
contr(Ψ1, · )⊗ contr(Ψ2, · ) ◦ ar1,r2 = a ◦ contr(Ψ1 ∗Ψ2, · ).
Proof. If C ⊂ V is a convex body with smooth boundary and all principal curvatures positive, then
µC(K) = vol(K + C) is a smooth valuation and µC ∗ φ(K) = φ(K + C) for every φ ∈ Valsm and every
convex body K ⊂ V , see [15].
Assume for the moment that L has smooth boundary with all principal curvatures positive. Then
ar1,r2(Φ)( · , L) =
∫
G
(id⊗r1 ⊗g⊗r2)µg−1L ∗ Φ dg
=
∫
G
µg−1L ∗ Φi1...ir1+r2 e1 ⊗ · · · ⊗ eir1 ⊗ geir1+1 ⊗ · · · ⊗ geir1+r2 dg
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and hence
[(contr(Ψ1, · )⊗ id) ◦ ar1,r2 ] (Φ)(K,L) =
∫
G
µg−1L ∗ (Ψ1)i1...ir1 ∗ Φi1...ir1+r2geir1+1 ⊗ · · · ⊗ geir1+r2 dg
=
∫
G
g⊗r2 contr(Ψ1,Φ)(K + g
−1L) dg
=
∫
G
contr(Ψ1,Φ)(gK + L) dg,
where the last line follows from (40). Applying now (41), yields
[(contr(Ψ1, · )⊗ contr(Ψ2, · )) ◦ ar1,r2 ] (Φ)(K,L) =
∫
G
contr(Ψ1 ∗Ψ2,Φ))(gK + L).
By continuity, this equality holds for all convex bodies K and L.

Lemma 4.5. The Poincare´ duality map p̂d : Valr,G → (Valr,G)∗ is a linear isomorphism.
Proof. Fix some nonzero tensor valuation Φ ∈ Valr,G. It follows from (11) and (12) that the pairing
of scalar valuations 〈χ∗, φ ∗ ψ〉 is perfect. Hence there exists a tensor valuation Ψ′, not necessarily G-
covariant, such that (Φ,Ψ′) 6= 0. By (40), the Poincare´ pairing of tensor valuations is G-invariant. Hence,
if we put Ψ =
∫
G g ·Ψ′ dg, then
(Φ,Ψ) =
∫
G
(Φ, g ·Ψ′) dg = (Φ,Ψ′) 6= 0.

Theorem 4.6 (ftaig). Let r1, r2 be non-negative integers and denote by cG : Val
r1,G⊗Valr2,G → Valr1+r2,G
the convolution of tensor valuations. Then
ar1,r2 = (p̂d
−1 ⊗ p̂d−1) ◦ c∗G ◦ p̂d.
Proof. Let Ψ1 and Ψ2 be G-covariant tensor valuations of rank r1 and r2, respectively. By the definition
of Poincare´ duality and Lemma 4.4 we have〈
p̂d⊗ p̂d ◦ ar1,r2(Φ),Ψ1 ⊗Ψ2
〉
= 〈contr(Ψ1, · )⊗ contr(Ψ2, · ) ◦ ar1,r2(Φ), χ∗ ⊗ χ∗〉
= 〈a(contr(Ψ1 ∗Ψ2,Φ)), χ∗ ⊗ χ∗〉 .
On the other hand,〈
c∗G ◦ p̂d(Φ),Ψ1 ⊗Ψ2
〉
=
〈
p̂d(Φ),Ψ1 ∗Ψ2
〉
= 〈contr(Ψ1 ∗Ψ2,Φ), χ∗〉 .
The theorem follows now from the fact that 〈a(φ), χ∗ ⊗ χ∗〉 = 〈φ, χ∗〉 for every φ ∈ ValG which is clear
from the definition of a and χ∗. 
4.3. Moment maps. For each r ≥ 0 we define the rth order moment map M r : AreaG → Valr,G by
M r(Φ)(K) =
∫
S(V )
ur dΦ(K,u).
Note that in particular M0 = glob. The reason why moment maps are useful for us is that they connect
the kinematic operator for area measures with the additive kinematic operators for tensor valuations.
Proposition 4.7. If r1, r2 are non-negative integers and Φ ∈ AreaG, then[
ar1,r2 ◦M r1+r2] (Φ) = [(M r1 ⊗M r2) ◦A] (Φ).
Proof. Let K,L ⊂ V be convex bodies. Using the notation of Theorem 2.1, we obtain
[(M r1 ⊗M r2) ◦A] (Φ)(K,L) =
∫
G
Φ(K + g−1L, ur1 ⊗ (gu)r2) dg.
On the other hand, since ur1 ⊗ (gu)r2 = id⊗r1 ⊗g⊗r2(ur1 ⊗ ur2) and ur1 ⊗ ur2 = ur1+r2 , we obtain∫
G
Φ(K + g−1L, ur1 ⊗ (gu)r2) dg = [ar1,r2 ◦M r1+r2] (Φ)(K,L).

18
4.4. Moment maps for unitary area measures. We consider now the case V = Cn = R2n with
G = U(n). When restricted to the space of unitary area measures, both M0 and M1 have non-trivial
kernels. The kernel of the latter map was determined by the author in [47]. The second order moment
map, however, turns out to be injective.
As in [47] we denote by (z1, . . . , zn, ζ1, . . . , ζn) the canonical coordinates on C
n⊕Cn ∼= TCn, zi = xi+√−1yi and ζi = ξi +
√−1ηi. The canonical complex structure on Cn, i.e. componentwise multiplication
by
√−1, is denoted by J : Cn → Cn. Moreover we denote the action of J on TCn ∼= Cn ⊕ Cn by the
same letter. We let ei be the element of C
n with coordinates zj = δij , i, j = 1, . . . , n and put ei¯ := Jei.
Theorem 4.8. The map M2 : AreaU(n) → Val2,U(n) is injective.
Proof. Suppose the unitary area measure Φ satisfies M2(Φ) = 0. Denoting by Q =
∑n
i=1
(
e2i + e
2
i¯
)
the
metric tensor, we have
0 = (M2(Φ)(K), Q) = glob(Φ)(K)
for every convex body K ⊂ Cn. Hence, by (16), there exist numbers ck,q such that
Φ =
∑
k,q
ck,qNk,q.
As in [16], we denote by Ek,q = C
q ⊕ Rk−2q a two-parameter family of distinguished real subspaces of
Cn. If K ⊂ Ek,q is a convex body, then
M2(Φ)(K) = ck,qM
2(Nk,q)(K).
In particular, if K equals the unit ball in Ek,q, K = B(Ek,q), then
(M2(Φ)(K), e2n) = ck,q
2(n− k + q)
2n− k
∫
B(Ek,q)×S(E⊥k,q)
ξ2n(γk,q − βk,q).
The theorem will be proved if we can show that the above integral is not zero. Denoting by ι : Ek,q ⊕
E⊥k,q → Cn ⊕ Cn the inclusion map, we obtain
ι∗θ0 =
n∑
i=k−q+1
dξi ∧ dηi, ι∗θ1 =
k−q∑
i=q+1
dxi ∧ dηi, ι∗θ2 =
q∑
i=1
dxi ∧ dyi,
and
ι∗β = −
k−q∑
i=q+1
ηidxi, and ι
∗γ =
n∑
i=k−q+1
ξidηi − ηidξi.
Consequently,
ι∗βk,q =
1
(k − 2q)ω2n−k
k−q∑
i=q+1
ηi∂ηiy volEk,q⊕E⊥k,q
and
ι∗γk,q =
1
2(n− k + q)ω2n−k
n∑
i=k−q+1
(ξi∂ξi + ηi∂ηi)y volEk,q⊕E⊥k,q .
For every bounded Borel function f : Sn−1 → R we have the identity
(45)
∫
Sn−1
f(x)xi ∂xiy volRn =
∫
Sn−1
f(x)x2i dHn−1(x), i = 1, . . . , n.
Here Hn−1 denotes the (n− 1)-dimensional Hausdorff measure. Moreover, a calculation shows that
(46)
∫
Sn−1
x2ix
2
j dHn−1(x) =
{ ωn
n+2 , i 6= j;
3ωn
n+2 , i = j,
see [21], Chapter 2, Exercise 63. Using (45) and (46), we obtain∫
B(Ek,q)×S(E⊥k,q)
ξ2n(γk,q − βk,q) =
ωk
(n− k + q)(2n− k + 2)
which finishes the proof.

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5. Proof of v¯2 = 0
We define three differential forms with values in SymCn which are invariant under the U(n)-action
(37). We define the 0-form
w =
n∑
i=1
eiξi + ei¯ηi
and the 1-forms
ν0 =
n∑
i=1
eidξi + ei¯dηi and ν1 =
n∑
i=1
eidxi + ei¯dyi.
Observe that dw = ν0,
J∗w =
n∑
i=1
ei¯ξi − eiηi, J∗ν0 =
n∑
i=1
ei¯dξi − eidηi, J∗ν1 =
n∑
i=1
ei¯dxi − eidyi,
and that also J∗w, J∗ν0, and J
∗ν1 are U(n)-invariant.
Using these forms, we define a tensor valuation Φ1 ∈ Val2,U(n) by
Φ1(K) =
∫
N(K)
J∗w ν1 ∧ θn−12 .
Note that Φ1 is homogeneous of degree 2n− 1.
Proposition 5.1. If n ≥ 2, then
(M4(B2,0),Φ1 ∗ Φ1) = (M4(Γ2,1),Φ1 ∗ Φ1) = 0.
If n ≥ 3, then also
(M4(Γ2,0),Φ1 ∗ Φ1) = 0.
Proof. All we have to do is to plug the Rumin differentials computed in the Appendix into (43) and (42).
This computation, which at first sight looks a bit lengthy, is simplified by the following two facts.
If ω ∈ Ω2n−1(SCn, Sym4Cn) and ω1, ω2 ∈ Ω2n−1(SCn, Sym2Cn) are invariant with respect to the
U(n)-action (37), then the form
(47) (∗−11 (∗1ω1 ∧ ∗1Dω2), Dω)
is U(n)-invariant and as such already determined by its value at a single point p ∈ SCn. In the following,
we choose p = (0, e1).
Moreover, the assertion that
adding multiples of α to ω1 does not change (47)
follows immediately from the fact that Dω is a multiple of α.
For the rest of the proof we put ω1 = ω2 = J
∗w ν1 ∧ θn−22 . The form ω will be either
w4β2,0, w
4γ2,0, or w
4γ2,1.
At the point p we have α = dx1 and
(48) ∗1 ω1 ≡ −(n− 1)!e21¯dx1
up to forms which are not multiples dx1. To pick out only the relevant terms of ∗1Dω1, observe that Dω
is a multiple of e21 at the point p. Since e
2
1 does not appear in (48), only those terms in ∗1Dω1 contribute
to (47) which are multiples of e21. Thus,
(49) ∗1 Dω1 ≡ 2(n− 1)!e21dy1dη1.
It follows from (48) and (49) that the relevant part of ∗−11 (∗1ω1 ∧ ∗1Dω1) equals
2(n− 1)!2e21e21¯dx2dy2 · · · dxndyndη1.
Since every term in Dω which is a multiple of e21e
2
1¯ is a multiple of dη1 as well, this immediatly implies
that (47) vanishes. 
20
Lemma 5.2. If n ≥ 2, then
(50) (M2(Γ1,0),Φ1) = 0
and
(51) (M2(B1,0),Φ1) =
4n!ω2n
ω2n−1
.
Proof. Again we are going to use Lemma 4.2 and the Rumin differentials computed in the Appendix.
By U(n)-invariance it will be sufficient to compute (ω,Dω′) at the point p = (0, e1). If ω = w
2β1,0 or
ω = w2γ1,0, then at the point p the form ω is a multiple of e
2
1. Hence only the terms of Dω
′ which are
multiples of e21 are relevant. At p we have
D(Jw ν ∧ θn−12 ) ≡ 2(n− 1)!e21dx1dx2dy2 · · · dxndyndη1
up to terms which are not multiples of e21. From this we immediately obtain (50) and (51). 
Theorem 5.3. v¯2 = 0.
Proof. If Ψ ∈ {B2,0,Γ2,0,Γ2,1}, then there exist constants cΨ1 , cΨ2 , and, cΨ3 such that
A(Ψ) = cΨ1 B1,0 ⊗B1,0 + cΨ2 (B1,0 ⊗ Γ1,0 + Γ1,0 ⊗B1,0) + cΨ3 Γ1,0 ⊗ Γ1,0.
By the definition of the kinematic product, v¯2 = 0 is equivalent to cΨ1 = 0. The ftaig for tensor valuations
(Theorem 4.6) and Proposition 5.1 imply that〈
a2,2 ◦M4(Ψ), p̂d(Φ1)⊗ p̂d(Φ1)
〉
=
〈
Φ1 ∗ Φ1, p̂d(M4(Ψ))
〉
= 0.
On the other hand, by Proposition 4.7 and (50), we have〈
a2,2 ◦M4(Ψ), p̂d(Φ1)⊗ p̂d(Φ1)
〉
=
〈
M2 ⊗M2 ◦A(Ψ), p̂d(Φ1)⊗ p̂d(Φ1)
〉
= cΨ1 (M
2(B1,0),Φ1)
2.
From (51) we conclude that cΨ1 = 0. 
Conclusion of the proof of Theorem A. Let h be the unique algebra homomorphism
h : R[s, t, v]→ AreaU(n)∗
determined by t 7→ t¯, s 7→ s¯, v 7→ v¯. It follows from Corollary 3.8, Lemma 3.10 and Theorem 5.3 that h
descends to an algebra homomorphism h¯ : R[s, t, v]/In → AreaU(n)∗. By Proposition 3.12, h¯ is surjective.
The theorem will be proved if we can show that
(52) dimR[s, t, v]/In = dimArea
U(n)∗ .
To this end let M be the module given by the action of R[s, t] on R[s, t, v], let Sn be the submodule
generated by
fn+1(s, t), fn+2(s, t), fn+1(s, t)v, fn+2(s, t)v, pn(s, t)− qn−1(s, t)v, and pn(s, t)v,
and let T be the submodule generated by {vk : k ≥ 2}. Then In = Sn + T , Sn ∩ T = {0}, and
M/In ∼= (M/T )/((Sn + T )/T ) ∼= (M/T )/(Sn/(Sn ∩ T )) = (M/T )/Sn.
Since
M/T ∼= R[s, t]⊕ R[s, t],
(52) follows now from Theorem 4.3 of [47].

6. Explicit local kinematic formulas
In this final section we want to demonstrate how our main theorem can be used to derive explicit
kinematic formulas.
Lemma 6.1.
B∗k,q ∗B∗k′,q′ = 0.
Proof. This follows from Lemma 3.13 and v¯2 = 0. 
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An immediate consequence of Lemma 6.1 and (24) is
N∗k,q ∗N∗k′,p′ =
(k − 2q)(k′ − 2q′)
4(n− k + q)(n− k′ + q′)
(
2(n− k′ + q′)
k′ − 2q′ ∆
∗
k,q ∗N∗k′,q′(53)
+
2(n− k + q)
k − 2q ∆
∗
k′,q′ ∗N∗k,q −∆∗k,q ∗∆∗k′,q′
)
.
This is the final ingredient we needed to obtain explicit local kinematic formulas. Indeed, Proposition 3.14
gives us an explicit expression for ∆∗k,q in terms of s¯ and t¯. Hence, using Lemma 3.9 repeatedly, we can
compute ∆∗k,q ∗∆∗k′,q′ and ∆∗k,q ∗N∗k′,q′ . Using relation (53) we can also compute N∗k,q ∗N∗k′,p′ .
Let us demonstrate this general procedure in a few examples.
Example 6.2. In the complex plane — the simplest non-trivial case — it is not difficult to write down
the full array of kinematic formulas. We have
A(∆3,1) =(∆0,0 ⊗∆3,1 +∆3,1 ⊗∆0,0) + 2
3
(∆1,0 ⊗∆2,0 +∆2,0 ⊗∆1,0)
+
1
3
(∆1,0 ⊗∆2,1 +∆2,1 ⊗∆1,0) + 1
3
(N1,0 ⊗∆2,0 +∆2,0 ⊗N1,0)
− 2
3
(N1,0 ⊗∆2,1 +∆2,1 ⊗N1,0) ,
A(∆2,1) = (∆0,0 ⊗∆2,1 +∆2,1 ⊗∆0,0) + 4
9π
(∆1,0 ⊗N1,0 +N1,0 ⊗∆1,0)
+
8
9π
∆1,0 ⊗∆1,0 + 2
9π
N1,0 ⊗N1,0,
A(∆2,0) = (∆0,0 ⊗∆2,1 +∆2,1 ⊗∆0,0)− 4
9π
(∆1,0 ⊗N1,0 +N1,0 ⊗∆1,0)
+
16
9π
∆1,0 ⊗∆1,0 − 8
9π
N1,0 ⊗N1,0
and the trivial formulas
A(∆1,0) = ∆0,0 ⊗∆1,0 +∆1,0 ⊗∆0,0,
A(N1,0) = ∆0,0 ⊗N1,0 +N1,0 ⊗∆0,0,
A(∆0,0) = ∆0,0 ⊗∆0,0.
Let us show how the coefficients of N1,0⊗N1,0 in A(∆2,1) and A(∆2,0) are obtained. By Proposition 3.14,
∆∗1,0 =
2
3
t¯.
Using Lemma 3.9, we find that
∆∗1,0 ∗∆∗1,0 =
2
3
t¯ ∗∆∗1,0 =
8
9π
(
2∆∗2,0 +∆
∗
2,1
)
and
∆∗1,0 ∗N∗1,0 =
2
3
t¯ ∗N∗1,0 =
4
9π
(−∆∗2,0 +∆∗2,1) .
From this we can read of the coefficients of ∆1,0 ⊗∆1,0 and ∆1,0 ⊗N1,0 in A(∆2,1) and A(∆2,0). Using
(53), we obtain
N∗1,0 ∗N∗1,0 = ∆∗1,0 ∗N∗1,0 −
1
4
∆∗1,0 ∗∆∗1,0 =
2
9π
(
∆∗2,1 − 4∆∗2,0
)
which gives us the coefficients of N1,0 ⊗N1,0.
Example 6.3. In C3, let us determine the coefficient of N2,0 ⊗N3,1 in A(∆5,2). By equation (53),
N∗2,0 ∗N∗3,1 =
1
2
(
2∆∗2,0 ∗N∗3,1 +∆∗3,1 ∗N∗2,0 −∆∗2,0 ∗∆∗3,1
)
.
Using Proposition 3.14 and Lemma 3.9, we find that
∆∗3,1 ∗N∗2,0 =
2π
9
t¯
(
s¯ ∗N∗2,0
)
=
t¯
18
(
∆∗4,2 − 6∆∗4,1
)
= − 5
18
∆∗5,2
and
∆∗3,1 ∗∆∗2,0 =
2π
9
t¯
(
s¯ ∗∆∗2,0
)
=
t¯
18
(
∆∗4,2 + 6∆
∗
4,1
)
=
7
18
∆∗5,2.
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Similarly, we obtain
∆∗2,0 ∗N∗3,1 =
(π
8
t¯2 − π
12
s¯
)
∗N∗3,1 =
1
9
∆∗5,2
and hence
N∗2,0 ∗N∗3,1 =
1
2
(
2
9
− 5
18
− 7
18
)
∆∗5,2 = −
2
9
∆∗5,2.
We conclude that the coefficient of N2,0 ⊗N3,1 in A(∆5,2) equals − 29 .
As the dimension n increases, computing explicit kinematic formulas by hand does not become more
difficult, but increasingly tedious. Since the procedure itself is very simple, it can be implemented in any
computer algebra package.
Appendix
The purpose of this appendix is to provide the explicit expressions of certain Rumin differentials we
needed in Section 5.
Recall that if M is a contact manifold of dimension 2n − 1 with global contact form α, then there
exists a canonical second order differential operator D : Ωn−1(M) → Ωn(M) called Rumin differential.
It is defined as follows:
Dω = d(ω + α ∧ ξ),
where ξ ∈ Ωn−2(M) is chosen such that d(ω+α∧ξ) is a multiple of the contact form. Rumin [40] showed
that such a form ξ always exists and that moreover α ∧ ξ is unique. Recall also that the Reeb vector
field T is the unique smooth vector field on M such that
T yα = 1 and T ydα = 0.
Using the Reeb vector field we may reformulate Rumin’s theorem as follows: For every (n−1)-form ω on
M there exists unique form ξ =: Q(ω) with T yξ = 0 such that d(ω + α ∧ ξ) is a multiple of the contact
form.
On the sphere bundle SCn the standard contact form is given by
α =
n∑
i=1
ξidxi + ηidyi,
which agrees with the notation we have used so far. We remark that f∗Q(ω) = Q(f∗ω) for every smooth
map f : M →M satisfying f∗α = α. Note that, in particular, every isometry of Cn lifted to the sphere
bundle has this property. This is very useful for us: Since we compute Rumin differentials of vector-
valued forms ω invariant under the U(n)-action (37), it will be sufficient to compute Q(ω) at a single
point p. In the following we choose p = (0, e1).
Proposition.
D(Jw ν1 ∧ θn−12 ) = α ∧
(
2(n− 1)J∗ν0 ∧ ν1 ∧ β − J∗w ν0 ∧ θ2 − 2w J∗ν0 ∧ θ2(54)
− (n− 1)J∗w ν1 ∧ θ1
)
∧ θn−22 ,
D(w4β ∧ θ1 ∧ θn−20 ) = 4w3α ∧
(
7ν0 ∧ β ∧ γ + 2wγ ∧ θ1 + J∗wγ ∧ θs − ν0 ∧ θs
(55)
+ 2J∗ν0 ∧ θ1 − 3wβ ∧ θ0
)
∧ θn−20
+ 12w2α ∧
(
J∗wν0 ∧ θ1 − ν0 ∧ J∗ν0 ∧ β
)
∧ θn−20 ,
D(w4γ ∧ θ2 ∧ θn−20 ) = 2w4α ∧
(
(2n+ 3)β ∧ θ0 − (n+ 1)γ ∧ θ1
)
∧ θn−20
(56)
+ 4w3α ∧
(
ν0 ∧ θs + 2J∗ν1 ∧ θ0 − (2n+ 3)ν0 ∧ β ∧ γ − J∗wγ ∧ θs
)
∧ θn−20
− 12w2α ∧ ν0 ∧ J∗ν1 ∧ γ ∧ θn−20 ,
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for n ≥ 2. If n ≥ 3, then
D(w4γ ∧ θ21 ∧ θn−30 ) = 8w4α ∧
(
γ ∧ θ1 − β ∧ θ0
)
∧ θn−20
(57)
+ 4w3α ∧
(
4ν0 ∧ β ∧ γ + 4J∗ν0 ∧ θ1
)
∧ θn−20
− 24w2α ∧ ν0 ∧ J∗ν0 ∧ γ ∧ θ1 ∧ θn−30 .
Note that a the point (0, e1) ∈ SCn we have
α = dx1, β = dy1, γ = dη1, and dξ1 = 0.
Recall also that
T yα = 1, T yβ = 0, T yγ = 0,
and
T yθ0 = 0, T yθ1 = γ, T yθ2 = β.
Moreover,
T yν0 = T yJ
∗ν0 = 0, T yν1 = w, and T yJ
∗ν1 = J
∗w.
Lemma.
Q(Jw ν1 ∧ θn−12 ) = J∗w(wθ2 − (n− 1)v1 ∧ β) ∧ θn−22 ,(58)
and up to multiples of the contact form
Q(w4β ∧ θ1 ∧ θn−20 ) ≡ w3
(
wθs − 4J∗wθ1 − 4β ∧ J∗ν0 − 6wβ ∧ γ
) ∧ θn−20 ,(59)
Q(w4γ ∧ θ2 ∧ θn−20 ) ≡ w3
(
2(n+ 1)wβ ∧ γ ∧ θ0 + 2(n− 2)γ ∧ ν0 ∧ θs − (n− 1)wθ0 ∧ θs(60)
− 4γ ∧ J∗ν1 ∧ θ0
) ∧ θn−30 ,
Q(w4γ ∧ θ21 ∧ θn−30 ) ≡ 2w3
(
wθ0 ∧ θs − 2wβ ∧ γ ∧ θ0 − 2γ ∧ ν0 ∧ θs − 4γ ∧ J∗ν0 ∧ θ1
) ∧ θn−30 .(61)
Proof. We write Q(ω) for the left-hand side of (58) and ξ for the right-hand side. We first show
(62) α ∧ dω + α ∧ dα ∧ ξ = 0.
Note that at p = (0, e1) we have
(63) α ∧ θn−22 = −(n− 2)!
n∑
i=2
∂y1 ∧ ∂xi ∧ ∂yiy volCn
and hence
−(n− 1)J∗wν1 ∧ β ∧ dα ∧ α ∧ θn−22 = (n− 1)!J∗wν1 ∧ dα ∧
(
n∑
i=2
∂xi ∧ ∂yiy volCn
)
= (n− 1)!e1¯
(
n∑
i=2
ei¯dξi − eidηi
)
∧ volCn .
Moreover, we have at the point p
wJ∗wα ∧ dα ∧ θn−12 = −(n− 1)!e1e1¯dη1 ∧ volCn
and
α ∧ dω = −(n− 1)!e1¯J∗ν0 ∧ volCn .
This proves (62) and, since T yξ = 0, we conclude that Q(ω) = ξ at p and the U(n)-invariance implies
now (58).
To prove (59) first note that at p we have
θn−20 = (n− 2)!
n∑
i=2
∂η1 ∧ ∂ξi ∧ ∂ηiy volTpSCn ,
where
volTpSCn = dη1 ∧ dξ2 ∧ dη2 ∧ · · · ∧ dξn ∧ dηn.
Put ω′ = w4β ∧ θ1 and
ξ′ = w3
(
wθs − 4J∗wθ1 − 4β ∧ J∗ν0 − 6wβ ∧ γ
)
.
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For i = 2, . . . , n we calculate
α ∧ dω′ ∧ (∂η1 ∧ ∂ξi ∧ ∂ηiy volTpSCn) = α ∧ (4e31e1¯dη1 ∧ dy1 ∧ (dxi ∧ dηi − dyi ∧ dξi)
− 4e31(eidxi + ei¯dyi) ∧ dy1 ∧ dξi ∧ dηi
− 2e41dxi ∧ dyi ∧ dξi ∧ dηi
)
∧ (∂ξi ∧ ∂ηiy volTpSCn)
= −α ∧ dα ∧ ξ′ ∧ (∂η1 ∧ ∂ξi ∧ ∂ηiy volTpSCn) .
This establishes (59) and (60) is proved in the same way.
We come now to the proof of (61). We split dω into two summands
dω = 2w4θ21 ∧ θn−20 + 4w3ν0 ∧ γ ∧ θ21 ∧ θn−30 =: Ω1 +Ω2
and similarly write ξ = Ξ1 + Ξ2 with
Ξ1 = 2w
4
(
θs − 2β ∧ γ
) ∧ θn−20
and
Ξ2 = 4w
3
(
ν0 ∧ θs + 2J∗ν0 ∧ θ1
) ∧ γ ∧ θn−30 .
As in the proof of (59) and (60), one checks that α∧(Ω1+dα∧Ξ1) = 0 at p. Proving α∧(Ω2+dα∧Ξ2) = 0
at p requires a bit more work. First observe that at the point p,
γ ∧ θn−30 = (n− 3)!
∑
2≤i<j≤n
(∂ξi ∧ ∂ηi ∧ ∂ξj ∧ ∂ηj)y volTpSCn
=: (n− 3)!
∑
2≤i<j≤n
vij .
We put
σi = dξi ∧ dxi + dηi ∧ dyi and σ′i = dξi ∧ dyi − dηi ∧ dxi,
for i = 1, . . . , n. Then dα = −θs =
∑
i σi and θ1 =
∑
i σ
′
i. We compute at p
α ∧ (θ21 − (dα)2) ∧ vij = 2α ∧ (σ′i ∧ σ′j − σi ∧ σj) ∧ vij , 2 ≤ i < j ≤ n
and
α ∧ (dα ∧ θ1) ∧ vij = 2α ∧ (σ′i ∧ σj − σi ∧ σ′j) ∧ vij , 2 ≤ i < j ≤ n.
Hence
α ∧ (ν0 ∧ (θ21 − (dα)2) + J∗ν0 ∧ dα ∧ θ1) ∧ vij = 0
and we conclude that also α ∧ (Ω2 + dα ∧ Ξ2) = 0 at p. 
Proof of the Proposition. Since dω + dα ∧ ξ, ξ ≡ Q(ω), is a multiple of α, we have
Dω = α ∧ (T y(dω + dα ∧ ξ)− dξ) .
If ξ = Q(ω), then
Dω = α ∧ (T ydω − dξ) .
Using this, (54) follows immediately from
T ydω = (n− 1)J∗ν0 ∧ ν1 ∧ β ∧ θn−22 − wJ∗ν0 ∧ θn−12
and
dξ = (−(n− 1)J∗ν0 ∧ ν1 ∧ β + (wJ∗ν0 + J∗wν0) ∧ θ2 + (n− 1)J∗wν1 ∧ θ1) ∧ θn−22 .
In the same way (55), (56), and (57) can be proved.

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