Abstract-Finding fast recovery algorithms is a problem of significant interest in compressed sensing. In many applications, extremely large problem sizes are envisioned, with at least tens of thousands of equations and hundreds of thousands of unknowns. The interior point methods for solving the best studied algorithm -1 minimization-are very slow and hence they are ineffective for such problem sizes. Faster methods such as LARS or homotopy [1] have been proposed for solving 1 minimization but there is still a need for algorithms with less computational complexity. Therefore there is a fast growing literature on greedy methods and iterative thresholding for finding the sparsest solution. It was shown by [2] that most of these algorithms perform worse than 1 when it comes to the sparsity-measurement tradeoff [2] . In a recent paper the authors introduced a new algorithm called AMP which is as fast as iterative soft thresholding algorithms proposed before and performs exactly the same as 1 minimization [3] . This algorithm is inspired from the message passing algorithms on bipartite graphs. The statistical properties of AMP let the authors propose a theoretical framework to analyze the asymptotic performance of the algorithm. This results in very sharp predictions of different observables in the algorithm. In this paper we address several questions regarding the thresholding policy. We consider a very general thresholding policy λ(σ) for the algorithm and will use the maxmin framework to tune it optimally. It is shown that when formulated in this general form, the maxmin thresholding policy is not unique and many different thresholding policies may lead to the same phase transition. We will then propose two very simple thresholding policies that can be implemented easily in practice and prove that they are both maxmin. This analysis will also shed some light on several other aspects of the algorithm, such as the least favorable distribution and similarity of all maxmin optimal thresholding policies. We will also show how one can derive the AMP algorithm from the full message passing algorithm.
I. INTRODUCTION
Compressed sensing (CS) [4] , [5] is a fairly new field of research that has found many applications in signal processing, machine learning and biology. The main problem of interest in compressed sensing is to find the sparsest solution of an underdetermined system of linear equations y = Axo. Unfortunately, this problem is NP-hard and in general there is no polynomial time algorithm to solve this problem. Chen et al. [6] proposed the following convex optimization for recovering the sparsest solution which is also called Basis Pursuit; min x 1 s.t. Ax = y.
(
The computational complexity of this minimization problem has motivated researchers to look for cheaper algorithms. Therefore many algorithms with different heuristics have been proposed in the last five years for finding the sparsest solutions. A class of methods that has drawn the most attention recently is the class of iterative thresholding algorithms. Starting with x 0 = 0 and z 0 = 0 the iteration is x t+1 = η(x t + A * z t ; λ t ),
In this equation x t is the estimate of the signal at time t. z t is the residual at time t and if the problem is noiseless and the algorithm performs well it will converge to 0. η is called thresholding function and is a scaler nonlinearity that is applied to the elements of the vector componentwise and finally λ t is the parameter that the thresholding function uses at time t. The main task of the thresholding function is to impose the sparsity at each iteration. Here we assume that the elements of the matrix A are scaled properly such that the iterations converge. If the nonlinearity or thresholding function η is removed from the algorithm it is well-known that the algorithm converges to the least 2-norm solution of y = Ax. However by applying η at each iteration we direct the algorithm to the sparsest solution. This phenomena is shown in Figure 1 . As it is clear from the figure the thresholding function moves the algorithm toward the sparsest solution, otherwise the algorithm moves in the direction perpendicular to the plane and hits the plane at a dense solution. Many different variants of iterative thresholding algorithms have been proposed in the literature from many different perspectives such as [7] , [8] , [9] , [10] , [11] , [12] , [13] , [14] and [15] . To see a more complete list of references please refer to [2] .
Although many nonlinearities have been proposed in the literature, in this paper we focus on the soft thresholding which is given by
where the subscript (z)+ = zI(z ≥ 0). I is the indicator function. This algorithm is called iterative soft thresholding or IST.
Although these algorithms are much faster than 1, but it has been shown through extensive simulations that they perform worse than 1 when it comes to the sparsity measurement tradeoff [2] . Recently the 978-1-4244-7417-2/10/$26.00 ©2010 IEEE authors have proposed a slightly modified version of this algorithm which is capable of performing as well as 1. This new algorithm is inspired by message passing algorithms on graphs and is called Approximate Message Passing or AMP. The statistical properties of AMP makes the asymptotic analysis of this algorithm possible. In this paper we discuss the framework that has been used for the asymptotic analysis of the algorithm. This theoretical framework makes the tuning task very simple. After finding optimally tuned thresholding policies we will discuss the algorithm and will show its derivation from the full message passing. The organization of the paper is as follows. In section II we review the concept of the phase transition that formalizes the sparsity measurement tradeoff. We will also mention maximin framework for tuning the free parameters of different algorithms. In section III the state evolution framework will be explained. By using this theoretical framework and the maxmin tuning of section II we calculate the optimal thresholding policy (values of λ t ). In Section IV the actual message passing algorithm is mentioned and will be used to derive the AMP algorithm. Finally Section V will be devoted to the simulation results.
II. MAXMIN FRAMEWORK
In section I computational complexity is explained as a measure of performance for compressed sensing algorithms. There is another very important measure of performance which is sparsitymeasurement tradeoff. Roughly speaking, given the sparsity level the algorithm that needs less number of measurements for the correct recovery of the original signal, is better. Majority of theoretical frameworks that exist in the compressed sensing literature, such as coherence conditions [16] and restricted isometry property [17] provide us with sufficient conditions and therefore cannot be used for comparison purposes. In the next section we introduce phase diagrams and phase transitions that are necessary and sufficient conditions for the correct recovery. We will also introduce the maxmin framework that addresses the tuning of the free parameters in the recovery schemes.
A. Phase Diagram
Suppose that the elements of xo are drawn i.i.d from a given distribution FX (xoi) = (1 − )δ0(xoi) + G(xoi), where δ0 is equal to 1 when xoi is zero and 0 otherwise. G(xoi) is another distribution function that specifies the distribution of the non-zero elements in the vector but it is usually unknown beforehand. In other words each element of xo is zero with probability 1 − and is drawn from another distribution G with probability . If the dimension of xo is N then the expected number of non-zero elements is N . According to the compressed sensing framework xo is measured through a fat random matrix A whose elements are drawn i.i.d. from some distribution. The matrix A has n rows and N columns and n < N . We define δ = n N and ρ = δ . Suppose that algorithm A is used for recovering the original vector from the measurements y. No matter how well A works there are certain samples of this random ensemble on which A has no chance of recovering the correct answer. For example when A matrix is equal to zero or when xo is dense. Therefore an important measure of performance is the probability of correct recovery of the algorithm as a function of (N, δ, ρ, F ). If the distribution F is fixed, the probability of correct recovery is considered as a function of (N, ρ, δ). Since in compressed sensing we are interested in very high dimensional vectors, we calculate these probabilities as N → ∞. This results in a 2-D map of the probability of correct recovery in terms of (ρ, δ). The mapping is called the phase diagram. Figure 2 shows the phase diagram of the 1 minimization as derived in [18] , [19] , [20] . It has been shown that this phase transition is independent of F . As can be seen in the figure as N → ∞ the probability of correct recovery exhibits a sharp transition i.e. there is a curve ρ * (δ) below which the 1 minimization recovers the correct answer with probability 1 and above which the probability of correct recovery goes to zero very rapidly as N → ∞. This curve is called the phase transition curve. Although we mentioned the phase transition for the case of 1 minimization, the existence of phase transition for many other algorithms has been either empirically observed or theoretically proved. The interested reader may refer to these papers for more information [11] , [21] , [22] , [23] , [18] , [24] , [19] , [25] . Phase transition displays the sparsity-measurement tradeoff for an algorithm. Therefore it is useful for comparison and tuning purposes. But the only problem is that phase transition may depend on the underlying distribution of xo which is not known a priori. In the next section we will explain how this can be done.
B. Max-min tuning
Consider a sparse recovery algorithm A θ . θ includes all the free parameters of the algorithm. It is clear that the performance of this algorithm depends highly on the parameter vector θ and therefore a good tuning of the algorithm seems necessary. Phase transition provides us a tool for tuning these parameters. The only problem is the dependence of the phase transition on the distribution of nonzero elements of xo. We represent the value of ρ at the phase transition as ρ * A (δ, θ; G), where as before G is the distribution of the non-zero elements of xo. But as mentioned in the last section the distribution of the non-zero elements may not be known beforehand. In order to solve this issue we proposed the maximin framework [2] . Suppose that we have a class of distributions G for the non-zero values of the original vector.
In other words for every value of θ the worst distribution is found and the phase transition for that value of parameter and that value of δ is calculated for the least favorable distribution. Then all the phase transition values are compared and the value of θ that exhibits the maximum value of ρ * is chosen. The optimal phase transition is called maxmin phase transition ρ M M (δ, A; G). We may also represent this value by ρ M M (δ, A) in cases where the family of distributions is clear from the context. This framework can also be used for comparing different algorithms. [2] used this framework to compare several well-known compressed sensing algorithms. In the next section we discuss a theoretical framework that aims to predict the performance of the approximate message passing algorithm.
III. STATE EVOLUTION
Consider the t th iteration of the iterative thresholding algorithm. If we define H = A * A − I, at the t th iteration x t + A * z t = xo + H(xo − x t ). Naively, the matrix H does not correlate with xo or x t , and therefore from the central limit theorem heuristic we might pretend that H(xo − x t ) is a Gaussian vector whose entries have zero mean and variance n −1 xo − x t 2 2
1 . This phenomena has also been observed in digital communication and the noise is called mutual access interference. This heuristic suggests that each iteration can be casted as an estimation problem where a noisy observation of a sparse signal is given and the goal is to estimate the original sparse signal as well as possible. Soft thresholding function has been extensively studied for this purpose and the interested reader is referred to [26] , [27] . If the algorithm decreases the variance of the noise at each iteration such that the variance eventually converges to zero, this means the algorithm is successful in the recovery of the sparsest solution. On the other hand the algorithm fails if the variance does not converge to zero. In order to formalize this intuition we mention this simple but important lemma.
Lemma 3.1: Let Aij be the ij th element of the measurement matrix and suppose that these elements are drawn i.i.d from a given distribution with the following properties,E(Aij) = 0, E(A 
You may find the proof of this lemma in [28] . It is clear that many ensembles including N (0, 1 n ) satisfy the above conditions. Using this lemma we can formally track the evolution from iteration to iteration of the mean-squared error.
Here the expectation is with respect to the independent random variables Z ∼ N (0, 1) and X, whose distribution coincides with the empirical distribution of the entries of xo. Since all the parameters are fixed except for σ that changes according to the iteration, we represent the thresholding policy as λ(σ), although it should be noted that it implicitly depends on the parameters δ. Definition 1: Given implicit parameters (δ, ρ, F ) and the thresholding mapping λ(σ), State Evolution is the mapping that evolves by the rule,
For a given thresholding policy therefore we define the following regions: Region (I) : Ψ(σ 2 ) < σ 2 for all values of σ 2 . Here σ 2 t → 0 as t → ∞: the SE converges to zero. 1 Here we assumed that the expected value of the square of the 2 -norm of column vectors is equal to 1 Fig. 3 . State evolution curves for δ = .1 and three different values of ρ. As ρ increases the curves move upward. The phase transition happens at ρ ≈ 0.19. The thresholding policy used here is λ(σ) = βσ for a fixed β. β is chosen as explained in section III-A.1.
Region (II): The complement of region (I). Here the SE does not evolve to σ 2 = 0. Therefore for a given thresholding policy we can define the following notion.
Figure 3 depicts three state evolution curves that are given for a fixed value of δ and three different values of ρ. As it is clear from the figure as ρ increases the curves go up and at ρ = ρSE the curve touches the y = x line. Below this critical value of ρ according to the state evolution the variance of the noise is converging to zero and therefore the algorithm recovers the original vector xo exactly and above this critical value the algorithm has another fixed point which is stable and therefore it will fail.
Suppose that the state evolution explains the performance of an algorithm. The thresholding policy λ(σ) may be considered as a free parameter in this algorithm. Clearly, this parameter affects the phase transition of the algorithm and it is therefore important to tune it optimally. The goal of this section is to find the maximin threshold policy for the iterative algorithm that satisfies SE. Consider the class of distributions
Whenever we remove the parameter γ from the subscript it means that we are considering the set of all distributions that have a mass of at least 1 − at 0 without any second moment constraint. We also use the notation F ,γ (µ) = (1 − )δ0 + δγ for the distribution that puts a mass of 1 − at 0 and a mass of at γ. It is clear that
Gγ includes the set of distributions with the second moment bounded above by γ 2 . Definition 2: The risk of the soft thresholding function is defined as,
where Z ∼ N (0, 1) and η is the soft thresholding function as defined before. As it is clear here, the expectation is just over the noise Z. Lemma 3.2: r(µ, λ; σ) is a concave function of µFor the proof of this lemma, please refer to [28] . Definition 3: Minimum risk thresholding policy is defined as,
Eµ∼F r(µ, λ; σ).
The least favorable distribution for soft thresholding is chosen first and then λ is optimized on the risk of that distribution. Theorem 3.3: Under the minimum risk thresholding policy λ * M R (σ; , γ) the SE phase transition happens at:
Furthermore,
Although the above theorem claims that the minimum risk thresholding policy is optimal in the maxmin sense, it should be emphasized that it is not a legitimate thresholding policy yet, since in the maxmin framework the sparsity level of the signal is not known beforehand, while the minimum risk thresholding policy is using this information which is hidden in the parameter . To fix this issue, we consider the minimum risk thresholding policy and plug in the value of the ρSE(δ, λ * M R ). From the proof of the above theorem it is clear that this new thresholding policy that does not use the sparsity level still exhibits phase transition at exactly the same place as λ * M R (σ; , γ). The proof of the theorem may be found in [28] . Here we just mention parts of the proof that explain several interesting properties of the algorithm.
Corollary 3.4: The least favorable distribution that achieves the supremum in sup F ∈F ,γ Eµ∼F r(µ, λ; σ) is independent of the standard deviation of the noise σ.
Corollary 3.5: For any thresholding policy λ(σ), and G ∈ F ,γ we have,
In other words a two point prior is the least favorable prior for the algorithm. It should be mentioned that the least favorable prior is not unique. All the distributions that have a point mass of 1 − at zero and mass of on the set {−γ, γ} are least favorable as well.
Although it is possible to calculate the minimum risk thresholding policy as a function of σ, δ, but there are a few problems in using this policy. First there is no explicit solution for the optimal λ in terms of σ and δ therefore we have to save a huge table on memory. Second, we may need an oracle information about γ. There are other simpler thresholding policies that can achieve the same phase transition. In the next section we discuss these simpler approaches and will show that they achieve the same phase transition as the minimum risk thresholding policy.
A. Other Thresholding Policies
In the last section we considered the minimum risk thresholding policy and we showed that it achieves the maxmin phase transition of the SE. In this section we propose two simpler thresholding policies and we show that they both achieve the maxmin phase transition of the SE. Finally it will be explained why they all achieve the same phase transition.
1) Fixing False Alarm Rate:
In [3] we considered a class of thresholding policies in which λ(σ) = βσ where β just depends on δ. This is called the fixed false alarm rate thresholding policy. False alarm happens when an element whose actual value is zero passes the threshold and this thresholding policy fixes the probability of false alarm. By considering this thresholding policy the algorithm has now just one free parameter. According to the maxmin framework, the optimal value of this parameter is given by,
The following theorem is proved in [3] about this fixed false alarm rate thresholding policy. Theorem 3.6: Under fixed FAR thresholding policy and for the optimal value of β given from above, the SE has the following phase transition,
which is exactly the same as the SE phase transition of minimum risk thresholding policy. Also the optimal value of β is equal to the maximizing z * in equation 14. The following corollary is clear from the Theorems 3.6 and 3.3.
Corollary 3.7: The optimized fixed false alarm rate thresholding policy has the same phase transition as the phase transition of the minimum risk thresholding policy and therefore it is also maximin for the original problem sup λ(σ) infG∈G γ ρSE(δ, λ(σ), G)
In other words the above corollary shows that the phase transition that we get from such a simple thresholding policy is the same as the phase transition of the minimum risk thresholding policy. Figure  4 shows the optimal values of β as a function of δ. The final remark about this algorithm is the estimation of the σ at each iteration. Although there are many ways to do that here we explain one of the simple, yet efficient ways which is the median of the absolute value. Since xo is sparse and at each iteration we observe xo + σz where z ∼ N (0, IN×N ) in order to estimate σ we can calculate the median of |xo + σz|. The median is robust to outliers and hence one might assume that it is close to the median of |σz| ≈ 0.6745σ. But, as mentioned before there are many other ways to estimate σ. In the next section we introduce another thresholding policy that does not need the estimation of standard deviation and still achieves the maxmin phase transition.
2) Fixing the Number of Detections: Consider another thresholding policy in which the threshold is set according to the following equation,
where as before X ∼ F ∈ F ,γ is the sparse signal and Z ∼ N (0, 1) is the Gaussian noise. In practice this thresholding policy corresponds to fixing the number of elements that pass the threshold. At each step the threshold is set to the magnitude of the th largest coefficient(in the absolute value). A good aspect of this thresholding policy is that no estimation of variance is involved in this thresholding policy. Again the parameter α that corresponds to the parameter is a free parameter that may be optimized by maximin framework. The following theorem gives us a very simple rule for the maximin tuning of this parameter.
Theorem 3.8: For α = δ the fixed number of detection thresholding policy achieves the same phase transition as the phase transition of the minimum risk thresholding policy. The proof of this theorem is omitted from the paper. It is basically similar to the proof of Theorem 3.6, and the main difference is that the calculations needed for proving concavity are more complicated. It is also clear that we are not able to improve this phase transition with any thresholding policy according to Theorem 3.3 and therefore this thresholding policy can also be considered as maxmin for the original problem i.e. sup λ(σ) infF ∈F ,γ ρSE(δ, λ(σ), F ). In practice, the optimal value of α corresponds to the case where = n elements pass the threshold at each iteration. Therefore at each iteration we can easily set the threshold to the magnitude of the n th largest coefficient in absolute value. One of the main questions that is left unanswered yet is the reason that all these three thresholding policies exhibit the same phase transition. The following lemma shows the main similarity among these three thresholding policies.
Lemma 3.9: Let λ * M R (σ), λ * F AR (σ) and λ * F D (σ) be the maxmin optimally tuned value of λ in minimum risk, fixed false alarm rate and fixed number of detections thresholding policies, respectively. Suppose X ∼ F and F = (1 − )δ0 + G where G is continuous at 0 and = ρ * δ where ρ * is the value of ρ at the phase transition. Then,
(16) The proof of this lemma is summarized in the [28] . What this lemma is suggesting is that as σ → 0 all the algorithms are setting the thresholds similarly. Of course for larger values of σ they perform very differently but what matters for the phase transition is the performance at σ → 0.
B. Relation with 1
So far we have considered three different thresholding policies for the state evolution. As proved in the last section all these thresholding policies when tuned in the maximin framework give us the same phase transition. This phase transition is shown in Figure 5 . One very interesting fact about this phase transition curve is the following finding that is reported in [3] .
Finding 3.10: For any δ ∈ (0, 1),
where ρSE(δ) is the optimal phase transition that we got from any of the above thresholding policies and ρ 1 is the phase transition of the 1 minimization as derived in [18] , [19] and [20] . Now that we know the phase transition of the SE is happening at the same place as 1 the main questions are the following. Does IST satisfy the SE equations? If not, is there any fast iterative thresholding algorithm that satisfies these two equations? These two questions are answered in the next section.
IV. MESSAGE PASSING AND APPROXIMATE MESSAGE PASSING ALGORITHMS
In the last two sections the state evolution was derived from a few assumptions that we made on iterative soft thresholding and we showed how this framework can be used for tuning the algorithm and calculating the phase transition. Now the main question is that are these assumptions right? Unfortunately they are not right for the iterative soft thresholding and it has been shown that the phase transition of iterative soft thresholding algorithm when it is optimally tuned occurs at a significantly lower place than the phase transition of 1 minimization [2] . Figure 5 also depicts this phenomena. In [3] it was shown that SE predicts the performance of a modified version of iterative thresholding inspired by message passing algorithms for inference in graphical models and graph-based error correcting codes [29] , [30] , [31] . These are iterative algorithms, whose basic variables (messages) are associated to directed edges in a graph that encodes the structure of the statistical model. The relevant graph here is a complete bipartite graph over N nodes on one side ('variable nodes'), and n on the others ('measurement nodes'). Messages are updated according to the rules
MP has one important drawback compared to iterative thresholding. Instead of updating N estimates, at each iterations we need to update N n messages, thus increasing significantly the algorithm complexity. On the other hand, it is easy to see that the right-hand side of Equation 18 depends weakly on the index a (only one out of n terms is excluded) and that the right-hand side of Equation 19 depends weakly on i. Suppose that,
where δx ). Theorem 4.1: Suppose that the asymptotic behavior (20) holds for the message passing algorithm (18) , (19) . Then x t i and z t a satisfy the following equations where |I t−1 | is the cardinality of the active set at iteration t − 1 and oN (1) terms vanish as N, n → ∞. You may find the proof of this theorem in [28] . This algorithm is called Approximate Message Passing or AMP. In the vector notation of this paper the algorithm can be written as,
For the threshold parameter we can use one of the thresholding policies mentioned in the last section. As it can be seen this algorithm is very similar to the iterative soft thresholding algorithm introduced in the beginning of the paper. The only difference is in the extra term that is added to the calculation of z t . This extra term although it barely adds to the computational complexity of our algorithm, has a significant effect on the phase transition of the algorithm. Figure 5 compares the theoretically predicted phase transition of 1 with the phase transition of both AMP and IST algorithms. As it may be seen in this figure the extra term we added to the iterations improves the phase transition of the algorithms significantly.
It should be also mentioned that other message passing algorithms have been proposed in the literature for the cases when we have a specific prior distribution on the distribution of the actual coefficients. The interested reader may refer to [32] . Also in a recent paper the authors showed that the AMP algorithm with a specific thresholding policy corresponds to the sum product belief propagation algorithm on graphs [33] . That thresholding policy is different from the thresholding policies we introduced here and does not work as well.
V. EMPIRICAL JUSTIFICATION
In this section we present some of the simulation results that show extremely good agreement between the theoretical calculations that we derive for AMP from the state evolution framework and the empirical performance of the algorithm. The first assumption that simplified the analysis was the assumption that at each iteration x t + A * z t can be written as xo + σz where z ∼ N (0, IN ) and IN is the N × N identity matrix. Figure 6 shows the qqplot of x t + A * z t − xo at several different iterations.
We now consider predictions made by SE on some observables and compare them with the empirical values from simulations. We consider predictions of the following four observables:
• The conditional mean of the mean square error given that the original value is zero, i.e. E((x t i ) 2 |xoi = 0).
• The conditional mean of the mean square error given that the original value is non-zero, i.e. E((x t i − xoi) 2 |xoi = 0).
• Missed detection rate,i.e. P(x t i = 0|xoi = 0). • False alarm rate,i.e. P(x t i = 0|xoi = 0). For our simulation purposes we assume that xo is drawn from F ,1. The theoretical calculations of the above quantities are simple and all of them can be calculated as functions of cumulative distribution function and probability density function of the Gaussian random variable. For the empirical calculations of the above observables we run the algorithm 200 times and get 200 Monte Carlo samples. Then by averaging those two hundred samples we get the empirical curves. Figure 7 compares our theoretical and empirical results. Although our analysis is for the N → ∞, in this medium size problem the empirical results match extremely well with the theoretical results and for the first three observables the empirical results are indistinguishable from the theoretical results. To see more simulations on the match between the theoretical and empirical results and some detailed comparison with the other existing algorithms refer to [34] .
VI. CONCLUSION
In this paper we analyzed the state evolution which is a theoretical framework for calculating the asymptotic behavior of message passing and approximate message passing algorithms. This framework let us analyze the performance of the AMP algorithm and find the optimal thresholding policy. We introduced three different thresholding policies that are all maximin thresholding policies and they all present the same phase transition. As shown in [3] this optimal phase transition is the same as the phase transition of the 1 minimization.
