More than 1.3 million people worldwide die in road traffic accidents every year. With that in mind, traffic safety has become a top priority to the road traffic system development. Research in progress of road traffic accidents mainly from accidents numbers and the degree of accident damage. Firstly, this paper proposes a support vector prediction model for predicting the amount of road traffic accidents, which applied to the actual to verify the validity of the model by using the R software to solve it. Finally, it is found to the problem on a small scale has a better prediction effect which for the support vector model by comparing with the random forest model.
INTRODUCTION
Road traffic safety has become a global social problem. It is estimated that currently more than 3,000 people global, and nearly 1.30 million people each year died in road traffic accidents, and another 20 million to 50 million people were injured or disabled due to collisions caused by road traffic accidents. Traffic safety problems caused by traffic accidents have become a serious social problem, it is necessary that identifying any pattern in road traffic accidents1, take targeted measures to suppress the occurrence of accidents, which according to the impact of traffic the various factors of safety analyze the relevant data2.
SVRPREDICTION MODEL
It researched on the amount of the traffic accidents, which the traditional statistical models commonly included that linear regression models, Poisson regression models, negative binomial distribution models, zero-inflated model and Hurdle models. The following elaborated support vector expressions, features and in which using condition.
The basic idea of the Support Vector Regression Model (SVR) 3is to map the training set datafunctions Φ of the input space into the higher dimensional features space, then construct a separate hyperplane with the large margin principle for the feature space. Given training set data , 1, 2, , , 
negative examples, which making by the hyperplane direction  and the offse scalar b .Therefore, even though we didn't find linear function in the input space to determine the type of the given data, but we can easily find an optimal hyperplane which clearly distinguishes the two data types. 
Where Γ is the cost function, C is a constant, and the vector w can be expressed as:
By substituting (3) into (1),that get common functions :
Rewritten as the substitution of (4),called a kernel function, which can make low-dimensional spatial data is input into the high-dimensional feature space and the dot product is executed without knowing the transformation function Φ, and all kernel functions must satisfy the Mercer condition. This paper applies the kernel functions shown in Table 1 .
The insensitive loss functionεis the most widely used cost function, and its form is as follows:
By solving the quadratic optimization problem, the regression risk (2) and the insensitive loss function (5) can be minimized. , that the Lagrangian multiplier can be non-zero and used as support vector quantity.
 
The constant C introduced in (2) determines the penalty for the estimation error. A large C assigns higher penalties to false regression training to minimize errors and lower generalization, while a smaller C is allocated less that which allows edges to be minimized and wrong, thus has higher generalization ability. If C is infinite, SVR will not allow any errors and results to be in a complex model, and when C takes 0, the result will tolerate maximize errors, and the model will be less complicated. Considering both of the above equations, we can use SVM and SVR for prediction without knowing the conversion function. We need to select the kernel function; penalize C, which determines the penalty for the estimation error; radius, which determines Intra-tube data that was ignored in the regression.
MODEL APPLICATION
This paper analyzes the road traffic accident data of a certain section of Florida in the United States through R language programming. The number of traffic accidents is taken as the dependent variable, the length of the road segment, the traffic volume and the road surface condition are used as independent variables (model parameters are defined as Table II shows the support vector regression model. By sorting the importance of the independent variables, the two most important influencing factors, such as the length of the road segment and the traffic volume, are selected to re-establish the regression model. After using the random forest to determine the main influencing factors affecting the number of traffic accidents, 70% of the data is used as the training set, 30% of the data is used as the test set, and the SVR model is established. The main factors are used as the analysis features, and the linear kernel function is selected respectively. The radial basis kernel function performs support vector regression prediction to obtain the prediction result as shown in Fig. 2 .
It can be seen from Fig. 2 that the fitting effect of the radial basis kernel function is better than that of the linear kernel function. To further verify the influence of all features on the number of traffic accidents and the impact of key features on the number of traffic accidents, Select the radial basis function with better fitting effect in the previous step as the kernel function, and perform regression prediction on the test data of all features and key features. The final prediction result is fitted as shown in the figure 3. 
SUMMARY AND PROSPECT
According to the above actual case analysis, the support vector model has a good predictive effect on the number of road traffic accidents. By comparison, for this practical problem, the support vector has better performance than the random forest. This is a comparison of the regression curves from the following figure. As can be seen:
Of course, the research in this paper also has some shortcomings. First, the data size of the problem is relatively small, and the data processing in the early stage is not very sufficient. In addition, this data does not involve missing and wrong, and it is relatively simple to handle.
In the future research, we should focus on the research of big data, improve the pre-processing of data, and pay attention to the processing of missing and missed data. Further enhance the prediction effect.
