Effects of material interface curvature on deflagration of a homogeneous solid energetic material (EM) is studied in a limit when the radius of curvature is much larger than the deflagration front thickness. Under assumption of quasi-steady burning, a method of matched asymptotics is employed do derive first order curvature corrections to the mass flux across the gas/solid interface as well as to the interface temperature. As an illustration, a problem of quasi-steady spherical particle deflagration is solved numerically and the simulation results are used to verify those obtained through asymptotic analysis. An algorithm for a fully-coupled unsteady solver suitable for EM deflagration simulation is presented. Numerical solution of the unsteady spherical particle deflagration is used to show that the assumption of quasi-steady deflagration is valid.
INTRODUCTION
Significant effects related to material interface curvature can be observed in a variety of reacting-flow applications, and their importance in phenomena such as detonation, solidification, premixed combustion, and diffusion flames has been widely recognized. For example, the multi-dimensional dynamics and stability of flame fronts and detonations is known to be largely influenced by the correlation between the reaction front shape and its propagation velocity. This correlation is due to the change in transport to the reaction zone of the flame or detonation wave: since more heat is conducted to the concave (with respect to the fresh mixture) part of the front, the reaction rate is increased, which increases the flame speed and stabilizes the reaction front. At the same time, for premixed gas flames the change in diffusion due to curvature is destabilizing [1] , so the combined effect depends on the ratio of the thermal and the mass diffusivities, or Lewis number [2] . For flames and detonations, the curvature effects are usually taken into account by modifying the planar front propagation speed [3, 4] . Deflagration of EM such as solid propellants or explosives is similar in nature to the premixed gaseous flames and involves both phase transition and exothermic chemical reaction. Most of the solid propellant deflagration applications involve curved reacting surfaces, from a small-scale roughness of the granulated surface of a composite propellant to the star-shaped cross-section of a solidpropellant rocket booster grain. These facts suggest that curvature may play as important a role in solid propellant deflagration as it does in premixed flames, especially since both experiments [5] and multi-dimensional simulation [6] show that solid-propellant deflagration fronts are indeed not planar. A detailed discussion of curvature effects on the EM flame can be found in the spherical particle deflagration literature but, as we argue later, may not be directly applicable to the solid EM deflagration.
Despite its limitations, the one-dimensional approach gives predictions of measurable parameters such as the burning rate, flame stand-off distance, and surface temperature, that are in fair agreement with experimental data. This comes as no surprise since the surface radius of curvature is much larger than the deflagration zone thickness: the latter is usually of the order of a hundred micron or less, while the former is orders of magnitude larger in most solidpropellant applications. For example, under the operating conditions of a solidrocket motor, the thermal preheat layer thickness is very small: the typical parametric values for burning of an ammonium perchlorate (AP) granule in a propellant composite (Fig. 1 ), in combination with the regression rate of the order of 10 mm/sec, gives an estimate of l * = λ/(C p m 0 ) =16 µm. At the same time, the size of an AP particle can be hundreds of microns, much larger than the preheat length. Hence a planar model may be used successfully as a first-order approximation, but still the question remains of how accurate such first-order approximation is.
In order to answer this question, we find a closed-form solution to an asymp-totic model for a general two-dimensional EM deflagration interface under the assumption that the deflagration front curvature is small compared to its thickness. A numerical simulation of the deflagration of a spherical solid propellant particle in an inert atmosphere is used to verify asymptotic solution and to illustrate how front curvature influences burning rate in a convenient computational domain geometry. Before doing that, it is worthwhile to briefly review the previous one-dimensional studies in planar and spherical geometry that are relevant to our work. Numerous models have been proposed to describe planar deflagration, starting with the closed-form solution given by Zel'dovich [7] in 1942. Since then, various improvements have been introduced [8, 9, 10, 11, 12] to his analytical model in an attempt to capture more details of the complex physics and chemistry in condensed as well as in gas phase of the deflagrating EM (a more detailed discussion can be found in [12] ). Alongside with development of analytical models, a variety of numerical approaches were suggested for EM deflagration [13, 14, 15, 16, 17] . Most of these models are formulated in one dimension and are thus limited to planar geometry.
There is a number of ways to classify existing analytical models, but for the purposes of this paper we identify two general approaches: models of deflagration controlled mostly by condensed-phase reaction rates, and those controlled mostly by gas-phase reaction rates [18] . When the condensed-phase decomposition reaction is exothermic and its activation energy is high, it is easy to derive (by using the method of matched asymptotics) a formula for the regression rate which, in turn, depends on the solid surface temperature. If the activation energy of the chemical reaction in the gas phase is also high, a similar asymptotic analysis of the gas-phase heat equation reveals another constraint for the burning-rate eigenvalue which, together with that for the solid phase, defines the burning rate and the surface temperature as unique functions of material properties, ambient pressure, and boundary conditions. This case can be viewed as intermediate between the gas-controlled and the solid-controlled deflagration, with chemical reactions in both phases defining the burning rate.
When the reaction in the gas phase has low activation energy, the gas-phase heat equation does not produce an eigenvalue, and one can say that the burning rate is controlled mostly by the condensed-phase reaction. Similarly, if the reaction in the condensed phase is omitted from the formulation and replaced with a jump in the temperature gradient at the solid-gas interface, then the gas-phase reaction solely defines the burning rate. This particular model with gas-phase controlled reaction rate is commonly used in liquid droplet combustion modeling and was adopted [19, 20] to study combustion of a mono-propellant in an inert atmosphere.
A number of authors have looked at the spherical particle surface regression rate as a function of the Damkohler number, which depends on the particle dimension. In 1969, Fendell [21] looked at the limiting cases of large and small Damkohler number and studied behavior of the surface mass flux in those limits. Using an assumption of large gas-phase activation energy, Ludford et al. [20] obtained an asymptotic solution that shows a monotonic increase in mass flux with increasing Damkohler number. In their spherically-symmetric models, Ludford et al. solved the gas-phase equations subject to boundary conditions on the surface that imposed a jump in the temperature gradient across the interface commensurate with the heat of vaporization, while temperature inside the particle was considered to remain constant.
Recently it was suggested [11] that the effective activation energy in the gas phase may not be high in solid EM deflagration. Experimental evidence [22] for EM such as HMX suggests that the low gas-phase activation energy model produces more accurate results. This fact served as a motivation for us to revisit the formulation of particle deflagration used by Fendell [19] and to modify it for the case of condensed-phase controlled reaction.
The assumption of uniform heating of the particle interior to the melt temperature may not be accurate for the deflagration of a solid-propellant particle when the thermal preheat layer thickness is very small. Also, as seen from previous work [11] , the solid-phase chemical reaction plays an important part in the determination of the regression rate, which leads us to believe that thermochemical processes in the solid phase need to be accounted for. We will consider the deflagration of a spherical mono-propellant particle in an inert atmosphere as an extension of Fendel's model including the limiting case when the chemical reaction of gaseous decomposition has low activation energy, and the surface mass flux is dictated mostly by the high activation energy reaction in the solid phase.
In what follows, we derive a burning rate eigenvalue for weakly-curved, quasisteady deflagration of a generic EM. In Section 2, the governing equations are presented. A reduced set of the governing equations in the surface-attached intrinsic coordinates [23] is derived in Section 3, and the method of matched asymptotics is used to obtain the curvature correction to the surface regression rate and surface temperature.
A coupled gas-solid problem of spherical particle deflagration in an inert atmosphere is solved numerically and results of the calculation are compared to those obtained by asymptotic analysis in Section 4. In Section 5, the results of an unsteady deflagration calculation are used to validate the assumption of quasi-steady burning, on which our asymptotic results are based. Additional details of the unsteady simulation, and the numerical pitfalls one may encounter while applying moving interface algorithms to high activation energy reaction fronts are discussed in the Appendix 9.
FORMULATION

Gas Phase
The Mach number in solid-propellant combustion applications is small, therefore we use the combustion approximation [24] , and expand the pressure in the gas phase as P = p (t) + M 2 γp 1 (x, t) + . . .. Note that the leading-order pressure term is constant throughout the entire gas-phase domain at each instant in time.
The specific heat at constant volume C v is considered to be constant along with the thermal conductivity of the gas λ g . The first and second viscosity coefficients are denoted µ and µ ν , and Y is the mass fraction. The gas obeys the ideal gas law P = ρRT /M, where ρ is density, R is the universal gas constant, T is temperature, and M is the molecular weight. A bimolecular, irreversible reaction is modeled by an Arrhenius-type term Ω = QBT 2 ρ 2 Y exp(−E/RT ), where B is the frequency factor and E is the gas-phase activation energy, while Q denotes the heat of reaction per unit mass.
The gas phase equations in dimensionless form, where a tilde denotes dimensional values, and the absence of tilde, nondimensional ones, arė
Here v is material particle velocity in a laboratory frame, Y is the fuel mass fraction. The scaled ideal gas law is given by ρT = 1, and the scaled reaction term is given by , and activation energy in the gas phase is given by θ g =Ẽ gCp /(RQ g ). Prandtl numbers are defined as P r =μC p /λ g and P r ν =μ νCp /λ g , specific heat ratio is γ =C p /C v . In the above,C p is the specific heat at constant pressure.
Solid Phase
The solid phase is treated as a reacting, incompressible conducting material (similar formulation for a more general reacting thermoelastic solid with thermal expansion can be found in [25] ). The formulation will be restricted to the energy conservation equation for brevity, and is sufficient for the following analysis:
The unimolecular, irreversible, zeroth-order solid-phase reaction is modeled by an Arrhenius-type term Ω s = A exp(−θ s /T ). The frequency factor A and the activation energy θ s are defined as A =λ sρsZ /(m 2 cCp ), θ s =Ẽ sCp /(RQ s ), whereẼ s is the activation energy. The thermal conductivityλ s is constant, and the specific heat of the solid phase is set equal to that of the gas phase. The solid-phase scales used are: mass flux scalem c , density scaleρ 3 QUASISTEADY SP FLAME STRUCTURE
Surface-Attached Coordinates
In the following analysis we resort to the coordinates aligned with the curves that are, at each point of space and time, parallel and normal to the propellant surface. A similar approach was adopted for the study of slightly curved detonation fronts in [4] . The formulation is restricted to two dimensions for brevity. These Bertrand-intrinsic coordinates are related to the laboratory coordinates through the transformation rule
where x = x s (x, y, t) are the laboratory frame position vectors of the points on the surface of the burning material ψ(x, y, t) = 0, which can also be parametrized by the length along the coordinate line on the surface ξ at time t as x = x s (ξ, t).
The unit normal and tangent vectors are given byn = ∇ψ/| ∇ψ| andt = ∂ x s /∂ξ, correspondingly. The position of each point in space in Bertrand coordinates is given by the variables n and ξ, which are the normal distance from the surface and the arc length along the principal lines of curvature of the surface. The surface curvature is defined by κ(ξ, t) = ∇ ·n. With the help of the transformation rule (3), the governing equations are rewritten in the intrinsic coordinates. The transformed system of equations can be found in Appendix 7.
Governing equations with curvature correction
Under the assumption of small curvature κ, the variation of the flow in the tangential direction is weak in both gas and solid phases. Based on this fact, we write out a reduced system of equations (Appendix 8) that is accurate to O(κ). For the gas phase, the system of reduced equations is
where U n is the particle velocity in the moving frame, D is the Damkohler number, Pr * = Pr + Pr ν , and H = T + Y/Le. The time derivatives are absent due to the quasi-steady character of the deflagration process in the limit of small surface curvature and the fact that the flow parameters change on a much smaller time scale than the domain geometry. In this quasi-steady formulation, the geometry is fixed and the flow in the attached intrinsic frame is steady. As we can see, the system of equations for the gas phase has reduced to a system of one-dimensional conservation equations for the planar combustion with the addition of the curvature correction terms.
In a similar way, we deduce for the solid phase:
Interface Jump Conditions
To ensure that fluxes are continuous at the interface separating solid and gas phases (defined as a point where the solid-phase reaction is complete), the governing equations are supplemented with boundary conditions as follows:
Here square brackets represent the jump in the quantity inside the brackets across the solid-gas interface, and m s is the mass flux at the interface.
Burning Rate Eigenvalue with Curvature Correction
The mass flux correction is derived in two steps. First, we look at the condensed phase thermal structure and, holding the curvature as a finite parameter, use large activation energy asymptotics to derive the relationship between the curvature-corrected mass flux eigenvalue and the surface temperature. The second step involves a similar asymptotic analysis of the gas phase thermal structure and matching the gas-phase and solid-phase solutions at the interface in order to obtain unique values of the surface temperature and mass flux corrections as functions of material properties and boundary conditions.
Solid phase thermomechanical structure asymptotics
Since we choose to model the solid phase as incompressible, the material particles in the condensed phase are at rest with respect to the laboratory frame. The material velocity in the moving frame U n is a negative of the interface ve-
with boundary conditions T (0) = T s and T (−∞) = T 0 , and dT (−∞)/dn = 0.
Here T s and m s = ρ s U n > 0 are the surface temperature and mass flux with correction for curvature. The reduced Damkohler number Λ and activation energy θ s are defined as
At this point, we treat the curvature as a finite parameter and look for the mass flux eigenvalue of equation (10) . In the limit of large activation energy θ s , we show that, in order to satisfy the boundary condition, the mass flux m has to be a single-valued function of the surface temperature T s . In that limit, the condensed phase reaction is bounded to a narrow region near the material interface, which we will call the inner region. Far from this interface, or in the outer region, the chemical reaction term is exponentially small. Matching the inner and outer region solutions, the constraint for the mass flux is deduced as follows.
Based on the assumption of a near-surface boundary layer, we introduce the layer coordinate s = n θ s , and look for the inner solution in the form
In this layer, diffusion is a dominant effect, and advection is uniformly small. The inner-layer heat equation becomes
subject to the boundary condition t (1) (0) = 0, since the surface temperature is prescribed at s = 0. The other boundary condition for Eq. (13) is found from matching the inner reaction layer with the outer preheat layer.
The outer solution is in the form
Since the reaction term is exponentially small away from the reaction zone, we obtain
which generates a two-term outer expansion
The two-term outer-layer solution expanded for small n and written in terms of inner variable becomes
Matching gives the condition
The regression eigenvalue is found in a standard way by multiplying the reaction-zone equation (13) by dt
(1) /ds and integrating over the interval (−∞, 0] to obtain
Matching shows that dt (1) (0)/ds = dT (0)/dn. The temperature gradient at the surface can be calculated from a global energy balance in the solid propellant by integrating equation (10) over the thermal structure to obtain
From (19), one finds dt
Solving quadratic equation, we obtain:
This expression establishes a relationship between the burning rate (in terms of the mass flux m s ) of the curved material interface and the surface temperature T s . It can be viewed as a generalization of the similar one-dimensional high activation energy result obtained by Merzhanov [8] to multi-dimensions in the limit when the deflagration front radius of curvature is large compared with the deflagration front thickness. If curvature κ in (22) is set equal to zero, the classical Merzhanov's mass flux formula is obtained.
Next take the limit of small curvature, and assume that the radius of curvature is large enough so that κ θ s 1. This assumption is justified for typical solid EM because the value of θ s is usually of the order O(10), while the radius of curvature of the burning surface scaled with respect to the preheat length can be arbitrarily large.
Substituting a formal expansion of the surface mass flux in curvature m s =
, as well as that of the surface temperature
, we expand (22) in powers of κ. At the first order, we obtain familiar Merzhanov's formula
where
s − T 0 is introduced for convenience of presentation. At the next order, we find the curvature correction for the mass flux as
Expressions (23) and (24) define the planar mass flux and its curvature corrections as functions of surface temperature. In order to define the burn rate and surface temperature uniquely, we need to solve coupled gas-and solid-phase equations with appropriate boundary conditions. The matching of the temperature profiles at the burning interface will provide additional condition for planar problem, as well as for the curvature corrections, allowing to determine explicit expressions for values of temperature and regression rate.
Gas phase thermomechanical structure asymptotics
To determine the curvature correction to the surface temperature, we expand equations (5) in powers of curvature κ. We also assume that Le = 1 which simplifies the variable H defined earlier so that it becomes H = T + Y . The model of zero gas-phase activation energy [11] is invoked. In the limit of small gas phase activation energy, at first order in curvature we retrieve the planar deflagration equations:
Solution of (25) shows that the planar mass flux is a constant:
s . Equation (27) yields
∞ , where the adiabatic flame temperature is defined from global energy balance as T (0) ∞ = T 0 + Q * + 1. Now (28) can be expressed in terms of temperature only and solved, with boundary conditions
∞ , yielding
The coupled system of the planar deflagration equations is closed through matching of the temperature gradients at the interface, and unique values of the surface temperature and mass flux are obtained [11] by solving an algebraic equation
Here Q * = Q s /Q g , and x g = 2/( (m s is defined by expression (23), recast for the gas phase scaled quantities as
While the boundary conditions for the zeroth order problem were those of the planar deflagration, at the next order the boundary conditions at infinity are, in general, not defined. The limit of small curvature and formulation in the intrinsic coordinates is valid for distances that are small compared to the radius of curvature, namely the condition nκ 1 must be satisfied. For distances greater that that, an "outer" solution would have to be constructed. Depending on the flow configuration, such outer solution would present specific boundary condition for n → ∞ of the "inner" solution in the intrinsic coordinates. For example, for a burning solid propellant particle, the outer flow far away from the surface would be a flow from a point source, while the outer solution for the infinite half-plane with uneven surface would be planar. For now, we are going to leave the outer boundary conditions in a general form and work out the inner solution keeping in mind that at infinity we have to be able to match it with the 'arbitrary' outer solution.
At the next order O(κ), equations (5) yield
where B 1 , B 2 , and B 3 are constants of integration, and the integrals I i are defined as
In order to solve the energy conservation equation (35), we need to express m (2) and H (2) in terms of temperature. Recalling that
s , we solve (32) and (34) for H (2) . In order for H (2) to be matched to the outer solution, we set the constant multiplying the exponentially growing term to zero, which leads to
, we obtain dY (2) s /dn + dT (2) s /dn = 0 which can be substituted in the curvature expansion of the third jump condition (9) to obtain m
s /dn. Taking into account that planar adiabatic flame temperature is given by T (0)
The left hand side of (35) contains m (2) , which can be expressed as an explicit function of coordinate n. In order to do that, we integrate (32) using P =
, where T (0) is given by (29) , and keeping in mind that
Now equation (35) can be rewritten as a linear ODE with known functions given by (36) and (37) on the right hand side:
We are interested in the solution to this equation at n = 0, since our purpose is to determine temperature correction T (2) (0). We find the general form of the solution to the above linear differential equation by a variational method [26] and evaluate the solution at n = 0. The general solution is given by
with functions C 1 and C 2 determined from equations
Differentiating (39) and using the boundary condition
s , we arrive at the following expression for the derivative at the surface
In order to determine the value of C 2 (0) we integrate the second expression in (41). The constant of integration must be set to zero to prevent the exponential growth of T (2) as n → ∞:
and
αn is a hypergeometric function, while H (2) is defined by (36). At this point we recall that the mass and heat fluxes at order κ must be matched to those on the solid-propellant side to satisfy the jump conditions given by (9) . Rewritten for the gas-phase scales, (20) and (24) become
Here, as before, 
Having obtained the surface temperature correction, we can use (46) to derive an explicit form of the mass flux with curvature correction:
Therefore, the curvature correction to the regression rate of a weakly-curved EM deflagration front can be determined as follows. First, for given material properties, ambient pressure, and fresh mixture temperature T 0 , the planar values of the mass flux and surface temperature are evaluated by solving (30)- (31) . Next, for a given value of curvature κ, the surface temperature correction
is calculated using (47). Finally, the mass flux is obtained through (48).
QUASISTEADY THEORY RESULTS
Verification of Solid Phase Asymptotics
To verify the above analysis, we solve the governing equations numerically and compare the asymptotic theory results with the numerical solutions in a simplified geometry. To estimate the accuracy of equation (22), we solve the heat equation in the solid phase of the burning spherical particle, or infinite cylinder, to find the burning rate as function of surface temperature.
We assume a quasi-steady burning regime, which sets the radius of the particle R to be constant. The spherical system of coordinates is set with the origin r = 0 at the center of the particle. The heat conservation equation for the incompressible conducting solid is written for the shifted coordinate n = r − R, so that n = 0 at the surface of the particle:
The third boundary condition in (50) reflects the assumption that the radius of the particle is much larger than the thermal penetration length. Parameter a is set equal to 1 in cylindrical geometry and to 2 in spherical geometry. An iterative procedure finds the solution to (49) that satisfies boundary conditions (50), as well as the condition that the fuel has reacted completely as it leaves the solid phase domain. The surface temperature along with the fresh fuel temperature is preset, and the first guess for the mass flux is calculated using (22) . One iterates on the temperature gradient at the interface until the boundary condition on temperature of the fresh fuel is satisfied. When this inner iteration loop is complete, the reaction source term is integrated over the entire computational domain using the obtained temperature profile to check if the complete reaction condition is satisfied. If not, a new guess for the mass flux is made. Hence, the outer iteration loop is on the mass flux, and the inner iteration loop is on the temperature gradient at the interface. Once iterations converge, one obtains the temperature profile that satisfies the heat equation with prescribed boundary conditions, as well as the condition of complete reaction.
The results of the simulation are compared to asymptotic formula (22) for HMX with T 0 = 298 K and T s = 750 K in Fig. 2 (the material properties used for HMX in all the calculations presented in this paper can be found in Table 5 .1). The curvature is negative for a particle, while positive curvature corresponds to a case when solid propellant surrounds a void, with the gaseous products of deflagration being removed from the center of the void (this last case is taken purely for purposes of the test, and can be viewed as a rough quasisteady model for the combustion inside a large cavity with the radius much larger than the characteristic combustion-zone length). The planar regression rate value (at zero curvature) is in fair agreement with experimental data [27] Negative curvature corresponds to a burning particle/cylinder, while positive curvature corresponds to burning of a solid EM surrounding a cavity.
. As we expected, the line that is given by (22) is an asymptote to the ODE solution near zero curvature. For the values of T s and T 0 that are picked for this calculation, the preheat length l * =λ s /(C pms ) is equal to 31.9 µm. As the ratio of particle radius to preheat length becomes smaller, the ODE solution departs from the asymptote.
Verification of Burning Rate Curvature Correction Asymptotics
In the preceding section we have validated the asymptotic formula (22) , and now we will apply it to solving the coupled solid-gas problem. To evaluate the accuracy of the asymptotic results, we solve the coupled problem of the particle deflagration numerically and obtain the mass flux as a function of particle radius, which is then compared with the result obtained from (47) and (48). To calculate the curvature corrections, we first obtain the baseline value of the mass flux at the interface and the surface temperature from the solution of the planar problem. Such baseline value can be obtained in a number of ways, including the numerical solution of the planar deflagration problem or the method of matched asymptotics. We are going to employ the model presented in [11] , where the solution of one-dimensional deflagration problem is reduced, in the limit of the small activation energy in the gas and high activation energy in the solid phase, to a set of algebraic equations. Following [11] , we solve (30)-(31) to define baseline values for surface temperature and mass flux. Once base values are determined, we use (47) and (48) to determine the corrected values.
In the gas-phase, we numerically solve the problem formulated below. By rewriting the heat and species conservation equations subject to boundary conditions T (0) = T s , T (∞) = T ∞ , Y (∞) = 0 in spherical geometry for a special case of the unity Lewis number, we can employ the Shvab-Zel'dovich variables formulation, which gives the solution
where T a is restricted by the boundary condition
In this formulation, the heat equation is expressed in terms of temperature only.
In the limit of a small activation energy, the heat equation becomes
(53) This equation has to be solved subject to boundary conditions T (0) = T s , T (∞) = T ∞ . Here n is the distance from the particle surface, R is the particle radius, m s is the mass flux per unit area at the surface, and D is the Damkohler number.
The solution of the coupled solid-gas equation is obtained by iteration. In the solid phase, we solve (49). First an initial guess for surface temperature is made and iterations on the solid thermal structure are performed according to the scheme described previously. Next (53) is integrated with boundary conditions on surface temperature and mass flux obtained as a result of the 
solid-phase iterations. The heat fluxes on both sides of the interface are then compared and the outer iteration loop is repeated by adjusting the surface temperature until the heat flux is continuous across the interface. Figure 3 presents the result of asymptotics validation test for a material with properties modeled after HMX. The ambient pressure value is taken to be equal to 10 atm. The burn rate calculated by curvature asymptotics is compared to the burn rate calculated by solving coupled governing equations. The planar regression rate value was obtained numerically and kept the same for both calculations. For small values of curvature the results are almost identical, while as the curvature becomes larger, the asymptotic value becomes less accurate.
UNSTEADY DEFLAGRATION
Formulation
To complete our quasi-steady model study, we show that the quasi-steady approach is indeed appropriate for the mass-flux eigenvalue calculation. This additional verification step involves numerically solving a full set of the unsteady equations describing deflagration of a spherical EM particle and comparing the results with those obtained within the framework of the quasi-steady theory.
A numerical procedure for representing the motion of the interface has to be identified to solve the unsteady problem. A relatively simple approach that can produce an explicit regression rate formula is to represent the chemical reaction in the solid phase by a jump in the heat flux across the material interface. In [16] , such an approach was used together with the pyrolysis law to define the regression rate of a burning propellant surface. Unfortunately, we may not use such an approach. Given our modeling assumptions we must resolve a thin reaction layer in the solid phase and obtain the burning rate as an eigenvalue. Also, since the pyrolysis law does not reflect the curvature dependence of the regression rate, prescribing the regression rate law as in [16] would undermine the purpose of the numerical experiment. To achieve our modeling goal we follow [28] and introduce an additional reactant conservation equation in the solid phase. The imposition of an additional boundary condition of full reactant consumption at the interface allows us to determine the interface regression velocity.
The governing equations are written in the frame attached to the regressing surface. The choice of frame of reference attached to the interface over the laboratory frame of reference was the result of an extensive study of algorithms currently used for simulating problems that involve moving material interfaces and is discussed in Appendix 9. In the gas phase, we solve
In the solid phase,
In the analysis part of the paper, we used different scaling in the gas and solid phase for clarity of representation, and kept track of this difference while applying the boundary conditions at the interface. In the numerical simulation, the scaling is based on the gas phase characteristic values for both gas and solid phases, so that gas phase equations take conventional scaled form, while certain terms in the solid phase governing equations pick up additional dimensionless multipliers defined as
The connection conditions require that mass, momentum and energy be conserved across the interface, the net flux of gas phase reactant at the interface is equal to unity and all the condensed phase reactant is consumed by the time material particles reach the interface:
In spherical geometry, when ambient temperature is not equal to the adiabatic flame temperature, there exists an additional length scale that we need to : Burn rate as function of particle radius calculated in the unsteady simulation of particle deflagration (solid line) compared with those calculated in quasi-steady regime.
consider: the thermal relaxation scale which is generally much larger than the reaction scale in the gas phase. To resolve both relatively short reaction scale and long conduction scale, we introduce a coordinate transformation (n → y) such that for n > 0 , y = log(1 + n) ; for n < 0 , y = − log(1 − n) .
The coupled solid-gas system of equations is solved using a semi-implicit finite difference method suggested in [29] . The scheme uses second order central differences on a staggered grid, with a predictor-corrector time update. At t = 0, a steady state solution is used as the initial condition. Next the connection conditions at the interface are applied to determine surface temperature T s and regression velocity D. The predictor step is made and T s , D are updated from predicted field variables. Then the corrector step follows. The above sequence is repeated until simulation end time is reached. Accuracy of current scheme was verified as second order globally and first order at the interface.
Results of the simulation are presented on Fig. 4 . An HMX particle with initial diameter of 2 × 10 −3 m is burnt in an inert atmosphere with the ambient pressure equal to 20 atm. The planar steady deflagration profiles are given as initial conditions. After the initial transient, a new quasi-steady burning regime is attained, and the burning rate is tracked as a function of the particle radius R. The final particle size is size is 2 × 10 −4 m, which is still larger than the preheat length for the given ambient pressure value. The experiment is then repeated for a set of fixed particle radii, to obtain the quasi-steady regression rate as a function of the particle radius. When the values of the regression rate from unsteady experiment are compared to those in the quasi-steady framework, a satisfactory agreement is observed.
CONCLUSIONS
In the limit of small curvature, we derived a set of conservation equations with a curvature correction for deflagration of a solid homogeneous EM. By using the method of matched asymptotics we obtained the mass flux across a curved burning surface as the solid phase heat equation eigenvalue.
The coupled set of governing equations for gas and solid phases was solved to reveal an explicit form of the first curvature corrections for the mass flux at the surface and the surface temperature, as functions of the boundary conditions and material parameters.
These results were compared with numerical solution of the corresponding test problems. The comparison revealed good agreement for the values of curvature and boundary conditions that preserve the assumption of curvature smallness relative to the inverse preheat zone thickness. We conclude that the question posed in the introduction section of this paper, whether the curvature correction is significant or not, has a positive answer: yes, it can be significant. At certain values of the ambient pressure and curvature, such correction can be as large as 10% and more. As an illustration, we studied the deflagration of a sphere in an inert atmosphere under the assumptions of the current model.
Finally, we performed a check of the quasi-steady assumption that was used to model EM deflagration, by comparing the results obtained under that assumption with those obtained from the fully-coupled unsteady simulation of a spherical particle deflagration. The comparison revealed that the quasi-steady models can indeed accurately predict the burn rates of the solid propellant as long as the premise of the curvature smallness is held.
Application of the current asymptotic result to the existing solid propellant deflagration models is straightforward. Immediate benefit can be obtained from application of this result to large scale multi-dimensional solid-propellant deflagration simulations. Derivation of the curvature correction does not require any particular way of determining the baseline planar values of surface temperature and mass flux. Therefore, any methods currently used in existing models (such as pressure power law, pyrolysis, etc.) can be preserved without any modification. The curvature correction can be calculated post facto and used to modify the planar value.
Future studies of the influence of curvature effects on flame stability are warranted. Also, a more comprehensive model of the solid phase needs to be investigated in order to evaluate the combined effects of curvature and thermoelasticity.
7 Governing equations in Betrand-intrinsic coordinates.
The presentation of Betrand-intrinsic coordinates formalism in this Appendix closely follows that in [4] . The coordinate transformation between the laboratory frame of reference and the intrinsic coordinates frame of reference is defined as
with local orthogonality of the coordinate system indicated by Frenet formulae, which in two dimensions are
We define the normal component of the interface velocity as D n ≡ − (∂n/∂t) x , and instantaneous surface stretch as B ≡ (∂ξ/∂t) x , evaluated at n = 0. Then, the time derivatives in the two frames of reference are related by
Now we can calculate the following useful vector algebra identities in the intrinsic coordinates
These identities are used to rewrite the combustion approximation equations as follows. The continuity equation becomes
The momentum equation in n is recast as
Momentum in ξ:
Energy:
Species:
Analogously, we rewrite the solid phase energy conservation equation:
8 Formal expansion in powers of curvature.
The reduced governing equations presented in Appendix 7 are valid in the asymptotic sense close to the interface, where n = O(1). We also require that the dimensionless surface curvature be small. We take a small parameter 2 to be a measure of magnitude of the curvature, so that κ = 2κ , where 0 < << 1 andκ = O(1). Variation of the flow structure in the transverse direction is assumed to be weak, and is characterized by transverse scaled variable ζ = ξ = O(1). The interface velocity scales as D = O(1), and the interface stretch has the magnitude B = O( ).
Based on these assumptions, we are looking for asymptotic expansions of the dependent variables in the following form:
n + . . . , For the solid phase, at O(1):
At O( 2 ):
s .
Moving interface algorithms
There are conceptual advantages to using the laboratory frame of reference when solving problems with coupled interfaces, specifically if one considers the interface tracking that allows representation of arbitrary multi-dimensional shapes and surfaces. Moreover, an interface tracking algorithm, in combination with the level set method, has been implemented recently for multimaterial simulation of heterogeneous solid propellant deflagration [16] . We have attempted to implement interface tracking for one-dimensional deflagration model (54-60) rewritten in the laboratory frame, where the interface position at each time step was computed based on regression rate velocity at previous time steps. It was observed that, regardless of the discretization algorithm, the values of field variables oscillate near the interface as it moves between grid points, with a period of oscillation equal to time needed to traverse one grid cell. Similar to what is reported in [16] , we found that the oscillations diminish with increased spatial resolution (Fig. 5) . Figure 6 : Burn rate of an HMX particle with initial radius of 10 −3 m at 20 atm as a function of particle radius. The results by two algorithms are shown: the highly oscillatory profile from the simulation with interface tracking, and the lower, non-oscillatory profile from the simulation in a frame of reference attached to the solid-gas interface.
Even though the amplitude of oscillation of some field variables (such as temperature) can be reduced significantly at the cost of higher spatial resolution, the amplitude of interface velocity oscillations remains quite large. For planar deflagration of HMX at 20 atm (Figure 5 ), the interface temperature oscillations within only 0.15% of the steady-state value produce oscillations in mass flux across the interface with the amplitude of around 17% of the steady-state value. The reason for such sensitive behavior is clear since the activation energy of the solid phase chemical reaction is often high, which means that even a small change in the surface temperature leads to a significant change in the reaction rate and hence in the interface velocity.
A fully coupled deflagration problem was simulated in planar and spherical geometry in both laboratory frame system of coordinates with interface tracking, and in a system of coordinates attached to the moving deflagration front, when the grid is moving in the laboratory frame together with the interface. A comparison of interface temperature evolution in time for burning in spherical geometry showed that, even though moving interface algorithm produces qualitatively correct results (Fig. 6 ) -as the radius of particle decreases, the surface temperature is increased -the rate at which such increase occurs is different from that obtained by a more accurate algorithm that solves governing equations in a system of coordinates travelling with the interface.
A study of interface-tracking algorithms and the inherent oscillations near the solid-gas interface that such algorithms produce was performed. It was concluded, based on the existing reports and studies of such oscillations [16, 30, 31] and our experience, that interface-tracking algorithms on the fixed grid are suitable for modeling the EM deflagration when it is possible to reduce the amplitude of surface velocity oscillations by simple grid refinement, without exceeding the limits of computability of the problem at hand. In case when the mass flux, or the regression rate depends on the high activation energy kinetics in the solid phase, the value of the mass flux is highly sensitive to even relatively small oscillations of the surface temperature. If one's goal is to capture curvature correction effects by evaluating a relatively small changes in mass flux and surface temperature related to curvature, a systematic error that may well be of the same order of magnitude as the effects of interest is not acceptable. Therefore we restricted our formulation to coordinates attached to the interface to obtain the desired accuracy, and recommend that the use of interface tracking methods on the fixed grid be avoided, unless an effective oscillation-suppressing algorithm is available.
