Patterns of synaptic connections in the visual system are remarkably precise. These connections dictate the receptive field properties of individual visual neurons and ultimately determine the quality of visual perception. Spontaneous neural activity is necessary for the development of various receptive field properties and visual feature maps. In recent years, attention has shifted to understanding the mechanisms by which spontaneous activity in the developing retina, lateral geniculate nucleus, and visual cortex instruct the axonal and dendritic refinements that give rise to orderly connections in the visual system. Axon guidance cues and a growing list of other molecules, including immune system factors, have also recently been implicated in visual circuit wiring. A major goal now is to determine how these molecules cooperate with spontaneous and visually evoked activity to give rise to the circuits underlying precise receptive field tuning and orderly visual maps.
INTRODUCTION
The wiring diagram of the vertebrate visual system is remarkably precise. Throughout the visual pathway, neurons are tuned to respond to specific features of the visual scene by virtue of the types and patterns of synaptic connections they receive. Moreover, visual connections are arranged into regular feature maps such as retinotopic maps, eye-specific layers, ocular dominance columns, orientation maps, and direction preference maps. Visual receptive fields and feature maps develop through a refinement process in which imprecise connections are weakened and eliminated and correctly targeted connections are strengthened and maintained (Katz & Shatz 1996) . Much of this refinement is well underway or even completed before vision begins (Chapman et al. 1996 , Chapman & Stryker 1993 , Godement et al. 1984 , Horton & Hocking 1996 , Linden et al. 1981 , Rakic 1976 ). Some visual circuit connections require vision to be maintained (White et al. 2001) , whereas others are refractory to disruptions in visual experience (Wiesel & Hubel 1963a) . Still others form only after eye-opening and require normal visual experience in order to develop in the first place (Li et al. 2006) . Here, we review recent findings on mammalian visual circuit development. As a general framework for thinking about this process, we first review the sorts of activity-based and molecular-based cues that, in theory, are sufficient to instruct development of precise visual circuits. Second, we review what is currently known about the role of these cues in the development of particular types of receptive field properties and visual feature maps.
MECHANISMS TO INSTRUCT VISUAL CIRCUIT DEVELOPMENT
How do precise visual connections form? More than 40 years ago, Roger Sperry (1963) put forth the chemoaffinity hypothesis, the idea that molecular cues guide the formation of orderly connections between the eye and the brain (Sperry 1963) . Around the same time, David Hubel and Torsten Wiesel discovered the importance of early visual experience for plasticity of visual circuits (Wiesel & Hubel 1963a , 1965a . Sperry, Hubel, and Wiesel all noted the remarkable degree of anatomical and functional precision that is present in the visual pathway before the onset of vision, and they concluded that the wiring of the visual system relies on "innate cues" (Sperry 1963 , Wiesel & Hubel 1963b . Modern methods have further demonstrated the high degree of functional and anatomical precision that is attained in mammalian visual circuits, even before vision is possible. Retinotopic maps in the superior colliculus (SC) (Chalupa & Snider 1998 , King et al. 1998 , lateral geniculate nucleus (LGN) ( Jeffery 1985 
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Figure 1
Timing of the development of each of the major visual circuit properties in ferret and mouse (shown as bars with light blue gradients). Orange bars indicate ionotropic glutamate receptor-mediated retinal waves. Turquoise bars indicate nicotinic acetylcholine receptor-mediated retinal waves. Blue bars (stage I waves) indicate cholinergic and gap-junction-mediated activity. Gray column indicates the approximate age for eye opening in each species. Black icons within the "visually-evoked activity" yellow bar indicates the period in which vision occurs through naturally closed eye lids. White icons indicate vision through open eyelids. Asterisks in the two bars labeled "ODCs" indicate that two different time frames have been reported for ODC development in ferrets (early development of ODCs, Crowley & Katz 2000 ; later development of ODCs, Ruthazer et al. 1999 ) and which report is accurate remains controversial owing to technical limitations of the tracing techniques used in both studies (see main text). Note that ODCs, orientation maps, and direction maps are not listed for the mouse because mice lack these anatomical features, although single cells in mouse V1 do exhibit responses tuned according to these stimulus features. The timing of the emergence of these physiological features in the mouse has not yet been reported.
eye-specific inputs to the LGN (Godement et al. 1984 , Linden et al. 1981 , Rakic 1976 , Shatz 1983 ) and ocular dominance columns in V1 , Horton & Hocking 1996 , all develop before photoreceptors can transduce light (Figure 1) . Orientationselective circuits in V1 (Chapman et al. 1996 , Chapman & Stryker 1993 , Issa et al. 1999 , White et al. 2001 ) also begin to form before visual experience begins (Figure 1) . The fact that such a high degree of wiring precision is achieved prior to the onset of visual experience implies that activity-independent cues such as axon guidance molecules establish the basic blueprint of visual circuit connections, and then visual experience subsequently modifies 
Retinal ganglion cells (RGCs): the neurons that project out of the eye to subcortical visual areas in the brain
Ferret: a carnivore species with a visual system similar to that of the cat, but it is born earlier, when visual circuits are still very immature these connections during the "critical period" (reviewed in Hensch 2004 ). However, studies over the past two decades reveal that neurons in the developing visual system are spontaneously active long before the critical period and, indeed, even before photoreceptors become capable of responding to light (Galli & Maffei 1988 , Maffei & Galli-Resta 1990 . The spontaneous activity patterns present in the developing visual pathway are highly structured; retinotopic information, on-center vs. off-center receptive field information, and eye-specific information can all be found encoded in the patterns of spontaneous firing of retinal, LGN, and cortical neurons (Chiu & Weliky 2001 , 2002 Feller 1999; Weliky & Katz 1999; Wong 1999) . Once the visual system becomes capable of responding to light, sensory-evoked activity then stabilizes some of these nascent visual connections (Chapman et al. 1996 , Chapman & Stryker 1993 , Issa et al. 1999 , White et al. 2001 , refines them further (Tian & Copenhagen 2003) , or induces additional circuit properties (Li et al. 2006) . Some species also progress through an intermediate stage before eye-opening during which both spontaneous activity and vision through naturally closed eyelids coexist (Demas et al. 2003 , Krug et al. 2001 and together drive refinement of visual connections (Akerman et al. 2002 , Tian & Copenhagen 2003 , White et al. 2001 ).
Here we review the types and patterns of spontaneous and visually evoked activity that can impact developing visual connections. We then discuss the role of molecules, such as axon guidance cues and cell adhesion molecules, in visual circuit development. For clarity, we present activity and molecular cues separately, but the reader should note that whether activity and guidance molecules are in fact independent of one another must be established on a case-bycase basis, especially in light of recent findings that guidance molecules can be modulated by altering patterns of spontaneous neural activity (Hanson & Landmesser 2004 , Ming et al. 2001 and that guidance molecules can impact neural activity patterns as well (Bouzioukh et al. 2006 , Sahay et al. 2005 ). In the second part of this review we consider how neural activity and axon guidance molecules contribute to the development of specific types of visual receptive fields and orderly feature maps.
Neural Activity
Spontaneous retinal waves. Prior to the onset of visual experience, the developing vertebrate retina spontaneously generates retinal waves. During a wave, retinal ganglion cells (RGCs) spontaneously fire correlated bursts of action potentials that propagate across the retina. Waves initiate from random locations in the retina and propagate over spatially restricted domains such that over time the whole retina is tiled by locally correlated activity (Feller et al. 1996 (Feller et al. , 1997 . Retinal waves have been found in chickens, turtles, mice, ferrets, and monkeys (Warland et al. 2006 , Wong 1999 . In some species, such as primates, waves occur only prenatally, whereas in other species, such as mice and ferrets, they occur both prenatally and postnatally. In mammals, retinal waves begin prior to when photoreceptors are capable of transducing light, and they disappear around the time of eye-opening, regardless of whether visual experience is prevented or not (Demas et al. 2003) . The circuits that mediate retinal waves have been divided into three stages that are remarkably similar across species (Firth et al. 2005 , Sernagor et al. 2001 , Wong 1999 . The waves that occur at each stage have somewhat different properties such as wave front velocities, domain sizes, and frequencies; thus the waves particular to each stage are positioned to instruct the development of particular types or aspects of visual circuit development.
Stage I waves emerge before birth (Bansal et al. 2000 , Syed et al. 2004 (Figure 1) . Gap junction blockers can inhibit stage I retinal waves in rabbit (Syed et al. 2004) , whereas blocking nicotinic acetylcholine receptor (nAChR) inhibits some but not all of these early waves in mice (Bansal et al. 2000) . Stage I waves are relatively infrequent, occurring every ∼90-120 s.
Stage II waves emerge around the time of birth in mice and ferrets (Bansal et al. 2000 , Syed et al. 2004 . Stage II waves then last the first 1-2 postnatal weeks, coincident with retinotopic and eye-specific refinement (Figure 1) . Stage II waves are driven by ACh released from starburst amacrine cells (Feller et al. 1996 . Acute application of nAChR antagonists blocks Stage II retinal waves (for reviews, see Firth et al. 2005 , Zhou 1998 ). Stage II waves occur relatively infrequently (every 1-2 min) and propagate with an average wave-front velocity ranging from 100 to 300 microns/s, varying with species (Bansal et al. 2000 , Feller et al. 1996 . The propagating and restricted domain size of stage II waves allows them to relay information about the retinotopic relationship of RGCs to brain targets in an activity-dependent manner (Butts 2002) . Also, because stage II waves are relatively infrequent, there is a low probability that RGCs residing at retinotopically similar positions in the two eyes will fire simultaneously. Thus, stage II waves also relay information identifying from which eye a given RGC axon originates to retinorecipient targets in the brain (Eglen 1999 , Butts et al. 2007 ).
Mice lacking β2-subunits of neuronal nAChRs (β2nAChR −/− ) do not exhibit stage II retinal waves (Bansal et al. 2000 , MuirRobinson et al. 2002 RGCs remain active in the β2nAChR −/− mouse, but rather than firing in correlated fashion, the RGCs in these mutants exhibit spontaneous spiking activity that is not correlated among neighboring RGCs and there is no propagating activity (Bansal et al. 2000 , Muir-Robinson et al. 2002 . Remarkably, waves at other developmental stages (I and III) are unaffected in the β2nAChR −/− mouse. The β2nAChR
mouse is thus an important animal model for studying the role of stage II waves in visual circuit development. Similarly, the cholinergic agonist epibatidine blocks stage II waves by desensitizing nAChRs (Penn et al. 1998 (Bansal et al. 2000 , Wong et al. 2000 , Zhou & Zhao 2000 (Figure 1) . Stage III waves persist until around the time of eye-opening (Bansal et al. 2000 , Demas et al. 2003 , Syed et al. 2004 , Wong et al. 1993 . During stage III waves, activity still propagtes across the retina, but as it does so, it causes RGC firing to become more correlated among RGCs of the same sign (On-On or Off-Off) than it does between RGCs of the opposite sign (On vs. Off), in part because Off-RGCs manifest a higher frequency of burst firing than On-RGCs (Myhr et al. 2001 , Wong & Oakley 1996 . Thus, On vs. Off information is encoded in stage III waves and is relayed to central brain targets as differences in the temporal pattern of spiking and mean firing rate across these two RGC populations. Other types of functionally distinct RGCs, such as alpha, beta, and gamma RGCs, also exhibit differences in their spontaneous firing patterns during stage III waves , and these differences may contribute to the wiring of their distinct patterns of connectivity.
Spontaneous activity in the lateral geniculate nucleus. A few landmark studies used in vitro explants to confirm that the RGC spiking evoked during waves induces LGN neuron spiking (Mooney et al. 1996) and that such synaptic transmission can influence plasticity at developing retinogeniculate synapses (Mooney et al. 1996) , two requisite features for wavebased activity-dependent models of visual circuit refinement (Butts 2002 , Butts et al. 2007 , Katz & Shatz 1996 . Aside from these studies, however, virtually all our knowledge about spontaneous activity patterns in the developing LGN comes from experiments in which LGN activity was recorded with chronically implanted multi-electrodes in nonanesthetized ferret pups (Weliky & Katz 1999) . These studies revealed that spontaneous activity is more correlated among neurons in same-eye Long-range correlated activity (LCA): A pattern of spontaneous activity whereby groups of neurons that are separated from each other by ∼1 mm fire synchronously (contralateral or ipsilateral) layers of the LGN than among neurons in opposite eye (contralateral vs. ipsilateral) layers. They also revealed higher correlations among neurons in same-sign (On or Off) sublaminae of the LGN than among neurons situated in opposite sign (On vs. Off) sublaminae. The youngest animals that Weliky and Katz were able to record from were ∼P24, which is about one week before eye-opening in this species and coincides with stage III glutamate-mediated retinal waves (Figure 1) . Indeed, spontaneous correlated neuron firing in the developing LGN was strongly enhanced by input from the contralateral retina and the ipsilateral visual cortex. Thus, the developing LGN is capable of intrinsically generating spontaneous correlated activity that is eye specific and On-vs. Off-center specific. Activity from the retina and the cortex further strengthens these eye-specific and On/Off correlations.
Spontaneous activity in visual cortex.
A few research groups have recorded spontaneous activity in the developing visual cortex of intact, nonanesthetized animals at stages prior to the onset of visual experience. Fiber optic recordings of calcium-sensitive dyes revealed the presence of propagating calcium waves in the cortex of newborn mice (Adelsberger et al. 2005) . Other groups have recorded spindle burst oscillations in V1 of unanesthetized newborn rodents. From birth until ∼P10, these spindle bursts are triggered by stage II retinal waves in the contralateral eye. After P10 they are triggered by light stimulation of the contralateral eye (Hanganu et al. 2006) . The specific role of spindle bursts in visual circuit wiring remains unknown.
Does spontaneous activity in V1 contribute to visual circuit refinement? Multisite electrode recordings from the visual cortex of P22-P28 ferrets revealed patches of V1 neurons that spontaneously exhibit synchronous firing. These patches were separated by ∼1 mm and resembled ferret ocular dominance columns (ODCs). This long-range correlated activity (LCA) (Chiu & Weliky 2001 ) is intrinsic to the cortex because it persists despite LGN activity blockade, but it is modulated by subcortical inputs. A subsequent study combined light stimulation of the retina and multisite recordings from V1 to show that LCA domains are associated with ODCs (Chiu & Weliky 2002) . However, LCA was also observed in large monocular portions of V1 that do not have ODCs. Thus LCA in developing V1 is generated by circuits intrinsic to V1 and is modified by eye-specific connections from the retina via the LGN.
Collectively, the above-described studies demonstrate that patterns of spontaneous activity generated within the developing retina, LGN, and V1 are highly structured and that, by virtue of nascent connections within and between these visual areas, the overall strength of eye-specific and On/Off correlations is enhanced. This arrangement suggests a hierarchical organization whereby increasingly specific information is encoded in the patterns of spontaneous activity as the visual pathway matures and visual experience begins.
Early patterns of visually driven activity. Vision begins at birth in species born with their eyes open, and it begins several days to weeks after birth in species born with their eyes closed such as mice, ferrets, and cats. It is tempting to assume that the statistical properties of the visual scene reliably predict the activity patterns in the developing visual pathway from the onset of vision, and that those activity patterns contribute to visual receptive field development. However, very few studies have examined what sorts of visually driven activity patterns are actually present in the visual pathway at the earliest stages of vision. Moreover, in mice and ferrets, visual experience begins before eye-opening through naturally closed eye lids (Krug et al. 2001 ) at a time when stage III spontaneous retinal waves and correlated LGN and V1 activity are also occuring (Figure 1) . Although dark-rearing before eyeopening disrupts some aspects of visual circuit refinement (Akerman et al. 2002 , White et al. 2001 , determining what activity patterns are present in the visual pathway at these stages requires that the investigators record activity from awake unanaesthetized animals (so as not to eliminate spontaneous activity) while the animals view natural scenes through closed eyelids (to recapitulate normal experience).
LGN recordings under these conditions have recently been carried out in postnatal ferrets (Ohshiro & Weliky 2006) . These experiments revealed that the correlations among like sign (On-or Off-center) LGN neurons generated by spontaneous activity closely match the correlations generated by the animal viewing natural scenes. Thus, spontaneous and visually generated neural activity patterns could sharpen or induce receptive fields in the visual pathway, even before eye-opening.
Molecular Guidance Cues
Molecules such as axon guidance cues (Goodman & Shatz 1993 ) and cell adhesion molecules (Sanes & Yamagata 1999 , Yamagata et al. 2002 that are traditionally thought of as activity independent can induce a considerable degree of wiring precision in the developing visual pathway. Indeed, the development of virtually all the visual circuit properties we discuss below could, in theory, involve molecular guidance cues. Although we do not focus extensively on the mechanisms by which these guidance cues function, several excellent reviews on this topic are cited as further reading. We now consider the types of visual circuit wiring that molecular guidance cues can induce.
Graded expression of axon guidance cues. Sperry (1963) first hypothesized that graded expression of molecules in inputs and targets regulates visual map development. Considerable evidence now demonstrates that gradients of the ephrin/Eph family of axon guidance cues are key to the development of topographic maps not only in the visual system, but also in many other sensory systems (reviewed in Flanagan 2006 (Figure 2a ). Quantitative models demonstrate how graded expression of Ephs in the retina and ephrin ligands in the target instructs mapping
, although, as we discuss below, such models also need to incorporate activity-dependent synaptic refinements to fully explain map development as it occurs in vivo.
Graded expression of ephrins can also induce binary axon guidance decisions (Dufour et al. 2003 , Huberman et al. 2005b ). This sort of pathfinding is well-suited to segregate many of the highly specialized functionally visual processing streams (motion, form, color, etc.) from one another along fiber pathways and within target structures (Callaway 2005) .
Layer specific adhesion molecules. One hallmark feature of the visual system is layerspecific connectivity. In the retina, SC, LGN, and visual cortex, functionally distinct visual pathways arise through layer-specific axonal and dendritic connections. A few molecules have been identified that regulate layer-specific connectivity in the retina, such as sidekicks and DSCAMS (Yamagata et al. 2002 , Yamagata & Sanes 2008 (Figure 2b ). Also N-cadherin, in collaboration with neural activity, regulates layer specificity of geniculo-cortical projections (Poskanzer et al. 2003 , Uesaka et al. 2007 , Yamamoto et al. 2000 (Figure 2b) . No one has yet reported regarding the molecules that mediate layer-specific targeting of functionally defined visual processing streams, although such cues have been proposed to exist (Meissirel et al. 1997; Kawasaki et al. 2004 ).
Axon-axon recognition molecules. One way to ensure selective wiring of axons or dendrites arising from one functional subclass of visual neurons (say, for example, On-center or motion-sensitive RGCs) is to have those cells express adhesion molecules that keep them bound together along the fiber tracts and/or within their targets (Figure 2c) . Indeed, axons arising from RGCs in retinotopically similar locations in the retina establish retinotopic order within the optic tract prior to target innervation (reviewed in Plas et al. 2005) ) (e.g., Yamagata et al. 2002) . Similarly, the expression of adhesion molecules in neurons within one structure (shown in blue; schematic of the mouse LGN) and within the specific layer of their targets to which they project (also shown in blue; schematic of cortex) can induce highly specific patterns of connectivity (e.g., Poskanzer et al. 2003) . (c) Adhesive cues expressed among axons arising from a common cell type (schematized here as red, green or yellow) can segregate these axons into distinct fiber tracts and/or portions of fiber tracts, which can then lead to segregation of their axons within the final target (reviewed in Chen & Flanagan 2006 , Mombaerts 2006 . (d ) Different adhesion cues expressed at different sites along the dendritic arbor of an individual postsynaptic neuron can segregate synaptic inputs arising from different cells/sources at the subcellular level (e.g., Ango et al. 2004 ) and thereby impact the receptive field properties of the postsynaptic neuron (e.g., Sherman 2004) .
from one another along fiber pathways (Reese 1987 , Reese & Cowey 1988 and segregate into different layers within their targets (Sur & Sherman 1982) . The molecules that regulate axon-axon recognition and segregation in the mammalian visual system have not been identified, but one such molecule-heparin sulfatecan control axon-axon segregation of retinotopically distinct RGCs in the optic tract of zebrafish . Neural activity may also regulate axon-axon recognition and targeting, but purely activity-dependent models cannot explain why, for instance eye-specific layers or On-center versus Off-center sublaminae always form in the same stereotyped locations in their target (Stryker & Zahs 1983 ). Therefore, a molecular or other activity-independent mechanism, such as variation in ingrowth timing (Walsh & Guillery 1985) , must ensure this feature. In this context, axon sorting on the basis of molecular guidance cues is a well-established phenomenon in developing olfactory circuits, but neural activity also contributes to axon sorting in that system (Chen & Flanagan 2006 , Mombaerts 2006 , Yu et al. 2004 ).
Subcellular recognition molecules.
The specific receptive field properties of a given visual neuron arise by virtue of the type, number, strength, and location of synaptic inputs onto that cell (Chapman et al. 1991 , Nelson et al. 1978 , Reid & Alonso 1995 , Sherman 2004 , Tavazoie & Reid 2000 . In recent years, studies have begun to explore the factors that regulate where particular inputs form synapses on a postsynaptic cell. Huang and coworkers have shown that the perisomatic innervation of pyramidal neurons by GABAergic parvalbumin neurons in the visual cortex occurs even in the complete absence of sensory experience ). The same group has also shown, however, that GABAergic signaling plays an important role in the emergence of perisomatic inhibition (Chattopadhyaya et al. 2007 ). Thus both restricted expression of cell adhesion molecules ) (Figure 2d ) and neural activity likely control the targeting of highly specific patterns of subcellular connectivity observed in the mature visual system. We now consider the role of neural activity and molecular cues in the development of connectivity underlying specific types of receptive field properties and visual feature maps.
DEVELOPMENT OF VISUAL MAPS AND RECEPTIVE FIELD PROPERTIES Retinotopic Mapping
Visual connections are organized to convey information about the position of stimuli in the visual field. Neighboring RGCs in the retina project to neighboring cells in the brain, thereby forming retinotopic maps of the visual field in the LGN and SC. Retinotopic mapping is also present in the pattern of projections from the LGN to V1. Numerous studies have shown that retinotopic maps develop through a process of refinement; when RGC axons initially innervate the SC they overshoot their correct termination zone. A fine precision retinotopic map gradually emerges as RGCs arborize interstitial branches in the appropriate target location and the overshooting portion of the axon degenerates (Figure 3a and b) . Retinotopic refinement is completed prior to eye-opening and the onset of vision (Figure 1) . Two major forces instruct refinement of retinotopic maps: gradients of molecular cues and correlated neural activity (reviewed in . The ephrin family of axon guidance molecules organizes the overall layout of retinotopic maps. Gradients of ephrins and their receptors, Ephs, are expressed in the retina and its central visual targets (Flanagan 2006 . In mammals, EphA5 is expressed in a low nasal to high temporal gradient in RGCs, and the repellant ligands, ephrin-A2/A5, are expressed in low anterior to high posterior gradients in the SC (Feldheim et al. 1998 . Mutant mice lacking ephrin-A2/5 (ephrin-A2/5 −/− ) or EphA5 (EphA5 −/− ) show aberrant retinotopic mapping of the N-T retinal axis (visual field azimuth representation) in the SC and in the LGN (Feldheim et al. 2000 (Feldheim et al. , 2004 . If an anterograde tracer is focally injected at one location in the retina of a wildtype (wt) mouse, a single dense focus of RGC terminal arbors is seen in the retinotopically appropriate location in the SC and in the LGN. When such injections are made in mice lacking ephrin-A2 and ephrin-A5, however, multiple topographically incorrect RGC termination zones are observed, consistent with the loss of the repellent cues in the targets (Feldheim et al. 1998 (Feldheim et al. , 2000 Frisen et al. 1998; Pfeiffenberger et al. 2006) (Figure 3c) . Similarly, ectopic expression studies indicate that a gradient of EphA5 expression in the LGN and ephrin-A5 in the visual cortex controls retinotopic mapping of the N-T retina axis (visual field azimuth) in the geniculocortical projection (Cang et al. 2005a Schematic diagrams of (a) the mature retinotopic map in the SC, (b) the immature unrefined retinotopic map in the SC (and the expression of molecular cues that guide formation of retinotopic maps) (see . (c) Disruptions in retinotopic mapping in ephrin-A2/5 −/− or EphA5 −/− mice. Multiple dense termination zones are observed along the N-T axis of the target (Feldheim et al. 2000 (Feldheim et al. , 2004 . Waves denote that retinal waves are intact in these animals. (d ) Disruptions in retinotopic mapping in EphB2/3 −/− mice or in response to disrupting Wnt/ryk signaling; RGC terminals shift more medially (ryk disruption; dashed lines in target) (Schmitt et al. 2006) or shift more laterally (EphB2/3 knockout; solid lines) (Hindges et al. 2002) . Similar results are observed after disruption of BMPs (Chandrasekaran et al. 2005) . (e) The overall retinotopic map forms when stage II retinal waves are eliminated (because ephrin-A2/5 signaling is still intact), but RGC axons fail to form dense terminal arbors in their correct topopographic locations and are abnormally broad (McLaughlin et al. 2003 , Grubb et al. 2003 . ( f ) When stage II waves are prevented in ephrin-A2/5 −/− mice, N-T mapping of RGC projections is abolished (Pfeiffenberger et al. 2006 ). For all the manipulations shown here, the retino-SC projection is depicted. The same general defect pattern is observed in the LGN and V1, where ephrin-As and Bs and retinal waves regulate topographic map formation (see main text for details).
expressed in high-to-low gradients along the ventral-to-dorsal axis in the retina (Hindges et al. 2002) and optic tectum (Braisted et al. 1997) (Figure 3d ). EphB2 −/− and EphB3 −/− or kinase-inactive EphB2 mice exhibit D-V mapping errors in the SC (Hindges et al. 2002) , and disruption of Wnt signaling by dominantnegative ryk expression in the retina also alters D-V mapping but in the opposite direction of EphB2/3 −/− mice (Schmitt et al. 2006 ) (Figure 3d ). Thus the balance between Ephrin-B and Wnt/ryk signaling guides RGC axons to their correct medial-lateral termination zone in the SC/tectum (see review by Salinas & Zou 2008, in this volume) .
Computational models suggest that molecular cues alone cannot specify the precision of retinotopic mapping observed in vivo , Yates et al. 2004 and that the correlated firing of neighboring RGCs is necessary to enhance the precision of retinotopic mapping through Hebbian "fire together wire together" type mechanisms (Butts et al. 2007 , Yates et al. 2004 ). Such models predict that, in the absence of correlated RGC firing, ephrins will guide RGC axons to the correct locations in their targets, but the axons will fail to form dense terminations in those locations, effectively blurring the local visual field representation. Experimental evidence now supports this idea. Retinotopic refinement of RGC and LGN projections occurs during the same developmental period as stage II retinal waves (Figure 1) . In the β2nAChR −/− mouse or in mice that receive intraocular injections of epibatidine, stage II waves are abolished, and RGC axons project to the correct retinotopic location in the SC and LGN but therein form abnormally large, diffuse axonal arborizations (Grubb et al. 2003 , McLaughlin et al. 2003 , Pfeiffenberger et al. 2006 (Figure 3e) . As a result of these diffuse arbors, SC and LGN neurons exhibit larger-than-normal receptive fields in these animals (Chandrasekaran et al. 2005 , Grubb et al. 2003 , Mrsic-Flogel et al. 2005 . Likewise, epibatidine-treated and β2nAChR −/− mice also exhibit altered retinotopy in the geniculocortical pathway (Cang et al. 2005b) . Poorly refined retinotopic maps are also observed if the readout of correlated activity is prevented in target neurons by N-methyl-Daspartate (NMDA) receptor blockers (Huang & Pallas 2001 , Simon et al. 1992 . These findings strongly reinforce Hebbian activity-dependent models of retinotopic map refinement (Butts 2002) .
Rather than regulate each other, activity and ephrin-As act in parallel to control mapping of the nasal temporal retinal axis in visual targets. When β2nAChR −/− mice are crossed to ephrin-A2/5 −/− mice, mapping of the N-T axis is abolished (Cang et al. 2008 , Pfeiffenberger et al. 2006 (Figure 3f ). Correlated activity refines the retinotopic map predominantly along the N-T axis; mapping of the D-V axis is unaffected by loss of waves (Grubb et al. 2003; Pfeiffenberger et al. 2006; Cang et al. 2008) . Why waves affect only N-T mapping remains unknown. Waves are not thought to exhibit locational differences along the N-T or D-V axes or according to eccentricity (distance from the center of the retina), but it should be noted that regional differences in wave properties have never been examined systematically. Mapping along the D-V axis may be refractory to altering stage II waves because D-V mapping is established before target innervation within the optic tract . D-V mapping in the optic tract may be controlled by asyet-undiscovered axon-axon recognition cues (Figure 1c) and/or by stage I waves.
Fine-Scale Retinotopic Refinement
After RGC axons map to their appropriate retinotopic locations in their targets and form dense axonal arborizations at those locations, they continue to undergo fine-scale retinotopic refinement. Hooks & Chen 2006 , Jaubert-Miazza et al. 2005 ) (reviewed in Huberman 2007 . This finescale retinotopic refinement has direct implications for sharpening receptive fields in the LGN. Indeed, in ferrets around the time of eyeopening, LGN receptive fields are significantly larger and more elongated than they are three weeks later when the loss of all but one to two RGC inputs onto each LGN neuron has occurred (Tavazoie & Reid 2000) . Stage III retinal waves coincide with fine-scale retinotopic refinement (Figure 1) and drive this process. Hooks & Chen (2006) used chronic intravitreal application of tetrodotoxin (TTX) from P11 to P15 to block stage III wave-induced RGC spiking. TTX prevented both the normal elimination of weak RGC inputs onto single LGN neurons and the strengthening of any of the supernumerary weak inputs. Vision in mice begins at ∼P11, which is about four days before eye-opening (Figure 1) . Hooks & Chen (2006) therefore tested the role of visual experience in fine-scale retinotopic refinement. Visual deprivation from birth until P28 had no impact on this process, but surprisingly, dark-rearing from P25 to P30 caused the retinogeniculate projections to revert to a multiply innervated state of ∼10-12 inputs. These findings indicate that spontaneous activity is critical for fine-scale retinotopic refinement in the LGN and suggest that light-induced maturation of inhibitory circuits and/or cortical feedback may be involved in maintenance of newly refined circuits. TTX likely eliminates all RGC spiking induced by stage III waves. Thus the issue of whether the specific patterns of RGC spiking generated during stage III waves are instructive for fine-scale refinement still needs to be determined using manipulations that alter the structure of RGC activity during stage III waves but do not eliminate RGC spiking altogether. Tools to accomplish this have not yet been identified.
Some of the molecular cues that act downstream of activity to mediate fine-scale retinotopic refinement have been identified. Components of the classical complement cascade of immune proteins are expressed at developing retinogeniculate synapses, and in their absence, much of the normal synaptic elimination that occurs during fine-scale retinotopic refinement is prevented (Stevens et al. 2007 ). The expression of other immune molecules, such as MHC I (Corriveau et al. 1998 , Huh et al. 2000 and neuronal pentraxins (NPs) (Bjartmar et al. 2006) , is regulated by activity. MHC I is essential for plasticity events leading to synaptic weakening (Huh et al. 2000) , and NPs are critical for glutamate receptor insertion at developing retinogeniculate synapses (S. Koch and E. Ullian submitted). Proteins in the complement pathway as well as MHC I and NPs are all also required for anatomical eye-specific refinement (Bjartmar et al. 2006 , Huh et al. 2000 Koch and E. Ullian submitted) (Figure 4t) . Immune genes are thus emerging as important mediators of activity-dependent plasticity in visual circuit refinement.
Eye-Specific Segregation in the LGN
In mammals, RGC axons from the two eyes project to both sides of the brain and are segregated into eye-specific domains within their targets, including the LGN, the SC, vLGN, pretectum, and suprachiasmatic nucleus (Muscat et al. 2003) . Whether eye-specific segregation is important for visual processing remains unknown. Nevertheless, the development of segregated eye-specific projections is a prominent model system for exploring how precise patterns of synaptic connections emerge during development and, in particular, for exploring the role of neural activity in axonal refinement. The development of eye-specific segregation has been studied mostly in the LGN because the patterns of eye-specific projections are so stereotyped in this target. Within a given species, axons from the contralateral and ipsilateral eye terminate in domains of stereotyped shape, position, and size (Figure 4) . In carnivores and primates, where much of the work on the development of eye-specific retinogeniculate projections has been carried out, eye-specific inputs are also mirrored by (Penn et al. 1998 ) (Penn et al. 1998 ) Stage II waves increased in one eye (green eye) with forskolin (Stellwagen and Shatz 2002) Correlated (Huberman et al. 2002) (P25)
Correlated RGC firing during Stage II waves diminished with immunotoxin (P10) (P25) (P10)
Stage III wave frequency and persistence increased in nob mutant (Demas et al. 2006) (P25) 
Figure 4
Schematic representations of the eye-specific projection patterns to the LGN of the ferret (panels a-j ) and the mouse (panels k-t) during normal development and the results of experiments examining the role of spontaneous retinal activity, ephrin-As, and immune genes in eye-specific retino-LGN segregation. (b, l ) The early prerefined pattern of RGC inputs to the LGN in the newborn ferret (b) and mouse (l ). Red areas of the LGN correspond to territory occupied by RGC axons arising from the right (red ) eye, and green areas correspond the territory occupied by RGC axons from the left ( green) eye. Yellow corresponds to the LGN territory where red and green axons from the two eyes overlap. The ages depicted are shown in parentheses. The manipulations leading to each phenotype are described in each box, as well as in the main text. The asterisk above * NP1/2 and * P25 in panel t refers to the fact that the lack of eye-specific segregation observed in the P10 NP1/2 −/− mouse changes to a pattern similar to panel p by P25. By contrast, C1q −/− mice and MHCI −/− mice exhibit defects in eye-specific segregation until at least P25.
Immunotoxin: a conjugate of an antibody that recognizes a cellular protein and a toxin, which kills the cell after the antibody binds to the protein target eye-specific cellular layers in the LGN (Linden et al. 1981 , Rakic 1976 , Shatz 1983 ). This feature allows one to study the relationship between axon targeting and cytoarchitectural development as well (Casagrande & Condo 1988 , Huberman et al. 2002 . Development of eye-specific connections occurs before the onset of visual experience (Figure 1 ) through a refinement process whereby RGC axons from the two eyes initially overlap (Figure 4a,b) . In macaques and humans, eye-specific retinogeniculate segregation occurs in the second trimester (Hevner 2000 , Huberman et al. 2005a , Rakic 1976 ). In cats this process occurs shortly before birth (E49-60) (Shatz 1983) . In mice and ferrets, eyespecific retinogeniculate segregation occurs during the first ten days of postnatal life (P1-10) (Godement et al. 1984 , Jaubert-Miazza et al. 2005 (Figure 1 ). Individual-axon labeling studies indicate that eye-specific segregation reflects two general processes: (a) synapse and axon arbor elaboration and (b) synapse and axon arbor elimination (Campbell & Shatz 1992; Sretavan & Shatz 1984 , 1987 . Electrophysiological recordings indicate that before segregation, RGC axons from both eyes can drive activity in individual LGN neurons. Then as segregation proceeds, inputs from one eye are weakened and removed and inputs from the remaining eye are strengthened and maintained ( Jaubert-Miazza et al. 2005 , Shatz & Kirkwood 1984 .
Competitive interactions between RGC axons from the two eyes are critical for eyespecific segregation because if one eye is removed at the overlap stage, RGC axons from the intact eye maintain arbors throughout the LGN (Morgan & Thompson 1993 , Sretavan & Shatz 1986 ). Early studies used intracranial infusions of TTX to demonstrate that spiking of LGN neurons is necessary for eye-specific segregation (Sretavan et al. 1988) .
Is spontaneous retinal activity necessary for eye-specific segregation? Stage II retinal waves coincide with the period of eye-specific segregation in ferrets (Penn et al. 1998 ) and in mice (Bansal et al. 2000) (Figure 1) . As described above, stage II waves encode eye-specific information. In a landmark study, Penn et al. (1998) tested whether stage II waves are necessary for eye-specific retinogeniculate segregation. To block stage II waves, they applied epibatidine at high concentrations to one or both retinas of ferrets from P1 to P10 (the normal period of eye-specific segregation in this species). In P10 ferrets that had waves blocked in both eyes, eye-specific segregation was completely prevented; RGC axons from the two eyes remained intermingled to the same extent observed in normal P1 ferrets (before segregation) (Figure 4c) . When wave activity was blocked in just one eye, however, retinogeniculate projections still segregated: The territory arising from the activity-blocked eye shrank dramatically at the expense of the normally active eye, which expanded its axonal territory (Figure 4d ). Penn et al. (1998) was thus the first to demonstrate that spontaneous retinal activity mediates the binocular competition underlying eye-specific segregation.
Subsequent studies used intraocular injections of cAMP analogs to increase the size and frequency of retinal waves in one or both eyes of ferrets (Stellwagen et al. 1999 , Stellwagen & Shatz 2002 . Results of these studies indicated that the more active eye always wins more territory in the LGN (Figure 4e) . Thus the relative levels of spontaneous activity in the two retinas, rather than a requirement for some threshold level of retinal activity, dictate how much LGN territory axons from a given retina will occupy. Do the specific patterns of RGC spiking induced by retinal waves instruct eye-specific segregation? Answering this question requires that one abolish the correlated firing pattern of neighboring RGCs without eliminating RGC spiking or changing overall retinal activity levels. The first study to accomplish this task used immunotoxin ablation of starburst amacrine cells in newborn ferrets to significantly reduce the correlated firing of neighboring RGCs. Eye-specific retinogeniculate segregation was normal in these animals (Figure 4f ). It was therefore concluded that spontaneous retinal activity is permissive rather than instructive for eye-specific segregation. By contrast, in the β2nAChR −/− mouse, which has altered stage-II waves, eye-specific segregation fails to occur in the normal time frame (Muir-Robinson et al. 2002 , Rossi et al. 2001 (Figure 4n) .
Pharmacologic studies confirm that the lack of segregation observed in the β2nAChR −/− mouse is not caused by a lack of β2nAChRs in the LGN or other brain regions but rather is due to defects in stage II spontaneous retinal activity (Cang et al. 2005b , Chandrasekaran et al. 2005 , Rossi et al. 2001 (Figure 4m) . Therefore, how can researchers explain the discrepancy between the results seen in the β2nAChR −/− mouse and immunotoxin-treated ferrets? Several possibilities exist. First, ferrets have eye-specific cellular layers in the LGN, whereas mice do not. Cues besides patterned activity-such as graded (Huberman et al. 2005b) or layer-specific adhesion molecules (Figure 2 )-might cooperate with activity to induce eye-specific segregation in species that have eye-specific cellular laminae in the LGN. Second, eye-specific segregation may fail to occur in β2nAChR −/− mice, not because correlated RGC firing is abolished in this animal but because a fraction of RGCs are rendered silent in these animals (McLaughlin et al. 2003) . However, some RGCs are rendered silent in immunotoxin treated retinas too, yet this does not impact eye-specific segregation (Huberman et al. 2002 . Third, in the immunotoxin studies, early calcium waves were spared, and whether RGCs were correlated over a larger distance in the retina was not investigated and might explain why eye-specific segregation persisted in these animals.
To define which spatiotemporal features of retinal activity are critical for eye-specific targeting, a recent study examined a transgenic mouse that lacks the gap junction protein, Cx36 (Cx36 −/− ). Cx36 −/− mice continue to exhibit retinal waves but show significant increases in the number of asynchronous RGC action potentials, which significantly reduces the nearest neighbor correlation observed in normal mice (Torborg et al. 2005 ). In contrast with β2nAChR −/− mice, Cx36 −/− mice exhibit normal eye-specific segregation in the LGN (Figure 4o) . By comparing the firing patterns of normal mice and Cx36 −/− mice to β2nAChR −/− , investigators concluded that high-frequency bursts synchronized across nearby RGCs are correlated with eye-specific segregation, whereas additional asynchronous spikes do not inhibit segregation (Torborg et al. 2005) .
The debate about whether waves are instructive or permissive for eye-specific segregation remains unresolved. Binocular TTX injections from birth to P10 delay but do not prevent eye-specific segregation (Cook et al. 1999) . But whether TTX blocked all RGC spiking in those animals remains unclear. A recent study concluded that waves are permissive for the proper readout of ephrin-induced repulsion during RGC axonal targeting (Nicol et al. 2007 ), but these results have not yet been confirmed in vivo. Experiments that alter or, ideally, control RGC spiking patterns in reliable ways are needed to resolve the controversy about whether correlated RGC firing induced by waves is permissive or instructive for eyespecific segregation.
In the β2nAChR −/− mouse and in mice or ferrets treated with epibatidine in both eyes from P1 to P10, eye-specific segregation fails to occur (Penn et al. 1998 , Rossi et al. 2001 (Figure 4c,m,n) . But if these animals are allowed to survive until P25, stage III waves return and rescue eye-specific segregation (Huberman et al. 2002 , Muir-Robinson et al. 2002 . The overall organization of eye-specific zones that form, however, is highly perturbed; whereas normally eye-specific territories are highly stereotyped, stage II wave blockade followed by a recovery period induces a patchy, random pattern of eye-specific zones in the LGN, and the layout of these zones is highly variable from one animal to the next (Huberman et al. 2002 , Muir-Robinson et al. 2002 (Figure 4g,p) . These findings indicate that retinal activity is necessary for eye-specific segregation but that factors other than activity www.annualreviews.org • Development of Visual Circuitsthat are available only during the normal period of eye-specific segregation (P1-P10 in the ferrets and mice) control the location in the target in which the projections from one or the other eye arborize.
Ephrin-As control the spatial patterning of eye-specific layers in the LGN. This is perhaps not surprising given that "eye-specific" projections arise from nasal-retina (contralateral) versus temporal-retina (ipsilateral) RGC axons, and EphA5 is differentially expressed across the N-T retinal axis. In ephrin-A2/3/5 −/− mice (ephrin-A2/3/5 are the ephrin ligands normally expressed in the LGN during eyespecific segregation), eye-specific segregation occurs but in a patchy, random pattern rather than in stereotyped contralateral and ipsilateral eye territories (Pfeiffenberger et al. 2005 ) (Figure 4q) . Likewise, EphAs and ephrin-As are expressed in the ferret retina and LGN during eye-specific segregation in a pattern suggestive of an eye-specific pathfinding role. If EphA3 or EphA5 are ectopically expressed in RGCs of newborn ferrets, eye-specific patterning and segregation are perturbed (Huberman et al. 2005b) (Figure 4i ). Together these findings indicate that ephrin-A/EphA interactions are critical for controlling the position, shape, and size of eye-specific territories in the LGN.
Both the timing and pattern of ephrin-A expression in the LGN are critical for patterning of eye-specific territories. Ephrin-As are downregulated in the LGN after the normal period of eye-specific segregation. Misexpression of EphA receptors in RGCs after the normal period of eye-specific segregation has no impact on patterning of RGC projections to the LGN (Huberman et al. 2005b ). Thus, timed ephrin-A expression in the LGN regulates the early critical period for eye-specific LGN layer formation observed in other studies (Muir-Robinson et al. 2002 , Huberman et al. 2002 . Also, in experiments where RGC axons are experimentally rewired to novel, non-visual targets, ipsilateral RGC axons avoid regions of high ephrin-A expression and segregate from contralateral eye RGC axons in those novel targets (Ellsworth et al. 2005) , consistent with the idea that the expression pattern of ephrin-As unique to each subcortical RGC target dictates the characteristic spatial organization of eye-specific territories that will form in that target.
Collectively, the above-described studies indicate that spontaneous RGC spiking that occurs during stage II waves is critical for eyespecific segregation and that ephrin-As dictate where eye-specific domains form within the LGN. Indeed, if ephrin-A2/3/5 −/− mice receive binocular injections of epibatidine from P1 to P10, to eliminate stage II waves, RGC axons from the two eyes remain permanently intermingled in a salt and pepper fashion throughout the entire LGN (Pfeiffenberger et al. 2005 ; D. Feldheim, personal communication) (Figure 4r) . As with retinotopic mapping, ephrin-As and activity act in parallel to induce eye-specific pathfinding; removal or overexpression of Eph/ephrin-As does not effect neural activity patterns, nor does altering activity impact ephrin expression in the retina or LGN (Huberman et al. 2005b , Pfeiffenberger et al. 2005 . Whether specific patterns of RGC spiking are critical to instruct segregation remains controversial and demands further investigation.
Maintenance of Eye-Specific Projections
After eye-specific segregation is complete, retinal waves help maintain segregation of RGC axons from the two eyes. In young ferrets (P10-P30), the drug APB completely blocks stage III waves (Chapman 2000) . If binocular injections of APB are applied to both eyes of ferrets from P10 to P25, axons from the two eyes revert to an overlapping state in the LGN (Chapman 2000) . The pattern of overlap caused by a stage III wave blockade noticeably differs from that observed by stage II wave blockade. Whereas blocking stage II waves causes contralateral and ipsilateral eye axons to overlap throughout most of the LGN (Figure 4c,m,n) , blocking stage III waves causes RGC axons from the ipsilateral eye to collapse from layer A1 into the inner segment of the LGN (termed layer A in ferrets and cats) where they overlap with axons from the contralateral eye, leaving the territory normally occupied by axons from the ipsilateral eye (A1) is left devoid of retinal input (Chapman 2000) (Figure 4h) . These findings suggest that stage III retinal waves maintain eye-specific segregation by preventing collapse of ipsilateral RGC axons into the more attractive (or less repulsive) contralateral eye territory. Interestingly, expression of the axon-repellant ligands ephrin-A2/5 is lower in contralateral eye territory (layer A) than it is in ipsilateral eye (A1) territory (Huberman et al. 2005b) .
Do the specific activity patterns that occur during stage III waves instruct maintenance of eye-specific projections, or is RGC spiking simply permissive to maintain segregation? Demas et al. (2006) discovered that in nob mice (no b-wave mice) stage II waves and eye-specific segregation are normal, but stage III retinal waves are excessively frequent and persist abnormally past eye-opening. These aberrantly patterned and persistent stage III waves cause desegregation of eye-specific retinogeniculate inputs, indicating that normally stage III spontaneous retinal activity patterns instruct stabilization of newly refined eye-specific circuits (Demas et al. 2006 ) (reviewed in Huberman 2006) (Figure 4s) . As in the earlier APB studies (Chapman 2000) , Demas et al. (2006) found that ipsilateral eye axons were preferentially disrupted in nob mice. Why might ipsilateral axons be affected differently by activity manipulations than would other RGC axons? The ipsilateral visual pathway is less efficient in driving postsynaptic activity than the contralateral pathway early in development (Crair et al. 1998 (Crair et al. , 2001 . Also, the RGCs that project ipsilaterally are molecularly distinct in terms of their expression of certain EphAs (Huberman et al. 2005b ) and EphBs (Williams et al. 2003 (Williams et al. , 2006 and zinc transporters (Land & Shamalla-Hannah 2001) . Indeed, even in animals that lack an optic chiasm and in which all RGC axons project to the same side of the brain, axons from RGCs in the temporal retina (that normally do not cross at the chiasm) segregate from the axons arising from other RGCs in the retina (that normally cross at the chiasm) in the LGN (Williams et al. 1994) (Figure 4j ), indicating that these two axon populations are molecularly distinct. Microarray gene profiling of contralaterally vs. ipsilaterally projecting RGCs would be useful for discovering the genes that regulate the differential targeting of these two cell populations.
Ocular Dominance Column Development
In many carnivore and primate species, including humans, segregation of eye-specific pathways is evident not only in the pattern of eyespecific inputs to the LGN, but also in the pattern of LGN projections to V1 (Hubel & Wiesel 1962) . In these species, the axons of LGN neurons located in one or the other eye-specific layer project to V1 in a series of nonoverlapping, alternating stripes called ocular dominance columns (ODCs) . ODCs are a classic model system for exploring the role of early visual experience in the plasticity of cortical circuits . Patterns of visually evoked activity during the critical period instruct the layout of ODCs through binocular competition and Hebbian-type plasticity (reviewed in Hensch 2004) . ODCs emerge before the critical period, however, and do not require vision to form (Crair et al. 1998 , Horton & Hocking 1996 .
The anatomical events that underlie ODC development still remain unclear. Early studies that used monocular injection of transneuronal tracers (retino>LGN>V1) to label geniculocortical axons found that in young animals the pattern of proline label in V1 was continuous, whereas in more mature animals, an alternating pattern of proline label (ODCs) was seen (LeVay et al. 1978 , Rakic 1976 , Ruthazer et al. 1999 . Thus investigators concluded that LGN axons representing the two eyes intermingle extensively before segregating into ODCs. One potential problem with this conclusion, however, is that in young animals transneuronal tracers spill over into neighboring eye-specific www.annualreviews.org • Development of Visual Circuitslayers in the LGN (LeVay et al. 1978 , Ruthazer et al. 1999 , Stryker & Harris 1986 , which can lead to incorrect conclusions regarding the absence of ODCs in V1. Indeed, subsequent optical imaging studies (Crair et al. 1998 (Crair et al. , 2001 and anatomical studies that used focal injections of anterograde tracers into the LGN (Crowley & Katz 2000 , 2002 concluded that ODCs are present much earlier than can be observed by transneuronal labeling from the eye (LeVay et al. 1978 , Ruthazer et al. 1999 , Stryker & Harris 1986 . Neither set of studies resolved, however, whether ODCs form precisely from the outset or through refinement. Researchers in this field eagerly await the discovery of anterograde trans-synaptic tracers that are not prone to spillover to firmly resolve this controversial issue.
Stage II and III retinal waves and spontaneous LGN activity are present throughout the ODC development period (Wong et al. 1993 , Wong & Oakley 1996 (Figure 1) , and as discussed above, all these sources of activity are structured to relay eye-specific information to V1. Classic experiments concluded that blocking retinal activity with TTX disrupts the formation of ODCs (Stryker & Harris 1986) and that stimulating the two optic nerves simultaneously prevents ODC segregation (Stryker & Strickland, 1984) . However, optical imaging studies (Crair et al. 1998 (Crair et al. , 2001 ) later showed that these experiments were carried out after ODCs had already formed and thus could implicate activity only in the maintenance of ODCs, not in their initial formation.
The idea that activity-independent cues drive the initial ODC segregation was actually first proposed by Hubel & Wiesel (1963) . Crowley & Katz (1999) tested this idea by removing one or both eyes from newborn ferrets then allowed the animals to mature into adulthood, when they labeled thalamocortical axons with anterograde tracers injected directly into the inner or outer half of the LGN. When the eyes are removed early in development, eyespecific cellular layers fail to form in the LGN , Morgan & Thompson 1993 ]. In the ferrets lacking eyes from birth, patches of label with a periodicity similar to that of ODCs were observed in V1 (Crowley & Katz 1999) . Although these eye-removal experiments did not completely rule out a role for neural activity in ODC formation, they did challenge the traditional model in which retinal activity patterns control the process (reviewed in . Indeed, prior studies from the same lab showed that eye removal significantly reduces (but does not eliminate) the strength of eye-specific correlations in the developing LGN, at least for ages P24 and older (Weliky & Katz 1999) (Figure 1) . Crowley & Katz (1999) , therefore, concluded that ODCs form according to eye-specific molecular cues in the LGN and/or V1 and not on the basis of Hebbian-type plasticity. Subsequent studies showed that ODCs appeared earlier in development than previously thought and were well segregated from the outset without undergoing significant refinement (Crowley & Katz 2000) . These findings reinforced the hypothesis that innate (molecular) cues induce ODC development, though others have argued that the patches of label observed in V1 after focal LGN injections are not actually ODCs, but instead reflect some other patchy organization of the thalamocortical pathway. Given the potential implications of these findings for models of ODC development, and thalamocortical patterning in general, this issue is crucial to resolve. One way to determine if the patches observed in V1 after focal injections into the LGN are indeed ODCs would be to focally inject an anterograde tracer into the monocular portion of the LGN. This region of the LGN is innervated by the nasal portion of the contralateral eye and never projects to V1 in ODCs. Thus, such an injection should lead to a uniform label in V1, not patches. Molecularly distinct portions of the LGN that corresponded to functionally specific, but not eye-specific, visual pathways have been identified (Kawasaki et al. 2004) . Still, molecules that mediate ODC formation may exist. Considering the established role of ephrin-As in eye-specific pathfinding in the LGN (Huberman et al. 2005b , Pfeiffenberger et al. 2005 , it would be interesting to examine ephrin-A expression in V1 of species such as ferrets, cats, or macaques, which have ODCs. Other cues that might regulate ODC formation are the molecular cues that are differentially expressed in RGCs that take different courses at the optic chiasm, such as zinc transporters (Land & Shamalla-Hannah 2001) , EphBs, and zic transcription factors (see review by Petros et al. 2008, in this volume) . The expression of these molecules in V1 of species that have ODCs has not been reported.
Given the controversy over whether spontaneous retinal activity mediates ODC development, a recent study used binocular epibatidine injections to prevent stage II retinal waves in ferrets and then transneuronally labeled thalamo-cortical projections in those animals at adulthood, when spillover is not an issue. A key feature of this study's design is that epibatidine treatment was carried out before ODCs normally form. Results showed that preventing stage II waves severely disrupts ODC segregation and patterning . Moreover, eliminating stage II waves caused the size of binocular receptive fields in V1 to increase ∼30-fold, whereas monocular receptive fields were unaffected. These findings indicate that stage II waves mediate ODC formation and binocular competition leading to binocular receptive field patterning in V1 and generally support the activity-dependent model of ODC formation.
Epibatidine treatment only alters spontaneous retinal activity patterns in ferrets from P1 until ∼P10-P11 (Huberman et al. 2002 , Penn et al. 1998 . At those ages, LGN axons reside in the subplate (Herrmann et al. 1994 ), a transient structure that sends massive synaptic input to the developing cortex and is critical for LGN axon pathfinding to V1 (Ghosh et al. 1990 , Ghosh & Shatz 1992b , as well as for ODC and ODC plasticity formation (Kanold et al. 2003) and maintenance (Ghosh & Shatz 1992a ) during the critical period (Kanold & Shatz 2006) . Thus stage II waves may cause LGN axons to segregate into ODCs while they still reside in the subplate, which might explain why Crowley & Katz (2000) observed that ODCs are segregated as they grow out of the subplate and into cortical layer four. Given its importance in so many aspects of thalamo-cortical development, the subplate is a terrific source for candidate cues (activity-dependent or otherwise) that regulate ODC development and plasticity. Microarray gene profiling of cells in the developing subplate under normal conditions and under conditions of binocular epibatidineinduced wave blockade (which prevents ODC segregation) ought to be very informative.
Development of Orientation Selectivity
Neurons in the primary visual cortex of adult mammals are tuned for the orientation of visual stimuli. In carnivores and primates, orientation selectivity is organized in a columnar fashion (Hubel & Wiesel 1962 , Thompson et al. 1983 ) and mapped smoothly across cortex (Blasdel & Salama 1986 , Grinvald et al. 1986 ). The development of orientation selectivity was first studied in traditional animal models of the visual system, monkeys and cats. In rhesus monkeys, at least some cells demonstrate orientation-specific responses at birth . In kittens studied at the end of the first postnatal week, before natural eye opening, the degree of orientation tuning reported in the literature varied widely, from 0% of cells exhibiting orientation selectivity (Barlow & Pettigrew 1971 , Pettigrew 1974 , to 25%-30% (Blakemore & Van Sluyters 1975 , Buisseret & Imbert 1976 , Fregnac & Imbert 1978 , to 100% (Hubel & Wiesel 1963) . These discrepancies may be due to the difficulty of performing electrophysiological recording in young kittens where cells respond sluggishly and habituate rapidly (Hubel & Wiesel 1963) , and where small changes in blood pressure or expired carbon dioxide levels can change an orientation-selective cell into a nonselective or unresponsive cell (Blakemore & Van Sluyters 1975) . For this reason, more recent studies of orientation selectivity development have used the ferret as an animal model. The ferret has a visual system quite similar to that of the cat (Law et al. 1988) but is born about three weeks earlier in development (Linden et al. 1981) . The ferret therefore provides a terrific model system for exploring the mechanisms underlying development of orientation selectivity (Chapman & Stryker 1993 , Krug et al. 2001 .
Studies of ferret primary visual cortex have shown that some degree of orientation tuning is present as early as visual responses can be elicited, two weeks before the time of natural eye opening, but that adult-like tuning levels are not reached until about a week after eye opening (Chapman & Stryker 1993 , Krug et al. 2001 (Figure 1) . Studies of the development of orientation maps in V1 have shown that orientation maps are observed prior to eye opening and that the overall map layout is very stable throughout development (Chapman et al. 1996) .
The role of visual experience in the development of orientation selectivity has been widely studied. The fact that orientation-selective responses are already present at or before the time of eye opening suggested that vision is not necessary for the initial emergence of cortical cell orientation tuning. However, cortical neurons can be driven in an orientation-selective manner, even before natural eye-opening, through closed eyelids (Eysel 1979 , Krug et al. 2001 , Spear et al. 1978 , so dark-rearing beginning at stages prior to natural eye-opening were carried out. Experiments comparing the orientation maps in normal and dark-reared animals showed that orientation selectivity can in fact develop in the absence of visual experience but that normal mature levels of selectivity are never achieved (White et al. 2001) . In contrast, binocular deprivation by lid suture after the normal period of eye-opening produced much more devastating effects on orientation selectivity, allowing little orientation selectivity maturation beyond that seen in very young normal ferrets (Chapman & Stryker 1993 , White et al. 2001 . These results suggest that visual experience is not necessary for the initial phase of orientation development but that vision is needed for its maturation. The impact of early darkrearing furthermore shows that abnormal visual experience through closed eyelids disrupts the initial emergence of circuits underlying orientation selectivity. A somewhat different picture emerges from studies of orientation selectivity development in the cat visual cortex: In these studies, binocular visual deprivation did not prevent the initial development of orientation selectivity, although it did prevent map maintenance (Crair et al. 1998 ). It is not clear whether this difference is due to a difference in the amount of vision possible through a closed eyelid in the two species (i.e., that a lid-sutured cat may experience very little vision and therefore respond like a dark-reared ferret) or whether it is due to a real difference in the role of visual experience in the initial development of orientation selectivity between the two species.
Although visual experience is not necessary for the initial development of orientation selectivity, spontaneous neuronal activity is necessary. Silencing all spontaneous action potential activity in the visual cortex with TTX completely abolishes the maturation of orientation selectivity (Chapman & Stryker 1993) . Several experiments have addressed whether activity is playing an instructive role in orientation selectivity development, that is, whether altering the spatio-temporal properties of neuronal activity produces an effect. Computational models have suggested that the patterns of spontaneous activity in On-and Off-center RGCs may instruct the development of orientation tuning in cortical cells. Correlations in neighboring RGC firing of like center type (On or Off) and anticorrelations in the firing of cells with opposite center type result in the development of oriented cortical cell receptive fields in these models (Miller 1992 (Miller , 1994 . Pharmacalogically silencing On-RGC activity does indeed prevent the maturation of orientation selectivity, supporting this class of computational model and suggesting that activity is, in fact, playing an instructive role (Chapman & Godecke 2000) . An alternative method of altering activity patterns during development, artificially increasing correlations of all RGCs by electrically stimulating the optic nerve, likewise weakened orientation selectivity maturation (Weliky & Katz 1997) . Thus correlation among On-versus Off-center
LGN inputs to V1 appears to instruct development of orientation tuning. The molecular basis for detecting the correlational structure of On-and Off-center inputs to cortical cells is likely to be NMDA receptor activation; blocking NMDA receptor function prevents orientation selectivity maturation (Ramoa et al. 2001) .
The exact mechanisms underlying the development of cortical cell orientation selectivity remain to be elucidated. Patterns of spontaneous activity before eye-opening are clearly involved in the initial development of orientation tuning, and visual experience is involved in later maturation and maintenance of the circuits underlying this receptive field feature. A role for molecular cues in orientation selectivity development has not been tested. However, the positional stability of the overall layout of orientation maps as they emerge (Chapman et al. 1996) suggests that factors other than activity are involved.
Development of Direction Preference
Neurons at various stages of the visual pathway are tuned to the movement direction of stimuli in the visual field. In some species, such as rabbits and mice, RGCs exhibit direction selectivity, whereas in other species such as ferrets, cats, and monkeys, this property emerges first in V1. The circuit that underlies retinal direction selectivity has been extensively studied (Demb 2007 , Vaney & Taylor 2002 , but the mechanisms that control retinal direction selectivity development remain a mystery.
Some neurons in the SC exhibit directionselective responses (Hoffmann & Sherman 1974) . Manipulations that alter early activity patterns, such as strobe rearing, disrupt direction-selective cell tuning in the SC (Chalupa & Rhoades 1978 , Flandrin & Jeannerod 1975 ; however, dark-rearing animals during the same period does not disrupt direction tuning of SC cells (Chalupa & Rhoades 1978) , which indicates that direction-selective circuits in the SC do not require vision to form.
In some species, neurons in V1 exhibit direction preference, and optical imaging experiments have shown that V1 cells are organized into regular maps for preferred direction (Weliky et al. 1996) . Direction selectivity in the cortex is absent at eye opening in ferrets and then develops during the subsequent two weeks from P30 to P45, making direction one of the last basic visual circuit properties to form. Patterned visual experience is the cue that instructs development of cortical direction selectivity. If ferrets are dark reared after eye-opening, direction maps fail to form and single V1 neurons lack direction tuning (Li et al. 2006 ). However, a brief exposure to moving visual stimuli in a single direction will allow the development of cells tuned to that direction, whereas other cells remain untuned for direction. This finding indicates that visual experience is instructive, not merely permissive, for the emergence of cortical direction selectivity.
Allowing vision to return at P45 rescues many response properties of V1 neurons such as contrast sensitivity and orientation, but direction preference is permanently abolished. This result indicates that, even after eye opening, the initial development-not just the plasticity-of direction-selective circuits in V1 encounters an early critical period. The critical period for ocular dominance plasticity begins in the ferret at ∼P35 and peaks at P42 (Issa et al. 1999) (Figure 1) . Thus even though the cortical circuits underlying eye specificity form before eye-opening and then are subject to plastic changes at this time, some circuit properties such as direction selectivity are still in the process of developing. Why direction-selective circuits in retina and SC do not require vision to form, whereas direction-selective circuits in V1 do, remains unclear. A better understanding of the neural circuits underlying direction selectivity in each visual area (retina, SC, V1) will shed light on this issue.
SYNTHESIS, CONCLUSIONS, FUTURE DIRECTIONS
Spontaneous and early visually evoked neural activity is necessary for anatomical and functional refinement of developing visual circuits.
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In the past decade, investigators have debated whether specific activity patterns matter for this refinement or whether activity is permissive for readout of guidance cues. The emerging model posits that activity patterns do matter, but which specific patterns matter and which plasticity rules they engage at nascent synapses to refine connections and induce each circuit property remain a mystery. With the discovery of molecules that translate activity into structural changes in the developing visual system (Huh et al. 2000 , Bjartmar et al. 2006 , Stevens et al. 2007 ), it will be interesting to see if activitydependent synaptic refinement employs general or specialized mechanisms depending on the circuit property in question. At the same time, growing evidence indicates that activityindependent factors are responsible for inducing the highly stereotyped features of visual circuity such as layer position and overall map layout. Again, the question arises as to whether general rules and principles will emerge for this category of cues and if they are truly activity independent (as appears to be the case for ephrinAs in retinotopic and eye-specific map formation). Much remains to be learned about the development of visual maps and receptive field properties, both for the sake of understanding visual system development and for the sake of understanding the mechanisms of neural circuit refinement throughout the central nervous system.
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