Abstract. In this paper we develop a formalism for working with twisted realizations of vertex and conformal algebras. As an example, we study realizations of conformal algebras by twisted formal power series. The main application of our technique is the construction of a very large family of representations for the vertex superalgebra V Λ corresponding to an integer lattice Λ. For an automorphism σ : V Λ → V Λ coming from a finite order automorphism σ : Λ → Λ we define a category O σ of twisted representations of V Λ and show that this category is semisimple with finitely many isomorphism classes of simple objects.
Introduction
One of the most fascinating features of vertex algebras is their "sensitivity" to finite order automorphisms. This is best illustrated by the construction of Moonshine representation of the Monster simple group [3, 12] .
In general, vertex algebras are represented by formal power series, also called fields, of the form
with coefficients in the algebra of linear operators on some space V . In this case V is a module over the vertex algebra. Having a finite order automorphism on a vertex algebra A means that there is a grading A = λ∈Γ A λ on A by a finite cyclic group Γ. Assume that Γ ⊂ C/Z, then it is tempting to represent the vertex algebra A by the so-called twisted or generalized fields, involving non-integer powers of z, so that an element α ∈ A λ is represented by series of the form α(z) = n≡λ mod Z α(n) z −n−1 , α(n) ∈ gl(V ).
This indeed could be done, and then V becomes a twisted module over A. In fact this construction works for any group Γ ⊂ C/Z. The idea of twisted realizations of vertex algebras goes back to the work of Lepowsky and Wilson [19] . Twisted modules were systematically studied in the book [12] , see also [6, 8, 17, 18, 21] . Closely related is the theory of orbifolds -the invariant subalgebras of vertex algebras under an action of a finite group of automorphisms. Twisted representations of the vertex algebra yield ordinary (nontwisted) representations of its orbifold, see e.g. [1, 4] .
In this paper we develop a formalism for working with twisted fields and use it to construct twisted representations of conformal and vertex algebras in a very general setting. Then we consider two applications of this techniques.
First we study realizations of conformal algebras by twisted formal series. Conformal algebras were introduced by Kac in the book [15] , see also [16, 25] . They proved to be a valuable tool in studying vertex algebras, the relation between the former and the later is somewhat like the relation between Lie and associative algebras.
The second application is the construction of generalized representations of vertex (super)algebra V Λ corresponding to an integer lattice Λ. These algebras were extensively studied in e.g. [5, 6, 7, 8, 12, 23] . Lattice vertex algebras play a very important role in different areas of mathematics and physics, in particular the Moonshine vertex algebra V ♮ , mentioned above, is closely related to the lattice vertex algebra of certain even unimodular lattice of rank 24, called the Leech lattice. In fact This paper is organized as follows. We start with giving a formal definitions of conformal and vertex algebras. For more details the reader can consult the books [7, 12, 15] . Then, in §1.2- §1. 7 we discuss some properties of these algebras in the context of generalized formal series. In §1.3 we derive a nice formula for the products of generalized series. In §1.5 we prove that conformal and vertex algebras are exactly the algebraic structures formed by generalized series with coefficients in a Lie algebra and generalized fields respectively. For vertex algebras this was proved by Li [21] in a slightly less general setting and using different methods. For the non-twisted case this result is well known [15, 22] .
In §2 we study the twisted realizations of a conformal algebra L by generalized formal series. As in the non-twisted case, there is a universal realization with coefficients in a certain Lie algebra Coeff Γ L, which can be constructed explicitly from L. In §2.2 we illustrate this by the example of an affine conformal algebra. Similar ideas appeared also in [16] .
In §3 we study generalized representations of vertex (super)algebra V Λ corresponding to an integral lattice Λ. After some preliminary information on representations of Heisenberg algebras ( §3.1) and Fock spaces ( §3.2) we define in §3.3 the twisted vertex operators, first introduced by Lepowsky [18] . In §3. 4 we show that these operators generate a representation of the lattice vertex algebra. A similar result was obtained by Dong and Lepowsky [8] , but we use different techniques and get a slightly more general construction.
In §3. 6 we show that we have in fact constructed all reasonable generalized representations of lattice vertex algebras. The argument uses an idea of Lepowsky and Wilson [20] , which was also used in [5, 6, 12, 23] .
Finally, in §3.7- §3.8 we study the twisted representations of V Λ , i.e. homogeneous with respect to a gradation induced by a finite order automorphism of Λ. In §3.8 we define a natural category of twisted representations of V Λ , and show that this category is semisimple with finitely many isomorphism classes of simple objects. This result has been also obtained recently by Bakalov, Kac and Todorov [1] . Some special cases were known before, see e.g. [6, 10, 17] .
The key idea is to show that the category of twisted representation of V Λ is equivalent to the category of graded representations of certain graded associative algebra A, which turns out to be graded semisimple. This idea is similar to the idea of Zhu algebra, introduced by Zhu [27] and then generalized for the twisted case by Dong, Li and Mason [9] . However our algebra A is quite different from the Zhu algebra of V Λ .
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1. Vertex algebra 1.1. Definitions of conformal and vertex algebras. We start with the algebraic definitions of the main objects of this paper. All algebras and spaces are over a ground field k of characteristic 0.
A Conformal algebra [15, 16, 25 ] is a vector space L equipped with a sequence of bilinear products n : L ⊗ L → L, n ∈ Z + , and a linear operator D : L → L, such that the following axioms hold for all a, b, c ∈ L and n ∈ Z + : C1. (Locality) a n b = 0 for n ≫ 0. C2. D(a n b) = (Da) n b + a n (Db) = −na n−1 b + a n (Db). C3. (Quasisymmetry)
C4. (Conformal Jacoby identity)
Example: The Virasoro conformal algebra Vir is generated over k [D] by elements υ and c, such that Dc = 0 (and therefore all products with c are 0 due to C2) and the products of υ with itself are
The rest of the products are 0.
A vertex algebra can be defined axiomatically as follows [3, 11, 12, 15] . Let A be a linear space endowed with a sequence of bilinear operations n : A ⊗ A → A, n ∈ Z, and a distinguished element 1 1 ∈ A. Let D : A → A be a linear map given by Da = a −2 1 1. Then A is a vertex algebra if it satisfies the following conditions for any a, b, c ∈ A and m, n ∈ Z: V1. (Locality) a n b = 0 for n ≫ 0.
V2. (Identity) 1 1 n a = δ n,−1 a, a n 1 1 = 0 if n 0,
This is not the shortest possible list of axioms. See the references cited above for other equivalent definitions.
For n, m 0, the associativity V3 is exactly the conformal Jacoby identity C4. Among other properties of vertex algebras are the formulas C2 as well as the quasisymmetry identity C3, which holds for all integer n. So vertex algebras are a special case of conformal algebras.
There is an additional axiom which is often imposed on vertex algebras, see [7, 11, 12, 22] . A vertex algebra A is called a vertex operator algebra if V5. A = n∈Z A n is graded so that 1 1 ∈ A 0 and A i n A j ⊂ A i+j−n−1 . V6. There exists an element υ ∈ A 2 generating the Virasoro conformal algebra Vir ⊂ A (i.e. the relations (1) hold for c = c1 1, c ∈ k) such that υ 0 a = Da, υ 1 a = (deg a) a for all homogeneous a ∈ A. The number c is called the conformal charge of A.
In the next section we show that conformal and vertex algebras are precisely the algebraic structures formed by certain formal infinite series.
1.2.
Formal series and locality. Let L be a Lie algebra. Denote by L{z} the k-linear span of all series of the form
For a linear space V , let F{V } ⊂ gl V {z} be the space of all such series with coefficients in the Lie algebra gl V with the property that α(n)v = 0 for n ≫ 0 for any fixed v ∈ V . We call F{V } the space of generalized fields. It contains the space F(V ) of ordinary fields, that involve only integer powers of z. Denote by 1 1 ∈ F{V } the field with the only non-zero coefficient being 1 1(−1) = id.
is graded by the group k/Z so that L{z} [λ] is the space of all series of the form
. The space of fields F {V } is a homogeneous subspace of gl V {z} and F(V ) = F{V } [0] . A pair of series α, β ∈ L{z} are said to be local of order N ∈ Z + [7, 15] if
or, equivalently,
The same applies for α, β ∈ F{V }. It is easy to see that if series α = λ z −λ α λ , β = λ z −λ β λ ∈ L{z} are local of order N , then any two homogeneous components
are local of the same order.
1.3. The products of formal series. Recall that for two ordinary fields α, β ∈ F(V ), one can define products α n β ∈ F(V ) in the following way. Let ı w,z : k(w, z) → k((w −1 , z)) and ı z,w : k(w, z) → k((w, z −1 )) be the expansions of a rational function into Laurent series at (w, z) = (∞, 0) and (w, z) = (0, ∞) respectively, so that
Of course, if n 0 then ı w,z (w − z) n = ı z,w (w − z) n . We define
The m-th coefficient of α n β is given by
If n 0 then the products α n β make sense for formal series α, β ∈ L[[z ±1 ]] as well. In this case (4) simplifies to
One can solve these equations with respect to the commutators and thus recover the bracket in L from the products in
for every m ∈ Z + , n ∈ Z. If α and β are local, then (5) holds for all m, n ∈ Z. Now we show how to expand these products to F{V } and L{z}. For homogeneous α = z λ α 1 and β = z µ β 1 , where λ, µ ∈ k and α 1 , β 1 involve only integer powers of z, we set
Here
Note that the summation in (6) is finite due to the locality of α and β, and hence of α 1 and β 1 . One can easily check that the products (3) satisfy the identity (6) if we substitute α = z λ α 1 , β = z µ β 1 for λ, µ ∈ Z. We extend the definition of the products n by linearity to arbitrary α, β ∈ F{V } and α, β ∈ L{z} when n 0.
It is clear that if α and β are local of order N then α n β = 0 for n N . It could be shown that (5) remains valid for generalized series as well if m, n ∈ k and deg
We now write explicitly the formula for the products of twisted fields α, β ∈ F{V }, analogous to (3) . Let N be the order of locality of α and β. Denote
where λ runs over the set of degrees that appear in α.
1.4. The case of finite grading. Of a particular interest is the case when all the degrees of α are rational numbers with common denominator p, i.e.
In this case we can rewrite (7) in a different way. Some calculations show that
where
Using this we get
We also remark that the polynomial F p (m) has the following property:
1.5. Algebras of formal series. It is well known [15, 22] that a subspace V ⊂ F(V ) of ordinary fields such that 1 1 ∈ V and V n V ⊂ V for all n ∈ Z is a vertex algebra. Similarly, a subspace
Moreover, all vertex and conformal algebras are obtained in that way. Now we generalize this result to the case of twisted fields and series. Theorem 1. a. Let A ⊂ F{V } be a subspace of pairwise local generalized fields containing 1 1, closed with respect to the products n , n ∈ Z. Then A is a vertex algebra. b. Let L ⊂ L{z} be a subspace of pairwise local twisted series with coefficients in a Lie algebra L, closed with respect to the products n , n ∈ Z + . Then L is a conformal algebra.
Proof. We will prove (a), the statement (b) is proved in the same way. We have to show that A satisfies the identities V2-V4, since V1 is true by assumption. All these identities are linear combinations of "vertex monomials" of the form a 1 n1 . . . n l−1 a l (with some order of parentheses) where some of a i 's could be equal to 1 1. Note that these identities are multilinear. Let A gr ⊂ F{V } be the graded closure of A, i.e. the minimal graded subspace of F{V } containing A. By the above remark, A gr satisfies all the assumptions of the theorem, so we can assume that A = A gr is graded. Consider all the fields β ∈ F(V ) such that z λ β ∈ A for some λ ∈ k. Every two such fields are local, so since the theorem is known to be true in the non-twisted case, these fields generate a vertex algebra B ⊂ F(V ).
Let R(a 1 , . . . , a l ) = 0 be an identity which we have to check. Since R is multilinear it is enough to check it for homogeneous a i = z −λi b i , where b i ∈ B, λ i ∈ k, 1 i l. Sometimes we must set b i = 1 1 and λ i = 0. When we substitute these expressions for a i into R(a 1 , . . . , a k ) = 0 and apply (6), we get a linear combination of conformal monomials of the form
where P (λ 1 , . . . , λ l ) is a polynomial in λ 1 , . . . , λ l , m ∈ Z, κ is a permutation of {1, 2, . . . l} and the products n i 's are applied according to some order of parentheses. We can cancel the common factor z −λ1−...−λ l . Now we observe that the only remaining factor in these monomials that depends on λ i 's is P , therefore for fixed
But when all λ i ∈ Z this map is equal to 0, because then a i ∈ F(V ) generate a vertex algebra which satisfies the identity R, therefore, since |k| = ∞, R must be identically 0.
Remark. The products of the twisted fields were first introduced by Li in [21] . However he deals only with generating functions of these products, formulas (7) and (8) 
Denote by F{V } λ the space of all fields of weight λ. It is easy to see that if φ ∈ F{V } λ then z µ φ ∈ F{V } λ+µ . In general it is not true that any field can be represented as a sum of homogeneous fields. However the following is true.
Proposition 1. Let S ⊂ F{V } be a set of pairwise local fields, and let
Proof. First of all we note that ∆ is a derivation of all products: ∆ α n β = (∆α) n β + α n (∆β), because so are both ad D and d dz . Therefore if ∆α = ∆β = 0 then ∆ α n β = 0 and the first statement follows. For the second statement, it is enough to assume that all the generators from S are homogeneous. A pair α, β ∈ S can be written as α = z λ α 0 , β = z µ β 0 for some λ, µ ∈ k, where α 0 , β 0 ∈ F{V } 0 . Now the statement follows from the formula (6).
1.7.
Modules over vertex algebras. Now we give several definitions of modules for vertex algebras. We will call a vector space V a module over a vertex algebra A if there is a vertex algebra homomorphism π : A → F(V ). In other words, for any a, b ∈ A, the fields π(a) and π(b) are local and π(a n b) = π(a) n π(b), π(1 1) = 1 1. We remark that sometimes what we call a module is called a weak module.
If instead of a homomorphism π : A → F(V ) we have a homomorphism π : A → F{V } of A into the space of generalized fields over V , then V is called a generalized module.
Assume now that a vertex algebra
. This definition is due to Li [21] . Equivalently, twisted modules can be defined using the so-called twisted Jacoby identity, see e.g. [7, 9] .
Assume that an A-module V (generalized or not) has a linear map
We note that if A contains an element υ such that Y (υ)(0) = D (as it is the case if A is a vertex operator algebra), and V is a module over A such that
. Let again V be a module (generalized or not) over A and let π : A → F{V } be the representation map. Assume A is a vertex operator algebra and let υ ∈ A be the Virasoro element. We say that V is a module over the vertex operator algebra if V = n∈k V n is graded, π(υ) ∈ F{V } [0] and π(υ)(1) V n = n. As it was mentioned above, in this case V is necessary a strong module over A.
Remark. Let A be a vertex algebra and let V be a strong twisted module over A. Then the semidirect product A ⋉ V has a structure of generalized vertex algebra, introduced by Dong and Lepowsky [7] . The products in a generalized vertex algebra are indexed not necessarily by integers. If a ∈ A and v ∈ V then a n v = a(n)v and the products v n a are defined using the quasisymmetry identity C3, see §1.1.
Twisted realizations of conformal algebras
. Define a Lie algebra Coeff Γ L in the following way. The underliying linear space of Coeff Γ L is spanned by the symbols a(n) for all homogeneous a ∈ L
[n] subject to the linear relations (Da)(n) = −n a(n − 1). The brackets in Coeff Γ L are defined by the formula (5) [15, 16, 26] . If L is a vertex algebra, then Coeff Γ L was considered in [9] , at least when Γ is a finite cyclic group.
There is a map φ :
. Moreover, this map is universal in the following sense: if ρ : L → K{z} is another homogeneous homomorphism of L into a conformal subalgebra of series with coefficients in some Lie algebra K, then there use unique Lie algebra homomorphism π : Coeff Γ L → K making the following diagram commutative:
The proof of the fact that Coeff Γ L is indeed a Lie algebra and of the above universality property is done in the same way as in the non-twisted case.
We also give another construction of Coeff Γ L. Let L = Coeff L be the ordinary coefficient Lie algebra of L. Let L Γ ⊂ L{z} be the conformal algebra generated by all the series of the form
. The algebra L Γ is closed under the multiplication by z ±1 , in fact we have
It could be shown that η is the universal among all realizations of L Γ by integral formal series with this property.
We
Clearly, ρ is a linear map and it does not depend on the choice of representative λ ∈ [λ]. Now we show that ρ is indeed a homomorphism.
Let a 1 , . . . , a k ∈ L be homogeneous elements of L satisfying a conformal identity R(a 1 , . . . , a k ) = 0. Here R is a linear combination of conformal monomials in a i 's with coefficients in k [D] . We have to show that R ρ(a 1 ), . . . , ρ(a k ) = 0 in L Γ {w}. Without loss of generality we can assume that R is homogeneous with respect to the gradation by Γ. Let
apply the formula (6) and then cancel the common factor
. Substitute now η(b i ) = w λi ρ(a i ) and apply (6) again. After dividing by w λ1+...+λ k , we get R ρ(a 1 ), . . . , ρ(a k ) = 0.
By the universality of Coeff
Proof. We will show that the homomorphism ρ : L → L Γ {w} constructed above has the same universality property as Coeff Γ L. Then the fact that π : Coeff Γ L → L Γ is an isomorphism follows from uniqueness of Coeff Γ L.
Let ψ : L → K{w} be a homogeneous homomorphism of L into a space of generalized series with coefficients in some Lie algebra K. This induces a homomorphism θ :
and n ∈ λ + Z. It is easy to see that θ(z n a) = w n θ(a) for every a ∈ L Γ and n ∈ Z. Hence there is a homomorphism L Γ → K such that all the corresponding diagrams commute.
2.2. Twisted affine algebras. We illustrate the construction of §2.1 by the example of affine conformal algebras.
Let g be a Lie algebra with an invariant bilinear form (
is graded by a group Γ ⊂ k/Z. Assume further that the gradation on g agrees with the form ( · | · ) in the following way:
Consider the Lie algebra
is the group algebra of Γ + Z. We will write a(n) = a ⊗ n for a ∈ g, n ∈ Γ + Z. The brackets in L Γ are defined by
where a [m] and b [n] are projections of a and b onto g [m] and g [n] respectively. The twisted affine Lie algebra L Γ ⊂ L Γ is the subalgebra of L Γ spanned by c and all elements of the form a(n) for a ∈ g [n] . The grading on g induces a grading on
For any a ∈ g consider series a = n∈Γ+Z a(n) z −n−1 ∈ L Γ {z}. These series are local of order 2 and together with the series c = c z 0 they generate a conformal algebra L ⊂ L Γ {z}. The products between a's are
The affine conformal algebra L is a homogeneous subalgebra of L Γ {z} so that for a ∈ g [λ] we have a ∈ L Γ {z} [λ] . It is independent on the Γ-grading of g. It is easy to see that L Γ = Coeff Γ L. For each equivalence class [λ] ∈ Γ ⊂ k/Z choose a representative λ ∈ k such that the representative of Z is 0 and if [λ] + [µ] = 0 then either λ = µ = 0 or λ + µ = 1. For example, if k ⊆ R, then we can take 0 λ < 1. A very important special case is when Γ is a finite cyclic group of order p, then one can take the set of representatives of Γ in k to be 0,
. Clearly, the series τ a are pairwise local of order 2, so together with c they generate a conformal algebra
, called a twisted affine conformal algebra. We calculate the non-zero products of these series, using (6) and (12) .
It is not difficult to see that L Γ is isomorphic to the subalgebra of Coeff L Γ consisting of all elements of the form a(0), i.e., the embedding
is the universal one among realizations of L Γ by formal series that agree with the multiplication by z, see §2.1.
Remark. While in general we cannot guarantee that the twisted representation map ρ : L → L Γ {w} is injective, in the particular case when L is an affine conformal algebra we do know that ρ is an isomorphism.
Remark. In principal, one can use the construction of §2.1 to get twisted representations of a vertex algebra. Namely, let A =
[λ]∈Γ A [λ] be a graded vertex algebra, and let π : A → F(V ) be its representation. Let A Γ ⊂ F{V } be the vertex algebra generated by the generalized fields z n π(a)
for a ∈ A [n] . Then A Γ will be closed under the multiplication by z ±1 . If we have a representation
defines a twisted representation of A on U . However, in contrast with the conformal case, it is not clear how to construct such a representation η of A Γ . On the other hand, if A is generated by a conformal algebra L ⊂ A, then applying the construction of §2.1 to L we can get a twisted representation of possibly some other enveloping vertex algebra B ⊃ L.
Lattice vertex algebras
In this section we assume that the ground field is C and the group Γ is the cyclic group of order p ∈ Z + . We identify Γ with a subgroup of C/Z by q → q p + Z, 0 q < p. We remark that some of the constructions below can be done for a more general group Γ ⊂ C/Z.
3.1.
Representation theory of Heisenberg algebras. Let h be a vector space of a finite dimension dim h = l equipped with a non-degenerate bilinear form ( · | · ). Assume that h = λ∈Γ h
[λ] is graded by Γ and the grading agrees with the form in sense of (11) 
. View h as an abelian Lie algebra, and let
[n] ⊕ Cc be the corresponding (twisted, unless p = 1) affine Lie algebra, see §2.2. It is usually called a Heisenberg Lie algebra. As in §2.2, for an element a ∈ h consider formal series a = n∈Γ+Z a(n) z −n−1 ∈ H{z}. These series, together with c, span over C[D] a copy of conformal Heisenberg algebra H ⊂ H{z}, so that H = Coeff Γ H. The grading on h lifts to a grading on H and H and the automorphism σ lifts to automorphisms of H and H. Recall also that H is graded by setting deg a(
, where H ′ = Span {a(n) | a ∈ h, n ∈ C} ∪ {c}. Denote H ± = Span {a(n) | n ≷ 0} ⊂ H ′ . We have H ′ = H − ⊕ Cc ⊕ H + . Now let M be a restricted H-module, i.e. such that for any u ∈ M we have h(n)u = 0 for n ≫ 0. Assume that c acts on M by the identity. Then the fields h ∈ F{M } generate a vertex algebra V 0 ⊂ F{M }. It is called an enveloping vertex algebra of the conformal Heisenberg algebra H. The algebra V 0 is a module over the Heisenberg algebra H by h(n)x = h n x. It is well known that V 0 is the unique enveloping vertex algebra of H such that c = 1 1. As a module over H, the vertex algebra V 0 is isomorphic to the so-called canonical relations representation M (1) = U (H − )1 1, which is generated by a single element 1 1 such that H + 1 1 = 0.
The vertex algebra V 0 is in fact a vertex operator algebra: it is graded so that deg h = 1 for h ∈ h and it contains a Virasoro element υ = where (α 1 , . . . , α ℓ ) and (β 1 , . . . , β ℓ ) are dual bases of h, such that υ 0 u = Du for all v ∈ V 0 , υ 1 u = (deg u)u for all homogeneous u ∈ V 0 , υ 2 υ = 0 and
[0] one has h V ξ = ξ(h). Recall [14] that an H-module V belongs to the category O if V is h [0] -diagonalizable and for any v ∈ V there is n ∈ 1 p Z such that for any x ∈ U (H) of deg x n we have xv = 0. Clearly, any module from the category O is restricted.
For the future reference we cite here a structural result from the representation theory of Heisenberg algebras. V n on V such that deg a(n) = −n and υ(1) V n = n, where
is the first coefficient of the Virasoro element υ ∈ V 0 .
Clearly, the vacuum space Ω ⊂ V is stable under the action of h [0] . The condition (iv) means that V is a module over the vertex operator algebra V 0 , see §1.7. We remark that if in (iv) we assume that the grading on V is bounded from below, that is, there is n 0 ∈ 1 p Z such that V n = 0 for n < n 0 , then the condition V ∈ O becomes obsolete.
Fock spaces.
Let Λ ⊂ h be a lattice in h of rank l. Assume that Λ agrees with the Γ-grading on h in the sense that rk
of Λ by the multiplicative group Z ∼ = C × = C {0}. Let e : Λ → Λ be a section and ε : Λ × Λ → Z be the corresponding 2-cocycle, so that e(α)e(β) = ε(α, β) e(α + β) for α, β ∈ Λ. Denote by R the quotient of the group algebra C Λ obtained by the identification of Z with C × ⊂ C. The key object of the construction is a vector space V , which is a module over the associative algebra R and a restricted module over the twisted Heisenberg algebra H such that [ h(n), e(α) ] = δ n,0 (h|α) e(α), for h ∈ h, n ∈ Γ + Z and c = id .
The formulas (13) mean that H acts on R by derivations, so we can form a skew tensor product algebra
. The relation [ β(0), e(α) ] = (α|β)e(α) is equivalent to the fact that e(α)V ξ ⊆ V ξ+ν(α) .
Such module V is sometimes referred to as a Fock space. In §3.4 we will make V to be a module over certain vertex algebra, under some additional assumptions.
A standard way to construct a Fock space V is as follows.
. In other words, Ω is a module over a certain skew tensor product algebra U h
[0] ⊗ R. As before, we have e(α)Ω ξ ⊆ Ω ξ+ν(α) . Take now a restricted H-module M such that
-diagonalizable H-module and also it is a module over R such that the relations (13) hold. The action is given by
for a ∈ h, 0 = n ∈ Γ + Z, x ∈ R, v ∈ M, u ∈ Ω. The central element c acts on V by the identity. For example, assume that V satisfies the conditions of Lemma 1 as a module over H. Then V = M (1) ⊗ Ω can be obtained by the above construction for M = M (1). The vacuum space
3.3. Twisted vertex operators. Now we are ready to define the main ingredient of this construction -the vertex operator X α ∈ F{V } for α ∈ Λ. Denote h
Remark. In fact we need that V is h [0] -diagonalizable only for the expression z α(0) to make sense. We can instead interpret z α(0) = exp α(0) log z , and then this expression is well defined under much weaker assumptions, for example it is enough to require that α(0) acts locally finite dimensionally.
Proposition 3. [18]
Let h ∈ h, n ∈ Γ + Z, α, β ∈ Λ. We have
where ω = exp 2π i p is the primitive p-th root of unity and
We have X α,β (w, z) = X β,α (z, w) and
. The notation ı w,z in (e) is a short for ı
, see (2) .
Proof. (a). Let 0 =
and h(n) commutes with all the rest of the factors in (14) . Also h(0) commutes with all the factors in (14) except e(α), whose commutators are given by (13) , so (a) follows.
(b). It follows that
On the other hand, set α(z)
The locality of α and X α is 1, hence, using (6),
(d). Let us calculate υ 0 X α by the associativity formula V3. We have, using (b) and (c):
The other relation is proved in the same way.
(e). Let us first calculate
we have
Denote y = (z/w)
Using the elementary fraction decomposition
we get that
The rest of non-trivial commutation relations between the factors in (14) are
so we finally get, using that
The statement (b) implies that X α generates a highest weight module over the Heisenberg Lie algebra H, where the action is given as usual by h(n)u = h n u. This module is irreducible and is in fact a module over the Heisenberg vertex algebra V 0 = U (H)1 1.
The Virasoro element υ ∈ V 0 gives the operator
By (d) the vertex operators X α are of weight 0 with respect to this D, see §1.6.
3.4.
Lattice vertex algebras and their generalized representations. In this section we construct the vertex superalgebra V Λ , known as the lattice vertex superalgebra. See the introduction for the discussion of its importance and references. We start with the remark that only minimal modification is needed to transfer all the definitions and results of §1 and §2 to the realm of superalgebras. All commutators must be interpreted as supercommutators, the formula (3) must change to
etc. Notably, in the definition of vertex operator superalgebra the eigenvalues of the grading derivation υ(1) are allowed to be half-integer, and the vertex algebra A = n∈ A n . A reader who is averse to supermathematics can assume that the lattice Λ is even, i.e. (α|α) ∈ 2Z for all α ∈ Λ, see (i) below.
Here we make the following assumptions on the data introduced in §3.3. (i) For any α, β ∈ Λ the numbers m s = (σ −s α|β), 0 s p − 1, are integers, in other words Λ ⊂ h is an integer lattice and the automorphism σ : h → h preserves the dual lattice
× is such that the corresponding commutator map is
Note that p (
The cocycle ε satisfying (16) can be easily constructed in the following way. Let α 1 , . . . , α l be a Zbasis of Λ. Define ε first on the elements of this basis such that (16) holds for any α, β ∈ {α 1 , . . . , α l }. This is possible since C(α, β) = C(β, α) −1 and C(α, α) = 1. Then, since C : Λ × Λ → C × is bimultiplicative, the identity (16) will continue to hold for the bimultiplicative extension of ε to the whole Λ. Note that for p = 1 or 2 we have C(α, β) = (−1) (α|α)(β|β) (−1) (α|β) . Denote by P(m) = r = (r 1 , r 2 , . . . ) r i 0, i 1 ir i = m the set of partitions of m ∈ Z. Theorem 2. Under the assumptions (i) and (ii) above the vertex operators X α , X β ⊂ F{V } are local of order N (α, β) = max {−m s | m s < 0, 0 s p − 1}∪{0}. They generate the lattice vertex superalgebra V = V Λ ⊂ F{V }, which does not depend on the Γ-grading of h. The products of the generators are given by
for n < −(α|β), and X α n X β = 0 if n −(α|β). Here
In particular,
In the case when p = 1 this is just the usual construction of lattice vertex algebras, see e.g. [12] . The lattice vertex algebra V = α∈λ V α is graded by the lattice Λ. The subspace V 0 is the Heisenberg vertex subalgebra of V, and the rest of V α 's are irreducible modules over V 0 .
The even and odd parts of V are
We also note that V is a simple vertex algebra.
Let us calculate the commutator map of the cocycle κ : Λ × Λ → C × given by (18):
It follows that for different automorphisms σ all resulting cocycles κ are cohomological and define certain class κ ∈ H 2 (Λ, C × ). Therefore, the vertex algebra V Λ ⊂ F{V } generated by X α 's is indeed independent on σ.
Remark. If (α|β) is not an integer, then the vertex operators X α and X β are not local. However, they are local in a generalized sense, and they generate a generalized vertex algebra [7] , mentioned at the end of §1.7. One can define products X α n X β for n ≡ −(α|β) mod Z.
Proof of Theorem 2.
The assertion about locality follows from Proposition 3(e) and the formula
Consider the operator δ = ı w,z − ı z,w equal to the difference between the two expansions of a rational function in w and z into a power series given by (2) . It is easy to see that δ(g) = 0 if and only if g ∈ C[w ±1 , z ±1 ]. In this case g commutes with δ: δ(gf ) = gδ(f ). We will also make use of the following formula. For any formal power series f (w, z) in the variables w, z one has
whenever both sides make sense. Let n = −(α|β) − k − 1. We calculate the product X α n X β using (8) and Proposition 3(e):
We use here that Res w = Res Remark. One could have used the theorem of Li and Xu [23] on characterization of lattice vertex algebras to show that the vertex algebra generated by the vertex operators X α ∈ F{V } is isomorphic to the lattice vertex algebra. They consider only the case of an even lattice, but one can easily generalize their result to the case of a non-trivial odd part. It is easy then to deduce the product formula (17) but this proof would not give the explicit formula (18) for the cocycle κ.
Remark. Dong and Lepowsky [8] have constructed all twisted modules of V Λ for the case when Λ is even, see §3.7. They used, however, completely different techniques, in particular, they didn't get the cocycle κ explicitly. Some special cases were also considered in [6, 10] .
Then U is a submodule over the vertex algebra V Λ .
3.6. Do we get all generalized modules of V Λ ? In this section we show that in fact the construction of Theorem 2 exhausts all reasonable modules of V Λ . A similar argument was also used in [5, 6, 20, 23] . Let V be a generalized module over the lattice vertex algebra V Λ such that for any homogeneous
is also homogeneous, in other words, V is a twisted module over V 0 . Then the space V becomes a module over the twisted Heisenberg algebra H, such that c acts as the identity.
-diagonalizable, though as in the remark, preceding Proposition 3, we note that this assumption can be relaxed. We will show that the V Λ -module V can be obtained by the construction of §3.4.
For α ∈ Λ define
Using the same calculations as in the proof of (a) and (c) of Proposition 3 we see that d dz e(α) = 0 and [ h(n), e(α) ] = δ n,0 (h|α) e(α), so that the relations (13) hold. Now we want to show that e(α) : V → V generate an action of the central extension Λ of the lattice Λ corresponding to a cocycle ε : Λ × Λ → C × satisfying (16) . It will follow that V is a module over the skew tensor product U (H) ⊗ R introduced in §3.2.
Modifying slightly the proof of Proposition 3(e) we get that
Take N sufficiently large. Then, since X α and X β must be local, we get
ns for some n s ∈ Z + and C(α, β) as in (16) . But this can only happen if e(α)e(β) = C(α, β) e(β)e(α), because otherwise we would have X ′ α,β (w, z) (w − z) n = 0 for n = max s n s and this is impossible since X ′ α,β is regular at w = z. Now we can apply the calculations (19) to the product X α n X β for n = −(α|β) − 1. Similar to (19) we get that e(α + β) X α n X β = e(α)e(β) p
But we know that X α n X β = κ(α, β)X α+β in V Λ , therefore e(α)e(β)X α+β = ε(α, β)e(α+β)X α+β , hence e(α)e(β) = ε(α, β)e(α + β).
So we have proved the following Theorem 3. Let V be a generalized module over the lattice vertex superalgebra
Then there is a unique action of R on V such that the highest weights vectors X α ∈ V α for α ∈ Λ act on V by the vertex operators (14) .
It follows from Theorem 3 that a V Λ -submodule U ⊂ V is a submodule over U (H)⊗R. Combining this with Corollary 1, we get the following statement. 
3.7.
Twisted modules over lattice vertex superalgebras. In this section we study twisted modules over the lattice vertex algebra V = V λ , see §1.7 for the definition. As in §3.3, we are fixing a p-th primitive root of unity ω = exp 2πi p . Assume that the automorphism σ : h → h preserves the lattice Λ. Let σ : V → V be an extension of the automorphism σ : V 0 → V 0 to the whole vertex algebra V. It is easy to see that σX α = ϕ(α)X σα for some 1-cocycle ϕ : Λ → C × such that
Since σ preserves the norm ( · | · ) on h and κ(α, β)κ(β, α) −1 = (−1) (α|α)(β|β) (−1) (α|β) , we see that the cocycle κ(σα,σβ) κ(α,β) is indeed symmetric and therefore equal to dϕ 0 for
The formula (18) implies that κ(σα, σβ)
therefore the map e(α) → ϕ(α) e(σα) defines an automorphism of the algebra R. And vice versa, any such automorphism of R defines an automorphism of V.
Remark. In general, the order of σ : V → V may not be equal to p, in fact it may not be finite at all. However, the extension corresponding to ϕ 0 is of order p. Indeed,
Now we show how the vertex algebra V is decomposed into a sum of the root spaces of σ. Consider the action of σ on a linear span E = Span{ X α , X σα , . . . , X σ p−1 α } of a σ-orbit of X α . It is easy to see that the eigenvalues of σ on E are all the different roots µ = p ϕ(α)ϕ(σα) · · · ϕ(σ p−1 α). Fix such a root µ. The eigenvector corresponding to the eigenvalue µ ω j , 0 j p − 1, is
So we deduce that V = µ∈C × V µ is decomposed into a direct sum of the root spaces of σ such that σ V µ = µ. 
s e(α) for every 0 s p − 1 and
where p is the length of σ-orbit of α, k s are given by (21) and λ = 1 2πi ln µ α . The condition (i) means that e(σα) = µ α ϕ(α)
−1 e(α) for every α ∈ Λ, where the root µ α is the same for every vector in the σ-orbit of α. We also note that it is enough to impose (i) and (ii) only for α running over an integer basis of Λ.
Proof. Fix a root µ as above and let λ = 1 2πi ln µ. Let π : V → F{V } be the representation map. Then V is twisted with respect to the above grading of
where Y j is (the image of) the eigenvector of σ given by (21) .
Moreover, it is enough to require this only for a finite set of generators of V, for example for all the Y j 's corresponding to the σ-orbits of an integer basis of Λ. Assume that
some 0 q p − 1. Let τ be the automorphism of
is easy to see that
It follows that x s = ω rs x 0 . If r ≡ q + j mod p, then the coefficient of z m in
• Y j is equal to 0. This gives us the following system of linear equations:
Since k 0 =1, the solution of this system is e(σ s α) = ω qs k −1 s e(α). Taking µ ω q instead of µ we get exactly (i).
The condition (ii) follows from the fact that in order to have deg Proof. Set β = σ j α. If C(α, β) = 1, then e(α)e(β) = e(β)e(α). Yet by Theorem 4, we have e(α)e(β) −1 ∈ C × . Therefore, R acts by 0 on every twisted V Λ -module, hence by Theorem 3 so does V Λ .
Semisimplicity of twisted representations. Consider the category O σ of h
[0] -diagonalizable twisted with respect to σ modules V over V Λ such that V satisfies the conditions of Lemma 1 as a module over the Heisenberg algebra H. In particular V must be a module over the vertex operator algebra V Λ . Note that if V = n V n is a σ-twisted module over the vertex operator algebra V Λ such that V n = 0 for n ≪ 0, then V ∈ O σ . The latter modules appear in the representation theory of vertex algebras quite often, in particular in connection with the Zhu theory [9, 27] .
Note that by Corollary 3, the category O σ can sometimes be trivial.
Theorem 5. The category O σ is semisimple with finitely many isomorphism classes of simple objects.
In order to prove this theorem we have to study the quotient algebra A of R modulo the ideal generated by the condition (i) of Theorem 4. More precisely, let Π ⊂ Λ be a finite set of vectors, closed under σ and spanning Λ over Z. For x ∈ R let x be its image in A. The algebra A is generated by the set e(α) α ∈ Π subject to the relations e(σα) = µ α φ(α)
−1 e(α) for all α ∈ Π. Let Π = n j=1 S j be the decomposition of Π into a disjoint union of σ-orbits. Choose some α j ∈ S j for all 1 j n. Let x j = e(α j ) ∈ A. Then the set x ±1 1 , . . . , x ±1 n is a set of generators of A. We note that x i x j = c ij x j x i for c ij = C(α i , α j ) ∈ C × , see (16) . The algebra A depends on the cocycle ϕ : Λ → C × and also on the choice of a root µ j = p ϕ(α j ) · · · ϕ(σ p−1 α j ) for 1 j n.
Let ν : Λ → h [0] * be the map given by ν(α)h = (α|h). Then ν(Λ) is a sublattice of the dual lattice to Λ [0] . The algebra R is graded by ν(Λ) by setting deg e(α) = ν(α). We observe that the relations (i) of Theorem 4 are homogeneous with respect to this grading, because ν(α) = ν(σα) for all α ∈ Λ. Hence A is graded by ν(Λ) as well.
Recall that a graded algebra is called semisimple if it is semisimple as a left graded module over itself. Like in a non-graded case, a graded algebra is semisimple if and only if it is decomposed into a direct product of graded simple algebras, the latter are isomorphic to matrix algebras over graded division algebras, by a graded version of the classical Wedderburn theorem. If an algebra A is graded semisimple, then the category of graded R-modules is semisimple, i.e. every module is completely reducible. The simple graded A-modules are the simple homogeneous ideals of A with possible shift of degrees. For the non-graded case this is a classical theory presented in most of the graduate algebra textbooks, like Jacobson's Basic Algebra [13] . For the graded case the references are much more scarce, see, however, [24] .
We will use the following rather obvious fact: A homomorphic image of a graded semisimple algebra modulo a homogeneous ideal is again a graded semisimple algebra.
E r E s = δ rs E r . Note that a left ideal is also right, since for any x, y ∈ B there is c ∈ C × such that xy = c yx. Let
be the idempotents of the subalgebra generated by x n , so that e i e j = δ ij e i . Then for each r and j the space E r e j is a simple ideal of B, and we have (E r e j )(E s e i ) = δ rs δ ij E r e j and B = r,j E r e j . This proves (a).
To prove (b) we note that the defining relations of B in (22) form a Gröbner basis of the ideal of relations, and the statement can be easily verified using Diamond lemma techniques, see e.g. [2] .
Proof of Theorem 5. Let V ∈ O σ . By (i) of Lemma 1 and Theorem 4 we have V = M (1) ⊗ Ω, where Ω is ν(Λ)-graded module over A. Hence it follows from Proposition 4 that Ω is decomposed into a direct sum of irreducible A-modules, and Corollary 2 implies that V is decomposed into a direct sum of irreducible V Λ -modules.
A module V = M (1) ⊗ Ω ∈ O σ is simple if and only if Ω is a simple ν(Λ)-graded A-module. Such Ω must be isomorphic to a simple homogeneous ideal of A up to a shift of weights. The weights of Ω are restricted by (ii) of Theorem 4. We claim that a simple object of O σ is determined up to an isomorphism by a choice of a simple homogeneous ideal of A, an equivalence class η + ν(Λ) ∈ Λ
[0] ′ ν(Λ) and a root µ α = p ϕ(α) · · · ϕ(σ p−1 α) for each generating σ-orbit of Λ.
Indeed, let ξ ∈ h [0] * be such that ξ α(0) = Example 2. A more interesting case is when σ = −1. Then Π = {±α 1 , . . . , ±α l } and the grading is trivial. One can choose the cocycle ε such that ε(α j , α j ) = 1 and then ϕ(−α j ) = ϕ(α j ) −1 , hence µ j = ±1 for all 1 j l. So the algebra A in this case is generated by x 1 , . . . , x l modulo the relations x i x j = c ij x j x i , where c ij = (−1) (αi|αi)(αj |αj ) (−1) (αi|αj ) , and x 2 j = µ j φ(α j ). By Lemma 2, A is a semisimple algebra of dimension 2 l for any choice of ϕ and µ j . A simple module V ∈ O σ is decomposed V = M (1) ⊗ Ω, where Ω isomorphic to a simple ideal of A. This case was studied in [6, 10, 12] .
We remark that −1 is an isomorphism of any lattice Λ. When Λ is the Leech lattice, twisted modules over V Λ with respect to this isomorphism are used to construct the Moonshine vertex algebra V ♮ , see [12] .
Remark. The case when Λ is a simply-laced root lattice and σ is an element of the Weyl group of corresponding affine Kac-Moody algebra was studied by Kac and Peterson [17] .
