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Abstract
The notion of uncertainty is of major importance in machine learning and con-
stitutes a key element of machine learning methodology. In line with the statistical
tradition, uncertainty has long been perceived as almost synonymous with standard
probability and probabilistic predictions. Yet, due to the steadily increasing relevance
of machine learning for practical applications and related issues such as safety require-
ments, new problems and challenges have recently been identified by machine learning
scholars, and these problems may call for new methodological developments. In par-
ticular, this includes the importance of distinguishing between (at least) two different
types of uncertainty, often referred to as aleatoric and epistemic. In this paper, we
provide an introduction to the topic of uncertainty in machine learning as well as an
overview of attempts so far at handling uncertainty in general and formalizing this
distinction in particular.
1 Introduction
Machine learning is essentially concerned with extracting models from data, often (though
not exclusively) using them for the purpose of prediction. As such, it is inseparably
connected with uncertainty. Indeed, learning in the sense of generalizing beyond the data
seen so far is necessarily based on a process of induction, i.e., replacing specific observations
by general models of the data-generating process. Such models are never provably correct
but only hypothetical and therefore uncertain, and the same holds true for the predictions
produced by a model. In addition to the uncertainty inherent in inductive inference, other
sources of uncertainty exist, including incorrect model assumptions and noisy or imprecise
data.
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Needless to say, a trustworthy representation of uncertainty is desirable and should be
considered as a key feature of any machine learning method, all the more in safety-critical
application domains such as medicine (Yang et al., 2009; Lambrou et al., 2011) or socio-
technical systems (Varshney, 2016; Varshney and Alemzadeh, 2016). Besides, uncertainty
is also a major concept within machine learning methodology itself; for example, the
principle of uncertainty reduction plays a key role in settings such as active learning
(Aggarwal et al., 2014; Nguyen et al., 2019), or in concrete learning algorithms such as
decision tree induction (Mitchell, 1980).
Traditionally, uncertainty is modeled in a probabilistic way, and indeed, in fields like
statistics and machine learning, probability theory has always been perceived as the ul-
timate tool for uncertainty handling. Without questioning the probabilistic approach in
general, one may argue that conventional approaches to probabilistic modeling, which
are essentially based on capturing knowledge in terms of a single probability distribution,
fail to distinguish two inherently different sources of uncertainty, which are often referred
to as aleatoric and epistemic uncertainty (Hora, 1996; Der Kiureghian and Ditlevsen,
2009). Roughly speaking, aleatoric (aka statistical) uncertainty refers to the notion of
randomness, that is, the variability in the outcome of an experiment which is due to
inherently random effects. The prototypical example of aleatoric uncertainty is coin flip-
ping: The data-generating process in this type of experiment has a stochastic component
that cannot be reduced by any additional source of information (except Laplace’s demon).
Consequently, even the best model of this process will only be able to provide probabil-
ities for the two possible outcomes, heads and tails, but no definite answer. As opposed
to this, epistemic (aka systematic) uncertainty refers to uncertainty caused by a lack of
knowledge (about the best model). In other words, it refers to the ignorance (cf. Sections
3.3 and A.2) of the agent or decision maker, and hence to the epistemic state of the agent
instead of any underlying random phenomenon. As opposed to uncertainty caused by
randomness, uncertainty caused by ignorance can in principle be reduced on the basis of
additional information. For example, what does the word “kichwa” mean in the Swahili
language, head or tail? The possible answers are the same as in coin flipping, and one
might be equally uncertain about which one is correct. Yet, the nature of uncertainty is
different, as one could easily get rid of it. In other words, epistemic uncertainty refers to
the reducible part of the (total) uncertainty, whereas aleatoric uncertainty refers to the
irreducible part.
In machine learning, where the agent is a learning algorithm, the two sources of uncer-
tainty are usually not distinguished. In some cases, such a distinction may indeed appear
unnecessary. For example, if an agent is forced to make a decision or prediction, the source
of its uncertainty—aleatoric or epistemic—might actually be irrelevant. This argument is
often put forward by Bayesians in favor of a purely probabilistic approach (and classical
Bayesian decision theory). One should note, however, that this scenario does not always
apply. Instead, the ultimate decision can often be refused or delayed, like in classifica-
tion with a reject option (Chow, 1970; Hellman, 1970), or actions can be taken that are
specifically directed at reducing uncertainty, like in active learning (Aggarwal et al., 2014).
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Figure 1: Predictions by EfficientNet (Tan and Le, 2019) on test images from ImageNet:
For the left image, the neural network predicts “typewriter keyboard” with certainty
83.14 %, for the right image “stone wall” with certainty 87.63 %.
Motivated by such scenarios, and advocating a trustworthy representation of uncertainty
in machine learning, Senge et al. (2014) explicitly refer to the distinction between aleatoric
and epistemic uncertainty. They propose a quantification of these uncertainties and show
the usefulness of their approach in the context of medical decision making. A very similar
motivation is given by Kull and Flach (2014) in the context of their work on reliability
maps. They distinguish between a predicted probability score and the uncertainty in
that prediction, and illustrate this distinction with an example from weather forecasting1:
“... a weather forecaster can be very certain that the chance of rain is 50 %; or her best
estimate at 20 % might be very uncertain due to lack of data.” Roughly, the 50 % chance
corresponds to what one may understand as aleatoric uncertainty, whereas the uncertainty
in the 20 % estimate is akin to the notion of epistemic uncertainty. On the more practical
side, Varshney and Alemzadeh (2016) give an example of a recent accident of a self-driving
car, which led to the death of the driver (for the first time after 130 million miles of testing).
They explain the car’s failure by the extremely rare circumstances, and emphasize “the
importance of epistemic uncertainty or “uncertainty on uncertainty” in these AI-assisted
systems”.
More recently, a distinction between aleatoric and epistemic uncertainty has also been
advocated in the literature on deep learning (Kendall and Gal, 2017), where the limited
awareness of neural networks of their own competence has been demonstrated quite nicely.
For example, experiments on image classification have shown that a trained model does
often fail on specific instances, despite being very confident in its prediction (cf. Fig. 1).
Moreover, such models are often lacking robustness and can easily be fooled by “adversarial
examples” (Papernot and McDaniel, 2018): Drastic changes of a prediction may already
be provoked by minor, actually unimportant changes of an object. This problem has not
only been observed for images but also for other types of data, such as natural language
text (cf. Fig. 2 for an example).
This paper provides an overview of machine learning methods for handling uncertainty,
with a specific focus on the distinction between aleatoric and epistemic uncertainty in
1The semantic interpretation of probability is arguably not very clear in examples of that kind: What
exactly does it mean to have a 50% chance of rain for the next day? This is not important for the point
we want to make here, however.
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There is really but one thing to say about
this sorry movie It should never have been
made The first one one of my favourites An
American Werewolf in London is a great
movie with a good plot good actors and
good FX But this one It stinks to heaven
with a cry of helplessness
There is really but one thing to say about
that sorry movie It should never have been
made The first one one of my favourites An
American Werewolf in London is a great
movie with a good plot good actors and
good FX But this one It stinks to heaven
with a cry of helplessness
Figure 2: Adversarial example (right) misclassified by a machine learning model trained
on textual data: Changing only a single — and apparently not very important — word
(highlighted in bold font) is enough to turn the correct prediction “negative sentiment”
into the incorrect prediction “positive sentiment” (Sato et al., 2018).
Table 1: Notation used throughout the paper.
Notation Meaning
P , p probability measure, density or mass function
X , x, xi instance space, instance
Y, y, yi output space, outcome
H, h hypothesis space, hypothesis
V = V(H,D) version space
pi(y) possibility/plausibility of outcome y
h(x) outcome y ∈ Y for instance x predicted by hypothesis h
ph(y |x) = p(y |x, h) probability of outcome y given x, predicted by h
` loss function
h∗, hˆ risk-minimizing hypothesis, empirical risk minimizer
f∗ pointwise Bayes predictor
E(X) expected value of random variable X
V(X) variance of random variable XJ·K indicator function
the common setting of supervised learning. In the next section, we provide a short intro-
duction to this setting and propose a distinction between different sources of uncertainty.
Section 3 elaborates on modeling epistemic uncertainty. More specifically, it considers
set-based modeling and modeling with (probability) distributions as two principled ap-
proaches to capturing the learner’s epistemic uncertainty about its main target, that is,
the (Bayes) optimal model within the hypothesis space. Concrete approaches for model-
ing and handling uncertainty in machine learning are then discussed in Section 4, prior
to concluding the paper in Section 5. In addition, Appendix A provides some general
background on uncertainty modeling (independent of applications in machine learning),
specifically focusing on the distinction between set-based and distributional (probabilistic)
representations and emphasizing the potential usefulness of combining them.
Table 1 summarizes some important notation. Let us note that, for the sake of readabil-
ity, a somewhat simplified notation will be used for probability measures and associated
distribution functions. Most of the time, these will be denoted by P and p, respectively,
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even if they refer to different measures and distributions on different spaces (which will be
clear from the arguments). For example, we will write p(h) and p(y |x) for the probability
(density) of hypotheses h (as elements of the hypothesis space H) and outcomes y (as
elements of the output space Y), instead of using different symbols, such as pH(h) and
pY(y |x).
2 Sources of uncertainty in supervised learning
Uncertainty occurs in various facets in machine learning, and different settings and learning
problems will usually require a different handling from an uncertainty modeling point of
view. In this paper, we focus on the standard setting of supervised learning (cf. Fig. 3),
which we briefly recall in this section. Moreover, we identify different sources of (predictive)
uncertainty in this setting.
2.1 Supervised learning and predictive uncertainty
In supervised learning, a learner is given access to a set of training data
D ..= {(x1, y1), . . . , (xN , yN )} ⊂ X × Y , (1)
where X is an instance space and Y the set of outcomes that can be associated with
an instance. Typically, the training examples (xi, yi) are assumed to be independent and
identically distributed (i.i.d.) according to some unknown probability measure P on X×Y.
Given a hypothesis space H (consisting of hypotheses h : X −→ Y mapping instances x
to outcomes y) and a loss function ` : Y × Y −→ R, the goal of the learner is to induce a
hypothesis h∗ ∈ H with low risk (expected loss)
R(h) ..=
∫
X×Y
`(h(x), y) dP (x, y) . (2)
Thus, given the training data D, the learner needs to “guess” a good hypothesis h. This
choice is commonly guided by the empirical risk
Remp(h) ..=
1
N
N∑
i=1
`(h(xi), yi) , (3)
i.e., the performance of a hypothesis on the training data. However, since Remp(h) is only
an estimation of the true risk R(h), the hypothesis (empirical risk minimizer)
hˆ ..= argmin
h∈H
Remp(h) (4)
5
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learning
algorithm
<latexit sha1_base64="eXeP1/wMFiW7LFCdpHE+iIG82w8=">AAACj nicbVHLattAFB2rr1R9xGmX3YiaQldGyiLtJjRQCFmmUCcBjzBXV1fykHmImVGKEfqNfk236T/0bzqyHUidXhg4nHPunblnikYK59P0zyh69PjJ02 d7z+MXL1+93h8fvLlwprVIMzTS2KsCHEmhaeaFl3TVWAJVSLosrr8O+uUNWSeM/u5XDeUKai0qgeADtRinvKBa6A5Je7J9LAmsFrrmPAZZGyv8UsW cdHnnWIwn6TRdV/IQZFswYds6XxyMTnlpsFWhHyU4N8/SxucdWC9QUh/z1lEDeA01zQPUoMjl3Xq1PvkQmDKpjA1H+2TN3u/oQDm3UkVwKvBLt6sN 5P+0eeurz3kndNN60ri5qGpl4k0y5JSUwhJ6uQoAMMQgMMElWMAQQphkSdMPNEpBiIZXoIRclVRBK33fcVfd4Zjf9zny/TzLOz68B0F2k6zvd4fdE G5MhZHlsJvZ+ELy2W7OD8HF4TRLp9m3w8nJ0fYP9tg79p59ZBn7xE7YGTtnM4bsJ/vFbtnvaBwdRcfRl401Gm173rJ/Kjr7C/rKzIc=</latexit><latexit sha1_base64="eXeP1/wMFiW7LFCdpHE+iIG82w8=">AAACj nicbVHLattAFB2rr1R9xGmX3YiaQldGyiLtJjRQCFmmUCcBjzBXV1fykHmImVGKEfqNfk236T/0bzqyHUidXhg4nHPunblnikYK59P0zyh69PjJ02 d7z+MXL1+93h8fvLlwprVIMzTS2KsCHEmhaeaFl3TVWAJVSLosrr8O+uUNWSeM/u5XDeUKai0qgeADtRinvKBa6A5Je7J9LAmsFrrmPAZZGyv8UsW cdHnnWIwn6TRdV/IQZFswYds6XxyMTnlpsFWhHyU4N8/SxucdWC9QUh/z1lEDeA01zQPUoMjl3Xq1PvkQmDKpjA1H+2TN3u/oQDm3UkVwKvBLt6sN 5P+0eeurz3kndNN60ri5qGpl4k0y5JSUwhJ6uQoAMMQgMMElWMAQQphkSdMPNEpBiIZXoIRclVRBK33fcVfd4Zjf9zny/TzLOz68B0F2k6zvd4fdE G5MhZHlsJvZ+ELy2W7OD8HF4TRLp9m3w8nJ0fYP9tg79p59ZBn7xE7YGTtnM4bsJ/vFbtnvaBwdRcfRl401Gm173rJ/Kjr7C/rKzIc=</latexit><latexit sha1_base64="eXeP1/wMFiW7LFCdpHE+iIG82w8=">AAACj nicbVHLattAFB2rr1R9xGmX3YiaQldGyiLtJjRQCFmmUCcBjzBXV1fykHmImVGKEfqNfk236T/0bzqyHUidXhg4nHPunblnikYK59P0zyh69PjJ02 d7z+MXL1+93h8fvLlwprVIMzTS2KsCHEmhaeaFl3TVWAJVSLosrr8O+uUNWSeM/u5XDeUKai0qgeADtRinvKBa6A5Je7J9LAmsFrrmPAZZGyv8UsW cdHnnWIwn6TRdV/IQZFswYds6XxyMTnlpsFWhHyU4N8/SxucdWC9QUh/z1lEDeA01zQPUoMjl3Xq1PvkQmDKpjA1H+2TN3u/oQDm3UkVwKvBLt6sN 5P+0eeurz3kndNN60ri5qGpl4k0y5JSUwhJ6uQoAMMQgMMElWMAQQphkSdMPNEpBiIZXoIRclVRBK33fcVfd4Zjf9zny/TzLOz68B0F2k6zvd4fdE G5MhZHlsJvZ+ELy2W7OD8HF4TRLp9m3w8nJ0fYP9tg79p59ZBn7xE7YGTtnM4bsJ/vFbtnvaBwdRcfRl401Gm173rJ/Kjr7C/rKzIc=</latexit><latexit sha1_base64="eXeP1/wMFiW7LFCdpHE+iIG82w8=">AAACj nicbVHLattAFB2rr1R9xGmX3YiaQldGyiLtJjRQCFmmUCcBjzBXV1fykHmImVGKEfqNfk236T/0bzqyHUidXhg4nHPunblnikYK59P0zyh69PjJ02 d7z+MXL1+93h8fvLlwprVIMzTS2KsCHEmhaeaFl3TVWAJVSLosrr8O+uUNWSeM/u5XDeUKai0qgeADtRinvKBa6A5Je7J9LAmsFrrmPAZZGyv8UsW cdHnnWIwn6TRdV/IQZFswYds6XxyMTnlpsFWhHyU4N8/SxucdWC9QUh/z1lEDeA01zQPUoMjl3Xq1PvkQmDKpjA1H+2TN3u/oQDm3UkVwKvBLt6sN 5P+0eeurz3kndNN60ri5qGpl4k0y5JSUwhJ6uQoAMMQgMMElWMAQQphkSdMPNEpBiIZXoIRclVRBK33fcVfd4Zjf9zny/TzLOz68B0F2k6zvd4fdE G5MhZHlsJvZ+ELy2W7OD8HF4TRLp9m3w8nJ0fYP9tg79p59ZBn7xE7YGTtnM4bsJ/vFbtnvaBwdRcfRl401Gm173rJ/Kjr7C/rKzIc=</latexit>
training data D
<latexit sha1_base64="1/HpL/1 d2a8+o7V7Lvdf8VCwOGo=">AAACeXicbVFNb9NAEN2YAiV8NC3HXrZNk SoOkV0k4FipCHEsUtNWiq1ovB6nq+6HtTsuiiwf+DVc4efwW7iwTgJq04 600tN7b3Zn3uaVkp7i+HcverTx+MnTzWf95y9evtoabO+ce1s7gWNhlX WXOXhU0uCYJCm8rByCzhVe5NcnnX5xg85La85oXmGmYWZkKQVQoKaDXXI gjTQzXgABP0g10JUA1XxqD6aDYTyKF8Xvg2QFhmxVp9Pt3ue0sKLWaEg o8H6SxBVlDTiSQmHbT2uPFYhrmOEkQAMafdYstmj5m8AUvLQuHEN8wd7u aEB7P9d5cHZD+nWtIx/SJjWVH7NGmqomNGL5UFkrTpZ3kfBCOhSk5gGA cDLMysUVOBAUguunDg1+E1ZrMEWTlqClmhdYQq2obVJf/sP99LbPI7WTJ Gv+BzpM2nb9shsUS1NuVdHtZpe+kHyynvN9cH40SuJR8vVoePx+9Qebb Jfts0OWsA/smH1hp2zMBPvOfrCf7FfvT7QXHUZvl9aot+p5ze5U9O4vTA nD0Q==</latexit><latexit sha1_base64="1/HpL/1 d2a8+o7V7Lvdf8VCwOGo=">AAACeXicbVFNb9NAEN2YAiV8NC3HXrZNk SoOkV0k4FipCHEsUtNWiq1ovB6nq+6HtTsuiiwf+DVc4efwW7iwTgJq04 600tN7b3Zn3uaVkp7i+HcverTx+MnTzWf95y9evtoabO+ce1s7gWNhlX WXOXhU0uCYJCm8rByCzhVe5NcnnX5xg85La85oXmGmYWZkKQVQoKaDXXI gjTQzXgABP0g10JUA1XxqD6aDYTyKF8Xvg2QFhmxVp9Pt3ue0sKLWaEg o8H6SxBVlDTiSQmHbT2uPFYhrmOEkQAMafdYstmj5m8AUvLQuHEN8wd7u aEB7P9d5cHZD+nWtIx/SJjWVH7NGmqomNGL5UFkrTpZ3kfBCOhSk5gGA cDLMysUVOBAUguunDg1+E1ZrMEWTlqClmhdYQq2obVJf/sP99LbPI7WTJ Gv+BzpM2nb9shsUS1NuVdHtZpe+kHyynvN9cH40SuJR8vVoePx+9Qebb Jfts0OWsA/smH1hp2zMBPvOfrCf7FfvT7QXHUZvl9aot+p5ze5U9O4vTA nD0Q==</latexit><latexit sha1_base64="1/HpL/1 d2a8+o7V7Lvdf8VCwOGo=">AAACeXicbVFNb9NAEN2YAiV8NC3HXrZNk SoOkV0k4FipCHEsUtNWiq1ovB6nq+6HtTsuiiwf+DVc4efwW7iwTgJq04 600tN7b3Zn3uaVkp7i+HcverTx+MnTzWf95y9evtoabO+ce1s7gWNhlX WXOXhU0uCYJCm8rByCzhVe5NcnnX5xg85La85oXmGmYWZkKQVQoKaDXXI gjTQzXgABP0g10JUA1XxqD6aDYTyKF8Xvg2QFhmxVp9Pt3ue0sKLWaEg o8H6SxBVlDTiSQmHbT2uPFYhrmOEkQAMafdYstmj5m8AUvLQuHEN8wd7u aEB7P9d5cHZD+nWtIx/SJjWVH7NGmqomNGL5UFkrTpZ3kfBCOhSk5gGA cDLMysUVOBAUguunDg1+E1ZrMEWTlqClmhdYQq2obVJf/sP99LbPI7WTJ Gv+BzpM2nb9shsUS1NuVdHtZpe+kHyynvN9cH40SuJR8vVoePx+9Qebb Jfts0OWsA/smH1hp2zMBPvOfrCf7FfvT7QXHUZvl9aot+p5ze5U9O4vTA nD0Q==</latexit><latexit sha1_base64="1/HpL/1 d2a8+o7V7Lvdf8VCwOGo=">AAACeXicbVFNb9NAEN2YAiV8NC3HXrZNk SoOkV0k4FipCHEsUtNWiq1ovB6nq+6HtTsuiiwf+DVc4efwW7iwTgJq04 600tN7b3Zn3uaVkp7i+HcverTx+MnTzWf95y9evtoabO+ce1s7gWNhlX WXOXhU0uCYJCm8rByCzhVe5NcnnX5xg85La85oXmGmYWZkKQVQoKaDXXI gjTQzXgABP0g10JUA1XxqD6aDYTyKF8Xvg2QFhmxVp9Pt3ue0sKLWaEg o8H6SxBVlDTiSQmHbT2uPFYhrmOEkQAMafdYstmj5m8AUvLQuHEN8wd7u aEB7P9d5cHZD+nWtIx/SJjWVH7NGmqomNGL5UFkrTpZ3kfBCOhSk5gGA cDLMysUVOBAUguunDg1+E1ZrMEWTlqClmhdYQq2obVJf/sP99LbPI7WTJ Gv+BzpM2nb9shsUS1NuVdHtZpe+kHyynvN9cH40SuJR8vVoePx+9Qebb Jfts0OWsA/smH1hp2zMBPvOfrCf7FfvT7QXHUZvl9aot+p5ze5U9O4vTA nD0Q==</latexit>
MODEL INDUCTION
hˆ = Ind(D)
<latexit sha1_base64="BRriWuj X9D0UZlHxaqtvbuA89As=">AAAC4nicbVFNbxMxEPUuX2X5aAon4GKRI pVLtFuJjwtSpQZEJGiL1LSVslHk9c5urNrele0tRJZvnLghrvwx/gK/Am 8SopIykqXnmTdvPM9ZzZk2cfwrCK9dv3Hz1sbt6M7de/c3O1sPTnTVKA pDWvFKnWVEA2cShoYZDme1AiIyDqfZ+X5bP70ApVklj82shrEgpWQFo8T 41KTzNc2gZNIKJllNSnD2BRUuVaQsIVesnJpoyaAgDSgXfTzsv/2ABwf 94f7x4PAg2t6O0ikxdurwG5wa+GLsQOZuJxXETCnhtu+ez0kg85XI/LKa Oel04148D3wVJEvQRcs4mmwF79K8oo3wcpQTrUdJXJuxJcowysHrNxpq Qs+9+shDSQTosZ3b5fAzn8lxUSl/pMHz7OUOS4TWM5F5ZruDXq+1yf/VR o0pXo8tk3VjQNLFoKLh2FS49R7nTAE1fOYBoYr5t2I6JYpQ74lXUiDhM 62EIN6ctCCC8VkOBWm4cTbVxV8cpZd5GowbJWO78rubOLcudgF0Qcoqnr e7VQuedz5Z9/kqONntJXEv+bTb3Xu5/IMN9AQ9RTsoQa/QHnqPjtAQUf Q76ASPgsdhHn4Lv4c/FtQwWPY8RP9E+PMPuLLpvw==</latexit><latexit sha1_base64="BRriWuj X9D0UZlHxaqtvbuA89As=">AAAC4nicbVFNbxMxEPUuX2X5aAon4GKRI pVLtFuJjwtSpQZEJGiL1LSVslHk9c5urNrele0tRJZvnLghrvwx/gK/Am 8SopIykqXnmTdvPM9ZzZk2cfwrCK9dv3Hz1sbt6M7de/c3O1sPTnTVKA pDWvFKnWVEA2cShoYZDme1AiIyDqfZ+X5bP70ApVklj82shrEgpWQFo8T 41KTzNc2gZNIKJllNSnD2BRUuVaQsIVesnJpoyaAgDSgXfTzsv/2ABwf 94f7x4PAg2t6O0ikxdurwG5wa+GLsQOZuJxXETCnhtu+ez0kg85XI/LKa Oel04148D3wVJEvQRcs4mmwF79K8oo3wcpQTrUdJXJuxJcowysHrNxpq Qs+9+shDSQTosZ3b5fAzn8lxUSl/pMHz7OUOS4TWM5F5ZruDXq+1yf/VR o0pXo8tk3VjQNLFoKLh2FS49R7nTAE1fOYBoYr5t2I6JYpQ74lXUiDhM 62EIN6ctCCC8VkOBWm4cTbVxV8cpZd5GowbJWO78rubOLcudgF0Qcoqnr e7VQuedz5Z9/kqONntJXEv+bTb3Xu5/IMN9AQ9RTsoQa/QHnqPjtAQUf Q76ASPgsdhHn4Lv4c/FtQwWPY8RP9E+PMPuLLpvw==</latexit><latexit sha1_base64="BRriWuj X9D0UZlHxaqtvbuA89As=">AAAC4nicbVFNbxMxEPUuX2X5aAon4GKRI pVLtFuJjwtSpQZEJGiL1LSVslHk9c5urNrele0tRJZvnLghrvwx/gK/Am 8SopIykqXnmTdvPM9ZzZk2cfwrCK9dv3Hz1sbt6M7de/c3O1sPTnTVKA pDWvFKnWVEA2cShoYZDme1AiIyDqfZ+X5bP70ApVklj82shrEgpWQFo8T 41KTzNc2gZNIKJllNSnD2BRUuVaQsIVesnJpoyaAgDSgXfTzsv/2ABwf 94f7x4PAg2t6O0ikxdurwG5wa+GLsQOZuJxXETCnhtu+ez0kg85XI/LKa Oel04148D3wVJEvQRcs4mmwF79K8oo3wcpQTrUdJXJuxJcowysHrNxpq Qs+9+shDSQTosZ3b5fAzn8lxUSl/pMHz7OUOS4TWM5F5ZruDXq+1yf/VR o0pXo8tk3VjQNLFoKLh2FS49R7nTAE1fOYBoYr5t2I6JYpQ74lXUiDhM 62EIN6ctCCC8VkOBWm4cTbVxV8cpZd5GowbJWO78rubOLcudgF0Qcoqnr e7VQuedz5Z9/kqONntJXEv+bTb3Xu5/IMN9AQ9RTsoQa/QHnqPjtAQUf Q76ASPgsdhHn4Lv4c/FtQwWPY8RP9E+PMPuLLpvw==</latexit><latexit sha1_base64="BRriWuj X9D0UZlHxaqtvbuA89As=">AAAC4nicbVFNbxMxEPUuX2X5aAon4GKRI pVLtFuJjwtSpQZEJGiL1LSVslHk9c5urNrele0tRJZvnLghrvwx/gK/Am 8SopIykqXnmTdvPM9ZzZk2cfwrCK9dv3Hz1sbt6M7de/c3O1sPTnTVKA pDWvFKnWVEA2cShoYZDme1AiIyDqfZ+X5bP70ApVklj82shrEgpWQFo8T 41KTzNc2gZNIKJllNSnD2BRUuVaQsIVesnJpoyaAgDSgXfTzsv/2ABwf 94f7x4PAg2t6O0ikxdurwG5wa+GLsQOZuJxXETCnhtu+ez0kg85XI/LKa Oel04148D3wVJEvQRcs4mmwF79K8oo3wcpQTrUdJXJuxJcowysHrNxpq Qs+9+shDSQTosZ3b5fAzn8lxUSl/pMHz7OUOS4TWM5F5ZruDXq+1yf/VR o0pXo8tk3VjQNLFoKLh2FS49R7nTAE1fOYBoYr5t2I6JYpQ74lXUiDhM 62EIN6ctCCC8VkOBWm4cTbVxV8cpZd5GowbJWO78rubOLcudgF0Qcoqnr e7VQuedz5Z9/kqONntJXEv+bTb3Xu5/IMN9AQ9RTsoQa/QHnqPjtAQUf Q76ASPgsdhHn4Lv4c/FtQwWPY8RP9E+PMPuLLpvw==</latexit>
MODEL hˆ : X ! Y
<latexit sha1_base64="CSaYXuCuk+VLnieNnmKyOKAQv5w=">AAAC4 3icbVHLihQxFE2Vr7F8devO2QR7BBfSVA34wNWAD1wojmDPtHSaJpW6VRUmjyJJzdAUWbpyJ279ML/BnzD9sB17vBA4Offck+QkbwS3Lk1/RvGly1 euXtu5nty4eev2nV7/7pHVrWEwYlpoM86pBcEVjBx3AsaNASpzAcf5yctF//gUjOVafXLzBqaSVoqXnFEXqFnvC8mh4qqTXPGGVuC7J0x6YmhVQWF 4VbtkrWCgHBifvP/w6vU7vEdq6rrav8DkMSaSuppR0Y09Jsshaow++8t/9ntJQkAVG5flZnPorDdIh+my8EWQrcEAretw1o/ekEKzVgY7Jqi1kyxt 3LSjxnEmIPi3FhrKToL7JEBFJdhpt8zL44eBKXCpTVjK4SV7fqKj0tq5zINy8QK73VuQ/+tNWlc+n3ZcNa0DxVYHla3ATuNF+LjgBpgT8wAoMzzcF bOaGspCJsHJgIIzpqWkIRxSUsnFvICStsL5jtjyD07IeZ0F5yfZtNukPci83zY7BbYS5VoUi7fplS4kn23nfBEc7Q+zdJh93B8cPF3/wQ7aRQ/QI5 ShZ+gAvUWHaIQY+hX1o/vRbgzx1/hb/H0ljaP1zD30T8U/fgNhkOxA</latexit><latexit sha1_base64="CSaYXuCuk+VLnieNnmKyOKAQv5w=">AAAC4 3icbVHLihQxFE2Vr7F8devO2QR7BBfSVA34wNWAD1wojmDPtHSaJpW6VRUmjyJJzdAUWbpyJ279ML/BnzD9sB17vBA4Offck+QkbwS3Lk1/RvGly1 euXtu5nty4eev2nV7/7pHVrWEwYlpoM86pBcEVjBx3AsaNASpzAcf5yctF//gUjOVafXLzBqaSVoqXnFEXqFnvC8mh4qqTXPGGVuC7J0x6YmhVQWF 4VbtkrWCgHBifvP/w6vU7vEdq6rrav8DkMSaSuppR0Y09Jsshaow++8t/9ntJQkAVG5flZnPorDdIh+my8EWQrcEAretw1o/ekEKzVgY7Jqi1kyxt 3LSjxnEmIPi3FhrKToL7JEBFJdhpt8zL44eBKXCpTVjK4SV7fqKj0tq5zINy8QK73VuQ/+tNWlc+n3ZcNa0DxVYHla3ATuNF+LjgBpgT8wAoMzzcF bOaGspCJsHJgIIzpqWkIRxSUsnFvICStsL5jtjyD07IeZ0F5yfZtNukPci83zY7BbYS5VoUi7fplS4kn23nfBEc7Q+zdJh93B8cPF3/wQ7aRQ/QI5 ShZ+gAvUWHaIQY+hX1o/vRbgzx1/hb/H0ljaP1zD30T8U/fgNhkOxA</latexit><latexit sha1_base64="CSaYXuCuk+VLnieNnmKyOKAQv5w=">AAAC4 3icbVHLihQxFE2Vr7F8devO2QR7BBfSVA34wNWAD1wojmDPtHSaJpW6VRUmjyJJzdAUWbpyJ279ML/BnzD9sB17vBA4Offck+QkbwS3Lk1/RvGly1 euXtu5nty4eev2nV7/7pHVrWEwYlpoM86pBcEVjBx3AsaNASpzAcf5yctF//gUjOVafXLzBqaSVoqXnFEXqFnvC8mh4qqTXPGGVuC7J0x6YmhVQWF 4VbtkrWCgHBifvP/w6vU7vEdq6rrav8DkMSaSuppR0Y09Jsshaow++8t/9ntJQkAVG5flZnPorDdIh+my8EWQrcEAretw1o/ekEKzVgY7Jqi1kyxt 3LSjxnEmIPi3FhrKToL7JEBFJdhpt8zL44eBKXCpTVjK4SV7fqKj0tq5zINy8QK73VuQ/+tNWlc+n3ZcNa0DxVYHla3ATuNF+LjgBpgT8wAoMzzcF bOaGspCJsHJgIIzpqWkIRxSUsnFvICStsL5jtjyD07IeZ0F5yfZtNukPci83zY7BbYS5VoUi7fplS4kn23nfBEc7Q+zdJh93B8cPF3/wQ7aRQ/QI5 ShZ+gAvUWHaIQY+hX1o/vRbgzx1/hb/H0ljaP1zD30T8U/fgNhkOxA</latexit><latexit sha1_base64="CSaYXuCuk+VLnieNnmKyOKAQv5w=">AAAC4 3icbVHLihQxFE2Vr7F8devO2QR7BBfSVA34wNWAD1wojmDPtHSaJpW6VRUmjyJJzdAUWbpyJ279ML/BnzD9sB17vBA4Offck+QkbwS3Lk1/RvGly1 euXtu5nty4eev2nV7/7pHVrWEwYlpoM86pBcEVjBx3AsaNASpzAcf5yctF//gUjOVafXLzBqaSVoqXnFEXqFnvC8mh4qqTXPGGVuC7J0x6YmhVQWF 4VbtkrWCgHBifvP/w6vU7vEdq6rrav8DkMSaSuppR0Y09Jsshaow++8t/9ntJQkAVG5flZnPorDdIh+my8EWQrcEAretw1o/ekEKzVgY7Jqi1kyxt 3LSjxnEmIPi3FhrKToL7JEBFJdhpt8zL44eBKXCpTVjK4SV7fqKj0tq5zINy8QK73VuQ/+tNWlc+n3ZcNa0DxVYHla3ATuNF+LjgBpgT8wAoMzzcF bOaGspCJsHJgIIzpqWkIRxSUsnFvICStsL5jtjyD07IeZ0F5yfZtNukPci83zY7BbYS5VoUi7fplS4kn23nfBEc7Q+zdJh93B8cPF3/wQ7aRQ/QI5 ShZ+gAvUWHaIQY+hX1o/vRbgzx1/hb/H0ljaP1zD30T8U/fgNhkOxA</latexit>
predictions yˆ = hˆ(x)
<latexit sha1_base64="TEofOTdP9l+ZGdXmnYO+LS6Soow=">AAAC3 HicbVFNb9QwEHXCVwkf3VJuXCy2SOWySirxcUGqhIQ4FoltK23CynEmiVXbiWynsLLMiRviyn/jzg/ByYZq2TKS5eeZN29Gz3nLmTZx/CsIb9y8df vOzt3o3v0HD3cne49OddMpCnPa8Ead50QDZxLmhhkO560CInIOZ/nF275+dglKs0Z+NKsWMkEqyUpGifGp5eRrmkPFpBVMspZU4OwLKlyqSFVBoVh Vm2hkUJAGlIu8fMFo363xQVoTY1cOv8EDqh0+TPOGF3ol/GW/uOcHUZSCLK7ah8fVtOVkGs/iIfB1kIxgisY4We4F79KioZ3wcpQTrRdJ3JrMEmUY 5eD1Ow0toRdefeGhJAJ0ZgejHH7mMwUuG+WPNHjIbnZYInS/umcKYmq9XeuT/6stOlO+ziyTbWdA0vWgsuPYNLh3HRdMATV85QGhivldMa2JItR74 pUUSPhMGyGINyctiWB8VUBJOm6cTXX5F0fpJk+DcYsks2m/DyXcThPntsUuga5JG9/S87zzybbP18Hp0SyJZ8mHo+nxy/EPdtAT9BQdogS9QsfoPT pBc0TR7yAK9oPH4afwW/g9/LGmhsHYs4/+ifDnH8mm6jQ=</latexit><latexit sha1_base64="TEofOTdP9l+ZGdXmnYO+LS6Soow=">AAAC3 HicbVFNb9QwEHXCVwkf3VJuXCy2SOWySirxcUGqhIQ4FoltK23CynEmiVXbiWynsLLMiRviyn/jzg/ByYZq2TKS5eeZN29Gz3nLmTZx/CsIb9y8df vOzt3o3v0HD3cne49OddMpCnPa8Ead50QDZxLmhhkO560CInIOZ/nF275+dglKs0Z+NKsWMkEqyUpGifGp5eRrmkPFpBVMspZU4OwLKlyqSFVBoVh Vm2hkUJAGlIu8fMFo363xQVoTY1cOv8EDqh0+TPOGF3ol/GW/uOcHUZSCLK7ah8fVtOVkGs/iIfB1kIxgisY4We4F79KioZ3wcpQTrRdJ3JrMEmUY 5eD1Ow0toRdefeGhJAJ0ZgejHH7mMwUuG+WPNHjIbnZYInS/umcKYmq9XeuT/6stOlO+ziyTbWdA0vWgsuPYNLh3HRdMATV85QGhivldMa2JItR74 pUUSPhMGyGINyctiWB8VUBJOm6cTXX5F0fpJk+DcYsks2m/DyXcThPntsUuga5JG9/S87zzybbP18Hp0SyJZ8mHo+nxy/EPdtAT9BQdogS9QsfoPT pBc0TR7yAK9oPH4afwW/g9/LGmhsHYs4/+ifDnH8mm6jQ=</latexit><latexit sha1_base64="TEofOTdP9l+ZGdXmnYO+LS6Soow=">AAAC3 HicbVFNb9QwEHXCVwkf3VJuXCy2SOWySirxcUGqhIQ4FoltK23CynEmiVXbiWynsLLMiRviyn/jzg/ByYZq2TKS5eeZN29Gz3nLmTZx/CsIb9y8df vOzt3o3v0HD3cne49OddMpCnPa8Ead50QDZxLmhhkO560CInIOZ/nF275+dglKs0Z+NKsWMkEqyUpGifGp5eRrmkPFpBVMspZU4OwLKlyqSFVBoVh Vm2hkUJAGlIu8fMFo363xQVoTY1cOv8EDqh0+TPOGF3ol/GW/uOcHUZSCLK7ah8fVtOVkGs/iIfB1kIxgisY4We4F79KioZ3wcpQTrRdJ3JrMEmUY 5eD1Ow0toRdefeGhJAJ0ZgejHH7mMwUuG+WPNHjIbnZYInS/umcKYmq9XeuT/6stOlO+ziyTbWdA0vWgsuPYNLh3HRdMATV85QGhivldMa2JItR74 pUUSPhMGyGINyctiWB8VUBJOm6cTXX5F0fpJk+DcYsks2m/DyXcThPntsUuga5JG9/S87zzybbP18Hp0SyJZ8mHo+nxy/EPdtAT9BQdogS9QsfoPT pBc0TR7yAK9oPH4afwW/g9/LGmhsHYs4/+ifDnH8mm6jQ=</latexit><latexit sha1_base64="TEofOTdP9l+ZGdXmnYO+LS6Soow=">AAAC3 HicbVFNb9QwEHXCVwkf3VJuXCy2SOWySirxcUGqhIQ4FoltK23CynEmiVXbiWynsLLMiRviyn/jzg/ByYZq2TKS5eeZN29Gz3nLmTZx/CsIb9y8df vOzt3o3v0HD3cne49OddMpCnPa8Ead50QDZxLmhhkO560CInIOZ/nF275+dglKs0Z+NKsWMkEqyUpGifGp5eRrmkPFpBVMspZU4OwLKlyqSFVBoVh Vm2hkUJAGlIu8fMFo363xQVoTY1cOv8EDqh0+TPOGF3ol/GW/uOcHUZSCLK7ah8fVtOVkGs/iIfB1kIxgisY4We4F79KioZ3wcpQTrRdJ3JrMEmUY 5eD1Ow0toRdefeGhJAJ0ZgejHH7mMwUuG+WPNHjIbnZYInS/umcKYmq9XeuT/6stOlO+ziyTbWdA0vWgsuPYNLh3HRdMATV85QGhivldMa2JItR74 pUUSPhMGyGINyctiWB8VUBJOm6cTXX5F0fpJk+DcYsks2m/DyXcThPntsUuga5JG9/S87zzybbP18Hp0SyJZ8mHo+nxy/EPdtAT9BQdogS9QsfoPT pBc0TR7yAK9oPH4afwW/g9/LGmhsHYs4/+ifDnH8mm6jQ=</latexit>
Figure 3: The basic setting of supervised learning: A hypothesis hˆ ∈ H is induced from
the training data D and used to produce predictions for new query instances x ∈ X .
favored by the learner will normally not coincide with the true risk minimizer
h∗ ..= argmin
h∈H
R(h) . (5)
Correspondingly, there remains uncertainty regarding h∗ as well as the approximation
quality of hˆ (in the sense of its proximity to h∗) and its true risk R(hˆ).
Eventually, one is often interested in predictive uncertainty , i.e., the uncertainty related
to the prediction yˆq for a concrete query instance xq ∈ X . In other words, given a par-
tial observation (xq, ·), we are wondering what can be said about the missing outcome,
especially about the uncertainty related to a prediction of that outcome. Indeed, esti-
mating and quantifying uncertainty in a transductive way, in the sense of tailoring it for
individual instances, is arguably important and practically more relevant than a kind of
average accuracy or confidence, which is often reported in machine learning. In medical
diagnosis, for example, a patient will be interested in the reliability of a test result in her
particular case, not in the reliability of the test on average. This view is also expressed, for
example, by Kull and Flach (2014): “Being able to assess the reliability of a probability
score for each instance is much more powerful than assigning an aggregate reliability score
[...] independent of the instance to be classified.”
Emphasizing the transductive nature of the learning process, the learning task could also
be formalized as a problem of predictive inference as follows: Given a set (or sequence)
of data points (X1, Y1), . . . , (XN , YN ) and a query point XN+1, what is the associated
outcome YN+1? Here, the data points are considered as (realizations of) random variables
2,
which are commonly assumed to be independent and identically distributed (i.i.d.). A
prediction could be given in the form of a point prediction YˆN+1 ∈ Y, but also (and
perhaps preferably) in the form of a predictive set Cˆ(XN+1) ⊆ Y that is likely to cover the
true outcome, for example an interval in the case of regression (cf. Sections 4.8 and 4.9).
Regarding the aspect of uncertainty, different properties of Cˆ(XN+1) might then be of
interest. For example, coming back to the discussion from the previous paragraph, a basic
distinction can be made between a statistical guarantee for marginal coverage, namely
P (YN+1 ∈ Cˆ(XN+1)) ≥ 1 − δ for a (small) threshold δ > 0, and conditional coverage,
2whence they are capitalized here
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<latexit sha1_base64="NvjEF4v ZyFe18UtinOj3PPc2wT4=">AAACaXicbVFNSxxBEO2dmGg2X25yCeYyO AZyWmY8RI+CEHI0kFVhZ5Canhq3sT/G7hplaeZ3eDU/K78hfyI9uxvQNQ UNj/deVVe/LhspHKXp70H0bOP5i82tl8NXr9+8fbc9en/qTGs5TriRxp 6X4FAKjRMSJPG8sQiqlHhWXh33+tkNWieM/knzBgsFl1rUggMFqtjLb0W FMyA/6/YutpN0nC4qfgqyFUjYqk4uRoNveWV4q1ATl+DcNEsbKjxYElx iN8xbhw3wK7jEaYAaFLrCL7bu4s+BqeLa2HA0xQv2YYcH5dxclcGpgGZu XevJ/2nTlurDwgvdtISaLy+qWxmTifsI4kpY5CTnAQC3Iuwa8xlY4BSC GuYWNd5yoxToyuc1KCHnFdbQSup87up/eJg/9DmkbpoVPu/34SB9knXd+ rAb5EtTaWTVv80sfSH5bD3np+B0f5yl4+zHfnL0dfUHW+wT22VfWMYO2 BH7zk7YhHF2ze7YPfs1+BONoo/RztIaDVY9H9ijipK/Zmi+Dg==</late xit><latexit sha1_base64="NvjEF4v ZyFe18UtinOj3PPc2wT4=">AAACaXicbVFNSxxBEO2dmGg2X25yCeYyO AZyWmY8RI+CEHI0kFVhZ5Canhq3sT/G7hplaeZ3eDU/K78hfyI9uxvQNQ UNj/deVVe/LhspHKXp70H0bOP5i82tl8NXr9+8fbc9en/qTGs5TriRxp 6X4FAKjRMSJPG8sQiqlHhWXh33+tkNWieM/knzBgsFl1rUggMFqtjLb0W FMyA/6/YutpN0nC4qfgqyFUjYqk4uRoNveWV4q1ATl+DcNEsbKjxYElx iN8xbhw3wK7jEaYAaFLrCL7bu4s+BqeLa2HA0xQv2YYcH5dxclcGpgGZu XevJ/2nTlurDwgvdtISaLy+qWxmTifsI4kpY5CTnAQC3Iuwa8xlY4BSC GuYWNd5yoxToyuc1KCHnFdbQSup87up/eJg/9DmkbpoVPu/34SB9knXd+ rAb5EtTaWTVv80sfSH5bD3np+B0f5yl4+zHfnL0dfUHW+wT22VfWMYO2 BH7zk7YhHF2ze7YPfs1+BONoo/RztIaDVY9H9ijipK/Zmi+Dg==</late xit><latexit sha1_base64="NvjEF4v ZyFe18UtinOj3PPc2wT4=">AAACaXicbVFNSxxBEO2dmGg2X25yCeYyO AZyWmY8RI+CEHI0kFVhZ5Canhq3sT/G7hplaeZ3eDU/K78hfyI9uxvQNQ UNj/deVVe/LhspHKXp70H0bOP5i82tl8NXr9+8fbc9en/qTGs5TriRxp 6X4FAKjRMSJPG8sQiqlHhWXh33+tkNWieM/knzBgsFl1rUggMFqtjLb0W FMyA/6/YutpN0nC4qfgqyFUjYqk4uRoNveWV4q1ATl+DcNEsbKjxYElx iN8xbhw3wK7jEaYAaFLrCL7bu4s+BqeLa2HA0xQv2YYcH5dxclcGpgGZu XevJ/2nTlurDwgvdtISaLy+qWxmTifsI4kpY5CTnAQC3Iuwa8xlY4BSC GuYWNd5yoxToyuc1KCHnFdbQSup87up/eJg/9DmkbpoVPu/34SB9knXd+ rAb5EtTaWTVv80sfSH5bD3np+B0f5yl4+zHfnL0dfUHW+wT22VfWMYO2 BH7zk7YhHF2ze7YPfs1+BONoo/RztIaDVY9H9ijipK/Zmi+Dg==</late xit><latexit sha1_base64="NvjEF4v ZyFe18UtinOj3PPc2wT4=">AAACaXicbVFNSxxBEO2dmGg2X25yCeYyO AZyWmY8RI+CEHI0kFVhZ5Canhq3sT/G7hplaeZ3eDU/K78hfyI9uxvQNQ UNj/deVVe/LhspHKXp70H0bOP5i82tl8NXr9+8fbc9en/qTGs5TriRxp 6X4FAKjRMSJPG8sQiqlHhWXh33+tkNWieM/knzBgsFl1rUggMFqtjLb0W FMyA/6/YutpN0nC4qfgqyFUjYqk4uRoNveWV4q1ATl+DcNEsbKjxYElx iN8xbhw3wK7jEaYAaFLrCL7bu4s+BqeLa2HA0xQv2YYcH5dxclcGpgGZu XevJ/2nTlurDwgvdtISaLy+qWxmTifsI4kpY5CTnAQC3Iuwa8xlY4BSC GuYWNd5yoxToyuc1KCHnFdbQSup87up/eJg/9DmkbpoVPu/34SB9knXd+ rAb5EtTaWTVv80sfSH5bD3np+B0f5yl4+zHfnL0dfUHW+wT22VfWMYO2 BH7zk7YhHF2ze7YPfs1+BONoo/RztIaDVY9H9ijipK/Zmi+Dg==</late xit>
h⇤
<latexit sha1_base64="6G/YIfv WoxxQ53iSNAcKmSxNV1Y=">AAACYXicbVFNS+RAEO2J69fo6qhHL2HHh WUPQ+LB3aMgLB4VdlSYRKl0Kk5jf4TuijKE/Aav60/z7B+xMzMLOlrQ8H jvVfer6qyUwlEUPXeCpS/LK6tr692Nza9b272d3QtnKstxyI009ioDh1 JoHJIgiVelRVCZxMvs7qTVL+/ROmH0X5qUmCq41aIQHMhTw4Px9c+Dm14 /GkTTCj+CeA76bF5nNzudP0lueKVQE5fg3CiOSkprsCS4xKabVA5L4Hd wiyMPNSh0aT1N24TfPZOHhbH+aAqn7NuOGpRzE5V5pwIau0WtJT/TRhUV v9Na6LIi1Hz2UFHJkEzYjh7mwiInOfEAuBU+a8jHYIGTX1A3sajxgRul QOd1UoAScpJjAZWkpk5c8R93k7c+h9SM4rRO2jwcZN2Pm2bxsnvkM1NmZ N7OZmY+v/l4cc8fwcXhII4G8flh//ho/gdrbJ99Yz9YzH6xY3bKztiQc SbYI/vHnjovwXrQC3Zn1qAz79lj7yrYfwXWbLoM</latexit><latexit sha1_base64="6G/YIfv WoxxQ53iSNAcKmSxNV1Y=">AAACYXicbVFNS+RAEO2J69fo6qhHL2HHh WUPQ+LB3aMgLB4VdlSYRKl0Kk5jf4TuijKE/Aav60/z7B+xMzMLOlrQ8H jvVfer6qyUwlEUPXeCpS/LK6tr692Nza9b272d3QtnKstxyI009ioDh1 JoHJIgiVelRVCZxMvs7qTVL+/ROmH0X5qUmCq41aIQHMhTw4Px9c+Dm14 /GkTTCj+CeA76bF5nNzudP0lueKVQE5fg3CiOSkprsCS4xKabVA5L4Hd wiyMPNSh0aT1N24TfPZOHhbH+aAqn7NuOGpRzE5V5pwIau0WtJT/TRhUV v9Na6LIi1Hz2UFHJkEzYjh7mwiInOfEAuBU+a8jHYIGTX1A3sajxgRul QOd1UoAScpJjAZWkpk5c8R93k7c+h9SM4rRO2jwcZN2Pm2bxsnvkM1NmZ N7OZmY+v/l4cc8fwcXhII4G8flh//ho/gdrbJ99Yz9YzH6xY3bKztiQc SbYI/vHnjovwXrQC3Zn1qAz79lj7yrYfwXWbLoM</latexit><latexit sha1_base64="6G/YIfv WoxxQ53iSNAcKmSxNV1Y=">AAACYXicbVFNS+RAEO2J69fo6qhHL2HHh WUPQ+LB3aMgLB4VdlSYRKl0Kk5jf4TuijKE/Aav60/z7B+xMzMLOlrQ8H jvVfer6qyUwlEUPXeCpS/LK6tr692Nza9b272d3QtnKstxyI009ioDh1 JoHJIgiVelRVCZxMvs7qTVL+/ROmH0X5qUmCq41aIQHMhTw4Px9c+Dm14 /GkTTCj+CeA76bF5nNzudP0lueKVQE5fg3CiOSkprsCS4xKabVA5L4Hd wiyMPNSh0aT1N24TfPZOHhbH+aAqn7NuOGpRzE5V5pwIau0WtJT/TRhUV v9Na6LIi1Hz2UFHJkEzYjh7mwiInOfEAuBU+a8jHYIGTX1A3sajxgRul QOd1UoAScpJjAZWkpk5c8R93k7c+h9SM4rRO2jwcZN2Pm2bxsnvkM1NmZ N7OZmY+v/l4cc8fwcXhII4G8flh//ho/gdrbJ99Yz9YzH6xY3bKztiQc SbYI/vHnjovwXrQC3Zn1qAz79lj7yrYfwXWbLoM</latexit><latexit sha1_base64="6G/YIfv WoxxQ53iSNAcKmSxNV1Y=">AAACYXicbVFNS+RAEO2J69fo6qhHL2HHh WUPQ+LB3aMgLB4VdlSYRKl0Kk5jf4TuijKE/Aav60/z7B+xMzMLOlrQ8H jvVfer6qyUwlEUPXeCpS/LK6tr692Nza9b272d3QtnKstxyI009ioDh1 JoHJIgiVelRVCZxMvs7qTVL+/ROmH0X5qUmCq41aIQHMhTw4Px9c+Dm14 /GkTTCj+CeA76bF5nNzudP0lueKVQE5fg3CiOSkprsCS4xKabVA5L4Hd wiyMPNSh0aT1N24TfPZOHhbH+aAqn7NuOGpRzE5V5pwIau0WtJT/TRhUV v9Na6LIi1Hz2UFHJkEzYjh7mwiInOfEAuBU+a8jHYIGTX1A3sajxgRul QOd1UoAScpJjAZWkpk5c8R93k7c+h9SM4rRO2jwcZN2Pm2bxsnvkM1NmZ N7OZmY+v/l4cc8fwcXhII4G8flh//ho/gdrbJ99Yz9YzH6xY3bKztiQc SbYI/vHnjovwXrQC3Zn1qAz79lj7yrYfwXWbLoM</latexit>
f⇤
<latexit sha1_base64="fZtAc4y Ol0+dn6ow15Z/9VnZ/Jw=">AAACYXicbVFNT9tAEN2YUkKANqFHLlZDp YpDZHNoe0RCQhyp1ABSbNB4PYYV+2HtjkGR5d/AFX4aZ/4I6ySVIDDSSk /vvdl9M5uVUjiKoqdOsPJp9fNad723sbn15Wt/sH3qTGU5jrmRxp5n4F AKjWMSJPG8tAgqk3iW3Ry2+tktWieM/kfTElMFV1oUggN5arxbXOztXva H0SiaVfgexAswZIs6uRx0jpLc8EqhJi7BuUkclZTWYElwiU0vqRyWwG/ gCicealDo0nqWtgl/eCYPC2P90RTO2NcdNSjnpirzTgV07Za1lvxIm1RU /ElrocuKUPP5Q0UlQzJhO3qYC4uc5NQD4Fb4rCG/Bguc/IJ6iUWNd9wo BTqvkwKUkNMcC6gkNXXiiv+4l7z2OaRmEqd10ubhIOth3DTLl90in5syI /N2NjP3+c3Hy3t+D073R3E0iv/uDw9+Lf6gy3bYd/aTxew3O2DH7ISNG WeC3bMH9th5DtaDfrA9twadRc839qaCnRfSdLoK</latexit><latexit sha1_base64="fZtAc4y Ol0+dn6ow15Z/9VnZ/Jw=">AAACYXicbVFNT9tAEN2YUkKANqFHLlZDp YpDZHNoe0RCQhyp1ABSbNB4PYYV+2HtjkGR5d/AFX4aZ/4I6ySVIDDSSk /vvdl9M5uVUjiKoqdOsPJp9fNad723sbn15Wt/sH3qTGU5jrmRxp5n4F AKjWMSJPG8tAgqk3iW3Ry2+tktWieM/kfTElMFV1oUggN5arxbXOztXva H0SiaVfgexAswZIs6uRx0jpLc8EqhJi7BuUkclZTWYElwiU0vqRyWwG/ gCicealDo0nqWtgl/eCYPC2P90RTO2NcdNSjnpirzTgV07Za1lvxIm1RU /ElrocuKUPP5Q0UlQzJhO3qYC4uc5NQD4Fb4rCG/Bguc/IJ6iUWNd9wo BTqvkwKUkNMcC6gkNXXiiv+4l7z2OaRmEqd10ubhIOth3DTLl90in5syI /N2NjP3+c3Hy3t+D073R3E0iv/uDw9+Lf6gy3bYd/aTxew3O2DH7ISNG WeC3bMH9th5DtaDfrA9twadRc839qaCnRfSdLoK</latexit><latexit sha1_base64="fZtAc4y Ol0+dn6ow15Z/9VnZ/Jw=">AAACYXicbVFNT9tAEN2YUkKANqFHLlZDp YpDZHNoe0RCQhyp1ABSbNB4PYYV+2HtjkGR5d/AFX4aZ/4I6ySVIDDSSk /vvdl9M5uVUjiKoqdOsPJp9fNad723sbn15Wt/sH3qTGU5jrmRxp5n4F AKjWMSJPG8tAgqk3iW3Ry2+tktWieM/kfTElMFV1oUggN5arxbXOztXva H0SiaVfgexAswZIs6uRx0jpLc8EqhJi7BuUkclZTWYElwiU0vqRyWwG/ gCicealDo0nqWtgl/eCYPC2P90RTO2NcdNSjnpirzTgV07Za1lvxIm1RU /ElrocuKUPP5Q0UlQzJhO3qYC4uc5NQD4Fb4rCG/Bguc/IJ6iUWNd9wo BTqvkwKUkNMcC6gkNXXiiv+4l7z2OaRmEqd10ubhIOth3DTLl90in5syI /N2NjP3+c3Hy3t+D073R3E0iv/uDw9+Lf6gy3bYd/aTxew3O2DH7ISNG WeC3bMH9th5DtaDfrA9twadRc839qaCnRfSdLoK</latexit><latexit sha1_base64="fZtAc4y Ol0+dn6ow15Z/9VnZ/Jw=">AAACYXicbVFNT9tAEN2YUkKANqFHLlZDp YpDZHNoe0RCQhyp1ABSbNB4PYYV+2HtjkGR5d/AFX4aZ/4I6ySVIDDSSk /vvdl9M5uVUjiKoqdOsPJp9fNad723sbn15Wt/sH3qTGU5jrmRxp5n4F AKjWMSJPG8tAgqk3iW3Ry2+tktWieM/kfTElMFV1oUggN5arxbXOztXva H0SiaVfgexAswZIs6uRx0jpLc8EqhJi7BuUkclZTWYElwiU0vqRyWwG/ gCicealDo0nqWtgl/eCYPC2P90RTO2NcdNSjnpirzTgV07Za1lvxIm1RU /ElrocuKUPP5Q0UlQzJhO3qYC4uc5NQD4Fb4rCG/Bguc/IJ6iUWNd9wo BTqvkwKUkNMcC6gkNXXiiv+4l7z2OaRmEqd10ubhIOth3DTLl90in5syI /N2NjP3+c3Hy3t+D073R3E0iv/uDw9+Lf6gy3bYd/aTxew3O2DH7ISNG WeC3bMH9th5DtaDfrA9twadRc839qaCnRfSdLoK</latexit>
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hypothesis space
H ⇢ F
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point prediction probability
ground truth f∗(x) p(· |x)
best possible h∗(x) p(· |x, h∗)
induced predictor hˆ(x) p(· |x, hˆ)
Figure 4: Different types of uncertainties related to different types of discrepancies and
approximation errors: f∗ is the pointwise Bayes predictor, h∗ is the best predictor within
the hypothesis space, and hˆ the predictor produced by the learning algorithm.
namely
P
(
YN+1 ∈ Cˆ(XN+1) |XN+1 = x
)
≥ 1− δ for (almost) all x ∈ X .
Roughly speaking, in the case of marginal coverage, one averages over both XN+1 and
YN+1 (i.e., the probability P refers to a joint measure on X × Y), while in the case of
conditional coverage, XN+1 is fixed and the average in taken over YN+1 only (Barber
et al., 2020). Note that predictive inference as defined here does not necessarily require
the induction of a hypothesis hˆ in the form of a (global) map X −→ Y, i.e., the solution
of an induction problem. While it is true that transductive inference can be realized via
inductive inference (i.e., by inducing a hypothesis hˆ first and then producing a prediction
YˆN+1 = hˆ(XN+1) by applying this hypothesis to the query XN+1), one should keep in
mind that induction is a more difficult problem than transduction (Vapnik, 1998).
2.2 Sources of uncertainty
As the prediction yˆq constitutes the end of a process that consists of different learning and
approximation steps, all errors and uncertainties related to these steps may also contribute
to the uncertainty about yˆq (cf. Fig. 4):
• Since the dependency between X and Y is typically non-deterministic, the descrip-
tion of a new prediction problem in the form of an instance xq gives rise to a condi-
tional probability distribution
p(y |xq) = p(xq, y)
p(xq)
(6)
on Y, but it does normally not identify a single outcome y in a unique way. Thus,
even given full information in the form of the measure P (and its density p), un-
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certainty about the actual outcome y remains. This uncertainty is of an aleatoric
nature. In some cases, the distribution (6) itself (called the predictive posterior dis-
tribution in Bayesian inference) might be delivered as a prediction. Yet, when being
forced to commit to point estimates, the best predictions (in the sense of minimiz-
ing the expected loss) are prescribed by the pointwise Bayes predictor f∗, which is
defined by
f∗(x) ..= argmin
yˆ∈Y
∫
Y
`(y, yˆ) dP (y |x) (7)
for each x ∈ X .
• The Bayes predictor (5) does not necessarily coincide with the pointwise Bayes pre-
dictor (7). This discrepancy between h∗ and f∗ is connected to the uncertainty
regarding the right type of model to be fit, and hence the choice of the hypothesis
space H (which is part of what is called “background knowledge” in Fig. 3). We
shall refer to this uncertainty as model uncertainty3. Thus, due to this uncertainty,
one can not guarantee that h∗(x) = f∗(x), or, in case the hypothesis h∗ (e.g., a
probabilistic classifier) delivers probabilistic predictions p(y |x, h∗) instead of point
predictions, that p(· |x, h∗) = p(· |x).
• The hypothesis hˆ produced by the learning algorithm, for example the empirical risk
minimizer (4), is only an estimate of h∗, and the quality of this estimate strongly
depends on the quality and the amount of training data. We shall refer to the discrep-
ancy between hˆ and h∗, i.e., the uncertainty about how well the former approximates
the latter, as approximation uncertainty .
2.3 Reducible versus irreducible uncertainty
As already said, one way to characterize uncertainty as aleatoric or epistemic is to ask
whether or not the uncertainty can be reduced through additional information: Aleatoric
uncertainty refers to the irreducible part of the uncertainty, which is due to the non-
deterministic nature of the sought input/output dependency, that is, to the stochastic
dependency between instances x and outcomes y, as expressed by the conditional prob-
ability (6). Model uncertainty and approximation uncertainty, on the other hand, are
subsumed under the notion of epistemic uncertainty, that is, uncertainty due to a lack of
knowledge about the perfect predictor (7), for example caused by uncertainty about the
parameters of a model. In principle, this uncertainty can be reduced.
This characterization, while evident at first sight, may appear somewhat blurry upon
closer inspection. What does “reducible” actually mean? An obvious source of additional
information is the training data D: The learner’s uncertainty can be reduced by observing
3The notion of a model is not used in a unique way in the literature. Here, as already said, we
essentially refer to the choice of the hypothesis space H, so a model could be a linear model or a Gaussian
process. Sometimes, a single hypothesis h ∈ H is also called a model. Then, “model uncertainty” might
be incorrectly understood as uncertainty about this hypothesis, for which we shall introduce the term
“approximation uncertainty”.
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Figure 5: Left: The two classes are overlapping, which causes (aleatoric) uncertainty in
a certain region of the instance space. Right: By adding a second feature, and hence
embedding the data in a higher-dimensional space, the two classes become separable, and
the uncertainty can be resolved.
more data, while the setting of the learning problem — the instance space X , output space
Y, hypothesis space H, joint probability P on X × Y— remains fixed. In practice, this is
of course not always the case. Imagine, for example, that a learner can decide to extend
the description of instances by additional features, which essentially means replacing the
current instance space X by another space X ′. This change of the setting may have an
influence on uncertainty. An example is shown in Fig. 5: In a low-dimensional space
(here defined by a single feature x1), two class distributions are overlapping, which causes
(aleatoric) uncertainty in a certain region of the instance space. By embedding the data
in a higher-dimensional space (here accomplished by adding a second feature x2), the two
classes become separable, and the uncertainty can be resolved. More generally, embedding
data in a higher-dimensional space will reduce aleatoric and increase epistemic uncertainty,
because fitting a model will become more difficult and require more data.
What this example shows is that aleatoric and epistemic uncertainty should not be seen
as absolute notions. Instead, they are context-dependent in the sense of depending on the
setting (X ,Y,H, P ). Changing the context will also change the sources of uncertainty:
aleatoric may turn into epistemic uncertainty and vice versa. Consequently, by allowing
the learner to change the setting, the distinction between these two types of uncertainty
will be somewhat blurred (and their quantification will become even more difficult). This
view of the distinction between aleatoric and epistemic uncertainty is also shared by Der
Kiureghian and Ditlevsen (2009), who note that “these concepts only make unambiguous
sense if they are defined within the confines of a model of analysis”, and that “In one
model an addressed uncertainty may be aleatory, in another model it may be epistemic.”
2.4 Approximation and model uncertainty
Assuming the setting (X ,Y,H, P ) to be fixed, the learner’s lack of knowledge will essen-
tially depend on the amount of data it has seen so far: The larger the number N = |D| of
observations, the less ignorant the learner will be when having to make a new prediction.
In the limit, when N →∞, a consistent learner will be able to identify h∗ (see Fig. 6 for
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Figure 6: Left: Even with precise knowledge about the optimal hypothesis, the prediction
at the query point (indicated by a question mark) is aleatorically uncertain, because the
two classes are overlapping in that region. Right: A case of epistemic uncertainty due to
a lack of knowledge about the right hypothesis, which is in turn caused by a lack of data.
an illustration), i.e., it will get rid of its approximation uncertainty.
What is (implicitly) assumed here is a correctly specified hypothesis space H, such that
f∗ ∈ H. In other words, model uncertainty is simply ignored. For obvious reasons, this
uncertainty is very difficult to capture, let alone quantify. In a sense, a kind of meta-
analysis would be required: Instead of expressing uncertainty about the ground-truth
hypothesis h within a hypothesis space H, one has to express uncertainty about which H
among a setH of candidate hypothesis spaces might be the right one. Practically, such kind
of analysis does not appear to be feasible. On the other side, simply assuming a correctly
specified hypothesis space H actually means neglecting the risk of model misspecification.
To some extent, this appears to be unavoidable, however. In fact, the learning itself as
well as all sorts of inference from the data are normally done under the assumption that
the model is valid. Otherwise, since some assumptions are indeed always needed, it will
be difficult to derive any useful conclusions .
As an aside, let us note that these assumptions, in addition to the nature of the ground
truth f∗, also include other (perhaps more implicit) assumptions about the setting and the
data-generating process. For example, imagine that a sudden change of the distribution
cannot be excluded, or a strong discrepancy between training and test data (Malinin and
Gales, 2018). Not only prediction but also the assessment of uncertainty would then
become difficult, if not impossible. Indeed, if one cannot exclude something completely
unpredictable to happen, there is hardly any way to reduce predictive uncertainty. To
take a simple example, (epistemic) uncertainty about the bias of a coin can be estimated
and quantified, for example in the form of a confidence interval, from an i.i.d. sequence
of coin tosses. But what if the bias may change from one moment to the other (e.g.,
because the coin is replaced by another one), or another outcome becomes possible (e.g.,
“invalid” if the coin has not been tossed in agreement with a new execution rule)? While
this example may appear a bit artificial, there are indeed practical classification problems
in which certain classes y ∈ Y may “disappear” while new classes emerge, i.e., in which
Y may change in the course of time. Likewise, non-stationarity of the data-generating
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process (the measure P ), including the possibility of drift or shift of the distribution, is a
common assumption in learning on data streams (Gama, 2012).
Coming back to the assumptions about the hypothesis space H, the latter is actually very
large for some learning methods, such as nearest neighbor classification or (deep) neural
networks. Thus, the learner has a high capacity (or “universal approximation” capability)
and can express hypotheses in a very flexible way. In such cases, h∗ = f∗ or at least
h∗ ≈ f∗ can safely be assumed. In other words, since the model assumptions are so weak,
model uncertainty essentially disappears (at least when disregarding or taking for granted
other assumptions as discussed above). Yet, the approximation uncertainty still remains
a source of epistemic uncertainty. In fact, this uncertainty tends to be high for methods
like nearest neighbors or neural networks, especially if data is sparse.
In the next section, we recall two specific though arguably natural and important ap-
proaches for capturing this uncertainty, namely version space learning and Bayesian in-
ference. In version space learning, uncertainty about h∗ is represented in terms of a set
of possible candidates, whereas in Bayesian learning, this uncertainty is modeled in terms
of a probability distribution on H. In both cases, an explicit distinction is made between
the uncertainty about h∗, and how this uncertainty translates into uncertainty about the
outcome for a query xq.
3 Modeling approximation uncertainty: Set-based versus
distributional representations
Bayesian inference can be seen as the main representative of probabilistic methods and
provides a coherent framework for statistical reasoning that is well-established in machine
learning (and beyond). Version space learning can be seen as a “logical” (and in a sense
simplified) counterpart of Bayesian inference, in which hypotheses and predictions are
not assessed numerically in terms of probabilities, but only qualified (deterministically)
as being possible or impossible. In spite of its limited practical usefulness, version space
learning is interesting for various reasons. In particular, in light of our discussion about
uncertainty, it constitutes an interesting case: By construction, version space learning is
free of aleatoric uncertainty, i.e., all uncertainty is epistemic.
3.1 Version space learning
In the idealized setting of version space learning, we assume a deterministic dependency
f∗ : X −→ Y, i.e., the distribution (6) degenerates to
p(y |xq) =
{
1 if y = f∗(xq)
0 if y 6= f∗(xq) (8)
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Moreover, the training data (1) is free of noise. Correspondingly, we also assume that
classifiers produce deterministic predictions h(x) ∈ {0, 1} in the form of probabilities 0 or
1. Finally, we assume that f∗ ∈ H, and therefore h∗ = f∗ (which means there is no model
uncertainty).
Under these assumptions, a hypothesis h ∈ H can be eliminated as a candidate as soon as
it makes at least one mistake on the training data: in that case, the risk of h is necessarily
higher than the risk of h∗ (which is 0). The idea of the candidate elimination algorithm
(Mitchell, 1977) is to maintain the version space V ⊆ H that consists of the set of all
hypotheses consistent with the data seen so far:
V = V(H,D) ..=
{
h ∈ H |h(xi) = yi for i = 1, . . . , N
}
(9)
Obviously, the version space is shrinking with an increasing amount of training data, i.e.,
V(H,D′) ⊆ V(H,D) for D ⊆ D′.
If a prediction yˆq for a query instance xq is sought, this query is submitted to all members
h ∈ V of the version space. Obviously, a unique prediction can only be made if all
members agree on the outome of xq. Otherwise, several outcomes y ∈ Y may still appear
possible. Formally, mimicking the logical conjunction with the minimum operator and
the existential quantification with a maximum, we can express the degree of possibility or
plausibility of an outcome y ∈ Y as follows (J·K denotes the indicator function):
pi(y) ..= max
h∈H
min
(Jh ∈ VK, Jh(xq) = yK) (10)
Thus, pi(y) = 1 if there exists a candidate hypothesis h ∈ V such that h(xq) = y, and
pi(y) = 0 otherwise. In other words, the prediction produced in version space learning is
a subset
Y = Y (xq) ..= {h(xq) |h ∈ V} = {y |pi(y) = 1} ⊆ Y (11)
See Fig. 7 for an illustration.
Note that the inference (10) can be seen as a kind of constraint propagation, in which the
constraint h ∈ V on the hypothesis space H is propagated to a constraint on Y, expressed
in the form of the subset (11) of possible outcomes; or symbolically:
H,D,xq |= Y (12)
This view highlights the interaction between prior knowledge and data: It shows that what
can be said about the possible outcomes yq not only depends on the data D but also on the
hypothesis space H, i.e., the model assumptions the learner starts with. The specification
of H always comes with an inductive bias, which is indeed essential for learning from data
(Mitchell, 1980). In general, both aleatoric and epistemic uncertainty (ignorance) depend
on the way in which prior knowledge and data interact with each other. Roughly speaking,
the stronger the knowledge the learning process starts with, the less data is needed to
resolve uncertainty. In the extreme case, the true model is already known, and data is
12
hypothesis space H
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y1
<latexit sha1_base64="iARN/oAypHanegH0iijhfTC72bo=">AAACg 3icbVHLattAFB2rTZuqrzyW3Yg6hULBSCbQbgqBbrJ0IY4DljBXozvJ4HmImVGKGPQR3bZf1r/pyFbAdXph4HDOua+5ZS24dWn6ZxQ9eXrw7Pnhi/ jlq9dv3h4dn1xb3RiKc6qFNjclWBRc4dxxJ/CmNgiyFLgo1996fXGPxnKtrlxbYyHhVnHGKbhALc7aVXYWx6ujcTpJN5E8BtkAxmSI2ep4xPJK00a iclSAtcssrV3hwThOBXZx3lisga7hFpcBKpBoC7+Zt0s+BKZKmDbhKZds2N0MD9LaVpbBKcHd2X2tJ/+nLRvHvhSeq7pxqOi2EWtE4nTSL59U3CB1 og0AqOFh1oTegQHqwhfFuUGFP6iWElTlcwaSi7ZCBo1wnc8te8Bxvuuz6LplVvi8n4eC8OOs6/aL3SPdmkotqn43/eDbdc2MLrttoZL5WZDDZbL9O zwG19NJlk6y79Pxxflwo0PyjrwnH0lGPpMLcklmZE4oWZOf5Bf5HR1En6JpNHij0ZBzSv6J6Otf/cjGmg==</latexit><latexit sha1_base64="iARN/oAypHanegH0iijhfTC72bo=">AAACg 3icbVHLattAFB2rTZuqrzyW3Yg6hULBSCbQbgqBbrJ0IY4DljBXozvJ4HmImVGKGPQR3bZf1r/pyFbAdXph4HDOua+5ZS24dWn6ZxQ9eXrw7Pnhi/ jlq9dv3h4dn1xb3RiKc6qFNjclWBRc4dxxJ/CmNgiyFLgo1996fXGPxnKtrlxbYyHhVnHGKbhALc7aVXYWx6ujcTpJN5E8BtkAxmSI2ep4xPJK00a iclSAtcssrV3hwThOBXZx3lisga7hFpcBKpBoC7+Zt0s+BKZKmDbhKZds2N0MD9LaVpbBKcHd2X2tJ/+nLRvHvhSeq7pxqOi2EWtE4nTSL59U3CB1 og0AqOFh1oTegQHqwhfFuUGFP6iWElTlcwaSi7ZCBo1wnc8te8Bxvuuz6LplVvi8n4eC8OOs6/aL3SPdmkotqn43/eDbdc2MLrttoZL5WZDDZbL9O zwG19NJlk6y79Pxxflwo0PyjrwnH0lGPpMLcklmZE4oWZOf5Bf5HR1En6JpNHij0ZBzSv6J6Otf/cjGmg==</latexit><latexit sha1_base64="iARN/oAypHanegH0iijhfTC72bo=">AAACg 3icbVHLattAFB2rTZuqrzyW3Yg6hULBSCbQbgqBbrJ0IY4DljBXozvJ4HmImVGKGPQR3bZf1r/pyFbAdXph4HDOua+5ZS24dWn6ZxQ9eXrw7Pnhi/ jlq9dv3h4dn1xb3RiKc6qFNjclWBRc4dxxJ/CmNgiyFLgo1996fXGPxnKtrlxbYyHhVnHGKbhALc7aVXYWx6ujcTpJN5E8BtkAxmSI2ep4xPJK00a iclSAtcssrV3hwThOBXZx3lisga7hFpcBKpBoC7+Zt0s+BKZKmDbhKZds2N0MD9LaVpbBKcHd2X2tJ/+nLRvHvhSeq7pxqOi2EWtE4nTSL59U3CB1 og0AqOFh1oTegQHqwhfFuUGFP6iWElTlcwaSi7ZCBo1wnc8te8Bxvuuz6LplVvi8n4eC8OOs6/aL3SPdmkotqn43/eDbdc2MLrttoZL5WZDDZbL9O zwG19NJlk6y79Pxxflwo0PyjrwnH0lGPpMLcklmZE4oWZOf5Bf5HR1En6JpNHij0ZBzSv6J6Otf/cjGmg==</latexit><latexit sha1_base64="iARN/oAypHanegH0iijhfTC72bo=">AAACg 3icbVHLattAFB2rTZuqrzyW3Yg6hULBSCbQbgqBbrJ0IY4DljBXozvJ4HmImVGKGPQR3bZf1r/pyFbAdXph4HDOua+5ZS24dWn6ZxQ9eXrw7Pnhi/ jlq9dv3h4dn1xb3RiKc6qFNjclWBRc4dxxJ/CmNgiyFLgo1996fXGPxnKtrlxbYyHhVnHGKbhALc7aVXYWx6ujcTpJN5E8BtkAxmSI2ep4xPJK00a iclSAtcssrV3hwThOBXZx3lisga7hFpcBKpBoC7+Zt0s+BKZKmDbhKZds2N0MD9LaVpbBKcHd2X2tJ/+nLRvHvhSeq7pxqOi2EWtE4nTSL59U3CB1 og0AqOFh1oTegQHqwhfFuUGFP6iWElTlcwaSi7ZCBo1wnc8te8Bxvuuz6LplVvi8n4eC8OOs6/aL3SPdmkotqn43/eDbdc2MLrttoZL5WZDDZbL9O zwG19NJlk6y79Pxxflwo0PyjrwnH0lGPpMLcklmZE4oWZOf5Bf5HR1En6JpNHij0ZBzSv6J6Otf/cjGmg==</latexit>
y2
<latexit sha1_base64="ys9vBxYDrIeyCKPg4MCxlEIDJzg=">AAACg 3icbVHLattAFB2rTZuqrzyW3Yg6hULBSCbQbgqBbrJ0IY4DljBXozvJ4HmImVGKGPQR3bZf1r/pyFbAdXph4HDOua+5ZS24dWn6ZxQ9eXrw7Pnhi/ jlq9dv3h4dn1xb3RiKc6qFNjclWBRc4dxxJ/CmNgiyFLgo1996fXGPxnKtrlxbYyHhVnHGKbhALc7a1fQsjldH43SSbiJ5DLIBjMkQs9XxiOWVpo1 E5agAa5dZWrvCg3GcCuzivLFYA13DLS4DVCDRFn4zb5d8CEyVMG3CUy7ZsLsZHqS1rSyDU4K7s/taT/5PWzaOfSk8V3XjUNFtI9aIxOmkXz6puEHq RBsAUMPDrAm9AwPUhS+Kc4MKf1AtJajK5wwkF22FDBrhOp9b9oDjfNdn0XXLrPB5Pw8F4cdZ1+0Xu0e6NZVaVP1u+sG365oZXXbbQiXzsyCHy2T7d 3gMrqeTLJ1k36fji/PhRofkHXlPPpKMfCYX5JLMyJxQsiY/yS/yOzqIPkXTaPBGoyHnlPwT0de//+TGmw==</latexit><latexit sha1_base64="ys9vBxYDrIeyCKPg4MCxlEIDJzg=">AAACg 3icbVHLattAFB2rTZuqrzyW3Yg6hULBSCbQbgqBbrJ0IY4DljBXozvJ4HmImVGKGPQR3bZf1r/pyFbAdXph4HDOua+5ZS24dWn6ZxQ9eXrw7Pnhi/ jlq9dv3h4dn1xb3RiKc6qFNjclWBRc4dxxJ/CmNgiyFLgo1996fXGPxnKtrlxbYyHhVnHGKbhALc7a1fQsjldH43SSbiJ5DLIBjMkQs9XxiOWVpo1 E5agAa5dZWrvCg3GcCuzivLFYA13DLS4DVCDRFn4zb5d8CEyVMG3CUy7ZsLsZHqS1rSyDU4K7s/taT/5PWzaOfSk8V3XjUNFtI9aIxOmkXz6puEHq RBsAUMPDrAm9AwPUhS+Kc4MKf1AtJajK5wwkF22FDBrhOp9b9oDjfNdn0XXLrPB5Pw8F4cdZ1+0Xu0e6NZVaVP1u+sG365oZXXbbQiXzsyCHy2T7d 3gMrqeTLJ1k36fji/PhRofkHXlPPpKMfCYX5JLMyJxQsiY/yS/yOzqIPkXTaPBGoyHnlPwT0de//+TGmw==</latexit><latexit sha1_base64="ys9vBxYDrIeyCKPg4MCxlEIDJzg=">AAACg 3icbVHLattAFB2rTZuqrzyW3Yg6hULBSCbQbgqBbrJ0IY4DljBXozvJ4HmImVGKGPQR3bZf1r/pyFbAdXph4HDOua+5ZS24dWn6ZxQ9eXrw7Pnhi/ jlq9dv3h4dn1xb3RiKc6qFNjclWBRc4dxxJ/CmNgiyFLgo1996fXGPxnKtrlxbYyHhVnHGKbhALc7a1fQsjldH43SSbiJ5DLIBjMkQs9XxiOWVpo1 E5agAa5dZWrvCg3GcCuzivLFYA13DLS4DVCDRFn4zb5d8CEyVMG3CUy7ZsLsZHqS1rSyDU4K7s/taT/5PWzaOfSk8V3XjUNFtI9aIxOmkXz6puEHq RBsAUMPDrAm9AwPUhS+Kc4MKf1AtJajK5wwkF22FDBrhOp9b9oDjfNdn0XXLrPB5Pw8F4cdZ1+0Xu0e6NZVaVP1u+sG365oZXXbbQiXzsyCHy2T7d 3gMrqeTLJ1k36fji/PhRofkHXlPPpKMfCYX5JLMyJxQsiY/yS/yOzqIPkXTaPBGoyHnlPwT0de//+TGmw==</latexit><latexit sha1_base64="ys9vBxYDrIeyCKPg4MCxlEIDJzg=">AAACg 3icbVHLattAFB2rTZuqrzyW3Yg6hULBSCbQbgqBbrJ0IY4DljBXozvJ4HmImVGKGPQR3bZf1r/pyFbAdXph4HDOua+5ZS24dWn6ZxQ9eXrw7Pnhi/ jlq9dv3h4dn1xb3RiKc6qFNjclWBRc4dxxJ/CmNgiyFLgo1996fXGPxnKtrlxbYyHhVnHGKbhALc7a1fQsjldH43SSbiJ5DLIBjMkQs9XxiOWVpo1 E5agAa5dZWrvCg3GcCuzivLFYA13DLS4DVCDRFn4zb5d8CEyVMG3CUy7ZsLsZHqS1rSyDU4K7s/taT/5PWzaOfSk8V3XjUNFtI9aIxOmkXz6puEHq RBsAUMPDrAm9AwPUhS+Kc4MKf1AtJajK5wwkF22FDBrhOp9b9oDjfNdn0XXLrPB5Pw8F4cdZ1+0Xu0e6NZVaVP1u+sG365oZXXbbQiXzsyCHy2T7d 3gMrqeTLJ1k36fji/PhRofkHXlPPpKMfCYX5JLMyJxQsiY/yS/yOzqIPkXTaPBGoyHnlPwT0de//+TGmw==</latexit>
y3
<latexit sha1_base64="CsftUTJhKpS80yAcSd6dETyst+c=">AAACg 3icbVHLattAFB2rTZuqr6RddiPqFAoFI7mFZhMIdNOlC3UcsIS5Gt1JBs9DzIxSxKCPyDb9sv5NR7YCrtMLA4dzzn3NLWvBrUvTP6Po0eODJ08Pn8 XPX7x89fro+M2F1Y2hOKdaaHNZgkXBFc4ddwIva4MgS4GLcv2t1xc3aCzX6qdraywkXCnOOAUXqMVJu/p8Esero3E6STeRPATZAMZkiNnqeMTyStN GonJUgLXLLK1d4cE4TgV2cd5YrIGu4QqXASqQaAu/mbdLPgSmSpg24SmXbNjdDA/S2laWwSnBXdt9rSf/py0bx04Lz1XdOFR024g1InE66ZdPKm6Q OtEGANTwMGtCr8EAdeGL4tygwl9USwmq8jkDyUVbIYNGuM7nlt3jON/1WXTdMit83s9DQfhx1nX7xW6Qbk2lFlW/m7737bpmRpfdtlDJ/CzI4TLZ/ h0egovpJEsn2Y/p+PzLcKND8o68Jx9JRr6Sc/KdzMicULImt+SO/I4Ook/RNBq80WjIeUv+iejsLwIPxpw=</latexit><latexit sha1_base64="CsftUTJhKpS80yAcSd6dETyst+c=">AAACg 3icbVHLattAFB2rTZuqr6RddiPqFAoFI7mFZhMIdNOlC3UcsIS5Gt1JBs9DzIxSxKCPyDb9sv5NR7YCrtMLA4dzzn3NLWvBrUvTP6Po0eODJ08Pn8 XPX7x89fro+M2F1Y2hOKdaaHNZgkXBFc4ddwIva4MgS4GLcv2t1xc3aCzX6qdraywkXCnOOAUXqMVJu/p8Esero3E6STeRPATZAMZkiNnqeMTyStN GonJUgLXLLK1d4cE4TgV2cd5YrIGu4QqXASqQaAu/mbdLPgSmSpg24SmXbNjdDA/S2laWwSnBXdt9rSf/py0bx04Lz1XdOFR024g1InE66ZdPKm6Q OtEGANTwMGtCr8EAdeGL4tygwl9USwmq8jkDyUVbIYNGuM7nlt3jON/1WXTdMit83s9DQfhx1nX7xW6Qbk2lFlW/m7737bpmRpfdtlDJ/CzI4TLZ/ h0egovpJEsn2Y/p+PzLcKND8o68Jx9JRr6Sc/KdzMicULImt+SO/I4Ook/RNBq80WjIeUv+iejsLwIPxpw=</latexit><latexit sha1_base64="CsftUTJhKpS80yAcSd6dETyst+c=">AAACg 3icbVHLattAFB2rTZuqr6RddiPqFAoFI7mFZhMIdNOlC3UcsIS5Gt1JBs9DzIxSxKCPyDb9sv5NR7YCrtMLA4dzzn3NLWvBrUvTP6Po0eODJ08Pn8 XPX7x89fro+M2F1Y2hOKdaaHNZgkXBFc4ddwIva4MgS4GLcv2t1xc3aCzX6qdraywkXCnOOAUXqMVJu/p8Esero3E6STeRPATZAMZkiNnqeMTyStN GonJUgLXLLK1d4cE4TgV2cd5YrIGu4QqXASqQaAu/mbdLPgSmSpg24SmXbNjdDA/S2laWwSnBXdt9rSf/py0bx04Lz1XdOFR024g1InE66ZdPKm6Q OtEGANTwMGtCr8EAdeGL4tygwl9USwmq8jkDyUVbIYNGuM7nlt3jON/1WXTdMit83s9DQfhx1nX7xW6Qbk2lFlW/m7737bpmRpfdtlDJ/CzI4TLZ/ h0egovpJEsn2Y/p+PzLcKND8o68Jx9JRr6Sc/KdzMicULImt+SO/I4Ook/RNBq80WjIeUv+iejsLwIPxpw=</latexit><latexit sha1_base64="CsftUTJhKpS80yAcSd6dETyst+c=">AAACg 3icbVHLattAFB2rTZuqr6RddiPqFAoFI7mFZhMIdNOlC3UcsIS5Gt1JBs9DzIxSxKCPyDb9sv5NR7YCrtMLA4dzzn3NLWvBrUvTP6Po0eODJ08Pn8 XPX7x89fro+M2F1Y2hOKdaaHNZgkXBFc4ddwIva4MgS4GLcv2t1xc3aCzX6qdraywkXCnOOAUXqMVJu/p8Esero3E6STeRPATZAMZkiNnqeMTyStN GonJUgLXLLK1d4cE4TgV2cd5YrIGu4QqXASqQaAu/mbdLPgSmSpg24SmXbNjdDA/S2laWwSnBXdt9rSf/py0bx04Lz1XdOFR024g1InE66ZdPKm6Q OtEGANTwMGtCr8EAdeGL4tygwl9USwmq8jkDyUVbIYNGuM7nlt3jON/1WXTdMit83s9DQfhx1nX7xW6Qbk2lFlW/m7737bpmRpfdtlDJ/CzI4TLZ/ h0egovpJEsn2Y/p+PzLcKND8o68Jx9JRr6Sc/KdzMicULImt+SO/I4Ook/RNBq80WjIeUv+iejsLwIPxpw=</latexit>
y4
<latexit sha1_base64="pt2ffnv0uF8exI6u6i3G2iuCz6Y=">AAACg 3icbVHLattAFB2rTZuqryRddiPqFAoFI5lAsykEusnShToOWMJcje4kg+chZkYJYtBHdNt+Wf+mI1sB1+mFgcM5577mlrXg1qXpn1H05OnBs+eHL+ KXr16/eXt0fHJldWMozqkW2lyXYFFwhXPHncDr2iDIUuCiXH/r9cUdGsu1+uHaGgsJN4ozTsEFanHars5O43h1NE4n6SaSxyAbwJgMMVsdj1headp IVI4KsHaZpbUrPBjHqcAuzhuLNdA13OAyQAUSbeE383bJx8BUCdMmPOWSDbub4UFa28oyOCW4W7uv9eT/tGXj2Hnhuaobh4puG7FGJE4n/fJJxQ1S J9oAgBoeZk3oLRigLnxRnBtUeE+1lKAqnzOQXLQVMmiE63xu2QOO812fRdcts8Ln/TwUhB9nXbdf7A7p1lRqUfW76QffrmtmdNltC5XMz4IcLpPt3 +ExuJpOsnSSfZ+OL86GGx2S9+QD+UQy8oVckEsyI3NCyZr8JL/I7+gg+hxNo8EbjYacd+SfiL7+BQQrxp0=</latexit><latexit sha1_base64="pt2ffnv0uF8exI6u6i3G2iuCz6Y=">AAACg 3icbVHLattAFB2rTZuqryRddiPqFAoFI5lAsykEusnShToOWMJcje4kg+chZkYJYtBHdNt+Wf+mI1sB1+mFgcM5577mlrXg1qXpn1H05OnBs+eHL+ KXr16/eXt0fHJldWMozqkW2lyXYFFwhXPHncDr2iDIUuCiXH/r9cUdGsu1+uHaGgsJN4ozTsEFanHars5O43h1NE4n6SaSxyAbwJgMMVsdj1headp IVI4KsHaZpbUrPBjHqcAuzhuLNdA13OAyQAUSbeE383bJx8BUCdMmPOWSDbub4UFa28oyOCW4W7uv9eT/tGXj2Hnhuaobh4puG7FGJE4n/fJJxQ1S J9oAgBoeZk3oLRigLnxRnBtUeE+1lKAqnzOQXLQVMmiE63xu2QOO812fRdcts8Ln/TwUhB9nXbdf7A7p1lRqUfW76QffrmtmdNltC5XMz4IcLpPt3 +ExuJpOsnSSfZ+OL86GGx2S9+QD+UQy8oVckEsyI3NCyZr8JL/I7+gg+hxNo8EbjYacd+SfiL7+BQQrxp0=</latexit><latexit sha1_base64="pt2ffnv0uF8exI6u6i3G2iuCz6Y=">AAACg 3icbVHLattAFB2rTZuqryRddiPqFAoFI5lAsykEusnShToOWMJcje4kg+chZkYJYtBHdNt+Wf+mI1sB1+mFgcM5577mlrXg1qXpn1H05OnBs+eHL+ KXr16/eXt0fHJldWMozqkW2lyXYFFwhXPHncDr2iDIUuCiXH/r9cUdGsu1+uHaGgsJN4ozTsEFanHars5O43h1NE4n6SaSxyAbwJgMMVsdj1headp IVI4KsHaZpbUrPBjHqcAuzhuLNdA13OAyQAUSbeE383bJx8BUCdMmPOWSDbub4UFa28oyOCW4W7uv9eT/tGXj2Hnhuaobh4puG7FGJE4n/fJJxQ1S J9oAgBoeZk3oLRigLnxRnBtUeE+1lKAqnzOQXLQVMmiE63xu2QOO812fRdcts8Ln/TwUhB9nXbdf7A7p1lRqUfW76QffrmtmdNltC5XMz4IcLpPt3 +ExuJpOsnSSfZ+OL86GGx2S9+QD+UQy8oVckEsyI3NCyZr8JL/I7+gg+hxNo8EbjYacd+SfiL7+BQQrxp0=</latexit><latexit sha1_base64="pt2ffnv0uF8exI6u6i3G2iuCz6Y=">AAACg 3icbVHLattAFB2rTZuqryRddiPqFAoFI5lAsykEusnShToOWMJcje4kg+chZkYJYtBHdNt+Wf+mI1sB1+mFgcM5577mlrXg1qXpn1H05OnBs+eHL+ KXr16/eXt0fHJldWMozqkW2lyXYFFwhXPHncDr2iDIUuCiXH/r9cUdGsu1+uHaGgsJN4ozTsEFanHars5O43h1NE4n6SaSxyAbwJgMMVsdj1headp IVI4KsHaZpbUrPBjHqcAuzhuLNdA13OAyQAUSbeE383bJx8BUCdMmPOWSDbub4UFa28oyOCW4W7uv9eT/tGXj2Hnhuaobh4puG7FGJE4n/fJJxQ1S J9oAgBoeZk3oLRigLnxRnBtUeE+1lKAqnzOQXLQVMmiE63xu2QOO812fRdcts8Ln/TwUhB9nXbdf7A7p1lRqUfW76QffrmtmdNltC5XMz4IcLpPt3 +ExuJpOsnSSfZ+OL86GGx2S9+QD+UQy8oVckEsyI3NCyZr8JL/I7+gg+hxNo8EbjYacd+SfiL7+BQQrxp0=</latexit>
training data D
<latexit sha1_base64="oPcoGEk mNUQ9ycRwa+am8/9T5wE=">AAACm3icbVHLattAFB2rj6Tqy2mXJTDUK XRlpFBol4F0UUoXLtRJwBLmanTlDJmHmLlKMEKrfk237df0bzqyneI6vT BwOOfcO/dR1Ep6SpLfg+je/QcP9/YfxY+fPH32fHjw4szbxgmcCqusuy jAo5IGpyRJ4UXtEHSh8Ly4Ou3182t0XlrzjZY15hoWRlZSAAVqPjwkB9J Is+AlEPCjTANdClDtx+4ojufDUTJOVsHvgnQDRmwTk/nBoMpKKxqNhoQ C72dpUlPegiMpFHZx1nisQVzBAmcBGtDo83Y1R8ffBKbklXXhGeIrdjuj Be39UhfB2bfpd7We/J82a6j6kLfS1A2hEeuPqkZxsrxfCi+lQ0FqGQAI J0OvXFyCA0FhdXHm0OCNsFqDKdusAi3VssQKGkVdm/nqFsfZts8jdbM0b /+udJR23W6xaxRrU2FV2c9mb33bromzRbcuVFTtJMjhMunuHe6Cs+Nxm ozTr8ejk3ebG+2zV+w1e8tS9p6dsE9swqZMsO/sB/vJfkWH0Wn0Ofqytk aDTc5L9k9E0z9uO9BG</latexit><latexit sha1_base64="oPcoGEk mNUQ9ycRwa+am8/9T5wE=">AAACm3icbVHLattAFB2rj6Tqy2mXJTDUK XRlpFBol4F0UUoXLtRJwBLmanTlDJmHmLlKMEKrfk237df0bzqyneI6vT BwOOfcO/dR1Ep6SpLfg+je/QcP9/YfxY+fPH32fHjw4szbxgmcCqusuy jAo5IGpyRJ4UXtEHSh8Ly4Ou3182t0XlrzjZY15hoWRlZSAAVqPjwkB9J Is+AlEPCjTANdClDtx+4ojufDUTJOVsHvgnQDRmwTk/nBoMpKKxqNhoQ C72dpUlPegiMpFHZx1nisQVzBAmcBGtDo83Y1R8ffBKbklXXhGeIrdjuj Be39UhfB2bfpd7We/J82a6j6kLfS1A2hEeuPqkZxsrxfCi+lQ0FqGQAI J0OvXFyCA0FhdXHm0OCNsFqDKdusAi3VssQKGkVdm/nqFsfZts8jdbM0b /+udJR23W6xaxRrU2FV2c9mb33bromzRbcuVFTtJMjhMunuHe6Cs+Nxm ozTr8ejk3ebG+2zV+w1e8tS9p6dsE9swqZMsO/sB/vJfkWH0Wn0Ofqytk aDTc5L9k9E0z9uO9BG</latexit><latexit sha1_base64="oPcoGEk mNUQ9ycRwa+am8/9T5wE=">AAACm3icbVHLattAFB2rj6Tqy2mXJTDUK XRlpFBol4F0UUoXLtRJwBLmanTlDJmHmLlKMEKrfk237df0bzqyneI6vT BwOOfcO/dR1Ep6SpLfg+je/QcP9/YfxY+fPH32fHjw4szbxgmcCqusuy jAo5IGpyRJ4UXtEHSh8Ly4Ou3182t0XlrzjZY15hoWRlZSAAVqPjwkB9J Is+AlEPCjTANdClDtx+4ojufDUTJOVsHvgnQDRmwTk/nBoMpKKxqNhoQ C72dpUlPegiMpFHZx1nisQVzBAmcBGtDo83Y1R8ffBKbklXXhGeIrdjuj Be39UhfB2bfpd7We/J82a6j6kLfS1A2hEeuPqkZxsrxfCi+lQ0FqGQAI J0OvXFyCA0FhdXHm0OCNsFqDKdusAi3VssQKGkVdm/nqFsfZts8jdbM0b /+udJR23W6xaxRrU2FV2c9mb33bromzRbcuVFTtJMjhMunuHe6Cs+Nxm ozTr8ejk3ebG+2zV+w1e8tS9p6dsE9swqZMsO/sB/vJfkWH0Wn0Ofqytk aDTc5L9k9E0z9uO9BG</latexit><latexit sha1_base64="oPcoGEk mNUQ9ycRwa+am8/9T5wE=">AAACm3icbVHLattAFB2rj6Tqy2mXJTDUK XRlpFBol4F0UUoXLtRJwBLmanTlDJmHmLlKMEKrfk237df0bzqyneI6vT BwOOfcO/dR1Ep6SpLfg+je/QcP9/YfxY+fPH32fHjw4szbxgmcCqusuy jAo5IGpyRJ4UXtEHSh8Ly4Ou3182t0XlrzjZY15hoWRlZSAAVqPjwkB9J Is+AlEPCjTANdClDtx+4ojufDUTJOVsHvgnQDRmwTk/nBoMpKKxqNhoQ C72dpUlPegiMpFHZx1nisQVzBAmcBGtDo83Y1R8ffBKbklXXhGeIrdjuj Be39UhfB2bfpd7We/J82a6j6kLfS1A2hEeuPqkZxsrxfCi+lQ0FqGQAI J0OvXFyCA0FhdXHm0OCNsFqDKdusAi3VssQKGkVdm/nqFsfZts8jdbM0b /+udJR23W6xaxRrU2FV2c9mb33bromzRbcuVFTtJMjhMunuHe6Cs+Nxm ozTr8ejk3ebG+2zV+w1e8tS9p6dsE9swqZMsO/sB/vJfkWH0Wn0Ofqytk aDTc5L9k9E0z9uO9BG</latexit>
version space V
<latexit sha1_base64="1nJt/xyff/ogf1Syd98kqCPuQUI=">AAACm 3icbVHLattAFB2rr1R9OemyBIY6ha6MFALtMpBNCVm4UDsBS5ir0Z1kyDzEzCjBCK3yNd22X9O/ychWiuv0wsDhnDP3WVRSOJ8kfwbRk6fPnr/YeR m/ev3m7bvh7t7MmdoynDIjjb0owKEUGqdeeIkXlUVQhcTz4vqk089v0Dph9A+/rDBXcKkFFwx8oBbD/V6krgKG9CBT4K8YyGbWHsTxYjhKxskq6GO Q9mBE+pgsdgc8Kw2rFWrPJDg3T5PK5w1YL5jENs5qh6HSNVziPEANCl3erOZo6afAlJQbG572dMVu/mhAObdURXB2bbptrSP/p81rz7/mjdBV7VGz dSFeS+oN7ZZCS2GRebkMAJgVoVfKrsAC82E7cWZR4y0zSoEum4yDEnJZIoda+rbJHH/Acbbpc+jbeZo3f1c6Stt2O9kNsrWpMLLsZjMPvk3XxJqiX ScqeDMJcrhMun2Hx2B2OE6Tcfr9cHR81N9oh3wgH8lnkpIv5Jh8IxMyJYzckZ/kF/kd7Ucn0Wl0trZGg/7Pe/JPRNN70UzQdA==</latexit><latexit sha1_base64="1nJt/xyff/ogf1Syd98kqCPuQUI=">AAACm 3icbVHLattAFB2rr1R9OemyBIY6ha6MFALtMpBNCVm4UDsBS5ir0Z1kyDzEzCjBCK3yNd22X9O/ychWiuv0wsDhnDP3WVRSOJ8kfwbRk6fPnr/YeR m/ev3m7bvh7t7MmdoynDIjjb0owKEUGqdeeIkXlUVQhcTz4vqk089v0Dph9A+/rDBXcKkFFwx8oBbD/V6krgKG9CBT4K8YyGbWHsTxYjhKxskq6GO Q9mBE+pgsdgc8Kw2rFWrPJDg3T5PK5w1YL5jENs5qh6HSNVziPEANCl3erOZo6afAlJQbG572dMVu/mhAObdURXB2bbptrSP/p81rz7/mjdBV7VGz dSFeS+oN7ZZCS2GRebkMAJgVoVfKrsAC82E7cWZR4y0zSoEum4yDEnJZIoda+rbJHH/Acbbpc+jbeZo3f1c6Stt2O9kNsrWpMLLsZjMPvk3XxJqiX ScqeDMJcrhMun2Hx2B2OE6Tcfr9cHR81N9oh3wgH8lnkpIv5Jh8IxMyJYzckZ/kF/kd7Ucn0Wl0trZGg/7Pe/JPRNN70UzQdA==</latexit><latexit sha1_base64="1nJt/xyff/ogf1Syd98kqCPuQUI=">AAACm 3icbVHLattAFB2rr1R9OemyBIY6ha6MFALtMpBNCVm4UDsBS5ir0Z1kyDzEzCjBCK3yNd22X9O/ychWiuv0wsDhnDP3WVRSOJ8kfwbRk6fPnr/YeR m/ev3m7bvh7t7MmdoynDIjjb0owKEUGqdeeIkXlUVQhcTz4vqk089v0Dph9A+/rDBXcKkFFwx8oBbD/V6krgKG9CBT4K8YyGbWHsTxYjhKxskq6GO Q9mBE+pgsdgc8Kw2rFWrPJDg3T5PK5w1YL5jENs5qh6HSNVziPEANCl3erOZo6afAlJQbG572dMVu/mhAObdURXB2bbptrSP/p81rz7/mjdBV7VGz dSFeS+oN7ZZCS2GRebkMAJgVoVfKrsAC82E7cWZR4y0zSoEum4yDEnJZIoda+rbJHH/Acbbpc+jbeZo3f1c6Stt2O9kNsrWpMLLsZjMPvk3XxJqiX ScqeDMJcrhMun2Hx2B2OE6Tcfr9cHR81N9oh3wgH8lnkpIv5Jh8IxMyJYzckZ/kF/kd7Ucn0Wl0trZGg/7Pe/JPRNN70UzQdA==</latexit><latexit sha1_base64="1nJt/xyff/ogf1Syd98kqCPuQUI=">AAACm 3icbVHLattAFB2rr1R9OemyBIY6ha6MFALtMpBNCVm4UDsBS5ir0Z1kyDzEzCjBCK3yNd22X9O/ychWiuv0wsDhnDP3WVRSOJ8kfwbRk6fPnr/YeR m/ev3m7bvh7t7MmdoynDIjjb0owKEUGqdeeIkXlUVQhcTz4vqk089v0Dph9A+/rDBXcKkFFwx8oBbD/V6krgKG9CBT4K8YyGbWHsTxYjhKxskq6GO Q9mBE+pgsdgc8Kw2rFWrPJDg3T5PK5w1YL5jENs5qh6HSNVziPEANCl3erOZo6afAlJQbG572dMVu/mhAObdURXB2bbptrSP/p81rz7/mjdBV7VGz dSFeS+oN7ZZCS2GRebkMAJgVoVfKrsAC82E7cWZR4y0zSoEum4yDEnJZIoda+rbJHH/Acbbpc+jbeZo3f1c6Stt2O9kNsrWpMLLsZjMPvk3XxJqiX ScqeDMJcrhMun2Hx2B2OE6Tcfr9cHR81N9oh3wgH8lnkpIv5Jh8IxMyJYzckZ/kF/kd7Ucn0Wl0trZGg/7Pe/JPRNN70UzQdA==</latexit>
h(xq)
<latexit sha1_base64="7qseSvvjejTdHrDx+1BDXuw/chY=">AAACl XicbVFNb9QwEPWmfJTw0S099MAlYotULqukQoILUiUQ4sYisW2lTbSaOJOuVX8E2ymsLP+aXuEH9d/gbBZp2TKS5af33ozHM2XDmbFpejuIdu7df/ Bw91H8+MnTZ3vD/ednRrWa4pQqrvRFCQY5kzi1zHK8aDSCKDmel1cfOv38GrVhSn6zywYLAZeS1YyCDdR8eHi0OM5LxSuzFOFyP/38++ujOJ4PR+k 4XUVyF2RrMCLrmMz3B3VeKdoKlJZyMGaWpY0tHGjLKEcf563BBugVXOIsQAkCTeFWP/DJq8BUSa10ONImK3Yzw4EwXYfBKcAuzLbWkf/TZq2t3xWO yaa1KGn/UN3yxKqkG0dSMY3U8mUAQDULvSZ0ARqoDUOLc40Sf1AlBMjK5TUIxpcV1tBy611u6r84zjd9Bq2fZYXLu34ocDfKvN8udo20N21Mv/dtu iZalb4vVNZuEuSwmWx7D3fB2ck4S8fZ15PR6Zv1jnbJC/KSHJOMvCWn5DOZkCmhxJMb8ov8jg6j99HH6FNvjQbrnAPyT0Rf/gDixM3u</latexit><latexit sha1_base64="7qseSvvjejTdHrDx+1BDXuw/chY=">AAACl XicbVFNb9QwEPWmfJTw0S099MAlYotULqukQoILUiUQ4sYisW2lTbSaOJOuVX8E2ymsLP+aXuEH9d/gbBZp2TKS5af33ozHM2XDmbFpejuIdu7df/ Bw91H8+MnTZ3vD/ednRrWa4pQqrvRFCQY5kzi1zHK8aDSCKDmel1cfOv38GrVhSn6zywYLAZeS1YyCDdR8eHi0OM5LxSuzFOFyP/38++ujOJ4PR+k 4XUVyF2RrMCLrmMz3B3VeKdoKlJZyMGaWpY0tHGjLKEcf563BBugVXOIsQAkCTeFWP/DJq8BUSa10ONImK3Yzw4EwXYfBKcAuzLbWkf/TZq2t3xWO yaa1KGn/UN3yxKqkG0dSMY3U8mUAQDULvSZ0ARqoDUOLc40Sf1AlBMjK5TUIxpcV1tBy611u6r84zjd9Bq2fZYXLu34ocDfKvN8udo20N21Mv/dtu iZalb4vVNZuEuSwmWx7D3fB2ck4S8fZ15PR6Zv1jnbJC/KSHJOMvCWn5DOZkCmhxJMb8ov8jg6j99HH6FNvjQbrnAPyT0Rf/gDixM3u</latexit><latexit sha1_base64="7qseSvvjejTdHrDx+1BDXuw/chY=">AAACl XicbVFNb9QwEPWmfJTw0S099MAlYotULqukQoILUiUQ4sYisW2lTbSaOJOuVX8E2ymsLP+aXuEH9d/gbBZp2TKS5af33ozHM2XDmbFpejuIdu7df/ Bw91H8+MnTZ3vD/ednRrWa4pQqrvRFCQY5kzi1zHK8aDSCKDmel1cfOv38GrVhSn6zywYLAZeS1YyCDdR8eHi0OM5LxSuzFOFyP/38++ujOJ4PR+k 4XUVyF2RrMCLrmMz3B3VeKdoKlJZyMGaWpY0tHGjLKEcf563BBugVXOIsQAkCTeFWP/DJq8BUSa10ONImK3Yzw4EwXYfBKcAuzLbWkf/TZq2t3xWO yaa1KGn/UN3yxKqkG0dSMY3U8mUAQDULvSZ0ARqoDUOLc40Sf1AlBMjK5TUIxpcV1tBy611u6r84zjd9Bq2fZYXLu34ocDfKvN8udo20N21Mv/dtu iZalb4vVNZuEuSwmWx7D3fB2ck4S8fZ15PR6Zv1jnbJC/KSHJOMvCWn5DOZkCmhxJMb8ov8jg6j99HH6FNvjQbrnAPyT0Rf/gDixM3u</latexit><latexit sha1_base64="7qseSvvjejTdHrDx+1BDXuw/chY=">AAACl XicbVFNb9QwEPWmfJTw0S099MAlYotULqukQoILUiUQ4sYisW2lTbSaOJOuVX8E2ymsLP+aXuEH9d/gbBZp2TKS5af33ozHM2XDmbFpejuIdu7df/ Bw91H8+MnTZ3vD/ednRrWa4pQqrvRFCQY5kzi1zHK8aDSCKDmel1cfOv38GrVhSn6zywYLAZeS1YyCDdR8eHi0OM5LxSuzFOFyP/38++ujOJ4PR+k 4XUVyF2RrMCLrmMz3B3VeKdoKlJZyMGaWpY0tHGjLKEcf563BBugVXOIsQAkCTeFWP/DJq8BUSa10ONImK3Yzw4EwXYfBKcAuzLbWkf/TZq2t3xWO yaa1KGn/UN3yxKqkG0dSMY3U8mUAQDULvSZ0ARqoDUOLc40Sf1AlBMjK5TUIxpcV1tBy611u6r84zjd9Bq2fZYXLu34ocDfKvN8udo20N21Mv/dtu iZalb4vVNZuEuSwmWx7D3fB2ck4S8fZ15PR6Zv1jnbJC/KSHJOMvCWn5DOZkCmhxJMb8ov8jg6j99HH6FNvjQbrnAPyT0Rf/gDixM3u</latexit>
h0(xq)
<latexit sha1_base64="L9eBaoJfL28BitJJTdfr4VMQKmc=">AAACl nicbVHbbtQwEPWGWwm3LbxU4iViiygvq6RCgidUCSF4DBLbVtpEq4kz7lr1JdhOYWWFr+EV/oe/wdks0rJlJMtH55wZj2eqRnDr0vT3KLpx89btO3 t343v3Hzx8NN5/fGp1ayjOqBbanFdgUXCFM8edwPPGIMhK4Fl1+a7Xz67QWK7VZ7dqsJRwoTjjFFygFuODw+WLo6LSorYrGS7/rVt8eXkYx4vxJJ2 m60iug2wDJmQT+WJ/xIpa01aiclSAtfMsbVzpwThOBXZx0VpsgF7CBc4DVCDRln79hS55Hpg6YdqEo1yyZrczPEjbdxicEtzS7mo9+T9t3jr2pvRc Na1DRYeHWCsSp5N+HknNDVInVgEANTz0mtAlGKAuTC0uDCr8SrWUoGpfMJBcrGpk0ArX+cKyvzgutn0WXTfPSl/0/VAQfpJ13W6xK6SDaWv6g2/bl RtddUOhivk8yGEz2e4eroPT42mWTrNPx5OTV5sd7ZGn5Bk5Ihl5TU7IR5KTGaHkO/lBfpJf0UH0NnoffRis0WiT84T8E1H+B14lzh8=</latexit><latexit sha1_base64="L9eBaoJfL28BitJJTdfr4VMQKmc=">AAACl nicbVHbbtQwEPWGWwm3LbxU4iViiygvq6RCgidUCSF4DBLbVtpEq4kz7lr1JdhOYWWFr+EV/oe/wdks0rJlJMtH55wZj2eqRnDr0vT3KLpx89btO3 t343v3Hzx8NN5/fGp1ayjOqBbanFdgUXCFM8edwPPGIMhK4Fl1+a7Xz67QWK7VZ7dqsJRwoTjjFFygFuODw+WLo6LSorYrGS7/rVt8eXkYx4vxJJ2 m60iug2wDJmQT+WJ/xIpa01aiclSAtfMsbVzpwThOBXZx0VpsgF7CBc4DVCDRln79hS55Hpg6YdqEo1yyZrczPEjbdxicEtzS7mo9+T9t3jr2pvRc Na1DRYeHWCsSp5N+HknNDVInVgEANTz0mtAlGKAuTC0uDCr8SrWUoGpfMJBcrGpk0ArX+cKyvzgutn0WXTfPSl/0/VAQfpJ13W6xK6SDaWv6g2/bl RtddUOhivk8yGEz2e4eroPT42mWTrNPx5OTV5sd7ZGn5Bk5Ihl5TU7IR5KTGaHkO/lBfpJf0UH0NnoffRis0WiT84T8E1H+B14lzh8=</latexit><latexit sha1_base64="L9eBaoJfL28BitJJTdfr4VMQKmc=">AAACl nicbVHbbtQwEPWGWwm3LbxU4iViiygvq6RCgidUCSF4DBLbVtpEq4kz7lr1JdhOYWWFr+EV/oe/wdks0rJlJMtH55wZj2eqRnDr0vT3KLpx89btO3 t343v3Hzx8NN5/fGp1ayjOqBbanFdgUXCFM8edwPPGIMhK4Fl1+a7Xz67QWK7VZ7dqsJRwoTjjFFygFuODw+WLo6LSorYrGS7/rVt8eXkYx4vxJJ2 m60iug2wDJmQT+WJ/xIpa01aiclSAtfMsbVzpwThOBXZx0VpsgF7CBc4DVCDRln79hS55Hpg6YdqEo1yyZrczPEjbdxicEtzS7mo9+T9t3jr2pvRc Na1DRYeHWCsSp5N+HknNDVInVgEANTz0mtAlGKAuTC0uDCr8SrWUoGpfMJBcrGpk0ArX+cKyvzgutn0WXTfPSl/0/VAQfpJ13W6xK6SDaWv6g2/bl RtddUOhivk8yGEz2e4eroPT42mWTrNPx5OTV5sd7ZGn5Bk5Ihl5TU7IR5KTGaHkO/lBfpJf0UH0NnoffRis0WiT84T8E1H+B14lzh8=</latexit><latexit sha1_base64="L9eBaoJfL28BitJJTdfr4VMQKmc=">AAACl nicbVHbbtQwEPWGWwm3LbxU4iViiygvq6RCgidUCSF4DBLbVtpEq4kz7lr1JdhOYWWFr+EV/oe/wdks0rJlJMtH55wZj2eqRnDr0vT3KLpx89btO3 t343v3Hzx8NN5/fGp1ayjOqBbanFdgUXCFM8edwPPGIMhK4Fl1+a7Xz67QWK7VZ7dqsJRwoTjjFFygFuODw+WLo6LSorYrGS7/rVt8eXkYx4vxJJ2 m60iug2wDJmQT+WJ/xIpa01aiclSAtfMsbVzpwThOBXZx0VpsgF7CBc4DVCDRln79hS55Hpg6YdqEo1yyZrczPEjbdxicEtzS7mo9+T9t3jr2pvRc Na1DRYeHWCsSp5N+HknNDVInVgEANTz0mtAlGKAuTC0uDCr8SrWUoGpfMJBcrGpk0ArX+cKyvzgutn0WXTfPSl/0/VAQfpJ13W6xK6SDaWv6g2/bl RtddUOhivk8yGEz2e4eroPT42mWTrNPx5OTV5sd7ZGn5Bk5Ihl5TU7IR5KTGaHkO/lBfpJf0UH0NnoffRis0WiT84T8E1H+B14lzh8=</latexit>
h00(xq)
<latexit sha1_base64="4oRPPou/ehHA6NCRlKVTihG66yA=">AAACl 3icbVHbatwwENW6t9S9bdqn0BfTTUn6stihkL41UCh53EA3CazNMpZHWRFdXElOugjTr+lr+z39m8rrLWw3HRA6nHNmNJopa8GtS9Pfg+je/QcPH+ 08jp88ffb8xXD35bnVjaE4pVpoc1mCRcEVTh13Ai9rgyBLgRfl9adOv7hBY7lWX9yyxkLCleKMU3CBmg/39hcHB4d5qUVllzJc/ls7//puP47nw1E 6TleR3AXZGozIOibz3QHLK00bicpRAdbOsrR2hQfjOBXYxnljsQZ6DVc4C1CBRFv41R/a5G1gqoRpE45yyYrdzPAgbddhcEpwC7utdeT/tFnj2IfC c1U3DhXtH2KNSJxOuoEkFTdInVgGANTw0GtCF2CAujC2ODeo8JZqKUFVPmcguVhWyKARrvW5ZX9xnG/6LLp2lhU+7/qhIPwoa9vtYjdIe9PG9Hvfp mtidNn2hUrmJ0EOm8m293AXnB+Ns3ScnR2NTt6vd7RDXpM35JBk5JickFMyIVNCyXfyg/wkv6K96GP0OTrtrdFgnfOK/BPR2R/ZoM5Q</latexit><latexit sha1_base64="4oRPPou/ehHA6NCRlKVTihG66yA=">AAACl 3icbVHbatwwENW6t9S9bdqn0BfTTUn6stihkL41UCh53EA3CazNMpZHWRFdXElOugjTr+lr+z39m8rrLWw3HRA6nHNmNJopa8GtS9Pfg+je/QcPH+ 08jp88ffb8xXD35bnVjaE4pVpoc1mCRcEVTh13Ai9rgyBLgRfl9adOv7hBY7lWX9yyxkLCleKMU3CBmg/39hcHB4d5qUVllzJc/ls7//puP47nw1E 6TleR3AXZGozIOibz3QHLK00bicpRAdbOsrR2hQfjOBXYxnljsQZ6DVc4C1CBRFv41R/a5G1gqoRpE45yyYrdzPAgbddhcEpwC7utdeT/tFnj2IfC c1U3DhXtH2KNSJxOuoEkFTdInVgGANTw0GtCF2CAujC2ODeo8JZqKUFVPmcguVhWyKARrvW5ZX9xnG/6LLp2lhU+7/qhIPwoa9vtYjdIe9PG9Hvfp mtidNn2hUrmJ0EOm8m293AXnB+Ns3ScnR2NTt6vd7RDXpM35JBk5JickFMyIVNCyXfyg/wkv6K96GP0OTrtrdFgnfOK/BPR2R/ZoM5Q</latexit><latexit sha1_base64="4oRPPou/ehHA6NCRlKVTihG66yA=">AAACl 3icbVHbatwwENW6t9S9bdqn0BfTTUn6stihkL41UCh53EA3CazNMpZHWRFdXElOugjTr+lr+z39m8rrLWw3HRA6nHNmNJopa8GtS9Pfg+je/QcPH+ 08jp88ffb8xXD35bnVjaE4pVpoc1mCRcEVTh13Ai9rgyBLgRfl9adOv7hBY7lWX9yyxkLCleKMU3CBmg/39hcHB4d5qUVllzJc/ls7//puP47nw1E 6TleR3AXZGozIOibz3QHLK00bicpRAdbOsrR2hQfjOBXYxnljsQZ6DVc4C1CBRFv41R/a5G1gqoRpE45yyYrdzPAgbddhcEpwC7utdeT/tFnj2IfC c1U3DhXtH2KNSJxOuoEkFTdInVgGANTw0GtCF2CAujC2ODeo8JZqKUFVPmcguVhWyKARrvW5ZX9xnG/6LLp2lhU+7/qhIPwoa9vtYjdIe9PG9Hvfp mtidNn2hUrmJ0EOm8m293AXnB+Ns3ScnR2NTt6vd7RDXpM35JBk5JickFMyIVNCyXfyg/wkv6K96GP0OTrtrdFgnfOK/BPR2R/ZoM5Q</latexit><latexit sha1_base64="4oRPPou/ehHA6NCRlKVTihG66yA=">AAACl 3icbVHbatwwENW6t9S9bdqn0BfTTUn6stihkL41UCh53EA3CazNMpZHWRFdXElOugjTr+lr+z39m8rrLWw3HRA6nHNmNJopa8GtS9Pfg+je/QcPH+ 08jp88ffb8xXD35bnVjaE4pVpoc1mCRcEVTh13Ai9rgyBLgRfl9adOv7hBY7lWX9yyxkLCleKMU3CBmg/39hcHB4d5qUVllzJc/ls7//puP47nw1E 6TleR3AXZGozIOibz3QHLK00bicpRAdbOsrR2hQfjOBXYxnljsQZ6DVc4C1CBRFv41R/a5G1gqoRpE45yyYrdzPAgbddhcEpwC7utdeT/tFnj2IfC c1U3DhXtH2KNSJxOuoEkFTdInVgGANTw0GtCF2CAujC2ODeo8JZqKUFVPmcguVhWyKARrvW5ZX9xnG/6LLp2lhU+7/qhIPwoa9vtYjdIe9PG9Hvfp mtidNn2hUrmJ0EOm8m293AXnB+Ns3ScnR2NTt6vd7RDXpM35JBk5JickFMyIVNCyXfyg/wkv6K96GP0OTrtrdFgnfOK/BPR2R/ZoM5Q</latexit>
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possibility of outcomes
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Figure 7: Illustration of version space learning inference. The version space V, which
is the subset of hypotheses consistent with the data seen so far, represents the state
of knowledge of the learner. For a query xq ∈ X , the set of possible predictions is
given by the set Y = {h(xq) |h ∈ V}. The distribution on the right is the characteristic
function pi : Y −→ {0, 1} of this set, which can be interpreted as a {0, 1}-valued possibility
distribution (indicating whether y is a possible outcome or not, i.e., pi(y) = Jy ∈ Y K).
completely superfluous. Normally, however, prior knowledge is specified by assuming a
certain type of model, for example a linear relationship between inputs x and outputs y.
Then, all else (namely the data) being equal, the degree of predictive uncertainty depends
on how flexible the corresponding model class is. Informally speaking, the more restrictive
the model assumptions are, the smaller the uncertainty will be. This is illustrated in Fig. 8
for the case of binary classification.
Coming back to our discussion about uncertainty, it is clear that version space learning
as outlined above does not involve any kind of aleatoric uncertainty. Instead, the only
source of uncertainty is a lack of knowledge about h∗, and hence of epistemic nature. On
the model level, the amount of uncertainty is in direct correspondence with the size of
the version space V and reduces with an increasing sample size. Likewise, the predictive
uncertainty could be measured in terms of the size of the set (11) of candidate outcomes.
Obviously, this uncertainty may differ from instance to instance, or, stated differently,
approximation uncertainty may translate into prediction uncertainty in different ways.
In version space learning, uncertainty is represented in a purely set-based manner: the
version space V and prediction set Y (xq) are subsets of H and Y, respectively. In other
words, hypotheses h ∈ H and outcomes y ∈ Y are only qualified in terms of being possible
or not. In the following, we discuss the Bayesian approach, in which hypotheses and
predictions are qualified more gradually in terms of probabilities.
3.2 Bayesian inference
Consider a hypothesis space H consisting of probabilistic predictors, that is, hypotheses h
that deliver probabilistic predictions ph(y |x) = p(y |x, h) of outcomes y given an instance
x. In the Bayesian approach, H is supposed to be equipped with a prior distribution p(·),
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Figure 8: Two examples illustrating predictive uncertainty in version space learning for
the case of binary classification. In the first example (above), the hypothesis space is given
in terms of rectangles (assigning interior instances to the positive class and instances out-
side to the negative class). Both pictures show some of the (infinitely many) elements of
the version space. Top left: Restricting H to axis-parallel rectangles, the first query point
is necessarily positive, the second one necessarily negative, because these predictions are
produced by all h ∈ V. As opposed to this, both positive and negative predictions can be
produced for the third query. Top right: Increasing flexibility (or weakening prior knowl-
edge) by enriching the hypothesis space and also allowing for non-axis-parallel rectangles,
none of the queries can be classified with certainty anymore. In the second example (be-
low), hypotheses are linear and quadratic discriminant functions, respectively. Bottom
left: If the hypothesis space is given by linear discriminant functions, all hypothesis con-
sistent with the data will predict the query instance as positive. Bottom right: Enriching
the hypothesis space with quadratic discriminants, the members of the version space will
no longer vote unanimously: some of them predict the positive and others the negative
class.
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<latexit sha1_base64="pt2ffnv0uF8exI6u6i3G2iuCz6Y=">AAACg 3icbVHLattAFB2rTZuqryRddiPqFAoFI5lAsykEusnShToOWMJcje4kg+chZkYJYtBHdNt+Wf+mI1sB1+mFgcM5577mlrXg1qXpn1H05OnBs+eHL+ KXr16/eXt0fHJldWMozqkW2lyXYFFwhXPHncDr2iDIUuCiXH/r9cUdGsu1+uHaGgsJN4ozTsEFanHars5O43h1NE4n6SaSxyAbwJgMMVsdj1headp IVI4KsHaZpbUrPBjHqcAuzhuLNdA13OAyQAUSbeE383bJx8BUCdMmPOWSDbub4UFa28oyOCW4W7uv9eT/tGXj2Hnhuaobh4puG7FGJE4n/fJJxQ1S J9oAgBoeZk3oLRigLnxRnBtUeE+1lKAqnzOQXLQVMmiE63xu2QOO812fRdcts8Ln/TwUhB9nXbdf7A7p1lRqUfW76QffrmtmdNltC5XMz4IcLpPt3 +ExuJpOsnSSfZ+OL86GGx2S9+QD+UQy8oVckEsyI3NCyZr8JL/I7+gg+hxNo8EbjYacd+SfiL7+BQQrxp0=</latexit><latexit sha1_base64="pt2ffnv0uF8exI6u6i3G2iuCz6Y=">AAACg 3icbVHLattAFB2rTZuqryRddiPqFAoFI5lAsykEusnShToOWMJcje4kg+chZkYJYtBHdNt+Wf+mI1sB1+mFgcM5577mlrXg1qXpn1H05OnBs+eHL+ KXr16/eXt0fHJldWMozqkW2lyXYFFwhXPHncDr2iDIUuCiXH/r9cUdGsu1+uHaGgsJN4ozTsEFanHars5O43h1NE4n6SaSxyAbwJgMMVsdj1headp IVI4KsHaZpbUrPBjHqcAuzhuLNdA13OAyQAUSbeE383bJx8BUCdMmPOWSDbub4UFa28oyOCW4W7uv9eT/tGXj2Hnhuaobh4puG7FGJE4n/fJJxQ1S J9oAgBoeZk3oLRigLnxRnBtUeE+1lKAqnzOQXLQVMmiE63xu2QOO812fRdcts8Ln/TwUhB9nXbdf7A7p1lRqUfW76QffrmtmdNltC5XMz4IcLpPt3 +ExuJpOsnSSfZ+OL86GGx2S9+QD+UQy8oVckEsyI3NCyZr8JL/I7+gg+hxNo8EbjYacd+SfiL7+BQQrxp0=</latexit><latexit sha1_base64="pt2ffnv0uF8exI6u6i3G2iuCz6Y=">AAACg 3icbVHLattAFB2rTZuqryRddiPqFAoFI5lAsykEusnShToOWMJcje4kg+chZkYJYtBHdNt+Wf+mI1sB1+mFgcM5577mlrXg1qXpn1H05OnBs+eHL+ KXr16/eXt0fHJldWMozqkW2lyXYFFwhXPHncDr2iDIUuCiXH/r9cUdGsu1+uHaGgsJN4ozTsEFanHars5O43h1NE4n6SaSxyAbwJgMMVsdj1headp IVI4KsHaZpbUrPBjHqcAuzhuLNdA13OAyQAUSbeE383bJx8BUCdMmPOWSDbub4UFa28oyOCW4W7uv9eT/tGXj2Hnhuaobh4puG7FGJE4n/fJJxQ1S J9oAgBoeZk3oLRigLnxRnBtUeE+1lKAqnzOQXLQVMmiE63xu2QOO812fRdcts8Ln/TwUhB9nXbdf7A7p1lRqUfW76QffrmtmdNltC5XMz4IcLpPt3 +ExuJpOsnSSfZ+OL86GGx2S9+QD+UQy8oVckEsyI3NCyZr8JL/I7+gg+hxNo8EbjYacd+SfiL7+BQQrxp0=</latexit><latexit sha1_base64="pt2ffnv0uF8exI6u6i3G2iuCz6Y=">AAACg 3icbVHLattAFB2rTZuqryRddiPqFAoFI5lAsykEusnShToOWMJcje4kg+chZkYJYtBHdNt+Wf+mI1sB1+mFgcM5577mlrXg1qXpn1H05OnBs+eHL+ KXr16/eXt0fHJldWMozqkW2lyXYFFwhXPHncDr2iDIUuCiXH/r9cUdGsu1+uHaGgsJN4ozTsEFanHars5O43h1NE4n6SaSxyAbwJgMMVsdj1headp IVI4KsHaZpbUrPBjHqcAuzhuLNdA13OAyQAUSbeE383bJx8BUCdMmPOWSDbub4UFa28oyOCW4W7uv9eT/tGXj2Hnhuaobh4puG7FGJE4n/fJJxQ1S J9oAgBoeZk3oLRigLnxRnBtUeE+1lKAqnzOQXLQVMmiE63xu2QOO812fRdcts8Ln/TwUhB9nXbdf7A7p1lRqUfW76QffrmtmdNltC5XMz4IcLpPt3 +ExuJpOsnSSfZ+OL86GGx2S9+QD+UQy8oVckEsyI3NCyZr8JL/I7+gg+hxNo8EbjYacd+SfiL7+BQQrxp0=</latexit>
predictive posterior
<latexit sha1_base64="vWz90V+WSLgypR+Jt0tNPkK/Kss=">AAACl HicbVHLahsxFJWnr3T6clrIphtRU+jKzIRAu+giEAJdFRfqJOAZzB3NVSKixyBpXIw6P9Nt+kP5m2hsB1ynFwSHc869uo+qkcL5LLsdJI8eP3n6bO 95+uLlq9dvhvtvz5xpLcMpM9LYiwocSqFx6oWXeNFYBFVJPK+uT3r9fIHWCaN/+mWDpYJLLbhg4CM1Hx5Edy2YFwukjXEerTA2TefDUTbOVkEfgnw DRmQTk/n+gBe1Ya1C7ZkE52Z51vgygPWCSezSonXYALuGS5xFqEGhK8NqgI5+jExNubHxaU9X7HZGAOXcUlXRqcBfuV2tJ/+nzVrPv5RB6Kb1qNn6 I95K6g3tt0FrYZF5uYwAmBWxV8quwAKLi4iVLGr8xYxSoOtQcFBCLmvk0ErfhcLxe5wW2z6HvpvlZSj6fhjIMMq7brfYAtnaVBlZ97OZe9+2a2JN1 a0LVTxMohwvk+/e4SE4Oxzn2Tj/cTg6PtrcaI+8Jx/IJ5KTz+SYfCMTMiWM/CZ/yA35mxwkX5OT5HRtTQabnHfkn0i+3wGLwc5G</latexit><latexit sha1_base64="vWz90V+WSLgypR+Jt0tNPkK/Kss=">AAACl HicbVHLahsxFJWnr3T6clrIphtRU+jKzIRAu+giEAJdFRfqJOAZzB3NVSKixyBpXIw6P9Nt+kP5m2hsB1ynFwSHc869uo+qkcL5LLsdJI8eP3n6bO 95+uLlq9dvhvtvz5xpLcMpM9LYiwocSqFx6oWXeNFYBFVJPK+uT3r9fIHWCaN/+mWDpYJLLbhg4CM1Hx5Edy2YFwukjXEerTA2TefDUTbOVkEfgnw DRmQTk/n+gBe1Ya1C7ZkE52Z51vgygPWCSezSonXYALuGS5xFqEGhK8NqgI5+jExNubHxaU9X7HZGAOXcUlXRqcBfuV2tJ/+nzVrPv5RB6Kb1qNn6 I95K6g3tt0FrYZF5uYwAmBWxV8quwAKLi4iVLGr8xYxSoOtQcFBCLmvk0ErfhcLxe5wW2z6HvpvlZSj6fhjIMMq7brfYAtnaVBlZ97OZe9+2a2JN1 a0LVTxMohwvk+/e4SE4Oxzn2Tj/cTg6PtrcaI+8Jx/IJ5KTz+SYfCMTMiWM/CZ/yA35mxwkX5OT5HRtTQabnHfkn0i+3wGLwc5G</latexit><latexit sha1_base64="vWz90V+WSLgypR+Jt0tNPkK/Kss=">AAACl HicbVHLahsxFJWnr3T6clrIphtRU+jKzIRAu+giEAJdFRfqJOAZzB3NVSKixyBpXIw6P9Nt+kP5m2hsB1ynFwSHc869uo+qkcL5LLsdJI8eP3n6bO 95+uLlq9dvhvtvz5xpLcMpM9LYiwocSqFx6oWXeNFYBFVJPK+uT3r9fIHWCaN/+mWDpYJLLbhg4CM1Hx5Edy2YFwukjXEerTA2TefDUTbOVkEfgnw DRmQTk/n+gBe1Ya1C7ZkE52Z51vgygPWCSezSonXYALuGS5xFqEGhK8NqgI5+jExNubHxaU9X7HZGAOXcUlXRqcBfuV2tJ/+nzVrPv5RB6Kb1qNn6 I95K6g3tt0FrYZF5uYwAmBWxV8quwAKLi4iVLGr8xYxSoOtQcFBCLmvk0ErfhcLxe5wW2z6HvpvlZSj6fhjIMMq7brfYAtnaVBlZ97OZe9+2a2JN1 a0LVTxMohwvk+/e4SE4Oxzn2Tj/cTg6PtrcaI+8Jx/IJ5KTz+SYfCMTMiWM/CZ/yA35mxwkX5OT5HRtTQabnHfkn0i+3wGLwc5G</latexit><latexit sha1_base64="vWz90V+WSLgypR+Jt0tNPkK/Kss=">AAACl HicbVHLahsxFJWnr3T6clrIphtRU+jKzIRAu+giEAJdFRfqJOAZzB3NVSKixyBpXIw6P9Nt+kP5m2hsB1ynFwSHc869uo+qkcL5LLsdJI8eP3n6bO 95+uLlq9dvhvtvz5xpLcMpM9LYiwocSqFx6oWXeNFYBFVJPK+uT3r9fIHWCaN/+mWDpYJLLbhg4CM1Hx5Edy2YFwukjXEerTA2TefDUTbOVkEfgnw DRmQTk/n+gBe1Ya1C7ZkE52Z51vgygPWCSezSonXYALuGS5xFqEGhK8NqgI5+jExNubHxaU9X7HZGAOXcUlXRqcBfuV2tJ/+nzVrPv5RB6Kb1qNn6 I95K6g3tt0FrYZF5uYwAmBWxV8quwAKLi4iVLGr8xYxSoOtQcFBCLmvk0ErfhcLxe5wW2z6HvpvlZSj6fhjIMMq7brfYAtnaVBlZ97OZe9+2a2JN1 a0LVTxMohwvk+/e4SE4Oxzn2Tj/cTg6PtrcaI+8Jx/IJ5KTz+SYfCMTMiWM/CZ/yA35mxwkX5OT5HRtTQabnHfkn0i+3wGLwc5G</latexit>
training data D
<latexit sha1_base64="oPcoGEk mNUQ9ycRwa+am8/9T5wE=">AAACm3icbVHLattAFB2rj6Tqy2mXJTDUK XRlpFBol4F0UUoXLtRJwBLmanTlDJmHmLlKMEKrfk237df0bzqyneI6vT BwOOfcO/dR1Ep6SpLfg+je/QcP9/YfxY+fPH32fHjw4szbxgmcCqusuy jAo5IGpyRJ4UXtEHSh8Ly4Ou3182t0XlrzjZY15hoWRlZSAAVqPjwkB9J Is+AlEPCjTANdClDtx+4ojufDUTJOVsHvgnQDRmwTk/nBoMpKKxqNhoQ C72dpUlPegiMpFHZx1nisQVzBAmcBGtDo83Y1R8ffBKbklXXhGeIrdjuj Be39UhfB2bfpd7We/J82a6j6kLfS1A2hEeuPqkZxsrxfCi+lQ0FqGQAI J0OvXFyCA0FhdXHm0OCNsFqDKdusAi3VssQKGkVdm/nqFsfZts8jdbM0b /+udJR23W6xaxRrU2FV2c9mb33bromzRbcuVFTtJMjhMunuHe6Cs+Nxm ozTr8ejk3ebG+2zV+w1e8tS9p6dsE9swqZMsO/sB/vJfkWH0Wn0Ofqytk aDTc5L9k9E0z9uO9BG</latexit><latexit sha1_base64="oPcoGEk mNUQ9ycRwa+am8/9T5wE=">AAACm3icbVHLattAFB2rj6Tqy2mXJTDUK XRlpFBol4F0UUoXLtRJwBLmanTlDJmHmLlKMEKrfk237df0bzqyneI6vT BwOOfcO/dR1Ep6SpLfg+je/QcP9/YfxY+fPH32fHjw4szbxgmcCqusuy jAo5IGpyRJ4UXtEHSh8Ly4Ou3182t0XlrzjZY15hoWRlZSAAVqPjwkB9J Is+AlEPCjTANdClDtx+4ojufDUTJOVsHvgnQDRmwTk/nBoMpKKxqNhoQ C72dpUlPegiMpFHZx1nisQVzBAmcBGtDo83Y1R8ffBKbklXXhGeIrdjuj Be39UhfB2bfpd7We/J82a6j6kLfS1A2hEeuPqkZxsrxfCi+lQ0FqGQAI J0OvXFyCA0FhdXHm0OCNsFqDKdusAi3VssQKGkVdm/nqFsfZts8jdbM0b /+udJR23W6xaxRrU2FV2c9mb33bromzRbcuVFTtJMjhMunuHe6Cs+Nxm ozTr8ejk3ebG+2zV+w1e8tS9p6dsE9swqZMsO/sB/vJfkWH0Wn0Ofqytk aDTc5L9k9E0z9uO9BG</latexit><latexit sha1_base64="oPcoGEk mNUQ9ycRwa+am8/9T5wE=">AAACm3icbVHLattAFB2rj6Tqy2mXJTDUK XRlpFBol4F0UUoXLtRJwBLmanTlDJmHmLlKMEKrfk237df0bzqyneI6vT BwOOfcO/dR1Ep6SpLfg+je/QcP9/YfxY+fPH32fHjw4szbxgmcCqusuy jAo5IGpyRJ4UXtEHSh8Ly4Ou3182t0XlrzjZY15hoWRlZSAAVqPjwkB9J Is+AlEPCjTANdClDtx+4ojufDUTJOVsHvgnQDRmwTk/nBoMpKKxqNhoQ C72dpUlPegiMpFHZx1nisQVzBAmcBGtDo83Y1R8ffBKbklXXhGeIrdjuj Be39UhfB2bfpd7We/J82a6j6kLfS1A2hEeuPqkZxsrxfCi+lQ0FqGQAI J0OvXFyCA0FhdXHm0OCNsFqDKdusAi3VssQKGkVdm/nqFsfZts8jdbM0b /+udJR23W6xaxRrU2FV2c9mb33bromzRbcuVFTtJMjhMunuHe6Cs+Nxm ozTr8ejk3ebG+2zV+w1e8tS9p6dsE9swqZMsO/sB/vJfkWH0Wn0Ofqytk aDTc5L9k9E0z9uO9BG</latexit><latexit sha1_base64="oPcoGEk mNUQ9ycRwa+am8/9T5wE=">AAACm3icbVHLattAFB2rj6Tqy2mXJTDUK XRlpFBol4F0UUoXLtRJwBLmanTlDJmHmLlKMEKrfk237df0bzqyneI6vT BwOOfcO/dR1Ep6SpLfg+je/QcP9/YfxY+fPH32fHjw4szbxgmcCqusuy jAo5IGpyRJ4UXtEHSh8Ly4Ou3182t0XlrzjZY15hoWRlZSAAVqPjwkB9J Is+AlEPCjTANdClDtx+4ojufDUTJOVsHvgnQDRmwTk/nBoMpKKxqNhoQ C72dpUlPegiMpFHZx1nisQVzBAmcBGtDo83Y1R8ffBKbklXXhGeIrdjuj Be39UhfB2bfpd7We/J82a6j6kLfS1A2hEeuPqkZxsrxfCi+lQ0FqGQAI J0OvXFyCA0FhdXHm0OCNsFqDKdusAi3VssQKGkVdm/nqFsfZts8jdbM0b /+udJR23W6xaxRrU2FV2c9mb33bromzRbcuVFTtJMjhMunuHe6Cs+Nxm ozTr8ejk3ebG+2zV+w1e8tS9p6dsE9swqZMsO/sB/vJfkWH0Wn0Ofqytk aDTc5L9k9E0z9uO9BG</latexit>
h(xq)
<latexit sha1_base64="7qseSvvjejTdHrDx+1BDXuw/chY=">AAACl XicbVFNb9QwEPWmfJTw0S099MAlYotULqukQoILUiUQ4sYisW2lTbSaOJOuVX8E2ymsLP+aXuEH9d/gbBZp2TKS5af33ozHM2XDmbFpejuIdu7df/ Bw91H8+MnTZ3vD/ednRrWa4pQqrvRFCQY5kzi1zHK8aDSCKDmel1cfOv38GrVhSn6zywYLAZeS1YyCDdR8eHi0OM5LxSuzFOFyP/38++ujOJ4PR+k 4XUVyF2RrMCLrmMz3B3VeKdoKlJZyMGaWpY0tHGjLKEcf563BBugVXOIsQAkCTeFWP/DJq8BUSa10ONImK3Yzw4EwXYfBKcAuzLbWkf/TZq2t3xWO yaa1KGn/UN3yxKqkG0dSMY3U8mUAQDULvSZ0ARqoDUOLc40Sf1AlBMjK5TUIxpcV1tBy611u6r84zjd9Bq2fZYXLu34ocDfKvN8udo20N21Mv/dtu iZalb4vVNZuEuSwmWx7D3fB2ck4S8fZ15PR6Zv1jnbJC/KSHJOMvCWn5DOZkCmhxJMb8ov8jg6j99HH6FNvjQbrnAPyT0Rf/gDixM3u</latexit><latexit sha1_base64="7qseSvvjejTdHrDx+1BDXuw/chY=">AAACl XicbVFNb9QwEPWmfJTw0S099MAlYotULqukQoILUiUQ4sYisW2lTbSaOJOuVX8E2ymsLP+aXuEH9d/gbBZp2TKS5af33ozHM2XDmbFpejuIdu7df/ Bw91H8+MnTZ3vD/ednRrWa4pQqrvRFCQY5kzi1zHK8aDSCKDmel1cfOv38GrVhSn6zywYLAZeS1YyCDdR8eHi0OM5LxSuzFOFyP/38++ujOJ4PR+k 4XUVyF2RrMCLrmMz3B3VeKdoKlJZyMGaWpY0tHGjLKEcf563BBugVXOIsQAkCTeFWP/DJq8BUSa10ONImK3Yzw4EwXYfBKcAuzLbWkf/TZq2t3xWO yaa1KGn/UN3yxKqkG0dSMY3U8mUAQDULvSZ0ARqoDUOLc40Sf1AlBMjK5TUIxpcV1tBy611u6r84zjd9Bq2fZYXLu34ocDfKvN8udo20N21Mv/dtu iZalb4vVNZuEuSwmWx7D3fB2ck4S8fZ15PR6Zv1jnbJC/KSHJOMvCWn5DOZkCmhxJMb8ov8jg6j99HH6FNvjQbrnAPyT0Rf/gDixM3u</latexit><latexit sha1_base64="7qseSvvjejTdHrDx+1BDXuw/chY=">AAACl XicbVFNb9QwEPWmfJTw0S099MAlYotULqukQoILUiUQ4sYisW2lTbSaOJOuVX8E2ymsLP+aXuEH9d/gbBZp2TKS5af33ozHM2XDmbFpejuIdu7df/ Bw91H8+MnTZ3vD/ednRrWa4pQqrvRFCQY5kzi1zHK8aDSCKDmel1cfOv38GrVhSn6zywYLAZeS1YyCDdR8eHi0OM5LxSuzFOFyP/38++ujOJ4PR+k 4XUVyF2RrMCLrmMz3B3VeKdoKlJZyMGaWpY0tHGjLKEcf563BBugVXOIsQAkCTeFWP/DJq8BUSa10ONImK3Yzw4EwXYfBKcAuzLbWkf/TZq2t3xWO yaa1KGn/UN3yxKqkG0dSMY3U8mUAQDULvSZ0ARqoDUOLc40Sf1AlBMjK5TUIxpcV1tBy611u6r84zjd9Bq2fZYXLu34ocDfKvN8udo20N21Mv/dtu iZalb4vVNZuEuSwmWx7D3fB2ck4S8fZ15PR6Zv1jnbJC/KSHJOMvCWn5DOZkCmhxJMb8ov8jg6j99HH6FNvjQbrnAPyT0Rf/gDixM3u</latexit><latexit sha1_base64="7qseSvvjejTdHrDx+1BDXuw/chY=">AAACl XicbVFNb9QwEPWmfJTw0S099MAlYotULqukQoILUiUQ4sYisW2lTbSaOJOuVX8E2ymsLP+aXuEH9d/gbBZp2TKS5af33ozHM2XDmbFpejuIdu7df/ Bw91H8+MnTZ3vD/ednRrWa4pQqrvRFCQY5kzi1zHK8aDSCKDmel1cfOv38GrVhSn6zywYLAZeS1YyCDdR8eHi0OM5LxSuzFOFyP/38++ujOJ4PR+k 4XUVyF2RrMCLrmMz3B3VeKdoKlJZyMGaWpY0tHGjLKEcf563BBugVXOIsQAkCTeFWP/DJq8BUSa10ONImK3Yzw4EwXYfBKcAuzLbWkf/TZq2t3xWO yaa1KGn/UN3yxKqkG0dSMY3U8mUAQDULvSZ0ARqoDUOLc40Sf1AlBMjK5TUIxpcV1tBy611u6r84zjd9Bq2fZYXLu34ocDfKvN8udo20N21Mv/dtu iZalb4vVNZuEuSwmWx7D3fB2ck4S8fZ15PR6Zv1jnbJC/KSHJOMvCWn5DOZkCmhxJMb8ov8jg6j99HH6FNvjQbrnAPyT0Rf/gDixM3u</latexit>
h0(xq)
<latexit sha1_base64="L9eBaoJfL28BitJJTdfr4VMQKmc=">AAACl nicbVHbbtQwEPWGWwm3LbxU4iViiygvq6RCgidUCSF4DBLbVtpEq4kz7lr1JdhOYWWFr+EV/oe/wdks0rJlJMtH55wZj2eqRnDr0vT3KLpx89btO3 t343v3Hzx8NN5/fGp1ayjOqBbanFdgUXCFM8edwPPGIMhK4Fl1+a7Xz67QWK7VZ7dqsJRwoTjjFFygFuODw+WLo6LSorYrGS7/rVt8eXkYx4vxJJ2 m60iug2wDJmQT+WJ/xIpa01aiclSAtfMsbVzpwThOBXZx0VpsgF7CBc4DVCDRln79hS55Hpg6YdqEo1yyZrczPEjbdxicEtzS7mo9+T9t3jr2pvRc Na1DRYeHWCsSp5N+HknNDVInVgEANTz0mtAlGKAuTC0uDCr8SrWUoGpfMJBcrGpk0ArX+cKyvzgutn0WXTfPSl/0/VAQfpJ13W6xK6SDaWv6g2/bl RtddUOhivk8yGEz2e4eroPT42mWTrNPx5OTV5sd7ZGn5Bk5Ihl5TU7IR5KTGaHkO/lBfpJf0UH0NnoffRis0WiT84T8E1H+B14lzh8=</latexit><latexit sha1_base64="L9eBaoJfL28BitJJTdfr4VMQKmc=">AAACl nicbVHbbtQwEPWGWwm3LbxU4iViiygvq6RCgidUCSF4DBLbVtpEq4kz7lr1JdhOYWWFr+EV/oe/wdks0rJlJMtH55wZj2eqRnDr0vT3KLpx89btO3 t343v3Hzx8NN5/fGp1ayjOqBbanFdgUXCFM8edwPPGIMhK4Fl1+a7Xz67QWK7VZ7dqsJRwoTjjFFygFuODw+WLo6LSorYrGS7/rVt8eXkYx4vxJJ2 m60iug2wDJmQT+WJ/xIpa01aiclSAtfMsbVzpwThOBXZx0VpsgF7CBc4DVCDRln79hS55Hpg6YdqEo1yyZrczPEjbdxicEtzS7mo9+T9t3jr2pvRc Na1DRYeHWCsSp5N+HknNDVInVgEANTz0mtAlGKAuTC0uDCr8SrWUoGpfMJBcrGpk0ArX+cKyvzgutn0WXTfPSl/0/VAQfpJ13W6xK6SDaWv6g2/bl RtddUOhivk8yGEz2e4eroPT42mWTrNPx5OTV5sd7ZGn5Bk5Ihl5TU7IR5KTGaHkO/lBfpJf0UH0NnoffRis0WiT84T8E1H+B14lzh8=</latexit><latexit sha1_base64="L9eBaoJfL28BitJJTdfr4VMQKmc=">AAACl nicbVHbbtQwEPWGWwm3LbxU4iViiygvq6RCgidUCSF4DBLbVtpEq4kz7lr1JdhOYWWFr+EV/oe/wdks0rJlJMtH55wZj2eqRnDr0vT3KLpx89btO3 t343v3Hzx8NN5/fGp1ayjOqBbanFdgUXCFM8edwPPGIMhK4Fl1+a7Xz67QWK7VZ7dqsJRwoTjjFFygFuODw+WLo6LSorYrGS7/rVt8eXkYx4vxJJ2 m60iug2wDJmQT+WJ/xIpa01aiclSAtfMsbVzpwThOBXZx0VpsgF7CBc4DVCDRln79hS55Hpg6YdqEo1yyZrczPEjbdxicEtzS7mo9+T9t3jr2pvRc Na1DRYeHWCsSp5N+HknNDVInVgEANTz0mtAlGKAuTC0uDCr8SrWUoGpfMJBcrGpk0ArX+cKyvzgutn0WXTfPSl/0/VAQfpJ13W6xK6SDaWv6g2/bl RtddUOhivk8yGEz2e4eroPT42mWTrNPx5OTV5sd7ZGn5Bk5Ihl5TU7IR5KTGaHkO/lBfpJf0UH0NnoffRis0WiT84T8E1H+B14lzh8=</latexit><latexit sha1_base64="L9eBaoJfL28BitJJTdfr4VMQKmc=">AAACl nicbVHbbtQwEPWGWwm3LbxU4iViiygvq6RCgidUCSF4DBLbVtpEq4kz7lr1JdhOYWWFr+EV/oe/wdks0rJlJMtH55wZj2eqRnDr0vT3KLpx89btO3 t343v3Hzx8NN5/fGp1ayjOqBbanFdgUXCFM8edwPPGIMhK4Fl1+a7Xz67QWK7VZ7dqsJRwoTjjFFygFuODw+WLo6LSorYrGS7/rVt8eXkYx4vxJJ2 m60iug2wDJmQT+WJ/xIpa01aiclSAtfMsbVzpwThOBXZx0VpsgF7CBc4DVCDRln79hS55Hpg6YdqEo1yyZrczPEjbdxicEtzS7mo9+T9t3jr2pvRc Na1DRYeHWCsSp5N+HknNDVInVgEANTz0mtAlGKAuTC0uDCr8SrWUoGpfMJBcrGpk0ArX+cKyvzgutn0WXTfPSl/0/VAQfpJ13W6xK6SDaWv6g2/bl RtddUOhivk8yGEz2e4eroPT42mWTrNPx5OTV5sd7ZGn5Bk5Ihl5TU7IR5KTGaHkO/lBfpJf0UH0NnoffRis0WiT84T8E1H+B14lzh8=</latexit>
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Figure 9: Illustration of Bayesian inference. Updating a prior distribution on H based
on training data D, a posterior distribution p(h | D) is obtained, which represents the
state of knowledge of the learner (middle). Given a query xq ∈ X , the predictive posterior
distribution on Y is then obtained through Bayesian model averaging: Different hypotheses
h ∈ H provide predictions, which are aggregated in terms of a weighted average.
and learning essentially consists of replacing the prior by the posterior distribution:
p(h | D) = p(h) · p(D |h)
p(D) ∝ p(h) · p(D |h) , (13)
where p(D |h) is the probability of the data given h (the likelihood of h). Intuitively,
p(· | D) captures the learner’s state of knowledge, and hence its epistemic uncertainty:
The more “peaked” this distribution, i.e., the more concentrated the probability mass in a
small region in H, the less uncertain the learner is. Just like the version space V in version
space learning, the posterior distribution on H provides global (averaged/aggregated over
the entire instance space) instead of local, per-instance information. For a given query
instance xq, this information may translate into quite different representations of the
uncertainty regarding the prediction yˆq (cf. Fig. 9).
More specifically, the representation of uncertainty about a prediction yˆq is given by the
image of the posterior p(h | D) under the mapping h 7→ p(y |xq, h) from hypotheses to
probabilities of outcomes. This yields the predictive posterior distribution
p(y |xq) =
∫
H
p(y |xq, h) dP (h | D) . (14)
In this type of (proper) Bayesian inference, a final prediction is thus produced by model
averaging : The predicted probability of an outcome y ∈ Y is the expected probability
p(y |xq, h), where the expectation over the hypotheses is taken with respect to the posterior
distribution onH; or, stated differently, the probability of an outcome is a weighted average
over its probabilities under all hypotheses in H, with the weight of each hypothesis h
given by its posterior probability p(h | D). Since model averaging is often difficult and
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computationally costly, sometimes only the single hypothesis
hmap ..= argmax
h∈H
p(h | D) (15)
with the highest posterior probability is adopted, and predictions on outcomes are derived
from this hypothesis.
In (14), aleatoric and epistemic uncertainty are not distinguished any more, because epis-
temic uncertainty is “averaged out.” Consider the example of coin flipping, and let the
hypothesis space be given by H ..= {hα | 0 ≤ α ≤ 1}, where hα is modeling a biased coin
landing heads up with a probability of α and tails up with a probability of 1−α. According
to (14), we derive a probability of 1/2 for heads and tails, regardless of whether the (poste-
rior) distribution on H is given by the uniform distribution (all coins are equally probable,
i.e., the case of complete ignorance) or the one-point measure assigning probability 1 to
h1/2 (the coin is known to be fair with complete certainty):
p(y) =
∫
H
αdP =
1
2
=
∫
H
αdP ′
for the uniform measure P (with probability density function p(α) ≡ 1) as well as the
measure P ′ with probability mass function p′(α) = 1 if α = 1/2 and = 0 for α 6= 1/2.
Obviously, MAP inference (15) does not capture epistemic uncertainty either.
More generally, consider the case of binary classification with Y ..= {−1,+1} and ph(+1 |xq)
the probability predicted by the hypothesis h for the positive class. Instead of deriving a
distribution on Y according to (14), one could also derive a predictive distribution for the
(unknown) probability q ..= p(+1 |xq) of the positive class:
p(q |xq) =
∫
H
J p(+1 |xq, h) = q K dP (h | D) . (16)
This is a second-order probability, which still contains both aleatoric and epistemic uncer-
tainty. The question of how to quantify the epistemic part of the uncertainty is not at all
obvious, however. Intuitively, epistemic uncertainty should be reflected by the variabil-
ity of the distribution (16): the more spread the probability mass over the unit interval,
the higher the uncertainty seems to be. But how to put this into quantitative terms?
Entropy is arguably not a good choice, for example, because this measure is invariant
against redistribution of probability mass. For instance, the distributions p and p′ with
p(q |xq) ..= 12(q− 1/2)2 and p′(q |xq) ..= 3−p(q |xq) both have the same entropy, although
they correspond to quite different states of information. From this point of view, the
variance of the distribution would be better suited, but this measure has other deficiencies
(for example, it is not maximized by the uniform distribution, which could be considered
as a case of minimal informedness).
The difficulty of specifying epistemic uncertainty in the Bayesian approach is rooted in
the more general difficulty of representing a lack of knowledge in probability theory. This
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issue will be discussed next.
3.3 Representing a lack of knowledge
As already said, uncertainty is captured in a purely set-based way in version space learning:
V ⊆ H is a set of candidate hypotheses, which translates into a set of candidate outcomes
Y ⊆ Y for a query xq. In the case of sets, there is a rather obvious correspondence between
the degree of uncertainty in the sense of a lack of knowledge and the size of the set of
candidates: Proceeding from a reference set Ω of alternatives, assuming some ground-truth
ω∗ ∈ Ω, and expressing knowledge about the latter in terms of a subset C ⊆ Ω of possible
candidates, we can clearly say that the bigger C, the larger the lack of knowledge. More
specifically, for finite Ω, a common uncertainty measure in information theory is log(|C|).
Consequently, knowledge gets weaker by adding additional elements to C and stronger by
removing candidates.
In standard probabilistic modeling and Bayesian inference, where knowledge is conveyed
by a distribution p on Ω, it is much less obvious how to “weaken” this knowledge. This is
mainly because the total amount of belief is fixed in terms of a unit mass that can be dis-
tributed among the elements ω ∈ Ω. Unlike for sets, where an additional candidate ω can
be added or removed without changing the plausibility of all other candidates, increasing
the weight of one alternative ω requires decreasing the weight of another alternative ω′ by
exactly the same amount.
Of course, there are also measures of uncertainty for probability distributions, most notably
the (Shannon) entropy, which, for finite Ω, is given as follows:
H(p) ..= −
∑
ω∈Ω
p(ω) log p(ω) (17)
However, these measures are primarily capturing the shape of the distribution, namely
its “peakedness” or non-uniformity (Dubois and Hu¨llermeier, 2007), and hence inform
about the predictability of the outcome of a random experiment. Seen from this point of
view, they are more akin to aleatoric uncertainty, whereas the set-based approach (i.e.,
representing knowledge in terms of a subset C ⊆ Ω of candidates) is arguably better suited
for capturing epistemic uncertainty.
For these reasons, it has been argued that probability distributions are less suitable for
representing ignorance in the sense of a lack of knowledge (Dubois et al., 1996). For
example, the case of complete ignorance is typically modeled in terms of the uniform dis-
tribution p ≡ 1/|Ω| in probability theory; this is justified by the “principle of indifference”
invoked by Laplace, or by referring to the principle of maximum entropy4. Then, how-
ever, it is not possible to distinguish between (i) precise (probabilistic) knowledge about
a random event, such as tossing a fair coin, and (ii) a complete lack of knowledge due to
4Obviously, there is a technical problem in defining the uniform distribution in the case where Ω is not
finite.
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an incomplete description of the experiment. This was already pointed out by the famous
Ronald Fisher, who noted that “not knowing the chance of mutually exclusive events and
knowing the chance to be equal are two quite different states of knowledge.”
Another problem in this regard is caused by the measure-theoretic grounding of prob-
ability and its additive nature. For example, the uniform distribution is not invariant
under reparametrization (a uniform distribution on a parameter ω does not translate into
a uniform distribution on 1/ω, although ignorance about ω implies ignorance about 1/ω).
Likewise, expressing ignorance about the length x of a cube in terms of a uniform distri-
bution on an interval [l, u] does not yield a uniform distribution of x3 on [l3, u3], thereby
suggesting some degree of informedness about its volume. Problems of this kind render the
use of a uniform prior distribution, often interpreted as representing epistemic uncertainty
in Bayesian inference, at least debatable5.
The argument that a single (probability) distribution is not enough for representing uncer-
tain knowledge is quite prominent in the literature. Correspondingly, various generaliza-
tions of standard probability theory have been proposed, including imprecise probability
(Walley, 1991), evidence theory (Shafer, 1976; Smets and Kennes, 1994), and possibility
theory (Dubois and Prade, 1988). These formalisms are essentially working with sets of
probability distributions, i.e., they seek to take advantage of the complementary nature of
sets and distributions, and to combine both representations in a meaningful way (cf. Fig.
10). We also refer to Appendix A for a brief overview.
4 Machine learning methods for representing uncertainty
This section presents several important machine learning methods that allow for repre-
senting the learner’s uncertainty in a prediction. They differ with regard to the type of
prediction produced and the way in which uncertainty is represented. Another interesting
question is whether they allow for distinguishing between aleatoric and epistemic uncer-
tainty, and perhaps even for quantifying the amount of uncertainty in terms of degrees of
aleatoric and epistemic (and total) uncertainty.
Structuring the methods or arranging them in the form of a taxonomy is not an easy
task, and there are various possibilities one may think of. As shown in the overview
in Fig. 11, a possible distinction one may think of is whether a method is rooted in
classical, frequentist statistics (building on methods for maximum likelihood inference
and parameter estimation like in Section 4.2, density estimation like in Section 4.3, or
hypothesis testing like in Section 4.8), or whether it is more inspired by Bayesian inference.
Another distinction that can be made is between uncertainty quantification and set-valued
prediction: Most of the methods produce a prediction and equip this prediction with
additional information about the certainty or uncertainty in that prediction. The other
way around, one may of course also pre-define a desired level of certainty, and then produce
5This problem is inherited by hierarchical Bayesian modeling. See work on “non-informative” priors,
however (Jeffreys, 1946; Bernardo, 1979).
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<latexit sha1_base64="e2m6hw+mhEHnF401k6LPaDmA7mk=">AAAC33ic dVLLjtMwFHXDawiPmYElG4sOEotRlKQSU3YjsWHZkejMSElUOc5Na41jR/ZNURWyZofYsGADf8J/zN+QNK1UClzJ0tE55z7s67SUwqLv3w6cO3fv3X9w8N B99PjJ08Oj42eXVleGw5Rrqc11yixIoWCKAiVclwZYkUq4Sm/edfrVEowVWn3AVQlJweZK5IIzbKnoZDGLcQHITtzZ0dD3RuPxWejTHrwdbYAf0sDz1zEkm 5jMjge/4kzzqgCFXDJro8AvMamZQcElNG5cWSgZv2FziFqoWAE2qdczN/RVy2Q016Y9Cuma3c2oWWHtqkhbZ8FwYfe1jvyXFlWYj5NaqLJCULxvlFeSoqb dA9BMGOAoVy1g3Ih2VsoXzDCO7TO5sQEFH7kuCqayOs5ZIeQqg5xVEps6tvkWu/GuzwI2UZDUcTcPZ7IeBk2zX2wJvDelWmbd3fTWt+uaGJ02faE0ryf7c rmWyz12Lpag2qxT+onGp3913v4QiwaQL5o68IKm2/h2rfT/4DL0gpEXXoTD8zeb3R+QF+QleU0CckbOyXsyIVPCiSbfyA/y02HOZ+eL87W3OoNNznPyRzjf fwPM3+2c</latexit>
y
<latexit sha1_base64="ezyqJBAMotnT234hcNtkiofHVBc=">AAAC2Hic dVLLbtNAFJ2YR1vzamHJZkSKxKKybEeiYVeJDcsgkbYitqrx+DoZdR7WzDiVNVhih9iwYANfw3/wN9hxIqUBrjTS0TnnPmbuZCVnxobh74F35+69+3v7B/ 6Dh48ePzk8enpuVKUpTKniSl9mxABnEqaWWQ6XpQYiMg4X2fXbTr9YgjZMyQ+2LiEVZC5ZwSixHXVcH/tXh8MwGI3Hp3GIe/BmtAZhjKMgXMUQrWNydTT4l eSKVgKkpZwYM4vC0qaOaMsoh8ZPKgMloddkDrMWSiLApG41bINftkyOC6XbIy1esdsZjghjapG1TkHswuxqHfkvbVbZYpw6JsvKgqR9o6Li2Crc3RznTAO 1vG4BoZq1s2K6IJpQ276Pn2iQcEOVEETmLimIYLzOoSAVt41LTLHBfrLtM2CbWZS6pJuHEu6GUdPsFlsC7U2Z4nl3N7XxbbsmWmVNXygr3GRXLldyucPO2 RJkm3WCP+Hk5K/Om69hrAZLF42LgqjpNr5ZK/4/OI+DaBTE7+Ph2ev17vfRc/QCvUIROkVn6B2aoCmiaIG+oR/op/fR++x98b72Vm+wznmGboX3/Q/6/OqW </latexit>
h✓
<latexit sha1_base64="e2m6hw+mhEHnF401k6LPaDmA7mk=">AAAC33ic dVLLjtMwFHXDawiPmYElG4sOEotRlKQSU3YjsWHZkejMSElUOc5Na41jR/ZNURWyZofYsGADf8J/zN+QNK1UClzJ0tE55z7s67SUwqLv3w6cO3fv3X9w8N B99PjJ08Oj42eXVleGw5Rrqc11yixIoWCKAiVclwZYkUq4Sm/edfrVEowVWn3AVQlJweZK5IIzbKnoZDGLcQHITtzZ0dD3RuPxWejTHrwdbYAf0sDz1zEkm 5jMjge/4kzzqgCFXDJro8AvMamZQcElNG5cWSgZv2FziFqoWAE2qdczN/RVy2Q016Y9Cuma3c2oWWHtqkhbZ8FwYfe1jvyXFlWYj5NaqLJCULxvlFeSoqb dA9BMGOAoVy1g3Ih2VsoXzDCO7TO5sQEFH7kuCqayOs5ZIeQqg5xVEps6tvkWu/GuzwI2UZDUcTcPZ7IeBk2zX2wJvDelWmbd3fTWt+uaGJ02faE0ryf7c rmWyz12Lpag2qxT+onGp3913v4QiwaQL5o68IKm2/h2rfT/4DL0gpEXXoTD8zeb3R+QF+QleU0CckbOyXsyIVPCiSbfyA/y02HOZ+eL87W3OoNNznPyRzjf fwPM3+2c</latexit>
y
<latexit sha1_base64="ezyqJBAMotnT234hcNtkiofHVBc=">AAAC2Hic dVLLbtNAFJ2YR1vzamHJZkSKxKKybEeiYVeJDcsgkbYitqrx+DoZdR7WzDiVNVhih9iwYANfw3/wN9hxIqUBrjTS0TnnPmbuZCVnxobh74F35+69+3v7B/ 6Dh48ePzk8enpuVKUpTKniSl9mxABnEqaWWQ6XpQYiMg4X2fXbTr9YgjZMyQ+2LiEVZC5ZwSixHXVcH/tXh8MwGI3Hp3GIe/BmtAZhjKMgXMUQrWNydTT4l eSKVgKkpZwYM4vC0qaOaMsoh8ZPKgMloddkDrMWSiLApG41bINftkyOC6XbIy1esdsZjghjapG1TkHswuxqHfkvbVbZYpw6JsvKgqR9o6Li2Crc3RznTAO 1vG4BoZq1s2K6IJpQ276Pn2iQcEOVEETmLimIYLzOoSAVt41LTLHBfrLtM2CbWZS6pJuHEu6GUdPsFlsC7U2Z4nl3N7XxbbsmWmVNXygr3GRXLldyucPO2 RJkm3WCP+Hk5K/Om69hrAZLF42LgqjpNr5ZK/4/OI+DaBTE7+Ph2ev17vfRc/QCvUIROkVn6B2aoCmiaIG+oR/op/fR++x98b72Vm+wznmGboX3/Q/6/OqW </latexit>
h✓
<latexit sha1_base64="e2m6hw+mhEHnF401k6LPaDmA7mk=">AAAC33ic dVLLjtMwFHXDawiPmYElG4sOEotRlKQSU3YjsWHZkejMSElUOc5Na41jR/ZNURWyZofYsGADf8J/zN+QNK1UClzJ0tE55z7s67SUwqLv3w6cO3fv3X9w8N B99PjJ08Oj42eXVleGw5Rrqc11yixIoWCKAiVclwZYkUq4Sm/edfrVEowVWn3AVQlJweZK5IIzbKnoZDGLcQHITtzZ0dD3RuPxWejTHrwdbYAf0sDz1zEkm 5jMjge/4kzzqgCFXDJro8AvMamZQcElNG5cWSgZv2FziFqoWAE2qdczN/RVy2Q016Y9Cuma3c2oWWHtqkhbZ8FwYfe1jvyXFlWYj5NaqLJCULxvlFeSoqb dA9BMGOAoVy1g3Ih2VsoXzDCO7TO5sQEFH7kuCqayOs5ZIeQqg5xVEps6tvkWu/GuzwI2UZDUcTcPZ7IeBk2zX2wJvDelWmbd3fTWt+uaGJ02faE0ryf7c rmWyz12Lpag2qxT+onGp3913v4QiwaQL5o68IKm2/h2rfT/4DL0gpEXXoTD8zeb3R+QF+QleU0CckbOyXsyIVPCiSbfyA/y02HOZ+eL87W3OoNNznPyRzjf fwPM3+2c</latexit>
y
<latexit sha1_base64="ezyqJBAMotnT234hcNtkiofHVBc=">AAAC2Hic dVLLbtNAFJ2YR1vzamHJZkSKxKKybEeiYVeJDcsgkbYitqrx+DoZdR7WzDiVNVhih9iwYANfw3/wN9hxIqUBrjTS0TnnPmbuZCVnxobh74F35+69+3v7B/ 6Dh48ePzk8enpuVKUpTKniSl9mxABnEqaWWQ6XpQYiMg4X2fXbTr9YgjZMyQ+2LiEVZC5ZwSixHXVcH/tXh8MwGI3Hp3GIe/BmtAZhjKMgXMUQrWNydTT4l eSKVgKkpZwYM4vC0qaOaMsoh8ZPKgMloddkDrMWSiLApG41bINftkyOC6XbIy1esdsZjghjapG1TkHswuxqHfkvbVbZYpw6JsvKgqR9o6Li2Crc3RznTAO 1vG4BoZq1s2K6IJpQ276Pn2iQcEOVEETmLimIYLzOoSAVt41LTLHBfrLtM2CbWZS6pJuHEu6GUdPsFlsC7U2Z4nl3N7XxbbsmWmVNXygr3GRXLldyucPO2 RJkm3WCP+Hk5K/Om69hrAZLF42LgqjpNr5ZK/4/OI+DaBTE7+Ph2ev17vfRc/QCvUIROkVn6B2aoCmiaIG+oR/op/fR++x98b72Vm+wznmGboX3/Q/6/OqW </latexit>
 
<latexit sha1_base64="ZimqVKVm3rdxb5usMDFynHS5QpQ=">AAAC23ic dVLLbtNAFJ24PIp5tIUlmxEpEovKsh2Jhl0lNiyDRJpKsVWNx9fJKPOwZsZB0eAVu6qbLtjAv/Af/A12nEghwJVGOjrn3MfMnazkzNgw/NXzDu7df/Dw8J H/+MnTZ0fHJ88vjao0hTFVXOmrjBjgTMLYMsvhqtRARMZhki3et/pkCdowJT/ZVQmpIDPJCkaJbajJaVLO2al/fdwPg8FweB6HuAPvBhsQxjgKwnX00SZG1 ye9n0muaCVAWsqJMdMoLG3qiLaMcqj9pDJQErogM5g2UBIBJnXreWv8umFyXCjdHGnxmt3NcEQYsxJZ4xTEzs2+1pL/0qaVLYapY7KsLEjaNSoqjq3C7eV xzjRQy1cNIFSzZlZM50QTapsn8hMNEj5TJQSRuUsKIhhf5VCQitvaJabYYj/Z9Rmw9TRKXdLOQwl3/aiu94stgXamTPG8vZva+nZdI62yuiuUFW60L5dru dxjZ2wJssk6w19wcvZX5+3vMFaDpfPaRUFUtxvfrhX/H1zGQTQI4o9x/+LtZveH6CV6hd6gCJ2jC/QBjdAYUbRAd+g7+uGl3lfvxrvtrF5vk/MC/RHet986 t+vY</latexit>
 
<latexit sha1_base64="ZimqVKVm3rdxb5usMDFynHS5QpQ=">AAAC23ic dVLLbtNAFJ24PIp5tIUlmxEpEovKsh2Jhl0lNiyDRJpKsVWNx9fJKPOwZsZB0eAVu6qbLtjAv/Af/A12nEghwJVGOjrn3MfMnazkzNgw/NXzDu7df/Dw8J H/+MnTZ0fHJ88vjao0hTFVXOmrjBjgTMLYMsvhqtRARMZhki3et/pkCdowJT/ZVQmpIDPJCkaJbajJaVLO2al/fdwPg8FweB6HuAPvBhsQxjgKwnX00SZG1 ye9n0muaCVAWsqJMdMoLG3qiLaMcqj9pDJQErogM5g2UBIBJnXreWv8umFyXCjdHGnxmt3NcEQYsxJZ4xTEzs2+1pL/0qaVLYapY7KsLEjaNSoqjq3C7eV xzjRQy1cNIFSzZlZM50QTapsn8hMNEj5TJQSRuUsKIhhf5VCQitvaJabYYj/Z9Rmw9TRKXdLOQwl3/aiu94stgXamTPG8vZva+nZdI62yuiuUFW60L5dru dxjZ2wJssk6w19wcvZX5+3vMFaDpfPaRUFUtxvfrhX/H1zGQTQI4o9x/+LtZveH6CV6hd6gCJ2jC/QBjdAYUbRAd+g7+uGl3lfvxrvtrF5vk/MC/RHet986 t+vY</latexit>
version space
learning
<latexit sha1_base64="poDxd8CG 5YoSwXm/lkX46Zn6maM=">AAADL3icdVLLjtMwFHXDawivDizZWFRILEZV0 g6ashuJDcsi0ZlBTVU5zk1rjR+R7RRVxh/FD8BnIDaIDQs28Au4bToqBa4U6 eTcc4+v73VecWZsknxpRdeu37h56+B2fOfuvfsP2ocPz4yqNYURVVzpi5wY 4EzCyDLL4aLSQETO4Ty/fLnKny9AG6bkG7usYCLITLKSUWIDNW2/zXKYMek Ek6wiM/DuORU+blgK0oL2ceOATUUoZFnMgWjJ5CzOQBZXqvXPldG03Um6/c HgpJfgDXjRb0DSw2k3WUcHNTGcHrY+ZoWitQh2lBNjxmlS2Ykj2jLKIfjXB kIDl8F9HKAkAszErWfg8dPAFLhUOnzS4jW7W+GIMGYp8qAUxM7Nfm5F/is3r m05mDgmq9qCpJuDyppjq/BqoLhgGqjlywAI1Sz0iumcaELDTIKTBgnvqBKC hOFkJRGMLwsoSc2td5kptzjOdnUGrB+nE5et+qGEu07q/b7ZAuhGlCterO6 mtrpd1VCr3G+M8tIN99PVOl3tsTO2ABmqjvB7nB39dfL2xRmrwdK5d2k39X HY+Hat+P/grNdN+93e6+PO6XGz+wP0GD1Bz1CKTtApeoWGaIQo+oS+o5/oV /Qh+hx9jb5tpFGrqXmE/ojox28+GhAk</latexit>
credal
inference
<latexit sha1_base64="cubfvHn/4oFuTDDrhefr4LNW/fA=">AAADKXic dVLLjtMwFHXDawivDizZWFRILEZV0g6ashuJDcsi6MxITVU5zk1rjR+R7RRVxl/EF7DhH9gBGxZs4C9w23RUClwp0vG55x773pu84szYJPnaiq5dv3Hz1s Ht+M7de/cftA8fnhlVawojqrjSFzkxwJmEkWWWw0WlgYicw3l++XKVP1+ANkzJt3ZZwUSQmWQlo8QGatp+k+UwY9IJJllFZuDdcyp83LAUpAXtY6qhIDzLY iZL0CApxBnI4iq/PlxZTNudpNsfDE56Cd6AF/0GJD2cdpN1dFATw+lh61NWKFqLYEc5MWacJpWdOKItoxyCf22gIvQyuI8DlESAmbh19x4/DUyBS6XDJy1 es7sVjghjliIPSkHs3OznVuS/cuPaloOJY7KqbWh5c1FZc2wVXo0SF0wDtXwZAKGahbdiOiea0DCT4BTmBO+oEoKE4WQlEYwvCyhJza13mSm3OM52dQasH 6cTl63eQwl3ndT7fbMF0I0oV7xY9aa2ul3VUKvcb4zy0g3309U6Xe2xM7YAGaqO8HucHf118/ZfM1aDpXPv0m7q47Dx7Vrx/8FZr5v2u73Xx53T42b3B+gx eoKeoRSdoFP0Cg3RCFH0EX1HP9Gv6EP0OfoSfdtIo1ZT8wj9EdGP36lPDYA=</latexit>
hierarchical
Bayes
<latexit sha1_base64="9UNQ73S6Qs/gZ560pzdlH6nvAUI=">AAADK3ic dVLLjtMwFHXDawivDizZWFRILEZV0g6ashvBhmWR6MxITVU5zk1rjR+R7RRVxp/EFyDxE6xAbFiwgZ/AbdNRKXAlS8fnnnts3+u84szYJPnSiq5dv3Hz1s Ht+M7de/cftA8fnhlVawojqrjSFzkxwJmEkWWWw0WlgYicw3l++WqVP1+ANkzJt3ZZwUSQmWQlo8QGatoeZTnMmHSCSVaRGXj3nAofNywFaUH7eM5AE03no YxnWfySLMHEGcjiSrHeXJlM252k2x8MTnoJ3oAX/QYkPZx2k3V0UBPD6WHrU1YoWotgRzkxZpwmlZ04oi2jHIJ/baAi9DK4jwOURICZuPX7PX4amAKXSoc lLV6zuxWOCGOWIg9KQezc7OdW5L9y49qWg4ljsqotSLo5qKw5tgqvmokLpoFavgyAUM3CXTGdE01o6Elw0iDhHVVCkNCcrCSC8WUBJam59S4z5RbH2a7Og PXjdOKy1X1Cw10n9X7fbAF0I8oVL1ZvU1vdrmqoVe43Rnnphvvpap2u9tgZW4AMVUf4Pc6O/jp5+9uM1WDp3Lu0m/o4THw7Vvx/cNbrpv1u781x5/S4mf0B eoyeoGcoRSfoFL1GQzRCFH1E39FP9Cv6EH2OvkbfNtKo1dQ8Qn9E9OM3/A0OTQ==</latexit>
hypothesis space H
(parameter ✓ 2 ⇥)
<latexit sha1_base64="zij1w3h8 /eCW/SmrluhwuKoeuWY=">AAADR3icdVJNbxMxEPVuoS3LVwpHLhYJUpGqa DcparhV4tJjkJq2UhxFXu/sxqrtXWxvULTsX+POL0D8Cm6ICxLefEAIMJKlp 3lvnsczjgvBjQ3DL56/d+fu/sHhveD+g4ePHreOnlyZvNQMRiwXub6JqQHB FYwstwJuCg1UxgKu49s3DX89B214ri7tooCJpJniKWfUutS09Y7EkHFVSa5 4QTOoq1dM1kTTLINEQGqD2aLI7QwMN9gUlAHuEEntjFFRXdQdQoLjgmoqwY J2lFNaiglXmFw2sPMyIKCS3/7BtNUOu/3B4KwX4hV43V+DsIejbriMNlrHc HrkfSRJzkoJyjJBjRlHYWEnFdWWM+EcSWnAdXbr7McOKteMmVTL2dT4hcskO M21O8riZXa7oqLSmIWMnbJ5ltnlmuS/uHFp08Gk4qooLSi2uigtBbY5bgaN E66BWbFwgDLNXa+YzdykmBuUc9Kg4D3LpaRuOiSlkotFAiktha0rYtINDsi 2zoCtx9Gk+rWCdlTXu2ZzYCtRnIukeVu+0W2rhjqP65VRnFbDXbpY0sVONu NzUK7qBH/A5OSvmzc/0VgNls3qKupGy41v1or/D6563ajf7b09bZ+frnd/i J6h5+gYRegMnaMLNEQjxNBn9MPb9w78T/5X/5v/fSX1vXXNU/RH7Hk/ATLhF SE=</latexit>
outcome
space Y
<latexit sha1_base64="mUESe4gE u0oakhesrPUoOE/ivvA=">AAADJHicdVLLjtMwFHXDawiP6cCSjUUHicWoS tpBU3YjsWGFikRnBtVV5Tg3qTV+RLZTVIX8Dl/Ami9gh1jAgg18CG7aQilwJ UtH55x7r32vk0Jw66LoSyu4cvXa9Rt7N8Nbt+/c3W8f3DuzujQMRkwLbS4S akFwBSPHnYCLwgCViYDz5PLZUj+fg7Fcq1duUcBE0lzxjDPqPDVtvyAJ5Fx Vkite0Bzq6gmTNTE0zyEVkLlQl45pCYSEtqAM8CGR1M0YFdXr+jAkoNLfye G03Ym6/cHgpBfhFXjaX4Ooh+Nu1EQHrWM4PWh9IKlmpQTlmKDWjuOocJOKG seZ8BVJacH3vfTlxx4qKsFOqubhNX7kmRRn2vijHG7Y7YyKSmsXMvHO5aXtr rYk/6WNS5cNJhVXRelAsVWjrBTYabycIk65AebEwgPKDPd3xWxGDWXOzzok BhS88VOT1E+HZFRysUgho6VwdUVstsEh2fZZcPU4nlS/BtyJ63q32BzYypR okS7fpje+bdfQ6KReFUqyargrF41c7LA5n4PyWUf4LSZHf3XefDPrDDg2q6 u4Gzcb36wV/x+c9bpxv9t7edw5PV7vfg89QA/RYxSjE3SKnqMhGiGG3qOv6 Dv6EbwLPgafgs8ra9Ba59xHf0Tw7Sfgdgqs</latexit>
model space
(hyper-parameter   2  )
<latexit sha1_b ase64="uhvqzhXNUn/vN4Ehk3gRVuK nRH0=">AAADN3icdVJLj9MwEHbDawm P7cKRi0UXaZGWKmkXbbmtxIVjkeju SnVVOc4ksdaPyHaKqpAfxoUrv4ETN8 SFAxe44r5EKTCSpU/ffPN5POOkFNy 6KPrUCq5dv3Hz1t7t8M7de/f32wcPz q2uDIMR00Kby4RaEFzByHEn4LI0QGU i4CK5ernIX8zAWK7VGzcvYSJprnjG GXWemrYpSSDnqpZc8ZLm0NTPmWyIoX kOqYDMhVKnILAtKQNMSHhUeBfzrKS GSnBg8CEpC44JV5gMC374NCSg0t9+4 bTdibr9weC0F+EVeNFfg6iH4260jA5 ax3B60PpAUs0qCcoxQa0dx1HpJjU1 jjPhHUllwbdz5e3HHirfiJ3Uy1k0+I lnUpxp449yeMluV9RUWjuXiVdK6gq 7m1uQ/8qNK5cNJjVXZeVAsdVFWSWw0 3gxWJxyA8yJuQeUGe57xazwU2J+SN7 JgIK3TEtJ/XRIRiUX8xQyWgnX1MRm GxySbZ0F14zjSU0W/TAq6k7cNLtmM2 ArUaJFunib3ui2VUOjk2ZllGT1cDd dLtPlDpvzGShfdYzfYXL8182bn2edA ceKpo678XLjm7Xi/4PzXjfud3uvTzp nJ+vd76FH6DE6QjE6RWfoFRqiEWLo I/qGfqCfwfvgc/Al+LqSBq11zUP0Rw TffwEafxEs</latexit>
Bayesian
inference
<latexit sha1_base64="Rh0NawRAKbnM7IbaA/iEXgdbnro=">AAADK3ic dVLLjtMwFHXDawivDizZWFRILEZV0g6ashvBhmWR6MxITVU5zk1rjR+R7RRVxp/EFyDxE6xAbFiwgZ/AbdNRKXClSMfnnnvse2/yijNjk+RLK7p2/cbNWw e34zt3791/0D58eGZUrSmMqOJKX+TEAGcSRpZZDheVBiJyDuf55atV/nwB2jAl39plBRNBZpKVjBIbqGl7lOUwY9IJJllFZuDdcyp83LAUpAXt45dkCYYRm WUxkyVokBTiDGRxpVgfrkym7U7S7Q8GJ70Eb8CLfgOSHk67yTo6qInh9LD1KSsUrUWwo5wYM06Tyk4c0ZZRDsG/NlARehncxwFKIsBM3Lp/j58GpsCl0uG TFq/Z3QpHhDFLkQelIHZu9nMr8l+5cW3LwcQxWdU2tLy5qKw5tgqvhokLpoFavgyAUM3CWzGdE01omElwCnOCd1QJQcJwspIIxpcFlKTm1rvMlFscZ7s6A 9aP04nLVu+hhLtO6v2+2QLoRpQrXqx6U1vdrmqoVe43Rnnphvvpap2u9tgZW4AMVUf4Pc6O/rp5+7cZq8HSuXdpN/Vx2Ph2rfj/4KzXTfvd3pvjzulxs/sD 9Bg9Qc9Qik7QKXqNhmiEKPqIvqOf6Ff0IfocfY2+baRRq6l5hP6I6MdvDZ0OVQ==</latexit>
h✓
<latexit sha1_base64="e2m6hw+mhEHnF401k6LPaDmA7mk=">AAAC33ic dVLLjtMwFHXDawiPmYElG4sOEotRlKQSU3YjsWHZkejMSElUOc5Na41jR/ZNURWyZofYsGADf8J/zN+QNK1UClzJ0tE55z7s67SUwqLv3w6cO3fv3X9w8N B99PjJ08Oj42eXVleGw5Rrqc11yixIoWCKAiVclwZYkUq4Sm/edfrVEowVWn3AVQlJweZK5IIzbKnoZDGLcQHITtzZ0dD3RuPxWejTHrwdbYAf0sDz1zEkm 5jMjge/4kzzqgCFXDJro8AvMamZQcElNG5cWSgZv2FziFqoWAE2qdczN/RVy2Q016Y9Cuma3c2oWWHtqkhbZ8FwYfe1jvyXFlWYj5NaqLJCULxvlFeSoqb dA9BMGOAoVy1g3Ih2VsoXzDCO7TO5sQEFH7kuCqayOs5ZIeQqg5xVEps6tvkWu/GuzwI2UZDUcTcPZ7IeBk2zX2wJvDelWmbd3fTWt+uaGJ02faE0ryf7c rmWyz12Lpag2qxT+onGp3913v4QiwaQL5o68IKm2/h2rfT/4DL0gpEXXoTD8zeb3R+QF+QleU0CckbOyXsyIVPCiSbfyA/y02HOZ+eL87W3OoNNznPyRzjf fwPM3+2c</latexit>
y
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possibility theory
evidence theory
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Figure 10: Set-based versus distributional knowledge representation on the level of pre-
dictions, hypotheses, and models. In version space learning, the model class is fixed, and
knowledge about hypotheses and outcomes is represented in terms of sets (blue color). In
Bayesian inference, sets are replaced by probability distributions (gray shading). Theories
like possibility and evidence theory are in-between, essentially working with sets of distri-
butions. Credal inference (cf. Section 4.6) generalizes Bayesian inference by replacing a
single prior with a set of prior distributions (here identified by a set of hyper-parameters).
In hierarchical Bayesian modeling, this set is again replaced by a distribution, i.e., a
second-order probability.
a prediction that complies with this requirement — naturally, such a prediction appears in
the form of a set of candidates that is sufficiently likely to contain the ground truth.
The first three sections are related to classical statistics and probability estimation. Ma-
chine learning methods for probability estimation (Section 4.1), i.e., for training a prob-
abilistic predictor, often commit to a single hypothesis learned on the data, thereby ig-
noring epistemic uncertainty. Instead, predictions obtained by this hypothesis essentially
represent aleatoric uncertainty. As opposed to this, Section 4.2 discusses likelihood-based
inference and Fisher information, which allows for deriving confidence regions that reflect
epistemic uncertainty about the hypothesis. The focus here (like in frequentist statistics
in general) is more on parameter estimation and less on prediction. Section 4.3 presents
methods for learning generative models, which essentially comes down to the problem of
density estimation. Here, predictions and uncertainty quantification are produced on the
basis of class-conditional density functions.
The second block of methods is more in the spirit of Bayesian machine learning. Here,
knowledge and uncertainty about the sought (Bayes-optimal) hypothesis is maintained
explicitly in the form of a distribution on the hypothesis space (Sections 4.4 and 4.5),
a set of distributions (Section 4.6), or a graded set of distributions (Section 4.7), and
this knowledge is updated in the light of additional observations (see also Fig. 10). Cor-
respondingly, all these methods provide information about both aleatoric and epistemic
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likelihood, Fisher information, confidence
region for hypothesis h, epistemic uncertainty
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single hypothesis h, conditional probabilities
p(y |xq, h), only aleatoric uncertainty
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density estimation p(x | y), aleatoric and
epistemic uncertainty
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Gaussian processes, posterior p(y |xq),
aleatoric and epistemic uncertainty
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credal sets for robust extension of Bayesian
inference
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Bayesian neural networks, weights as random
variables, prediction + uncertainty quantification
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reliable classification, explicit modeling of
aleatoric and epistemic uncertainty
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conformal prediction, inclusion/exclusion of
candidate outcomes through hypothesis testing
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set-valued prediction through (expected) utility
maximization
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“Bayesian” approaches
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set-valued prediction
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uncertainty quantification
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probability, classical
(fequentist) statistics
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Figure 11: Overview of the methods presented in Section 4.
uncertainty. Perhaps the most well-known approach in the realm of Bayesian machine
learning is Gaussian processes, which are discussed in Section 4.4. Another popular ap-
proach is deep learning and neural networks, and especially interesting from the point of
view of uncertainty quantification is recent work on “Bayesian” extensions of such net-
works. Section 4.6 addresses the concept of credal sets, which is closely connected to the
theory of imprecise probabilities, and which can be seen as a generalization of Bayesian in-
ference where a single prior distribution is replaced by a set of priors. Section 4.7 presents
an approach to reliable prediction that combines set-based and distributional (probabilis-
tic) inference, and which, to the best of our knowledge, was the first to explicitly motivate
the distinction between aleatoric and epistemic uncertainty in a machine learning context.
Finally, methods focusing on set-valued prediction are discussed in Sections 4.8 and 4.9.
Conformal prediction is rooted in frequentist statistics and hypothesis testing. Roughly
speaking, to decide whether to include or exclude a candidate prediction, the correctness
of that prediction is tested as a hypothesis. The second approach makes use of concepts
from statistical (Bayesian) decision theory and constructs set-valued predictions based on
the principle of expected utility maximization.
As already said, the categorization of methods is certainly not unique. For example, as the
credal approach is of a “set-valued” nature (starting with a set of priors, a set of posterior
distributions is derived, and from these in turn a set of predictions), it has a strong link to
set-valued prediction (as indicated by the dashed line in Fig. 11). Likewise, the approach
to reliable classification in Section 4.7 makes use of the concept of normalized likelihood,
and hence has a strong connection to likelihood-based inference.
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4.1 Probability estimation via scoring, calibration, and ensembling
There are various methods in machine learning for inducing probabilistic predictors. These
are hypotheses h that do not merely output point predictions h(x) ∈ Y, i.e., elements of
the output space Y, but probability estimates ph(· |x) = p(· |x, h), i.e., complete prob-
ability distributions on Y. In the case of classification, this means predicting a single
(conditional) probability ph(y |x) = p(y |x, h) for each class y ∈ Y, whereas in regression,
p(· |x, h) is a density function on R. Such predictors can be learned in a discriminative
way, i.e., in the form of a mapping x 7→ p(· |x), or in a generative way, which essentially
means learning a joint distribution on X ×Y. Moreover, the approaches can be paramet-
ric (assuming specific parametric families of probability distributions) or non-parametric.
Well-known examples include classical statistical methods such as logistic and linear regres-
sion, Bayesian approaches such as Bayesian networks and Gaussian processes (cf. Section
4.4), as well as various techniques in the realm of (deep) neural networks (cf. Section 4.5).
Training probabilistic predictors is typically accomplished by minimizing suitable loss func-
tions, i.e., loss functions that enforce “correct” (conditional) probabilities as predictions.
In this regard, proper scoring rules (Gneiting and Raftery, 2005) play an important role,
including the log-loss as a well-known special case. Sometimes, however, estimates are
also obtained in a very simple way, following basic frequentist techniques for probability
estimation, like in Na¨ıve Bayes or nearest neighbor classification.
The predictions delivered by corresponding methods are at best “pseudo-probabilities”
that are often not very accurate. Besides, there are many methods that deliver natural
scores, intuitively expressing a degree of confidence (like the distance from the separating
hyperplane in support vector machines), but which do not immediately qualify as proba-
bilities either. The idea of scaling or calibration methods is to turn such scores into proper,
well-calibrated probabilities, that is, to learn a mapping from scores to the unit interval
that can be applied to the output of a predictor as a kind of post-processing step (Flach,
2017). Examples of such methods include binning (Zadrozny and Elkan, 2001), isotonic
regression (Zadrozny and Elkan, 2002), logistic scaling (Platt, 1999) and improvements
thereof (Kull et al., 2017), as well as the use of Venn predictors (Johansson et al., 2018).
Calibration is still a topic of ongoing research.
Another import class of methods is ensemble learning, such as bagging or boosting, which
are especially popular in machine learning due to their ability to improve accuracy of
(point) predictions. Since such methods produce a (large) set of predictors h1, . . . , hM
instead of a single hypothesis, it is tempting to produce probability estimates following
basic frequentist principles. In the simplest case (of classification), each prediction hi(x)
can be interpreted as a “vote” in favor of a class y ∈ Y, and probabilities can be estimated
by relative frequencies — needless to say, probabilities constructed in this way tend to
be biased and are not necessarily well calibrated. Especially important in this field are
tree-based methods such as random forests (Breiman, 2001; Kruppa et al., 2014).
Obviously, while standard probability estimation is a viable approach to representing
uncertainty in a prediction, there is no explicit distinction between different types of
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uncertainty. Methods falling into this category are mostly concerned with the aleatoric
part of the overall uncertainty.6
4.2 Maximum likelihood estimation and Fisher information
The notion of likelihood is one of the key elements of statistical inference in general, and
maximum likelihood estimation is an omnipresent principle in machine learning as well.
Indeed, many learning algorithms, including those used to train deep neural networks,
realize model induction as likelihood maximization. Besides, there is a close connection
between likelihood-based and Bayesian inference, as in many cases, the former is effec-
tively equivalent to the latter with a uniform prior — disregarding, of course, important
conceptual differences and philosophical foundations.
Adopting the common perspective of classical (frequentist) statistics, consider a data-
generating process specified by a parametrized family of probability measures Pθ, where
θ ∈ Θ is a parameter vector. Let fθ(·) denote the density (or mass) function of Pθ, i.e.,
fθ(X) is the probability to observe the data X when sampling from Pθ. An important
problem in statistical inference is to estimate the parameter θ, i.e., to identify the under-
lying data-generating process Pθ, on the basis of a set of observations D = {X1, . . . , XN},
and maximum likelihood estimation (MLE) is a general principle for tackling this problem.
More specifically, the MLE principle prescribes to estimate θ by the maximizer of the like-
lihood function, or, equivalently, the log-likelihood function. Assuming that X1, . . . , XN
are independent, and hence that D is distributed according to (Pθ)N , the log-likelihood
function is given by
`N (θ) ..=
N∑
n=1
log fθ(Xn) .
An important result of mathematical statistics states that the distribution of the maximum
likelihood estimate θˆ is asymptotically normal, i.e., converges to a normal distribution as
N → ∞. More specifically, √N(θˆ − θ) converges to a normal distribution with mean 0
and covariance matrix I−1N (θ), where
IN (θ) = −
[
Eθ
(
∂2`N
∂θi ∂θj
)]
1≤i,j≤N
is the Fisher information matrix (the negative Hessian of the log-likelihood function at
θ). This result has many implications, both theoretically and practically. For example,
the Fisher information plays an important role in the Crame´r-Rao bound and provides a
lower bound to the variance of any unbiased estimator of θ (Frieden, 2004).
Moreover, the Fisher information matrix allows for constructing (approximate) confidence
regions for the sought parameter θ around the estimate θˆ (approximating7 IN (θ) by
6Yet, as will be seen later on, one way to go beyond mere aleatoric uncertainty is to combine the above
methods, for example learning ensembles of probabilistic predictors (cf. Section 4.5).
7Of course, the validity of this “plug-in” estimate requires some formal assumptions.
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Figure 12: If a hypothesis space is very rich, so that it can essentially produce every
decision boundary, the epistemic uncertainty is high in sparsely populated regions without
training examples. The lower query point in the left picture, for example, could easily be
classified as red (middle picture) but also as black (right picture). In contrast to this, the
second query is in a region where the two class distributions are overlapping, and where
the aleatoric uncertainty is high.
IN (θˆ)). Obviously, the larger this region, the higher the (epistemic) uncertainty about
the true model θ. Roughly speaking, the size of the confidence region is in direct corre-
spondence with the “peakedness” of the likelihood function around its maximum. If the
likelihood function is peaked, small changes of the data do not change the estimation θˆ too
much, and the learner is relatively sure about the true model (data-generating process).
As opposed to this, a flat likelihood function reflects a high level of uncertainty about θ,
because there are many parameters that are close to θˆ and have a similar likelihood.
In a machine learning context, where parameters θ may identify hypotheses h = hθ, a
confidence region for the former can be seen as a representation of epistemic uncertainty
about h∗, or, more specifically, approximation uncertainty. To obtain a quantitative mea-
sure of uncertainty, the Fisher information matrix can be summarized in a scalar statistic,
for example the trace (of the inverse) or the smallest eigenvalue. Based on corresponding
measures, Fisher information has been used, among others, for optimal statistical design
(Pukelsheim, 2006) and active machine learning (Sourati et al., 2018).
4.3 Generative models
As already explained, for learning methods with a very large hypothesis space H, model
uncertainty essentially disappears, while approximation uncertainty might be high (cf.
Section 2.4). In particular, this includes learning methods with high flexibility, such
as (deep) neural networks and nearest neighbors. In methods of that kind, there is no
explicit assumption about a global structure of the dependency between inputs x and
outcomes y. Therefore, inductive inference will essentially be of a local nature: A class y
is approximated by the region in the instance space in which examples from that class have
been seen, aleatoric uncertainty occurs where such regions are overlapping, and epistemic
uncertainty where no examples have been encountered so far (cf. Fig. 12).
An intuitive idea, then, is to consider generative models to quantify epistemic uncertainty.
Such approaches typically look at the densities p(x) to decide whether input points are
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located in regions with high or low density, in which the latter acts as a proxy for a high
epistemic uncertainty. The density p(x) can be estimated with traditional methods, such
as kernel density estimation or Gaussian mixtures. Yet, novel density estimation methods
still appear in the machine learning literature. Some more recent approaches in this area
include isolation forests (Liu et al., 2009), auto-encoders (Goodfellow et al., 2016), and
radial basis function networks (Bazargami and Mac-Namee, 2019).
As shown by these methods, density estimation is also a central building block in anomaly
and outlier detection. Often, a threshold is applied on top of the density p(x) to decide
whether a data point is an outlier or not. For example, in auto-encoders, a low-dimensional
representation of the original input in constructed, and the reconstruction error can be
used as a measure of support of a data point within the underlying distribution. Methods
of that kind can be classified as semi-supervised outlier detection methods, in contrast to
supervised methods, which use annotated outliers during training. Many semi-supervised
outlier detection methods are inspired by one-class support vector machines (SVMs), which
fit a hyperplane that separates outliers from “normal” data points in a high-dimensional
space (Khan and Madden, 2014). Some variations exist, where for example a hypersphere
instead of a hyperplane is fitted to the data (Tax and Duin, 2004).
Outlier detection is also somewhat related to the setting of classification with a reject
option, e.g., when the classifier refuses to predict a label in low-density regions (Perello-
Nieto et al., 2016). For example, Ziyin et al. (2019) adopt this viewpoint in an optimization
framework where an outlier detector and a standard classifier are jointly optimized. Since
a data point is rejected if it is an outlier, the focus is here on epistemic uncertainty. In
contrast, most papers on classification with reject option employ a reasoning on conditional
class probabilities p(y |x), using specific utility scores. These approaches rather capture
aleatoric uncertainty (see also Section 4.9), showing that seemingly related papers adopting
the same terminology can have different notions of uncertainty in mind.
In recent papers, outlier detection is often combined with the idea of set-valued prediction
(to be further discussed in Sections 4.6 and 4.8). Here, three scenarios can occur for
a multi-class classifier: (i) A single class is predicted. In this case, the epistemic and
aleatoric uncertainty are both assumed to be sufficiently low. (ii) The “null set” (empty
set) is predicted, i.e., the classifier abstains when there is not enough support for making
a prediction. Here, the epistemic uncertainty is too high to make a prediction. (iii) A set
of cardinality bigger than one is predicted. Here, the aleatoric uncertainty is too high,
while the epistemic uncertainty is assumed to be sufficiently low.
Hechtlinger et al. (2019) implement this idea by fitting a generative model p(x | y) per
class, and predicting null sets for data points that have a too low density for any of
those generative models. A set of cardinality one is predicted when the data point has
a sufficiently high density for exactly one of the models p(x | y), and a set of higher
cardinality is returned when this happens for more than one of the models. Sondhi et al.
(2019) propose a different framework with the same reasoning in mind. Here, a pair
of models is fitted in a joint optimization problem. The first model acts as an outlier
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detector that intends to reject as few instances as possible, whereas the second model
optimizes a set-based utility score. The joint optimization problem is therefore a linear
combination of two objectives that capture, respectively, components of epistemic and
aleatoric uncertainty.
Generative models often deliver intuitive solutions to the quantification of epistemic and
aleatoric uncertainty. In particular, the distinction between the two types of uncertainty
explained above corresponds to what Hu¨llermeier and Brinker (2008) called “conflict”
(overlapping distributions, evidence in favor of more than one class) and “ignorance”
(sparsely populated region, lack of evidence in favor of any class). Yet, like essentially
all other methods discussed in this section, they also have disadvantages. An inherent
problem with semi-supervised outlier detection methods is how to define the threshold
that decides whether a data point is an outlier or not. Another issue is how to choose the
model class for the generative model. Density estimation is a difficult problem, which, to
be successful, typically requires a lot of data. When the sample size is small, specifying
the right model class is not an easy task, so the model uncertainty will typically be high.
4.4 Gaussian processes
Just like in likelihood-based inference, the hypothesis space in Bayesian inference (cf.
Section 3.2) is often parametrized in the sense that each hypothesis h = hθ ∈ H is
(uniquely) identified by a parameter (vector) θ ∈ Θ ⊆ Rd of fixed dimensionality d. Thus,
computation of the posterior (13) essentially comes down to updating beliefs about the
true (or best) parameter, which is treated as a multivariate random variable:
p(θ | D) ∝ p(θ) · p(D |θ). (18)
Gaussian processes (Seeger, 2004) generalize the Bayesian approach from inference about
multivariate (but finite-dimensional) random variables to inference about (infinite-dimen-
sional) functions. Thus, they can be thought of as distributions not just over random
vectors but over random functions.
More specifically, a stochastic process in the form of a collection of random variables
{f(x) |x ∈ X} with index set X is said to be drawn from a Gaussian process with mean
function m and covariance function k, denoted f ∼ GP(m, k), if for any finite set of
elements x1, . . . ,xm ∈ X , the associated finite set of random variables f(x1), . . . , f(xm)
has the following multivariate normal distribution:
f(x1)
f(x2)
...
f(xm)
 ∼ N


m(x1)
m(x2)
...
m(xm)
 ,
k(x1,x1) · · · k(x1,xm)... . . . ...
k(xm,x1) · · · k(xm,xm)


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Note that the above properties imply
m(x) = E(f(x)) ,
k(x,x′) = E
(
(f(x)−m(x))(f(x′)−m(x′))) ,
and that k needs to obey the properties of a kernel function (so as to guarantee proper
covariance matrices). Intuitively, a function f drawn from a Gaussian process prior can
be thought of as a (very) high-dimensional vector drawn from a (very) high-dimensional
multivariate Gaussian. Here, each dimension of the Gaussian corresponds to an element x
from the index set X , and the corresponding component of the random vector represents
the value of f(x).
Gaussian processes allow for doing proper Bayesian inference (13) in a non-parametric
way: Starting with a prior distribution on functions h ∈ H, specified by a mean function
m (often the zero function) and kernel k, this distribution can be replaced by a posterior
in light of observed data D = {(xi, yi)}Ni=1, where an observation yi = f(xi) + i could be
corrupted by an additional (additive) noise component i. Likewise, a posterior predictive
distribution can be obtained on outcomes y ∈ Y for a new query xq ∈ X . In the general
case, the computations involved are intractable, though turn out to be rather simple in the
case of regression (Y = R) with Gaussian noise. In this case, and assuming a zero-mean
prior, the posterior predictive distribution is again a Gaussian with mean µ and variance
σ2 as follows:
µ = K(xq, X)(K(X,X) + σ
2
 I)
−1y ,
σ2 = K(xq,xq) + σ
2
 −K(xq, X)(K(X,X) + σ2 I)−1K(X,xq) ,
where X is an N × d matrix summarizing the training inputs (the ith row of X is given
by (xi)
>), K(X,X) is the kernel matrix with entries (K(X,X))i,j = k(xi,xj), y =
(y1, . . . , yN ) ∈ RN is the vector of observed training outcomes, and σ2 is the variance
of the (additive) error term for these observations (i.e., yi is normally distributed with
expected value f(xi) and variance σ
2
 ).
Problems with discrete outcomes y, such as binary classification with Y = {−1,+1}, are
made amenable to Gaussian processes by suitable link functions, linking these outcomes
with the real values h = h(x) as underlying (latent) variables. For example, using the
logistic link function
p(y |h) = s(h) = 1
1 + exp(−y h) ,
the following posterior predictive distribution is obtained:
p(y = +1 |X,y,xq) =
∫
σ(h′) p(h′ |X,y,xq) d h′ ,
where
p(h′ |X,y,xq) =
∫
p(h′ |X,xq,h) p(h |X,y) dh .
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Figure 13: Simple one-dimensional illustration of Gaussian processes (X = [0, 6]), with
very few examples on the left and more examples on the right. The predictive uncertainty,
as reflected by the width of the confidence band around the mean function (orange line)
reduces with an increasing number of observations.
However, since the likelihood will no longer be Gaussian, approximate inference techniques
(e.g., Laplace, expectation propagation, MCMC) will be needed.
As for uncertainty representation, our general remarks on Bayesian inference (cf. Section
3.2) obviously apply to Gaussian processes as well. In the case of regression, the variance
σ2 of the posterior predictive distribution for a query xq is a meaningful indicator of (total)
uncertainty. The variance of the error term, σ2 , corresponds to the aleatoric uncertainty,
so that the difference could be considered as epistemic uncertainty. The latter is largely
determined by the (parameters of the) kernel function, e.g., the characteristic length-scale
of a squared exponential covariance function (Blum and Riedmiller, 2013). Both have an
influence on the width of confidence intervals that are typically obtained for per-instance
predictions, and which reflect the total amount of uncertainty (cf. Fig. 13). By determining
all (hyper-) parameters of a GP, these sources of uncertainty can in principle be separated,
although the estimation itself is of course not an easy task.
4.5 Deep neural networks
Work on uncertainty in deep learning fits the general framework we introduced so far, es-
pecially the Bayesian approach, quite well, although the methods proposed are specifically
tailored for neural networks as a model class. A standard neural network can be seen as a
probabilistic classifier h: in the case of classification, given a query x ∈ X , the final layer
of the network typically outputs a probability distribution (using transformations such as
softmax) on the set of classes Y, and in the case of regression, a distribution (e.g., a Gaus-
sian8) is placed over a point prediction h(x) ∈ R (typically conceived as the expectation
of the distribution). Training a neural network can essentially be seen as doing maximum
likelihood inference. As such, it yields probabilistic predictions, but no information about
the confidence in these probabilities. In other words, it captures aleatoric but no epistemic
uncertainty.
8Lee et al. (2018a) offer an interesting discussion of the connection between deep networks and Gaussian
processes.
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In the context of neural networks, epistemic uncertainty is commonly understood as un-
certainty about the model parameters, that is, the weights w of the neural network (which
correspond to the parameter θ in (18)). Obviously, this is a special case of what we called
approximation uncertainty. To capture this kind of epistemic uncertainty, Bayesian neu-
ral networks (BNNs) have been proposed as a Bayesian extension of deep neural networks
(Denker and LeCun, 1991; Kay, 1992; Neal, 2012). In BNNs, each weight is represented
by a probability distribution (again, typically a Gaussian) instead of a real number, and
learning comes down to Bayesian inference, i.e., computing the posterior p(w | D). The
predictive distribution of an outcome given a query instance xq is then given by
p(y |xq,D) =
∫
p(y |xq,w) p(w | D) dw .
Since the posteriors on the weights cannot be obtained analytically, approximate varia-
tional techniques are used (Jordan et al., 1999; Graves, 2011), seeking a variational distri-
bution qθ on the weights that minimizes the Kullback-Leibler divergence KL(qθ‖p(w | D))
between qθ and the true posterior. An important example is Dropout variational infer-
ence (Gal and Ghahramani, 2016), which establishes an interesting connection between
(variational) Bayesian inference and the idea of using Dropout as a learning technique for
neural networks. Likewise, given a query xq, the predictive distribution for the outcome y
is approximated using techniques like Monte Carlo sampling, i.e., drawing model weights
from the approximate posterior distributions (again, a connection to Dropout can be es-
tablished). The total uncertainty can then be quantified in terms of common measures
such as entropy (in the case of classification) or variance (in the case of regression) of this
distribution.
The total uncertainty, say the variance V(yˆ) in regression, still contains both, the residual
error, i.e., the variance of the observation error (aleatoric uncertainty), σ2 , and the variance
due to parameter uncertainty (epistemic uncertainty). The former can be heteroscedastic,
which means that σ2 is not constant but a function of x ∈ X . Kendall and Gal (2017)
propose a way to learn heteroscedastic aleatoric uncertainty as loss attenuation. Roughly
speaking, the idea is to let the neural net not only predict the conditional mean of y
given xq, but also the residual error. The corresponding loss function to be minimized is
constructed in such a way (or actually derived from the probabilistic interpretation of the
model) that prediction errors for points with a high residual variance are penalized less,
but at the same time, a penalty is also incurred for predicting a high variance.
An explicit attempt at measuring and separating aleatoric and epistemic uncertainty (in
the context of regression) is made by Depeweg et al. (2018). Their idea is as follows: They
quantify the total uncertainty as well as the aleatoric uncertainty, and then obtain the
epistemic uncertainty as the difference. More specifically, they propose to measure the
total uncertainty in terms of the entropy of the predictive posterior distribution, which,
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in the case of discrete Y, is given by9
H
[
p(y |x) ] = −∑
y∈Y
p(y |x) log2 p(y |x) . (19)
This uncertainty also includes the (epistemic) uncertainty about the network weights w.
Fixing a set of weights, i.e., considering a distribution p(y |w,x), thus removes the epis-
temic uncertainty. Therefore, the expectation over the entropies of these distributions,
Ep(w | D)H
[
p(y |w,x)] = −∫ p(w | D)
∑
y∈Y
p(y |w,x) log2 p(y |w,x)
 dw , (20)
is a measure of the aleatoric uncertainty. Finally, the epistemic uncertainty is obtained as
the difference
ue(x) ..= H
[
p(y |x)]−Ep(w | D)H[p(y |w,x)] , (21)
which equals the mutual information I(y,w) between y and w. Intuitively, epistemic
uncertainty thus captures the amount of information about the model parameters w that
would be gained through knowledge of the true outcome y. A similar approach was
recently adopted by Mobiny et al. (2017), who also propose a technique to compute (21)
approximately.
Bayesian model averaging establishes a natural connection between Bayesian inference and
ensemble learning, and indeed, as already mentioned in Section 4.5, the variance of the
predictions produced by an ensemble is a good indicator of the (epistemic) uncertainty in
a prediction. In fact, the variance is inversely related to the “peakedness” of a posterior
distribution p(h | D) and can be seen as a measure of the discrepancy between the (most
probable) candidate hypotheses in the hypothesis space. Based on this idea, Lakshmi-
narayanan et al. (2017) propose a simple ensemble approach as an alternative to Bayesian
NNs, which is easy to implement, readily parallelizable, and requires little hyperparameter
tuning.
Inspired by Mobiny et al. (2017), an ensemble approach is also proposed by Shaker and
Hu¨llermeier (2020). Since this approach does not necessarily need to be implemented
with neural networks as base learners10, we switch notation and replace weight vectors w
by hypotheses h. To approximate the measures (21) and (20), the posterior distribution
p(h | D) is represented by a finite ensemble of hypotheses h1, . . . , hM . An approximation
of (20) can then be obtained by
ua(x) ..= − 1
M
M∑
i=1
∑
y∈Y
p(y |hi,x) log2 p(y |hi,x) , (22)
9Depeweg et al. (2018) actually consider the continuous case, in which case the entropy needs to be
replaced by the differential entropy.
10Indeed, the authors use decision trees, i.e., a random forest as an ensemble.
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an approximation of (19) by
ut(x) ..= −
∑
y∈Y
(
1
M
M∑
i=1
p(y |hi,x)
)
log2
(
1
M
M∑
i=1
p(y |hi,x)
)
, (23)
and finally an approximation of (21) by ue(x) ..= ut(x) − ua(x). The latter corresponds
to the Jensen-Shannon divergence (Endres and Schindelin, 2003) of the distributions
p(y |hi,x), i ∈ [M ] (Malinin and Gales, 2018).
4.6 Credal sets and classifiers
The theory of imprecise probabilities (Walley, 1991) is largely built on the idea to specify
knowledge in terms of a set Q of probability distributions instead of a single distribution.
In the literature, such sets are also referred to as credal sets, and often assumed to be
convex (i.e., q, q′ ∈ Q implies αq + (1− α)q′ ∈ Q for all α ∈ [0, 1]). The concept of credal
sets and related notions provide the basis of a generalization of Bayesian inference, which
is especially motivated by the criticism of non-informative priors as models of ignorance
in standard Bayesian inference (cf. Section 3.3). The basic idea is to replace a single
prior distribution on the model space, as used in Bayesian inference, by a (credal) set of
candidate priors. Given a set of observed data, Bayesian inference can then be applied
to each candidate prior, thereby producing a (credal) set of posteriors. Correspondingly,
any value or quantity derived from a posterior (e.g., a prediction, an expected value,
etc.) is replaced by a set of such values or quantities. An important example of such
an approach is robust inference for categorical data with the imprecise Dirichlet model,
which is an extension of inference with the Dirichlet distribution as a conjugate prior for
the multinomial distribution (Bernardo, 2005).
Methods of that kind have also been used in the context of machine learning, for example in
the framework of the Na¨ıve Credal Classifier (Zaffalon, 2002a; Corani and Zaffalon, 2008a)
or more recently as an extension of sum-product networks (Maau et al., 2017). As for the
former, we can think of a Na¨ıve Bayes (NB) classifier as a hypothesis h = hθ specified by
a parameter vector θ that comprises a prior probability θk for each class yk ∈ Y and a
conditional probability θi,j,k for observing the i
th value ai,j of the j
th attribute given class
yk. For a given query instance specified by attributes (ai1,1, . . . , aiJ ,J), the posterior class
probabilities are then given by
p(yk | ai1,1, . . . , aiJ ,J) ∝ θk
J∏
j=1
θij ,j,k . (24)
In the Na¨ıve Credal Classifier, the θk and θij ,j,k are specified in terms of (local) credal
sets11, i.e., there is a class of probability distributions Q on Y playing the role of candidate
11These could be derived from empirical data, for example, by doing generalized Bayesian inference with
the imprecise Dirichlet model.
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priors, and a class of probability distributions Qj,k specifying possible distributions on the
attribute values of the jth attribute given class yk. A single posterior class probability
(24) is then replaced by the set (interval) of such probabilities that can be produced by
taking θk from a distribution in Q and θij ,j,k from a distribution in Qj,k. As an aside, let
us note that the computations involved may of course become costly.
4.6.1 Uncertainty measures for credal sets
Interestingly, there has been quite some work on defining uncertainty measures for credal
sets and related representation, such as Dempster-Shafer evidence theory (Klir, 1994).
Even more interestingly, a basic distinction between two types of uncertainty contained in
a credal set, referred to as conflict (randomness, discord) and non-specificity, respectively,
has been made by Yager (1983). The importance of this distinction was already emphasized
by Kolmogorov (1965). These notions are in direct correspondence with what we call
aleatoric and epistemic uncertainty.
The standard uncertainty measure in classical possibility theory (where uncertain infor-
mation is simply represented in the form of subsets A ⊆ Y of possible alternatives) is the
Hartley measure12 (Hartley, 1928)
H(A) = log(|A|) , (25)
Just like the Shannon entropy (17), this measure can be justified axiomatically13.
Given the insight that conflict and non-specificity are two different, complementary sources
of uncertainty, and standard (Shannon) entropy and (25) as well-established measures of
these two types of uncertainty, a natural question in the context of credal sets is to ask
for a generalized representation
U(Q) = AU(Q) + EU(Q) , (26)
where U is a measure of total (aggregate) uncertainty, AU a measure of aleatoric uncer-
tainty (conflict, a generalization of the Shannon entropy), and EU a measure of epistemic
uncertainty (non-specificity, a generalization of the Hartely measure).
As for the non-specificity part in (26), the following generalization of the Hartley measure
to the case of graded possibilities has been proposed by various authors (Abellan and
Moral, 2000):
GH(Q) ..=
∑
A⊆Y
mQ(A) log(|A|) , (27)
where mQ : 2
Y −→ [0, 1] is the Mo¨bius inverse of the capacity function ν : 2Y −→ [0, 1]
12Be aware that we denote both the Hartley measure and the Shannon entropy by H, which is common
in the literature. The meaning should be clear from the context.
13For example, see Chapter IX, pages 540–616, in the book by Re´nyi (1970).
31
defined by
νQ(A) ..= inf
q∈Q
q(A) (28)
for all A ⊆ Y, that is,
mQ(A) =
∑
B⊆A
(−1)|A\B|νQ(B) .
The measure (27) enjoys several desirable axiomatic properties, and its uniqueness was
shown by Klir and Mariano (1987).
The generalization of the Shannon entropy H as a measure of conflict turned out to be
more difficult. The upper and lower Shannon entropy play an important role in this regard:
H∗(Q) ..= max
q∈Q
H(q) , H∗(Q) ..= min
q∈Q
H(q) (29)
Based on these measures, the following disaggregations of total uncertainty (26) have been
proposed (Abellan et al., 2006):
H∗(Q) =
(
H∗(Q)−GH(Q))+ GH(Q) (30)
H∗(Q) = H∗(Q) +
(
H∗(Q)−H∗(Q)
)
(31)
In both cases, upper entropy serves as a measure of total uncertainty U(Q), which is again
justified on an axiomatic basis. In the first case, the generalized Hartley measure is used for
quantifying epistemic uncertainty, and aleatoric uncertainty is obtained as the difference
between total and epistemic uncertainty. In the second case, epistemic uncertainty is
specified in terms of the difference between upper and lower entropy.
4.6.2 Set-valued prediction
Credal classifiers are used for “indeterminate” prediction, that is, to produce reliable set-
valued predictions that are likely to cover the true outcome. In this regard, the notion of
dominance plays an important role: An outcome y dominates another outcome y′ if y is
more probable than y′ for each distribution in the credal set, that is,
γ(y, y′,x) ..= inf
h∈C
p(y |xq, h)
p(y′ |xq, h) > 1 , (32)
where C is a credal set of hypotheses, and p(y |x, h) the probability of the outcome y (for
the query xq) under hypothesis h. The set-valued prediction for a query xq is then given by
the set of all non-dominated outcomes y ∈ Y, i.e., those outcomes that are not dominated
by any other outcome. Practically, the computations are based on the interval-valued
probabilities [p(y |xq), p(y |xq)] assigned to each class y ∈ Y, where
p(y |xq) ..= inf
h∈C
p(y |xq, h) , p(y |xq) ..= sup
h∈C
p(y |xq, h) . (33)
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Note that the upper probabilities p(y |xq) are very much in the spirit of the plausibility
degrees (36).
Interestingly, uncertainty degrees can be derived on the basis of dominance degrees (32).
For example, the following uncertainty score has been proposed by Antonucci et al. (2012)
in the context of uncertainty sampling for active learning:
s(xq) ..= −max
(
γ(+1,−1,xq), γ(−1,+1,xq)
)
. (34)
This degree is low if one of the outcomes strongly dominates the other one, but high if
this is not the case. It is closely related to the degree of epistemic uncertainty in (39)
to be discussed in Section 4.7, but also seems to capture some aleatoric uncertainty. In
fact, s(xq) increases with both, the width of the interval [p(y |xq), p(y |xq)] as well as the
closeness of its middle point to 1/2.
Lassiter (2020) discusses the modeling of “credal imprecision” by means of sets of measures
in a critical way and contrasts this approach with hierarchical probabilistic (Bayesian)
models, i.e., distributions of measures (see Fig. 10, right side). Among several arguments
put forward against sets-of-measures models, one aspect is specifically interesting from a
machine learning perspective, namely the problem that modeling a lack of knowledge in a
set-based manner may hamper the possibility of inductive inference, up to a point where
learning from empirical data is not possible any more. This is closely connected to the
insight that learning from data necessarily requires an inductive bias, and learning without
assumptions is not possible (Wolpert, 1996). To illustrate the point, consider the case of
complete ignorance as an example, which could be modeled by the credal set Pall that
contains all probability measures (on a hypothesis space) as candidate priors. Updating
this set by pointwise conditioning on observed data will essentially reproduce the same
set as a credal set of posteriors. Roughly speaking, this is because Pall will contain very
extreme priors, which will remain extreme even after updating with a sample of finite size.
In other words, no finite sample is enough to annihilate a sufficiently extreme prior belief.
Replacing Pall by a proper subset of measures may avoid this problem, but any such choice
(implying a sharp transition between possible and excluded priors) will appear somewhat
arbitrary. According to Lassiter (2020), an appealing alternative is using a probability
distribution instead of a set, like in hierarchical Bayesian modeling.
4.7 Reliable classification
To the best of our knowledge, Senge et al. (2014) were the first to explicitly motivate
the distinction between aleatoric and epistemic uncertainty in a machine learning context.
Their approach leverages the concept of normalized likelihood (cf. Section A.4). Moreover,
it combines set-based and distributional (probabilistic) inference, and thus can be posi-
tioned in-between version space learning and Bayesian inference as discussed in Section
3. Since the approach contains concepts that might be less known to a machine learning
audience, our description is a bit more detailed than for the other methods discussed in
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this section.
Consider the simplest case of binary classification with classes Y ..= {−1,+1}, which
suffices to explain the basic idea (and which has been generalized to the multi-class case
by Nguyen et al. (2018)). Senge et al. (2014) focus on predictive uncertainty and derive
degrees of uncertainty in a prediction in two steps, which we are going to discuss in turn:
• First, given a query instance xq, a degree of “plausibility” is derived for each can-
didate outcome y ∈ Y. These are degrees in the unit interval, but no probabilities.
As they are not constrained by a total mass of 1, they are more apt at capturing a
lack of knowledge, and hence epistemic uncertainty (cf. Section 3.3).
• Second, degrees of aleatoric and epistemic uncertainty are derived from the degrees
of plausibility.
4.7.1 Modeling the plausibility of predictions
Recall that, in version space learning, the plausibility of both hypotheses and outcomes
are expressed in a purely bivalent way: according to (10), a hypotheses is either considered
possible/plausible or not (Jh ∈ VK), and an outcome y is either supported or not (Jh(x) =
yK). Senge et al. (2014) generalize both parts of the prediction from bivalent to graded
plausibility and support: A hypothesis h ∈ H has a degree of plausibility piH(h) ∈ [0, 1],
and the support of outcomes y is expressed in terms of probabilities h(x) = p(y |x) ∈ [0, 1].
More specifically, referring to the notion of normalized likelihood , a plausibility distribution
on H (i.e., a plausibility for each hypothesis h ∈ H) is defined as follows:
piH(h) ..=
L(h)
suph′∈H L(h′)
=
L(h)
L(hml)
, (35)
where L(h) is the likelihood of the hypothesis h on the data D (i.e., the probability of D
under this hypothesis), and hml ∈ H is the maximum likelihood (ML) estimation. Thus,
the plausibility of a hypothesis is in proportion to its likelihood14, with the ML estimate
having the highest plausibility of 1.
The second step, both in version space and Bayesian learning, consists of translating
uncertainty on H into uncertainty about the prediction for a query xq. To this end,
all predictions h(xq) need to be aggregated, taking into account the plausibility of the
hypotheses h ∈ H. Due to the problems of the averaging approach (14) in Bayesian infer-
ence, a generalization of the “existential” aggregation (10) used in version space learning
is adopted:
pi(+1 |xq) ..= sup
h∈H
min
(
piH(h), pi(+1 |h,xq)
)
, (36)
where pi(+1 |h,xq) is the degree of support of the positive class provided by h15. This
14In principle, the same idea can of course also be applied in Bayesian inference, namely by defining
plausibility in terms of a normalized posterior distribution.
15Indeed, pi(· |h,xq) should not be interpreted as a measure of uncertainty.
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measure of support, which generalizes the all-or-nothing support Jh(x) = yK in (10), is
defined as follows:
pi(+1 |h,xq) ..= max
(
2h(xq)− 1, 0
)
(37)
Thus, the support is 0 as long as the probability predicted by h is ≤ 1/2, and linearly
increases afterward, reaching 1 for h(xq) = 1. Recalling that h is a probabilistic classifier,
this clearly makes sense, since values h(xq) ≤ 1/2 are actually more in favor of the negative
class, and therefore no evidence for the positive class. Also, as will be seen further below,
this definition assures a maximal degree of aleatoric uncertainty in the case of full certainty
about the uniform distribution h1/2, wich is a desirable property. Since the supremum
operator in (36) can be seen as a generalized existential quantifier, the expression (36) can
be read as follows: The class +1 is plausible insofar there exists a hypothesis h that is
plausible and that strongly supports +1. Analogously, the plausibility for −1 is defined
as follows:
pi(−1 |xq) ..= sup
h∈H
min
(
piH(h), pi(−1 |h,xq)
)
, (38)
with pi(−1 |h,xq) = max(1 − 2h(xq), 0). An illustration of this kind of “max-min infer-
ence” and a discussion of how it relates to Bayesian inference (based on “sum-product
aggregation”) can be found in Appendix B in the supplementary material.
4.7.2 From plausibility to aleatoric and epistemic uncertainty
Given the plausibilities pi(+1) = pi(+1 |xq) and pi(−1) = pi(−1 |xq) of the positive and
negative class, respectively, and having to make a prediction, one would naturally decide
in favor of the more plausible class. Perhaps more interestingly, meaningful definitions of
epistemic uncertainty ue and aleatoric uncertainty ua can be defined on the basis of the
two degrees of plausibility:
ue ..= min
(
pi(+1), pi(−1))
ua ..= 1−max
(
pi(+1), pi(−1)) (39)
Thus, ue is the degree to which both +1 and −1 are plausible16, and ua the degree to
which neither +1 nor −1 are plausible. Since these two degrees of uncertainty satisfy
ua + ue ≤ 1, the total uncertainty (aleatoric + epistemic) is upper-bounded by 1. Strictly
speaking, since the degrees pi(y) should be interpreted as upper bounds on plausibility,
which decrease in the course of time (with increasing sample size), the uncertainty degrees
(39) should be interpreted as bounds as well. For example, in the very beginning, when no
or very little data has been observed, both outcomes are fully plausible (pi(+1) = pi(−1) =
1), hence ue = 1 and ua = 0. This does not mean, of course, that there is no aleatoric
uncertainty involved. Instead, it is simply not yet known or, say, confirmed. Thus, ua
should be seen as a lower bound on the “true” aleatoric uncertainty. For instance, when
y is the outcome of a fair coin toss, the aleatoric uncertainty will increase over time and
16The minimum plays the role of a generalized logical conjunction (Klement et al., 2002).
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reach 1 in the limit, while ue will decrease and vanish at some point: Eventually, the
learner will be fully aware of facing full aleatoric uncertainty.
More generally, the following special cases might be of interest:
• Full epistemic uncertainty : ue = 1 requires the existence of at least two fully plausi-
ble hypotheses (i.e., both with the highest likelihood), the one fully supporting the
positive and the other fully supporting the negative class. This situation is likely
to occur (at least approximately) in the case of a small sample size, for which the
likelihood is not very peaked.
• No epistemic uncertainty : ue = 0 requires either pi(+1) = 0 or pi(−1) = 0, which
in turn means that h(xq) < 1/2 for all hypotheses with non-zero plausibility, or
h(xq) > 1/2 for all these hypotheses. In other words, there is no disagreement about
which of the two classes should be favored. Specifically, suppose that all plausible
hypotheses agree on the same conditional probability distribution p(+1 |x) = α and
p(−1 |x) = 1 − α, and let β = max(α, 1 − α). In this case, ue = 0, and the degree
of aleatoric uncertainty ua = 2(1− β) depends on how close β is to 1.
• Full aleatoric uncertainty : This is a special case of the previous one, in which β =
1/2. Indeed, ua = 1 means that all plausible hypotheses assign a probability of 1/2
to both classes. In other words, there is an agreement that the query instance is a
boundary case.
• No uncertainty : Again, this is a special case of the second one, with β = 1. A clear
preference (close to 1) in favor of one of the two classes means that all plausible
hypotheses, i.e., all hypotheses with a high likelihood, provide full support to that
class.
Although algorithmic aspects are not in the focus of this paper, it is worth to mention
that the computation of (36), and likewise of (38), may become rather complex. In fact,
the computation of the supremum comes down to solving an optimization problem, the
complexity of which strongly depends on the hypothesis space H.
4.8 Conformal prediction
Conformal prediction (Vovk et al., 2003; Shafer and Vovk, 2008; Balasubramanian et al.,
2014) is a framework for reliable prediction that is rooted in classical frequentist statistics,
more specifically in hypothesis testing. Given a sequence of training observations and a
new query xN+1 (which we denoted by xq before) with unknown outcome yN+1,
(x1, y1), (x2, y2), . . . , (xN , yN ), (xN+1, •) , (40)
the basic idea is to hypothetically replace • by each candidate, i.e., to test the hypothesis
yN+1 = y for all y ∈ Y. Only those outcomes y for which this hypothesis can be rejected at
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a predefined level of confidence are excluded, while those for which the hypothesis cannot
be rejected are collected to form the prediction set or prediction region Y  ⊆ Y. The
construction of a set-valued prediction Y  = Y (xn+1) that is guaranteed to cover the
true outcome yN+1 with a given probability 1−  (for example 95 %), instead of producing
a point prediction yˆN+1 ∈ Y, is the basic idea of conformal prediction. Here,  ∈ (0, 1)
is a pre-specified level of significance. In the case of classification, Y  is a subset of the
set of classes Y = {y1, . . . , yK}, whereas in regression, a prediction region is commonly
represented in terms of an interval17.
Hypothesis testing is done in a nonparametric way: Consider any “nonconformity” func-
tion f : X × Y −→ R that assigns scores α = f(x, y) to input/output tuples; the latter
can be interpreted as a measure of “strangeness” of the pattern (x, y), i.e., the higher
the score, the less the data point (x, y) conforms to what one would expect to observe.
Applying this function to the sequence (40), with a specific (though hypothetical) choice
of y = yN+1, yields a sequence of scores
α1, α2, . . . , αN , αN+1 .
Denote by σ the permutation of {1, . . . , N + 1} that sorts the scores in increasing order,
i.e., such that ασ(1) ≤ . . . ≤ ασ(N+1). Under the assumption that the hypothetical choice
of yN+1 is in agreement with the true data-generating process, and that this process has
the property of exchangeability (which is weaker than the assumption of independence
and essentially means that the order of observations is irrelevant), every permutation σ
has the same probability of occurrence. Consequently, the probability that αN+1 is among
the % highest nonconformity scores should be low. This notion can be captured by the
p-values associated with the candidate y, defined as
p(y) ..=
#{i |αi ≥ αN+1}
N + 1
According to what we said, the probability that p(y) <  (i.e., αN+1 is among the %
highest α-values) is upper-bounded by . Thus, the hypothesis yN+1 = y can be rejected
for those candidates y for which p(y) < .
Conformal prediction as outlined above realizes transductive inference, although inductive
variants also exist (Papadopoulos, 2008). The error bounds are valid and well calibrated
by construction, regardless of the nonconformity function f . However, the choice of this
function has an important influence on the efficiency of conformal prediction, that is, the
size of prediction regions: The more suitable the nonconformity function is chosen, the
smaller these sets will be.
Although conformal prediction is mainly concerned with constructing prediction regions,
the scores produced in the course of this construction can also be used for quantifying un-
certainty. In this regard, the notions of confidence and credibility have been introduced
17Obviously, since Y = R is infinite in regression, a hypothesis test cannot be conducted explicitly for
each candidate outcome y.
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(Gammerman and Vovk, 2002): Let p1, . . . , pK denote the p-values that correspond, re-
spectively, to the candidate outcomes y1, . . . , yK in a classification problem. If a definite
choice (point prediction) yˆ has to be made, it is natural to pick the yi with the highest
p-value. The value pi itself is then a natural measure of credibility, since the larger (closer
to 1) this value, the more likely the prediction is correct. Note that the value also cor-
responds to the largest significance level  for which the prediction region Y  would be
empty (since all candidates would be rejected). In other words, it is a degree to which yi is
indeed a plausible candidate that cannot be excluded. Another question one may ask is to
what extent yi is the unique candidate of that kind, i.e., to what extent other candidates
can indeed be excluded. This can be quantified in terms of the greatest 1 −  for which
Y  is the singleton set {yi}, that is, 1 minus the second-highest p-value. Besides, other
methods for quantifying the uncertainty of a point prediction in the context of conformal
prediction have been proposed (Linusson et al., 2016).
With its main concern of constructing valid prediction regions, conformal prediction dif-
fers from most other machine learning methods, which produce point predictions y ∈ Y,
whether equipped with a degree of uncertainty or not. In a sense, conformal prediction
can even be seen as being orthogonal: It predefines the degree of uncertainty (level of
confidence) and adjusts its prediction correspondingly, rather than the other way around.
4.9 Set-valued prediction based on utility maximization
In line with classical statistics, but unlike decision theory and machine learning, the setting
of conformal prediction does not involve any notion of loss function. In this regard,
it differs from methods for set-valued prediction based on utility maximization (or loss
minimization), which are primarily used for multi-class classification problems. Similar
to conformal prediction, such methods also return a set of classes when the classifier is
too uncertain with respect to the class label to predict, but the interpretation of this
set is different. Instead of returning a set that contains the true class label with high
probability, sets that maximize a set-based utility score are sought. Besides, being based
on the conditional distribution p(y |xq) of the outcome y given a query xq, most of these
methods capture conditional uncertainty.
Let u(y, Ŷ ) be a set-based utility score, where y denotes the ground truth outcome and
Ŷ the predicted set. Then, adopting a decision-theoretic perspective, the Bayes-optimal
solution Ŷ ∗u is found by maximizing the following objective:
Ŷ ∗u (xq) = argmax
Ŷ ∈2Y\{∅}
Ep(y |xq)
(
u(y, Ŷ )
)
= argmax
Ŷ ∈2Y\{∅}
∑
y∈Y
u(y, Ŷ ) p(y |xq) . (41)
Solving (41) as a brute-force search requires checking all subsets of Y, resulting in an
exponential time complexity. However, for many utility scores, the Bayes-optimal predic-
tion can be found more efficiently. Various methods in this direction have been proposed
under different names and qualifications of predictions, such as “indeterminate” (Zaffalon,
2002a), “credal” (Corani and Zaffalon, 2008a), “non-deterministic” (Del Coz et al., 2009),
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and “cautious” (Yang et al., 2017b). Although the methods typically differ in the exact
shape of the utility function u : Y×2Y \{∅} −→ [0, 1], most functions are specific members
of the following family:
u(y, Ŷ ) =
{
0 if y /∈ Ŷ
g(|Ŷ |) if y ∈ Ŷ , (42)
where |Ŷ | denotes the cardinality of the predicted set Ŷ . This family is characterized by
a sequence (g(1), . . . , g(K)) ∈ [0, 1]K with K the number of classes. Ideally, g should obey
the following properties:
(i) g(1) = 1, i.e., the utility u(y, Ŷ ) should be maximal when the classifier returns the
true class label as a singleton set.
(ii) g(s) should be non-increasing, i.e., the utility u(y, Ŷ ) should be higher if the true
class is contained in a smaller set of predicted classes.
(iii) g(s) ≥ 1/s, i.e., the utility u(y, Ŷ ) of predicting a set containing the true and s− 1
additional classes should not be lower than the expected utility of randomly guessing
one of these s classes. This requirement formalizes the idea of risk-aversion: in the
face of uncertainty, abstaining should be preferred to random guessing (Zaffalon
et al., 2012).
Many existing set-based utility scores are recovered as special cases of (42), including the
three classical measures from information retrieval discussed by Del Coz et al. (2009):
precision with gP (s) = 1/s, recall with gR(s) = 1, and the F1-measure with gF1(s) =
2/(1+s). Other utility functions with specific choices for g are studied in the literature on
credal classification (Corani and Zaffalon, 2008b, 2009; Zaffalon et al., 2012; Yang et al.,
2017b; Nguyen et al., 2018), such as
gδ,γ(s) ..=
δ
s
− γ
s2
, gexp(s) ..= 1− exp
(
−δ
s
)
, glog(s) ..= log
(
1 +
1
s
)
.
Especially gδ,γ(s) is commonly used in this community, where δ and γ can only take certain
values to guarantee that the utility is in the interval [0, 1]. Precision (here called discounted
accuracy) corresponds to the case (δ, γ) = (1, 0). However, typical choices for (δ, γ) are
(1.6, 0.6) and (2.2, 1.2) (Nguyen et al., 2018), implementing the idea of risk aversion. The
measure gexp(s) is an exponentiated version of precision, where the parameter δ also defines
the degree of risk aversion.
Another example appears in the literature on binary or multi-class classification with reject
option (Herbei and Wegkamp, 2006; Linusson et al., 2018; Ramaswamy et al., 2015). Here,
the prediction can only be a singleton or the full set Y containing K classes. The first
case typically gets a reward of one (if the predicted class is correct), while the second case
should receive a lower reward, e.g. 1 − α. The latter corresponds to abstaining, i.e., not
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predicting any class label, and the (user-defined) parameter α specifies a penalty for doing
so, with the requirement 0 < α < 1− 1/K to be risk-averse.
Set-valued predictions are also considered in hierarchical multi-class classification, mostly
in the form of internal nodes of the hierarchy (Freitas, 2007; Rangwala and Naik, 2017;
Yang et al., 2017a). Compared to the “flat” multi-class case, the prediction space is thus
restricted, because only sets of classes that correspond to nodes of the hierarchy can be
returned as a prediction. Some of the above utility scores also appear here. For example,
Yang et al. (2017a) evaluate various members of the uδ,γ family in a framework where
hierarchies are considered for computational reasons, while Oh (2017) optimizes recall by
fixing |Ŷ | as a user-defined parameter. Popular in hierarchical classification is the tree-
distance loss, which could also be interpreted as a way of evaluating set-valued predictions
(Bi and Kwok, 2015). This loss is not a member of the family (42), however. Besides, it
appears to be a less interesting loss function from the perspective of abstention in cases
of uncertainty, since by minimizing the tree distance loss, the classifier will almost never
predict leaf nodes of the hierarchy. Instead, it will often predict nodes close to the root of
the hierarchy, which correspond to sets with many elements — a behavior that is unfavored
if one wants to abstain only in cases of sufficient uncertainty.
Quite obviously, methods that maximize set-based utility scores are closely connected to
the quantification of uncertainty, since the decision about a suitable set of predictions
is necessarily derived from information of that kind. The overwhelming majority of the
above-mentioned methods depart from conditional class probabilities p(y |xq) that are
estimated in a classical frequentist way, so that uncertainties in decisions are of aleatoric
nature. Exceptions include (Yang et al., 2017a) and (Nguyen et al., 2018), who further
explore ideas from imprecise probability theory and reliable classification to generate label
sets that capture both aleatoric and epistemic uncertainty.
5 Discussion and conclusion
The importance to distinguish between different types of uncertainty has recently been
recognized in machine learning. The goal of this paper was to sketch existing approaches
in this direction, with an emphasis on the quantification of aleatoric and epistemic un-
certainty about predictions in supervised learning. Looking at the problem from the per-
spective of the standard setting of supervised learning, it is natural to associate epistemic
uncertainty with the lack of knowledge about the true (or Bayes-optimal) hypothesis h∗
within the hypothesis space H, i.e., the uncertainty that is in principle reducible by the
learner and could get rid of by additional data. Aleatoric uncertainty, on the other hand,
is the irreducible part of the uncertainty in a prediction, which is due to the inherently
stochastic nature of the dependency between instances x and outcomes y.
In a Bayesian setting, epistemic uncertainty is hence reflected by the (posterior) probability
p(h | D) on H: The less peaked this distribution, the less informed the learner is, and the
higher its (epistemic) uncertainty. As we argued, however, important information about
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this uncertainty might get lost through Bayesian model averaging. In this regard, we
also argued that a (graded) set-based representation of epistemic uncertainty could be
a viable alternative to a probabilistic representation, especially due to the difficulty of
representing ignorance with probability distributions. This idea is perhaps most explicit
in version space learning, where epistemic uncertainty is in direct correspondence with the
size of the version space. The approach by Senge et al. (2014) combines concepts from
(generalized) version space learning and Bayesian inference.
There are also other methods for modeling uncertainty, such as conformal prediction, for
which the role of aleatoric and epistemic uncertainty is not immediately clear. Currently,
the field develops very dynamically and is far from being settled. New proposals for
modeling and quantifying uncertainty appear on a regular basis, some of them rather ad
hoc and others better justified. Eventually, it would be desirable to “derive” a measure
of total uncertainty as well as its decomposition into aleatoric and epistemic parts from
basic principles in a mathematically rigorous way, i.e., to develop a kind of axiomatic basis
for such a decomposition, comparable to axiomatic justifications of the entropy measure
(Csisza´r, 2008).
In addition to theoretical problems of this kind, there are also many open practical ques-
tions. This includes, for example, the question of how to perform an empirical evaluation
of methods for quantifying uncertainty, whether aleatoric, epistemic, or total. In fact, un-
like for the prediction of a target variable, the data does normally not contain information
about any sort of “ground truth” uncertainty. What is often done, therefore, is to eval-
uate predicted uncertainties indirectly, that is, by assessing their usefulness for improved
prediction and decision making. As an example, recall the idea of utility maximization
discussed in Section 4.9, where the decision is a set-valued prediction. Another example
is accuracy-rejection curves, which depict the accuracy of a predictor as a function of the
percentage of rejections (Hu¨hn and Hu¨llermeier, 2009): A classifier, which is allowed to
abstain on a certain percentage p of predictions, will predict on those (1− p) % on which
it feels most certain. Being able to quantify its own uncertainty well, it should improve
its accuracy with increasing p, hence the accuracy-rejection curve should be monotone
increasing (unlike a flat curve obtained for random abstention).
Most approaches so far neglect model uncertainty, in the sense of proceeding from the
(perhaps implicit) assumption of a correctly specified hypothesis space H, that is, the
assumption that H contains a (probabilistic) predictor which is coherent with the data.
In (Senge et al., 2014), for example, this assumption is reflected by the definition of
plausibility in terms of normalized likelihood, which always ensures the existence of at
least one fully plausible hypothesis—indeed, (35) is a measure of relative, not absolute
plausibility. On the one side, it is true that model induction, like statistical inference in
general, is not possible without underlying assumptions, and that conclusions drawn from
data are always conditional to these assumptions. On the other side, misspecification of
the model class is a common problem in practice, and should therefore not be ignored.
In principle, conflict and inconsistency can be seen as another source of uncertainty, in
addition to randomness and a lack of knowledge. Therefore, it would be useful to reflect
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this source of uncertainty as well (for example in the form of non-normalized plausibility
functions piH, in which the gap 1−suph piH(h) serves as a measure of inconsistency between
H and the data D, and hence as a measure of model uncertainty).
Related to this is the “closed world” assumption (Deng, 2014), which is often violated
in contemporary machine learning applications. Modeling uncertainty and allowing the
learner to express ignorance is obviously important in scenarios where new classes may
emerge in the course of time, which implies a change of the underlying data-generating
process, or the learner might be confronted with out-of-distribution queries. Some first
proposals for dealing with this case can already be found in the literature (DeVries and
Taylor, 2018; Lee et al., 2018b; Malinin and Gales, 2018; Sensoy et al., 2018).
Finally, there are many ways in which other machine learning methodology may benefit
from a proper quantification of uncertainty, and in which corresponding measures could
be used for “uncertainty-informed” decisions. For example, Nguyen et al. (2019) take
advantage of the distinction between epistemic and aleatoric uncertainty in active learning,
arguing that the former is more relevant as a selection criterion for uncertainty sampling
than the latter. Likewise, as already said, a suitable quantification of uncertainty can be
very useful in set-valued prediction, where the learner is allowed to predict a subset of
outcomes (and hence to partially abstain) in cases of uncertainty.
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A Background on uncertainty modeling
The notion of uncertainty has been studied in various branches of science and scientific
disciplines. For a long time, it plays a major role in fields like economics, psychology,
and the social sciences, typically in the appearance of applied statistics. Likewise, its
importance for artificial intelligence has been recognized very early on18, at the latest
with the emergence of expert systems, which came along with the need for handling
inconsistency, incompleteness, imprecision, and vagueness in knowledge representation
(Kruse et al., 1991). More recently, the phenomenon of uncertainty has also attracted
a lot of attention in engineering, where it is studied under the notion of “uncertainty
quantification” (Owhadi et al., 2012); interestingly, a distinction between aleatoric and
epistemic uncertainty, very much in line with our machine learning perspective, is also
18The “Annual Conference on Uncertainty in Artificial Intelligence” (UAI) was launched in the mid
1980s.
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Figure 14: Various uncertainty calculi and common frameworks for uncertainty represen-
tation (Destercke et al., 2008). Most of these formalisms are generalizations of standard
probability theory (an arrow denotes an “is more general than” relationship).
made there.
The contemporary literature on uncertainty is rather broad (cf. Fig. 14). In the following,
we give a brief overview, specifically focusing on the distinction between set-based and
distributional (probabilistic) representations. Against the background of our discussion
about aleatoric and epistemic uncertainty, this distinction is arguably important. Roughly
speaking, while aleatoric uncertainty is appropriately modeled in terms of probability
distributions, one may argue that a set-based approach is more suitable for modeling
ignorance and a lack of knowledge, and hence more apt at capturing epistemic uncertainty.
A.1 Sets versus distributions
A generic way for describing situations of uncertainty is to proceed from an underlying
reference set Ω, sometimes called the frame of discernment (Shafer, 1976). This set consists
of all hypotheses, or pieces of precise information, that ought to be distinguished in the
current context. Thus, the elements ω ∈ Ω are exhaustive and mutually exclusive, and
one of them, ω∗, corresponds to the truth. For example, Ω = {H,T} in the case of
coin tossing, Ω = {win, loss, tie} in predicting the outcome of a football match, or Ω =
R × R+ in the estimation of the parameters (expected value and standard deviation) of
a normal distribution from data. For ease of exposition and to avoid measure-theoretic
complications, we will subsequently assume that Ω is a discrete (finite or countable) set.
As an aside, we note that the assumption of exhaustiveness of Ω could be relaxed. In
a classification problem in machine learning, for example, not all possible classes might
be known beforehand, or new classes may emerge in the course of time (Hendrycks and
Gimpel, 2017; Liang et al., 2018; DeVries and Taylor, 2018). In the literature, this is
often called the “open world assumption”, whereas an exhaustive Ω is considered as a
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“closed world” (Deng, 2014). Although this distinction may look technical at first sight, it
has important consequences with regard to the representation and processing of uncertain
information, which specifically concern the role of the empty set. While the empty set is
logically excluded as a valid piece of information under the closed world assumption, it
may suggest that the true state ω∗ is outside Ω under the open world assumption.
There are two basic ways for expressing uncertain information about ω∗, namely, in terms
of subsets and in terms of distributions. A subset C ⊆ Ω corresponds to a constraint
suggesting that ω∗ ∈ C. Thus, information or knowledge19 expressed in this way distin-
guishes between values that are (at least provisionally) considered possible and those that
are definitely excluded. As suggested by common examples such as specifying incomplete
information about a numerical quantity in terms of an interval C = [l, u], a set-based
representation is appropriate for capturing uncertainty in the sense of imprecision.
Going beyond this rough dichotomy, a distribution assigns a weight p(ω) to each element
ω, which can generally be understood as a degree of belief. At first sight, this appears
to be a proper generalization of the set-based approach. Indeed, without any constraints
on the weights, each subset C can be characterized in terms of its indicator function IC
on Ω (which is a specific distribution assigning a weight of 1 to each ω ∈ C and 0 to all
ω 6∈ Ω). However, for the specifically important case of probability distributions, this view
is actually not valid.
First, probability distributions need to obey a normalization constraint. In particular,
a probability distribution requires the weights to be nonnegative and integrate to 1. A
corresponding probability measure on Ω is a set-function P : 2Ω −→ [0, 1] such that
P (∅) = 0, P (Ω) = 1, and
P (A ∪B) = P (A) + P (B) (43)
for all disjoint sets (events) A,B ⊆ Ω. With p(ω) = P ({ω}) for all ω ∈ Ω it follows that
P (A) =
∑
ω∈A p(ω), and hence
∑
ω∈Ω p(ω) = 1. Since the set-based approach does not
(need to) satify this constraint, it is no longer a special case.
Second, in addition to the question of how information is represented, it is of course im-
portant to ask how the information is processed. In this regard, the probabilistic calculus
differs fundamentally from constraint-based (set-based) information processing. The char-
acteristic property of probability is its additivity (43), suggesting that the belief in the
disjunction (union) of two (disjoint) events A and B is the sum of the belief in either
of them. In contrast to this, the set-based approach is more in line with a logical in-
terpretation and calculus. Interpreting a constraint C as a logical proposition (ω ∈ C),
an event A ⊆ Ω is possible as soon as A ∩ C 6= ∅ and impossible otherwise. Thus, the
information (ω ∈ C) can be associated with a set-function Π : 2Ω −→ {0, 1} such that
Π(A) = JA ∩ C 6= ∅K. Obviously, this set-function satisfies Π(∅) = 0, Π(Ω) = 1, and
Π(A ∪B) = max (Π(A),Π(B)) (44)
19We do not distinguish between the notions of information and knowledge in this paper.
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Thus, Π is “maxitive” instead of additive (Shilkret, 1971; Dubois, 2006). Roughly speak-
ing, an event A is evaluated according to its (logical) consistency with a constraint C,
whereas in probability theory, an event A is evaluated in terms of its probability of oc-
currence. The latter is reflected by the probability mass assigned to A, and requires
a comparison of this mass with the mass of other events (since only one outcome ω is
possible, the elementary events compete with each other). Consequently, the calculus of
probability, including rules for combination of information, conditioning, etc., is quite dif-
ferent from the corresponding calculus of constraint-based information processing (Dubois,
2006).
A.2 Representation of ignorance
From the discussion so far, it is clear that a probability distribution is essentially model-
ing the phenomenon of chance rather than imprecision. One may wonder, therefore, to
what extent it is suitable for representing epistemic uncertainty in the sense of a lack of
knowledge.
In the set-based approach, there is an obvious correspondence between the degree of
uncertainty or imprecision and the cardinality of the set C: the larger |C|, the larger the
lack of knowledge20. Consequently, knowledge gets weaker by adding additional elements
to C. In probability, the total amount of belief is fixed in terms of a unit mass that
is distributed among the elements ω ∈ Ω, and increasing the weight of one element ω
requires decreasing the weight of another element ω′ by the same amount. Therefore, the
knowledge expressed by a probability measure cannot be “weakened” in a straightforward
way.
Of course, there are also measures of uncertainty for probability distributions, most notably
the (Shannon) entropy
H(p) ..= −
∑
ω∈Ω
p(ω) log p(ω) .
However, these are primarily capturing the shape of the distribution, namely its “peaked-
ness” or non-uniformity (Dubois and Hu¨llermeier, 2007), and hence inform about the
predictability of the outcome of a random experiment. Seen from this point of view, they
are more akin to aleatoric uncertainty, whereas the set-based approach is arguably better
suited for capturing epistemic uncertainty.
For these reasons, it has been argued that probability distributions are less suitable for rep-
resenting ignorance in the sense of a lack of knowledge (Dubois et al., 1996). For example,
the case of complete ignorance is typically modeled in terms of the uniform distribution
p ≡ 1/|Ω| in probability theory; this is justified by the “principle of indifference” invoked
by Laplace, or by referring to the principle of maximum entropy21. Then, however, it is
not possible to distinguish between (i) precise (probabilistic) knowledge about a random
20In information theory, a common uncertainty measure is log(|C|).
21Obviously, there is a technical problem in defining the uniform distribution in the case where Ω is not
finite.
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event, such as tossing a fair coin, and (ii) a complete lack of knowledge, for example due to
an incomplete description of the experiment. This was already pointed out by the famous
Ronald Fisher, who noted that “not knowing the chance of mutually exclusive events and
knowing the chance to be equal are two quite different states of knowledge”.
Another problem in this regard is caused by the measure-theoretic grounding of probability
and its additive nature. For example, the uniform distribution is not invariant under
reparametrization (a uniform distribution on a parameter ω does not translate into a
uniform distribution on 1/ω, although ignorance about ω implies ignorance about 1/ω).
For example, expressing ignorance about the length x of a cube in terms of a uniform
distribution on an interval [l, u] does not yield a uniform distribution of x3 on [l3, u3],
thereby suggesting some degree of informedness about its volume. Problems of this kind
render the use of a uniform prior distribution, often interpreted as representing epistemic
uncertainty in Bayesian inference, at least debatable22.
A.3 Sets of distributions
Given the complementary nature of sets and distributions, and the observation that both
have advantages and disadvantages, one may wonder whether the two could not be com-
bined in a meaningful way. Indeed, the argument that a single (probability) distribution
is not enough for representing uncertain knowledge is quite prominent in the literature,
and many generalized theories of uncertainty can be considered as a combination of that
kind (Dubois and Prade, 1988; Walley, 1991; Shafer, 1976; Smets and Kennes, 1994).
Since we are specifically interested in aleatoric and epistemic uncertainty, and since these
two types of uncertainty are reasonably captured in terms of sets and probability dis-
tributions, respectively, a natural idea is to consider sets of probability distributions. In
the literature on imprecise probability, these are also called credal sets (Cozman, 2000;
Zaffalon, 2002b). An illustration is given in Fig. 15, where probability distributions on
Ω = {a, b, c} are represented as points in a Barycentric coordinate systems. A credal set
then corresponds to a subset of such points, suggesting a lack of knowledge about the true
distribution but restricting it in terms of a set of possible candidates.
Credal sets are typically assumed to be convex subsets of the class P of all probability
distributions on Ω. Such sets can be specified in different ways, for example in terms of
upper and lower bounds on the probabilities P (A) of events A ⊆ Ω. A specifically simple
approach (albeit of limited expressivity) is the use of so-called possibility distributions
and related possibility measures (Dubois and Prade, 1988). A possibility distribution is a
mapping pi : Ω −→ [0, 1], and the associated measure is given by
Π : 2Ω −→ [0, 1], A 7→ sup
ω∈A
pi(ω) . (45)
A measure of that kind can be interpreted as an upper bound, and thus defines a set P of
22This problem is inherited by hierarchical Bayesian modeling. See work on “non-informative” priors,
however (Jeffreys, 1946; Bernardo, 1979).
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Figure 15: Probability distributions on Ω = {a, b, c} as points in a Barycentric coordi-
nate system: Precise knowledge (left) versus incomplete knowledge (middle) and complete
ignorance (right) about the true distribution.
dominated probability distributions:
P ..= {P ∈ P |P (A) ≤ Π(A) for all A ⊆ Ω} (46)
Formally, a possibility measure on Ω satisfies Π(∅) = 0, Π(Ω) = 1, and Π(A ∪ B) =
max(Π(A),Π(B)) for all A,B ⊆ Ω. Thus, it generalizes the maxitivity (44) of sets in
the sense that Π is not (necessarily) an indicator function, i.e., Π(A) is in [0, 1] and not
restricted to {0, 1}. A related necessity measure is defined as N(A) = 1 − Π(A¯), where
A¯ = Ω \A. Thus, an event A is plausible insofar as the complement of A is not necessary.
Or, stated differently, an event A necessarily occurs if the complement of A is not possible.
In a sense, possibility theory combines aspects of both set-based and distributional ap-
proaches. In fact, a possibility distribution can be seen as both a generalized set (in which
elements can have graded degrees of membership) and a non-additive measure. Just like a
probability, it allows for expressing graded degrees of belief (instead of merely distinguish-
ing possible from impossible events), but its calculus is maxitive instead of additive23.
The dual pair of measures (N,Π) allows for expressing ignorance in a proper way, mainly
because A can be declared plausible without declaring A¯ implausible. In particular,
Π(A) ≡ 1 on 2Ω \ ∅ models complete ignorance: Everything is fully plausible, and hence
nothing is necessary (N(A) = 1 − Π(A¯) = 0 for all A). A probability measure, on the
other hand, is self-dual in the sense that P (A) = 1− P (A¯). Thus, a probability measure
is playing both roles simultaneously, namely the role of the possibility and the role of the
necessity measure. Therefore, it is more constrained than a representation (N,Π). In a
sense, probability and possibility distributions can be seen as two extremes on the scale
of uncertainty representations24.
23For this reason, possibility measures can also be defined on non-numerical, purely ordinal structures.
24Strictly speaking, possibilities are not more expressive than probabilities, since possibility distributions
cannot model degenerate probability distributions: Π 6= N unless Π({ω∗}) = 1 for some ω∗ ∈ Ω and
Π({ω}) = 0 otherwise.
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Figure 16: Possibility distribution as a contour function of a basic belief assignment m
(values assigned to focal sets on the right). In this example, pi(ω5) = 1, because ω5 is
contained in all focal sets, whereas pi(ω3) = 0.6.
A.4 Distributions of sets
Sets and distributions can also be combined the other way around, namely in terms of
distributions of sets. Formalisms based on this idea include the calculus of random sets
(Matheron, 1975; Nguyen, 1978) as well as the Dempster-Shafer theory of evidence (Shafer,
1976).
In evidence theory, uncertain information is again expressed in terms of a dual pair of
measures on Ω, a measure of plausibility and a measure of belief. Both can be derived
from an underlying mass function or basic belief assignment m : 2Ω −→ [0, 1], for which
m(∅) = 0 and ∑B⊆Ωm(B) = 1. Obviously, m defines a probability distribution on the
subsets of Ω. Thus, instead of a single set or constraint C, like in the set-based approach,
we are now dealing with a set of such constraints, each one being assigned a weight m(C).
Each C ⊆ Ω such that m(C) > 0 is called a focal element and represents a single piece of
evidence (in favor of ω∗ ∈ C). Assigning masses to subsets C instead of single elements ω
allows for combining randomness and imprecision.
A plausibility and belief function are derived from a mass function m as follows:
Pl(A) ..=
∑
B∩A 6=∅
m(B) , Bel(A) ..=
∑
B⊆A
m(B) .
Plausibility (or belief) functions indeed generalize both probability and possibility distri-
butions. A probability distribution is obtained in the case where all focal elements are
singleton sets. A possibility measure is obtained as a special case of a plausibility measure
(and, correspondingly, a necessity measure as a special case of a belief measure) for a
mass function the focal sets of which are nested, i.e., such that C1 ⊂ C2 ⊂ · · · ⊂ Cr. The
corresponding possibility distribution is the contour function of the plausibility measure:
pi(ω) = Pl({ω}) ..= ∑C:ω∈C m(C) for all ω ∈ Ω. Thus, pi(ω) can be interpreted as the
probability that ω is contained in a subset C that is randomly chosen according to the
distribution m (see Fig. 16 for an illustration).
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Note that we have obtained a possibility distribution in two ways and for two different
interpretations, representing a set of distributions as well as a distribution of sets. One
concrete way to define a possibility distribution pi in a data-driven way, which is specifically
interesting in the context of statistical inference, is in terms of the normalized or relative
likelihood. Consider the case where ω∗ is the parameter of a probability distribution, and
we are interested in estimating this parameter based on observed data D; in other words,
we are interested in identifying the distribution within the family {Pω |ω ∈ Ω} from which
the data was generated. The likelihood function is then given by L(ω;D) ..= Pω(D), and
the normalized likelihood as
Ln(ω;D) ..= L(ω;D)
supω′∈Ω L(ω;D)
.
This function can be taken as the contour function of a (consonant) plausibility function
pi, i.e., pi(ω) = Ln(ω;D) for all ω ∈ Ω; the focal sets then simply correspond to the confi-
dence intervals that can be extracted from the likelihood function, which are of the form
Cα = {ω |Ln(ω;D) ≥ α}. This is an interesting illustration of the idea of a distribution of
sets: A confidence interval can be seen as a constraint, suggesting that the true parameter
is located inside that interval. However, a single (deterministic) constraint is not mean-
ingful, since there is a tradeoff between the correctness and the precision of the constraint.
Working with a set of constraints—or, say, a flexible constraint—is a viable alternative.
The normalized likelihood was originally introduced by Shafer (1976), and has been jus-
tified axiomatically in the context of statistical inference by Wasserman (1990). Further
arguments in favor of using the relative likelihood as the contour function of a (consonant)
plausibility function are provided by Denoeux (2014), who shows that it can be derived
from three basic principles: the likelihood principle, compatibility with Bayes’ rule, and
the so-called minimal commitment principle. See also (Dubois et al., 1997) and (Cattaneo,
2005) for a discussion of the normalized likelihood in the context of possibility theory.
B Max-min versus sum-product aggregation
Recall the definition of plausibility degrees pi(y |xq) as introduced in Section 4.7. The
computation of pi(+1 |xq) according to (36) is illustrated in Fig. 17, where the hypothesis
space H is shown schematically as one of the axes. In comparison to Bayesian inference
(14), two important differences are notable:
• First, evidence of hypotheses is represented in terms of normalized likelihood piH(h)
instead of posterior probabilities p(h | D), and support for a class y in terms of
pi(y |h,xq) instead of probabilities h(xq) = p(y |xq).
• Second, the “sum-product aggregation” in Bayesian inference is replaced by a “max-
min aggregation”.
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Figure 17: The plausibility pi(+1 |xq) of the positive class is given by the maximum
(dashed line) over the pointwise minima of the plausibility of hypotheses h (blue line) and
the corresponding plausibility of the positive class given h (green line).
More formally, the meaning of sum-product aggregation is that (14) corresponds to the
computation of the standard (Lebesque) integral of the class probability p(y |xq) with
respect to the (posterior) probability distribution p(h | D). Here, instead, the definition
of pi(y |xq) corresponds to the Sugeno integral (Sugeno, 1974) of the support pi(y |h,xq)
with respect to the possibility measure ΠH induced by the distribution (35) on H:
pi(y |xq) = S
∫
H
pi(y |h,xq) ◦ΠH (47)
In general, given a measurable space (X,A) and anA-measurable function f : X −→ [0, 1],
the Sugeno integral of f with respect to a monotone measure g (i.e., a measure on A such
that g(∅) = 0, g(X) = 1, and g(A) ≤ g(B) for A ⊆ B) is defined as
S
∫
X
f(x) ◦ g ..= sup
A∈A
[
min
(
min
x∈A
f(x), g(A)
)]
= sup
α∈[0,1]
[
min
(
α, g(Fα)
)]
, (48)
where Fα ..= {x | f(x) ≥ α}.
In comparison to sum-product aggregation, max-min aggregation avoids the loss of infor-
mation due to averaging and is more in line with the “existential” aggregation in version
space learning. In fact, it can be seen as a graded generalization of (12). Note that max-
min inference requires the two measures piH(h) and pi(+1 |h,xq) to be commensurable.
This is why the normalization of the likelihood according to (35) is important.
Compared to MAP inference (15), max-min inference takes more information into account.
Indeed, MAP inference only looks at the probability of hypotheses but ignores the proba-
bilities assigned to the classes. In contrast, a class can be considered plausible according to
(36) even if not being strongly supported by the most likely hypothesis hml—this merely
requires sufficient support by another hypothesis h, which is not much less likely than hml.
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