We study the convergence of the false discovery proportion (FDP) of the Benjamini-Hochberg procedure in the Gaussian equi-correlated model, when the correlation ρ m converges to zero as the hypothesis number m grows to infinity. By contrast with the standard convergence rate m 1/2 holding under independence, this study shows that the FDP converges to the false discovery rate (FDR) at rate {min(m, 1/ρ m )} 1/2 in this equi-correlated model.
Introduction
When testing simultaneously a large number m of null hypotheses, a popular global type I error, that can be traced back to Seeger (1968) , is the false discovery proportion (FDP), defined as the ratio of the number of erroneous rejections to the number of rejections. The average of this random variable, called the false discovery rate (FDR, introduced by Benjamini and Hochberg (1995) ), has been studied by a considerable number of works, see for instance Sarkar (2008) and Blanchard and Roquain (2009) for a review. However, studying the FDR is not sufficient to catch the full behavior of the FDP, for instance a FDR control does not prevent the FDP from having large variations. Therefore, some other studies aim to directly control the upper-quantile of the FDP distribution, see e.g. Genovese and Wasserman (2006) ; Lehmann and Romano (2005) , or to directly compute the distribution of the FDP, either non-asymptotically Chi and Tan (2008) ; Roquain and Villers (2010) , or asymptotically Genovese and Wasserman (2004) . Recently, Neuvial (2008 Neuvial ( , 2009 ) computed the asymptotic distribution of the FDP actually achieved by the BenjaminiHochberg (BH) procedure (and some other adaptive procedures) under independence of the pvalues. It is proved that the FDP converges to the FDR at the parametric rate √ m. Furthermore, Farcomeni (2007) showed that this convergence is unchanged under a specific short-range dependency between the p-values.
In this paper, we are interested in studying the convergence of the FDP of the BH procedure in the model where the test statistics have exchangeable Gaussian errors, with equi-correlation ρ (allowing for instance long-range dependencies). This model has become quite standard in multiple testing (see e.g. Benjamini et al. (2006); Finner et al. (2007) ), as it is a very simple instance of dependent p-value model. From an intuitive point of view, the test statistics can be seen as independent test statistics plus a disturbance variable whose importance depends on the value of ρ. When ρ ∈ (0, 1) is fixed with m (and in the "ideal" setting where the p-values under the alternative are all equal to zero), Finner et al. (2007) proved that the FDP of the BH procedure converges to a non-deterministic random variable that still depends on the disturbance variable. When ρ m → 0, we show here that this disturbance variable has no effect on the limit of the FDP anymore, which equals π 0 α (where π 0 is the proportion of true nulls), but can still have an effect on the asymptotic variance of the FDP or even on the convergence rate. More precisely, when ρ m → 0 our main result states that
holds for a given V > 0; in comparison with the independent case, we may distinguish the two following cases, recovering all the possible convergence regimes of ρ m to zero:
• when lim m mρ m = θ ∈ [−1, +∞), the limit of the FDP and the convergence rate are the same as in the independent case. The asymptotic variance V is larger if θ > 0, smaller if θ < 0 and is the same whenever θ = 0 (i.e. mρ m → 0).
• when lim m mρ m = +∞ and lim m ρ m = 0 the convergence rate is ρ
On the one hand, this shows that the FDP of the BH procedure is still well concentrated around π 0 α under weak equi-correlation such that ρ m = O(1/m). On the other hand, this puts forward that the concentration of the FDP of the BH procedure around the FDR may be arbitrarily slow when ρ m → 0, which is a striking result that has not been reported before to the best of our knowledge. Therefore, our recommendation is that the BH procedure can be used under Gaussian equi-correlation when ρ m = O(1/m) (including the case of a negative equi-correlation) but should be used carefully as soon as mρ m → ∞, as the actual convergence rate of the FDP to the FDR might be much slower. The paper is organized as follows: Section 2 presents the model, the notation and the main result. The latter is proved in Section 3, including a generalization to any "regular" thresholding procedure, recovering the so-called π 0 -adaptive procedures studied in Neuvial (2008) . Finally, some further points in connexion with our methodology are discussed in Section 4.
Setting and main result
We observe 
We consider the problem of the one-sided testing of the null "τ i = 0" against the alternative "τ i = µ", simultaneously for any 1 ≤ i ≤ m. To test each null, we define the p-value p i = Φ(X i ), where Φ(z) = P(Z ≥ z) is the standard Gaussian upper-tail function. The c.d.f. of each p-value is denoted by G 0 (t) = t under the null and by G 1 (t) = Φ(Φ −1 (t) − µ) under the alternative. The number of true nulls is denoted by m 0 (m) = |{i | τ i = 0}| and is assumed to be of the form ⌊mπ 0 ⌋ for a given proportion of true null π 0 ∈ (0, 1) independent of m. The "mixture" c.
d.f. of the p-values is denoted by G(t)
Given a pre-specified level α ∈ (0, 1), the procedure of Benjamini and Hochberg (1995) can be defined as the procedure rejecting the nulls corresponding to
Next, the false discovery proportion at a given threshold t ∈ [0, 1] is defined as the proportion of true nulls among the hypotheses having a p-value smaller than or equal to t:
where | · | denotes the cardinality function. We now state our main result.
Theorem 2.1. There is a unique point t ⋆ ∈ (0, 1) such that G(t ⋆ ) = t ⋆ /α and we have
(ii) if lim m mρ m = +∞ and lim m ρ m = 0, then
3. Proof of Theorem 2.1
A more general result
In what follows, we denote the space of functions from [0, 1] to R which are right-continuous and with left-hand limits (Skorokhod's space) by D(0, 1) and the space of continuous functions from [0, 1] to R by C(0, 1). The method for proving our result relies on the methodology let down by Neuvial (2008) which consider the case of a general threshold function T : D(0, 1) → [0, 1] which is Hadamard differentiable at G, tangentially to C(0, 1) (see van der Vaart (1998) for a formal definition). The proof of Theorem 2.1 is presented here as a consequence of a more general theorem, true for any such threshold. The derivative of the threshold T at G, which is a continuous linear form on C(0, 1), is denoted byṪ G . According to the Riesz representation theorem, the continuous linear formṪ G can be written asṪ
Then the following holds:
(ii) if lim m mρ m = +∞ and lim m ρ m = 0, 
where X = ζ 0 (W 0 ) + ζ 1 (W 1 ) and ζ 0 , ζ 1 are defined as in Theorem 3.1.
A convergence of the type (5) in the particular Gaussian equi-correlated model is stated in Lemma 3.3. Using Proposition 3.2, this proves that (6) holds both in the cases (i) and (ii) with a m = √ m and a m = ρ −1/2 m , which respectively leads to (3) and (4) (the variance computations are straightforward). 
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Z 1 + (Z − √ 1 + θU)Φ • (Φ −1 − µ) ;(7)
