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Abstract
We are living in the Internet Age, in which information entities and objects are interconnected,
thereby forming gigantic information networks. These networks are not only massive, but also grow
and evolve very quickly. It is critical to quickly process and understand these networks in order
to enable data-driven applications. On the other hand, the labels of the nodes in big networks
are scarce. It is urgent to optimize the process by which the labels are collected, because it is
unrealistic to get labels of every node. The objective of my research is to develop algorithms for
big network analytics, which are both statistically and computationally ecient, and with provable
guarantee on their performance. In particular, I present active learning, online learning, selective
sampling (online active learning), and online learning with bandit feedback algorithms for learning
in a network.
In the rst part of this thesis, I propose a nonadaptive active learning approach on a graph, based
on generalization error bound minimization. In particular, I present a data-dependent error bound
for a graph-based learning method, namely learning with local and global consistency (LLGC).
I show that the empirical transductive Rademacher complexity of the function class for LLGC
provides a natural criterion for active learning. The resulting active learning approach is to select a
subset of nodes on a graph such that the empirical transductive Rademacher complexity of LLGC
is minimized. I propose a simple yet eective sequential optimization algorithm to solve it.
In the second part of this thesis, I rst present an online learning algorithm on a graph for
binary node classication. It is an online version of the well-known Learning with Local and Global
Consistency method (OLLGC). It is essentially a second-order online learning algorithm, and can
be seen as an online ridge regression in the Hilbert space of functions dened on a graph. I prove its
regret bound in terms of the structural property (cut size) of a graph. Based on OLLGC, I present
a selective sampling algorithm, namely Selective Sampling with Local and Global Consistency
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(SSLGC), which adaptively queries the label of each node based on the condence of the linear
function on a graph. Its regret bound as well as its label complexity are also derived. I also analyze
the low-rank approximation of graph kernels, which enables the online algorithms scale to large
graphs.
In the third part of this thesis, I rst extend the online binary classication algorithm to multi-
class regime, based on spectral learning technique. The resulting algorithm is called online spectral
learning on a graph (OSLG). Then I study online learning on a graph with bandit feedback,
where after the learner makes a prediction of the node label, the oracle will return a single bit
indicating whether the prediction is correct or not. I propose an algorithm namely online spectral
learning on a graph with bandit feedback (OSLG Bandit), which uses upper-condence bound
of the nonparametric classier on a graph to trade o the exploration and exploitation of label
information. I derive regret bounds for both algorithms, which clearly characterize the diculty of
online learning on a graph for multi-class node classication, both in the full information setting
and in the partial information setting.
All in all, my eorts in this thesis have provided important ndings in these areas, and have
yielded new algorithms and theory.
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Chapter 1
Introduction
We are living in the Internet Age, in which information entities and objects are interconnected,
thereby forming gigantic information networks. Examples of real-world information networks in-
clude social networks, bibliographic networks, gene regulation and protein interaction networks,
knowledge graph, and of course the World Wide Web. These networks are not only massive, but
also grow and evolve very quickly. Furthermore, the densities and other characteristics of networks
may vary in local subnetworks or in dierent components. It is critical to quickly process and
understand these networks in order to enable data-driven applications. I have been working on
developing algorithms for big network analytics, which are both statistically and computationally
ecient, and with provable guarantee on their performance.
In this thesis, I present several studies that I have done along the line of big network analytics.
My research aims to solve the pressing challenges regularly faced by practitioners of information
network analysis. Since in the literature, the terms \graph" and \network" are often used inter-
changeably, I will use \graph" and \network" interchangeably as well through this thesis. I will
also use \on a graph" and \in a network" interchangeably.
1. Active Learning in a Network: The labels of the nodes or edges in big networks are scarce. It
is urgent to optimize the process by which the labels are collected, because it is unrealistic to get
labels of every node and/or edge. Introducing active learning into networked data is a promising
way to reduce label cost and allows the training algorithm to produce an accurate predictor.
2. Online Learning in a Network: In order to tackle the growth and evolution of modern networks,
it requires learning algorithms which are able to work on the y and adaptive to the variation of
the networks. Furthermore, since modern networks are typically very big, online algorithms are
especially appealing because they process the big networks in a sequential way and therefore can
be scaled up to massive networks.
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My eorts have provided important ndings in these areas, and have yielded new algorithms
and theory. The next sections detail these contributions as well as future directions.
1.1 Active Learning in a Network
Whenever label information is scarce, it is natural to consider optimizing the process by which
it is collected. We consider active learning [61], which is able to minimize the number of labeled
data by actively selecting data objects to query the oracle for labels. Link information is crucial
for active learning in a network. According to homophily of networks, if there is a link between
two nodes, then it is likely that they have the same (or similar) label. Based on this observation,
if one of these two nodes is selected for labeling, then the other node does not need to be labeled
anymore because its label can be inferred from the other labeled node. For example, once we know
a conference is a data mining conference, then it is almost sure that the papers published in this
conference are data mining papers. Furthermore, with high probability, the authors who publish
papers in this conference are also data mining researchers, even though some of them may not
be data mining researchers exclusively. This also implies that labeling a conference is often more
eective than labeling an author, while labeling an author is often more eective than labeling
a paper. This example highlights the importance of linkage information for active learning in a
network intuitively.
Due to the close interaction between the learner and the oracle, active learning can be ad-
vantageous to achieve better learning performance. Nevertheless, in many real-world applications,
such an interaction may not be feasible. For example, when one turns to Amazon Mechanical
Turk to label data, the interaction between the learner and the labeling workers is very limited.
Therefore, standard active learning is not very practical in this case. we investigate a problem as
follows: given a xed label budget, how to select a subset of nodes to label such that the learning
performance is optimized. We refer to this problem as non-adaptive active learning. In recent
years, several non-adaptive active learning methods on a graph have been proposed, motivated by
dierent criteria of \informative" data. For example, [37] derived a deterministic error bound for
Minimum Cut-based semi-supervised learning approach [7], which shows that the prediction error
is small if the graph cut size is large. This suggests a label selection method to choose the labeled
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nodes to maximize the graph cut size. Therefore, they proposed a heuristic algorithm to maximize
the graph cut for active learning. [36] generalized the error bound in [37] by replacing the graph
cut with an arbitrary symmetric submodular function, and also proposed an improved algorithm to
maximize the graph cut using submodular function maximization technique. [37] proposed a prob-
abilistic error bound that motivates an active learning method, which rst clusters the graph and
then randomly chooses a node in each cluster. [44] proposed to select the most informative nodes
by minimizing the prediction variance of Gaussian Filed and Harmonic Function (GFHF) [69].
The active learning methods on a graph mentioned above are motivated by dierent classication
methods on a graph. Surprisingly, none of these active learning methods on a graph are motivated
by a widely used classier, namely Learning with Local and Global Consistency (LLGC) [67]. To
the best of our knowledge, LLGC is comparable to or even better thanMinimum Cut (MinCut) [7]
and GFHF [69]. This motivates us to study non-adaptive active learning on a graph using LLGC.
In particular, I present a data-dependent error bound for LLGC. I show that the empirical trans-
ductive Rademacher complexity of the function class for LLGC provides a natural criterion for
active learning. The resulting active learning approach is to select a subset of nodes on a graph
such that the empirical transductive Rademacher complexity of LLGC is minimized. I propose a
simple yet eective sequential optimization algorithm to solve it. This will be described in details
in Chapter 2.
1.2 Online Learning in a Network
Real-word networks are often massive. When the size of a network becomes suciently large,
it is not possible to load the data into memory and apply batch learning algorithms. On the
other hand, networks keep growing. They usually evolve over time and their topological structures
keep changing. For example, in Google Scholar, more and more authors join in the network (the
number of nodes increases) and more and more papers are published by authors, while more and
more authors become coauthors (the number of edges increases). When new entities (nodes) and
relations (edges) emerge, combining the new data with existing data and retraining the model takes
a lot of time and is intractable for modern networks. It is desirable, however, to update the model
incrementally when there are new arriving data. This motivates me to develop online learning
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algorithms [14] for networked data.
I propose to study the online learning of a network with link information [25]: at each time
stamp, one node of the network comes, the learner predicts the label of this node and the true label
of this node is disclosed. Then the learner will update the model based on the discrepancy between
the predicted label and the true label. It is dierent from typical online algorithms for vector-based
data [14], where there is no link information between the new example and existing examples. The
link information helps predict the class label of the nodes because the linked nodes tend to have
the same (or similar) label according to the concept of homophily in a network. For example,
a paper published in KDD (Knowledge Discovery and Data mining) conference is likely a data
mining paper. It is therefore essential to take into account the link information of the networks.
It is worth noting that the setting of online learning on a graph is essentially transductive, where
the whole graph is already provided, but the learner is presented with the nodes in a sequential
manner. This is dierent from the inductive paradigm for vector-based online learning.
The most well-known existing online learning on a graph is Graph Perceptron Algorithm (GPA),
which was proposed in [41] and further analyzed in [40] [39]. It is a rst-order online learning algo-
rithm. I present an online version of the well-known Learning with Local and Global Consistency
method (OLLGC) [67]. It is essentially a second-order online learning algorithm, and can be seen
as an online ridge regression in the Hilbert space of functions dened on a graph. In general,
second-order online algorithms are better than rst-order online algorithms [43]. This is also true
in the setting of online learning on a graph. I prove its regret bound in terms of the structural
property (cut size) of a graph. I also analyze the low-rank approximation of graph kernels, which
enables the online algorithms scale to large graphs. This will be described in Chapter 3.
All the online learning algorithms over a graph mentioned before are limited to binary clas-
sication. I extend the online binary classication algorithm to online multi-class classication,
namely Online Spectral Learning on a Graph (OSLG), from the perspective of spectral learning.
This will be elaborated in Chapter 4.
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1.3 Selective Sampling in a Network
Selective sampling [21] [13] is an active variant of online learning [14] in which the learner is
allowed to adaptively query the labels of a sequence of examples. The learner's goal is to achieve
a good trade-o between error rate and the number of queried labels. Existing selective sampling
algorithms are designed for vector-based data. Motivated by the ubiquity of graph representations
in real-world applications, a natural question arises as to whether we can design selective sampling
algorithms for graphs. I will show that the answer is in the armative. By integrating the idea of
online learning and active learning, I propose to study selective sampling (online active learning)
algorithm [25] for networked data. It is obvious that by using selective sampling, we need much
less labeling eort since most data objects can be classied with high condence given the link
information. Selective sampling inherits the advantages of both online learning and active learning,
and therefore is a very promising approach for massive information network analysis. Based on
OLLGC, I present a selective sampling algorithm, namely Selective Sampling with Local and Global
Consistency (SSLGC), which adaptively queries the label of each node based on the condence of
the linear function on a graph. Its regret bound as well as its label complexity are also derived.
To the best of our knowledge, this is the rst algorithm of selective sampling on a graph. It will
be described in Chapter 3.
1.4 Online Learning with Bandit Feedback
The proposed online learning algorithms in Chapter 3 on a graph are limited to binary classication.
Moreover, they require accessing the full label information, where the label oracle needs to return
the true class label after the learner makes classication of each node. Evidently, providing partial
feedback sometimes is more ecient and reliable than providing the label. Note that in conventional
online learning, a true label is revealed and therefore it requires much higher labeling cost. In
many applications, it is more realistic to provide partial feedback rather than full information. For
example, the label oracle will return a single bit indicating whether the prediction is correct or
not, instead of the true class label. This is also known as bandit feedback. I present an online
multi-class classication algorithm with bandit feedback, namely Online Spectral Learning on a
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Graph with Bandit Feedback (OSLG Bandit). I use upper-condence bound technique to trade o
the exploration and exploitation of label information. We show that its regret bound is only a
p
T
factor worse than OSLG in the full information setting. Note that online learning in a network with
partial feedback has wide applications for recommendation system and advertisement placement
in a network. As far as we know, this is the rst algorithm of online learning with bandit feedback
on a graph. I will describe it in details in Chapter 4.
1.5 Notation
Given a weighted graph G = (V;E), where each node vi 2 V corresponds to a data point xi, and
the weight Sij of edge eij 2 E reects the anity between i-th node and the j-th node. S 2 Rnn
is called adjacency matrix of the graph. For undirected graphs, S is symmetric, while for directed
graphs, S is asymmetric. In the setting of classication, some of the nodes on the graph are labeled,
i.e., yi 2 f1g, while the remainder are unlabeled, i.e., yi = 0. And our goal is to predict the labels
of those unlabeled nodes.
Throughout this thesis, we will use lower case letters to denote scalars, lower case bold letters to
denote vectors (e.g., w), upper case letters to denote the elements of a matrix or a set, and bold-face
upper case letters to denote matrices (e.g., A). 0 is a vector of all zeros with appropriate length,
and 1 is a vector of all ones with appropriate length. I is an identity matrix with an appropriate
size. We use w> denote the transpose of a vector w, and A 1 the inverse of a matrix A. Given a
matrix L, Ly denotes its pseudo inverse. diag(1; : : : ; n) denotes a diagonal matrix with diagonal
elements equal to i's. Furthermore, k  k denotes the `2-norm of a vector, k  kF denotes the
Frobenius norm of a matrix, and kxkA denotes the matrix-induced norm kxkA =
p
x>Ax.
1.6 Organization of the Thesis
The rest of this thesis is organized as follows.
In Chapter 2, I present an active learning algorithm in a network based on generalization error
bound minimization.
In Chapter 3, I rst present an online learning algorithm on a graph for binary node classica-
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tion, namely Learning with Local and Global Consistency method (OLLGC). Based on OLLGC, I
present a selective sampling algorithm, namely Selective Sampling with Local and Global Consis-
tency (SSLGC). The regret bounds of both algorithms are analyzed.
In Chapter 4, I rst extend the online binary classication algorithm proposed in Chapter 3
to online multi-class classication, from the perspective of spectral learning. Then I study online
learning on a graph with bandit feedback. I propose an algorithm based on online spectral learning.
The regret bounds of both algorithms are derived.
In Chapter 5, I conclude this thesis and point out some future research directions.
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Chapter 2
Active Learning in a Network
2.1 Introduction
In many practical machine learning problems, the acquisition of labeled data is often expensive
and/or time consuming. This motivates Active Learning [17], which attempts to select the most
informative data points for labeling to reduce the labeling cost. Traditional active learning meth-
ods [61] [63] [38] focus on the data which are represented by vectors. However, in many real-life
applications, the data are represented by a graph, e.g., bibliographic networks. Moreover, the data
which are represented by vectors can be transformed into a graph by standard techniques widely
used in graph-based semi-supervised learning [69] [67]. Therefore, active learning on a graph is an
alternative of practical interest to traditional active learning and has received increasing attention.
Depending on whether there is an interaction between the learner and the oracle, active learning
can be roughly categorized into two families. One is adaptive active learning, such as SVM active
learning [61], and agnostic active learning [3], which is able to use previous labels to determine the
next point to label. The other family is nonadaptive active learning, which is appealing because it is
able to select a batch of data points without training a classier. For example, optimal experimental
design methods [63] [38] have been used for nonadaptive active learning. In our study, we mainly
focus on nonadaptive active learning.
In recent years, many active learning methods on a graph have been proposed, motivated by
dierent criteria of \informative" data. For example, [37] derived a deterministic error bound
for Minimum Cut-based semi-supervised learning approach [7], which shows that the prediction
error is small if the graph cut size is large. This suggests a label selection method to choose the
labeled nodes to maximize the graph cut size. Therefore, they proposed a heuristic algorithm to
maximize the graph cut for active learning. [36] generalized the error bound in [37] by replacing
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the graph cut with an arbitrary symmetric submodular function, and also proposed an improved
algorithm to maximize the graph cut using submodular function maximization technique. [37]
proposed a probabilistic error bound that motivates an active learning method, which rst clusters
the graph and then randomly chooses a node in each cluster. [44] proposed to select the most
informative nodes by minimizing the prediction variance of Gaussian Filed and Harmonic Function
(GFHF) [69]. All the active learning methods mentioned above are non-adaptive. Another line of
research [12] [6] has considered adaptive active learning, where the labels for the nodes of a graph
are queried and predicted in an iterative way.
In this chapter, we aim to develop a non-adaptive active learning method on a graph, which
theoretically guarantees a good generalization performance. To achieve this goal, it is natural to
consider the generalization error of a specic classier on a graph. In particular, we choose Learning
with Local and Global Consistency (LLGC) [67] as the classier on a graph, because it is comparable
to or even better than Minimum Cut (MinCut) [7] and GFHF [69]. We present a data-dependent
generalization error bound for LLGC using the tool of transductive Rademacher Complexity [20],
which is an extension of inductive Rademacher Complexity [4] and measures the richness of a class
of real-valued functions with respect to a probability distribution. We show that the empirical
transductive Rademacher complexity is a good surrogate for active learning on a graph. Thus we
propose to actively select the nodes by minimizing the empirical transductive Rademacher com-
plexity of LLGC on a graph. The resulting active learning method is a combinatorial optimization
problem. In order to optimize it eectively, we present a sequential optimization algorithm. It is
worth noting that our proposed active learning method tends to result in small generalization error
for LLGCa. Experiments on benchmark datasets show that the proposed method outperforms the
state-of-the-art active learning methods on a graph.
The remainder of this chapter is organized as follows. In Section 2.2, we present a generalization
error bound for LLGC. In Section 2.3, we present a criterion for active learning and its optimization
algorithm. The experiments are demonstrated in Section 2.5. Finally, we draw conclusions in
Section 2.6.
aAlthough it is designed based on LLGC, we will show that it also works very well for GFHF by experiments.
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2.2 Analysis of Learning with Local and Global Consistency
2.2.1 Review of LLGC
There exist bunches of graph-based (semi-supervised) learning methods, e.g., Minimum Cut (Min-
Cut) [7], Gaussian Field and Harmonic Function (GFHF) [69] and Learning with Local and Global
Consistency (LLGC) [67]. In this work, we focus on LLGC because it is the state-of-the-art method
and amenable to theoretical analysis.
In order to preserve the topological properties of a graph, LLGC [67] assumes that if two nodes
xi and xj are connected in the graph, then the labels of these two nodes tend to be similar to each
other. The is also known as homophily assumption in a network. Given a symmetric adjacency
matrix W 2 Rnn of the graph, and let f(xi) be the label of node xi produced by a classier f ,
the above assumption can be mathematically formulated as:
1
2
nX
i;j=1
(fi   fj)2Wij = f>Lf ; (2.1)
where fi is a shorthand for f(xi), f = [f1; : : : ; fn]
>, D is a diagonal matrix, called degree matrix,
with Dii =
Pn
j=1Wij , L = D W is the combinatorial graph Laplacian [16], and I is an identity
matrix of appropriate size. (2.1) is called Graph Regularization. Intuitively, the objective function
incurs a heavy penalty if neighboring points xi and xj are mapped far apart.
In the setting of binary classication, LLGC pursues a function f by minimizing the following
criterion
min
f
1
2
kf   yk22 +

2
f>Lf ;
where  > 0 is a regularization parameter, which controls the balance between the loss and label
smoothness. y is the label vector with y = [y1; y2; : : : ; yn]
>.
2.2.2 Generalization Error Bound for LLGC
In this subsection, we derive a generalization error bound for LLGC using the tool of transductive
Rademacher complexity for general function classes [20].
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Denition 2.1. [20] For a xed sample set S = fx1; : : : ;xng generated by a distribution DX on a
set X and a real-valued function class F with domain X , the empirical transductive Rademacher
complexity of F is the random variable
R^l+u(F) =

1
l
+
1
u

E
"
sup
f2F
l+uX
i=1
if(xi)
#
;
where l + u = n, and  = (1; : : : ; n)
T are independent random variables such that
i =
8>>>><>>>>:
1 w.p. p
 1 w.p. p
0 w.p. 1  2p;
where 0  p  12 . The transductive Rademacher complexity is
Rl+u(F) = Ex
h
R^l+u(F)
i
:
Note that for the case p = 12 and l = u, the transductive Rademacher complexity coincides
with the standard inductive denition [4] up to a normalization factor 1l +
1
u . We set p =
lu
n2
in the
following derivation.
Intuitively speaking, transductive Rademacher complexity measures the richness of a class of
real-valued functions with respect to a probability distribution.
Theorem 2.1. [20] Fix  2 (0; 1), and let F be a class of functions mapping from X Y to [0; 1].
Let c0 =
q
32 ln(4e)
3 and Q =
1
l +
1
u . For any xed sample set f(xi; yi)gni=1, with probability 1   
over random draws of a subsample of size l, every f 2 F satises
err(f)  ^err(f) + R^l+u(F) + c0Q
p
min(l; u) +
p
2Q ln(1=);
where err(f) is the expected error on the unlabeled data, and ^err(f) is the empirical error on the
labeled data.
The above error bound is quite general and applicable to various transductive learning algo-
rithms if an empirical transductive Rademacher complexity R^l+u(F) of the function class F can be
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found eciently. It also implies that in order to prove the generalization error bound for LLGC,
it is sucient to give an estimation of the empirical transductive Rademacher complexity for the
following function class.
Denition 2.2. The function class of LLGC is Fl = ff = (L+ I) 1y; jjyjj2 
p
lg.
Note that there are l labeled data with yi 2 f1g, therefore, jjyjj2 
p
l.
In the following, we present two theorems, which serve as the theoretical foundation of our
proposed method in this chapter.
Theorem 2.2. The empirical transductive Rademacher complexity of the function class Fl is upper
bounded as
R^l+u(Fl) 
r
2
u
tr ((L+ I) 2);
where I is an identity matrix.
Proof. The empirical Rademacher complexity of the function class Fl is computed as
R^l+u(Fl)
=

1
l
+
1
u

E
"
sup
f :jjyjj2
p
l
y>(L+ I) 1
#


1
l
+
1
u

E
"
sup
f :jjyjj2
p
l
jjyjj2jj(L+ I) 1jj2
#


1
l
+
1
u
p
lE
24vuut nX
i;j=1
ij ((L+ I) 2)ij
35


1
l
+
1
u
p
l
r
2lu
n2
tr ((L+ I) 2)
=
r
2
u
tr ((L+ I) 2);
where the rst inequality holds due to the Cauchy-Schwarz's inequality and the third inequality
holds due to the Jensen's inequality.
Using Theorem 2.1 and Theorem 2.2, we obtain the following generalization error bound for
LLGC.
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Theorem 2.3. Fix  2 (0; 1), and let F be a class of functions mapping from X Y to [0; 1]. Let
c0 =
q
32 ln(4e)
3 and Q =
1
l +
1
u . For any xed sample set f(xi; yi)gni=1, with probability 1    over
random draws of a subsample of size l, every f 2 F satises
err(f)  ^err(f) +
r
2
u
tr ((L+ I) 2) + c0Q
p
min(l; u) +
p
2Q ln(1=):
2.3 Active Learning via Error Bound Minimization
The generic problem of non-adaptive active learning on a graph is as follows. Given a weighted
graph G = (V;E), V is the pool of candidate nodes, our goal is to nd a subset L  V , which
contains the most informative l nodes, namely active set or labeled set. Let U = V n L be
the unlabeled set. Given a graph Laplacian matrix L associated with the graph, LLL denotes
the principal submatrix corresponding to the labeled set L, LUU denotes the principal submatrix
corresponding to the unlabeled set U , and LLU denotes the submatrix which interrelates the labeled
set L with unlabeled set U .
2.3.1 Objective Function
From Theorem 2.3, we can see that the expected error on the unlabeled data is upper bounded
by the empirical error on the labeled data plus the empirical transductive Rademacher complexity
R^l+u(Fl) and the condence term c0Q
p
min(l; u)+
p
2Q ln(1=). It is easy to check that, the larger
the number of labeled samples (l) is, the tighter the bound will be. In other words, the expected
error on the unlabeled data will be approximated by the empirical error more accurately. Ideally
we should minimize the expected error on the unlabeled data by jointly minimizing the empirical
error on the labeled data and R^l+u(Fl). However, in the setting of non-adaptive active learning
on a graph, we do not know the label of a given node until we select this node. That means we
cannot estimate ^err(f) before we label the nodes and train a classier. Hence the only term we can
control is the empirical transductive Rademacher complexity. In other words, minimizing R^l+u(Fl)
is a surrogate to guarantee small expected error. Therefore, we present an active learning criterion
by minimizing the upper bound of empirical transductive Rademacher complexity for LLGC as
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follows,
arg min
LV
tr
 
(LLL + I)
 2 ; (2.2)
where we ignore the constant scalers and square root symbol. Note that LLL is computed based
on the selected l samples, i.e., L.
The above optimization problem is a combinatorial optimization problem. Finding the global
optimal solution is NP-hard. Motivated by the success of sequential minimization algorithm in some
existing experimental design approaches [63] [38] [44], we present a simple yet eective sequential
optimization algorithm as follows.
2.3.2 Sequential Optimization
We introduce a selection matrix S 2 Rnl, which is dened as
Sij =
8><>: 1; if xi is selected as the j-th point in L0; otherwise:
It is easy to check that each column of S has one and only one 1, each row has at most one 1, and
STS = I. The constraint set for S can be dened as
S = fSjS 2 f0; 1gnl;S>1 = 1;S1  1g
= fSjS 2 f0; 1gnl;S>S = Ig:
Then LLL can be represented by S
>LS. Therefore, (2.2) can be equivalently written as
argmin
SS
tr

(S>LS+ I) 2

: (2.3)
Suppose the eigen decomposition of L is UU> where U is consisted of the eigenvectors, and
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 = diag(1; : : : ; n) is a diagonal matrix whose diagonal elements are eigenvalues. We have
tr

(S>LS+ I) 2

= tr

(S>UU>S+ I) 2

= tr

(S>U(+ I)U>S) 2

= tr

(S>UU>S) 1

= tr

(S>U U>S+ I) 1

;
where  = diag
 
(1 + 1)
2; : : : ; (n + 1)
2

,   = diag
 
(1 + 1)
2   1; : : : ; (n + 1)2   1

, and
we use the fact that S>UU>S = I.
Using the Woodbury matrix identity [23], we have
(S>U U>S+ I) 1 = I  S>U(  1 +U>SS>U) 1U>S:
Hence
tr

(S>U U>S+ I) 1

= l   tr

S>U(  1 +U>SS>U) 1U>S

= l   tr((  1 +UTSS>U) 1(  1 +U>SS>U    1))
= l   n+ tr

(  1 +U>SS>U) 1  1

;
where   1 is a diagonal matrix whose i-th diagonal element is 1
(i+1)2 1
b. Therefore, the opti-
mization problem in (2.3) is equivalent to
argmin
LV
tr

(  1 +U>LUL)
 1  1

;
where UL = S
>U is a submatrix of U. More specially, UL consists of the rows in U which
corresponds to the selected nodes.
Let H0 =  
 1. Suppose k nodes have been selected, denoted by Lk, which correspond to
bSince the smallest eigenvalue of graph Laplacian is 0,   1 is ill-dened. In our implementation, we resolve this
problem by replacing the zero eigenvalue with a sucient small value, e.g., 1e  6.
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ULk 2 Rkn. Let Hk =   1 +U>LkULk , then the (k + 1)-th node can be selected by solving the
following optimization problem
ik+1 = arg min
iV=Lk
tr

(Hk + uiu
>
i )
 1  1

; (2.4)
where ui is the transpose of the i-th row of U (thus a column vector).
By using the Sherman-Morrison formula [23], we have
(Hk + uiu
>
i )
 1 = H 1k  
H 1k uiu
>
i H
 1
k
1 + u>i H
 1
k ui
:
Therefore,
tr

(Hk + uiu
>
i )
 1  1

= tr(H 1k  
 1)  u
>
i H
 1
k  
 1H 1k ui
1 + u>i H
 1
k ui
:
Since tr(H 1k  
 1) is a constant given H 1k , the optimization problem in (2.4) is equivalent to
ik+1 = arg max
iV=Lk
u>i H
 1
k  
 1H 1k ui
1 + u>i H
 1
k ui
: (2.5)
Once the (k+1)-th node is selected, H 1k+1 can be updated based onH
 1
k , by using the Sherman-
Morrison formula again,
H 1k+1 = H
 1
k  
H 1k uik+1u
>
ik+1
H 1k
1 + u>ik+1H
 1
k uik+1
: (2.6)
Note that H 1k+1 is updated by matrix (vector) multiplication and addition, rather than matrix
inverse. Therefore, this process is ecient.
In summary, we present the whole algorithm for active learning on a graph in Algorithm 2.1.
2.3.3 Complexity Analysis
The computational complexity of Algorithm 2.1 includes two parts. The rst part is eigen-
decomposition of the adjacency matrix W. For a graph whose average node degree is k, the
Lanczos algorithm [23] can be used to eciently compute the eigenvectors of the eigen-problem
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Algorithm 2.1 Active Learning on a Graph via Generalization Error Bound Minimization
(Bound)
Input: Adjacency matrix W, number of nodes to select l, regularization parameter ;
Compute L = I D  12WD  12
Perform eigen decomposition L = UU>
Initialize H0 =  
 1, L0 = ;
for k = 0! l   1 do
Compute ik+1 = argmaxiV nLk
u>i H
 1
k 
 1H 1k ui
1+u>i H
 1
k ui
;
Update Lk+1 = Lk [ fik+1g
Update H 1k+1 = H
 1
k  
H 1k uik+1u
>
ik+1
H 1k
1+u>ik+1H
 1
k uik+1
end for
within O(tn2k), where t is the number of iterations in Lanczos. The second part is the sequential
optimization algorithm, whose complexity is O(n2l) where l is the number of selected nodes, i.e.,
jLj. Hence the total time complexity is O(n2(tk+ l)), which is applicable to medium-scale graphs.
2.4 Analysis of Homophily Assumption
The major assumption behind LLGC for networked data is the homophily assumption, which is
mathematically formulated by (2.1). In this section, we aim at analyzing the homophily assumption,
to show when will it holds. To the best of our knowledge, this is the rst theoretical analysis of
homophily assumption.
It is unclear how to analyze homophily assumption without making any assumption on the joint
distribution of a graph. Therefore, we restrict our analysis into the context of planted partition
model [53], which is a popular random graph model for graph clustering (and classication). It is
also known as stochastic block model.
We rst briey review planted partition model. Planted partition model is a generative model
for random graphs. A un-weighted graph G = (V;E) generated from this model has a hidden
partition V1; : : : ; Vc such that V1 [ V2 [ : : : [ Vc = V , and Vi \ Vj = ; for i 6= j. If a pair nodes u
and v both lie in some Vi, then P((u; v) 2 E) = p; Otherwise, P((u; v) 2 E) = q. Here p; q 2 [0; 1]
are parameters of the model, and we assume p > q. Hence, it is more likely to to have an edge
between nodes within the same cluster than it is between nodes from dierent clusters. We will
show that the quantity p  q is crucial for homophily assumption.
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Since W is an observation of the underlying planted partition model, we introduce the expec-
tation of the random adjacency matrix W, denoted by W. We have
Wij =
8>>>><>>>>:
0 if i = j
p if yi = yj and i 6= j
q if yi 6= yj
(2.7)
In the special case that c = 2, without loss of generality, we assume that the rst n=2 nodes
belong to one class, and the rest nodes belong to the other class for simplicity. Then according
to [53], the eigenvalues 1  : : :  n of W are
n(p+ q)
2
  p; n(p  q)
2
  p;  p|{z}
n 2
;
and the eigenvector of W corresponding to 1 = 0 and 2 = nq are
v1 = 1n; v2 =
1p
n
264 1n=2
 1n=2
375 :
Let L be the corresponding graph Laplacians of W, it is easy to show that the eigenvalues
1  2  : : :  n of L are
0; nq;
n
2
(p  q) + nq; : : : ; n
2
(p  q) + nq| {z }
n 2
;
and the corresponding eigenvectors are identical to the eigenvectors of W.
Thus, the expectation of the smoothness term in (2.1) can be expressed as follows
E
241
2
nX
i;j=1
(fi   fj)2Wij
35
=
1
2
nX
i;j=1
(fi   fj)2 Wij
= f>Lf :
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Intuitively speaking, in order to make the optimal solution of binary LLGC (as in (2.2)) to
be the same as v1 up to some constant scaling (which results in perfect classication with zero
classication error), we need the eigen gap between 2 and 3 to be suciently large. In other
words, we require 3  2 = n=2(p  q) to be suciently large. Roughly speaking, in order to make
3   2 be O(1), p  q should be O(1=n). Of course, if p  q = 
(1=n), that would be better.
In the case that c > 2, for the sake of analysis, without loss of generality, we assume that each
cluster has the same size, and the matrix W has a block diagonal structure, i.e., the elements in
the i-th class have indices from nc (i  1) + 1 to nc i in f1; : : : ; ng. According to [22], the eigenvalues
1  2  : : :  n of W are
 n
c
  1p+ (n  n
c
)q;
n
c
(p  q)  p; : : : ; n
c
(p  q)  p| {z }
c 1
;  p; : : : ; p| {z }
n c
:
and the eigenvectors corresponding to the largest c eigenvalues of L are
v1 = 1n; vjk =
8><>:
p
c
n if j 2 fnc (k   1) + 1; : : : ; nc kg
0 otherwise
; j = 1; : : : ; d; k = 2; : : : ; c
Again, it is easy to show that the eigenvalues 1  2  : : :  n of L are
0; nq; : : : ; nq| {z }
c 1
;
n
c
(p  q) + nq; : : : ; n
c
(p  q) + nq| {z }
n c
: (2.8)
and the corresponding eigenvectors are the same as the eigenvectors of W.
Thus, the expectation of the smoothness term for c > 2 can be expressed as follows
E
241
2
cX
k=1
nX
i;j=1
(fik   fjk)2Wij
35
=
1
2
nX
i;j=1
(fik   fjk)2 Wij
=
cX
k=1
f>k Lfk:
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where fk; k = 1; : : : ; c are the c classiers for each class, and fk; k = 1; : : : ; c are the prediction
scores of the nodes for each class. For more details, please refer to Chapter 3.
Analogously, in order to make the optimal solutions of multi-class LLGC to be the same as
v1; : : : ;vc up to some constant scalings (which result in perfect classication with zero classication
error), we need the eigen gap between c and c+1 to be suciently large. In other words, we require
c+1  c = n=c(p  q) to be suciently large. In order to make c+1  c be O(1), p  q should be
O(c=n), where c is the number of classes. Therefore, the larger the number of classes, the bigger
p  q should be to achieve good classication. It is better to have p  q = 
(c=n)
Note that the above argument is in the light of expectation. In order to deliver similar results
in the light of high probability, we need more involved argument, which will be explored in the
future. Moreover, the above analysis is restricted to the simplied case that each class has the
same size. In the case that each class has a dierent size, the result will become more complicated.
We will analyze it in the future as well.
2.5 Experiments
In this section, we evaluate the proposed method on real-world datasets, and compare it with
the state-of-the-art active learning methods on a graph. Recall that the input of active learning
methods on a graph is an adjacency matrix.
2.5.1 Datasets
In our experiments, we use three real-world benchmark datasets to evaluate the active learning
methods.
Cora contains the abstracts and references of about 34; 000 research papers from the computer
science community. The task is to classify each paper into one of the subelds of data structure
(DS), hardware and architecture (HA), machine learning (ML), and programming language (PL),
based on the citation relation between the papers. We only use the link information of this dataset.
We choose DS and PL subsets to form two datasets. For each dataset, the largest connected
component of the graph is used. Since the adjacency matrix of the Cora dataset is directed, we
symmetrize it by max(W;W>).
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Coauthor is an undirected co-author graph data extracted from the DBLPc database in four
areas: machine learning, data mining, information retrieval and database. It contains a total of
1711 authors, each of which is represented by a node. The edge between each pair of authors is
weighted by the number of papers they co-authored. Each class contains about 400 authors. This
graph is already connected.
In order to show that the homophiply assumption holds in these datasets, we will estimate
a planted partition model on each dataset. More specically, we will estimate p and q for each
dataset, using the adjacency matrix of the graph, as well as the groundtruth labels. We summarized
the estimated p, q and p  q in Table 2.1. In addition, we also show the value of c=n.
Table 2.1: Justication of the homophily assumption on the three datasets
Dataset Cora (DS) Cora (PL) Coauthor
p 0.0223 0.0110 0.0288
q 0.0011 0.0007 0.0011
p  q 0.0212 0.0103 0.0277
c=n 0.0178 0.0061 0.0023
We can see that on these three datasets, the value of p  q is at least in the same order of c=n.
According to the analysis in Section 2.4, it indicates that the homophily assumption on these three
datasets should be valid. Thus, we can hope that LLGC performs well on these three datasets.
2.5.2 Methods & Parameter Settings
To demonstrate the eectiveness of our proposed method, we compare the following active learning
approaches.
 Random Sampling (Random) uniformly selects nodes from the candidate set. It is the
simplest baseline for active learning.
 Variance Minimization (VM) [44] is a recently proposed method, which is motivated by
GFHF and minimizing the prediction variance.
cwww.informatik.uni-trier.de/ ley/db/
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 METIS [37]: it uses the METIS clustering method [49] to divide a graph into l clusters, and
randomly chooses one data point from each cluster.
 	 Maximization (	-Max) [36]: it is solved by submodular function maximization, which
performs better than the heuristic optimization algorithm proposed in [37].
 Generalization Error Bound Minimization (Bound) is our proposed method. It is motivated
by Theorem 2.3. There is one parameter  tunable. Throughout our experiments, we simply
x  = 0:01.
After selecting the nodes by active learning, we train a classier on the graph to do classication.
In our experiments, we tried three classiers: LLGC, GFHF and MinCut. The reason why we
tried these three classiers is obvious, because the proposed active learning method is built upon
LLGC, VM is motivated by GFHF and 	-Max is designed for MinCut. There is a parameter for
LLGC, i.e., , which is tuned by 3-fold cross validation on the selected labeled set over the grid
f0:01; 0:1; 1; 10; 100g.
2.5.3 Experimental Setup
In order to randomize the experiments, in each run of experiments, we restrict the pool of the
candidate nodes to be selected from a random sampling of 50% of the total nodes. The random
split was repeated 10 times. For each dataset, we let the active learning methods incrementally
choose f10; 20; : : : ; 160g nodes from the training set to label. We evaluate dierent active learning
methods combined with dierent classiers. We compute the mean classication accuracy on all
the unlabeled nodes, that is, the unselected nodes in the pool plus the remaining 50% nodes.
2.5.4 Classication Results
The experimental results evaluated on the unlabeled data are shown in Figures 2.1 and 2.2. In
all subgures, the horizontal axis represents the number of labeled nodes, while the vertical axis
is the averaged classication accuracy over 10 runs. The experimental result of MinCut is much
worse than LLGC and GFHF for all the active learning methods, because it usually results in a
very unbalanced classication. Therefore, we omit its result.
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Figure 2.1: Comparison of active learning methods on (a) Cora (DS); (b) Cora (PL); and (c)
Coauthor using LLGC evaluated on all the unlabeled data.
From Figures 2.1 and 2.2, we observe that the proposed method (Bound) consistently outper-
forms other methods in most cases using either LLGC or GFHF. It is appealing because even
though our method is built upon the error bound minimization of LLGC, it is also much better
than other methods using GFHF. But note that our method using LLGC achieves marginally bet-
ter performance than using GFHF. On the Cora datasets, when the number of labeled nodes is
small, e.g., less than 30, our method and 	-Max usually perform the best. On the other cases, our
method is much better than the second best method. The superior performance of our method
is attributed to its theoretical foundation, which guarantees that the classier can achieve small
generalization error on the unlabeled data.
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Figure 2.2: Comparison of active learning methods on (a) Cora (DS); (b) Cora (PL); and (c)
Coauthor using GFHF evaluated on all the unlabeled data.
VM is usually worse than random sampling. The reason is that minimizing the prediction
variance does not guarantee the quality of predictions on the unlabeled data.
The performance of METIS is usually comparable to or even better than that of 	-Max. Al-
though METIS has a solid theoretical foundation, the corresponding criterion is so dicult that
we have to solve it by a clustering algorithm [49] followed by a heuristic sampling, which sacrices
its performance.
In summary, our method together with LLGC is the most promising combination, which is
consistent with our theory.
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2.6 Conclusions
The main contributions of this chapter are: (1) We present a transductive error bound for LLGC;
(2) we present an active learning criterion for graph data via minimizing the empirical transductive
Rademacher complexity of LLGC; and (3) we present a simple algorithm to optimize the active
learning criterion. In the future, we plan to develop a more scalable algorithm to solve (2.2).
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Chapter 3
Selective Sampling in a Network
In previous chapter, I have introduced active learning in a network (i.e., on a graph). I will introduce
online learning in a network in this chapter, and combine the idea of active learning and online
learning together to study selective sampling in a network.
3.1 Introduction
Selective sampling [21] [13] is an active variant of online learning [14] in which the learner is
allowed to adaptively query the labels of a sequence of examples. The learner's goal is to achieve
a good trade-o between error rate and the number of queried labels. This can be viewed as
an abstract protocol for interactive learning applications. Recently, several advanced selective
sampling algorithms [11] [54] were proposed, demonstrating more promising results than traditional
passive online learning. However, we note that existing selective sampling algorithms are specically
designed for vector-based data.
Graphs have recently received signicant attention because of their increasingly important role
in real life applications. Examples include the friendship network in Facebooka, co-author and
citation networks in DBLPb, and the World Wide Web. In these applications, the data (nodes) are
not independent and identically distributed (i.i.d.) as is typically assumed in statistical learning
applications, because of the impact of the linkage structure of the graph. Learning a function
dened on a graph from a set of labeled nodes has been studied extensively in machine learning
both in o-line and online settings. More specically, in the oine learning scenario, a majority of
the literature is often referred to as graph-based semi-supervised learning [69] [67]. On the other
hand, the pioneering work towards online learning on a graph is probably [42]. Inspired by this
ahttp://www.facebook.com
bhttp://www.informatik.uni-trier.de/ley/db/
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work, the state-of-the-art Graph Perceptron Algorithm (GPA) was proposed in [41] and further
analyzed in [40] [39].
Based on the above observation, a natural question arises as to whether we can design selective
sampling algorithms for graphs. The results of this chapter show that the answer is in the ar-
mative. In this chapter, we propose to study selective sampling on a graph. Our work is built on
a well-known model on a graph, namely learning with local and global consistency. This model
is a state-of-the-art model on a graph and is particularly amenable to analysis in the context of
selective sampling. We rst present an online version of the well-known Learning with Local and
Global Consistency method (OLLGC). It is essentially a second-order online learning algorithm,
and can be seen as an online ridge regression in the Hilbert space of functions dened on a graph.
We prove its regret bound in terms of cut size of a graph. Based on OLLGC, we present a selec-
tive sampling algorithm, namely Selective Sampling with Local and Global Consistency (SSLGC),
which queries the labels of nodes based on the condence of the linear function on a graph. We
also derive a bound on the label complexity of our proposed algorithm. Lastly, in order to scale
the proposed algorithms as well as existing online learning algorithms to large graphs, we dis-
cuss the low-rank approximation technique for graph kernels. Experiments on benchmark graph
datasets show that OLLGC outperforms GPA [41] substantially. Furthermore, the selective sam-
pling algorithm (SSLGC) achieves comparable or even better results than OLLGC, while querying
substantially fewer nodes. Moreover, SSLGC provides superior results to random sampling.
The main contributions of this chapter are three-fold: (1) we present an online learning with
local and global consistency (OLLGC), and prove its regret bound; (2) we present a selective
sampling algorithm on a graph based on OLLGC, and derive its bound on label complexity; and
(3) we analyze the low-rank approximation of graph kernels, which enables greater scalability of
our algorithms as well as existing algorithms, when the graphs are large.
The remainder of this chapter is organized as follows. In Section 3.2, we briey review the
related literature. In Section 3.3, we present an online version of learning with local and global
consistency, followed by its regret bound. In Section 3.4, we devise a selective sampling algorithm
on a graph based on the online algorithm derived in previous section, and analyze its bound on
the label complexity. We discuss and analyze the low-rank approximation of graph kernels for
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online algorithms in Section 3.5. The experiments on benchmark graph datasets are demonstrated
in Section 3.6. We present the conclusions in Section 3.7. The detailed proofs are included in
Section 3.8
3.2 Related Work
For ease in exposition, we briey discuss online learning, active learning and selective sampling, in
the context of both vector-based data and graph data.
3.2.1 Online Learning
Online learning has been studied extensively in the machine learning community. In the past several
decades, a variety of online learning algorithms have been proposed. Due to the sequential nature
of online learning, it is very suitable to be applied to big data from many real-world applications.
Roughly speaking, online learning algorithms can be categorized into rst-order algorithms [56]
[50] and second-order algorithms [10] [19]. In general, second-order online algorithms are better
than rst-order online algorithms [43].
The extension of online learning to graph data was originally studied in [42]. After that work,
the well-known Graph Perceptron Algorithm (GPA) was proposed in [41] and further analyzed
in [40] [39]. It is worth noting that the setting of online learning on a graph is essentially transduc-
tive, where the whole graph is already provided, but the learner is presented with the nodes in a
sequential manner. This is dierent from the inductive paradigm for vector-based online learning.
In addition, all the online learning algorithms on a graph mentioned before are rst-order algo-
rithms. Note that the rst contribution of our paper, i.e., online learning with local and global
consistency is a second-order algorithm on a graph, which is better than rst-order algorithms.
3.2.2 Active Learning
Active learning [17] [61] aims to minimize the required level of acquisition of labeled data by actively
selecting a few carefully chosen examples to query the oracle for their labels. There are several
papers on active learning on a graph. For instance, [5] proposed an eective label acquisition for
collective classication. [6] proposed an active learning algorithm for networked data based on
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ensemble and relational learning. Yet, there is no theoretical guarantee that these methods are
better than random sampling. [12] studied active learning on a graph and trees. [44] proposed a
nonadaptive active learning method by minimizing the variance of Gaussian Field and Harmonic
Function (GFHF) [69]. In our previous work [35], we proposed a nonadaptive active learning
approach on a graph, by minimizing the data-dependent error bound of LLGC [67], which was
shown to be better than [44].
3.2.3 Selective Sampling
Selective sampling [13] [11] combines the idea of online learning and active learning. Similar to
online learning, a selective sampling algorithm observes examples in a sequential manner. After
each observation, the algorithm predicts its label. However, rather than receiving the correct label
passively, the algorithm can choose whether to receive feedback indicating whether the label is
correct or not. It is obvious that by using selective sampling, we need much less labeling eort,
since the labels of many examples can be predicted with very high condence. In other words,
selective sampling is online active learning.
Linear models lend themselves well to selective sampling settings, because the variance of a
classier on an example can be viewed as a measure of condence for the classication. If this
condence is too low, then the selective sampler will query the label and use it, along with the
example, to update the linear model. For graph data, the key question is how to dene an example
as well as a linear model. We will show that learning with local and global consistency can be
equivalently formulated as a linear model on a graph.
3.3 Online Learning with Local and Global Consistency
In this section, we present an online version of learning with local and global consistency (LLGC) [67].
To make our paper self-contained, we briey review LLGC.
3.3.1 Learning with Local and Global Consistency
Given a graph G = (V;E), where vi 2 V is the i-th node of a graph, and eij 2 E is the link (edge)
between i-th node and the j-th node. Each link eij is associated with a weight Sij , which reects
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the strength of the link. S 2 Rnn is called adjacency matrix of the graph. For undirected graph,
S is a symmetric matrix, while for directed graph, S is asymmetric. In the setting of transductive
classication, some of the nodes in the graph are labeled, i.e., yi 2 f1g, while the remainder
are unlabeled, i.e., yi = 0. Our goal is to obtain a prediction about the labels of those unlabeled
nodes. Through our paper, we assume that the graph G is connected, though our results can be
generalized to disconnected graphs with more involved arguments.
The basic assumption of graph regularization is based on the concept of homophily in a network.
If two nodes vi and vj are linked together, then their labels are likely to be similar. Let f : V ! R
be a nonparametric function dened on the nodes of a graph. For an undirected graph, graph
regularization [59] is mathematically written as follows:
1
2
nX
i;j=1
(fi   fj)2Sij = f>Lf ; (3.1)
where fi is the function value on the i-th node, i.e., f(vi), f = [f1; : : : ; fn]
>, D is a diagonal matrix,
which is also referred to as the degree matrix. The ith diagonal entry Dii =
Pn
j=1 Sij , L = D  S
is the combinatorial graph Laplacian [16]. (3.1) is called Graph Regularization. Intuitively, the
objective function incurs a heavy penalty, if neighboring nodes vi and vj are mapped far apart.
Suppose the eigen decomposition of L is L = VV> =
Pn
i=1 iviv
>
i , where  = diag(1; : : : ; n),
0  1  2  : : :  n are eigenvalues, V = [v1; : : : ;vn], and vi 2 Rn; i = 1; : : : ; n are eigenvec-
tors. One property of the graph Laplacian is that its smallest eigenvalue is 0 (i.e., 1 = 0), and the
associated eigenvector is 1. For connected graphs, the algebraic multiplicity of the zero eigenvalue
is 1 (i.e., 2 > 0).
Learning with Local and Global Consistency (LLGC) [67] was originally proposed for semi-
supervised learning and latter successfully used for classication on a graph [45]. In the setting of
binary classication, it solves the following problem,
min
f
1
2
kf   yk2 + 
2
f>Lf ; (3.2)
where y = [y1; y2; : : : ; yn]
T is the label vector,  > 0 is a regularization parameter, which controls
the balance between the squared loss and the graph regularization.
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3.3.2 An Equivalent Formulation
In order to derive the online version of LLGC, we derive an equivalent formulation of LLGC as
follows. Specically, we consider the dual problem of (3.2). Using the denition of graph kernel [59],
we have
f = Ly; (3.3)
where Ly is the inverse (or pseudo inverse) of L, i.e., Ly =
Pn
i=2
1
i
viv
>
i . Without loss of generality,
we assume that kk2  C, where C > 0 is a constant.
Substituting (3.3) back into (3.2), we have
min

1
2
kLy  yk2 + 
2
>Ly: (3.4)
We assume that Ly = M>M, where M 2 Rdn. We dene w = M. The optimization
problem in (3.4) can be rewritten as follows:
min
w
1
2
kM>w   yk2 + 
2
kwk2:
Now we can see that the above objective function is essentially a ridge regression, where each
column of M can be seen as a vector-based example. This insight enables us adapt the technique
from online ridge regression to derive an online version of LLGC. We will discuss the selection of
M in Section 3.5.
3.3.3 Online Learning
Now we are ready to propose the online version of LLGC. Before that, let us state the formal
problem setting of online learning on a graph. From now on, we assume T = n. Let M =
[m1; : : : ;mT ], where mi 2 Rd is the i-th column of M. Online learning operates on a sequence
of nodes. In round t, the algorithm receives an incoming node mt 2 Rd, and predicts its label
y^t 2 f 1;+1g. After the prediction, the true label yt 2 f 1;+1g is revealed and the loss `(yt; y^t)
is evaluated. The goal of online learning is to minimize the cumulative number of mistakes over
the entire graph.
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Given f(m1; y1); (m2; y2); : : : ; (mt; yt)g; 1  t  T , where mt 2 Rd and yt 2 f 1; 1g, online
LLGC aims at solving the following optimization problem:
wt+1 = argmin
w
1
2
tX
i=1
(m>i w   yi)2 +

2
kwk2: (3.5)
It is worth noting that the above problem is a Follow-the-Regularized-Leader problem [58], which
has been extensively studied in the online learning community.
The optimal solution for wt+1 to (3.5) is
wt+1 = (
tX
i=1
mim
>
i + I)
 1
tX
i=1
miyi: (3.6)
We dene A0 = I, At = I+
Pt
i=1mim
>
i , b0 = 0, and bt =
Pt
i=1 yimi, Then, we have:
wt+1 = A
 1
t bt:
The calculation A 1t seems to be computationally expensive. Fortunately, we do not need to
calculate A 1t explicitly. In fact, A
 1
t can be incrementally calculated by the Sherman-Morrisan
Identity [23]. In addition, the above update is performed in each iteration, which is not suciently
ecient for large graphs. To resolve this problem, inspired by the mistake-driven algorithms such as
Second-Order Perceptron (SOP) [10], we let our online algorithm update the model parameters (A,
b and w) only when it incurs a mistake (y^t 6= yt). Note that this modication does not aect the
soundness of our algorithm, as will be seen in our theoretical analysis. Furthermore, our algorithm
is dierent from SOP either, because it does not use the current node to update the weight vector
(w) until the label of current node is revealed. In summary, we show the proposed online LLGC
in Algorithm 3.1.
Note that in each iteration of our algorithm, whenever an update is invoked, the time complexity
is O(d2).
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Algorithm 3.1 Online Learning with Local and Global Consistency (OLLGC)
Input: Adjacency matrix S, rank d, regularization parameter 
Output: wT
Compute L = D  S and M from L
Initialize: A0 = I, b0 = 0, w1 = 0
for t = 1 to T do
Receive mt 2 Rd and Predict y^t = sign(w>t mt)
Receive the correct label yt 2 f1g
if y^t 6= yt then
Update At = At 1 +mtm>t
Update bt = bt 1 + ytmt
Update wt+1 = A
 1
t bt
else
At = At 1, bt = bt 1, wt+1 = wt
end if
end for
3.3.4 Theoretical Analysis
Now we will prove the regret bound of OLLGC. This bound shows that, for any ordering of
nodes on a graph, our algorithm cannot perform much worse than the best predictor learned in
hindsight. The proof technique is adapted from potential-based gradient descent [14] (a.k.a., mirror
descent [58]), as well as SOP [10].
First, we dene the regret of OLLGC as follows:
RT =
TX
t=1
`t(wt) 
TX
t=1
`t(u);
where `t(wt) =
1
2(w
>
t mt   yt)2 and `t(u) = 12(u>mt   yt)2.
For the ease of proof, we dene a set M = ft : sign(w>t mt) 6= ytg, which is the set of round
indices for which an algorithm makes a mistake. We rewrite (3.5) as a potential-based gradient
descent problem:
wt+1 = argmin
w
1
2
(m>t w   yt)2 +Dt 1(w;wt); (3.7)
where Dt 1(w;wt) is the Bregman divergence [9], dened as follows:
Dt 1(w;wt) = t 1(w)  t 1(wt)  hrt 1(wt);w  wti;
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and t is a potential function, dened as follows:
t(w) =
1
2
w>Atw  w>bt + 1
2
tX
i=1
y2i :
It is easy to verify that the optimization problems in Eqs. (3.5) and (3.7) are equivalent. Moreover,
we have rt(wt+1) = 0, and `t(u) = t(u)   t 1(u). Since we incorporated the mistake-driven
update strategy into OLLGC, At is actually dened as At = I +
Pt
i=1mim
>
i I[i 2M].
We begin with three technical lemmas, which facilitate the proofs of the main theoretical result
of OLLGC. The rst lemma is a property of potential-based gradient descent.
Lemma 3.1. For any u, we have
TX
t=1
(`t(wt)  `t(u))  D0(u;w1) +
TX
t=1
Dt(wt;wt+1):
The second lemma is an upper bound of
P
t2Mm
>
t A
 1
t mt. Similar lemma has been proved
in [10] [14].
Lemma 3.2. Assume that kmtk2  B for all t, then for Algorithm 3.1, we have
X
t2M
m>t A
 1
t mt 
dX
i=1
log

1 +
i


 d log

1 +
jMjB
d

;
where i; i = 1; : : : ; d are the eigenvalues of
PT
t=1mtm
>
t I[i 2M].
The third lemma relates the norm kuk2 with the structural property of a graph.
Lemma 3.3. Suppose G is a connected graph, for any u = M, fi 2 f 1; 1g; i = 1; : : : ; n and
kk2  C, we have
kuk2 = f>Lf = 2(f);
where (f) is the cut size corresponding to the class assignment of f .
Theorem 3.1. (Regret Bound) Let S = f(m1; y1); : : : ; (mT ; yT )g 2 (Rd  f1g)T . Then for any
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u 2 Rd such that (uTmt   yt)2  , f 2 f 1; 1gT , and kk2  C, we have
RT  (f) + 
2
dX
i=1
log

1 +
i


 (f) + d
2
log

1 +
jMjB
d

:
Proof. Using Lemma 3.1, we have
RT  D0(u;w1) +
TX
t=1
Dt(wt;wt+1)
=

2
kuk2 +
TX
t=1
Dt (rt(wt+1);rt(wt));
where () is the Fenchel conjugate function [8] of (w), and here we used a very useful property of
Bregman divergence [14]. Since r`t(wt) = (w>t mt yt)mt, and Dt (u;w) = 1=2(u w)>A 1t (u 
w), we have
Dt (0;r`t(wt)) =
1
2
(w>t mt   yt)2m>t A 1t mt
 
2
m>t A
 1
t mt:
Using Lemmas 3.2 and 3.3 completes the proof.
In fact, we can also bound the number of mistakes made by Algorithm 3.1 for any ordering of
nodes on a graph.
Corollary 3.1. (Mistake Bound) Let S = f(m1; y1); : : : ; (mT ; yT )g 2 (Rdf1g)T . Then for any
u 2 Rd such that (uTmt   yt)2  , we have
jMj  min
f
1
2
kf   yk2 + 
2
f>Lf +
d
2
log

1 +
TB
d

:
This bound is very interesting, because it directly implies that the better the o-line LLGC
works on a graph, the smaller the number of mistakes made by OLLGC. This is consistent with
our intuition.
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3.4 Selective Sampling with Local and Global Consistency
In this section, we will present a selective sampling algorithm based on OLLGC proposed in previous
section. First of all, we formally give the denition of selective sampling on a graph.
3.4.1 Problem Denition
Selective sampling is a modication of the online learning protocol for binary classication. At
each round t, the learner receives a node mt 2 Rd, and outputs a binary prediction y^t 2 f 1; 1g.
After each prediction, the learner may observe the true label yt only by querying for it. Hence, if
no query is issued at time t, then yt remains unknown. Since the learner's performance is deemed
to improve as more labels are observed, the goal of selective sampling is to trade o predictive
performance and the number of queries.
3.4.2 Algorithm
In our paper, following [11], we assume that
P(Yt = 1jmt) = 1 + u
>mt
2
;
for some u 2 Rd subject to
ju>mtj  1
for all t. Here u is the Bayes classier of unknown norm kuk. It is easy to show that
E[Ytjmt] = u>mt:
We also dene t = u
>mt. We further dene ^t = w>t mt, which is an estimator of t.
Our algorithm is motivated by the Bound on Bias Query (BBQ) algorithm [11] [54]. We
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introduce the following relevant quantities,
Bt = u
>(I+mtm>t )A
 1
t mt
rt =m
>
t A
 1
t mt;
where Bt is the bias of the estimator for the margin ^t, and rt is a bound on the variance.
Dierent from BBQ algorithm, the learner in our algorithm does not necessarily update the
model whenever it queries the label. Instead, it updates the model when it queries the label and
a mistake is detected. This makes SSLGC computationally more ecient, without signicantly
aecting the theoretical properties. In summary, we show the selective sampling with local and
global consistency in Algorithm 3.2.
Algorithm 3.2 Selective Sampling with Local and Global Consistency (SSLGC)
Input: Adjacency matrix S, rank d, regularization parameter , and .
Output: wT
Compute L = D  S and M from L
Initialize: A0 = I, b0 = 0, w1 = 0
for t = 1 to T do
Receive mt 2 Rd and Predict y^t = sign(w>t mt)
if rt > t
  then
Query the correct label yt 2 f1g
if y^t 6= yt then
Update At = At 1 +mtm>t
Update bt = bt 1 + ytmt
Update wt+1 = A
 1
t bt
else
At = At 1, bt = bt 1, wt+1 = wt
end if
else
At = At 1, bt = bt 1, wt+1 = wt
end if
end for
Intuitively speaking, our algorithm issues a query when a common upper bound on the bias
and variance of the current estimate of ^t is larger than a given threshold vanishing as t
 , where
0    1 is an input parameter. When this upper bound on bias and variance gets small, we infer
by a simple large deviation argument that the margin of OLLGC on the current example is close
enough to the margin of the Bayes optimal classier. Hence the learner can safely avoid issuing a
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query in that round. In each iteration of the algorithm, whenever an update is invoked, the time
complexity is O(d2).
3.4.3 Theoretical Analysis
We dene the regret of our selective sampling algorithm as follows:
RT =
TX
t=1

P(Yt^t < 0)  P(Ytt < 0)

;
uniformly over the number T of prediction rounds. Following previous papers [11] [54], our bound
can depend on the number of rounds where the label Yt are close to being random. According to
our model, this is captured by T where T = jf1  t  T : jtj < gj.
Our main theoretical result provides bounds on the cumulative regret and the number of queried
labels (label complexity) for Algorithm 3.2. We begin with a technical lemma.
Lemma 3.4. For all  > 0, we have
TX
t=1
P(j^t  tj  )  d1

e!

2(
8
2
)
1
k + e(
4(Bkuk2 + )
2
)
1
k

+

16
e2
+
4(Bkuk2 + )
2

d ln

1 +
NT
d

;
where NT is the total number of queries issued in the rst T rounds.
Theorem 3.2. If Algorithm 3.2 is running with input  2 [0; 1], then for any ordering of T nodes
on a graph, f 2 f 1; 1gT , and kk2  C, the cumulative regret satises
RT  min
0<<1

T + d1

e!

2(
8
2
)
1
k + e(
4(2B(f) + )
2
)
1
k

+

16
e2
+
4(2B(f) + )
2

d ln

1 +
NT
d

 min
0<<1

T + d1

e!
 
2(
8
2
)
1
k + e(
4( BC2(L) + )
2
)
1
k
!
+
 
16
e2
+
4( BC2(L) + )
2
!
d ln

1 +
NT
d

:
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Moreover, the number of queried nodes is upper bounded as NT  T d ln

1 + NTd

.
Proof. We have
P(Yt^t < 0)  P(Ytt < 0)  fjtj < g+ P(^tt  0; jtj  )
 fjtj < g+ P(j^t  tj  ):
Hence the cumulative regret can be bounded as follows:
RT  T +
TX
t=1
P(j^t  tj  )
Using Lemmas 3.4 and 3.2 completes the proof of the regret bound. Finally, in order to derive a
bound on the number of queried labels (label complexity), we have
NT 
X
t:rt>t 
rt
t 
 T 
X
t:rt>t 
rt
 T d ln

1 +
NT
d

:
Note that the label complexity is O(dT  log(T )), which is smaller than O(T ) when  is su-
ciently small. Roughly speaking, the larger the value of , the more nodes the learner will query.
One may argue that our regret bound depends on d, which is not desirable. However, rather than
the case of vector-based selective sampling, where d could be larger than T , d is smaller than T
(or n) in our case. It is worth noting that if we choose d = T , the label complexity becomes
O(T +1 log(T )), which implies that the learner will query all the nodes. This indicates that in
order to make selective sampling really work, we need to choose d < T . In this sense, low-rank
approximation of Ly is preferred. On the other hand, since the regret bound is decreasing with
, a larger value of  is preferable for superior prediction performance. In other words, it needs
to query more nodes to obtain better performance. Therefore, there is a trade-o between label
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complexity and prediction performance.
3.5 Low-Rank Approximation
Finding the M given a graph kernel Ly is not dicult. In fact, M can be calculated directly from
L. Recall that the eigen decomposition of L is L =
Pn
i=2 iviv
>
i with vi 2 Rn, we could choose M
as follows
M = diag(
1p
2
; : : : ;
1p
n
)[v2; : : : ;vn]
>: (3.8)
In this way, Ly is reconstructed exactly, but the time complexity of our algorithms becomes O(n2),
which is computationally expensive for large graphs.
In this work, in order to make our algorithms as well as existing online learning algorithms
scalable to large graphs, we propose to choose M as follows
M^ = diag(
1p
2
; : : : ;
1p
d
)[v2; : : : ;vd]
>; (3.9)
where d  n. Thus, Ly is approximated by a low-rank matrix M^>M^ with rank d. And the
time complexity of our online algorithms is O(d2)  O(n2). In the sequel, we will analyze the
impact of such low-rank approximation on our algorithms. Denote L^ =
Pd
i=2 iviv
>
i and L^
y =
M^>M^ =
Pd
i=2 1=iviv
>
i . According to Eckart-Young-Mirsky theorem [23], L^ is the best rank-d
approximation of L, while L^y is the best rank-d approximation of Ly.
Here we only analyze the impact of low-rank approximation on OLLGC. The analysis for SSLGC
is similar and therefore omitted. By taking a close look at the regret bound of OLLGC in Theorem
3.1, we can see that there are two terms depending on M (or Ly or L). One is 2(L), the other isPd
i=1 log (1 + i=).
First, note that 2(L) is the second smallest eigenvalue of L. Based on the above denitions,
the second smallest eigenvalue of L^ is the same as that of L provided that d  2. Hence, low-rank
approximation does not introduce any approximation error in 2(L) as long as d  2.
Second, if we choose the exactM as in (3.8), then d = n, and i; i = 1 : : : ; n are the eigenvalues
of
PT
t=1mtm
>
t I[i 2 M]. Let us consider the simple case where M = f1; 2; : : : ; Tg. In this case,
i; i = 1 : : : ; n are the eigenvalues of
PT
t=1mtm
>
t . Based on some linear algebra manipulations,
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it is easy to show that i; i = 1 : : : ; n are also the eigenvalues of
Pn
i=2 1=iviv
>
i , i.e., i = 1=i
for i = 2; : : : ; n. If we choose the approximate M^ as in (3.9), and suppose the eigenvalues ofPT
t=1 m^tm^
>
t are ^i; i = 1; : : : ; d. Again, we can show that ^i; i = 1; : : : ; d are actually the top d
largest eigenvalues of
Pd
i=2 1=iviv
>
i , i.e., ^i = 1=i for i = 2; : : : ; d. This implies that, under the
condition that i are suciently large for i > d, the approximate M^ provides a good approximation
for
Pd
i=1 log (1 + i=). For the general case of M, the argument is similar but more involved.
The above arguments justify the validity of low-rank approximation for graph kernels.
3.6 Experimental Results
In this section, we empirically evaluate the eectiveness of the proposed algorithms. All the exper-
iments are performed on a PC with Intel Core i5 3.20G CPU and 48GB RAM and all algorithms
in our experiments are implemented in Matlab.
3.6.1 Data Sets
We used four real-world graph data sets to evaluate the online learning and selective sampling
algorithms.
Coauthor2 is an undirected co-author graph data set extracted from the DBLP database in four
areas: machine learning, data mining, information retrieval and databases. It contains a total of
1711 authors, each of which is represented by a node. The edge between each pair of authors is
weighted by the number of papers they have co-authored. Each class contains about 400 authors.
Corac contains 2708 scientic publications classied into one of seven classes: Case Based, Genetic
Algorithms, Neural Networks, Probabilistic Methods, Reinforcement Learning, Rule Learning and
Theory. The citation graph contains 5429 links.
IMDBd is an international organization whose objective is to provide useful and up-to-date movie
information. We create a graph based on the co-actor relationship among 17046 movies from four
genres: \Romance", \Action", \Animation" and \Thriller". Each genre is considered as a class.
PubMede contains 19717 scientic publications from the PubMed database pertaining to diabetes
chttp://www.cs.umd.edu/sen/lbc-proj/data/cora.tgz
dhttp://www.imdb.com/
ehttp://www.cs.umd.edu/projects/linqs/projects/lbc/Pubmed-Diabetes.tgz
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classied into one of three classes. The citation network consists of 44338 links.
Some graphs in the above data sets are directed, and we simply use S  max(S;S>) to
transform them into undirected graphs. Table 3.1 summarizes the characteristics of the data sets
introduced above.
Table 3.1: Description of the data sets
Datasets #nodes #links #classes
Coauthor 1,711 7.507 4
Cora 2,485 10,138 7
IMDB 17,046 993,528 4
PubMed 19,717 88,651 3
In order to justify the homophiply assumption in these datasets, we will estimate a planted
partition model on each dataset. More specically, we will estimate p and q for each dataset,
using the adjacency matrix of the graph S, as well as the groundtruth labels. We summarized the
estimated p, q and p  q in Table 3.2. We also show the value of c=n.
Table 3.2: Justication of the homophily assumption on the three datasets
Dataset Coauthor Cora IMDB PubMed
p 0.0288 0.0038 0.0085 0.00025
q 0.0011 0.0002 0.0012 0.00004
p  q 0.0277 0.0036 0.0073 0.00021
c=n 0.0023 0.0028 0.0002 0.00015
We can see that on the Cora and PubMed datasets, the value of p   q is in the same order of
c=n. On the Coauthor and IMDB datasets, the value of p q is an order larger than c=n. According
to the analysis in Chapter 2, we conclude that the homophily assumption on these four datasets
should be valid. Thus, we can hope that LLGC performs well on these four datasets. Moreover,
since the proposed online learning and selective sampling algorithms are built up on LLGC, they
should also perform well on these four datasets.
3.6.2 Evaluation Measures
We evaluated the performance of online learning and selective sampling with the use of three
measures: (i) cumulative error rate, which reects the prediction performance of online learning
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algorithms; (ii) number of queried labels, which reects the label eciency of an algorithm; and
(iii) cumulative computational time, which measures the eciency of online learning. Note that
the smaller the above measures, the better the performance of an online learning algorithm.
3.6.3 Baselines and Parameter Settings
We compare the proposed algorithms with the Graph Perceptron Algorithm (GPA) [41]. The
algorithms we studied and their parameter settings are summarized as follows.
Graph Perceptron Algorithm (GPA) [41]: This is the state-of-the-art rst-order online
learning algorithm on a graph. There is no required parameter for this algorithm. Note that the
Perceptron algorithm is not aected by the step-size.
Online Learning with Local and Global Consistency (OLLGC): This is the proposed
second-order online learning algorithm on a graph. The parameter  is tuned by searching the grid
f10 3; 10 2; : : : ; 10g on a held-out random shue.
Selective Sampling with Local and Global Consistency (SSLGC): This is the pro-
posed selective sampling algorithm on a graph. The parameter  is tuned according to the grid
f10 3; 10 2; : : : ; 10g on a held-out random shue. In our experiments, we x  = 0:4 for all the
data sets. We also study the impact of  by setting it to f0:1; 0:2; : : : ; 1g.
In order to compare these algorithms fairly, we randomly shue the ordering of nodes for each
dataset. We repeat each experiment 20 times and calculate the average results.
The above algorithms are naturally designed for binary classication, while the data sets have
more than two classes. In order to apply the algorithms to those data sets, we use one-vs-rest
scheme, which is a standard technique for adapting binary classiers to the multi-class scenario.
3.6.4 Study on Low-rank Approximation
We rst study the impact of low-rank approximation on the performance of online learning algo-
rithms. We try dierent ranks for approximation, and run all the algorithms. We used the Cora
data set as a case study, because similar observations are obtained for the other data sets. Specif-
ically, we changed the rank of the approximation using the grid f10; 50; 100; 250; 500; 750; 1000g.
The results are shown in Figure 3.1.
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Figure 3.1: A case study of the impact of rank on the prediction performance (a) and time cost
(b) in the Cora dataset.
It is evident that the higher the rank, the better the prediction performance because of a
lower error rate. However, higher rank incurs higher computational cost, especially for second-
order algorithms (OLLGC and SSLGC), because the time complexity of second-order algorithms
is O(d2), where d is the rank. It implies that we need to obtain a trade-o between the predictive
performance and the computational cost. Therefore, in the rest of our experiments, we chose
d = 100, because the corresponding performance is good while the computational time is short. In
fact, under dierent values of d, our algorithms are always better than GPA. Therefore, choosing
d = 100 does not aect the fairness of the comparison in the rest of our experiments.
3.6.5 Results of Online Learning and Selective Sampling
The experimental results are shown in Table 3.3. For each data set, we executed paired t-tests
of the error rate between the proposed algorithms and GPA at a 95% condence interval. We
found that the improvements of our algorithms over GPA are always signicant. We also show the
results with respect to the round of online learning in Figure 3.2. In all subgures, the horizontal-
axis represents the rounds of online learning, while the vertical-axis is the cumulative number of
mistakes, queried nodes or cumulative time, averaged over 20 runs. Because of space limitations,
we only show results on the IMDB and PubMed datasets.
We can see that OLLGC outperforms GPA signicantly on every data set. This is consistent
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Table 3.3: A comparison of online learning and selective sampling algorithms on a graph in the
four data sets. The smaller the value of the measure, the better the performance.
Algorithm
Coauthor
Error rate #Queried nodes Time (s)
GPA 0.23260.0048 1711 0.01040.0012
OLLGC 0.18380.0032 1711 0.12730.0087
SSLGC 0.18540.0031 1275.3021.91 0.12150.0181
Algorithm
Cora
Error rate #Queried nodes Time (s)
GPA 0.11690.0022 2485 0.01350.0009
OLLGC 0.07580.0013 2485 0.09290.0035
SSLGC 0.08320.0019 1525.4819.32 0.08210.0061
Algorithm
IMDB
Error rate #Queried nodes Time (s)
GPA 0.33620.0025 17046 0.12280.0048
OLLGC 0.27350.0038 17046 1.74510.1141
SSLGC 0.27090.0064 3453.5591.32 0.60720.0153
Algorithm
PubMed
Error rate #Queried nodes Time (s)
GPA 0.22560.0025 19717 0.13630.0128
OLLGC 0.18040.0014 19717 1.48130.1104
SSLGC 0.17200.0050 5298.55186.91 0.76460.0197
with previous observations in vector-based online learning: second-order algorithms are generally
better than rst-order algorithms [43]. However, OLLGC requires more time than GPA. The
reason is that the time complexity of GPA is O(d), while the time complexity of OLLGC is O(d2).
However, given the signicant performance improvement of OLLGC over GPA, OLLGC is still very
appealing.
SSLGC is better than GPA as well. Moreover, SSLGC achieves comparable results to OLLGC.
Intuitively, SSLGC uses fewer labeled nodes than OLLGC, so that its performance should be no
better than OLLGC. However, we can see that on PubMed dataset, SSLGC is even better than
OLLGC. The reason is that the class distribution of PubMed is unbalanced. And when the data
are unbalanced, passively querying the labels may be harmful, because the weight vector of the
learner tends to be over-updated to t the data from the majority class. That is why SSLGC could
be better than OLLGC on the PubMed dataset.
Furthermore, it can be seen that SSLGC queried substantially fewer nodes while GPA and
OLLGC queried every node. Although SSLGC queried much fewer nodes than OLLGC, their
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performances are comparable. This indicates that SSLGC is more label-ecient. Another advan-
tage of label-eciency is that SSLGC costs less time than OLLGC. The reason is obvious: once
a node is queried, the model will be updated as long as a mistake is incurred. Since SSLGC
queried fewer nodes, it has lower chance than OLLGC to update the model, which turns out to be
computationally more ecient.
3.6.6 Study on the Impact of 
Now we will study the impact of  in our selective sampling algorithm. We will also compare it
with random sampling. Generally speaking, the smaller the value of , the fewer the number of
queried nodes. Specically, we set  to f0:1; 0:2; : : : ; 1g, and run SSLGC 20 times under each .
We calculate the average ratio of queried nodes for dierent values of . Then, we test random
sampling which is built on GPA. Rather than querying every node, the random sampling will
query a node with probability 0 < p < 1. In other words, for each node, the learner draw a value
from a standard uniform distribution U(0; 1). If the value is smaller than p, it queries the label.
Otherwise, it does not. For fair comparison, we set p equal to the ratio of queried nodes in SSLGC.
The comparison is shown in Figure 3.3.
We can observe that SSLGC is better than random sampling consistently under dierent ratio
of queried nodes. This strengthens the advantage of SSLGC over random sampling. This is also
why selective sampling is demanded for label eectiveness. It will actively query those nodes
whose labels are uncertain. In contrast, random sampling just passively queries the nodes, without
considering the informativeness of each node.
3.7 Conclusions
In this chapter, we presented an online version of the well-known Learning with Local and Global
Consistency method (OLLGC), and proved its regret bound in terms of the structural properties
of a graph. Based on OLLGC, we presented Selective Sampling with Local and Global Consistency
(SSLGC). We also derived a bound on the label complexity of SSLGC. Experiments show that
OLLGC outperforms the state-of-the-art rst-order algorithm substantially, and the selective sam-
pling algorithm outperforms random sampling overwhelmingly given the same number of queried
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labels.
3.8 Detailed Proofs
3.8.1 Proof of Lemma 3.1
Proof. We have
Dt 1(u;wt) Dt(u;wt+1)
= t 1(u)  t 1(wt)  t(u) + t(wt+1)
=  `t(u)  t 1(wt) + t(wt)  t(wt) + t(wt+1)
=  `t(u) + `t(wt) Dt(wt;wt+1)
On the other hand, summing the above formula over all t and using telescopic summation, we have
D0(u;w1) DT (u;wT+1)
=
TX
t=1
(`t(wt)  `t(u)) 
TX
t=1
Dt(wt;wt+1)
Since DT (u;wT+1)  0, this completes the proof.
3.8.2 Proof of Lemma 3.2
Proof. Whenever At is updated (i.e, t 2M), we have
m>t A
 1
t mt = tr(A
 1
t mtm
T
t )
= tr(A 1t (At  At 1))
= tr(I A 1t At 1)
= tr(I A 
1
2
t At 1A
  1
2
t )
47
Assume the eigenvalues of A
  1
2
t At 1A
  1
2
t are i; i = 1; : : : ; d, then we have
m>t A
 1
t mt =
dX
i=1
(1  i)

dX
i=1
log(
1
i
)
=   log det(A 
1
2
t At 1A
  1
2
t )
= log

det(At)
det(At 1)

= log(det(At))  log(det(At 1))
where the inequality follows from 1  x  log( 1x). Summing over t 2M, we have
X
t2M
m>t A
 1
t mt  log(det(AT ))  log(det(A0))
= log(det(I+
TX
t=1
mtm
>
t I[t 2M]))
  log(det(I))
= log(
dY
i=1
(+ i))  log(
dY
i=1
)
= log(
dY
i=1
(1 +
i

))
=
dX
i=1
log(1 +
i

)
where i; i = 1; : : : ; d are the eigenvalues of
P
t2Mmtm
>
t . Moreover, we have
dX
i=1
i = tr(
X
t2M
mtm
>
t )
=
X
t2M
m>t mt
=
X
t2M
kmtk2
 jMjB2
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Thus
X
t2M
m>t A
 1
t mt  d log(1 +
jMjB2
d
)
3.8.3 Proof of Lemma 3.3
Proof.
kuk2 = u>u = >MM> = >Ly
= >LyLLy = f>Lf :
When fi 2 f 1; 1g, it is easy to show that f>Lf = 2(f), where (f) is the cut size under the class
assignment of f . Moreover, using the denition of spectral norm of a matrix, and its connection to
the largest eigenvalue of a matrix, we obtain >Ly  Cn(Ly) = C2(L) .
3.8.4 Supporting Lemmas
Lemma 3.5. [11] [54] For each 1  t  T , assume that kmtk2  B, the following inequalities
hold:
1. E[bt] = t  Bt
2. jBtj 
p
Bkukprt + rt
3. For all  > 0,
P(jbt +Bt  tj  )  2 exp(  2
2rt
)
Lemma 3.6. For all  > 0, we have
P(jbt  tj  )  2 exp(  2
8rt
) + e exp(  
2
4rt(Bkuk2 + ))
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Proof. We expand the indicator of jbt  tj   by introducing the bias term Bt:
fjbt  tj  g  fjbt +Bt  tj  
2
g
+ fjBtj  
2
g
The rst term is bounded by Lemma 3.5. The second term is
fjBtj  
2
g  fkukprt + rt  
2
g
 frt  
2
4(Bkuk2 + )g
 f1  
2
4rt(Bkuk2 + )g
 e exp(  
2
4rt(Bkuk2 + ))
where the last equality uses the fact that fb < 1g  exp1 b for all b. Combining the above results,
we completes the proof.
3.8.5 Proof of Lemma 3.4
Proof. Using Lemma 3.6, we have
TX
t=1
P(jbt  tj  )
= 2
TX
t=1
exp(  
2
8rt
) + e exp(  
2
4rt(kuk2 + ))
= 2
X
t:rtt 
exp(  
2
8rt
) + 2
X
t:rt>t 
exp(  
2
8rt
)
+ e
X
t:rtt 
exp(  
2
4rt(Bkuk2 + ))
+ e
X
t:rt>t 
exp(  
2
4rt(Bkuk2 + ))
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Now we are going to bound each term respectively. The rst term can be bounded as
X
t:rtt 
exp(  
2
8rt
) 
TX
t=1
exp( 
2t
8
)

Z 1
0
exp( 
2t
8
)dt
=
1

 (1=)(
8
2
)
1
k
 d1

e!( 8
2
)
1
k
The second term can be bounded as
X
t:rt>t 
exp(  
2
8rt
) 
X
t:rt>t 
8rt
e2
=
8
e2
X
t:rt>t 
rt
 8d
e2
ln(1 +
NT
d
)
where the rst inequality uses exp( x)  1ex . Similarly, we have
X
t:rtt 
exp(  
2
4rt(Bkuk2 + ))  d
1

e!(4(Bkuk
2 + )
2
)
1
k
and
X
t:rt>t 
exp(  
2
4rt(Bkuk2 + )) 
4(Bkuk2 + )d
e2
ln(1 +
NT
d
)
Combining the above results, we prove this lemma.
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Figure 3.2: Cumulative error rate (rst row), cumulative number of queried nodes (second row) and
cumulative time (third row) with respect to the online learning rounds on IMDB (rst column);
and PubMed (second column) datasets. The lower the curve, the better the performance.
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Figure 3.3: A comparison between selective sampling and random sampling with respect to dierent
ratios of queried nodes on (a) Coauthor; (b) Cora; (c) IMDB; and (d) PubMed data sets. The lower
the curve, the better the performance.
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Chapter 4
Online Learning with Bandit
Feedback in a Network
In previous chapter, I have introduced binary online learning in a network (i.e., on a graph). I will
introduce multi-class online learning in a network in this chapter. More specically, I will introduce
multi-class online learning in a network both in the full-information setting as well as in the partial
information setting.
4.1 Introduction
Many datasets can be described in the form of a graph (or a network) where nodes in the graph
represent entities and edges represent relationships between pairs of entities. Examples of such
graph data include the social network in Facebooka, co-author and citation networks in DBLPb,
and the World Wide Web. In a graph, the nodes are not independent and identically distributed
(i.i.d.), because of the impact of the linkage structure of the graph. In this sense, learning a function
dened on a graph from a set of labeled nodes turns out to be more challenging than learning a
function from conventional i.i.d. data. This motivates a large body of literature about machine
learning and data mining methods on a graph. One family of such methods is node classication [69]
[67] [51] [68] [52] [57], which classies the nodes of a graph based on the link structure and/or the
node attributes. In our study, we focus on online node classication on a graph using link structure.
Existing online node classication algorithms on a graph [42] [41] [40] [39] [25] are limited to
binary classicationc and require the access of the full label information. In other words, in each
round of online learning, after prediction the class label of a node, the learner is provided with
ahttp://www.facebook.com
bhttp://www.informatik.uni-trier.de/ley/db/
cAlthough many of them used multi-class datasets for experimental study, they simply applied their algorithms
to a set of binary classication datasets that are generated from those multi-class datasets, and used the average
results for evaluation. In other words, they did not study multi-class classication.
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the true label of that node. This is called full information setting. However, similar to standard
(semi-)supervised learning for vector data [69] [67], labels are often expensive and time consuming to
obtain in graph classication. Therefore, it is desirable to access a small amount of labels, or partial
label information. In this study, we are particularly interested in online multi-class classication
with bandit feedback : in each round, the learner receives a node and predicts its class label. Then
the learner receives a single bit of feedback of whether the predicted label is correct or not. The
advantage of bandit feedback is two fold: (i) it is able to reduce the labeling cost; and (ii) the single
bit feedback is often more reliable, especially in the high-throughput data processing regime, where
the oracle such as human worker has very limited time to label each node. Note that in the case of
binary node classication, the single bit feedback actually reveals the true node labeld. However,
in the multi-class node classication with c classes, we can identify the true label of a node only if
the single bit feedback is positive. We cannot identify the true label of a node when the single bit
feedback is negative, because there are still c   1 possibilities for the true class label. Therefore,
online multi-class classication with bandit feedback is more challenging than online multi-class
classication in the full information setting.
In this paper, based on the above observation, we aim at designing online learning algorithms
on a graph for multi-class node classication, both in the full information setting, as well as in the
partial information setting. Our proposed algorithms are developed based on a spectral learning
on a graph [70] [46]. In details, we use the spectral information of the graph Laplacian [16], i.e.,
eigenvalues and eigenvectors of the graph Laplacian, to learn multiple nonparametric functions on
a graph for multi-class classication. We rst present an online multi-class learning algorithm,
namely Online Spectral Learning on a Graph (OSLG). We show that it attains O(cd log T ) regret
bound, where T  n is the number of rounds in online learning, n is the graph size, c is the
number of classes, and d is the number of eigenvectors used. Furthermore, the diculty of online
multi-class classication is characterized by the cut size of the graph. Second, we present an online
multi-class classication algorithm with partial bandit feedback, namely Online Spectral Learning
on a Graph with Bandit feedback (OSLG Bandit). Following the idea of upper-condence bound
technique invented in multi-armed bandit problem [2] [1] [15], we use upper-condence bound of
dThis implies that it is only meaningful to consider bandit feedback in the multi-class classication regime.
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the classier to trade o the exploration and exploitation of label information. We also show that
its regret bound is O(cd
p
T log T ), which is only a
p
T factor worse than that of OSLG. This
is reasonable because OSLG uses more information than OSLG Bandit. The diculty of online
multi-class classication on a graph with partial feedback is characterized by the
p
T factor, and
is also characterized by the graph cut size. Experiments on benchmark graph datasets show that
OSLG outperforms multi-class GPA [41] greatly. Furthermore, our experiments also conrm the
eectiveness of the online algorithm with bandit feedback (OSLG Bandit), which achieves much
better results than the bandit version of multi-class GPA.
The main contributions of this chapter are two-fold: (i) we present a multi-class online classi-
cation algorithm on a graph using spectral learning technique, and analyze its regret bound; (ii)
we present a multi-class online classication algorithm on a graph with bandit feedback, and show
that its regret bound is only a
p
T factor worse than its counterpart in the full information setting.
The remainder of this chapter is organized as follows. In Section 4.2, we briey review the
related literature. In Section 4.3, we present an online spectral learning algorithm for multi-class
node classication, followed by its regret bound. In Section 4.4, we devise an online spectral
learning algorithm for multi-class node classication with bandit feedback, and analyze its regret
bound. The experiments on benchmark graph datasets are demonstrated in Section 4.5. Finally,
we present the conclusions in Section 4.6. The detailed proofs are included in Section 4.7
4.2 Related Work
For ease in exposition, we briey discuss online learning in the full information setting as well as
in the partial information, in the context of both vector-based data and graph data.
4.2.1 Online Learning in the Full Information Setting
Online learning has received increasing interest in the machine learning community. Due to the
sequential nature of online learning, it is very suitable for large scale datasets. In general, online
learning algorithms can be categorized into rst-order algorithms [56] [50] and second-order algo-
rithms [10] [19]. Second-order online algorithms are better than rst-order online algorithms [43]
in terms of learning performance, but are relatively more time consuming.
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The extension of online learning to graph data was originally studied in [42]. The setting of
online learning on a graph is essentially transductive, which departs from conventional inductive
online learning on vector-based data. More specically, the whole graph is observed before the
online learning process, but the learner is presented with the nodes in a sequential manner. The
most well-known online learning algorithm on a graph is Graph Perceptron Algorithm (GPA) [41],
which inspired much follow up work [40] [39]. Note that all these online learning algorithms on a
graph are rst-order algorithms. Recently, Gu et al. [25] proposed a second-order online learning
algorithm on a graph based on local and global consistency [67], which is unsurprisingly better
than rst-order algorithms. However, all the online learning algorithms over a graph mentioned
before are limited to binary classication. In this study, we design multi-class second-order online
learning algorithms on a graph from the spectral learning point of view [70] [46]. As will be seen,
the spectral learning technique is more exible and general than the graph regularization-based
technique adopted in [25].
4.2.2 Online Learning in the Partial Information Setting
We consider an instantiation of online learning in the partial information setting, namely online
multi-class prediction with bandit feedback. More specically, in each round of online learning, the
algorithm receives an instance and outputs a label from a nite label set of size c. It then receives a
single bit indicating whether the predicted label is correct or not, with which the algorithm updates
its internal model and proceed to the next round. For rounds where the feedback indicates wrong
prediction, the algorithm's uncertainty about the true class label for that instance is almost not
reduced, since the number of alternative classes is only reduced from c to c 1. Hence the algorithm
needs somehow to follow an exploration-exploitation strategy [1] [2] [15].
Kakade et al. [47] investigated this problem in an online adversarial setting, and showed a
O(T 2=3) regret bound compared to the hinge loss of a linear-threshold comparator. Wang et al. [62]
extended their results to a more general potential-based framework for online learning. Crammer
and Gentile [18] improved the regret bound from O(T 2=3) to O(
p
T log T ) using the second-order
information and the upper condence bound technique [15]. The bandit algorithm we proposed
shares a similar spirit with [18], because we also employ the upper condence bound technique,
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but with three dierences: (i) our algorithm deals with graph data rather than vector-based data;
(ii) the proposed algorithm is deterministic rather than randomized; and (iii) our algorithm is
projection-free, and therefore it is more ecient. To the best of our knowledge, there exists no
study on online multi-class classication on a graph with bandit feedback. So our work is the rst
such algorithm and is of both practical and theoretical interest.
4.3 Online Spectral Learning on a Graph
In this section, we present an online learning algorithm on a graph for multi-class node classication
in the full information setting. We design our algorithm from the perspective of spectral learning,
which learns nonparametric function(s) on a graph over a basis set that consists of eigenvectors of
the graph Laplacian.
4.3.1 Spectral Learning Based on Graph Laplacian
Given a graph G = (V;E), where vi 2 V is the i-th node of a graph, and eij 2 E is the link (edge)
between i-th node and the j-th node. Each link eij is associated with a weight Sij , which reects
the strength of the link. S 2 Rnn is called adjacency matrix of the graph. For undirected graph, S
is a symmetric matrix, while for directed graph, S is asymmetric. In the setting of multi-class node
classication, some of the nodes in the graph are labeled, i.e., yi 2 f1; : : : ; cg, while the remainder
are unlabeled, i.e., yi = 0. Our goal is to obtain a prediction about the labels of those unlabeled
nodes. For the ease of derivation, we introduce a label vector yk = [y1k; : : : ; ynk]
> 2 Rn for the
k-the class, where yik = 1 if yi = k, and yik =  1 otherwise.
Let fk : V ! R be a nonparametric function for the k-th class dened on the nodes of a graph.
For a undirected graph G = (V;E), the smoothness of fk can be measured as follows [59] :
1
2
nX
i;j=1
(fi;k   fj;k)2Sij = f>k Lfk; (4.1)
where fk = [f1k; : : : ; fnk]
> 2 Rn is the predicted label vector, fik is the function value of fk on the
i-th node, i.e., fik = fk(vi). L = D   S is the combinatorial graph Laplacian [16], where D is a
diagonal matrix, which is also known as the degree matrix. The i-th diagonal entry of D is dened
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as Dii =
Pn
j=1 Sij . Roughly speaking, fk is smooth if fik and fjk are similar for those node pairs
with large Sij . This is sometimes informally expressed by saying that fk changes slowly over the
graph.
Suppose the eigenvalue decomposition of L is L =
Pn
i=1 iviv
>
i , where 0  1  2  : : :  n
are eigenvalues, and vi 2 Rn; i = 1; : : : ; n are the corresponding eigenvectors. One property of the
graph Laplacian is that its smallest eigenvalue is 0 (i.e., 1 = 0), and the associated eigenvector
is 1. Through our paper, we assume that the graph G is connected, though our results can be
generalized to disconnected graphs with more involved arguments. So the algebraic multiplicity of
the zero eigenvalue is 1 (i.e., 2 > 0). Since an eigenvector can be seen as a nonparametric function
on the graph, the smoothness of an eigenvector vi is measured by [70]
v>i Lvi = i;
which is exactly the eigenvalue corresponding to this eigenvector. Thus, eigenvectors with smaller
eigenvalues are smoother.
Since we want fk; k = 1; : : : ; c to be smooth with respect to the graph G, following [70] [46], we
assume that fk can be expanded by the d n eigenvectors of L which correspond to the d smallest
eigenvalues,
fk =
dX
i=2
1p
i
viwi;k =M
>wk; k = 1; : : : ; c; (4.2)
where M = [1=
p
2v2; : : : ; 1=
p
dvd]
> 2 Rdn, wk = [w1;k; : : : ; wd;k]> 2 Rd. Note that we use
1=
p
i to normalize the corresponding eigenvectors vi to encourage large coecients correspond to
the eigenvectors with the small eigenvalues and vice versa. Since 1 = 0, the eigenvector v1 = 1
is omitted. This is slightly dierent from the original formulation [70] [46] which did not use the
eigenvalues for normalization. It turns out that our formulation is more eective according to our
empirical study. Intuitively speaking, we not only use the eigenvectors, but also the eigenvalues.
In this sense, our algorithm utilizes more spectral information than previous studies.
It is worth noting that the online algorithm proposed in [67] essentially uses all the eigenvectors
of L as the basis set for fk. According to [46], using the d (d n) eigenvectors of L corresponding
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to the d smallest eigenvalues as the basis set can achieve a better generalization performance. This
rigorously justies our assumption in (4.2). More importantly, as will be seen later, choosing d n
as a xed value is essential to attain a regret bound which vanishes as the number of rounds in
online learning approaches to the size of graph n. It is worth pointing out that [25] proposed
a low-rank approximation of the graph kernels for online learning, which achieves similar eect
but is motivated from the scalability point of view. Our argument in this paper is motivated
by spectral learning and supported by the online learnability of the second-order algorithms on a
graph. In a word, the spectral learning formulation in (4.2) is more general and exible than graph
regularization-based technique [25].
4.3.2 Algorithm
Now we are ready to propose the online multi-class classication algorithm based on (4.2). Before
that, let us state the formal problem setting of online multi-class classication on a graph in the full
information setting. From now on, we assume T  n. Let M = [m1; : : : ;mT ], where mi 2 Rd is
the i-th column of M. Online learning operates on a sequence of nodes. In round t, the algorithm
receives an incoming node mt 2 Rd, and predicts its label y^t 2 f1; : : : ; cg by
y^t = argmax
k
(w>kmt):
After the prediction, the true label yt 2 f1; : : : ; cg is revealed and the loss `t() is evaluated. The
goal of online learning is to minimize the cumulative prediction error over the entire graph.
Given f(m1; y1); (m2; y2); : : : ; (mt; yt)g; 1  t  T , where mt 2 Rd and yt 2 f1; : : : ; cg, we aim
at solving the following optimization problem:
min
W
cX
k=1
 
1
2
tX
i=1
(m>i wk   yik)2 +

2
kwkk2
!
: (4.3)
The optimal solution for wt+1 to (4.3) is
wk;t+1 =
 
tX
i=1
mim
>
i + I
! 1 tX
i=1
yikmi
!
; (4.4)
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for k = 1; : : : ; c.
We dene Ak;0 = I, Ak;t = I +
Pt
i=1mim
>
i I[i 2 M], bk;0 = 0, and bk;t =
Pt
i=1 yikmi for
k = 1; : : : ; c, Then (4.4) can be simplied as:
wk;t+1 = A
 1
k;tbk;t; k = 1; : : : ; c:
It is worth noting that A 1k;t can be incrementally calculated by the Sherman-Morrisan Identity
[23]. In addition, to avoid performing the calculation in each iteration, following [10] [25], we
make our online algorithm mistake-driven. It updates the model parameters (Ak, bk and wk for
k = 1; : : : ; c) only when it incurs a mistake (y^t 6= yt). This modication can be easily taken
into account in our theoretical analysis. In summary, we show the proposed OSLG algorithm in
Algorithm 4.1.
Algorithm 4.1 Online Spectral Learning on a Graph (OSLG)
Input: Adjacency matrix S, rank d, regularization parameter 
Output: WT
Compute L = D  S and M from L
Initialize: Ak;0 = I and bk;0 = 0 for k = 1; : : : ; c, W1 = 0
for t = 1 to T do
Receive mt 2 Rd
Predict y^t = argmax1kc(w>k;tmt)
Receive the correct label yt 2 f1; : : : ; cg
if y^t 6= yt then
for k = 1 to c do
Ak;t = Ak;t 1 +mtm>t
bk;t = bk;t 1 + ytkmt
wk;t+1 = A
 1
k;tbk;t
end for
end if
end for
Note that in each iteration of Algorithm 4.1, whenever an update is invoked, the time complexity
is O(d2). Since d n, the computational time is acceptable.
4.3.3 Theoretical Analysis
Now we will prove the regret bound of Algorithm 4.1. This bound shows that, for any ordering
of nodes on a graph, our algorithm cannot perform much worse than the best predictor learned
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in hindsight. We adapted the proof technique for potential-based gradient descent [14], mirror
descent [58], and SOP [10].
Dene the loss function `t(W) as
`t(W) =
1
2
cX
k=1
(w>kmt   ytk)2:
Then we can dene the regret of OSLG as follows:
RT =
TX
t=1
`t(Wt) 
TX
t=1
`t(U);
where Wt = [w1;t; : : : ;wc;t] and U = [u1; : : : ;uc].
For the ease of proof, we dene a set
M = ft : y^t 6= ytg;
which is the set of nodes the algorithm makes mistake in prediction.
We rewrite (4.3) as a potential-based gradient descent problem:
min
W
1
2
cX
k=1
(m>t wk   ytk)2 +Dt 1(W;Wt); (4.5)
where Dt 1(W;Wt) is dened as follows:
Dt 1(W;Wt) =
1
2
cX
k=1
kwk  wk;tk2Ak;t 1 ;
It is easy to verify that the optimization problems in (4.3) and (4.5) are equivalent.
We begin with three technical lemmas, which facilitate the proofs of the main theoretical result
of OSLG. The detailed proofs in this paper will be included in the longer version of this paper.
The rst lemma is a property of potential-based gradient descent.
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Lemma 4.1. For any U 2 Rdc, we have
TX
t=1
 
`t(Wt)  `t(U)
  D0(U;W1) + TX
t=1
Dt(Wt;Wt+1):
The second lemma is an upper bound of
Pc
k=1
P
t2Mm
>
t A
 1
k;tmt, which is a direct extension
of previous bounds in [10] [14].
Lemma 4.2. Assume that kmtk2  B for all t, then for Algorithm 4.1, we have
cX
k=1
X
t2M
m>t A
 1
k;tmt  cd log

1 +
jMjB2
d

:
The third lemma relates the norm kUk2F with the graph cut size of a graph.
Lemma 4.3. Suppose G is a connected graph, for any U 2 Rdc, F 2 f 1; 1gnc, we have
kUk2F =
cX
k=1
f>k Lfk = 2(F);
where F = [f1; : : : ; fc] 2 Rdc, (F) is the graph cut size corresponding to the class assignment of
F.
Theorem 4.1. (Regret Bound of OSLG) Let S = f(m1; y1); : : : ; (mT ; yT )g 2 (Rd  f1; : : : ; cg)T .
Then for any U 2 Rdc such that (uTkmt   ytk)2  , F 2 f 1; 1gTc, Algorithm 4.1 has
RT  (F) + cd log

1 +
jMjB2
d

:
Proof. Using Lemma 4.1, we have
RT D0(U;W1) +
TX
t=1
Dt(Wt;Wt+1)
=

2
kUk2F +
TX
t=1
Dt(Wt;Wt+1);
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Moreover, using the denition of Dt(; ) and the update equations in Algorithm 4.1, we have
Dt(Wt;Wt+1) =
1
2
cX
k=1
(w>k;tmt   ytk)2m>t A 1k;tmt

2
cX
k=1
m>t A
 1
k;tmt:
Using Lemmas 4.2 and 4.3 completes the proof.
The regret bound of Algorithm 4.1 is O(cd log jMj), where jMj is the number of mistakes
the algorithm made. Since jMj  T , we will simply use a slightly loose bound O(cd log T ) to
characterizes the regret of OSLG in the rest of this paper. It is worth noting that if we choose
d = n  T , the regret bound becomes O(cn log T ), which does not vanish as T approaches to the
graph size n. This indicates that in order to make second-order online learning on a graph work,
we need to choose d n. This is the necessary condition for OSLG to work on any graphs. Note
that the OLLGC algorithm proposed in [25] requires the same condition, although they did not
mention it explicitly.
On the other hand, there is a constant term proportional to (F) in the regret bound. Note
that (F) is the graph cut size of a graph with respect to the partition denoted by F. It indicates
that the easier a graph can be partitioned (or clustered), the smaller the regret of Algorithm 4.1
will be. In other words, the (minimum) graph cut size characterizes the diculty of online learning
on a graph.
4.4 Online Spectral Learning on a Graph with Bandit Feedback
In last section, we have studied online learning on a graph for multi-class node classication in the
full information setting. In this section, we will present an online learning algorithm on a graph for
multi-class node classication in the partial setting with bandit feedback. First of all, we formally
give the denition of online learning on a graph with bandit feedback.
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4.4.1 Algorithm
The generic problem of online multi-class classication over a graph in the bandit setting is as
follows: in the t-th round of online learning, the learner receives a node mt to be classied, and
predicts its label as y^t 2 f1; : : : ; cg. After the prediction, the learner does not receive the correct
label yt but only a single bit Mt indicating whether its output y^t is correct or not, i.e., Mt = fyt 6=
y^tg.
In our paper, following [18], we assume that
P(Yt = kjmt) = 1 + u
>
kmt
2
;
for some uk 2 Rd; k = 1; : : : ; c, subject to
cX
k=1
u>kmt = 2  c
 1  u>kmt  1;
for all t. Here uk is the Bayes classier of unknown norm kukk which satises ju>kmtj  1 for all
t. We also dene k;t = u
>
kmt. We further dene ^k;t = w
>
k;tmt, which is an estimator of k;t.
The algorithm we present employs linear models. The algorithm maintains c weight vectors
wk 2 Rd; k = 1; : : : ; c. Given a node mt, the algorithm computes a score associated with each of
the c classes, denoted by w>kmt, and outputs a prediction to be the label with the highest score,
i.e.,
~yt = argmin
k
w>kmt:
We emphasize that two quantities are considered: the label with maximal score ~yt, and the label
that is actually output by the algorithm, denoted by y^t. In the full information setting, most
algorithms just output y^t = ~yt.
Since we only receive bandit feedback, there is a natural tradeo between exploration and
exploitation. On the one hand, the algorithm should output the label with highest scoring ~yt =
argmaxkw
>
kmt, which is called exploitation. On the other hand, the algorithm should perform
exploration and output another label to get useful feedback. To achieve both exploration and
65
exploitation, we propose to maintain the condence information about the prediction. Specically,
given a nodemt, the algorithm computes not only scores, but also the uncertainties for these scores,
denoted by k;t. Intuitively, big values of k;t indicate that the algorithm is less condent in its
score w>k mt. Given a new node, the algorithm outputs the label with the highest upper condence
bound (UCB), computed as the sum of the score and its uncertainty
y^t = argmax
k
w>kmt + k;t;
where k;t is dened as
2k;t = tm
>
t A
 1
k;t 1mt;
for some scalar t, which is used to trade-o the exploration and exploitation. This upper condence
bound technique has been widely used in multi-armed bandits problem [1] [2] [15].
Note that our algorithm, to some extent, shares similar spirit with condence based bandit
algorithm (Condit) algorithm [18]. However, Condit algorithm is designed for vector-based online
learning. In addition, Condit is an randomized algorithm while our algorithm is deterministic.
More importantly, our algorithm is projection-free. In other words, we do not need to do projection
in each round of OSLG Bandit. This makes our algorithm computationally more ecient, without
signicantly aecting the theoretical properties. In summary, we show the proposed online multi-
class classication algorithm on a graph with bandit feedback in Algorithm 4.2.
It can be seen that, dierent from online learning in the full information setting, where the
learner are able to adjust all the c weight vectors because the true class label yt is disclosed,
the learner in the partial information setting can only undate wy^t because yt is unknown unless
Mt = 0. This explains why OSLG can utilize more label information. However, since OSLG Bandit
only updates one weight vector instead of c, OSLG Bandit turns out to be computationally more
ecient.
4.4.2 Theoretical Analysis
Our main theoretical result provides bounds on the cumulative regret for Algorithm 4.2. We will
bound the extent to which the prediction error of our learning algorithm exceeds the prediction
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Algorithm 4.2 Online Spectral Learning on a Graph with Bandit Feedback (OSLG Bandit)
Input: Adjacency matrix S, rank d, regularization parameter  and t.
Output: WT
Compute L = D  S and M from L
Initialize: Ak;0 = I and bk;0 = 0 for k = 1; : : : ; c, W1 = 0
for t = 1 to T do
Receive mt 2 Rd
Predict y^t = argmaxk

w>k;tmt + t
q
m>t A
 1
k;t 1mt

if Mt = 1 then
by^t;t = by^t;t 1  mt
Ay^t;t = Ay^t;t 1 +mtm>t
wy^t;t+1 = A
 1
y^t;t
by^t;t
else
by^t;t = by^t;t 1 +mt
Ay^t;t = Ay^t;t 1 +mtm>t
wy^t;t+1 = A
 1
y^t;t
by^t;t
end if
end for
error of the Bayes optimal predictor
yt = arg max
k=1;:::;c
P(yt = kjmt) = arg max
k=1;:::;c
u>kmt;
for this label noise model. In particular, we aim to bound from above the cumulative regret
RT =
TX
t=1
 
Pt(yt 6= y^t)  Pt(yt 6= yt )

; (4.6)
where Pt denotes the conditional probability as follows
Pt() = P(jm1; : : : ;mt; y1; : : : ; yt 1):
Note that xt can be chosen adversarially as a function of past x and y. Similarly, we denote by
Et[] the conditional expectation as follows
Et[] = E(jm1; : : : ;mt; y1; : : : ; yt 1):
Let bk;t = w>kmt and k;t = u>kmt. The following lemma relates the regret dened in (4.6)
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with bk;t and k;t.
Lemma 4.4. If at time t the upper condence algorithm satises
jbk;t  k;tj  k;t; k = 1; : : : ; c;
then
Pt(yt 6= y^t)  Pt(yt 6= yt )  y^t;t:
Lemma 4.4 implies that in order to bound Pt(yt 6= y^t)   Pt(yt 6= yt ), it is sucient to bound
jby^t;t  y^t;tj.
Dene t(W) as follows
t(W) =
8><>:
1
2(1 w>y^tmt)2 if Mt = 1
1
2(1 +w
>
y^t
mt)
2 otherwise
We have the following lemma, which bounds (w>y^t;tmt   u>y^t;tmt)2.
Lemma 4.5. For any t and U 2 Rdc, we have
(w>y^t;tmt   u>y^tmt)2  2m>t A 1y^t;t 1mt

2
kUk2F + 2
t 1X
i=1
ri  
t 1X
i=1
 
i(Wi)  i(U)

;
where ri =m
>
t A
 1
y^t;t
mt.
The following lemma is intended to control with high probability the cumulative dierence of
losses, i.e., t(Wt)  t(U). Let Yt = t(Wt)  t(U). Dene Zi = Et[Yi]  Yi. It is easy to show
that Zi; i = 1; : : : ; t   1 is a martingale dierence sequence. We have jZij  4, Ei[Zi] = 0, and
Vari[Zi] = Vari[Yi]. Thus, we can immediately apply the Bernstein's inequality for martingales,
e.g., [47], to get an upper bound on
Pt
i=1 Zi, as stated in the following lemma.
Lemma 4.6. For any t, we have
P
 
t 1X
i=1
Zi   36 log t+ 4

!
 1  
t(t+ 1)
:
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The following lemma relates m>t A
 1
y^t;t 1mt and m
>
t A
 1
y^t;t
mt.
Lemma 4.7.
m>t A
 1
y^t;t 1mt 
+ 1

m>t A
 1
y^t;t
mt:
Dene sets
Mk = ft : yt = kg; k = 1; : : : ; c;
The following lemma provides an upper bound on
Pc
k=1
P
t2Mk m
>
t A
 1
k;tmt. Its proof is more
involved than Lemma 4.2.
Lemma 4.8. Assume that kmtk2  B for all t, then for Algorithm 4.2, we have
cX
k=1
X
t2Mk
m>t A
 1
k;tmt  cd log

1 +
TB2
cd

:
Now we are ready to prove the regret bound of Algorithm 4.2.
Theorem 4.2. (Regret Bound of OSLG Bandit) Let S = f(m1; y1); : : : ; (mT ; yT )g 2 (Rd 
f1; : : : ; cg)T . Then for any U 2 Rdc such that juTkmtj  1, F 2 f 1; 1gTc, Algorithm 4.2
has
RT 
p
T

(F) +

+ 1
2
+ 2cd

log

1 +
TB2
cd

+ 36 log
T + 4


Proof. According to Lemmas 4.4, 4.5 and 4.6, we have with probability at least 1  ,
TX
t=1
2y^t;t

TX
t=1
2m>t A
 1
y^t;t 1mt


2
kUk22 + 2
t 1X
i=1
ri + 36 log
t+ 4



TX
t=1
2m>t A
 1
y^t;t 1mt


2
kUk22 + 2
TX
i=1
ri + 36 log
T + 4


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According to Lemma 4.8, we have
TX
i=1
ri  cd log

1 +
TB2
cd

;
Thus, we have
TX
t=1
2y^t;t 
TX
t=1
m>t A
 1
y^t;t 1mt
kUk2F + 4cd log

1 +
TB2
cd

+ 72 log
T + 4


(4.7)
According to Lemmas 4.7 and 4.8, we have
TX
t=1
m>t A
 1
y^t;t 1mt 
+ 1

TX
t=1
m>t A
 1
y^t;t
mt
+ 1

cd log

1 +
TB2
cd

; (4.8)
Substituting (4.8) back into (4.7), we obtain
TX
t=1
2y^t;t 
+ 1

cd log

1 +
TB2
cd


kUk2F + 4cd log

1 +
TB2
cd

+ 72 log
T + 4


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Therefore, we have
RT 
TX
t=1
y^t;t

vuutT TX
t=1
2y^t;t

p
T

+ 1
2
cd log

1 +
TB2
cd

+

2
kUk2F + 2cd log

1 +
TB2
cd

+ 36 log
T + 4


=
p
T


2
kUk2F +

+ 1
2
+ 2cd

log

1 +
TB2
cd

+36 log
T + 4


where we used
p
ab  a+b2 for a; b  0. Using Lemma 4.3 completes the proof.
Note that the regret bound of OSLG Bandit is O(cd
p
T log T ), which is only a
p
T factor worse
than that of OSLG, i.e., O(cd log T ). This
p
T term seems unavoidable since OSLG Bandit utilizes
substantially less information than OSLG. In addition, the diculty of online learning on a graph
with bandit feedback is also characterized by the (minimum) graph cut size.
4.5 Experimental Results
In this section, we empirically evaluate the eectiveness of the proposed algorithms. We used four
real-world graph data sets in Table 3.1 to evaluate the online learning algorithms.
4.5.1 Evaluation Measures
We evaluated the performance of online learning via two measures: (i) cumulative error rate, which
reects the prediction performance of online learning algorithms; and (ii) computational time,
which measures the eciency of online learning. Note that the smaller the above measures, the
better the performance of an online learning algorithm.
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Table 4.1: A comparison of online learning algorithms on a graph on the four data sets. The smaller
the value of the measure, the better the performance.
Algorithm
Coauthor Cora
Error rate Time (s) Error rate Time (s)
GPA 0.54850.0128 0.01610.0016 0.58440.0138 0.02710.0030
OSLG 0.30860.0071 0.70620.0630 0.20810.0035 1.61390.3026
GPA Bandit 0.73520.0154 0.03500.0059 0.82720.0075 0.04900.0030
OSLG Bandit 0.46950.0103 0.46430.0853 0.31980.0294 1.12950.1202
Algorithm
IMDB PubMed
Error rate Time (s) Error rate Time (s)
GPA 0.68640.0063 0.25260.0104 0.39820.0046 0.20450.0158
OSLG 0.48290.0060 14.94772.5440 0.25350.0026 7.24031.7991
GPA Bandit 0.70710.0297 0.55040.0234 0.64620.0201 0.67880.0366
OSLG Bandit 0.47850.0175 8.63141.2034 0.33690.0042 3.83850.9912
4.5.2 Baselines and Parameter Settings
We compare the proposed algorithms with the Graph Perceptron Algorithm (GPA) [41]. The
algorithms we studied and their parameter settings are summarized as follows.
Graph Perceptron Algorithm (GPA) [41]: This is the state-of-the-art rst-order online
learning algorithm on a graph. There is no required parameter for this algorithm. Note that the
original GPA algorithm [41] is designed for binary classication. However, it can be extended to
multi-class classication straightforwardly using standard technique, e.g., [47].
Online Spectral Learning on a Graph (OSLG): This is the proposed second-order online
learning algorithm on a graph. The parameter  is tuned by searching the grid f10 3; 10 2; : : : ; 10g
on a held-out random shue. The number of eigenvectors used for spectral learning is set to
d = 100.
GPA Bandit: This is an extension of GPA to the bandit feedback setting by the mechanism
designed in [47]. There is a parameter  2 (0; 0:5) which controls the probability of exploration. It
is tuned by searching the grid f10 3; 10 2; 10 1; 0:5g on a held-out random shue.
OSLG Bandit: This is the proposed bandit algorithm on a graph. The parameter  is tuned
according to the grid f10 3; 10 2; : : : ; 10g on a held-out random shue. In our experiments, we x
t for all t and tune it by the grid f10 3; 10 2; : : : ; 10g on a held-out random shue as well. The
number of eigenvectors used for spectral learning is also set to d = 100.
In order to compare these algorithms fairly, we randomly shue the ordering of nodes for each
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Figure 4.1: Cumulative error rate with respect to the online learning rounds on the four datasets.
The lower the curve, the better the performance is.
dataset. We repeat each experiment 20 times and calculate the average results.
4.5.3 Results and Discussions
The experimental results are shown in Table 4.1. For each data set, we executed paired t-tests
of the error rate between the proposed algorithms and GPA at a 95% condence interval. We
found that the improvements of our algorithms over GPA are always signicant. We also show the
results with respect to the round of online learning in Figures 4.1 and 4.2. In all subgures, the
horizontal-axis represents the rounds of online learning, while the vertical-axis is the cumulative
error rate (Figure 4.1) and cumulative time (Figure 4.2), averaged over 20 runs.
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Figure 4.2: Cumulative time with respect to the online learning rounds on the four datasets. The
lower the curve, the better the performance is.
We can see that OSLG outperforms GPA signicantly on every data set. This is consistent with
previous studies: second-order algorithms are generally better than rst-order algorithms [25] [43].
Unsurprisingly, OSLG requires more time than GPA. The reason is that the time complexity of
GPA is O(d), while the time complexity of OSLG is O(d2). However, provided that d is moderate,
the relatively high computational time of OSLG is acceptable and overall it is more appealing than
GPA.
OSLG Bandit is better than GPA and GPA Bandit. This justies the superiority of our al-
gorithm over GPA Bandit. Moreover, OSLG Bandit achieves slightly worse results than OSLG.
This is quite reasonable, because OSLG Bandit only uses partial label information in each round,
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while OSLG uses the full label information in each round. Thus, the performance of OSLG Bandit
should be no better than that of OSLG.
Furthermore, it can be seen that OSLG Bandit takes less time than OSLG. The reason is
obvious: OSLG Bandit only updates one weight vector in each round, while OSLG needs to update
c weight vectors provided that a mistake is made. Therefore, OSLG Bandit is computationally
more ecient than OSLG overall.
In summary, OSLG Bandit is both computational ecient and label information ecient.
4.6 Conclusions
In this paper, we presented two online learning algorithms on a graph for multi-class node classi-
cation. The rst one (i.e., OSLG) is for full information setting, while the second algorithm (i.e.,
OSLG Bandit) is for partial information setting with bandit feedback. We derived regret bounds
for both algorithms. We showed that the regret bound of OSLG Bandit is only a
p
T factor worse
than OSLG. Experiments show that OSLG outperforms the state-of-the-art rst-order algorithm
substantially, and OSLG Bandit achieves slightly worse results than OSLG, but is more ecient.
4.7 Detailed Proofs
4.7.1 Proof of Lemma 4.1
Proof. We have
`t(Wt)  `t(U)
=Dt 1(U;Wt) Dt(U;Wt+1) +Dt(Wt;Wt+1)
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On the other hand, summing the above formula over all t and using telescopic summation, we have
TX
t=1
 
`t(Wt)  `t(U)

=D0(U;W1) DT (U;WT+1) +
TX
t=1
Dt(Wt;Wt+1)
D0(U;W1) +
TX
t=1
Dt(Wt;Wt+1):
This completes the proof.
4.7.2 Proof of Lemma 4.3
Proof.
kUk2F =
cX
k=1
kukk22
=
cX
k=1
u>k uk
=
cX
k=1
>kMM
>k =
cX
k=1
>k L
yk
=
cX
k=1
>k L
yLLyk =
cX
k=1
f>k Lfk: (4.9)
When fk 2 f 1; 1gn, it is easy to show that
Pc
k=1 f
>
k Lfk = 2(F), where (F) is the cut size
under the class assignment of F = [f1; : : : ; fc]. Moreover, using the denition of spectral norm of
a matrix, and its connection to the largest eigenvalue of a matrix, we obtain
Pc
k=1
>
k L
yk 
C
Pc
k=1 n k(L
y) = CPc
k=1 1+k(L)
.
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4.7.3 Proof of Lemma 4.4
Proof. We have
Pt(yt 6= y^t)  Pt(yt 6= yt )
=
yt ;t  y^t;t
2

byt ;t + yt ;t   by^t;t + y^t;t
2
 y^t;t   yt ;t + yt ;t + y^t;t
2
 y^t;t (4.10)
where the rst inequality is due to the condition of this lemma, and the second inequality is due
to the fact that by^t;t + y^t;t  byt ;t + yt ;t
4.7.4 Proof of Lemma 4.5
Proof. According to Lemma 4.1, we have
t 1X
i=1
 
i(Wi)  i(U)

D0(U;W1) Dt 1(U;Wt) +
t 1X
i=1
Di(Wi;Wi+1)
Moreover, using the denition of Dt(; ) and the update equations in Algorithm 4.2, we have
Di(Wi;Wi+1) =
8><>:
1
2(w
>
y^i;i
mi   1)2m>i A 1k;imi if Mi = 1
1
2(w
>
y^i;i
mi + 1)
2m>i A
 1
k;imi otherwise
2m>i A 1k;imi = 2ri:
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since jw>k;imij  1 for k = 1; : : : ; c. So we have
tX
i=1
 
i(Wi)  i(U)
 D0(U; 0) Dt 1(U;Wt) + 2 t 1X
i=1
ri
=

2
kUk2F  Dt 1(U;Wt) + 2
t 1X
i=1
ri
Furthermore, from the Cauchy-Schwarz inequality, we have
1
2
(w>y^t;tmt   u>y^tmt)2 m>t A 1y^t;t 1mtDt 1(U;Wt)
Solving for Dt 1(U;Wt) and substituting it into the above inequality completes the proof.
4.7.5 Supporting Lemmas and Theorems
First, we prove that conditioned on the past, the conditional expectation of Yt is nonnegative.
Lemma 4.9. For any Wt, we have
Et[Yt] =
1
2
(u>y^txt  w>y^t;txt)2
Proof. We have
Et[t(Wt)]
=
1 +y^t;t
2
(1  by^t;t)2 + 1 y^t;t2 (1 + by^t;t)2
and
Et[t(U)]
=
1 +y^t;t
2
(1 y^t;t)2 +
1 y^t;t
2
(1 + y^t;t)
2
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Hence,
Et[Yt]
=
1 + y^t;t
2
((1  by^t;t)2   (1 y^t;t)2)
+
1 y^t;t
2
((1 + by^t;t)2   (1 + y^t;t)2)
=
1 +y^t;t
2
(2  by^t;t  y^t;t)(y^t;t   by^t;t)
+
1 y^t;t
2
(2 + by^t;t +y^t;t)(by^t;t  y^t;t)
=(y^t;t   by^t;t)2
which completes the proof.
Second, we prove that conditioned on the past, the conditional variance of Yt is close to its
conditional expectation.
Lemma 4.10. For any Wt, we have
Vart[Yt]  4(u>y^txt  w>y^t;txt)2
Proof. jYtj can be bounded from above by
jYtj =
8><>:
1
2
(2 w>y^t;tmt   u>y^tmt)(u>y^tmt  w>y^t;tmt) if Mt = 1
1
2
(2 +w>y^t;tmt + u>y^tmt)(u>y^tmt  w>y^t;tmt) otherwise
2ju>y^tmt  w>y^t;tmtj
Since Vart[Yt] = Et[Y 2t ]  E[Yt]2  Et[Y 2t ], we have
Vart[Yt]
4Et

(u>y^tmt  w>y^t;tmt)2

=4

1 + y^t;t
2
(y^t;t   by^t;t)2 + 1 y^t;t2 (y^t;t   by^t;t)2

=4(y^t;t   by^t;t)2
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Theorem 4.3. [48] Suppose X1; : : : ; XT is a martingale dierence sequence with jXtj  b. Let
Vart[Xt] = Var[XtjX1; : : : ; Xt 1]. Let 2 =
PT
t=1Vart[Xt] be the sum of conditional variances of
Xt's. Then we have, for any  < 1=e and T  3,
P
 
TX
t=1
Xt  max
(
2
s
2 log

4 log T


; 3b log

4 log(T )

)!
 
4.7.6 Proof of Lemma 4.6
Proof. According to Lemmas 4.9 and 4.10, in additional to Theorem 4.3, we have with probability
at least 1  t(t+1)
t 1X
i=1
Zi
max
8<:
vuut16 log 4t(t+ 1) log(t  1)

tX
i=1
i; 12 log
4t(t+ 1) log(t  1)

9=;
where i = (y^t;t   by^t;t)2. Using the inequality pab  a+b2 , we havevuut16 log 4t(t+ 1) log(t  1)

tX
i=1
i 
16 log 4t(t+1) log(t 1) +
Pt
i=1 i
2
=8 log
4t(t+ 1) log(t  1)

+
1
2
tX
i=1
i
Thus we have
t 1X
i=1

1
2
i   Yi

max
(
8 log
4t(t+ 1) log(t  1)

+
1
2
tX
i=1
i; 12 log
4t(t+ 1) log(t  1)

)
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Hence, we have
t 1X
i=1
Yi   min

8 log
4t(t+ 1) log(t  1)

; 12 log
4t(t+ 1) log(t  1)


which can be further simplied as
t 1X
i=1
Yi   36 log t+ 4

4.7.7 Proof of Lemma 4.7
Proof. By denition, we have
kmtk2A 1y^t;t =m
>
t A
 1
y^t;t
mt
=m>t (Ay^t;t 1 +mtm
>
t )
 1mt
=kmtk2A 1y^t;t 1  m
>
t
A 1y^t;t 1mtm
>
t A
 1
y^t;t 1
1 +m>t A
 1
y^t;t 1mt
mt
=kmtk2A 1y^t;t 1  
kmtk4A 1y^t;t 1
1 + kmtk2A 1y^t;t 1
=
kmtk2A 1y^t;t 1
1 + kmtk2A 1y^t;t 1
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which yields
m>t A
 1
y^t;t 1mt =kmtk2Ay^t;t 1
=
kmtk2A 1y^t;t
1  kmtk2A 1y^t;t
 1
1  1+1
kmtk2A 1y^t;t
=
+ 1

kmtk2A 1y^t;t
=
+ 1

m>t A
 1
y^t;t
mt
4.7.8 Proof of Lemma 4.8
Proof. Whenever Ak;t is updated (i.e, t 2Mk), we have
m>t A
 1
k;tmt =tr(A
 1
k;tmtm
T
t )
=tr

A 1k;t (Ak;t  Ak;t 1)

=tr(I A 1k;tAk;t 1)
=tr(I A 
1
2
k;t Ak;t 1A
  1
2
k;t )
Assume the eigenvalues of A
  1
2
k;t Ak;t 1A
  1
2
k;t are k;i; i = 1; : : : ; d, then we have
m>t A
 1
k;tmt =
dX
i=1
(1  k;i)

dX
i=1
log

1
k;i

=  log det(A 
1
2
k;t Ak;t 1A
  1
2
k;t )
= log

det(Ak;t)
det(Ak;t 1)

= log(det(Ak;t))  log(det(Ak;t 1))
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where the inequality follows from 1  x  log( 1x). Summing over t 2Mk, we have
X
t2Mk
m>t A
 1
k;tmt
 log (det(Ak;T ))  log (det(Ak;0))
= log
 
det(I+
TX
t=1
mtm
>
t I[t 2Mk])
!
  log (det(I))
= log
 
dY
i=1
(+ k;i)
!
  log(
dY
i=1
)
= log
 
dY
i=1

1 +
k;i

!
=
dX
i=1
log

1 +
k;i


where k;i; i = 1; : : : ; d are eigenvalues of
P
t2Mk m
>
t mt for k = 1; : : : ; c Moreover, we have
dX
i=1
k;i =tr(
X
t2Mk
mtm
>
t )
=
X
t2Mk
m>t mt
=
X
t2Mk
kmtk2
jMkjB2
=jMkjB2
Thus
X
t2Mk
m>t A
 1
k;tmt  d log(1 +
jMkjB2
d
)
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and
cX
k=1
X
t2Mk
m>t A
 1
k;tmt 
cX
k=1
d log(1 +
jMkjB2
d
)
cd log(1 + jMjB
2
cd
)
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Chapter 5
Conclusions and Future Work
In this thesis, I introduced a nonadaptive active learning approach on a graph, an online learning
algorithm on a graph for binary node classication, a selective sampling (online active learning)
algorithm on a graph, an online learning algorithm on a graph for multi-class node classication,
and an online learning algorithm on a graph with bandit feedback. I analyzed these algorithms
both theoretically and empirically.
More specically, in Chapter 2, I introduced a nonadaptive active learning approach on a graph,
based on generalization error bound minimization. In particular, I presented a data-dependent
error bound for a graph-based learning method, namely learning with local and global consistency
(LLGC). I showed that the empirical transductive Rademacher complexity of the function class for
LLGC provides a natural criterion for active learning. Experiments on benchmark datasets show
that the proposed method outperforms the state-of-the-art active learning methods on a graph.
Our work indicates that: (1) it is better to design dierent active learning algorithms for dierent
classiers on a graph; (2) it is a good idea to derive an active learning algorithm by analyzing the
error bound of a specic classier.
In Chapter 3, I presented an online algorithm namely online learning with local and global
consistency (OLLGC). This is the rst second-order algorithm in the literature of an online learning
on a graph. I prove its regret bound in terms of the structural property (cut size) of a graph. I
also presented the rst selective sampling algorithm on a graph (SSLGC), which queries the label
of each node based on the condence of the linear function on a graph. Its bound on the label
complexity is also derived. I analyzed the low-rank approximation of graph kernels, which enables
the online algorithms scale to large graphs. Experiments on benchmark graph datasets show that
OLLGC outperforms the state-of-the-art rst-order algorithm signicantly, and SSLGC achieves
comparable or even better results than OLLGC while querying substantially fewer nodes. Moreover,
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SSLGC is overwhelmingly better than random sampling.
In Chapter 4, I introduced online learning on a graph for multi-class node classication, in both
the full information setting and the partial information setting. First, I presented an online multi-
class classication algorithm in the full information setting. It is based on function learning on a
graph using the spectral information of the graph Laplacian. I showed that it attains O(cd log T )
regret bound, where T is the number of rounds in online learning, c is the number of classes, and
d is the number of eigenvectors of the graph Laplacian used for learning. Second, I presented an
online multi-class classication algorithm with bandit feedback on a graph. I use upper-condence
bound technique to trade o the exploration and exploitation of label information. I showed that it
attains O(cd
p
T log T ) regret bound, which is only a
p
T factor worse than the proposed algorithm
in the full information setting. This is also the rst online algorithm on a graph with bandit
feedback. Experiments on several benchmark graph datasets show that the proposed online multi-
class classication algorithm beats the state-of-art baseline, and the proposed bandit algorithm is
also much better than the bandit version of the baseline.
During my Ph.D. study, I have also done other work on active learning [33] [34], dimensionality
reduction [30] [32] [31] [26], large margin classication [29] [28], matrix factorization [27], community
detection [24], recommendation [65] [66], citation prediction [64] [55] and Cyber-physical systems
[60]. These studies are not covered in this thesis.
In the future, there are multiple directions which are worth to explore.
First, as exemplied by my research, the ability to adaptively query for the label of nodes in a
network allows an active learning algorithm to achieve signicantly lower label complexity than a
passive algorithm without this interactive capability. A future direction is to apply active learning
to query the label of edges in a network. It has applications in link prediction and collaborative
ltering.
Second, current online learning algorithms on a graph only utilize link information. I aim to
study online learning algorithm for networked data, which utilizes both the link and the content
information to update the model on the y.
Thirdly, note that in this thesis, we studied transductive online learning on a graph. It is still
an open question that whether we can come up with an inductive online learning algorithm on a
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graph. In our future work, we will explore inductive online learning and its variants on a graph.
Fourth, in this thesis, I only studied online supervised learning in a network. It is still an open
problem about online clustering on a graph. The main diculty is: in the context of clustering,
the label information is unavailable. Therefore, it is unclear how to dene the regret of online
clustering on a graph, and how to design update rules of the algorithms.
Last but not the least, it is very interesting to study distributed online learning in a network.
When the network is very huge or distributed on several locations, applying the online algorithms
on the whole network is not feasible or not ecient. It is better to divide the network into several
networks, and apply the online algorithms on each subnetwork. However, in order to achieve the
similar eect of learning in the whole network, we need to do communication between dierent
subnetworks to exchange useful information. In this sense, we not only need to consider the regret
or sample complexity, but also need to take into account the communication complexity. This turns
out to be a very challenging but promising direction.
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