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Abstract 
The past few years have witnessed a growing interest in e-Science and the use of Grid technologies 
for addressing complex scientific problems. However, the growing number of tools, services and 
resources that need to be combined, as well as wide the wide range of expertise required, means that 
developing monolithic applications to resolve such problems remains too inflexible. This thesis 
presents the design and development of the Discovery Net system, a generic collaborative workflow- 
based infrastructure that supports scientific users in developing analytical processes particularly for 
mining large data sets. 
The system provides native support for a relational data model that facilitates analysis and integration 
of large data sets by workflow components. The data model supports both out-of-core processing and 
in-memory instances pipelining in the data-flow. 
Activities can be composed in a data-centric composition flow graph. A coordination flow can also be 
defined to create more complex control structures, and coordinate executions of the composition flow, 
benefiting from its data caching. Programming-in-the-small in the workflow definition is enabled by 
using a dynamic language to define new activities or modify existing ones from the authoring tool. 
This provides a workflow-based programming environment allowing rapid development and 
deployment of services and workflows either for collaborators to refine or use as a workflow-based 
service. 
The system also manages activity services which provide sets of domain-specific activities and can 
specify hosting environments for authoring, deployment to production, execution or configuration. 
These services can be added and removed dynamically and the hosting environments support 
encapsulation, dependencies and synchronisation. This is required when prototyping and deploying 
domain-oriented workflows enacted on remote resources, to ensure that the system can support 
arbitrary cross-domain processes. 
The platform presented has been used to build e-Science applications developed as part of the 
Discovery Net pilot project in cheminformatics, bioinformatics, data and text mining. 
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Chapter 1 
Introduction 
1.1 Motivation 
The past few years have witnessed a growing interest in the use of e-Science Grid-based technologies 
as computational tools for addressing complex scientific problems. However, the growing number of 
tools, services and resources that need to be combined in such applications (Web Services, Grid 
infrastructures and services, locally available libraries and algorithms), as well as the wide range of 
expertise required, means that developing monolithic applications to resolve such problems is too 
inflexible. 
The idea of using modular, visual problem solving environments that help scientists to integrate the 
different distributed components of the analytical process using workflows is appealing and offers 
various advantages. The paradigm aims to empower the scientific users to build their own e-Science 
applications rapidly and effectively. 
The goal of this thesis is to investigate the design and development of a generic collaborative 
workflow-based infrastructure that supports the scientific users (domain experts) themselves in 
developing Grid-based analytical processes; in particular those used for the processing and mining of 
large data sets. This poses various challenges: 
" As we focus on long-running heterogeneous CPU and data-intensive workflows created by 
domain-experts, these workflows have to be composed of components that are relevant to that 
user. The user interface has to provide a rich verification mechanism, sending error or 
warning messages when parameters are out of context or do not match given the type of data 
being processed before the workflow can be sent for execution remotely, in particular since 
that execution may take a long time and use resources. As well, the user needs to be able to 
use interactive data visualisation tools that are relevant to his/her domain instead of generic, 
text or HTML viewers. The consequences are that the architecture needs to manage both the 
distribution of execution as well as the distribution of the workflow modelling environment 
associated with each domain, with the issues of isolation, dependencies, versioning and 
synchronisation that it involves. 
" As we focus on applications involving statistical and data mining of large data sets, the issue 
of managing these data sets arises. This means firstly dealing with their lifecycle and caching 
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which is crucial in particular during the typical Mal-and-error experiment modelling phase to 
avoid re-running workflows entirely every time a new parameter value is tried. It also means 
having to deal with the staging structure and persistence for these data sets. In the context of 
workflow modelling, these have several characteristics. Their schemas change very often 
(new normalisation methods, feature reduction, projection onto a different space). These data 
sets being potentially used as cache, they therefore need to be immutable to ensure 
consistency. Also, they are processed by opaque components and not by transparent data 
processing queries and as such, they do not follow the typical pattern of access and 
modification of data stored in relational database management systems and require a specific 
design. 
" One issue that arises from allowing workflow-based composition of high-level components 
by domain experts, is the potential for `dead-ends' whereby the user is not able to model a 
task because a particular data conversion, control structure or service integration is not 
present. An approach based on the strict composition of pre-defined services can therefore be 
too restrictive, in particular compared with more generic domain-specific and scripting 
languages that some scientists are used to. 
Furthermore, because of the focus on the user `experience', the issue of the model of 
execution also arises. While data-flow and particularly DAG-based executions are attractive 
because of their simplicity and explicit data communication between activities, they can have 
important modelling restrictions and grow rapidly in complexity with the complexity of the 
problem. On the other hand, control-flow modelling approaches can become too difficult for 
the end-user if it means having to deal with the data-flow separately, and using more 
traditional programming languages to define the workflow would defy the purpose of the 
system. Another issue related to the execution model when working over data sets is that of 
exploiting pipeline-parallelism. In effect, data sets in data-flows can be used both as a single 
object for the purpose of the analysis, as well as a stream of instances when working on data- 
parallel processes. This needs to be handled uniformly by the execution model. 
" Finally, there is a need to handle interactions with a running workflow. However, 
architectures based around runtime steering of remote processes do not necessarily fit the 
requirements of a service-oriented architecture, as they require synchronous communication 
between the client and the execution and thus a tightly coupled interaction pattern. The issue 
2 
is therefore to find a more asynchronous mechanism that allows more limited but loosely 
coupled interactions. 
1.2 Contribution 
This thesis presents an architecture design and implementation of the Discovery Net platform as a 
generic engine for supporting rapid collaborative design and development of scientific informatics 
applications using domain-oriented workflows. 
There are three main architectural contributions to the state-of-the-art in service-oriented scientific 
workflow systems: 
" The architecture supports the management of activity services (in charge of a set of activities 
for a particular domain) which can define multiple hosting environments. These environments 
support encapsulation and dependencies. Separate environments can be defined specifically 
for the purpose of workflow authoring (verification code, complex parameterisation and 
visualisation user-interfaces), for production use of the workflow (Web components needed 
for data importation, visualisation, or for the purpose of parameterisation), for execution-time 
or for configuring activities. Activity services can be added and removed dynamically and 
their hosting environments are synchronised. The mechanism is needed in the context of 
domain-oriented workflows with remote enactment where the services' total encapsulation 
ensures that arbitrary cross-domain workflows can be constructed, enacted and deployed. 
" The architecture has native support for a generic relational data model that facilitates data 
analysis and integration of large data sets by opaque workflow components. The data model 
supports both out-of-core processing as well as in-memory instances pipelining in the data- 
flow. 
"A workflow modelling approach based on three layers is proposed, whereby activities can be 
firstly and mainly composed in a data-centric composition flow graph. A coordination flow 
can be defined to create more complex control structures and applications and mainly 
coordinates executions of the composition flow, thus benefiting from the caching of that 
layer. In order to support programming-in-the-small in the workflow, activities can also be 
created dynamically. From the client tool, the basic structure of the activity is defined with a 
user interface and its behaviour is defined using a dynamic language. That language is also 
used to specialise the behaviour of other activities. This provides a workflow-based 
3 
programming environment for the platform which, combined with workflow sharing, the 
synchronisation of hosting environments and role-based access mechanisms, allows the rapid 
development and deployment of services and workflows either for others to refine or use as a 
composed service. 
Overall the system is a multi-tier architecture with a synchronised slender client for workflow 
creation, validation, monitoring and result visualisation, a collaboration tier to support a virtual 
organization in a managed environment for collaborative construction of compositional services via 
building and deploying workflows, and a scalable execution tier to enact the workflows, which can 
access the Grid fabric. Some of the technical contributions presented in this thesis include: 
" The execution tier is developed based on a cluster of distributed Java application servers to 
simplify their synchronisation and avoid start-up costs. In this context, we present our 
approach to designing a job manager for long running tasks using standard commodity Java 
services. 
" The DAG-based data-flow execution is extended to support concurrent execution of data- 
dependent activities, which can be used to support multi execution modes such as streaming 
and data pipelining. 
" An interactive mechanism during workflow execution is available in particular to send 
requests to the end-user who can perform data validation or manipulation while the workflow 
execution is suspended. 
" Service-level data consistency can be ensured by adding verification code that is executed 
while the workflow is constructed, in order to ensure its validity before execution. This 
approach is manageable because of the code synchronisation architecture for activity 
services. 
1.3 Discovery Net Project 
The Discovery Net project was an e-Science Pilot Project funded by the EPSRC with the aim to 
"design, develop, and implement an advanced computing infrastructure to support real-time 
processing, interpretation, integration, visualization and mining of massive amounts of time-critical 
data generated by high throughput devices" [DNet]. Applications of the infrastructure have included 
the modelling of scientific applications in the domains of cheminformatics, bioinformatics, data 
mining, text mining, sensor data processing or earthquake data analysis. The project started in 
4 
October 2001 and ended in March 2005 and the Discovery Net platform was developed as part of the 
project to support its applications. 
A number of high-level goals were initially set for the system: 
9 Support for distributed scientific workf ows over large data sets as a means to define analysis 
processes that can be shared and reused. 
" Targeted at domain experts rather than at distributed and Grid computing architecture 
developers. 
0 Scalable architecture to support the growing resource requirements of these scientific 
processes. 
" Extensibility to cope with the changing environment (algorithms, libraries, compute, service 
or data resources) inherent to that domain 
9 Deployment: The scientific workflows once constructed can be used as services as part of a 
wider, more loosely coupled infrastructure. In particular, the execution of scientific processes 
could be part of a wider scientific workflow within or across organisations. 
Domain erts Domain 
, -1, j- De lo ment 
Collaborative Infrastructure 
Resources Integration 
Grid Scientific Services 
Figure 1.1: Discovery Net Project: Collaborative, workflow-based resource integration by 
domain experts 
The work presented in this thesis has been used and validated as part of the demonstrator applications 
created during this project. 
5 
1.4 Discovery Net Acknowledgements 
The author is the main architect of the Discovery Net platform. However the overall system has been 
developed by a number of students and research assistants over the years. The system has now 
developed into a product commercialized by InforSense, where a number of developers and testers 
are improving, extending and refining it. In this context, the author has worked on: 
" defining the overall architectural design of the system and the design of all the mechanisms 
presented in this thesis except as otherwise stated, 
9 the implementation of the base server components (J2EE components, activity services bus, 
job submission), data sets management, 
" the implementation of a part of the workflow execution specifically for the asynchronous 
data-flow, 
" defining the static and dynamic activity lifecycle and API (except the user interface) and 
implementing the binding with the dynamic language. 
In particular, the author has not implemented: 
" the user-interface of the Discovery Net workflow construction tool, 
" the implementations of most static activities (Java-based activities) used in examples and 
applications, 
9 the workflow storage language (DPML) definition and implementation and its repository 
(user space) 
" the Discovery Net portal and Web Services interface. 
Other research aspects on the Discovery Net platform not developed in this thesis are: 
" Workflow storage, annotation, mining and deployment [Syed05]. 
" Portal and portlet-based interaction with scientific workflows [OsmondO7]. 
" Semantic annotation of the workflow. 
The author acknowledges the work of the following people in the development or on research work 
on the Discovery Net system: 
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" Nikolaos GiannadakisI has worked on the client authoring tool, including the design and 
implementation of the user interface for dynamic activity definition, as well as extensions of 
the system to semi-structured data integration [Giann04] not presented in this thesis. 
" Michelle Osmond' [Osmond07] has worked on the portal, designed and implemented the 
portlets interface to the workflows. 
9 Jameel Syed' [Syed02][SyedO5] has worked on the XML persistence for the workflow 
(DPML) and the storage of workflows in the shared repository. 
" Yong Zhang' has worked on the execution engine and the workflow construction in the 
authoring client. 
" Arnold Fung2 has worked on the job submission system. 
" Gary Kong2 has worked on the client user interface. 
Several other people have worked on other parts of the system particularly Anthony Rowe', Ali Jafri2, 
Mauro Mellino2, Benjamin Coiffe2, Johan Hedlund2. 
1.5 Thesis Structure 
Chapter 2 presents the current state-of-the-art in scientific workflows, looks at some of their main 
characteristics and shows some of the architecture gaps and research issues we will attempt to tackle. 
Chapter 3 presents the overall architecture of the system, particularly the common collaboration and 
execution services shared through the workflow services bus by the prototyping client and Web-based 
production environment. 
Chapter 4 proposes a workflow model based on three layers that extends the data-flow approach to 
control flow and programming-in-the-small and presents our current design to support that model, as 
well as our approach to hierarchical modelling based on special parameter types instead of special 
activities or workflow-level definitions. 
Chapter 5 presents the model of execution associated with the workflow model which supports 
caching of intermediate data products, activity-level monitoring and data descriptor synchronisation 
' Department of Computing, Imperial College 
2 InforSense Ltd. 
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for the composition layer. We also present our approach to deal with runtime interactions, based on a 
workflow requests mechanism. We also present the model used for the optional coordination layer. 
Chapter 6 deals with the issue of prototyping workflows processing data sets and our approach to 
providing support for a relational data type in the system. The type also supports the derivation of 
new attributes and the pipelining of data instances in the composition flow. 
Chapter 7 focuses on the issue of managing activities in the system and presents our approach based 
an activity services bus that manages code dependencies and provides the necessary information for 
the creation of hosting environments for workflow prototyping, execution, deployment and 
configuration. We also address the issue of code synchronisation and in particular our use of a slender 
client architecture in that context. 
In Chapter 8, we present our approach to designing a workflow job manager for long-running tasks 
based on a set of application servers and standard commodity Java services, as well as its 
performance evaluation. 
In Chapter 9, we discuss the current state of the system and the coverage of the requirements defined 
in Chapter 2, and present our conclusions and future works. 
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Chapter 2 
Scientific Workflow Prototyping and Production 
2.1 Introduction 
The chapter introduces the reader to the use of workflows in e-Science and Grid applications. We 
present the main projects related to scientific and Grid workflows and describe the characteristics of 
scientific workflows in particular by comparison with business workflows. The argument also 
concerns the different characteristics of the scientific workflow while it is prototyped and when it is 
used in production. We conclude that there is scope to provide an infrastructure to support the 
prototyping and deployment of mainly domain-oriented workflows in a collaborative environment. 
2.2 E-Science and the Grid 
The term e-Science relates to the increasing need in many scientific areas to rely on widely distributed 
computational technologies to enable a collaborative use of resources in order to solve scientific 
problems. The following definition is often quoted [Hey02]: 
`e-Science is about global collaboration in key areas of science and the next generation of 
infrastructure that will enable it. ' 
The typical example of an e-Science application that requires this global collaborative infrastructure 
is the collection, storage and analysis of data generated by the Large Hadron Collider (LHC) [LHC] 
for particle physics experiments which is expected to generate several petabytes of data [SegalOO]. e- 
Science application areas also include astronomy [Szalay02], bioinformatics [Wroe04], geophysical 
data analysis [Fricke04] or environmental modelling [Ghanem04]. 
The Grid [Foster0l ] is an infrastructure that could enable e-Science. It is essentially a cross- 
organisation infrastructure to access securely data sources, computational resources and services to 
enable the development of widely distributed and scalable high-performance applications. The Grid 
mainly signifies a type of architecture, although it is often used to refer to large computational 
clusters and is also associated with the widely used Globus software toolkit developed by the same 
research group. The main issues associated with a Grid environment are: 
9 Heterogeneous sets of resources using different hardware or operating systems and the 
interoperability issues this generates. 
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" Wide geographical distribution implying potentially higher network latency and unreliable 
bandwidth. 
" Cross-organization resource access involving multiple security models. 
2.3 E-Science Environment 
From a computing point of view, the environment in which these scientific applications are developed 
comprises the technologies summarized in Table 2.1. 
Technology Examples 
Certificate-based Security access Grid/X509 Certificates 
Web Services SOAP/REST bioinformatics Web Services 
Terminal-based access to resources SSH 
File transfer mechanisms SCP, GridFTP 
Job submission systems to compute clusters Condor, GridEngine, Globus 
Distributed and parallel processing libraries MPI, PVM 
Resource monitoring Globus MDS, NWS, Mercury 
Direct or Web Services based DBMS access JDBC, OGSA-DAI 
Data access over distributed and replicated file systems SRB, VDS 
Command-line tools Blast, Clustalw, Perl scripts 
Analysis Software R, Matlab 
Scientific Libraries Colt, Weka, BioJava 
Visualisation Tools SCIRun, Spotfire 
Problem solving environments Kepler, Taverna, ICENI 
Table 2.1: Scientific Computing Environment 
The table is meant to represent typical applications and the examples are clearly not exhaustive. All 
these technologies use different protocols, libraries, and languages; work over different file formats; 
and are available in different versions with varying levels of compatibility and interoperability. This 
complexity makes the construction of applications or processes often difficult and usually hard to 
share and reuse. 
The simplest approach to programmatically integrate these technologies is to use languages where the 
syntax will allow a concise definition, so that they can be changed rapidly and adapt to the 
environment. Such languages include Shell scripting, Perl [Wa1100], Python [Lutz06] or Ruby 
[Mats0l] which are, particularly Perl, notoriously difficult to maintain, and produce code that can be 
difficult to share. Hence there is an interest in finding other integration paradigms such as workflow- 
based process modelling. Problem solving environments (PSE) [Rama02] provide users with a 
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graphical environment to help them in creating a domain specific application. For those used to the 
flexibility of programming languages, these environments can be too constraining, or too closed, and 
difficult to integrate in a wider system. 
2.3.1 Scientific and Business Distributed Applications 
Even though e-Science covers a number of very different application areas, we look at their common 
characteristics and scientific applications have several major differences with business-oriented 
distributed applications. Examples of the latter include the Travel Agent example [WS-ARCH] used 
as a scenario for Web Services based architecture; the Java Pet Store example [JPS], a typical 
scenario for Web-based applications using the Java J2EE architecture, or finally the Integrated 
Purchase Order System scenario presented in the specification for the Java Connector API to build 
distributed applications integrating legacy applications. From these various scenarios, the main high- 
level differences are: 
" Compute intensive and long-running processes: Scientific applications can take up to several 
days of processing, and include complex algorithms for which it can be difficult to estimate 
accurately the processing time. In comparison, the typical processing time of a business 
application is shorter or can usually be estimated. On the other hand, while business-oriented 
applications would generally focus on aspects of the quality of service (QoS) of the 
application such as time, usually requiring low response time, scientific applications would 
instead focus more on the scientific validity and accuracy of the process and therefore on the 
fidelity [Cardoso02] of the application. 
" Heterogeneity: Both types of applications require the integration of heterogeneous services, 
frameworks and resources. In the case of business applications, the issue is referred to as 
Enterprise Application Integration (EAI). The main difference is mostly the type of legacy 
applications that need to be integrated. Business application legacy infrastructures usually 
contain CORBA servers and components or TCP-based transaction servers, while scientific 
applications usually have to compose stand-alone applications, scripts and command-line 
based job queuing systems. In both cases, Web Services are becoming a standard way of 
providing and accessing services and Grid Services [Foster0l ] specifically support the need 
for stateful long-running executions. 
Data intensivity: While business applications can deal with very large databases, the logic of 
each query or each transaction does not generally involve processing a large amount of data. 
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In comparison, the trend in data analysis and in particular in data mining techniques is to 
process larger and larger data sets in order to increase the accuracy of the results. This implies 
significant secondary storage for both long-term and temporary data, as well as potentially a 
higher network utilisation for data transfer. An extreme case of data intensive application can 
be found in the domain of high energy physics [LHC]. 
" Heterogeneous Data Sources: In both cases the applications deal with data sources ranging 
from file-based unstructured data to relational data available in a database management 
system. In business applications, heterogeneity is dealt with through standardisation efforts 
and redevelopment of legacy systems. The heterogeneity of scientific applications however is 
inherent to the need to use pieces of software, services and infrastructure developed by 
isolated groups and individuals belonging to separate organisations. There is therefore less 
drive for standardisation, as usability, domain-specialisation, performance and functionalities 
of the systems remain more important than interchangeable workflow definitions and 
engines. 
2.4 Scientific Workflow 
Workflows have been initially used for modelling business processes. The Workflow Management 
Coalition [Kaya0l ] (WfMC) defines it as "the automation of a business process, in whole or part, 
during which documents, information or tasks are passed from one participant to another for action, 
according to a set of procedural rules". 
The approach has found another application in helping to define and structure the analytical processes 
in scientific applications, mixing concepts from Problem Solving Environments, Data-flow 
Languages [Ackerman82][Johnston04], Functional Programming [MacLennan90], Flow-based 
Programming [Morrison94], and Business Workflow systems [Havey05], in which case it is usually 
referred to as Scientific Workflow. 
Each element of a workflow is called an activity. It is defined as a "logical, self-contained unit of 
work" [Kaya01 ]. In data-flow and scientific workflows, it is also called an actor 
[Buck94][AltintasO4], a processor [OinnO4], a node by reference to the element of the workflow 
graph in graph-based modelling, or a task [Yu05]. We mainly use the word activity by convention, 
even though actors and processors probably reflect more its automated and computational nature. We 
otherwise use the other terms interchangeably. The execution of the workflow is also called the 
enactmnent. We use the terms workflow enactment and workflow execution interchangeably. 
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Figure 2.1 shows the type of scientific workflow for data analysis that we mainly focus on in this 
thesis. It represents a bioinformatics application for the analysis of micro-array data. Data is first 
staged from files or a database, followed by pre-processing operations aimed at formatting it as 
required for the next stage of analysis. The result of the analysis, in the example using data clustering, 
is used to select a particular group of genes and to retrieve the DNA sequences associated with these 
genes in order to perform a sequence similarity search using the BLAST algorithm [Altschuler90]. In 
the next stage of the workflow, information about the sequences is retrieved from public information 
sources and then analysed using text mining algorithms. The process therefore spans several data 
types, data sources, types of resources and services. 
Figure 2.1: Abstract workflow for combined micro array data analysis 
There are mainly two approaches to modelling such workflow: 
" Resource-oriented or Grid-oriented: The workflow is a composition of parameterised generic 
task executions such as command line execution, file transfer or authentication and control 
structures. Thus its modelling requires an understanding of the implementation of the process. 
" Domain-oriented: The workflow engine models the application as a composition of domain 
specific (e. g. BLAST, K-means) opaque components understood by a domain expert. In this 
case each activity acts as a wrapper around a particular functionality and thus wrapper code 
needs to be implemented. With the rise of service-oriented architectures and self-describing 
services, it is becoming possible for generic tasks such as Web Services integration to provide 
sufficient information to be used by some domain experts and provide domain-oriented 
workflow modelling without the need for wrapper code [Oinn06]. 
When used specifically for processes requiring Grid-based coordination, i. e. job scheduling, resource 
allocation and monitoring, data replication, scientific workflows are referred to as Grid Workflows. 
Yu and Buyya [Yu05] present a survey of the Grid workflow systems and propose a taxonomy 
(Figure 2.2) for Grid workflow systems which gives an idea of the main aspects these engines are 
concerned with. 
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Figure 2.2: A proposed Grid workflow engine taxonomy (Yu and Buyya) 
This thesis mainly focuses on the domain-oriented approach. We distinguish three types of projects 
associated with scientific workflows: 
" Data -flow engines, usually using visual graph-based modelling providing a front-end to 
command-line tools executed on computational resources. 
" Grid workflow engines, focusing on execution, distribution and optimisation. 
9 Scientific workflow systems, focusing on the infrastructure support for workflows. 
2.4.1 Data-flow Engines 
Ptolemy is a data-flow engine with a graphical user interface for graph-based modelling. It was 
originally developed for the "modelling, simulation and design of concurrent, real-time, embedded 
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systems" [Buck94]. Apart from a user-interface for visually connecting components, it supports a set 
of different models of computation called domains and implemented by directors. Each workflow can 
have a different director. Components can in some cases be used across domains, and are called 
domain polymorphic. Many of these domains are not actually relevant to the design of scientific 
workflows. Some cover complex execution semantics such as the Continuous Time domain used, for 
instance, to model analogue circuits. The main domains for the purpose of scientific applications are 
the Synchronous Data flow (SDF) [Lee95] for a simple synchronisation model, Process Networks 
(PN) [Khan74][Parks95] to handle streams, and Finite State Machines (FSM) [Wagner06] to handle 
control structures. It also supports hierarchical models, i. e. the definition of sub-workflows 
encapsulated in composite actors that can use a different execution director. Ptolemy was mainly 
meant as a desktop tool to simulate and validate systems, in particular real-time, embedded systems 
and architecture, not as a tool to create applications integrating resources. 
Kepler [Altintas04] is a scientific workflow system based on the Ptolemy engine that it extends with 
Grid-specific tasks such as authentication and job submission. Kepler also supports the addition of 
semantic information to the workflow. Each port and activity can be tagged with semantic 
information and a semantic validation step can be performed. It supports the same models of 
computations as Ptolemy and it mainly uses the SDF, PN and FSM domains. A workflow structure 
based on the hierarchical combination of FSM and SDF models [Bowers06a] and a mechanism to 
define template workflows to enable workflow reuse was recently proposed. In terms of architecture, 
Kepler is a desktop tool that accesses distributed Grid-based and Web-based resources. Figure 2.3 
shows the user interface of the system. 
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PipelinePilot [PipelinePilot] is a commercial software originally developed by Scitegic. It is based on 
a client tool to build pipelines of components in particular for the analysis of chemical compounds. 
The execution is performed on a server. The client and the server share data through a common 
network file system on Windows. It is mainly designed for taking advantage of the pipeline- 
parallelism inherent in some chemoinformatics applications, not as a generic scientific workflow tool. 
It has been extended with components to generate reports and process entire data sets instead of data 
instances. 
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SCIRun [Miller98] is a generic problem-solving environment for computational science. A user- 
interface allows the composition of modules as data-flows, connect those using datapipes and 
visualise the result. It also allows turning these data-flows into PowerApps targeted at application 
scientists and hiding the data-flow to only present the parameterisation. In terms of architecture it is a 
desktop tool that links to computationally intensive modules running either locally or on high- 
performance hardware. SCIRun has been developed since the early 1990's and as such benefits from 
a large collection of modules for various applications. One particularity is that it can steer the 
computational process since it was mostly developed for the purpose of modelling and simulation 
where runtime steering has been seen as an important requirement. The drawback is that you have to 
implement the components using their API to support this. In general adding new components 
requires the coding, compilation and deployment of the code by the developer. 
Triana [Churches05] takes a similar approach to providing a data-flow interface to connect 
computationally intensive modules and visualisation tools. More recently, it has also been used to 
compose Grid authentication and submission tasks, as well as Web Services using the same 
framework. It is also a desktop-based architecture that can link to Grid resources through particular 
activities. Activities are Java-based and can be deployed in the system through a wizard. 
Data-flow engines allow the type of domain-oriented approach that can be used by scientists that are 
not computing expert but want to build their analysis protocol visually. The following are mainly 
data-flow approaches but dedicated to particular domains. 
2.4.1.1 Image Processing Pipeline Tools 
Since analysing images is mainly a sequential process, and image analysis tools are mainly command 
line tools, using data-flows for problem-solving environments in this domain to be able to compose 
them and execute them over batches of images is a natural solution. 
LONI [Rex03] is a pipelining tool for image processing. It uses a two tier architecture over Java RNII. 
The data-flow is composed of activities wrapping command line executions. This reliance on 
command line processes allows LONI to easily submit and monitor the executions on computational 
clusters such as the Grid Engine. Each activity processes each input it receives in a separate process. 
New components can also be added through the user interface by describing the executable, its input 
and parameters without having to recompile. The disadvantage is that there is no API for tighter 
integration between the processing modules and the data-flow construction tool. Neither is there a 
way to add visualisation components, as the scope is only the definition of the execution pipeline, not 
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the interaction with the result. It is mainly a graph-based visual layer above command line executions. 
The system is freely available after user registration. 
Khoros [Rasure94] is a similar, but commercial, data-flow system for image processing, with a data- 
flow client and a number of execution servers. One difference is the need to use an API to add new 
components and compile that code. It also relies on a shared file system between the execution 
servers. 
Vistrails [Freire06][CallahanO6] is a data-flow system for image analysis with a strong emphasis on 
storing provenance information throughout the system to bridge the gap between visualisation and 
data management. In particular it records every step of an execution, data creation and workflow 
modification, such that the execution can be replayed as well as allowing smart reruns or the 
optimised execution of the data-flow from its last non-cached stage. It is the first graphical system to 
explicitly deal with workflow evolution. 
2.4.1.2 Bioinformatics Tools 
BioPipe [Hoon03] is a tool for defining bioinformatics analysis protocols composed of data 
converters and data analysers and executing them on a compute grid. The protocol definition is in 
XML and has special access to BioPerl functionalities. The concern is not usability through a user 
interface to build the protocols but on their reusability as XML documents. 
In Taverna [OinnO4][OinnO6], the emphasis is on XML and Web Service based workflow 
composition, as well as semantic annotation and data provenance. The workbench allows creating and 
composing workflow activities called processors that can be generated by browsing Web Services 
registries. This approach is particularly relevant in the bioinformatics domain where many research 
organisations provide open access to algorithms and databases as Web Services. While access to 
SOAP/WSDL Web Services is an important aspect of the system, it is not restricted to a particular 
type of service and can also access other types such as REST services like BioMART, as well as local 
JVM services implemented in Java or BeanShell. The Taverna workbench is integrated with the 
FreeFluo enactment engine that processes Scufl workflow definitions. The user can enact workflows 
from the workbench, monitor the execution and visualise the result, usually as HTML/XML 
documents. The workflow model supports data and control links, sub-workflows and the definition of 
shims, i. e. small pieces of code for the purpose of aligning data and parameters between the different 
APIs of the services. Each processor can also have a failover policy and define a number of retrials. 
The execution model is a mixture of push-based model with data and control links on an acyclic 
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directed graph, allowing the definition of conditional branch execution in the data-flow. It also has 
support for implicit iterations if the actual data received by a processor is a list instead of a single 
element. The workflow model has been successfully applied to support work on the genetic base of 
Grave's disease [Li04] and William Beuren Syndrome [Stevens04]. 
Figure 2.5: Taverna workbench for the composition of bioinformatics Web Services 
2.4.2 Grid Workflow Engines 
With the growing interest in this area, many Grid projects are adding a workflow component to their 
systems. We therefore focus on some of the main Grid workflow engines. 
DAGMan [Tarniembaum02] allows the definition of dependencies between jobs submitted to a 
Condor [Litzkow88] system. This is the simplest form of workflow definition over a Grid system 
based on a directed acyclic graph of jobs. Similarly, GridAnt [Amin04] uses the Java-based Ant [Ant] 
build management tool and its XML definition format to define the dependency graph by adding a set 
of Ant tasks for Globus authentication and job submission. It benefits from the large set of tasks 
already defined for Ant such as more complex control structures or access to environment variables. 
The integration of Ant with IDEs such as Eclipse or Netbeans is also another advantage, as it 
provides an interface to launch the jobs. 
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GridFlow [Cao03], Askalon [WieczO5] and Pegasus [Deelman03][DeelmanO4] focus on submission- 
time optimisation of the schedule. GridFlow proposes a two level (global and local) hierarchical 
workflow and its associated grid architecture composed of a global and a local scheduler and 
proposes a schedule to the user. Askalon combines static optimisation with dynamic steering. The 
workflow description is based on the Abstract Grid Worklow Language (AGWL) which models both 
data-flow and control flow structures using a UML notation. It provides a rich set of advanced control 
structures for parallel executions, as well as support for simpler DAG-based task dependency graph 
definition and advanced data-flow constructs linking to data repositories. Pegasus takes an abstract 
workflow definition created by Chimera[Foster02] and uses the Concrete Workflow Generator 
(CWG) to insert operations required between activities such as data transfer and replica location 
resolution using RSL, as well as optimising operations for which the result has already been 
generated. 
Other similar approaches include the GridBus Workflow Engine (GWFE) [Yu04] which follows a 
just-in-time scheduling policy, and the GridLab Resource Management System (GRMS) which uses a 
Petri-net based workflow system to define meta-scheduling over a set of queuing systems such as 
Condor or Globus. 
Scyflow [McCann06] is another workflow execution system with the particularity that control 
structures can be attached in the workflow. It is possible to add OR and AND splits in the workflow 
definition to add a control structure where most other systems rely on a strict data-dependency graph 
or a control flow with additional data dependencies (Askalon). 
UNICORE [Romberg99][Romberg02] provides secure access to compute resources. It follows a 
Grid-oriented approach and allows the definition of jobs using a dependency graph or a control flow, 
to be submitted. The architecture allows seamless access to several Grids and the user can also 
specify sub-parts of jobs to be executed on specific resources. 
The main type of users that are targeted by Grid workflow engines, are those able to model their task 
in terms of data files and jobs in order to have an efficient execution, instead of the more intuitive and 
abstract approach of data-flow engines. 
2.4.3 Workflow-based Architectures for Scientific Applications 
In WASA [Vossen99], the approach is to extend a business workflow system with elements relevant 
to the design and executions of scientific applications. In particular, the user interface is extended for 
visualisation, and data manipulation as well as specification and design of the scientific experiment. 
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Also a set of databases are added to keep track of running and finished execution as well as 
versioning information about the workflows. The workflow definition language or execution engine 
are not specialised or modified for the purpose of modelling a scientific application. For example, 
WASA workflows are not based on data-flow graphs. The architecture is based on distributed objects 
using CORBA. 
The myGrid project [Stevens03] provides a middleware to support mainly bioinformatics 
applications. Taverna and its enactment engine FreeFluo are parts of the middleware which also 
covers metadata management, personalisation, provenance management and event notification. In this 
context, a workflow prototyped with Taverna can be used and enacted from the myGrid services. 
2.4.4 Generic Workflow Languages 
While many generic workflow languages have been proposed in the past, the following three, BPEL 
[BPEL], XPDL [XPDL] and YAWL [Aalst05] are the main current ones, with BPEL being the most 
widely adopted standard. Broadly speaking, these languages allow the modelling of processes in 
relatively similar ways mainly focusing on the control flow of the application. Issues such as 
exception and compensation management are, for instance, more important and developed than in 
many scientific workflow systems. While these workflows are very generic and therefore can be used 
in any context including scientific applications, they do not focus on the main patterns of these 
applications, such as data-centric processes. 
BPEL focuses on the orchestration (i. e. centralised coordination) of Web Services using structured 
programming instead of a graph-based approach and as such does not define a standard visual 
representation of the process. This is left to individual implementations and tools. Oracle BPEL 
(Figure 2.6) [OBPEL] is an example of a tool to define BPEL processes. The focus on Web Services 
integration makes it difficult to consider the language for a generic workflow platform. However, 
there have been attempts to extend the standard in particular to integrate with Java [BPELJ]. XPDL 
focuses on the definition of Business Processes and in particular on the actions and roles that each 
individual must perform to accomplish this process. This is particularly relevant for the modelling of 
administrative processes within an organisation. jBPM [jBPM] is an example of a workflow engine 
implementing a language derived from XPDL to create web applications based on the business 
workflow definitions. YAWL takes a graph-based approach based on an extended Petri Net to define 
the workflow. 
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Like the idea of software design patterns [Gamma95], a set of workflow patterns [Aalst03] has been 
proposed to model typical applications as well as a way to compare the modelling capabilities of 
workflow tools. 
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Figure 2.6 Visual representation of a BPEL workflow in ORACLE BPEL 
2.5 Characteristics 
Below, we try to characterise scientific workflows and in particular we draw when necessary 
comparison with business workflows. Typical examples of such workflows include the Electronic 
Order process scenario [WfMC] proposed in the specification of the XML Process Definition 
Language (XPDL) developed by the WfMC for the definition of collaborative business processes, or 
the Shipping Service scenario [BPEL] used as an example in the specification of the BPEL language 
for Web Services workflow-based composition. 
2.5.1 Purpose 
In both cases of scientific and business applications, the use of workflows stems from the rationale 
that programming in the large, the high-level progranlming of interactions between processes and 
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participants can use a different paradigm than programming-in-the-small, the programming of 
individual, low-level routines and libraries. 
One difference is that business workflows can be designed and implemented in a top-down fashion 
and thus imposed as part of the implementation of a business process. Scientific workflows deal by 
necessity with a complex environment which the individual who builds the analytical process cannot 
entirely control (e. g. when using public Web Services). This means that the scientific workflow 
modeller generally has to `work around' the peculiarities of the computing environment and cannot 
take a dogmatic approach to modelling the application. 
One purpose of workflows for business processes is to standardize the description of the collaboration 
and coordination of activities, for interoperability between engines to avoid the `vendor lock-in' 
problem when using commercial software and for the visibility of the process. Therefore it must rely 
on standardized and highly expressive workflow definition languages to describe as much of the 
details of the application as possible. 
In comparison, while standardisation may be a long-term goal, an important purpose of the scientific 
workflow is to act as an integration framework, a programming environment, replacing application- 
specific integration code (glue code) that is difficult to reuse, and creating a more useful, reusable and 
understandable representation of the process. 
In the specific case of Grid workflow systems, the definition is used by the engine for the purpose of 
optimising the execution. It provides an abstract view of the process with the engine taking care of its 
actual concretisation or grounding. It usually abstracts over computational resource, data location or 
services. In particular, execution engines are specifically concerned with: 
" Using computational resources efficiently 
9 Minimising data transfer 
9 Checkpointing and migration of the execution 
" Meeting quality of service constraints 
As we will see the execution of workflows also provides scope for recording all the activities 
execution and data products generated for the purpose of auditing or provenance tracking. 
23 
2.5.2 Targeted users 
Many systems rely on the graph-based modelling paradigm for the construction of the workflow. This 
is meant to simplify the composition process. We broadly define three categories of individuals 
involved in the implementation of an e-Science application: 
" Developers/Computer scientists with expertise in distributed infrastructure, whose role is to 
build applications integrating the required resources for a particular research project, 
delivered using Web presentation technologies or as dedicated monolithic applications. 
" Domain experts with programming skills (later called expert users), who usually use problem 
solving environments, command line tools and scripting languages to build a dedicated 
solution for a research problem. 
" Other domain experts (later called normal users )I, who will rely on easy-to-use pre- 
configured environment such as Web portals or monolithic client tools, to perform the 
analysis. 
The main type of user who will prototype the workflow using a graph-based modelling environment 
is generally the second category. In this case, the approach allows them to simplify or replace their 
script-based implementations while providing an actionable visual representation of the process that 
can be published and exchanged with other domain experts, as well as providing run-time 
optimisations that can be otherwise difficult to achieve. A typical example is that of bioinformaticians 
used to dealing «iith combining Perl scripts and who are now moving towards data-flow based 
approaches such as Taverna. 
The first category of individuals would only be interested in a graph-based workflow environment if 
it reduces the complexity and improves the maintainability and performance of the application, 
though may not be interested in the simplicity of the composition environment and would be able to 
define workflows programmatically or as documents, so as to not be restricted to using visual 
programming or graph-based modelling in place of more traditional development environments and 
languages. 
Users of the third category would probably not be able to use Grid-oriented systems and may find in 
general data-flow-based interfaces relatively, confusing to use in comparison with, for instance, the 
popular form-based metaphor of Web applications. The workflow mainly provides for them a visual 
representation of the underlying process which may help them to understand it. 
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This means that most of the typical scientific users of a workflow prototyping system are able to 
program in a textual language, mainly through scripting languages or domain-specific languages such 
as R or Matlab, even though they want to avoid using some of these for reusability and 
maintainability reasons, while users of the third category would be able to use portal-based 
applications possibly generated from that workflow. 
2.5.3 Usage Pattern 
Figure 2.7 shows how workflows are used in the context of business process management according 
to the workflow reference model of the WflvIC, showing a clear separation between the design-time 
of the workflow and its run-time deployment, as well as the two separate roles for building the 
workflow and being an actor of it. The actors of the workflows can be virtually any individual in an 
organisation. Figure 2.8, shows how this process can be seen as different in the case of scientific 
workflow systems, with a more homogeneous set of users (domain experts and computer scientists) 
and a reliance on computational resources as well as a tighter interaction between the workflow 
definition environment and its execution. 
Business Workflow Builder 
Business Process Analysis, 
Modelling and Definition Tools 
Build time 
Run time 
Workflow 
Definition 
Process instantiation + 
Workflow Enactment Service 
Workflow interactio 
Workflow User Applications & Tools 
Figure 2.7: Business workflow system usage scenario 
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Figure 2.8 Scientific workflow system usage scenario 
A business workflow is the implementation of a business process. Its primary use is therefore in a 
production environment. While using a workflow-based architecture provides a more flexible way to 
change this process, it is not meant to be modified and refined constantly, in particular when it 
involves individuals who have to be aware of their participation and role in the process. In 
comparison the definition of a scientific workflow is part of the definition and automation of an 
exploratory process and is in itself part of the end result of the research activity, not its starting point. 
As such it is meant to be easily modified, executed and verified. 
Thus in both cases we can separate two phases in the lifecycle of a workflow: 
9 Prototyping phase: The workflow is created, modified and refined. 
" Production phase: The workflow is relatively fixed and is used as a service. 
The plain difference is that the majority of the time spent using a scientific workflow system is during 
the prototyping of the workflow, as scientists go through a trial-and-error cycle to iteratively modify 
and refine it. For some experiments, it can even be argued that once the data has been produced and 
the results have been validated, even though these results must be stored together with the workflow 
that generated it, so that it can be shared and reused in other experiments, there is much less reason to 
re-execute it in the short term. Thus we can separate between two types of scientific workflows: 
" Experiment workfloNw: The workflow represents an entire experiment or study and thus would 
probably not be used as a service, but instead its value is in the workflow definition that 
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encapsulates the information about the experiment. The prototyping phase of the workflow is 
the most important and it may not even have a production phase. 
" Process workflow: The workflow represents a scientific process which may be a part of a 
wider collaborative effort to perform an experiment. The process can be run either with 
different input data, or can just act as a data source for other systems. In this case it should be 
published as a service to be re-used from other applications. The final goal is thus to create a 
workflow to be used in production by others though the process may not be entirely specified 
from the start and thus its prototyping is still an important aspect. 
For a workflow being prototyped, the separation between the design-time and the run-time of the 
workflow is not as strict, with potentially a workflow being edited and modified while previous 
versions of the same workflow are being enacted, or the workflow being halted, modified and 
resumed based on available results. Also in this case, there can be several instances of the same or 
similar scientific workflows running concurrently. Prototypical scientific workflow execution is 
therefore like a job execution, while enacting a business process or a scientific workflow in 
production use is similar to using a service. While a business process can be deployed as a Web 
Service, the scientific workflow, representing a long running execution, can be seen as a more stateful 
service or Grid Service. 
2.5.4 Workflow Model 
In the simplest case the scientific workflow can be represented by a straightforward dependency 
graph, and a workflow enactment engine interprets that graph, potentially optimising the execution. In 
the case of scientific applications, using a data-flow graph can be more intuitive, as the application 
usually focuses on the treatment and the analysis of the data as the example abstract workflow in 
Figure 2.1 shows. However, only using a data-flow graph to model an application has limitations. It 
can be difficult to model control structures and the graph can become too complex for its visual 
representation to be useful when the number of data dependencies increases. Thus, there is sometimes 
a need for a richer description of the control flow in order to optimise its execution such as the control 
structures provided in AGWL (Askalon). Domain-specific languages, document-based definitions and 
other non-graphical representations may also be used to represent these workflows, though a majority 
relies on graph-based representations. 
In comparison, business processes usually focus on the definition of the control flow, as in BPEL, 
where the data-flow can be handled implicitly through global variables. In comparison, the main 
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scientific workflow tools such as Kepler, SCIRun or Taverna, follow a pure data-flow model without 
allowance for implicit data dependencies outside the workflow graph, with the notable exception of 
static workflow-level attributes or properties. 
2.5.5 Human Collaboration 
Although there may be tasks requiring the coordination of several individuals in scientific computing 
applications, for instance the manipulation of instruments during experiments or the manual 
validation of a result before it is published, the focus is still mainly on workflows executed by a single 
user though executing on shared Grid resources. Collaboration is, however, relevant and important 
while modelling workflows and activities. It makes sense for a scientific workflow system to allow 
users and groups of users to share their workflow, data results and activity definitions while working 
on a particular project or experiment. This can be seen as an interoperability issue between workflow 
languages and systems, but in practice it can be difficult to completely capture the hardware, software 
resources and configurations that are required to correctly re-enact a workflow. Some of these 
configuration aspects may not even be known to the end-user or to the system, e. g. reliance on a 
particular operating system environment setting when invoking a program, and so would not be 
captured in the workflow definition. For this reason, collaborations can benefit from a shared 
enactment environment to avoid such issues and ensure that workflow defmitions, activities and their 
dependencies are available for inspection and enactment to all people involved. 
For a business-oriented workflow, the collaboration between several individuals to complete a task is 
part of the workflow specification. That was the primary purpose of workflow systems. The workflow 
defines tasks to particular users, or uses organisational roles (XPDL) to define a category of 
individuals that should perform it. There is no special requirement to collaborate on the workflow 
modelling. 
2.5.6 Auditing and Provenance 
Workflows have been seen as a convenient way to provide process auditing information and as a 
means to capture automatically information about the origin also called lineage or provenance 
[BunemanOO] of the data it generates. Recording this provenance information enables understanding 
data results long after they have been generated, for instance to assure the quality of that result or 
understand how it was generated, and is therefore particularly important in the context of scientific 
data. 
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In [Buneman0l ], the author defines two main types of data provenance information in databases, 
namely Why provenance, the reason why a particular data item is in the database (query inversion 
problem), and Where provenance the source data used to generate it. Tracking this kind of 
information thus requires special support from the data management systems storing that information. 
In the different context of the composition of opaque components instead of the provenance of data 
generated through transparent queries, the architecture must support the recording of component 
invocations, data input, output and dependencies, i. e. all the intermediate data products of the 
workflow execution. myGrid is an example of a project that used the information generated by 
workflow execution to record provenance information. More recently, Kepler and VisTrail have 
proposed to support provenance recording for efficient re-starting of the workflow by reusing data 
that was generated in previous runs. A generic protocol for recording provenance information in a 
Service Oriented Architecture has been proposed [Groth04] which can thus be used from any 
workflow system. 
The automated recording of provenance information is mostly relevant for workflows in production 
and working on small to medium size data. During the prototyping phase, recording all the 
intermediate data products generated temporarily would not be scalable, in particular when working 
on medium to large data files or data sources. However there is a need for shorter term storage of 
these products for inspection as well as potentially improving performances. Also, while the 
automated and systematic recording of provenance may not be scalable during workflow prototyping, 
it should be possible to explicitly request its tracking for specific executions. For instance, in the case 
of workflows being prototyped for a scientific study, without the intention of publishing such 
workflows in a production environment, the recording of provenance would only be relevant at 
certain stages where the workflow seems correct from its output but additional checking and 
validation could be performed by analysing the provenance log, as well as at late stages when 
generating the final results of the study. 
2.5.7 Data Management 
The management of data in scientific applications [MooreOl] in general is mainly concerned with the 
following issues: 
" Physical data handling: Locating, moving or replicating the data to be used for the analysis 
9 Logical grouping of data: Creation of location-independent virtual data for the purpose of an 
application, and association between these virtual data sets and their physical location. 
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9 Meta data management: Storing information related to the data such as its description, 
quality or provenance. 
" Security: Ensuring the ownership and access rights to the data. 
SRB [Baru98] is an example of infrastructure that provides support for the management of such data. 
The myGrid project also deals with metadata and provenance information specifically for 
bioinformatics applications. Examples of public scientific data management systems include the 
Sloan Digital Sky server data [Szalay02] which provides Internet access to telescope data. 
In this context, workflows are used to define data derivation processes, i. e. sets of transformation 
functions. Systems such as VDS/Chimera define a language to describe these workflows. The 
workflow language links transformations based on Perl scripts. Once defined, they can be used as 
virtual data sources in other Grid workflows such as Pegasus. 
Grid workflows also deal specifically with the issues and optimisation of the physical data location. 
These can be either run-time issues managed by the engine that will retrieve, move or replicate the 
required data (Pegasus, Askalon), or at design-time by adding functionalities in the authoring tool to 
locate it. 
In comparison, business applications data is normally stored in well-defined structures mostly in 
relational database management systems (RDBMS). Furthermore, the workflow is meant to modify a 
limited number of records in one or more tables to perform the business operation (commit a 
reservation, process a payment). Thus the workflow must usually handle transactions involving 
several database modifications in the same workflow and in particular the compensation process to be 
executed in case of failure, usually involving the rollback of uncommitted changes. In comparison, 
while the scientific process is being prototyped, it is re-executed very often and would usually not 
modify its source data. Instead, during that phase, it mainly processes that data into new, temporary 
results. Each activity is also generally more atomic and does not rely on another part of the workflow 
to be executed to restore the consistency of a data store. Issues related to transactions management are 
consequently rarer. However they arise again once the scientific workflow has been verified and is 
being used in production to generate results that need to be warehoused in dedicated scientific data 
stores. This raises the question of whether the process of storing historical workflow results should be 
part of the workflow definition, part of the configuration of a scientific workflow used in production, 
or part of a business workflow associated with the scientific process. 
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2.5.8 Data Model 
A particularity of the process of creating workflows analysing data sets is the rapid change of the 
underlying data model of the process. Modifications of the workflow or of activity parameters may 
change the structure of the intermediate data sets generated by each activity. This means that for 
experiment-oriented workflows, it may not be possible to rely on a fully known data model until a 
late stage of the workflow modelling. Having only a partially known model means that it can be 
difficult to rely on an RDBMS to handle the data set transformations during that phase. 
2.5.9 Monitoring/Steering/Interacting 
In scientific workflows, as particular steps can be time consuming, it becomes important to be able to 
drill down into each activity to be able to monitor its internal progress. Algorithms should be able to 
report their current state. For instance, iterative optimisation algorithms could show the number of 
iterations already done and current error rate, or for data set transformations, the number of instances 
already processed can be reported. 
In simulation and modelling, there is also a requirement to be able to steer the execution of a 
workflow and interact with its parameters, and in general there is sometimes a need to interact with 
the workflow to allow the user to take decisions at run-time given the current results. 
By comparison, in a business workflow, individual activities are usually either short computations or 
waiting for human intervention to perform some action. Therefore monitoring such a workflow can 
usually be restricted to monitoring its overall state, to show the current execution status of each 
activity. 
How important these aspects are when the scientific workflow is used in production is debatable as it 
depends on the application being modelled. For instance, is the steering of the simulation a part of its 
normal production use or a necessary step to find out the right parameterisation for the particular 
experiment and thus relevant to the workflow prototyping phase only? Our current view is that there 
is more scope for these features during prototyping while a workflow in production would be a 
relatively static process with limited runtime structural changes, re-parameterisation or steering. 
2.5.10 Data Typing 
Scientific workflows being primarily data-centric, the types of data they support affect their design 
and architecture. There are three main approaches to data type in scientific workflows: 
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" File-based (e. g. Pegasus): The workflow is used as an environment for operating system level 
scripting over files and is thus mainly loosely typed. The advantage is the genericity of the 
approach, as it does not rely on a particular data type, programming language or library, but 
only on file access and submitting executions. Also it is scalable with respect to data size, as 
the engine does not need to access the file content in general but only handles file references. 
However, with growing use of algorithms and methods provided as software components 
hosted in application servers or as services in a service-oriented architecture, the approach 
has limitations. As well, the loose typing and system-level process granularity makes 
workflow verification and activity-level monitoring harder to design. 
" Object-based (e. g. Triana, Kepler): Using language-specific APIs and structures to pass 
information. This approach allows creating both domain-specific activities and generic 
activities over objects representing documents or file pointers. These systems are thus more 
strongly typed. 
" Document-based (e. g. Taverna): The workflow uses XML documents and XML related 
technologies such as Web Services as the basis for interaction between activities of the 
workflow. The scalability of this approach with respect to data size is dependant on the 
implementation of the engine, whether the XML structures are needed in main memory 
during workflow execution and their size, and whether these structures contain the data to be 
processed instead of pointers or information required by the activity to retrieve the data. The 
approach is thus an intermediate one that relies on the flexibility of semi-structured XML 
documents to deal with changes in data structure, type checking and data verification and that 
integrates specifically well in XML-based service-oriented architectures. 
2.5.11 Service Lookup, Workflow Annotation 
As the workflow composes opaque components, i. e. black boxes, relevant to a certain application 
area, the issue of searching and retrieving these components is important. In Web Services 
composition, registries such as UDDI [UDDI] or GRIMOIRES [Wong05] can be used to query 
services. Services can also be annotated with semantic descriptions in order to find them through 
semantic queries. 
On the other end of the spectrum, when a workflow is fully defined, it should also be annotated such 
that it can be retrieved by other parties. Again semantic descriptions and ontologies can be used to 
annotate the workflow. The approach is not strictly related to the use of workflows but is generally 
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needed to facilitate the retrieval and composition of coarse-grained services and components. In the 
case where such services are defined using workflows, annotations can be based on their structure. 
2.5.12 Deployment to Discovery Service 
The deployment of a workflow is the process of bringing it into a production environment. In the case 
of business workflows, the typical development process involves the creation of a development 
environment that mirrors the production environment. The workflow is prototyped within the former 
and then at a final stage it is enacted within the latter. There are several differences in the case of 
scientific workflows. First, there is usually no development environment. The prototyping happens 
using the same set of scientific data sources and using the same hardware and software resources as 
when the workflow will be deployed into production. There are two reasons for that. Firstly, it would 
be impractical to duplicate the kind of resources required for the execution of the scientific process. 
Secondly, the design of the workflow is influenced by results that can only be obtained if executed in 
that environment. 
Another specificity of this deployment process is that the scientific workflow requires to be annotated 
and to specify the data stores to save the results, provenance tracking servers and service registries 
(Figure 2.9), to insert the workflow into a global infrastructure. This deployment phase thus 
transforms the workflow from a job with few or no long-term side-effects, to a service with side- 
effects to these stores and registries. It is also meant to provide all domain experts with access to these 
workflows which, in our terminology, become discovery services ready to be used and integrated. 
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Figure 2.9: Deployment of the workflow from prototype to production and side-effects on other 
services 
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2.5.13 Summary 
Table 2 summarises the characteristics we presented. Not only do scientific workflows and business 
workflows have thus very different characteristics, but also within the scientific workflow approach 
there are very different focuses, either on performance or integration, as well as a difference between 
a resource-oriented approach and a domain-oriented approach. Nevertheless one of the main 
differences is that a business process can be modelled by a single modeller gathering requirements 
and designing a process. The modelling is thus close to software design, whereas the prototyping of a 
scientific workflow is closely related to the research activity it supports. Given that we assume this 
research activity will involve more and more distributed collaboration and use of Grid resources, then 
so should an infrastructure supporting it. 
Type of Workflow Sc ientific Business 
Phase Prototyping Production Production 
Characteristic 
Modification cycle Short/Ex lorative Long Long 
Duration Difficult to predict Difficult to predict Usually Predictable 
Resources Grid Grid Web/Individuals 
Lifecycle Job Grid Service Web Service 
Experiment-specific Main phase N/R N/R 
Process-specific Primary phase Requires Deployment N/R 
Workflow Meta Model Mainly data-centric Mainly data-centric Mainly control-centric 
Access to Data Stores 
Non-transactional/ 
Read-only access 
Read-write/ 
Transactional 
Read-write/ 
Transactional 
Data Model Partially known Fully known Fully known 
Intermediate Data Products Requires caching Requires provenance tracking Auditiv /Provenance tracking 
Monitoring Activity-level Workflow-level Workflow-level 
Interactions 
Activity-level Steering/ 
Interaction/Visualisation May require interaction Workflow-level definition 
Table 2.2: Summary of the main characteristics of scientific and business workflows 
Table 2.3 summarises some of the characteristics of the main scientific workflow systems (i. e. 
excluding generic business workflow languages such as BPEL). These characteristics are which phase 
they mainly intend to support (prototyping or production), the type of workflow (domain-oriented or 
resource-oriented), the architecture of the system or tool (desktop, 2-tier, distributed) and the support 
for collaboration. From this table we argue that there is scope for a collaborative infrastructure 
focusing on prototyping domain-oriented workflows providing an integrated prototyping and 
production environment to simplify the deployment process. 
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Goal Workflow type Architecture Collaboration 
Kepler Prototyping Domain Desktop N/R 
Triana Prototyping Domain Desktop N/R 
myGrid Both Domain Distributed Shared services 
WASA Production N/R Distributed Shared data 
PP Prototyping Domain 2 tier N/R 
SCIRun Both Domain Desktop N/R 
UNICORE Prototyping Resource Distributed N/R 
Askalon Prototyping Resource Distributed N/R 
Pegasus Prototyping Resource Distributed N/R 
BioPipe Protot in Domain Library N/R 
Table 2.3: Characteristics of the main scientific workflow systems 
2.6 Discovery Net Infrastructure 
2.6.1 Usage Scenario 
Because of the very wide scope of applications of scientific workflows to virtually any domain and 
for different purposes, we present a particular usage scenario for the platform. We consider the case 
of a distributed research organisation which is composed of several research groups spanning several 
widely distributed physical locations and working on different projects. Scientists and data analysts 
build analysis protocols that make use of a range of scientific data management systems, relational 
databases, mirrored and public Web Services, commercial and open source analysis executables, 
visualisation software, as well as internal and project-specific services developed as Web Services but 
also as native executables and software components. Using a scientific workflow system they want 
their scientists to be able to model these analysis protocols, and in some cases share activities and 
workflows between groups working on different areas in order to facilitate cross-domain analysis and 
in general interdisciplinary cross-fertilisation, as well as sharing and reusing computational resources. 
There are mainly two types of users of the system: 
" Domain expert - Expert user: Creates these analysis protocols as workflows using pre- 
defined components 
" Domain expert - Normal user: May have access to the workflow authoring tool but mainly 
wants to view and understand the workflows and use them from a Web page. 
Some of the characteristics of these analysis workflows include: 
" Long-running heterogeneous executions including CPU-intensive statistical and data mining 
algorithms as well as Web Services access, working on mediwn-to-large scale data sets. 
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9 Client-side visualisation of the results and asynchronous interaction with the workflow 
execution (i. e. no synchronous steering, but requests to inspect, re-parameterise or visualise 
data from paused workflows). 
Thus the main implication is that components of the workflow must be as much as possible relevant 
to the expert user, i. e. close to the application domain and they cannot be generic job submission 
activities requiring all users to fill in the details of executable and service locations or resource 
requirements. While there is still, for some applications, a need to support some of the main Grid 
workflow patterns (e. g. Stage-Execute-Fetch pattern [Altintas04] or basic resource requirements 
matchmaking), this largely sets aside workflow modelling approaches that are only resource-oriented. 
This also limits the scope for using complex workflow modelling techniques, e. g. UML diagrams, to 
specify the workflows, but instead requires an easy-to-use graphical front-end and associated 
execution model. 
2.6.2 Potential Gaps 
We identified the following gaps or possible extensions from current scientific workflow systems to 
provide better support for collaborative prototyping of domain-oriented workflows: 
" Architecture: In the case of domain-oriented data-flow systems relying on rich composition 
user interface, most systems are based around desktop tools which either submit directly tasks 
to execution servers or mostly coordinate the workflow execution from the tool. Each 
installation is mostly standalone, with the related issues of version management for the 
system and the activities. The workflow tool could be part of a more integrated and 
collaborative infrastructure. 
9 Activity definition: In this case, complex activities are usually defined statically using 
compiled code and the system is `locked down' to use only these pre-defined activities, with 
exceptions such as dynamic Web Services integration and command-line integration. If the 
workflow approach is to replace script-based implementations as a tool to integrate resources, 
it needs to be able to cover all the implementation details and practical issues that a 
programming language can handle easily, and must provide the same level of flexibility. 
" Execution Model: While most easy-to-use tools rely on DAGs and data-flow execution, there 
is a need to support the modelling of more complex cases in the environment without 
compromising that simplicity. 
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9 Handling of data sets: Data analysis protocols may require the workflows to work on data 
sets. For instance, many statistical and data mining algorithms assume one or more tables of 
data that they can work on. There is therefore a need to provide an intermediate data structure 
for staging these data sets during workflow execution. 
2.6.3 Goals and Requirements 
Based on the summary of characteristics and the architecture gaps, we define the following 
requirements (R) for the system divided in seven categories (C): 
9 Cl- Support for prototyping: 
o R1.1- Graph-based visual workflow prototyping environment 
o R1.2- Support for execution caching 
o R1.3- Support for activity-level monitoring 
o R1.4- Data and results visualisation using advanced or domain-specific visualisers. 
o R1.5- Support for interaction with a running workflow 
" C2- Support for workflow deployment to production: 
o R2.1 - Deployment to domain experts 
o R2.2 - Deployment as service 
" C3- Shared and secure workflow environment: 
o R3.1- Shared access to activity definitions, workflow and data and computational 
resources 
o R3.2- Authorized access to activity definitions, workflow and data and computational 
resources 
o R3.3- Standard modular authentication and authorisation mechanism 
" C4- Support for Grid-based environment: 
o R4.1- Workflow execution on a separate compute grid 
o R4.2- Handling of the resource requirements of the workflow 
o R4.3- Simple access to external schedulers, monitoring and reservation services 
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o R4.4- The architecture can support wide-area-network (WAN) deployments 
9 C5- Workflow modelling environment: 
o R5.1- Flexible way to add new activities/groups of activities 
o R5.2- Support for customisation and specialisation of activities 
o R5.3- Support structural and pipeline-parallelism in the workflow 
o R5.4- Support for control structures 
0 C6- Support for processing data sets: 
o R6.1- Support for data sets creation, caching and derivation 
o R6.2- Support for workflow validation when working on data sets. 
While many systems focus on specific categories, there has been less focus on an overall approach to 
try to cover all of these, of course each to a certain degree. The current requirements coverage of our 
system is discussed in the last chapter. 
2.7 Conclusion 
This chapter has presented the state-of-the-art in scientific workflow engines and architecture and the 
characteristics of this type of workflow in particular the clear separation between its prototyping and 
production phases. As we can see scientific workflows are wide in scope, ranging from management 
workflows applied to scientific data, e. g. scheduled data transfer from the LHC to processing centres, 
to the trial-and-error experimental process of a scientist. We thus focus on the latter and on supporting 
this workflow construction process by geographically distributed teams of scientists who aim to 
create discovery services. 
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Chapter 3 
Discovery Net Architecture 
3.1 Introduction 
In this chapter we present the overall system architecture of the Discovery Net infrastructure, i. e. the 
different tiers and modules as well as the technologies used to implement them. An important aspect 
of the system is that the prototyping and production environments share a common set of 
collaboration and execution services as well as a common set of activities. In terms of architecture 
model, this translates into the use of two buses. A workflow service bus is used to separate the 
services from the protocols used to consume them, to provide the necessary messaging system 
required for workflow jobs management and to be able to add and remove workflow-based services to 
the bus at run-time. The second bus allows activity services (i. e. services managing groups of related 
activities) to be added and removed from the system at run-time and to provide the necessary 
information, resources and notification required for the instantiation of different environments for the 
composition, consumption, execution and configuration of activities on the different tiers of the 
system. 
3.2 Background 
3.2.1 Enterprise Services 
In Java-based environments, the Java 2 Enterprise Edition (J2EE) standard [J2EE] defines a set of 
services and APIs for the development of server-side applications and defines the content and 
behaviour that the application server hosting the components of the application should follow. 
Following that methodology, components deployed in these application servers benefit from services 
including: 
" Directory service (JNDI) for retrieving environment information and looking up other 
services whether local or remote, 
Persistence: The data stores to use for persistence can be configured by the application server 
and transparently accessed by the component, 
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" Messaging: The server provides a pre-configured messaging service to allow local and 
distributed asynchronous communication, using either point-to-point or publish-subscribe 
models, 
" Authentication and Authorization (JAAS): A service for modular and stack-based 
authentication and authorization. Each user has a unique user name and a set of roles. It is 
thus a role-based authorisation framework. The service provides APIs to find out whether the 
current caller has a particular role, 
" Component Management: Stateless and stateful component lifecycle management by the 
server handling their persistence, pooling and clustering. The server can also take care of the 
various protocols that can be used to access these components either locally or remotely using 
the Java-based remote procedure call (RPC) protocol RMI using either HOP for inter- 
operability with CORBA compliant systems or JRMP for communication with other Java 
systems and more recently Web Service standards WSDL and SOAP/HTTP, 
" Logging: The logging of the application can be configured with different levels of granularity 
and different output mechanisms, 
" Web Server: As the web is a common way of providing a front-end to a server side 
functionalities, the application server provides a Web server and presentation layer 
technologies such as Java Server Pages (JSP) for generating Web content, 
" Replication and Clustering: The servers usually provide mechanisms to replicate and cluster 
some of the services, usually the Web server tier. 
This approach of a hosting environment for server side component has become a very common way 
of building mainly Web-based server-side applications. 
3.2.2 Service Oriented Architecture 
With the success of the Web and the de facto proven scalability of its architecture, distributed system 
architectures are moving away from a complex and tightly-coupled set of distributed stateful objects 
(CORBA, DCOM, Remote Entity Beans), to a set of stateless services communicating using XML- 
based messages. Such an architecture is referred to as a Service Oriented Architecture (SOA). There 
are many aspects potentially associated with an SOA including: 
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" Interoperability: Communication is based on XML to improve the level of interoperability of 
these systems, 
" Stateless services: It relies mainly on stateless services instead of stateful objects to reduce 
the complexity of the system and therefore improves its reliability, 
" Message-oriented: The communication between elements of the system shifts from RPCs to 
sending messages, 
" Service description: A service should describe the functionalities it provides as well as 
publish that description in some form of registry, 
" Service encapsulation: The service is encapsulated and only accessible through its interface, 
" Loose-coupling: The services try to minimize their reliance on each other and in particular 
attempt to deal with unavailability or changes in other services. 
While these are architectural guidelines towards a service-oriented architecture, in practice not all of 
these aspects can be implemented by a service. In this thesis we refer to a service in the broad sense 
of the term, as any remotely accessible stateless component, such as stateless RMI objects, stateless 
EJB components, stateless HTTP Servlets (REST Service) and SOAPIWSDL services. In other 
words, any element in a distributed system that is not transient but is long-term, may describe itself 
and which existence can be advertised in a registry, is potentially a service. 
3.2.3 Grid Architecture 
A Grid architecture [Foster0l] is a distributed software architecture that takes into account the 
particularities of Grid applications, i. e. mainly the need to handle long-running executions and 
security across organisations, widely geographically distributed sites and the internet. Following that, 
one of the main differences between a Grid architecture and a Web architecture is the management of 
the state and the lifecycle of the services which represent either jobs or resources and are thus existent 
for a limited amount of time. The management of that state as part of the service lifecycle is at odds 
with some of the service-oriented principles given that the main argument for the scalability of Web 
and service-oriented architectures over distributed object platform such as CORBA is to mainly rely 
on communication with stateless services over protocols such as HTTP. 
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To implement such an architecture, WSRF [WSRF] proposes a set of specifications for stateful Web 
Services and other design patterns using these services such as grouping them. The main 
specifications are: 
0 WS-ResourceProperties: Access and modification of the state associated with the service 
" WS-ResourceLifetime: Management of the lifecycle of the service including explicit 
destruction, time left and request to extend the life of the service 
3.2.4 Service Bus 
Enterprise Service Bus [Chappe104] architectures are another pattern of distributed architecture 
especially linked to service-oriented architectures. A bus is essentially a placeholder for many aspects 
useful to build an infrastructure based on services, i. e. it provides the glue between these services and 
in particular can deal with: 
0 Security: Ensures authenticated and authorized access to the services. 
" Orchestration: One way to compose the services is to use a service orchestration language 
that can be provided as part of the bus. 
" Routing: When dealing with geographically distributed services, it can optimise the routing of 
the messages. 
" Protocol mapping: The bus can provide a layer of separation between the service and 
particular protocols used to access it. In particular, Java services may be implemented over 
RMI/IIOP and should be accessible as SOAP Web services. 
9 Messaging: Communication between elements connected to the bus can be straightforward 
client/server but also message-based using either publish/subscribe or point-to-point models. 
9 Auditing: Any activity using the bus can be logged for auditing. 
" Interoperability: Services buses are usually associated with SOA and in particular with XML- 
based processing for interoperability. The bus can provide transformations of the XML 
messages (e. g. XSLT) to convert from one protocol or one format to another. 
9 Reconfiguration: In general an important characteristic of bus architectures is the ability to 
add/remove elements at run-time from/to that bus and get notifications of such events. 
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3.3 Architecture 
Figure 3.1 shows the architecture layer model of Discovery Net. Resources and applications are 
integrated at the activity services definition layer. These activities can either be statically defined 
(Java wrapper) or can use a number of dynamic mechanisms (Web Services integration, command 
line integration or scripted). These are then added to the Activity Services Bus, which takes care of 
role-based access as well as providing information and resources necessary for the instantiation of 
different environments to compose, consume, configure or enact these activities. 
The composition process uses a three layer workflow model (composition flow, coordination flow, 
dynamic activities creation and specialisation) and workflow executions are scheduled and managed 
by the system. A set of collaboration services allows sharing data results, workflows and activities 
among groups of users, also using role-based authorisation. 
A Workflow Services Bus separates these services from their consumers, handles authorisation, hosts 
the necessary messaging protocols required to communicate control and monitoring information 
during workflow execution, and finally supports the dynamic addition of workflow-based services 
that become available either for use from a production environment or re-used as services in other 
workflows. 
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Figure 3.1: Discovery Net overall architecture layer model 
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Figure 3.2 describes the current implementation of this model and in particular the current set of tiers 
of the system: 
" Collaboration tier: The tier comprises a management layer to access and authorise the 
retrieval and storage of data, workflow and activities as well as the submission of workflow 
executions. 
" Execution tier Workflow executions are handled on a separate scalable tier where 
monitoring information and control requests are communicated with the client. 
" Weh tier: The Web tier provides a presentation layer (standard portal technologies and 
Portlets [JSR 168]), as well as a facade for Web/Grid service access to the system. 
" Client tier: The workflows are created in a Java application, the code of which is 
downloaded, cached and synchronised with the activity repository accessed through the 
collaboration tier. 
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Figure 3.2: Current design of the system and tier separation implementing the architecture 
layer model 
One different architectural aspect of the system is that it is based on several commodity services 
(these are not services in the sense of an SOA), provided as part of a J2EE server. This allows 
delegating several aspects to the application server, particularly, messaging, persistence, network 
configuration and protocols. Figure 3.3 shows how the design maps to these services. The 
communication between the client tier and the collaboration tier is therefore only based on stateless 
services and asynchronous communications for monitoring, and thus follows some of the design 
patterns of a service-oriented architecture, though not based only on SOAP Web Services. Stateful 
components are used to represent workflow jobs but are not accessed remotely and are only 
communicated with through asynchronous point-to-point and publish-subscribe messaging services. 
The lifecycle is detailed in Chapter 8. 
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3.4 Collaboration Tier 
3.4.1 Security Management 
Since we want to support the collaboration of multiple groups of users and deployment on publicly 
accessible portals, there are several security concerns that need to be addressed: 
" Authentication: The use of each service and each part of the system must be authenticated 
using a modular mechanism so that it can be configured depending on the security 
infrastructure already in place. 
9 Authorisation: Since the data, workflows and activities are stored in common repositories, 
there needs to be a control of the rights of a user or a group of users to access them. 
" Privacy: Data and workflows are sent over the network between the tiers. There is a need 
to be able to protect these data streams and ensure the privacy of the communication 
between the tiers. 
The Java Authentication and Authorization Service (JAAS) [JAAS] is the main service used to 
authenticate (checking of credentials) and perform role-based authorisation of actions. It provides a 
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layer between the application and the authorisation module which can use a number of protocols such 
as LDAP, NT Authentication, Unix Authentication, or simpler mechanisms based on properties files. 
It also has initial support for Shibboleth [Shibboleth], an internet-oriented authentication mechanism 
that provides single-sign on and is based on the security assertion language SAML [SAML]. The 
SPIE [SPIE] project (Shibboleth-aware Portals and Information Environments) has developed a JAAS 
module which is compatible with JBoss, the application server used in our implementation. 
Services and components of Discovery Net only perform authorisation verification based on JAAS, 
through the Servlets and EJB security APIs to ensure that it is not bound to particular security 
module. However, because workflows are not executed where they are submitted, we have to handle 
the delegation and propagation of the security context associated with each submission. A login 
module to handle that delegation pattern is required. Figure 3.4 shows the dependency between 
security modules, the JAAS and the two APIs through which those services are accessed from the 
Discovery Net services. 
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EJB Security API JSP/Servlet Security API 
JAAS 
Delegation Shibboleth 
(internal) Internet 
JBoss Files LDAP 
(local) (Organisation-wide) 
Figure 3.4: JAAS-based security model access APIs and modules used 
The roles mechanism is used for authorising data, workflow and activity access, and in general can be 
accessed programmatically from any point in the system. The information can be retrieved and is 
cached in the client tool. This information is also available to activities and can be used to modify 
their behaviour depending on the roles of a user, either fixed in the activity implementation or using 
activity specialisation, cf. Chapter 4, and thus can be used as a means to personalise the workflow. 
Concerning the requirement for private communication between the components of the system, this is 
delegated to the application server, which supports various protocols and in particular communication 
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over Secure Socket Layers (SSL) and enables Public Key Infrastructure (PKI) security on the system. 
Aspects related to the deployment of the system over restricted network configurations are discussed 
in Chapter 8. 
3.4.2 Data Lifecycle Management 
The type of data processed by the workflow is not restricted. But in particular the system deals with 
data sets for the purpose of statistical and data mining applications. Since we are dealing with 
potentially data-intensive processes, the system must manage the data generated. These are mainly in 
two categories: 
" Intermediate data products that are generated every time a workflow is executed, and 
therefore a large amount if not all the data generated during prototyping does not need to be 
kept for a long time. 
" Workflow results, i. e. final results of the workflow execution which again may or may not be 
relevant in the long term, but which need to be kept to be validated or invalidated by further 
analysis and inspection. 
Therefore, we distinguish three types of data lifecycle: 
" Temporary: Intermediate data products can be kept up to a maximum lease time decided by 
the administrator of the system, keeping in mind the typical duration of the analysis processes 
and the prototyping phase in general. These results are kept in user-based temporary folders, 
such that the administrator can also set user quotas on the amount of temporary files allowed 
and each user can clear them explicitly. 
" Short-term: The data is explicitly stored by the user in a data repository (common user/group 
based repository for results, data sets and workflows). It is the responsibility of the user to 
save intermediate data products in this repository. 
" Long-term: The data has been validated through workflow execution or visualisation. It 
should then be stored for long-term management, together with the relevant annotations and 
metadata information (which may include the workflow used to generate the data and the 
intermediate data products, so as to store it as provenance meta-data). The storage of such 
data is outside the scope of our workflow system and is the concern of scientific data 
management systems (change tracking, annotation, metadata, authorisation, replication and 
distributed storage). 
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3.4.3 Workflow Management 
Together with the data sets and workflow results the shared repository stores the workflows created 
by the users. For these workflows, the repository takes care of 
0 Version and change control, to ensure that the users are aware of changes made on a 
workflow including the author and the date of the change 
" Referential integrity, to ensure that data referenced by an activity parameter of the workflow 
definition is effectively available in the repository and cannot be removed without 
confirmation. 
0 Permission control, as for other types of data. 
The workflow definitions are stored using the Discovery Process Markup Language (DPML) 
[Syed02] [Syed05], an XML based format containing both the description of the graph and activities 
connections and parameters, as well as change control information. 
As well as the workflow definition, each execution that is completed or failed is archived into the Job 
History repository, for the purpose of auditing, logging and knowledge management, as the 
information could be used to extract usage pattern or best practices. The job history contains the 
workflow that was executed and the references to the intermediate data products generated, however 
it does not guarantee their availability as these may be cleared by the system (i. e. it is not designed as 
a long-term data provenance tracking server because of the potentially high volume of data). 
This repository is the main persistence area used by the client. The authoring client only allows 
importation/exportation of archived workflows to/from the repository and does not encourage 
working on local files directly and tries to enforce the use of the shared repository to avoid 
individuals working on local copies of data or workflows. However, it is possible to define workflows 
that will first upload a file stored locally onto the execution server to carry on the workflow 
execution. 
3.5 Execution Tier 
3.5.1 Workflow Execution 
We assume the following patterns of executions for the workflow: 
9 Expert users: Many subsequent executions of the same or slightly modified workflows during 
the prototyping phase but with a relatively limited number of individuals in this category. 
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9 Normal users: More irregular usage of workflows in production, but potentially large number 
of individuals. 
Since the type of scientific workflows we consider mixes different types of activities from remote 
resources to locally available algorithms, their CPU and memory requirements are difficult to predict 
in general. We do not assume they can be executed locally during prototyping, but that they should 
always be submitted to a scheduler. Once the workflow is selected, a matchmaker chooses which 
resource of the execution tier should handle the execution. The scalability of that tier is very 
important to ensure that the architecture can cope with varying numbers of users and in particular 
sudden increases in usage when a workflow is deployed into production. 
During enactment, workflow activities can link to other Grid or Web resources they require. 
Monitoring information is periodically sent back to a messaging service located on the collaboration 
tier, to which the clients can subscribe. The monitoring shows activities that are completed and the 
location of their results, but also activity-level information such as status or progress information 
provided optionally by their implementation, or any monitored parameter. 
During its execution, an activity can request a user interaction, in which case the execution is paused 
when currently running activities are completed or failed and the request is forwarded to the client 
through the monitoring mechanism (Chapter 5). 
In Chapter 8, we present the design of the workflow jobs execution management system, as well as its 
performance evaluation. Our approach was to rely on generic Java services or Enterprise services to 
design the job submission system instead of using directly Grid schedulers, with its advantages 
(genericity, separation of concerns, delegated security, homogeneous Java environment) and 
limitations (relying on high footprint application servers on the execution tier, and the default 
persistence manager). 
The model of execution of the workflow itself is presented in Chapter 5 and is based on an extended 
DAG execution model as a simple composition data-flow pull model, coupled with an asynchronous 
data-flow model for a more complex push model with cycles to define the control flow of the 
application. 
3.5.2 Data Integration and Data Set Management 
As per our usage scenario, we need to support the modelling of data analysis and mining of large data 
sets. During the prototyping phase, the complete underlying data model of those workflows is not 
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known, i. e. the structure of the workflow can change and that may modify the schemas of the tables 
generated during execution, and as such it is difficult to design architectures to support these data sets 
based on relational database management systems. Relying on tabular text file is also too constraining 
as it cannot deal easily with binary data and parsing/generating it for each activity execution would be 
too time-consuming and therefore we propose an intermediate solution, file-based with XML 
descriptors and binary data and index files for this purpose. Management of data sets is described in 
Chapter 5 but essentially provides: 
"A temporary and short-term data set storage type to avoid querying or staging from its source 
every time. 
Support for data-pipelining instances in the data-flow in memory or through concurrent 
access to the file based representation. 
"A descriptor data structure to be propagated during workflow verification in order to validate 
the activities against the data set meta-data. 
" Since we focus on ease of integration with remote services or local algorithms, we provide 
APIs to easily create or derive these new data sets and their descriptors from an activity. 
3.5.3 Grid Resources Integration 
A number of relevant Java libraries are available to simplify the integration of Grid resources, in 
particular the JavaGAT interface part of the GAT project [Allen03] and Java CoG Kit 
[Laszewski02, LaszewskiO4] for Globus grids. The JavaGAT API provides a unified programming 
interface to all the basic Grid services including: 
" Seci rity: Access to security certificates for using over SSH or job submission systems. 
" I/O: Local and remote UO with transparent access, reading, writing, copying and moving files 
over HTTP, FTP, SFTP, GridFTP. 
" Job Submission: Unified interface above Globus, GridLab GRMS, SSH and ProActive. 
" Monitoring: Access to mainly the GridLab monitoring information provider Mercury. 
While some resources can be accessed through Grid schedulers, some that cannot be scheduled or 
distributed are either available over Web protocols or directly over socket connections. In particular 
access through SSH can be required to execute on specific resources or access specific algorithms. 
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Libraries like JSch (LGPL) [Jsch] or Ganymed (BSD) [Ganymed] allow Java-based access to these 
resources. 
Grid resources now encompass resources available over the Web. For Web Services access, while 
Axis [Axis] is a common way of accessing services, XFire is another library focusing on high- 
performance integration and also provides a dynamic interface to avoid stub generation. Styx Grid 
Services [Blower06] allow the definition of streamed remote executions to SSH servers, and provide a 
Java client interface JStyx. 
The Grid Resources for Industrial Applications (GRIA) project [Surridge05] allows access to Grid 
resources through secure (Public Key Infrastructure) Web Services and provides a client Java API to 
do so. The main difference of approach is that it allows the definition of quality of services for the 
resources required, which can be crucial in industrial and business applications. 
The OGSA-DAI provides a Web Service access layer to data grids and interfaces to query, update and 
transfer data. In particular it can access relational and XML databases over a unified interface and 
provides a query language (OGSA-DQP) for distributed query processing over collections of data 
sources. 
These libraries are part of a basic set available to the execution server during workflow execution. 
3.5.4 JSR 241 Scripting 
There is a need to be able to specify and inject code and add behaviours dynamically to the system 
without having to modify the installation which should be globally managed by an administrator. 
While the workflow partly provides this ability by composition of activities there are limitations and 
it is not the appropriate paradigm for any kind of programming. This generally affects the execution 
servers but can also be extended to other parts of the system. Examples where this could be needed 
include: 
" Definition of an activity verification and run-time behaviour in the client. 
9 Activity parameters defined as a function of environment variables, e. g. defining file 
locations as a function of a base folder location. 
9 The evaluation of activity parameters representing functions, expressions or rules, e. g. the 
filtering expression of a data filter activity, or the function to be plotted on a graph generated 
as a result. 
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9 Definition of pre-conditions and post-conditions for an activity, and other arbitrary validation 
rules, e. g. a particular parameter value is valid but not relevant in some context or some data 
is incorrect even though it could be processed by the activity. 
" Matchmaking policy as a user-defined function to be evaluated by the job scheduler, e. g. to 
define the code that accesses a particular monitoring information system to find out which 
resource to use. 
For all these examples, while we could rely on domain specific languages or description languages, 
the architectural goal was not to be bound to a particular one and leave the platform as open and 
generic as possible. As such, we have to rely on a general-purpose dynamic language. 
There have been recently several dynamically typed interpreted languages developed for the Java 
virtual machine. Among those languages are ports of scripting languages based on native 
implementations such as JRuby [JRuby], Python [JPython] and Rhino [Rhino] a port of the standard 
browser-based scripting language ECMA Script [ECMA]. BeanShell [Beanshell] is also a 
straightforward scripting language based on the Java syntax. 
The Java Specification Request 241 (JSR 241) [Koenig07] [JSR241 ] commonly known as the Groovy 
language (we use both terms without distinction) is another such language with the particularity of 
being defined from the original syntax and semantics of Java with some additional constructs to 
support lists, maps and hierarchical structures (such as XML). Table 3.1 summarizes some of the 
features of the language. 
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Feature Description 
'Property s ntax etter/setter methods can be accessed as object properties 
Map syntax Access to map key and values as object properties 
Functional constructs 
The language supports the definition of closures (function as 
variable) and currying (partial function evaluation) 
XML generation 
Syntax support for creating hierarchically structured 
documents such as XML. 
XML browsing and Support for browsing and querying XML structures 
parsing 
'Big' numeric types 
Syntax support for using Java BigDecimal and Biglnteger 
types for high-precision calculation 
Object methods can be defined at runtime. This is used to 
Dynamic methods create runtime stubs to Web Services (SOAP and XML RPC) 
or COM objects. 
Table 3.1: JSR 241 - Language related features 
It has also for example been used as a service specification language for Web Services [Huang05]. 
Table 3.2 shows the features that are important from an architecture point of view, making it an 
obvious candidate for the scripting layer of the system. 
Feature Description 
JVM-based The scripts run within the Java Virtual Machine 
Compileable The scripts can be compiled into standard Java bytecode and 
used as standard classes 
Transparent access to All the APIs and objects defined for the system can be 
Java classes accessed 
Each script can be associated with a Java policy declaration, 
Support for Java Policies and therefore can be arbitrarily restricted from accessing files, 
network or from executing native processes. 
Table 3.2: JSR 241 - Architecture related features 
Particularly, the ability to associate Java policies to any script is an important aspect. The Java policy 
mechanism is an extensible framework that allows declaring the privileges of each part of the code 
base. The main configurable privileges include access to the file system, network, system process 
execution or thread creation. It thus allows the administrator to define these restrictions for particular 
environments. 
3.6 Web and Client Tiers 
3.6.1 Workflow Prototyping 
Prototyping is done exclusively from a client tool (Figure 3.5) which provides a means to create, 
execute, monitor and store the workflows as well as visualise and store the results back to the data 
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repository. One of the specificities is that workflows built in the client authoring tool, are verified 
while the workflow is constructed. This verification, which is explained in Chapter 4, covers: 
" Structural type checking: The checking of the validity of the types of ports connected 
" Parameter value verification: Parameters may have constraints on their value (range, choice 
etc. ). In particular, attribute parameters which can be constrained by type and multiplicity 
(Chapter 6) are used when working over data sets to verify the parameter values against data 
sets descriptor information propagated in the workflow. 
" Activity-specific validation: Specific code to perform more complex checks. This is often 
useful when some parameters are only relevant depending on the value of other parameters. 
As we want to allow expert users to define new activities, and as these kinds of verification 
rules are arbitrary, it is difficult to rely on descriptive approaches and we have to rely on 
opaque verification code. 
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Figure 3.5: Discovery Net workflow prototyping user-interface 
If valid, a workflow can be submitted for execution, in which case it will be sent to the submission 
service where it is scheduled. 
3.6.2 Production Workflow Environment 
Since the Web has become the main mechanism to publish not only information but now also 
services, it is crucial to be able to expose the various aspects of the system through Web protocols. 
Thus, once the workflows have been created and validated, they can be deployed so that they are 
accessible through these Web protocols. Such workflows then become workflow-based services that 
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we also called discovery services. The deployment itself only adds the service onto the workflow 
services bus, such that it is also available for re-use within other workflows as a service, as well as 
available on the Web. 
A Web Service endpoint allows for programmatic access to the various data and workflows stored on 
the service tier, as well as the execution of workflow-based services over SOAP and is thus accessible 
from a wider, loosely-coupled distributed architecture. These workflow-based services can also be 
provided as WSRF compliant stateful Web Services mainly exposing their execution state through the 
WS-ResourceProperties mechanism. 
The main disadvantage of the Web Service endpoint is that the lifetime of the service is implicit and 
while workflow-based services can be explicitly destroyed, if they are not we have to rely on a fixed 
lease time out policy (configured in the application server) to destroy them. This value needs to be 
configured so that it is compatible with the typical duration of the execution of the workflows it hosts. 
In comparison WSRF compliant Web Services allow inquiry about the lifetime of the stateful 
resource in order to request lease extension if needed. 
While a 'full authoring environment cannot easily be implemented using Web presentation 
technologies, though this may change in the future, Web-based applications provide an effective way 
to publish workflows as long as they do not require too much interactive visualisation or native 
applications. A Web portal allows for the management and execution of the workflows from a 
controlled, simpler environment following a typical Web application form metaphor instead of the 
graph-based modelling tool. This is meant both for the publication of the workflows as services to 
outsiders as well as for providing a simpler interface for users who find the client tool too complex. 
These interfaces are derived from the workflow definition and in particular from the workflow 
parameters (global parameters associated to a workflow) which become the parameters of the form, 
and the workflow output ports which become the actions available. Portlets [JSR168] associated with 
these workflow-based services have also been developed [OsmondO7] as a way to personalise, 
execute and link these workflow-based services from the portal. 
56 
Gu TO ,M Scenario Geohezard Scenario 
China Earthquake image Processing Tools 
ýhAt Anýlý; is Gr.: ýk wrvi(e Con, /'nywir, 
Shift Analysis Tool 
Ar, - ; r, ", ar, on Tool Service: Image Shift Calculation AddBookmark Close 
Before image 
/demo usa/gsmaps folder/Chru folder/sfrw_c d200_befu e rew - 
upload file? 
After image 
/damp user/Q rnap: f Lie+/Chma 1o19tr/-frw cJ290_affei raw 
upload file? 
Image width 2W 
Image height 200 
Pattern Match window size (pixels) 15 
Sub-pixel sampling 1 
Search window size (pixels) 125 
Arrow width 10 
_ '- D. 
ý. 
 . 
 .., ,  ... .. 
" 
.1 
Figure 3.6: Workflow-based services deployed as Portlets 
The Web portal is also used as a front-end for managing the server in general and in particular to 
manage the set of execution servers. 
This publication mechanism is the main way to deploy prototype workflow into production. The 
mechanism does not fiilly yet support the generic deployment process described in the previous 
chapter and is still mainly geared towards Web-based access to the other tiers focusing on 
presentation aspects of the workflows to simplify its use by domain experts and the Web Service 
endpoint. Extensions to connect production workflows to registration services, provenance tracking 
servers and scientific data storages are part of the future works. However it currently does realise the 
idea of a tight integration between the production and prototyping environments. 
By default, the system is designed to handle long running jobs, and thus any data generated through 
workflow executions are stored until either explicitly removed by the user or their lease expires, 
which is a sensible model while prototyping. However, while workflows may or may not take a long 
time to execute, the Web interfaces to workflow-based services may not handle long-running 
executions and only execute synchronously. Many Web applications, for simplicity, do not want to let 
the user to have to deal with task management and checking the status of their tasks from a list but 
instead provide simple Web pages waiting and monitoring a current execution. In particular with 
AJAX technologies it is now possible to refresh and monitor the status of a remote execution. In this 
case the system needs to provide session management for the following reasons: 
Edit Messaging View Pr( 
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" As these applications do not provide task management, there is no way for the user to 
retrieve the result if it logged out or disconnected, and therefore the system should dispose 
of the temporary data immediately instead of using the default time-out policy. 
" Running tasks also lose their owners when the session is closed and should be 
automatically killed to free resources for other tasks. 
Session management becomes an important requirement with growing number of workflows 
produced and growing numbers of users. While the number of users able to build workflows is still 
relatively limited, the scope for using the services once deployed is much larger. 
3.7 Conclusion 
This chapter has presented the main aspects of the architecture, the execution and collaboration tiers 
shared for workflow prototyping and workflows deployed for production, the different services, and 
resource integration libraries it relies on, as well as its design based on J2EE services and the addition 
of a dynamic programming language to enable user-defined behaviour extensions. 
The main unique aspects of the architecture are the focus on a common set of services and 
environment for prototyping and production use of the workflows, characterised by the use of the 
workflow services bus, as well as runtime addition/modification of activity services through the 
activity services bus, the design of which is detailed in Chapter 7. 
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Chapter 4 
Workflow Definition and Modelling 
4.1 Introduction 
Workflows play a central role in the Discovery Net platform. They are meant to provide a way for 
scientists with expertise in particular analytical processes, the ability to implement these without 
requiring extensive understanding of the issues associated with a distributed computing environment 
and with a flexibility that monolithic applications are not able to provide. In this chapter we present 
the workflow definition model used in Discovery Net. 
There is no agreement yet on the best type of workflow definition and execution models for scientific 
applications. This is due to the wide range of concerns and applications potentially targeted by these 
workflows as well as the fact that the expertise of the end-user of a scientific workflow tool is very 
variable compared to that of a business workflow modeller. For our purpose, simplicity and ease-of- 
use are concerns and they need to be balanced with the expressive power of the model. 
Also, as described in Chapter 2, one particularity of the scientific workflow is that, as an integration 
tool used by domain experts without control on the services they integrate, it needs to be able to `work 
around' integration issues and can be prone to modelling dead ends in the case where a particular 
tool, service or data transformation to integrate does not fit an available or standard pattern. 
Therefore, we consider that a scientific workflow model must make allowance for programming-in- 
the-small to give an opportunity to resolve these issues 
We propose a workflow model based on three layers, a graph-based data-flow layer for components, 
tools and services integration, an optional associated graph-based data-flow layer for coordination, 
and a scripting layer to extend the model to programming-in-the-small. 
The model tries to extend from the base data-flow paradigm as it provides an easy means of 
integrating components, towards both more complex control structures and more complex integration. 
The model also treats sub-workflows as a type of activity parameter instead of extensions of the 
workflow graph or of special types of activities and allows the creation of new control structures 
using hierarchical modelling. 
We present two example applications of Grid workflow patterns and discuss the limitations 
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4.2 Workflow Model 
Figure 4.1 and Table 4.1 show a possible layered view of the different types of workflows used to 
model scientific and business applications, with a low-level data-flow layer for the composition of 
services and domain-specific components, with an optional coordination layer where the control flow 
of the application can be defined, in a way similar to orchestration languages and which can be seen 
as lower level than a business process workflow layer that can handle processes involving actions 
from several users. 
Business 
Workflow 
Scientific 
Workflow 
Process User A generates experunent data 
Management 
Business Process Layer User B Renees Expenemenl data 
Handle migration 
request 
Scientific Application Failure email 
Coordination Layer 
Start Run Success 
Algorithm A" 
Scientific Process Call Web Service B 
Composition Layer 
Fetch data Integration 
Pre-process 
Algorithm A 
Figure 4.1: Layered view of the different types of workflows for composition, coordination and 
process management 
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Layer Purpose Main aspects Example 
Business process 
Collaboration between users and actors 
BusinessProce: s Organisational role management XPDL management TODD task list for each user 
Application 
Concrete control structure BPEL 
Coordination definition Workflow as state transition diagram, petri AGWL(Askalon) 
net, control flow. 
Abstract and domain-oriented 
Scientific Execution model based on a task Xscufl (Taverna) 
Composition process 
dependency graph, data-flow, process Triana 
definition network. lambda calculus Kepler 
Data streaming 
Smart re-runs 
Table 4.1: Characteristics and examples of the different types of workflows 
We propose a workflow model based on two graph-based modelling layers, a composition layer and 
an optional coordination layer associated with it. The former focuses on ease-of-use for the end-user 
and its task of integrating resources, and the latter allows building more complex applications, 
potentially more interactive and iterative. The workflow also has an additional lower-level scripting 
layer to enable programming-in-the-small within the workflow definition. 
Coordination Layer 
Composition Layer I 
Text-based -I Scripting Layer 
Activities 
Resources 
Figure 4.2: Discovery Net workflow model based on three layers 
Figure 4.3 represents the current design of the system to implement this workflow model. The 
scripting layer is implemented by dynamic activities that can be used together with static activities 
using graph-based visual programming. The layer of Grid and distributed computing libraries 
represents the set of libraries that we mainly used. There is however no architectural dependency 
between these libraries and the rest of the system. 
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Figure 4.3: Workflow modelling components and typical libraries in the current system 
4.3 Workflow Definition 
4.3.1 Definitions 
We use the following terminology: 
9 The workflow is a directed graph where each vertex or node is called an activity. 
" Each node has zero or more input or output ports. 
" Each directed edge represents a connection from an output port, namely the tail of the edge, 
to an input port, namely the head of the edge. 
" If the two activities a and b are connected by an edge from any output port of a to any input 
port of b, then a is a direct predecessor of b and b is a direct successor of a. 
" If there is a path between two activities a and b, through a sequence of one or more 
connections, then a is a predecessor of b and b is a successor of a. 
"A port is connected if there is one or more connections from/to that port. 
The language used to define activities is referred to as the host language while the language of the 
interaction between the nodes of the graph is the coordination language [Carriero92] which is 
interpreted by the execution or enactment engine. 
4.3.2 Ports and Connection 
A port is defined by its name, type, direction, as well as whether it requires a connection and supports 
multiple ones (Table 4.2). There is a difference of semantics between a compulsory input port 
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(requires a direct predecessor connected to that port) and a compulsory output port (guarantees the 
generation of the result by the activity). 
Attribute Description 
ID A string identifier for the port. Used for programmatic access 
Name The name of the port to the user. 
A fully qualified Java class or interface name used for checking the validity of 
Type the connection. The workflow authoring tool provides mapping of Java type to 
name for basic types. 
Direction The port is either an input or an output of the activity 
Multiple This defines whether it is possible to have several connections from several 
predecessors to a single input port. 
An input port is compulsory if a connection must be made to that port for the 
Compulsory activity to be valid. 
An output port is compulsory if the activity guarantees that in the case of a 
successful execution that port will have a result 
Table 4.2: Attributes of a port description 
4.3.3 Type Checking 
The type checking of the workflow refers to the verification of the connections between activities 
according to the type of each port. This is also referred to as structural type checking [Berkley05] by 
opposition to the semantic type checking that can take place if each input and output port describes its 
requirements, for instance, using description logic [Baader03]. 
A connection between an input and an output port is only valid if the types are compatible. Assuming 
node Ni has an output port of of type 11, and node N2 has an input port i2 of type t2, then a 
connection from of to i2 is valid if tl and t2 are compatible, i. e. if: 
" tl <_ t2: t2 is either the same or a super class or super interface of tl (default Java assignment 
type checking rule) 
" t2 <_ tl : tl is either the same or a super class or super interface of t2 (Java type checking rule 
for type casting) 
As for assignments in typed object-oriented languages, the connection is obviously valid in the first 
case, i. e. from a type to a type that is higher in the Java class hierarchy. In the second case, the 
connection represents implicitly both an assignment and a type casting operation. This is to avoid 
having to add extra intermediate activities only to perform the type casting operation. Example 
activities that use this include explicit check points between two activities, notification points or data 
auditing and validation activities which can work on any type of data without modifying it. 
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Table 4.3 shows the main data types used in the system, though it is up to the activity definition to 
declare which types it supports. 
Type Java Class Description 
Data Set 'ava. s l. ResultSet Using standard JDBC Result Set class 
File java. io. File Default Java file representation 
Text java. lang. String In-memory character string 
Any ava. lan . 
Object Base class 
Table 4.3: Main data types used in the system 
4.3.4 Activity Definition 
Apart from a set of input and output ports, each activity also declares a set of typed parameters (Table 
4.4). 
Type Description 
Accepts either a free character string or constrained to a list of predefined String 
choices 
Integer Accepts integer values, with optional minimum and maximum values 
Float Accepts floating point values, with optional minimum and maximum 
values 
Password Handles hiding and secure persistence of the parameter value 
Parameters used to define sub-workflows, i. e. allowing the definition of 
Workflow nested workflows. It is particularly useful to create activities that provide a 
control structure (e. g. the conditional execution of one sub-workflow 
based on evaluating a condition on the input data) 
Path Points to an 
item available in the data/workflow repository. It can be 
constrained by type of item (data set, workflow etc. ) 
Custom Supports any type of parameter value by allowing to declare a specific 
editor for it. 
Table 4.4: Main parameter types 
In general, basic data types are not always enough to parameterise an activity and there is a need to 
associate a complex user-interface to set arbitrary values (objects, documents) to a parameter. For 
Custom parameters, it is possible to associate an editor to it, using Java Swing [Swing]. This editor 
can access and modify all the parameters of the activity as well as its state and cache information. 
Such an editor can provide access to arbitrary external tools to perform the parameterisation as well 
as specific ways to visualise the currently cached results associated with that activity. Again this 
requires a tight coupling of the activity definition classes between the client and execution tiers, but is 
crucial to provide domain-specific interfaces to the user. 
Each parameter definition also has a set of attributes (Table 4.5). 
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Attribute Description 
ID The string identifier for the parameter. Used for programmatic access 
Name The name of the parameter as seen by the user 
Description A longer description of the parameter to help the user (tooltip) 
Default Value The default value for the parameter 
Constraints Some parameters can restrict the set of value that they can take (e. g. 
range, sets of values, attributes of a table) 
Informational Whether the parameter is purely an information or has an effect on the 
activity execution. This has an effect on the cache invalidation. 
Monitored 
I 
The value of the parameter will be sent as part of the monitoring 
information collected at execution time. In particular if the parameter is a 
workflow then the sub-workflow will also be monitored. 
Table 4.5: Attributes of a parameter description 
Usually activity parameters are defined statically. This is sometimes limiting. In particular it does not 
allow the factorisation of parameter values used in several places in the workflow, and by extension it 
does not allow the definition of a parameter value as an expression of the context of that workflow 
and global workflow-level parameters. This is usually useful to define base directories for source data 
files or base URL or services, as well as common credentials for a workflow. Thus an activity 
parameter value can be defined in three ways: 
" Static value: The value is set by the user when building the workflow. 
" Static reference: The user chooses to use a particular global (workflow) parameter, as the 
value for this parameter. 
" Dynamic value: The user defines the value using an expression to be evaluated using the JSR 
241 scripting language. It is evaluated with a binding containing all information available to 
the activity including input, output, descriptors, parameters and environment information 
either on the client during authoring or in the execution server. The purpose is not to be able 
to change the value of the parameter during the execution of the activity (e. g. computational 
steering) but instead to be able to define the value of the parameter based for instance on the 
results generated by its predecessors. 
If the parameter is not a static value, its value will be evaluated just before the execution of the 
activity. Informational Parameters are parameters only used to store information related to an 
activity, for instance, which phase of the experiment an activity relates to or what is its purpose from 
a fixed set of possible values. Informational parameters are not considered as having an effect on the 
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runtime behaviour of the activity, and therefore modifying them does not invalidate the cached result 
associated with that activity (See Chapter 5 for details on execution caching). 
4.3.5 Activity Lifecycle 
The fact that activities are verified while building the workflow is important to domain-oriented 
scientific workflows, as they ensure that as much verification as possible is performed before the 
submission of a potentially long running task. The activity verification process, also called 
preparation or prepare phase, ensures that the activity is valid given its current parameterisation. This 
mechanism is in addition to the basic type checking performed on connections between nodes and 
which is based on static type information provided by the activity definition. Figure 4.4 shows the 
verification flowchart (user-defined validation steps will be introduced later). The process is 
triggered on the following events: 
9 When an activity parameter changes (client tool) 
9 When a node is connected to or disconnected from an input port (client tool) 
" When any predecessor has been modified (parameter change or connection change) 
" Before the activity is executed (in the execution server) 
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Figure 4.4: Flowchart of the verification process 
As for custom parameters, the activity verification code is in practice tightly coupled with the 
execution code. While it is possible to either separate the classes or use description languages for the 
verification rules, this would add a non-negligible burden on the person implementing them. The 
related issue of code synchronization required because of this coupling is addressed in Chapter 7. 
The activity runtime process, also called processing or process phase, is described in Figure 4.5. This 
phase is mostly triggered from the execution server (except for final client-side activities, cf. Chapter 
5). 
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User-defined Runtime Validation 
Application-specific data checks ---- 
Figure 4.5: Flowchart of the processing phase 
As well as processing data, the workflow processes data descriptors which are used both to provide 
information about the data that will be generated and to validate the workflow while it is being 
constructed. When the prepare phase of an activity is triggered from the client, input data descriptors 
for each input port may be available and output data descriptors for each output port may be generated 
to describe the data structure that would be generated at run-time given the current input descriptors 
and parameters (Figure 4.6). At run-time, at the end of the process phase, a data descriptor for each 
output nnist be generated. We thus distinguish between: 
" Expected descriptor: The descriptor calculated at design-time based on current information 
from predecessors descriptors and current parameters 
Actual descriptor: The descriptor calculated at run-time based on the actual data being 
generated. It can either be generated when the activity is prepared and if not, it must be 
generated before the output data is set on the output port during the process phase. 
The handling of mismatch between expected and actual descriptors is described in Chapter 5. 
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Figure 4.6: Descriptor and data propagation by phase 
Figure 4.7 shows an example of an activity in an error state during the workflow verification because 
of an incompatibility between a parameter and a descriptor received as input, in this case the choice 
of an algorithm for DNA sequences when the input data is a protein sequence. The declared output 
type of the nodes is defined statically as being a sequence, such that the types are checked correctly 
when connecting the activities, however additional verification is performed by the final node based 
on the descriptor. This is also used to extend workflow validation to data set attributes (Chapter 6). 
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Figure 4.7: Activity-specific validation based on propagated expected descriptors in the prepare 
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4.3.6 Workflow Definition 
We defined a workflow as a sub-class of an activity. As such it has parameters, input and output 
ports. Parameters of a workflow can be of any valid activity parameter type. 
In order to make the workflow more generic and reusable, as for scripts and programs, it is useful to 
be able to share common parameter values implicitly instead of through the data-flow. Kepler for 
instance allows the definition of global variables that can be used within parameter or input value 
definition. 
We extend this approach to provide both a means to use workflow parameters from activity 
parameters and also to create workflow parameters from activity parameters. Thus the workflow 
parameters can be: 
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9 Free, in which case they can be used arbitrarily to define the value of any declared parameter 
of any activity of the workflow. 
9 Bound to an activity parameter, in which case, they represent the type and constraints 
associated to that activity parameter and share its value. For instance, if a particular parameter 
should be visible at the level of the workflow (sometimes a process called parameter 
promotion) then a workflow parameter bound to the activity parameter can be created. 
This mechanism is mostly a means of simplifying the declaration of parameters to the end-user. 
Instead of two steps where one would have to declare the workflow parameter and specific constraints 
on its value, and then use that parameter as the value to use at the activity parameter level, this allows 
a single-step process where the user picks and chooses which parts of the workflow need to be 
parameterised. 
4.3.7 Hierarchical Modelling 
Most workflow engines have support for hierarchical modelling, i. e. the ability to define workflows 
within a workflow (sub-workflows) and thus help to factorise, group or reuse workflows. 
BPEL supports the composition of processes by being able to invoke BPEL-defined Web Services 
from a BPEL process. However this means that the invoking workflow does not own the definition of 
the invoked workflow and the engine does not distinguish the invocation of a BPEL-defined Web 
Service from the invocation of any Web Service. Therefore there is no concept of sub-workflow as 
such. 
The opposite approach is to consider the hierarchical structure as a part of the workflow graph 
topology, to be able to use it in the composition and execution model. For instance, Kepler inherits 
Ptolemy's support for hierarchical heterogeneous modelling, allowing the composition of workflows 
with different execution models called directors. This is done through a composite actor which groups 
a sub-workflow and maps the input/output ports. Taverna allows the definition one or more sub- 
workfloivs. These workflows are parts of the processors of the workflow. 
The issue with these is the definition of the actual execution semantics of that sub-workflow. There 
can be many different ways to interpret these, for example: 
0 It is just a syntactic grouping for the purpose of separating the concerns to different levels, 
like organising code into functions and procedures. 
71 
. It is the execution block of an iteration, in which case it depends on whether the iterations are 
independent and whether some level of parallelism is possible or even required, and if the 
iteration requires feedback from output to input after each iteration, as is usually handled in 
We loops in C/C++/Java. 
9 It can be conditionally executed depending on the input or the runtime evaluation of an 
expression, or executed only if another sub-workflow fails as a compensation process, i. e. a 
process that compensates for the failure, by rolling back transactions or freeing resources, for 
example. 
This issue is especially important in models based on data dependency graphs, as in this case, sub- 
workflows are the only way to define control structures. 
We followed an intermediate approach where sub-workflows also called inner workflows can be 
owned by activities as parameters, and as such, are not a property of the graph structure, neither are 
they part of the execution model of the coordination language but a special type of parameter of the 
activity. Each activity can define a number of such parameters. The meaning of these workflow 
parameters depends entirely on the activity implementation. Table 4.6 describes example activities 
making use of this mechanism. 
Activity Description 
Group Syntactic grouping of the workflow. Ports of the sub-workflow are automatically 
mapped on the activity 
ForEach Iterative execution of the sub-workflow, reparameterised at each iteration using the 
next element from the input port which must be either a table or a Java object 
implementing the iterator interface. 
Feedback Iterative execution of the sub-workflow, with the ability to reuse output at iteration n as 
input for iteration n+1 
ParallelExec Define n sub-workflows, resubmit them as new executions and wait until all are 
finished. All output ports of all inner workflows are automatically mapped to output 
ports. This can be used to define complex scheduling strategies for the workflow. 
Switch Defines n sub-workflows and executes one of them depending on the return value of a 
conditional expression, itself a parameter of the activity evaluated against the runtime 
input, parameters and environment values. 
Scheduler Define retries and deadline policies for a sub-workflow, as well as alternative 
corn ensation workflow to execute on failure. 
Table 4.6: Examples of hierarchical activities implemented in the system 
This approach relates to the way functional programming languages handle control structure as 
particular functions, such that it is easy to define specialised ones, while imperative languages rely on 
a fixed set of control primitives, which is similar to the way business workflow description languages 
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such as BPEL, are defined. In our context, it can be more flexible to rely on the ability to define 
domain or application specific control structures, than to have a fixed set. 
Another advantage is to reduce the complexity of the workflow description and execution model and 
push that complexity to the relevant activities which may have different strategies for handling the 
sub-workflows. For instance different failure handling policies can be implemented by the end user to 
fit the particular application, as in the example of the Scheduler activity shown in Figure 4.8 which 
defines retry, time-out and compensation workflows. Finally like any other parameter, a sub- 
workflow can be monitored if that is relevant to the activity or to the application. 
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4.3.8 Composition/Coordination Layer 
As per the proposed workflow model, we separate an optional coordination data-flow from a main 
composition data-flow. Each activity must define whether it can be part of a composition data-flow or 
a coordination data flow (or both). This is similar to the way Ptolemy allows some components to be 
domain polymorphic. Concretely, the main difference between these layers is their execution models. 
These are detailed in Chapter 5. The coordination layer provides a means to define a control flow of 
execution, and as such provides a set of generic control activities (Table 4.7). In particular, it is meant 
to coordinate executions of sub-graphs of the composition flow. 
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gctivi Description 
WaitForOne Fire a token every time it receives one 
WaitForAll Wait to receive a token from all connections before firing 
S lit Test a conditional expression and propagate the token to the relevant output port onl 
Execute Request the execution of a set of output ports of the associated composition flow 
Table 4.7: Examples of activities defined only for the coordination layer 
4.4 Scripting Layer 
The default host language for activities in the system is Java. Each activity implements a special 
interface and the class is deployed in the activity repository. This section presents our experience with 
using a scripting language either as the host language for the activity or as a way to customise or 
specialise its behaviour. The main purpose is to increase the flexibility of the system as many of the 
expert users of the system can probably make use of these scripting languages when it is really 
needed. 
4.4.1 Dynamic Activities 
4.4.1.1 Problem 
Using a programming model such as DAG-based data-flows for programming-in-the-large despite its 
limitations, may seem reasonable at first to domain experts and scientists who can have an over 
simplified view of the computational process required to implement their analysis protocol. In 
practice there is often a need for more complex control structures or application specific behaviours 
that are not part of the set of available pre-defined activities and thus the model is prone to limitations 
that are more difficult to circumvent than using more traditional programming languages. 
So far, we rely mainly on pre-defined activities used as base building blocks for the workflow 
(integration with domain-specific tools, access Grid schedulers, perform Grid authentication, Web 
and Web Services access, SSH-based execution and data transfer). The end-user has to construct his 
workflow from these components and other basic constructs such as static input definition or control 
structures provided. While the workflow approach is supposed to simplify the definition of the 
analysis process, using these statically defined activities as base building blocks can render it too rigid 
to provide practical solutions. In particular the following problems are common with so-called 
wrapper code used to integrate libraries and executables: 
" Implicit dependency: The implementation relies on particular versions of the systems it links 
to (different Globus versions, authentication mechanisms) and fixed versions of the libraries 
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it uses without being able to upgrade these systems and libraries. There is a tight coupling 
between component and the system it links to. 
" Complex Parameterisation: For complex activities, it can be difficult to balance between 
having a very large set of parameters that can be confusing to the user, in particular if the 
value and the relevance of some parameters depend on the value of others, and if some are 
optional. Conversely, if a parameter is missing from the activity declaration, there is no way 
to work around it. The analogy would be a programming practice whereby all functions must 
declare all the parameters that possibly influence their behaviour instead of using hierarchical 
structures and objects as parameters or type polymorphism. It is possible to associate special 
Uls for the parameter or even for the entire activity property editor however this only adds 
more burdens on the activity developer and makes it more difficult to add new useful 
components easily. 
" Complex Data Model: When defining a set of activities for a particular application, the 
designer must be sure that the data model is consistent for all the activities, all the possible 
conversions between different types are available, conversion between the base types and 
aggregates of those types are available or that aggregation and iteration can be handled in a 
different way. 
" Quality: We observed that, because the code implementing the activity is mainly accessed 
through the visual environment and not programmatically, it is likely to undergo less 
automated testing compared to libraries accessed programmatically only and for which more 
traditional testing frameworks have been or can be used (e. g. unit testing). This is 
particularly true if the activity is developed only for the purpose of a particular experiment. 
" Closed Environment: Following from the previous problem, if a particular component is 
missing, the end-user, if not a software developer, is unlikely to find any workaround or any 
way to solve the problem until the missing component is implemented. The workflow system 
becomes, in that respect, mostly closed, with notable exceptions for using new command line 
tools and integrating new Web Services dynamically. 
These are software engineering concerns and thus can probably be mostly resolved by methodological 
software design. In practice, as defined in Chapter 2, the main group of users who are going to both 
build the workflows and may have to add specific activities required for their context, are domain 
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experts who are not designing software components but are trying to solve a problem, having 
limited 
control on the resources that are combined, and are trying to work around integration problems. 
Also the code needed to define the activity can be relatively simple. There are mainly two categories 
of implementations: 
" Integration code (wrapper code): Complex algorithms are usually defined as Java libraries, a 
native executable, or a Web Service. The activity is only a thin wrapping layer and is 
concerned with: 
o Mapping parameters to API calls to Java libraries, native libraries, command line 
options, SOAP messages, HTTP query parameters. 
o Switching between a small set of different implementations depending on particular 
parameter values 
o Checking the result and transforming it back into a declared output format, or more 
user-friendly formats. 
o Error handling if required. 
" Conversion code (Shims [OinnO6]): The activity only performs data format conversion to 
align the data between two other components. 
Of course these are general observations and it is easy to find specific examples for which the 
wrapping code is arduous, nevertheless the focus is on implementations that are not theoretically 
complex. 
Therefore the expectation is that combining concise scripting languages with high-level libraries to 
solve focused integration problems yields relatively simple implementations, in particular provided 
that templates and examples are available. 
4.4.1.2 Approach 
We refine the typical data-flow modelling approach and allow the composition of user-defined 
scripted activities not only for the purpose of creating shims, but also wrapper code, with the ability to 
hide the script definition from some users who are presented only with the declared parameters. 
prototype was implemented with a set of interfaces to define run-time code and design-time 
verification code, using JSR 241 scripting. Figure 4.9 shows the set of implicit variables binding 
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available by default in the execution environment, as well as some of the main methods and attributes 
accessed on these variables. 
Variable Description 
env Context of the activity 
env. parent Parent context 
node Access to activity data 
node. input . <Port> Get input data for port Port 
node. output . <Port> Set output data for port Port 
node. inputDesc . <Port> Get input descriptor for port Port 
node. outputDesc . <Port> Set output descriptor for port Port 
node. params . <Param> Get/Set parameter Param 
workf low Access to the workflow that contains this activity 
Utilities to access classloader information, temporary ut ils file area and session information 
userspace Access to data/workflow repository 
logger Message logger for the component 
Figure 4.9: JSR 241 binding used by default for dynamic activities 
The user interface (Figure 4.10) allows the definition of the static part of the activity, essentially 
parameters and ports definitions, and also other configuration aspects for the user (URL for the 
documentation or the graphical representation). With the widespread use of Web-based collaborative 
tools for documentation like Wikis that manage both the editing and versioning of the documents, it is 
easy for the user to associate on-line versioned documentation to a particular activity. The prototype 
also checks the syntax of the scripts and highlights the code [jEdit]. 
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Recalling our usage scenario for the system, we call expert users the subset of users of the system 
who will be able to define these scripts and normal users the others. The approach has the following 
advantages: 
9 Deployment: These new activities can be stored in the repository and shared without the need 
for restarting or reinitialising either the client tool or server-side repositories. It is 
immediately deployed to all authorised users, and through Web Services. 
" Raise: The client tool allows either to use this new activity as an opaque service, in which 
case it is synchronised and shares the original definition stored in the repository, or as a new 
instance which can then be refined for a particular purpose. 
" Controlled Deployment: The authorisation layer allows the creation of a role for expert users 
only to ensure that they can define and modify the scripts associated with the activity. Normal 
users can only use it as an opaque service and are only able to set its declared parameter, i. e. 
it appears like a statically defined activity. 
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" Collaborative Refinement: Expert users can in theory work in collaboration to refine these 
activities rapidly, though the workflow repository does not currently deal with all the features 
required for version control (rollback, merging etc. ). 
" Encapsulation: The approach allows the encapsulation of the definition of those activities in 
the workflow description, while using static activities means that exchanging the workflow 
definition is only possible with someone whose installation hosts the same activities. In this 
approach the workflow definition can in theory be completely self-contained, provided a 
common set of libraries is available to all installations. 
All the examples of activity definitions presented in this and following chapters use this mechanism. 
Figure 4.11 shows a basic example of how to access input data, parameters and workflow parameter 
values from the node definition. 
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Input Data: Token 
Node Parameter: Example node parameter value 
4Jorkflov Parameter: Example Workflow Parameter Value 
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Figure 4.11: Basic activity example accessing input/output/parameters 
Since sub-workflows are activity parameters, it is possible to define new control activities. Figure 
4.12 shows an example of a conditional activity where the user only has to define the ports of the 
node with the same name as the ports of the sub workflow. The activity has two sub-workflows (If 
and Else) and an arbitrary expression that the user can enter (Condition). The code evaluates the 
condition, maps the input to the relevant sub-workflow and retrieves the results. The evaluate () is 
a global method to evaluate the string that contains the expression. 
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Promote Add Worifk Param 'jX 
Process script 
// Conditional expression evaluation 
if (evaluate (node . params . Condition)) 
{ 
wf = node. params. If 
} else { 
wf = node. params. Else 
} 
Input mapping 
wf. input. putAll(node. input) 
//Default execution (all declared output ports are requested) 
wf. run() 
// Token firing 
node. output. putAll(wf. output) 
Figure 4.12: Example of the definition of a hierarchical conditional activity 
The current prototype, as well as an earlier version that only supports programmatic declaration of the 
parameters and ports, have been provided to several users of the system. So far they have been used 
for integrating command line tools (data mining algorithms, Perl scripts and executables handling 
data using input/output streams from the workflow data), submission to Grid Engine and Condor pool 
and integration of Web GIS maps to visualise workflow results in workflow-based services accessed 
from the portal. 
The approach has thus allowed a category of users who would normally not have been able to add 
new components to a distributed architecture because it would require software development skills to 
create a Web Service or a Java component, to be able to create new workflow components ready to 
use by other users. 
Together with the ability to deploy workflows, this also means that with a few lines of code, a 
scientist can create a structured reusable standard component (input/output ports, parameters with 
constraints, description and link to documentation and access through Web Services). 
4.4.2 Activity Specialisation 
This section presents our attempt to use the scripts to customise or specialise any activity of the data- 
flow. By activity specialisation we broadly refer to the modification of the structure or the behaviour 
of the activity so that it fits a more specific purpose in the application than it was designed for. 
One issue we try to address is the fact that the data-flow does not have any support for separating 
concerns, and `flattens' the process. As an example, if an administrator wants to log a particular 
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information during the workflow execution (specific parameter of an activity), the workflow structure 
which should focus on the scientific process will be disrupted to deal with an issue which is mostly 
orthogonal to the process. There is therefore a need to be able to specialise the behaviour of an 
activity in order to handle any issue not directly related with the main concern of the scientific 
process. 
As well, the workflow parameters cannot easily be restricted for particular domains and applications. 
Specialisation could allow the restriction of the domain in order to guide the individual who will 
reuse the workflow. User and role information could also provide a way of knowing the current 
domain of application or the expertise of the user. 
We separate two kinds of specialisation, structure specialisation that allows extending the structure 
(ports/parameters) of an activity, and behaviour specialisation which allows adding behaviour around 
the verification and runtime phases of the activity. 
As part of the structure specialisation, we allow the extension of the set of default ports and 
parameters, for the following possible purposes: 
" Additional input ports can be used to define control connections. Even though we are 
modelling the data-flow of the application, some activities may still have side effects outside 
of the data-flow, for instance activities that export data to files or databases. In this case an 
activity relying on reading data from this file or that database depends on the successful 
completion of the export activity. Therefore one must be able to define this dependency in the 
workflow definition even though it may not reflect actual data passing between these two 
activities. In FreeFluo, this is handled as a specific type of connection called control links. 
" Additional output ports can be used to communicate parameters in the data-flow, either by 
sending as output the value of a parameter, or by using the value of an input to set a 
parameter. 
" Additional parameters can be used to store specific information related to the use of that 
activity in this context (informational parameters). 
Thus it is mainly useful to deal with particular ways to use an activity in the data-flow and propagate 
its parameters at run-time. 
Specialising the behaviour can be done by adding pre- and post-initialisation (initialise phase), 
verification (prepare phase) and runtime (process phase) scripts to the activity. Additional sub- 
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workflows can also be used to define the actions to be executed at these stages. An example for the 
restriction of the parameter domain is presented in Figure 4.13 (note that the semantic of the double 
equal sign in JSR 241 is different from Java and denotes structural equality and not referential 
equality). 
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Figure 4.13: Specialisation of an activity by restricting the domain of a parameter 
Therefore specialisation can be used for the following purposes: 
" Domain restrictions: By adding constraints to the verification scripts, the activity parameter 
space can be bounded to a space more relevant to a particular domain of application. For 
example, distance metrics for data clustering algorithms have been developed for different 
domains. The Tanimoto distance is only relevant to high dimensional binary data and is 
popular for comparing chemical structure binary characterisation. The parameter defining the 
metric used could be restricted. 
" Resource management: Runtime resources can be evaluated and the status of other available 
resources can be checked to request the migration of the workflow or to schedule the 
execution of sub-workflows on particular resources. Chapter 5 presents an example of this. 
" Management: Low-level logging and notifications. 
While the framework proposed is primitive, it is also very open and could easily be extended to link 
to information services that would specify specialisation required for a particular user. The ability for 
someone with the expertise to customise a workflow by adding arbitrary constraints and checks, gives 
a lot of scope for improving that workflow once its basic structure has been designed. In particular, if 
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a workflow is considered for sharing with other experts so that they can reuse it, customisations 
become important and can ensure that other users are more guided. 
4.4.3 Context Information 
Finally, to be able to communicate information between the various scripts and between activities and 
sub-workflows, we need a common context to exchange information. For this purpose a generic 
context is available to all activities of the workflow as a whiteboard. The mechanism supports 
scoping, i. e. each context can have a parent context from which variables are inherited, and can be 
overridden but only in the local scope, following typical environment mechanism scoping rules of 
Unix Shell scripts for example. 
Figure 4.14 gives an example of a ForEach activity showing how the input data can be used at each 
iteration to set the local context of the sub-workflow to be executed. The input data contains 
measurements. The loop data contains bucket definition and the workflow loops over the input data 
table for each row in the loop data to derive which bucket each row of the input data belongs to. To 
achieve this, an iteration script sets the environment variable before each iteration, in this case setting 
the minimum and maximum value of the current bucket. The inner workflow can then makes use of 
the information available in these environment variables to derive a new attribute containing the 
bucket name. 
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Figure 4.14: A hierarchical ForEach activity using the context to pass information to the sub- 
workflow 
4.4.4 Limitations 
The main limitations include: 
" Management: The code encapsulated in dynamic activities is not managed or part of a 
managed software development structure. That code can be difficult to maintain and test. 
However it is not meant to represent large programs or complex algorithms, but merely 
integration code to access libraries or external resources. 
" Activity Reuse: The activities can be more easily tailored to particular applications and 
therefore may not be as reusable. 
" Forked Activities: Expert users can easily create new forked activities for a special need 
instead of increasing the genericity of available ones. 
" Upgrade: Opaque components can be easily and transparently upgraded to newer versions, 
while scripts cannot easily be. However, in the context of a scientific application, explicitly 
specified dependencies and version management can be more important to guarantee that the 
process can be re-executed in the future, than the ability to upgrade components transparently 
which may have an impact on the workflow execution. 
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While these are all relevant, they do not entirely outweigh the advantage of letting the end-user define 
arbitrary integration code from the workflow client tool with execution on dedicated resources. 
4.4.4.1 Re-use 
A major concern of using scripts is the effect on reusability. This concern is mainly based on the 
knowledge that applications defined in scripting languages can be difficult to reuse. While Perl is 
difficult to read in general, we argue that one of the main reasons for the lack of reusability is the lack 
of global structure and design of their implementation. For example using directly functions and 
global variables can be a major factor in creating un-reusable code. In the workflow, the scope of 
each script is much more limited and it would be impractical to maintain very long ones. Therefore 
the structure and scoping is enforced by the workflow and the scripts, by focusing on implementing 
specific functions and routines are generally easier to reuse. The ability to define typed and 
constrained parameters associated with each script also helps. 
4.4.4.2 Learning curve 
An important limitation is the learning curve associated with the scripting language. So far, feedback 
from the current set of users shows that, as is usual with this type of language, the users are mostly 
able to modify existing scripts for their own purpose and do not try to understand the syntax and 
semantic details of the language but instead use trial-and-error (hence the importance of syntax 
checking, code completion and other types of support from the client). However it is clear that for 
some data analysts who would not have developed a new activity or service in Java, they have been 
able to implement new data transformation functions used in workflows now in production. By far, 
the largest pattern of usage remains the rapid implementation of specific functions and integration 
code by expert users that are simply published and used by others. 
4.4.4.3 Semantic Tagging and Semantic Search 
With the ability to specify an activity dynamically, the issue of tagging and searching these new 
components becomes all the more important. We did not address this issue as part of this work, but 
current work on this aspect on the Discovery Net platform includes the use of ontologies to annotate 
the workflows and search them. The same mechanism could be used to annotate new activities. 
4.4.5 Comparison 
The way to define an activity is often left as an integration API issue (Kepler, Triana) and not as 
something that should be part of the workflow authoring. Alternatively, activity executions rely on a 
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particular mechanism (e. g. Web Services in BPEL4WS). A simpler approach of using a scripting 
language as the host language of the workflow has been experimented in VIPERS [Bernini94], based 
on the TCL language, without the ability to parameterise the activity, which is important to allow its 
deployment to other users, or create sub-workflows, which is important to create control structures. 
In VIPERS, the user is also given access to modify the user-interface itself through the execution of 
elements of the data-flow. 
In Taverna, similar functionality can be achieved by using the BeanShell or BSF scripting host 
processors. The main difference is the intent of these scripts to act mainly at a small scale. Other 
differences are mainly with the workflow model, as Discovery Net allows activity and workflow 
parameters to be separate from input/output. The type checking is also different, as in Taverna it is 
based on document types while we rely on the Java type checking directly. Triana did not seem to 
allow any kind of dynamic scripting behaviour, though it has a very wide range of building blocks 
and therefore may have such functionality. It also has a wizard to help the user to add a new activity 
defined in Java. Kepler/Ptolemy allows defiling expressions in an application-specific language to be 
evaluated but these are not intended to define the behaviour of an actor. There is also the ability to 
define ports and parameters on composite actors but not to define their behaviour outside the 
framework of the directors. 
As well, these systems are not based on the same distributed architecture and thus the scripts can only 
be used to do local processing while in our approach they are executed on the execution tier and thus 
can benefit from services available and configured from there such as CPU/data intensive algorithms, 
job schedulers e. g. the execution tier, can be configured as a client for a Globus Grid while client 
machines may not be. 
4.5 Summary - UML Diagram 
Figure 4.15 presents the UML diagram of the workflow model. 
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Figure 4.15: Simplified diagram of classes related to activity and workflow definition 
4.6 Example Applications 
We look at two common Grid workflow patterns, the Stage-Execute-Fetch [Altintas04] pattern and 
the Fault-Tolerant Data Transfer pattern [Bowers06a] and try to model them using the hybrid data- 
flow model presented and a simple integration with a bioinformatics Web Service. 
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4.6.1 Stage-Execute-Fetch Pattern 
4.6.1.1 Overview 
One of the basic patterns of remote execution in Grid applications is the Stage-Execute-Fetch pattern 
described in [Altintas04]. The data must be first transferred to a remote server (data staging), then 
executed and the result is fetched back from the server for either further analysis or visualisation 
(Figure 4.16). 
We present an example of this workflow for the remote execution of a clustering program taking a 
file (data set) as input and returning a file (model) as output. The workflow takes a file name in, then 
each activity sequentially stages, executes and fetches the data. We model it as follows (Figure 4.17): 
" We use workflow parameters for the location of the remote server as well as common 
credential information (user name and hidden password) 
" We use the workflow context (implicit variable env. Cnx) to share a common context object 
(here a Ganymed connection) used by all three activities and which is created in the pre- 
process script using the credentials set as workflow parameters, and is destroyed in the post- 
process script. 
The execute stage is tailored to the application remotely executed, in this case we show the 
parameters relevant to the execution of a remote clustering algorithm, while the details of the 
SSH communications and exact command lines are hidden. 
Workflow 
Execution 
Server 
Execute ClustalW 
Retrieve Result 
SSH 
Server A 
Input Result 
File File 
Figure 4.16: Stage-Execute-Fetch Grid pattern 
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Figure 4.17: Example workflow implementing the Stage-Execute-Fetch pattern with implicit 
connection management 
While the example is relatively simple, any particularities of the executable being integrated can be 
handled and the workflow thus created is close to the abstract process being modelled. For instance, 
by pushing the connection management to a workflow-level property and specialisation scripts, we 
have removed the need for several connections and ports on the workflow (Figure 4.18). For that, we 
had to create an implicit data-flow, and as such the model can be seen as hybrid with the explicit data- 
flow focusing on the main aspect of the analysis process and the implicit one dealing with 
implementation issues. The reduction of complexity becomes all the more important when the 
workflow combines several of these patterns and needs to share the connection which then cannot be 
hidden in grouped sub-workflows and if it is modelled explicitly, needs to be connected to all the 
activities participating in the pattern. Also by showing parameters that are specific to the remote 
application, the workflow captures more information about the process than it would if it were using a 
generic remote SSH activity, or Grid-oriented workflows. 
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Figure 4.18: Example workflow implementing the Stage-Execute-Fetch pattern with explicit 
connection management 
4.6.1.2 Comparison 
There are several aspects to compare in the example. One is the integration of a command line 
program. In both image processing and bioinformatics applications, many of the processing tools are 
command-line programs. Data-flow systems such as LONI, EPLLab and BIOPipe are mainly focused 
on the integration of these command line tools to simplify their composition and to be able to submit 
their execution onto compute clusters. There are mainly two ways to integrate these tools: 
1. By using description files (usually in XML) 
2. By letting the end-user enter the parameterised command line string from the worklow client. 
The first option relies on the fact that the specific XML format will support all the options necessary 
to deal with the way a particular program specifies parameters, input and output and while this is 
relatively standard there can be cases where specific configuration files need to be generated in which 
case the approach can have limitations. The second option is more generic but does not distinguish 
the purpose of the activity (a particular data transformation or analysis) from the mechanism used to 
integrate it (command line access). The workflow then only captures information about 
implementation details and limited information about the scientific process, thus decreasing its value 
and making it more difficult to share. In both cases, the tools are integrated as command line and the 
framework handles their potential execution onto a compute cluster, while in our example the 
workflow defines which cluster or resources it executes at. 
The other aspects are more difficult to compare as most scientific workflow engines take either a 
graph-based or script-based approach (with the exception of Taverna which also allows script-based 
processor implementation). 
4.6.2 Fault Tolerant Data Transfer 
We try to model the fault tolerant data transfer workflow presented in [Bowers06a] as another 
common pattern in distributed workflows and as an example of adding control structures through 
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functional composition. The workflow represents a generic data transfer function from a source to a 
destination. In Kepler, once `dropped' in the authoring tool, the user has to choose a valid workflow 
modelling the actual transfer over a given protocol e. g. FTP, SCP, GridFTP, which is essentially a 
single activity using a synchronous data-flow director with different sets of parameters depending on 
the protocol, and another workflow modelling the fault tolerance policy, using a finite state machine 
to represent the control structure. Two policies are proposed. A simple one that retries to copy up to n 
times, and a policy with failover, which retries to copy up to n times using the first data transfer 
function and then tries a second transfer function that it retries up to m times. The resulting workflow 
is a hierarchical model with a composite actor at the top, composed of a finite state machine for the 
policy, which then calls the synchronous data-flow containing the transfer actor. 
Firstly, the solution proposed in [Bowers06a] shows some of the characteristics of data-flow and 
hierarchical workflow modelling. For instance, it is not clear how complex it is to the modeller to 
define the generic failover strategies using a state transition diagram in place of using an activity that 
handles the retry as part of its behaviour (e. g. in Taverna). The complexity of the model required for 
this essentially simple file transfer pattern with parameterisable transfer protocols and failover policy, 
using a2 level deep hierarchical model with mixed workflow execution models contrasts with the 
claim that workflows and graph-based modelling provide a simple framework that could be used by 
non-programmers. This is of course, not an issue specific to Kepler/Ptolemy, but points in general to 
the rapid increase in complexity of pure graph-based models on real-world examples. 
Comparing the workflow with a classic programming approach, JavaGAT provides a unified file 
transfer API over several of the transfer protocols defined. The whole process can be implemented by 
a few lines of code and using object orientation or functional programming, the protocols and 
strategies could be parameters. The simplicity of implementing it in code could mean that modifying 
it is arguably as simple as creating new workflows for the frames, given that modelling complex 
control structures using visually defined finite state machines can lead to a rapid increase in 
complexity compared to using control flow structures of traditional programming languages. 
We do not have support for frames in the client and therefore the tool cannot request the selection of 
particular sub-workflows, except if that is explicitly coded in the verification behaviour of an activity. 
However we present an approach to creating a fault tolerant copier based on a mix of user-defined 
activities and functional composition, to create a relatively simple solution that does not use 
hierarchical models. We define the following components: 
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"A set of TransferFunction activities for each library, i. e. a JavaGATTransferFunction and an 
JSchTransferFunction. Each function has two inputs, the source and destination files and 
their parameterisation will depend on the options available in each library and specific 
authentication information required for particular transfer protocols. It outputs the function 
that will perform the copy. Figure 4.19 shows an implementation of a generic transfer 
function using JavaGAT. Details of the setting of authentication informations are omitted as 
they depend on the actual transfer protocol. 
9A set of generic Retry activities that can use any input function: 
o Retry that takes a function as input and retries it up to n times and otherwise fails 
(Figure 4.20) 
o Retry WithFailover that takes in two functions, retries the first one up to n times and 
retries the second one up to m times (Figure 4.21). 
The retry activities are so simple that their code is probably easier to define than building a finite state 
machine visually, if it were not for the relatively verbose exception handling syntax of Java/Groovy: 
//JavaGATTransferFunction - Process Script 
import org. gridlab. gat. * 
import org. gridlab. gat. io. * 
scheme = node. params. Protocol 
from = new URI("$scheme: //${node. input. From}") 
to = new URI("$scheme: //${node. input. To}") 
// Create the function to be used by the `retries' activity 
node. output. Function ={ 
GAT. createFile (new GATContext (, from). copy (to) 
GAT. end() 
Figure 4.19: Example implementation of a generic transfer function 
//Retry - Process Script 
f= node. input. Function 
for (i in 1.. node. params. N) { 
try { 
f() 
return 
} catch (Exception e) {} 
Figure 4.20: Example implementation of a basic retry function 
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//RetrywithFailover - Process Script 
f= node. input. Function 
g= node. input. FailoverFunction 
for (i in 1.. node. params. N) { 
try { 
f () 
return 
} catch (Exception e) {} 
} 
for (i in l.. node. params. M) { 
try { 
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return 
} catch (Exception e) {} 
Figure 4.21: Example implementation of a retry function with failover 
F' 
Figure 4.22: Workflow for the fault-tolerant file transfer 
It is possible to create different variants of that solution, depending on whether the input files should 
be passed to the copier function, to the retry functions or to a third copier activity that composes the 
retry function and the copier function. This depends on the application and should be based on which 
approach makes the workflow easier to read and to reuse in that particular context. 
This example shows one way to implement the generic data transfer pattern that uses the data-flow 
only as a means to compose functions and let the user parameterise the behaviour of these functions. 
An expert user could easily define the retry policies and file transfer components, while other users 
can immediately use them in their scientific applications. 
One limitation is that the passing of functions over the data-flow is not a trivial concept to understand 
for non-computer scientists, and probably needs to be presented rather in terms of objects or 
structures than in terms of functional composition. The file transfer function could also be improved 
to have two optional output ports, one for the function and one to perform the transfer, so that the 
activity can be used on its own if it does not need failover, and can thus become more generic. 
The issue of finding the retry policies is also not addressed, as this is left as a general issue of 
semantic tagging and semantic search of the workflows and activities available. 
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4.6.3 EMBL DBFetch Web Service Access 
Figure 4.23 shows how one can define an activity that retrieves information from the EMBL 
DBFetchData SOAP-based Web Service. This service is commonly used in bioinformatics 
applications to access sequence information. Figure 1 shows a node definition for which the database 
to query is a parameter of the activity and the ID to query is received as input. The implementation 
uses XFire [xfire] for accessing the Web Service and the XML DOM API for parsing the result. For 
the sake of the example, the last line extracts the sequence information from the XML document 
retrieved. Such use of the information retrieved may or may not be relevant to a bioinformatician who 
would probably preserve the standard format that it is returned (Fasta) in many cases but gives an 
example of a document transformation function defined in the component. 
//EELDBFetchData - Process Script 
// Read input/parameters 
DB = node. params. Database 
url = node. params. URL. toURL() 
ID = node. input. ID 
format = node. params. Format 
report = node. params. Report 
// Create Web Service proxy 
service = new org. codehaus. xf ire. client. Client (url) 
Invoke the Web service 
and return the body of the DOM XML document 
doc=service. invoke ('fetchData', (Object[])["${DB}: ${ID}", format, report]) [0] 
. documentElement 
// Parse XML document and extract sequence information 
node. output. Sequence = (5. . doc. length-1) . step (2) 
collect (doc. item(it). firstChild. nodeValue) . join( '\n') 
Figure 4.23: Example process script to connect and use the DBfetch Web Service 
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Figure 4.24: Example workflow using the DBFetch dynamic activity 
Even for such a simple example, the code shows that it can be difficult to have a useful mapping of 
the input or parameter data onto the Web Services parameters. The first parameter of the f etchData 
call is the query parameter of type xsd: string for which the expected format is 
`database: identifier'. The query string was built by the expression ${ DB }: ${ ID } using information 
from both input and parameters to create the service parameter value. Of course, it would be possible 
to insert another activity only for the purpose of creating this string however this is clearly an 
implementation detail in comparison with the high-level component composition expected at the 
workflow level. Similarly the other parameters such as format and style support a set of values which 
is not specified in the WSDL but could be retrieved by separate calls to different methods of the same 
endpoint. 
Because this is using a public Web Service, the user has no control on the specifics of the API used 
and this is a typical example of scientific environment where the workflow system must allow an 
expert user to work around these details if it cannot be done automatically and still provide a 
meaningful workflow. 
4.7 Limitations and Comparison 
4.7.1 Parameter-Input Separation 
The separation between parameters and activity inputs can be arbitrary. Any parameter could be an 
input of the activity, however using the visual composition paradigm to assign all parameter values 
including ones which are, most of the time, defined statically would make it practically difficult to 
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use. Conversely, any input could be a parameter if there was a way to set its value statically (which is 
not always practical when the input is a complex data structure or data stream). The burden is 
therefore on the activity designer to decide which part should be defined dynamically as input or 
statically as parameter. This is an aspect that requires further improvement and unification, as the 
engine and the interface should allow choosing which part of the parameterisation of the activity 
cannot be set statically and therefore can be available as named and typed input ports. 
4.7.2 Workflow Constructs 
There are several types of activities that are usually handled by workflow management systems and 
which have not been considered as part of the definition of the workflow. Among others the following 
are usually relevant to Grid applications: 
9 Time-based triggers: A construct of the workflow used to trigger executions at regular 
intervals. Instead of considering this a part of the workflow definition, it was considered part 
of the submission server configuration. Separately, a CRON-like mechanism for automatic 
submission of workflow was recently added to the system for this purpose. Time-based 
triggers can also be modelled using streams or using sub-workflows. 
9 Deadlines: This provides the ability to decide if a workflow or an activity should be stopped 
after a certain time. This can be modelled as a specific activity having the sub-workflow 
representing the activity for which to set a deadline. 
" Retries: This attribute of an activity allows specifying how many times an activity should be 
retried before the workflow fails. This is for instance handled by FreeFluo. Same as for the 
previous construct, this would be handled by specific activities. 
These aspects have been left for the individual activities to provide support for using hierarchical 
models or for using the coordination layer. For instance deadline retries and error handling are 
supported by the Scheduler activity described in Section 4.3.7. 
4.7.3 Control Flow 
Our coordination layer is not based on a control-flow language, but on an extensible set of primitives 
that can be used for such purpose. By comparison, YAWL, BPEL, XPDL, do not rely on the data- 
flow approach but define a language to be composed either using graph-based modelling or block 
structures. The advantages and limitations of our approach become clearer when introducing the 
execution model in the next chapter, as the composition layer is based on a DAG execution model 
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with caching and therefore is important for usability (iterative refinement of the workflow, activity- 
level monitoring, inspection of intermediate data products), while the coordination layer is only used 
in more complex cases. 
4.8 Conclusion 
As already explained, the main lesson learnt from using graph-based workflow to model scientific 
applications is the limitation of the strongly-typed domain-oriented approach even though it may be 
easier to use at first. While this is not an issue when the analysis protocols are relatively simple, there 
is in general a lot of potential for modelling dead-ends whereby it is no longer possible to solve a 
problem given the current set of services and activities, and the current workflow model. Since many 
of the domain experts that build the workflows are also able to program using scripting languages, it 
made sense to use this possibility to extend the modelling of the data-flow instead of taking a 
dogmatic approach to the separation between workflow and code. 
We presented our approach to model the workflows based on two layers of data-flow graphs, the 
ability to define hierarchical control activities and a dynamic programming language. While we are 
not strictly bound to the scripting language used, there are several particularities that we make use of 
(closures, categories, maps and getter/setter syntax, syntax check, evaluate). Most of these could 
probably be provided by similar languages such as Rhino or JRuby. While we still need more user 
feedback to understand the limitation and additional requirements, from the current set of users it 
seems that while the learning curve can be an issue, the users manage simple modifications, 
transformation function implementations and integration tasks, which is encouraging. 
The workflow definition model is relatively minimal and most of the complexity is managed by 
specific activities. This is not only to simplify the workflow and execution models but to make sure 
that the system can be easily extended. 
Given that we rely on a rich and extensible set of activities, the management of their implementation 
and dependencies on libraries and resources becomes important. Chapter 7 will present our approach 
to dealing with the synchronisation of these implementations across the tiers of the system. 
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Chapter 5 
Workflow Execution 
5.1 Introduction 
Following from the previous chapter we need to define the execution models of the composition and 
coordination data-flow layers of the workflow. 
We propose a DAG-based model that allows activity-level monitoring, caching for smart re-runs, and 
execution based on the requested result for a result-oriented composition and refinement process for 
the composition layer. The model is also extended to support the concurrent execution of dependant 
activities in order to model streaming and data-pipelining processes in the DAG-based execution. 
The coordination flow follows a more relaxed execution model based on a data-flow process network, 
to create more complex control flows. The coordination flow mainly modifies and executes the 
composition flow and takes advantage of the caching policy of that layer. 
The approach tries to maximise the use of the DAG-based model and its advantages, but leaving open 
the possibility to define more complex processes. 
Other issues we try to tackle are the requirement for interactions during workflow executions in a 
loosely-coupled architecture. We introduce workflow requests either defined by the user or by an 
activity for that purpose. We also show how actual data descriptors are synchronised with the client. 
5.2 Main Data-flow Execution Models 
Several models have been used in scientific workflows for the execution of the data-flow graphs. We 
review the main ones, i. e. the execution of the graph as representing task dependencies, the 
synchronous data-flow models and data-flow process networks. 
5.2.1 Task Dependency Graph Execution 
In the simplest case, the workflow execution model can be based on the task dependency graph 
associated with the data-flow. This graph is a directed acyclic graph (DAG) and can be executed with 
a single thread that executes the node of the graph in a topological order (Figure 5.1 shows a data- 
flow graph, its associated task dependency graph and a possible topological order for execution). 
Dependency graph execution has many applications in computer sciences. As a common example, it 
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is the base model in the software build systems Make [make] and Ant [ant]. It is also the basis for 
some Grid workflow execution such as DAGMan or GridAnt. 
Figure 5.1: Sequential execution of the dependency graph associated with the data-flow graph 
The execution can also be multi-threaded with the concurrent execution of independent tasks. A 
coordinator ensures that each task that is ready, i. e. any task for which all direct predecessors have 
completed, is executed in its own thread. By being multi-threaded, this execution model is better for 
executions on machines with multiple CPUs and particularly the orchestration of activities that 
execute remotely, since the time spent in context switching between the different tasks is generally 
outweighed by the benefit of executing several remote tasks concurrently potentially on different 
machines. 
Execution models based on the dependency graphs are often used for the description of abstract Grid 
workflows, as they leave to the execution engine a wide scope to define particular schedules possibly 
based on additional information either attached to the workflow definition or retrieved from the 
environment such as: 
" Memory and CPU requirements for each activity 
" Additional constraints on the type of resource to use for execution (require a particular 
application) 
" Data requirements for each activity 
" Monitoring information about the resources being used for execution (CPU load, free 
memory) 
" Historic data about previous executions 
" Performance models of activities 
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Dependency Graph Data flow graph 
The main drawback is that the graph must be acyclic, and therefore it is difficult to represent iterative 
processes except by using hierarchical workflow models and activities representing control structures 
performing the iteration over the sub-workflows. 
This model is also referred to as a pull model because the execution graph required to generate the 
output of an activity, which becomes the execution point of the graph, is the sub-graph containing all 
its predecessors. 
5.2.2 Synchronous Data-flow 
In data-flow graph [Ackerman82] execution all data processing is performed on the tokens processed 
by each actor and communicated between actors by channels connecting ports (Figure 5.2). An actor 
cannot have any side effect outside these communication channels. 
Input Ports Output Ports 
Tokens 
2 
Actor 
2 
Tokens 
Consume/Produce 
Tokens 
3 tokens 1 Tokens 
Figure 5.2: Actor in a synchronous data flow graph 
Synchronous data-flows (SDF) [Lee95] is one common model of computation for data-flow graphs 
where at design-time, it is known how many tokens an actor is going to consume and produce for 
each execution cycle. It also has the following rules: 
" An actor is enabled for execution when enough tokens are available on all of the inputs. 
" When an actor executes, it always produces and consumes the same fixed and declared 
amount of tokens. 
" The flow of data through the graph may not depend on values of the data. In particular output 
ports must always generate the number of tokens they declared. 
The advantage of this model is that a global schedule can be pre-calculated. This allows an efficient 
single-threaded and memory-bounded implementation of its execution. Synchronous data-flows have 
been used to model systems where the time to transfer the token between activities is negligible 
compared to the time to process the tokens. One important application is to model, simulate, analyse 
and optimise digital signal processing systems, as is possible to create visually in Ptolemy [Buck94]. 
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A homogeneous data-flow [Lee95] is a special case of synchronous data-flow where all activities 
only produce and consume one token at a time (Figure 5.3). 
Input Ports Output Ports 
Tokens 
1 
Actor 
1 
Tokens 
Consume/Produce 
Tokens 
1 tokens 1 Tokens 
Figure 5.3: Actor in a homogeneous data flow graph 
If the graph is acyclic, then this is the same scheduling problem as that of the task dependency graph 
associated with the data-flow. 
5.2.3 Asynchronous Data-flow 
Process Networks [Khan74] is another model of computation where processes communicate across 
channels using unbounded FIFO queues (Figure 5.4). Each activity can read from any input channel 
and write to any output channel. This is the model used for pipes between UNIX processes. Unlike 
synchronous data-flow it is not possible to pre-calculate a schedule for it. The simplest way to 
implement it is therefore to provide a thread of execution for each activity which must then be all 
initialised and must start reading/writing on the channels which will subsequently block the operation 
if needed. Only read operations are blocking. 
Input Ports Output Ports 
read write 
Tokens ** Tokens 
Consume/produce 
Tokens 
read * okens to/from FIFO * write Tokens 
Figure 5.4: Actor in a process network 
Process Networks provide a simple programming model with a single thread of execution handling 
reading and writing, in place of cycles of requests to process and fire tokens in the case of SDFs, and 
it is thus easier to implement in particular if the actor has a global state. 
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Data-flow process networks [Lee95] (Figure 5.5) have been proposed as a special case of process 
networks handled in the data-flow model. In Ptolemy/Kepler the Process Network director handles 
the scheduling of the execution and checks the state of the queues between activities. 
Input Ports Output Ports 
Tokens Actor Tokens 
Consume/Produce 
* tokens Tokens Tokens 
Figure 5.5: Actor in a data flow process network graph 
The main problem with implementations based on process networks is that they require several 
concurrent threads of executions and therefore there is an amount of time spent in switching context 
between the actors of the network. This is particularly relevant if the operations of each actor are 
relatively simple and the cost of context switching becomes non-negligible. In the case of distributed 
executions where each processing may be done remotely, the overhead of context switching becomes 
more negligible compared to the cost of data transfer and processing. 
5.3 Workflow Execution Overview 
Figure 5.6 shows the architecture of the execution engine. Workflow executions are monitored and 
this information is sent back to the client through a JMS topic. That topic also notifies the client of 
requests generated during the execution, the availability of cached intermediate data products which 
can then be downloaded and explored, as well as used in other concurrent workflow executions, and 
the actual data descriptors if they are different from the expected one calculated in the workflow 
client. 
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Figure 5.6: Components of the workflow execution system 
5.4 Composition Flow 
For the composition layer we emphasize on rapid integration and refinement of the workflow and an 
easy-to-use interface. Therefore there are aspects of DAG-based dependency graph executions that 
are relevant: 
" The composition and execution of such graphs is easy to understand, visualise and monitor. 
Specifically, for each execution, each output port of each activity can have at most a single 
result which can be explored by the user who also has a meaningful overview of the progress 
of the execution since there are no cycles. 
" Each result is only dependent on the graph of its predecessors which represents its data 
derivation graph, which can be seen as a form of provenance metadata for the result, thus 
allowing to keep that information in generated results, and regenerating the data on demand. 
" Since the graph is acyclic, the descriptors used for design-time verification can be safely 
propagated. 
" The execution point of the graph is the final activity. The user can thus work on subsets of the 
entire graph instead of having to trigger the entire workflow starting from its input. This 
aspect is in practice very relevant to the prototyping phase, as it is possible to try multiple 
workflow branches forked from a particular point in the workflow, trying different methods, 
then cutting the branch that is ultimately irrelevant and thus supporting a more explorative 
workflow refinement process than when using push models and control flows. The user thus 
thinks in tens of the result(s) he/she wants to generate, instead of the process to execute. 
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However control structures and iterations then have to be defined through hierarchical modelling. We 
proposed a flexible way to define control activities in the previous chapter, using hierarchical 
modelling as well as the script-based definitions. While this enables the use of control structures in 
the data flow, the resulting workflow is still far from being as easy to understand as traditional control 
flow graph approaches such as in YAWL. 
Another issue is that we want to support some types of concurrent executions, for instance, we 
consider the two following cases: 
" Coordinating remote streams: The application makes use of two remote executables located 
on different servers and accessed over SSH. These services can work over streams and as 
such the workflow should be able to coordinate these remote executions by piping the output 
stream from the first execution to the input stream of the second execution. This requires 
concurrent execution of activities which have a data dependency. With the ability to process 
XML streams as well as composing the streams of CPU intensive services [Blower06], 
working directly with these streams in the workflow is becoming a more common pattern. 
This could also be applied to the processing of sensor data as they are generated. 
" Data pipelining: Some applications benefit from pipeline-parallelism, for instance, the 
concurrent processing of sets of images or sets of chemical compounds, an execution model 
which is not compatible with DAG-based execution 
" Resource monitoring: Using status information about resources to make a decision on which 
one to use is a common pattern of Grid applications. This monitoring information can be 
retrieved whenever it is needed (pull model), but it could be more efficient if the workflow 
could subscribe to be notified of the latest monitoring information (push model) and use it. In 
this case we need to separate the activity receiving and handling the notifications 
concurrently from those using that information when required. While this is something that 
can be modelled in a control flow, it is difficult to model using data-flow dependency graphs 
Thus we want a model that also supports in some respects these cases. We therefore need to handle 
asynchronous communications but in a way that is not controlled globally by the execution model, 
such as in data-flow process networks where the execution engine handles the queues between 
activities, so that we are able to use arbitrary objects, for example binary streams (remote SSH server 
execution), encoding-neutral character streams (HTTP response streams), in-memory, file-based or 
network-based UO streams or object reference FIFO queues. A scientific workflow application may 
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use various data types in different parts of the workflow (e. g. passing XML data streams to XML 
processing activities in a part of the workflow while data pipelining input file names for multiple job 
submission for another part). 
5.4.1 Definitions 
"A communication channel sends data from a data producer to one or more data consumers, 
i. e. we only consider unidirectional channels that may or may not support broadcasting to 
more than one consumer. 
9A communication channel has a write-end, where new data is added by the producer and a 
read-end where data is consumed. 
" The write-end (read-end) is opened while data can be written to (read from) it, otherwise it is 
closed 
0A token or an object is serialisable if it can have a representation that can be used for its 
persistence outside main memory, and that can be used to recreate the object. 
"A token or an object is cloneable if it can be duplicated in memory. Serialisable objects are 
thus clonable as well. 
5.4.2 Execution Model 
The execution of the dependency graph has the characteristics described in Table 5.1. 
C1 The activity starts processing (process phase) immediately when a token 
is available on every input port. 
C2 The activity must fire one token per connected output port any time in 
the process phase. 
C3 An activity can carry on post processing after it has produced all the 
output tokens. 
C4 Tokens are objects and thus can contain references to other objects and 
may not be self-contained. 
C5 The execution is finished when all activities are terminated. 
C6 All tokens are propagated immediately. 
Table 5.1: Characteristics of the execution of the composition flow 
5.4.2.1 Concurrent Activity Execution 
C3 means that output tokens can be propagated directly as they are set and direct successors can start 
when all their input tokens are available, which may be before all their direct predecessors are 
completed. This post-processing part is the optional concurrent behaviour of the activity execution. 
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Thus each activity has to run in its own thread. Figure 5.7 shows the sequence diagram for the case 
where activity A passes object 0 to activity B before it finishes its processing. We separate the 
synchronous stage of the activity lifecycle until it generates the output tokens, from the concurrent 
stage which is afterwards. 
Scheduler :: Workflow Activity:: A 
, to 
Object:: O 
e _. 
Activity:: B 
Figure 5.7: Sequence diagram of concurrent activity execution in the composition flow 
5.4.2.2 Object References 
C4 means that we do not restrict the data-flow to propagate small data tokens but we allow arbitrary 
objects. Therefore, the issue of passing these objects by value or by reference arises. Propagation of 
these objects by value is only enforced if the object can be copied (i. e. in Java it is serialisable or 
clonable), in which case it can be duplicated, direct successors can rely on their own copy and no 
state is shared. Otherwise if the object cannot be copied, then the same reference is shared by all 
direct successors. The reason to allow this is to be able to share memory objects between activities. 
This should however be only used if the object's state cannot be modified by the successors, but only 
by the activity that owns it, otherwise it breaks the dependency. 
In practice, this has been used to model workflows that were working on a single in-memory large 
data object. The workflow modelled a statistical genetics analysis requiring the processing of large 
data matrices in memory. Several file formats and database representations of the data can be used as 
data sources but one common set of analysis operations needs to be performed on the data. That data 
is essentially a matrix of up to 103x106 of low cardinality categorical attributes (3 different categories 
execute() 
+1 category for missing values). Thus it can be efficiently stored in memory using bit-level 
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representation, while the original text file sizes can be up to 10 GB. The analysis takes place on a 
common read-only memory-based efficient representation of the data matrix that must be passed 
between analysis activities for generating statistics, clustering and classification models. 
5.4.2.3 Asynchronous Communication 
C3 and C4 mean that it is possible to pass objects for the purpose of setting up an asynchronous 
communication channel between the activities. We distinguish two types of asynchronous 
communication: 
0 Pull: The source activity passes a function or a reference for the purpose of sharing access to 
particular variables. The destination activity evaluates that function or uses that reference 
when required. This is equivalent to a call-back mechanism from the successor activities. 
" Push: The source activity passes the read-end (e. g. iterator or input stream) of a 
communication channel that provides the data. 
To illustrate the first case of a pull-channel between activities, Figure 5.8 and Figure 5.9 show an 
example of an activity monitoring local memory resources by polling information periodically and 
sharing variables with connected activities by passing, in this example, the function returning that 
variable as output data to its successors. 
Workflow 
A2 
data pull 
check 
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Figure 5.8: Example of resource monitoring using asynchronous communication 
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Al- Process script 
import org. gridlab. gat. * 
import org. gridlab. gat. monitoring. * 
Synchronous stage 
GAT Monitoring initialisation 
c= new GATContext() 
c. addPreference('monitoring. adaptor. name', 'mercury') 
m= GAT. createMonitorable(c) 
d=m. getMetricDefinitionByName('host. mem. free') 
metric= d. createMetric(host: '10.15.15.167') 
Object result = null 
// Monitoring function passed to the next activity 
node. output. Function = {result} 
Concurrent stage 
// Periodic monitoring 
while (true) { 
result = m. getMeasurement(metric) 
Thread. currentThread(). sleep(l0000) 
Figure 5.9: Example process script to perform resource monitoring 
Such concurrent execution of the monitoring task is normally difficult to model in data-flows mainly 
because it breaks the rules of data encapsulation, which we have relaxed (C5) for this purpose. In 
Kepler it could be implemented as a stream of information in a process network which would not be 
an efficient way to model it. In general, it is possible to model it, by implicitly creating a thread and 
passing the function in the data-flow, however, this means that no activity will own that thread 
anymore and therefore the monitoring activity will not be managed by the execution engine and 
resources may not be released properly. 
5.4.2.4 Push Communication 
We distinguish three types of inter-activity push communication: 
" Explicit: The activity creates a communication channel, passes the read-end to its direct 
successor and pushes data in the write-end of the channel. 
" Implicit: The activity retrieves a communication channel from a remote execution or from a 
third party library, passes it to its direct successor, but does not push directly the data in the 
channel. 
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9 Managed: Whether implicit or explicit, the communication channel can be managed by the 
execution engine. The details of the contract between the engine and the channel is described 
in Chapter 6 but covers the status of the channel, whether it is persistent and the creation of 
multiple read-ends for the same channel. 
To illustrate the case of an implicit communication, Figure 5.10 shows an example of an activity 
passing the output stream of an SSH process it has initiated such that the subsequent activity can 
process that data stream (Figure 5.11 shows a part of the process script). 
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Figure 5.10: Example of implicit communication using SSH output stream processing 
A I- Process script 
sess = conn. openSession() 
sess. execCommand(""cluster sample. txt") 
node. output. Stdout = sess. stdout 
Figure 5.11: Sample process script for SSH output stream processing 
The stream of data between the two activities is only implicit through the remote execution. The 
activity does not push any data to the following activity but only triggers the remote execution and 
may or may not carry on sending data afterwards. This type of execution is useful to model the 
authentication, connection and querying of a remote source separately from the processing of its 
output, such as activities processing XML streams. The main purpose so far in the system is for the 
pipelining of data set instances where managed channels are used so that the engine can report on the 
progress of the communication. 
5.4.2.5 Termination 
C5 means that the data-flow supports the implicit termination pattern [Aalst03], and does not 
terminate only based on the availability of the result of the final activity or the failure of an activity. 
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This is important because of the possibility that some activities carry on processing despite successors 
having failed. In particular it allows an activity to finish and thus build a result that can be cached 
even though the final result of the execution cannot be generated. 
5.4.3 Comparison 
Most data-flow based tools rely on the execution models presented in the background and thus have 
the specific limitations described earlier. In Kepler, it is explicitly stated that the directors handle all 
inter activity communications as part of the design principle of separation of concerns. We leave the 
execution engine to deal exclusively with what can be thought of as a primary data-flow while a 
secondary flow of information can still happen afterwards based on the various objects and 
communication channels that have been propagated by the primary data-flow. Taverna uses a hybrid 
push execution model where data links and control links can be combined to create certain control 
structures and in particular conditional branch executions but does not allow the same type of 
concurrent execution. Working on remote data streams can be done through the integration with Styx 
Grid Services [Blower06], which handles the streaming between remote servers without the workflow 
engine having to deal with it. 
5.5 Caching and `Smart' Re-runs 
This section presents how intermediate data products are cached to allow smart re-runs. The 
following describes how each intermediate data produced by each activity execution is used in the 
system: 
9 Any object that is passed in the data-flow and that can be stored (i. e. that has a persistent 
representation) will be stored to the intermediate data products repository when the activity 
generates its output. 
" Once an activity is completed, the URIs pointing to its results are sent in the monitoring 
information. 
" The client tool can associate these to the corresponding activity of the workflow which will 
be considered cached (Figure 5.13). 
9 Subsequently, it is possible to download this result and execute any visualisation activity 
associated with the type of the result from the client (i. e. any activity declared as client-side 
which has a single input port the type of which matches with that of the result). This is an 
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implicit execution of the workflow albeit on the client, using cached results and thus not 
requiring execution management. 
" The client tool takes care of invalidating the cache of all the successors of a modified activity. 
An activity is modified if any of its parameters are modified (except if the parameter is 
declared as Informational). The cache is only invalidated by being de-associated from the 
activity in the workflow definition held in the client tool. It is not invalidated or removed 
from the execution server and there is no notification process. 
" The workflow description submitted for execution contains all the valid cache information 
from the point of view of the client. The workflow execution can then check whether that 
cache is actually available on the current execution server, thus re-running the execution only 
from the point where there is no cache or it is missing (since the execution follows a pull 
model). This is also referred to as `smart' re-runs [Callahan06][A]tintasO6]. 
" Any output port of an activity can be set to ignore its cache, in which case the result can be 
only visualised in the client but is not used in subsequent executions. 
Figure 5.12 shows the pseudo-code for retrieving the execution graph. 
Build-Sub-Graph(output-ports) 
node-list <- {} 
for output-port in output-ports 
build-node-list(output-port) 
end for 
return get-sub-graph(node-list) 
build-node 
if ( NOT 
AND 
AND 
return 
else 
-list(output-port) 
ignore-cache(output-port) 
has-cache-URI(output-port) 
cache-available(output-port) 
node-list <- node-list U {node(output-port)} 
for pred-output-port in ports-connected-to(node(output-port)) 
build-node-list(pred-output-port) 
end for 
end if 
Figure 5.12: Pseudo-code for the execution caching algorithm 
Requesting visualisation on an activity that is not cached, is another way for the client to trigger the 
execution of the graph of predecessors (Figure 5.14). 
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Figure 5.14: Triggering workflow execution by requesting data visualisation 
5.5.1 Data Activities and Result Re-generation 
A data activity represents a reference to data whether or not it was generated by a workflow 
execution, i. e. it does not represent any actual processing. When a workflow is executed, the result 
can be presented to the user by the addition of a data activity onto the workflow (Figure 5.15). We 
refer to this process as the materialisation of the result in the workflow client. 
The client tool associates a data derivation graph to any materialised data activity (cf class diagram 
Figure 4.15) which is stored along any workflow containing it. This mechanism can be seen as a 
decentralised way of tracking the origin of the result using the workflow and making the assumption 
that activities are deterministic. As the composition flow is based on a dependency graph, we do not 
capture execution-time information to track which activity was used to generate the result. That 
derivation graph also stores the references to the intermediate data products generated during the 
execution of the result such that as long as these data products are cached, they can be used to browse 
the original data. In the context of a shared prototyping environment, this mechanism scales to large 
intermediate data products and does not require the centralised tracking of the numerous results 
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generated during execution. It becomes the responsibility of the user to store that information in a 
long-term data store if it seems valuable. 
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Figure 5.15: Materialised data activity containing its data derivation graph 
5.5.2 Comparison 
The caching of intermediate data products in a workflow is in general an important aspect to ensure 
that changing a part of the workflow is not going to require its full re-execution. This is referred to as 
Smart re-runs in Kepler [Ludascher05][AltintasO6] and VisTrail [Callahan06]. Kepler's smart re-run 
mechanism is based on a provenance collection system that stores detailed information about previous 
runs and the data. The authors write `The ability to store and mine provenance data is required to 
enable "smart" reruns since the data products generated in previous runs are used as the inputs to 
the actors that are to be rerun'. Our approach is based on execution caching which is more scalable 
and manageable at least during prototyping and relevant to an architecture where the execution is 
remote (Kepler's enactment is local). 
Finally it also has the ability to define an actor as non-cacheable, which is not as fine-grained as our 
approach to ignore a particular cache for any output port of any activity. Our ignore cache strategy 
does not mean it is not possible to inspect the result in the client as long as it is valid but only that it 
cannot be used as cache in subsequent executions. 
VisTrail [Callahan06] provides support for smart re-runs through the use of a log and provenance 
database similar to the one described in Kepler. VisTrail goes much further in the area of provenance 
tracking by storing information about all the changes happening during the workflow construction 
and execution process in order to optimise subsequent executions. More information about the 
113 
tracking of changes while authoring the workflow in Discovery Net is given in [Syed05], but the 
information is not used to implement further optimisation of the execution other than the caching 
mechanism presented above. 
5.6 Workflow Requests and Interactions 
This section focuses on the issue of asynchronous interactions in workflows based on composition of 
opaque components. We present our approach to supporting interactions requested by particular 
activities of the workflow, based on an exception mechanism to pause and check-point the execution 
and request interactions. 
5.6.1 Client Interaction 
In the context of scientific workflow, it is important to be able to visualise workflow results using the 
domain-specific tools and not only generic tabular data viewers, HTML/XML or text viewers. In 
general, a visualisation tool is either: 
" X-Window based standalone application: For example XCrysDen [Kokaj103] for molecular 
structure visualisation or the visualisation tools of SCIRun [WeinsteinO5]. Then the only 
technical difficulty is whether the machine running the workflow client allows remote X- 
Window applications, such that the visualisation activity just invokes the visualisation tool 
from the execution server to be displayed on the client. 
9 Native tools: It is not always possible to rely on X-Window standalone applications. Some 
popular commercial tools for visualisation are mainly Windows based (e. g. SpotFire 
[SpotFire] for general data exploration). 
Some activities cannot be completed from the execution server and require some interaction from the 
client tier, for instance: 
" Visualisation that needs to be executed from the client tool. 
" Importation/exportation of data that must be loaded/stored on the user's machine. 
In the case of native tools or for importing/exporting to or from desktop tools, the workflow needs to 
have support for activities executed from the workflow authoring tool. There are two cases: 
" The visualisation or exportation activity is the final step of a data-flow. This is handled by the 
activity declaring that it is a client-side only activity and the engine and client tool having 
specific support for this special case. These are referred to as client-side final activities. If 
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such activity is part of a data-flow but is not the final node (i. e. the point from which the 
workflow execution was requested) then the execution fails. 
" If it is not client-side final, then the activity needs to use the workflow request mechanism 
described afterwards. 
5.6.2 Workflow Requests 
A Workflow Request is an exception mechanism allowing activities to request particular actions from 
the end-user or from the execution engine. An activity can throw a request during its execution, this 
will have the effect of ending and checkpointing the execution after all other activities concurrently 
executing are completed or failed and their results have been stored. There are four types of 
interactions that the engine handles: 
" Client Interaction Request: The activity requires the execution of code on the client side. That 
code can perform visualisation of the input of the activity, change its parameters, potentially 
change the workflow structure, as well as set the result for an activity (thus it becomes 
cached). At the end of the interaction, the client tool resubmits the modified workflow for 
execution from the same execution point. Given the caching policy and the model of 
execution, the workflow will restart from the first nodes of the graph that do not have a valid 
result, which in the simplest case should be the node from where the activity was requested, 
except if the cache of the predecessors have been invalidated during interaction. A client 
interaction request can be linked to one or more activity parameters, in which case the client 
handles it by requesting specifically to the user to modify those parameters. Figure 5.16 
shows a sequence diagram of a client interaction request. The workflow is executing on 
server S1. 
" Portal Interaction Request: Similar mechanism but used for workflows executed from the 
Web portal instead of the authoring tool, and therefore it can associate information about 
which document or URL to use for presenting the request to the user. 
" Reschedule Request: If during execution an activity realises the environment does not match 
its requirements (more memory, disk space or particular applications required), it can request 
the entire workflow to checkpoint and resubmit. It has the option to pass as parameters a 
matchmaking function that will be used by the scheduler (User-defined policy). This means 
the workflow can explicitly define a just-in-time migration policy. 
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" User-defined Request: This is not a different type of interaction, but rather the ability to set, 
from the authoring client, which parameters of the workflow require client or portal 
interaction. The interaction request is thrown just before the execution of the activity. To 
avoid infinite loops, a user defined interaction can only happen once by activity in the data- 
flow. 
Task Mgmt Status Client Tool Service Scheduler Topic workflow@S1 
submitO saveO 71 
submit() executeO 
Publish 
Noti status 
status 
Handle 
interaction 
submit 
Activity@S1 Persistence Manager 
Toad() 
Figure 5.16: Sequence diagram of a workflow request for user interaction 
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Figure 5.17: Handling of the interaction request for data filtering 
Client and portal interaction requests have been used to model processes that required 
importation/exportation of client-side files, manual data selection (Figure 5.17), and processes 
requesting job description information from the user before submitting an execution request to a 
GRIA [SurridgeO5] service. 
Because the request is part of the state of the workflow, the interaction can be performed at any point 
in time and does not require the user to be logged in. The only limitation is the lease time of the 
intermediate data products required during the interaction. This is thus different from synchronous 
steering of applications or user requests handled from local workflow execution. 
One current limitation of the interaction framework is that, while we record previous executions of 
the workflow, we do not keep track of the interactions that have been performed to complete it. There 
is no support for the provenance trails of these interactions. 
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5.6.3 Just-in-time Workflow Migration 
As an example application of workflow requests, this Grid workflow pattern is about run-time 
rescheduling of the workflow execution based on unmet resources requirements. We assume that the 
complexity of an algorithm depends on input data size which is only known at runtime (e. g. in data 
mining applications, the size of the data set to analyse is not known until runtime, because there may 
be filtering stages and other operations which will change its size). In this case the activity can be 
specialised and can define a pre-process script that will check its resource requirements and if unmet, 
it can pass the function to be evaluated by the matchmaker. For simplicity, the example script (Figure 
5.18) assumes the availability of an estimate function which models the memory requirement given 
the row count of the input table and a getMemory function available at the time of matchmaking. 
We have helper methods to call the JMX services of all machines of the cluster and which are used 
for the cluster management and thus it is relatively easy to query such information. The matchmaking 
function contains the actual value evaluated at runtime by the estimation function. 
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[resources. find{ getMemory{it} > ${sizeRequired}}] 
11 p 
V Reschedule the workflow execution. 
hrow new RescheduleException(matchma),, ing} 
Figure 5.18: Example of workflow rescheduling request with dynamically defined memory 
resource constraint 
Following the same pattern, the workflow itself can be specialised and define a global matchmaking 
function. The main advantage is the flexibility and the encapsulation of an arbitrary matchmaking 
function inside the workflow definition. However there is a clear limitation if several activities have 
incompatible requirements and are executing in parallel. In practice this has mainly been used for data 
mining tasks that did not have more than one activity with specific resources requirements to be 
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checked at run-time (i. e. the data modelling task itself). While this is very far from the type of 
features offered by Grid workflow engine, the approach allows us to integrate elements of resource 
requirements in a domain-oriented data-flow graph which still remains intuitive to use. 
5.6.4 Comparison 
In business processes, user interactions are common. It is usual that particular steps are not 
computational, but instead performed manually by an individual. This is not usually the case in 
generic data-flow engines which compose arbitrary opaque components. Handling human interactions 
in desktop-based architecture is technically simpler but still requires specific workflow language 
constructs or a framework for activity implementations. Handling this kind of interaction when the 
workflow is executed on a separate tier is more involving, as one can see from the sequence diagram 
of a client interaction request, but it allows them to be handled independently from the state of the 
authoring tool, i. e. whether the user is present and the tool is started or not at the time the interaction 
is requested. In Kepler, the user can use a Pause actor to pause the workflow, inspect the intermediate 
data products and resume it. Thus the Pause actor works similarly to the interaction requests 
presented, though it is only to inspect current results, not to guide the user to perform a particular 
interaction or trigger a particular visualiser execution. Some Grid workflow systems (SCIRun, VLe) 
support synchronous interactions such as steering. These rely on tightly-coupled architecture, while 
we use a loosely-coupled message-based approach so that the interaction can be handled 
asynchronously. Our assumption is that the client tool should as much as possible be separated from 
the execution tier and not communicate directly with it. As well, from our usage scenario we did not 
have a requirement to handle steering of computations, but to support a different kind of interaction 
based on result data. 
5.7 Descriptor Synchronisation 
As the workflow is validated in the client based on expected descriptors, there is a possibility of 
mismatch between the actual descriptor and the one that was pre-calculated. To resolve this issue, the 
expected descriptors are sent as part of the workflow to execute, and compared with the actual one 
(the implementation is based on the structural equality of the objects which must implement an 
equals () method). If there is a mismatch or if the executed descriptor was missing because it could 
not be calculated, then the actual descriptor is sent as part of the monitoring information to the client. 
The client takes care of setting the actual descriptor and propagating the change. Figure 5.19 shows 
an example of a tabular data transposition function whose descriptor contains the list of attributes of 
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the data table. Once executed, the actual descriptor is propagated to the next activity which can use it 
for validation. 
rmlýl 
Microarray Series Transpose Filter 
tcarhd) lca 1C d7 
Figure 5.19: Example of synchronisation and propagation of the actual data descriptor 
5.8 Monitoring 
During execution, the execution engine collects monitoring information from each running activity. 
Each activity can specify the following information: 
9 Sub-status: An activity can have its own sub-status to provide more detailed information than 
the generic Running, Completed, Failed and Stopped status managed by the engine. 
" Progress: An indication of how much of the activity has been completed. 
" Estimated Completion Date: If the activity can provide such estimation, it can be presented to 
the user. 
If the activity outputs managed streams, then the monitoring information reports the number of 
elements being processed by each stream. It also reports the value of any parameters set as monitored. 
If a sub-workflow parameter is set as monitored, then information about all the activities of that 
workflow is also reported. Figure 5.20 shows an example of a monitored sub-workflow where the last 
node (Filter) streams data and its progress is reported. 
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Figure 5.20: Progress information on a monitored sub-workflow parameter 
The monitoring information can be set programmatically from dynamic activities using closures 
returning the value of monitoring variables (Figure 5.21), providing a concise syntax to update it. As 
described in Chapter 8, the monitoring information is sent back to the client asynchronously through a 
JMS topic. 
status = 'Initialising' 
progress = 0.0 
node. monitor. status = {status} 
node. monitor. progress = {progress} 
status = 'Stage 1' 
firstStage () 
progress = 0.5 
status = 'Stage 2' 
secondStage() 
progress = 1.0 
status = 'Completed' 
Figure 5.21: Example definition of the monitoring information in a dynamic activity using 
closures 
As we have seen, the monitoring is not only used for visual progress information but also brings the 
following information about intermediate data products location, intermediate data descriptors 
location for their synchronisation and interaction requests. 
5.9 Coordination Flow 
A workflow can optionally have a coordination flow, that we also refer to as the control flow or 
control layer of the workflow. This layer is meant to provide the flexibility to model complex 
applications and therefore should not have the same modelling restrictions as DAG-based models. It 
is thus based on an asynchronous data-flow graph execution and is better suited to the creation of 
control structures. Unlike pure control-flow approaches such as BPEL, the model is still based on the 
execution of opaque activities that have input/output ports and types like for the composition layer. 
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Several basic control flow activities have been implemented using this model (e. g. execute, split, 
merge, test), but these implementations are encapsulated, i. e. they cannot have an effect on the 
underlying graph execution model which is based on a data-flow process network. We use the 
following execution rules: 
" The process phase of the activity is triggered every time a token is received on any input port 
of the activity 
" During the process phase any number of tokens on any output port can be fired. 
" Output tokens are kept as intermediate data products and the latest one generated for each 
output port is available for the user to visualise. 
9 All tokens are propagated immediately. 
The activities must therefore be re-entrant (support multiple concurrent executions) and must handle 
shared state through their context. This implies the following limitations compared to the composition 
layer: 
No smart re-runs (though outputs are stored as intermediate data products and the latest one 
can be visualised) 
" Execution cannot be requested from a particular final activity, but the process needs to be 
started as a whole from a start point. 
" The monitoring information is limited to workflow-level information such as the number of 
tokens currently in each activity. 
It is thus relatively more difficult to use, but supports cycles and is extensible using the same 
mechanism presented in Chapter 4. This data-flow is not a separate workflow but an optional layer of 
the workflow, and as such it can reference the composition flow, execute it in parts to generate 
particular results and take advantage of the caching policy in that layer. It is particularly aimed at 
defining more interactive and iterative processes. 
Workflow Requests are supported in the particular case where there is a single token being processed 
in the coordination data-flow at the time the interaction is triggered. The execution is resumed by 
restarting the process phase of the paused activity with the same input data (since intermediate data 
products are still stored in this model). State management if required can be done in the context of the 
activity, which is part of the persistent state of the workflow when it is check-pointed during a 
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request. We present three cases (Figure 5.22) involving workflow requests and the coordination flow 
layer: 
0 Unhandled Requests: The composition layer throws a request which is not handled by the 
coordination layer. The workflow execution is paused, the request handled by the system and 
the workflow is resumed by restarting the coordination flow (with the limitations on the 
coordination layer described before). The example in Figure 5.22 reuses the interactive data 
filtering example but adds a coordination layer to run it multiple times. 
9 Handled Requests: The composition layer throws a request which is caught by the 
coordination layer which can choose a way to handle it. A possible scenario is the handling of 
the data migration following a rescheduling request by the composition layer. After 
rescheduling, the execution is resumed by restarting the coordination flow. 
" Coordination Requests: The request for interaction comes directly from the coordination 
flow, which can model sequences of interactions and runs. A possible scenario is the 
sequential execution of several parallel branches of the composition data-flow interlaced with 
manual validation. 
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Figure 5.22: Three types of workflow requests when using a coordination layer 
As per these examples, subsequent executions of the composition flow from the coordination flow 
take advantage of the caching policy of the former. That cache can be explicitly invalidated by 
specific activities of the coordination layer if required. 
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The coordination layer has been used in several applications mostly to automate execution and 
recently it has been used to design an interactive process for the user to choose locally on the client- 
side an XML-based QoS requirements description file to be submitted to a GRIA [SuMdge05] 
service that can then negotiate and find a resource provider for it [Ghanem06] (Figure 5.23). The 
composition flow can deal with the process of submitting and collecting the result and the 
coordination layer was used to define the interaction with the user and in particular a retry cycle if the 
negotiation failed so that another requirements description file could be selected. 
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Figure 5.23: Example workflow accessing GRIA resources from a hierarchical composition 
data-flow and coordinated to request input at run-time from the user 
Figure 5.24 shows an example of a user-defined activity in the coordination layer. It triggers DAG 
executions and can perform specific checks on the result to decide which output port to fire. In this 
Wei t One (2) 
cA dj 
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case the flow is cyclic and will execute until the condition is met (here the condition is on the output 
table size). 
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Execute Analysis 
Success 
Mode Editor [Control-flow Scripting] Execute Analysis 
Parameters Input Output Cache History Notes User Customization Interaction 
Manage Input jOutput Ports Process Script 
Manage Parameters 
Prepare Script Lf Retrieve integration flow. 
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able = wf. runNode('Analysis'). Table. 
(table. rowCount < 100) { 
node. output. Success = table. 
else { 
node. output. Failure = new Object(} 
Figure 5.24: Example of a user-defined composition flow execution from a dynamic activity of 
the coordination flow 
The approach is therefore to support bottom-up modelling of mainly data-centric applications, with a 
generic control-flow layer which should only be used for coordination, instead of the more traditional 
top-down approach to process modelling starting from the control flow definition, in order to 
maximise the use of the composition flow which has richer features for prototyping (monitoring, 
caching, verification). 
5.9.1 Comparison with business workflow languages 
BPEL supports scoped structured composition of Web Services, in a way similar to imperative 
programming language with particularities to handle the XML data passed between services or used 
as variables during the workflow execution. The approach is therefore more advanced and 
interoperable than our approach using exclusively graph-based and arbitrary objects. However, being 
a generic language, it does not provide in its execution semantic, support for execution caching, 
which is important in our context. 
XML is used as a standard for passing data in BPEL and XPDL. XPath expressions can be used to 
refer to elements of docwnents that need to be accessed from different activities. We did not mandate 
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XML as a type for the data, as it would make it more difficult for the users to create their own 
components working on simple types, data tables, or custom objects. 
BPEL can be extended in the sense that it is legal to add elements from different XML namespaces to 
augment the workflow definition. However the interpretation is up to the workflow execution engine. 
In our approach, the extensibility and the definition of new types of activities is part of the workflow 
definition and we also open the workflow model to programming-in-the-small for that purpose. Since 
the set of coordination activities is not restricted, it is possible to use domain-oriented components at 
that level, for instance to create split activities based on rules defined in domain-specific languages or 
using rules engine, without requiring changes in the workflow language definition. 
BPEL supports asynchronous communication primitives and a means to define correlation 
information to relate information received at different point in time, which can be used to model 
arbitrary interactions. In comparison, the interaction framework proposed is targeted at specific 
actions to modify the state and possibly the structure of the workflow with which the user interacts. 
The caching of intermediate result and check-pointing of the workflow ensures that it can be restarted 
after the interaction. 
XPDL has support for task assignment and organisational roles, which allows the definition of 
workflows expressing a collaborative process involving several individuals. This is not supported in 
our model and is left to a separate higher-level layer of workflow. 
Our approach is based purely on a graph-based model and a data-flow process network execution 
with a set of activity types for split, join and tests that means it is not possible to model workflow 
patterns that require knowledge about the overall structure of the workflow and events that happened 
in other parts of the workflow. For instance the Structured Synchronising Merge pattern [Aalst03] 
allows waiting for two or more branches that have been selected at a specific split point, which means 
that its logic cannot be totally encapsulated, but requires information about the execution of that split 
activity. While we could model it using a particular context variable sharing information between the 
split point and the merge point, there is no way to create a generic type of activity to handle this. This 
also means that a possible extension to our model would be the ability to define pointers to other 
activities in the graph as another type of parameter, which would allow us to read information about 
the state of that activity at run-time and create an explicit dependency on it, instead of using shared 
context variables or constructs defined in the workflow language. 
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Finally in comparison with control-flow modelling of business workflows, our approach is bottom-up, 
starting and focusing on the data-flow as the main way for the end user to create the functions that can 
then be controlled if needed using the coordination layer. 
5.9.2 Comparison with data-flow engines 
Kepler allows combining several workflow domains hierarchically, for example a Synchronous Data- 
flow which can act as a composition layer, can call or be called from a Finite State Machine, to model 
a control flow, such as in the example presented of a fault-tolerant copier. Our approach to 
introducing control structures is not based on hierarchical composition, as each workflow can have 
both a composition and coordination data-flow. This type of integration between two workflow 
execution models is not currently possible in Kepler. Taverna relies on the definition of control links 
in a single graph to create conditional paths in a mainly data-flow oriented workflow definition, but 
the graph still needs to be acyclic. Triana also has a single data-flow execution model based on a data- 
flow process network. Askalon relies on a control flow definition with a focus on high-performance 
primitives to create parallel loops in order to optimise the execution. The approach is therefore more 
similar to the business workflow languages. 
5.10 Conclusion 
We presented the main aspects of the execution service of Discovery Net with the following 
particularities: 
" The extension to the DAG-based execution to allow concurrent execution of data-dependent 
activities. 
" The Request framework for user interaction and workflow rescheduling. 
" The caching of intermediate results used for smart-reruns. 
" The extensible coordination layer to model more complex control structures. 
This execution model tries to capture some aspects important to prototyping domain-oriented 
scientific workflows, such as ease-of-use and data-centric approach of the dependency graph based 
model that allows structural parallelism, leaves scope potentially for static planning, enables the 
intermediate results caching policy and enables the tracking of the data derivation graph of the results. 
It also provides a means to coordinate this dependency graph through a more relaxed data-flow 
execution model. 
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The main conclusion from the experience gained in designing the execution model for the purpose of 
a domain-oriented workflow system, is that, even though it is tempting to extend the system to more 
complex execution models and workflow models, it remains difficult to find a model that is both 
advanced and yet does not compromise the ease to create the workflow. The layered approach 
proposed is an attempt to keep that balance between the simple DAG-based graph and the potential 
complexity of the coordination layer. 
To the author's knowledge the same kind of layered approach has not been proposed in domain- 
oriented data-flow engines, though it provides a flexible modelling environment without having to 
use more general purpose business process modelling languages or traditional block-structured 
imperative programming languages. 
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Chapter 6 
Data Sets Support for Data-flow Prototyping 
6.1 Introduction 
As presented in the previous chapter, activities and workflows are not constrained to work on any 
particular data type. This means users can define activities working on their own Java objects, 
specific XML document formats or other data structures. 
However, in the context of scientific applications and in several application areas, part of the 
Discovery Net project (data mining, text mining, chemistry, and environmental data) processing data 
sets instead of documents or files, is very common. This chapter presents the issues encountered 
related to prototyping workflows working over data sets and our approach to providing support for 
these data sets in the system. 
The result is a file-based structure that supports attribute derivation and also acts as a communication 
channel between activities in order to support the pipelining of data instances, coupled with a data 
structure for the activity verification stage and APIs to use it. 
6.2 Usage Scenarios 
We consider the following scenario in which the use of data sets in the workflow is relevant: 
Chemical compound study: The purpose of the study is to model the effect of a structural property of 
a chemical compound on its activity, also called Quantitative Structure-Activity Relationships 
(QSAR) studies. A set of scientific data stores contains information about chemical compounds. A 
subset of these compounds' structure and activity information is queried as base for the study. Then 
for each compound a number of structural properties are derived and may be normalised, scaled and 
modified to fit into one or more input formats for a classification method that is going to generate a 
model of the relationship between these properties and the compound's activity. That model can then 
be validated against a test set and if valid the information can be stored back into a common 
repository. There are therefore five steps, data importation, pre-processing, modelling, validation and 
storage of the results. The importation step merges information from several databases and is thus a 
data integration issue. However these data sources are in the best case standard relational databases 
(using JBDC, ODBC or OGSA-DAI) and thus generic importation methods can be used, but they can 
also be retrieved from Web sources in which case there may be a need to create a specific component 
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for the purpose of integrating that source or a need to use Web Services composition. The second step 
requires components, services and executables to extract and process molecular properties, using Java 
libraries, Web Services or native executables. It is mainly a data parallel process at the compound 
level. The last steps require the entire data set to have been processed in order to perform the 
statistical or classification analysis and evaluate it against a subset set aside. 
Training set Modelling 
(rýlata-narallall I--. - 1- -11-1/ 
Storage 
Figure 6.1: Abstract workflow of a quantitative study of chemical compounds 
The main characteristics of this workflow are the following: 
9 While prototyping the workflow, the structure of the data set used for analysis is not fully 
known (new attributes derived, removed, trials with different normalisation algorithms and 
different modelling algorithms) as part of the explorative process. The structure of these data 
sets is only known once the workflow is fully specified at the end of that phase. 
" Some activities are data-parallel (properties calculation and derivation of attributes related to 
each chemical compound), and as such it is important to make use of that property during 
execution, for monitoring and efficiency when executing on Symmetric-Multiprocessing 
(SMP) architectures. 
Similar workflows can be found in applications to text mining [Ghanem05], image analysis or gene 
expression analysis. 
6.3 Managing Temporary Data Sets 
The execution of the workflow over data sets is similar to any type of execution except that the 
system must handle the persistence and caching of potentially large intermediate data products 
(Figure 6.2). The processing of the data is often performed outside the system. Apart from some 
libraries like Weka [Frank05] or Colt [Colt] which can process the data directly in Java and with 
which we can design tighter integrations, the data is otherwise processed outside, usually either using 
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Test set 
local execution with streams or temporary files, socket communication such as the communication 
with an R [R] server, or over SSH for secure communication. 
Scientific data management systems cannot keep storing any data product generated in the workflow, 
given that during prototyping most of the data generated will be eventually irrelevant, and only a 
fraction of that data is important and deserves to be stored back for longer term. The process of 
storing back the result is more likely a one-off event, when the user is confident with the results 
which then need to be annotated properly (for instance the workflow used to generate it can be 
attached to the data, in case it needs to be regenerated in the future) before they are stored. Thus these 
repositories cannot always be used as a place to cache these intermediate data sets and we need to 
provide a means and a location to stage them as part of the workflow system. 
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Figure 6.2: Temporary data sets generation during workflow execution 
As we have already said, while prototyping we cannot assume a particular, fixed data model, since the 
workflow is not fixed. Re-parameterisation or changes in the graph may trigger a change in the 
schemas of these tables. This means that storing these intermediate data products does not follow the 
same pattern as storing tables in RDBMS, and instead has the following characteristics: 
" Many temporary and unrelated tables need to be stored and there is no notion of database 
schema or referential integrity between these tables. 
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" For the purpose of caching, any data generated needs to be preserved for the duration of the 
cache. Thus any temporary table is never going to be modified, but only created and 
populated once. 
" The pattern of access is mainly based on scanning the entire data set once or more mainly for 
importation, exportation, loading in memory, deriving new attributes, and there are less 
requirements for indexing and optimised querying, given that it does not replace a database. 
" The ordering of attributes and instances may be relevant and needs to be preserved. For 
instance, time series may assume a range of attributes in a particular order, or that data 
instances are ordered. In general data mining algorithms can be affected by the ordering of 
the data and it is important to preserve it for the process to be deterministic. 
The processing thus bears more resemblance with the way files and documents are usually processed 
by analysis executables in workflows (Figure 6.3) by creating new output files instead of modifying 
the input ones, than with the way data is modified in a relational database through declarative queries. 
However, relying on text files to contain the data is not practical either, as they cannot handle binary 
data or documents easily and the cost of parsing the data in and out would take too much time. 
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Figure 6.3: Basic patterns of data processing on files, data sets and database tables 
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The other issue is the execution model over these data sets. Data sets may need to be used in the 
workflow not only for caching and storage but also for pipelining data instances in order to model 
pipeline-parallelism in the workflow, in particular when the processing of these data sets is remote. In 
other words, to the end-user it is natural that they should act simultaneously as a data type and a 
communication channel between activities. While this is partly a usability requirement, in the context 
of data-flow modelling of analysis workflows, having a common model allows us to: 
" Use an attribute(s) derivation pattern to replace the traditional data token transformation 
pattern to create temporary and short-term user-defined relations in the workflow, 
" Use table-based operations such as relational operators, aggregation functions or data mining 
algorithm in the workflow whether or not instances are pipelined in other parts of the 
workflow. 
Additional issues when working over data sets include: 
" The type checking of the data-flow becomes irrelevant, as activities process tables or 
references to tables and generate an output of the same type. A current approach to 
circumvent this lack of typing is to rely on semantic description for the table [Berkley05] and 
semantic' type checking of the workflow. However it would be beneficial to be able to extend 
the type checking in the workflow to include data set attribute information, and ensure the 
verification of the activity parameters against the data set description. 
" The parameterisation of activities becomes based on the names of the attribute used in the 
table, and therefore the workflow may become more difficult to reuse. 
6.4 Data Set Type 
Data sets are thus obviously used to hold the data to be analysed, but they also act as a structure for: 
" Temporary and short-term persistence for exploring and caching data products during the 
workflow prototyping phase, 
" Streaming of data instances, to enable pipeline-parallelism either in memory with no 
additional 110 cost or over a file-based representation. 
" Iterating instead of using implicit loops over data streams or cycles in the graph, 
" Ad hoc integration of information from each activity by creating temporary relations without 
requiring pre-defined schemas in external databases. 
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As for any data managed by the system, they are not meant to replace scientific data management 
systems, relational database management systems, data warehouses and other long-term data storages 
but are meant as a data structure to stage the data to be processed in the workflow. In order to support 
the flow of data sets, the system also uses the following: 
" Descriptor generation, derivation and propagation, for checking at design-time the structure 
of the tables received as input and propagating the expected structure of the tables generated 
as output. 
" Value constrained parameters where a parameter can declare its value as being one or more 
attributes of a table received on a certain port and of a certain type, so that the verification of 
the parameters acts as an extension of the connection type checking. 
The table library also provides derivation operations to modify, add, rename or reorder attributes. The 
derivation can either create an entirely new table, or in the case where the order and number of 
instances is not changed, data can be shared across derived tables as a resource optimisation. 
Following our approach to providing an environment where new activities can be easily wrapped, 
these functionalities must be easily accessed programmatically when creating activities and we 
present example implementations. 
We first present the extension to the execution model used to design data sets as both a 
communication channel and a persistent data type. 
6.4.1 Managed Communication Channels 
The purpose here is to define the contract between the execution engine and an object in the data-flow 
handling asynchronous communication between activities. That contract specifies: 
0 Whether the communication channel is persistent, transient or supports both. 
" The current status of the channel (e. g. writing, reading, number of items processed). 
An object that implements the ManagedChannel interface described in Figure 6.4, becomes a 
managed communication channel. 
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public interface ManagedChannel { 
// Object passed to connected activities 
Object createReadEnd() 
// What type of streaming is supported 
int getSupportedLifecycleTypes() 
void setLifecycleType(int type) 
int getLifecycleType () 
// Status information 
boolean isOpen() 
boolean isWriteEndOpen() 
int getCurrentCount() 
Figure 6.4: ManagedChannel interface 
Channels that are persistent have the following properties: 
" The read-end can be reset to allow the consumer to start back from the first element. In the 
case of data sets this means that the reader can perform multiple scans of the data set without 
having to cache it in memory. 
" Once the write-end is closed, it has a complete persistent representation of the intermediate 
data produced by the activity that created the channel. 
0 It may have a partial persistent representation available while the write-end is opened. 
" It can have a number of global properties, such as the total number of elements, which are 
only available once the write-end is closed. 
The main method is the createReadEndO which creates the object to pass to the successors of an 
activity. For this reason, the type of object returned by that method must be either the same or a 
subclass of the type of the data object. It must then be transparent to these activities whether the data 
is streamed or not from their predecessor. Figure 6.5 shows the sequence diagram of an activity that 
outputs an object that implements that interface. That sequence diagram also includes the additional 
check to know if the channel was already started, in which case it is too late for the execution engine 
to decide the lifecycle type. 
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Scheduler :: Workflow Activity:: A Stream:: S Activity:: B 
execute() 
Figure 6.5: Sequence diagram of the data-flow execution with a managed channel 
The model of execution of the set of activities in their concurrent stage becomes that of a process 
network with the additional ability for read-ends on persistent channels to reset the channel and start 
reading from the beginning, which is normally not allowed on standard process networks. Figure 6.8 
illustrate the programming model used for defining a workflow on an object that holds a finite queue 
of object references in memory (Figure 6.6 and Figure 6.7). We do not consider the effect on 
performance and scalability of different type of queues as we only concentrate on the fact that 
arbitrary objects can be used as points of synchronisation between activities. 
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Figure 6.6: Example workflow consuming an object reference queue concurrently 
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Figure 6.7: Underlying process when consuming an object reference queue concurrently 
Al - Process Script 
// Synchronous stage 
//Create output object 
rq = new ReferenceQueue() 
// Set output data object 
node. output. RQ = rq 
// Concurrent stage 
while (true) rq. put(new Objecto) ) 
A2 - Process Script 
//Synchronous stage 
rq = node. input. RQ 
while (! rq. isClosed()) o= rq. get() 
Figure 6.8: Example process scripts for the object reference queue workflow 
6.4.1.1 Persistence Constraints and Lifecycle Type Resolution 
For any input of type ManagedChannel an activity can declare its persistence requirements 
(transient/persistent). As well, the workflow definition can specify the following constraints: 
9 For each output port of each activity, whether the data produced on this port should be: 
o Persistent (default value): The channel needs to be persistent, usually because the 
activity is time consuming and therefore the result should be preserved whether or 
not the data set can be streamed in memory. 
o Synchronized: The read-ends are not created as long as the write-end of the channel 
is opened, so as to force the completion of an activity before the successors can start. 
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If a channel supports both transient and persistent types, we need to resolve its type based on the 
requirements of activities receiving it and the constraints set on the workflow. That resolution uses 
the following rules: 
" The type is set to persistent, if the output port is persistent or synchronized, or if any input 
port receiving the object requires a persistent stream. 
0 Otherwise the type is set to transient. 
6.4.2 Table Definition 
We define a table as follows: 
9A table is a finite or infinite list of data instances, each instance being defined by a set of 
attributes. 
" Each table has an associated description including attribute names, structural rapes and order. 
" The type of an attribute is defined by a Java class 
0 Tables are immutable structures. It is not possible to modify the value of a table once it is 
created. Modification only happens through the derivation of new tables. 
Tables do not need to have a finite number of instances. It is possible to generate one and process it 
concurrently. The fact that tables are immutable has several purposes: 
" Data integrity: Parallel branches cannot modify concurrently the same table, and can only 
write derived tables. This also allows us to use the tables generated at each step as cached 
intermediate data products and reuse the cache in subsequent executions, without worrying 
about potential concurrent modification. 
" Reproducibility: The tables produced and stored by the workflow engine are guaranteed to be 
unchanged and any workflow using these tables will produce the same result, provided that 
activities are deterministic. 
The Table type is designed as a managed communication channel which supports both transient and 
persistent lifecycle types. Figure 6.9 shows a simplified UML class diagram for its implementation 
and the current binding with the scripting layer is shown in Table 6.1. Table objects also implement 
the standard javax. sql. Resultset interface normally used for database connectivity in Java. 
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Figure 6.9: Simplified UML class diagram of the Table type 
Variable Description 
table. <Attribute> Read/write access to attribute <Attribute> 
table [i] Read/write access to i- th attribute 
tab 1e. map Read/write entire row to/from a map 
table. list Read/write entire row to/from a list 
Table 6.1: JSR 241 syntax to read/write data in tables 
6.4.3 Persistent and Transient Representations 
The persistent representation of a table is based on: 
"A set of fragments where each fragment is stored in one index file and one data file. A 
fragment stores the data and index (position of each value in the file) of one or more 
attributes. The file is referenced as a URI and can be accessed over several protocols. For our 
purpose we only implemented the support over local files and HTTP. 
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0A descriptor file containing XML-based attribute descriptions, statistics, additional metadata 
and reference to the fragments used by that table. 
Given the fact that tables are immutable, the file-based representation thus implements the basic data 
set processing pattern of Figure 6.3 with the associated advantages, i. e. mainly the flexibility to create 
temporary files at any physical location at any point and disadvantages i. e. no transaction 
management, rollback, schemas and referential integrity, querying or indexing, most of which are not 
relevant during prototyping with the exception of querying. We thus do not support the querying of 
these files and mainly assume a scanning pattern of access whereby the data set is read entirely one or 
more times. 
Persistent tables must also support concurrent reading of the data while the table is being created. 
This is based on marking the index and data files when they are closed, by creating a marker file in 
the same physical location, such that the reader can distinguish between a temporary and the final 
end-of-file. The transient representation of a table is based on in-memory fixed-size reference queues 
of Row objects. We have not considered the possibility of a more optimal model based, for instance, 
on dynamically resizable queues based on the performance of the two activities connected to it. 
6.4.4 Statistics - Global Properties 
Basic statistical information about the attributes is calculated while the table is created. The list of 
statistics is in Table 6.2. All the statistics require a single pass of the data and are global properties of 
the channel. Hence it is not possible to access them before the write-end is closed and any call to 
retrieve the statistics will be blocking until then. Therefore from the activity implementation's point 
of view the only information required is whether or not these statistics will be required at any point, in 
which case it has to declare that the table it receives must be persistent. 
These statistics are stored in the descriptor file which is first written without statistics when the write- 
end is opened, so as to enable the access to the partial persistent representation, and is overwritten 
with the final values when the write-end is closed. Category information is only calculated while the 
number of categories, i. e. the number of distinct string values, is under a maximum threshold 
configurable. Categories also have a maximum length, while strings do not. That process ensures that 
category information is only built if it is relevant, i. e. when the string attribute contains a relatively 
small number of distinct category names. 
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Type Statistics Usage 
Float/Integer min, max, avg, stdev 
Numerical analysis algorithms, data 
preparation. 
String category name, Statistical and data mining frequency, mode algorithms, visualisation 
All Row count, null Basic verification, algorithms and 
count operations not supporting nulls 
Table 6.2: Set of statistics maintained for each attribute 
During data-flow execution, this partial representation can be accessed and visualised from the client 
tool. 
6.5 Type Checking and Validation 
Using data sets in the data-flow, whether or not using the design described in the previous section, 
means that by default the structural type checking is done on the type of the object representing the 
data set, which is of very limited use. In order for activities to be validated, a table descriptor is 
propagated in the prepare phase of the activity lifecycle. As well, each activity that processes tables 
should generate a table descriptor with the expected description of the table that would be generated 
at run-time. However, it is not always possible to define at design-time what the descriptor of the 
output table will be even based on current parameterisation and input table description (e. g. matrix 
data transposition operation and other data pivoting transformations for which the names and order of 
the attributes can only be known at execution time). 
A descriptor can be created programmatically and propagated, in which case all direct successors will 
receive that description once connected. 
//Create - Prepare Script 
node. outputDesc. Table = TableDescriptor. create( 
['al ', 'a2'], 
[al: String. class, 
a2: Double. class]) 
Figure 6.10: Example script for creating a table descriptor 
We define attribute parameters as a special type of activity parameter whose validity can be verified 
against a table descriptor provided on a given input port. The parameter has the following additional 
properties: 
" Associated input port: The port from which to use the descriptor (for display and verification) 
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" Multiplicity constraint: The multiplicity is a range of allowed cardinality for the set of values 
assigned to the parameter. MultiplicityE {[0.. 1], [1], [1.. *], [0.. *]}. 
" Type constraint: Defines the type of the attribute allowed. Each attribute assigned to this 
parameter must be a sub-class or sub-interface of this type. 
So the rule for the validity of an attribute parameter p given a set of attributes, and a descriptor td 
associated with the input port of the parameter: 
`da E attributes, (a E attributes(td)) A (type(a) <_ type(p)) A 
" valid(e), #> 1card (attributes) E Multiplicity(p) 
A constrained attribute parameter can be verified only if the activity has a table descriptor for the 
related input port. With this mechanism, the validation can be based either on these special 
parameters, on hard-coded rules implemented in the prepare code of the activity, or on user-defined 
rules added by specialising the activity. 
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Y Inn1 I CSll mnl.. FlnwI -1 
Figure 6.11: Attribute parameter with type constraint 
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While we do not mandate any specific way to validate the descriptor, it would be possible to associate 
a formal semantic annotation to an input port in order to perform the validation of the descriptors and 
additional metadata instead of using special parameters and opaque activity implementation code. 
While most of the basic validation can be dealt with using the information of the table descriptor 
(names, order, types), additional information that we call metadata can be added to the descriptor. 
There is no fixed structure for representing this metadata information on objects in the system. 
Instead any descriptor can store a set of metadata objects. As long as the information is serialisable it 
will be stored with the table and unique copies of the descriptor will be propagated to successors in 
the data-flow. By default, metadata objects are propagated when a new table is derived. It is the 
responsibility of the activity to add, remove or modify metadata objects according to its semantic. 
Metadata information has been used in several cases, for example to propagate: 
" the names of the dimensions that represented a sparse vector, 
" MIME-type information when dealing with attributes holding documents, 
" file type information for attributes holding binary data, 
" the source location of a data table (where-provenance information) for a set of activities 
representing processing of the data inside a relational database management system, in order 
to provide warnings to the user about implicit data transfers that the activity will be required 
to perform at run-time (e. g. join or union of tables hosted in different servers). 
Categories provide a logical grouping of attributes, i. e. a category c =< a, ,.., an >, and can be used 
instead of attributes to define the value to associate to an attribute parameter. This grouping is also 
propagated by default during table derivation. It provides a layer of indirection between the actual 
attribute names and their logical group. The workflow definition becomes thus more generic and 
reusable as its parameterisation is not based on specific attribute names. In particular, the user can 
start the workflow with an activity that defines all the categories for a table, and ensure that only 
category values are used in the successors. Categories also have an associated arbitrary set of 
metadata, which is also stored with the table and propagated in derived tables. 
6.6 Derived Data Products 
New tables can be derived from existing ones by removing, renaming, adding or reordering attributes. 
Derived tables must also declare whether they should be linked (share physical data) with the original 
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table. Figure 6.12 shows how the transformation can be described programmatically. We assume we 
are processing an input table with two attributes named a] and a2. The resulting table has two 
attributes a4 and a3. 
//Derive - Prepare Script 
node. outputDesc. Table = node. inputDesc. Table. derive( 
remove: [' al' ], 
rename: [' a2' :' a3' ], 
add: ['a4': String. class], 
order: ['a4', 'a3'], 
linked: true) 
Figure 6.12: Example data set derivation prepare phase 
Linked tables are a special case of derived tables where the ordering and number of instances in the 
table is not modified and only the descriptor structure is changed and new attributes may be added. 
The implementation provides a synchronous reading of the original table and writing of the derived 
attributes (Figure 6.14 derives an attribute containing the result of the execution of a process taking 
information from a] as parameter and Figure 6.13 represents the processing of the descriptors in the 
prepare phase and the derivation of the linked table in the process phase). 
Prepare phase 
(descriptors) 
I al: String a4: String 
a2: double Data Set a3: double 
Derivation 
Process phase 
(data set) 
al a2 Data Set a4 a3 IE Derivation 
Figure 6.13: Linked data set derivation 
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//Derive - Process Script 
node. output. Table =t= node. outputDesc. Table. create() 
while (t. next ()) { 
t. a4 = "clustalw -INFILE=${t. al}". execute(). text 
} 
Figure 6.14: Example linked data set derivation process phase 
Deriving new attributes is meant to provide a way to replace the token transformation pattern of data- 
flow engines, provide support for the persistence of the token value and retain the relation between 
the tokens derived at each step. In our scenario, the extraction of chemical compound properties and 
their combination is a typical example where there are several linked table derivations in the data- 
flow. 
Assuming an activity A with one input port and one output port, then running A over token x is 
equivalent to applying function f: x x' associated with A. Kepler and Taverna have an implicit map 
operator such that if x is a stream in Kepler [Ludascher03] or a list in Taverna , 
i. e. x= [x,, x2,.. ], then 
applying A is equivalent to applying f to each element: 
A(x) = map(fx) 
= [1(x1), J(x2),.. ] 
When working on tables, the function can be applied to each instance and the result can be a derived 
table with an additional attribute containing the result of the operation (Figure 6.15). If t is a data set 
with m attributes, which can be seen as an array of m streams or lists, t= [a',.., a"'] _ 
[[x1 2,2 
,.. 
]] then: 
A(t) = DeriveMap(t t) 
=f([a',.., am]) 
= [a',.., am f(al,.., a')] 
22 
It thus deals with both the iteration over the data stream and creating a relation between the results of 
that activity and previously derived intermediate data products. 
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Figure 6.15: Implicit map operator and explicit table derive-map operator 
Figure 6.16 and the sample code in Figure 6.17 shows the implementation of a generic DeriveMap 
activity that uses the function of one parameter defined in the Function parameter of the activity, 
using as argument the values of the attribute specified by the InputAttribute parameter of the data set 
received on the Data input port, and deriving a linked table on the Data output port with an additional 
attribute defined by the Name and Type parameters. 
f( 
Derive-Map 
Figure 6.16: Generic derive-map activity 
Prepare script 
node. outputDesc. Data= node. inputDesc. Data. derive( 
add: [(node. params. Name): node. params. Type]) 
Process script 
// Synchronous stage 
p= node. params 
Create the data set and propagates it 
// to successor activities 
node. output. Data =t= node. outputDesc. Data. create() 
// Concurrent stage 
function = evaluate(p. Function) 
while (t. next()) { 
// Applying function for each instance 
t [p. Name] = function(t [p. InputAttribute] ) 
Figure 6.17: Example implementation of a derive-map activity 
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Figure 6.18 is an example workflow that is composed of attribute derivation activities using linked 
tables. The constraints and requirements associated with each activity input and output is also noted. 
In the example, only A5 requires a persistent channel and requires a persistent output. 
Output: No Constraint 
Al 
Read Table 
From File 
Input: Transient 
Output: No Constraint 
A2 
Derive 
Attribute 
Input: Transient 
Output: No Constraint 
A3 
Derive 
Attribute 
Input: Transient 
Output: No Constraint 
A4 
Derive 
Attribute 
Input 1: Transient 
Input 2: Persistent 
Output: Persistent 
A5 
Merge 
Figure 6.18: Example abstract workflow with data set derivation 
Figure 6.19 describes how such workflow would be executed. For each table T, we use T' and T" to 
denote read-ends table objects created for T. The execution engine determines where it should use the 
persistent type and where to use the transient type to avoid using disk resources when it is not 
necessary. The execution follows these steps: 
" Al is just a pointer to an existing table composed of one fragment and thus passes that pointer 
to A2 as object Ti', a read-end to the data fragment on disk which is composed of one index 
and one data file. 
" A2 does not have to persist its output to disk as both A3's and A4's inputs are transient. It can 
therefore create a transient communication channel which requires multiple FIFO queues 
with A3 and A4. 
" The connection between A3 and A5 can also be transient as Input 1 of A5 is transient. 
Therefore a straightforward FIFO queue can be used between both. 
" Input 2 of A5 is persistent, therefore A4 needs to persist its output to disk. As there have only 
been attribute derivations between Al and A5, part of that data is already on disk and 
therefore only the creation of a fragment of data containing the attributes that have not yet be 
persisted is needed. 
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" A5 reads the persistent table by accessing both the original fragment from Al and the derived 
one generated by A4. 
" A5 then merges the result and outputs the result as a single disk-based fragment. 
createReadEnd() q1 Activity 
Write Data 
Read Data 
1 Table 
bý In-memory block 
Physical file 
FT, 
ill Table (read-end) 
I/O F1 Fragment 
Figure 6.19: Underlying management of linked tables 
6.7 Performance Evaluation 
The tests were performed on a Pentium 4 3.4GHz. with 2GB of main memory. On a table of 10 
attributes the base throughput to create a table was 65275rows/s to write and 95602rows/s to read it. 
Figure 6.20 shows the effect on the throughput of deriving new attributes on the table. A derive 
operation reads all the attributes and creates an additional one. The number of derivations represents 
the number of attribute derivations successively applied to a table from 0 to 10, i. e. the first table has 
10 attributes and the last has 20. The time to derive includes the time to read all columns and derive a 
new one. The measures are: 
" Read: Throughput when reading the table 
" Derive: Tluoughput when reading and creating a new table (non-linked tables) 
" Derive-Linked: Throughput when creating a new derived table by reading the previous one 
and adding another attribute 
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Figure 6.20: Effect of number of derived attributes on the throughput (records/s) 
The result shows that for up to 10 subsequent derivations, linked tables still outperform the equivalent 
derive operation to create a full table. The speedup on table creation ranges from 2.45 to 1.45, while 
the overhead on reading linked tables ranges from 10% to 33%. Thus the mechanism allows both 
caching of intermediate results as well as allowing some performance improvement on the equivalent 
operation without linking the tables. 
In the following test, we look at the performance of data pipelining. The workflow is composed of a 
writer node connected to a reader node, both processing three different types of tasks: an empty task, 
where the writer only writes data out and the reader reads it in, a CPU intensive where they both also 
compute at the same time they loop through the data, and a network I/O intensive where they 
download data at the same time they read/write. The workflow is executed on a single CPU machine. 
Since the tasks did not take the same time we normalise them on the time to read. The result (Figure 
6.21) compares the time to write the data (Write), read it (Read), write and read it when the execution 
is synchronised (Sync) i. e. there is no data pipelining, when the pipelining is in memory (Memory) 
and when it is over the persistent representation of the table (File). It shows that for CPU intensive 
tasks the overhead of context switching means that concurrent execution is slower. For network 
intensive however, the data pipelining has some benefits and improved the performance by 13% on 
this task. Therefore as expected, the real benefit is not the potential speedup of the overall process but 
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the ability to pipeline the data in particular when coordinating remote executions, the monitoring of 
current progress and the availability of partial results throughout the pipeline for the user to inspect. 
Figure 6.21: Comparison between 3 types of workflow and different synchronisation 
6.8 Example Applications 
Most of the applications of Discovery Net [Row03] [CurcinO4] [Ghanem04] [Ghanem05] [Guo05], 
are based on this data set implementation for data extraction, pre-processing, integration with Web 
Services [Row03], with data mining algorithms [Ghanem05] and exportation to scientific data stores 
[Row03]. 
In all these applications, the system has been applied to deal with medium-to-large data sets of up to 
10' records and up to 10 GB. The actual analysis data could be much larger since in some cases the 
data set refers to other reference files such as texts or chemical structures (SD Files). It has also been 
used to deal with relatively wide tables in the order of 10' attributes. The effect on the client 
verification process is however noticeable because of the propagation, validation and presentation of 
these numerous attributes as part of the user-interface associated with each activity. It is thus possible 
to disable this automatic verification process and only trigger it on request when dealing with such 
data. 
Another example where it has been used includes the composition of Web Services. Their 
composition using a data-flow is conunon in several workflow systems (Taverna, Triana 
[MajithiaO3]). We can use the data sets as an iteration structure over a list of input and parallelise the 
execution by pipelining the data instances. Being network-intensive instead of CPU intensive, the 
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performance of the pipelining has little effect on the overall performance of the process, and the 
structure provides a way to keep temporarily the set of results from each service execution in order to 
inspect them. Figure 6.22 shows an example application in bioinformatics, where information from a 
list of gene IDs is first joined with a locally stored data set containing NetAffx information in order to 
retrieve the gene symbol to use for the Web-based lookup. 
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ýlUGý---------- 
Hugo retrieve (RAW TEXT) 
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Figure 6.22: Downloads HUGO information for a list of genes. 
Integration of text mining components and their application using Discovery Net are described in 
[Ghanem05]. Text mining analysis processes work on large sets of text files and follows a similar 
analysis pattern as described in the usage scenario for chemical compound analysis. The main 
difference is that the data structure is firstly used to point to the original files as well as to store the 
feature vectors derived from these texts (either a set of additional attributes for each text or a large 
binary feature set). The approach has allowed the integration of publicly available text analysis 
functions in the workflow system. Figure 6.23 shows an example workflow that was created. The 
workflow represents the processing of 800 scientific papers from FlyBase and the goal was to model 
and score the relevance of each paper to a set of genes. 
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"c 
FtyBase Find & Replace Clean Text Feature Vector rntoGaºn Filter SVM 
qfl 
L7- 
-- 
Gene Dict Extract ReqEx 
Figure 6.23: Text mining workflow performing document classification training 
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As another common pattern of usage of these data sets in scientific workflows, we look at a typical 
parameter space study. Such a study involves the execution of an analytical process for all parameter 
values in a pre-defined parameter space. Legion [Natrajan02] is an example of a Grid system that has 
specific support for the submission of jobs which are part of a parameter space study. In this example, 
a data set contains the parameters for a set of tasks. Those tasks are submitted sequentially to a 
queuing system before a subsequent operation waits for the results of each submission, conserving the 
submission order in the data set and derives a new attribute containing the location of the result. 
Figure 6.24: Workflow for parameter space study 
The support for tables makes the definition of such a study a relatively easy task. A first set of 
activities creates the parameter space. In Figure 6.24 this is done by joining the lists of parameters for 
each dimension. Then the joined result containing the values is pipelined in the workflow in order to 
submit the execution, wait for the result and derive the report. Here also the advantages are the 
support for dynamic activities to define arbitrary parameter ranges and steps with the data sets for its 
short-term persistence and data pipelining to monitor the progress of the submission and the result 
retrieval. While this can be modelled in a system such as Kepler with additional recording of the 
provenance, a design based on persistent data tables is intrinsically more flexible, though lower level, 
and lets the user process the resulting table as she/he wants to, as in the example where a report is 
generated by plotting that table. 
6.9 Discussion and Limitations 
One limitation is that the execution engine does not implicitly convert from objects to tables. 
Therefore an activity is either table-based or object-based and the conversion has to be through 
specific activities. This is mainly a modelling issue since we have map operators using sub-workflows 
at the moment. However, from a user interface point of view, it would be beneficial to the user if the 
system could allow dropping any components working over string/objects and allow mapping the 
input to table attributes. This is something that is part of the future work for the system. 
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While using an RDBMS seems natural to solve this problem, the main lesson learnt is the difficulty of 
using that in the context of data-set based workflow prototyping. The mix of opaque components, 
partially defined schemas, immutable semantic and execution caching, means that most of the basic 
patterns of usage of a relational database are not relevant, added to that the additional cost of 
administration and data connectivity. However the simplest alternative i. e. the processing of tables 
stored in text files, has limitations in terms of string encoding and the possible effect on the data size 
and handling of binary data, in comparison with pure binary implementations. Thus there was the 
need for a flexible common tabular format. The approach presented is an intermediate solution 
tailored to the specific type of composition of transformation and caching requirements when 
prototyping. In other words, it becomes less relevant once the data model is fixed and thus a schema 
can be defined and implemented and activities can process these data tables. In this case it would be 
possible to design a particular database schema to map the relations created or modified by each 
activity and we would only need to provide support to read and write to these database tables. This 
should be defined as part of optimisations of the workflow when it is deployed for production use. 
There are also several limitations related to the pipelining of data instances. Because activities are 
running concurrently as a process network, the execution can deadlock, i. e. reach a state where all 
activities are blocked reading or writing to channels. For instance, transient channels can be 
implemented using fixed-size FIFO queues, causing potential deadlocks when splitting and merging 
the streams [Parks95]. Because the engine does not own the implementation of the queues, it cannot 
resolve this type of deadlock. The system could be extended to add some level of deadlock detection, 
and probably resolution for specific channels, such as implementations based on resizable queues and 
providing information about the status of their capacity. 
Finally, concerning smart-reruns, the main limitation of our approach compared to a full process 
network approach to propagate tokens is that we can only cache complete intermediate results and 
cannot easily reuse partial results. These partial results can be explored, saved and used as new source 
data in other workflows but cannot automatically be used to restart the process where it was stopped. 
In practice, this is mitigated by the fact that the workflow can carry on running even though an 
activity has failed, and thus all its successors as well. Predecessors of the failed activity can thus 
carry on processing until completion and there is a reusable cached result. 
153 
6.10 Related Works 
This work touches on many different areas and approaches towards this issue. We consider the main 
ones. 
6.10.1 Virtual Data Set Management 
The Virtual Data Language (VDL) is a workflow definition language representing data 
transformations and storing derivation and provenance information in a Virtual Data Catalog (VDC) 
for the purpose of recreating the data or reusing data already generated. The data transformations are 
defined as a fixed set Perl scripts. Additional support for data sets and iterators have been proposed to 
the VDL language [Moreau04]. In our approach the data sets are just a special type in a generic 
workflow language, i. e. there is no data language as such but a data type with specific APIs that can 
be used in the data-flow. Its caching is based on the same caching policy as other objects in the 
workflow. More importantly we do not deal with the migration and replication of the data files and 
neither do we optimise the workflow based on these locations as in Pegasus. The data sets are 
however a way to help the user to model a process, not a way to optimise its execution, i. e. the 
transformation functions can be defined and verified from the client tool. Their migration can be 
handled programmatically (API to copy the data files to another location). 
6.10.2 Iteration in Data-flows 
While it is possible to use control structures to define iterations in the data-flow (cf. Chapter 4), data 
sets can also be used as a structure for explicit iteration over a stream of instances. Other approaches 
include the defmition of implicit iterations in scientific workflows. In Taverna, the execution engine 
detects if the input is a list instead of a single item in which case it will iterate the service execution. It 
is possible to define the iteration strategy for any service and the current iteration strategies are the 
dot product (each execution takes one element from each input) and cross product (it iterates over 
the Cartesian product of all input lists) strategy. While the approach is probably sufficient in 
bioinformatics, it is not a scalable (disk-based) data type as proposed here, though the advantage is 
clearly that it is implicit and does not require any change in the implementation of processors. Similar 
implicit iterations have also been proposed in Kepler using higher order functional operators. 
PipelinePilot focuses on the ability to pipeline data through processors mainly for applications to 
chemical compound analysis. To the author's knowledge it does not support the same kind of 
execution caching and data set derivation. The execution model is similar to Kepler's Process 
Network director and relies on queues handled by the execution engine. Thus it is not based on the 
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abstraction of processors working over data sets, but working over tokens and the related limitations 
to implement table-based algorithms requiring multiple scans. 
6.10.3 Data Services 
The goal of the OGSA-DAI project is to provide a set of services to retrieve and transform data on the 
Grid. It would probably be interesting to work on using these services to store the physical data 
instead of using files directly, however most of the functionalities are not relevant to our purpose and 
these services are mostly useful for applications that have to access securely relational or XML 
databases, i. e. they can provide a service layer for scientific data management systems. In general, 
while it would be possible to implement data sets on top of a relational data management system 
instead of directly accessing the file system, the benefits would be limited. 
6.10.4 Metadata Information 
Related to the mechanism to propagate the descriptors of the data sets in the client, a mechanism for 
the definition, verification and propagation of semantic information in the workflow has been 
proposed in [Berkley05]. The approach proposed is based on using formal logic description to link 
the structural type of the activity with an ontology. The approach is more transparent and generic than 
the descriptor derivation, propagation and verification that we propose, as it is not bound to a 
particular type of data or type of descriptor. The metadata information has not been used yet to store 
semantic description that would be propagated with the descriptors in the workflow, but that is one 
intended usage. 
Also in comparison with the addition of semantic information in Kepler, our approach is also meant 
to provide the end-user with a simple way to create the descriptors for their own activities and write 
verification code for them, and as such it is difficult to base the verification framework only on 
formal logic declarations, or similar approaches, unless they could be composed visually. 
Another approach has been presented in Kepler where collections (though not explicitly persistent) 
are passed through the workflow with special tokens containing the metadata [McPhillipsO5]. Thus 
these meta-data tokens can only be used at run-time and cannot take part in the workflow verification 
process. The approach is extended to support special tokens to start nested collections. This has 
effects on the type checking in the workflow, as tokens of different types are part of the same run- 
time stream. The meta-data is also only available at run-time process, and cannot be used for design- 
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time verification. Also, in our applications, the need for nested collections in the data-flow has not 
arisen so far. 
6.11 Conclusion 
This chapter presented the way data sets are managed in Discovery Net and the advantages and 
disadvantages of the approach. With the ability to define activities dynamically, this support means 
the end-user, who, in the case of data analysts, is used to working over data sets, has the ability to 
construct a data analysis workflow based on a scalable file-based data type. The system thus provides 
a combination of a programming environment for data analysis (with some similarities with scientific 
programming languages like R or Matlab but based on a general-purpose programming language), on 
a distributed architecture and data-flow based process construction and validation. 
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Chapter 7 
Cross-Domain Activity Management 
7.1 Introduction 
As presented in previous chapters, our approach to scientific workflows is to allow the composition of 
activities that are relevant to a domain expert. These activities therefore need to be defined or 
integrated and the wrapper approach using dedicated code for the integration is still the main and 
most generic way to do so. Also, we want to create a rich prototyping environment for the end user so 
that the workflow can be verified, parameterised using activity-specific user-interfaces, and can also 
use specialised visualisation tools that are relevant to the type of data being analysed. 
Since the architecture is distributed, this causes several issues including the versioning of activities 
between the tiers of the system, their isolation, dependencies, incompatibilities at design-time and 
run-time and synchronisation. 
This chapter presents our approach to managing the environment of these activities. We define 
activity services that define these resource dependencies and are accessed through the activity services 
bus which deals with authorisation, and that provide information and resources required to create the 
necessary hosting environments on the different tiers of the system to accommodate their execution. 
This allows the composition, verification, domain-specific visualisation, execution and deployment of 
cross-domain workflows combining activities pertaining to different contexts. 
We also present our use of a slender-client architecture to create a location-independent tool and to 
support the synchronisation of the resources required. 
7.2 Code Dependencies and Synchronisation 
Dependency clashes when integrating components and resources are frequent. A concrete example in 
the context of Web/Grid applications is the incompatibility between various implementations of XML 
parsers and various versions of the Axis libraries commonly used to write client code to SOAP-based 
Web Services. As the platform cannot control how each activity will be implemented and aims to 
provide only a hosting environment, this issue is bound to arise in particular if separate groups 
implement different sets of activities that need to be composed together in a single workflow. This 
problem arose while developing code for accessing Web Services, which would conflict with XML 
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libraries used by default by JBoss and would also conflict with other libraries used in various other 
projects (Groovy SOAP integration using XFire as an alternative to Axis, GRIA and OGSA-DAI for 
example). 
Another issue with component based approaches in distributed systems is their versioning. Most 
component and plugin-based workflow prototyping tools (e. g. UNICORE, Taverna, Triana, Kepler) 
mainly rely on fixed desktop installations. Then the workflows are either enacted locally (Kepler, 
Triana, Taverna) and access remote resources, or are enacted remotely (UNICORE), which is 
manageable if versions of the client and the services do not need to change rapidly. In the case of 
resource-oriented workflow system (UNICORE), there is no need to change the client often as the 
workflows are defined in terms of generic job executions being submitted to remote Grids and thus it 
becomes a matter of defining a fixed workflow format so that the execution services can handle 
backward compatibility while the clients are out-of-date. Similarly in the case of workflow only 
integrating Web Service (Taverna) the authoring tool can remain generic, whichever Web Service is 
accessed and integrated. Figure 7.1 summarises these different types of execution architecture into 
static and dynamic domain-oriented models and a Grid-oriented model. 
Static Domain-oriented Dynamic Domain-oriented Grid-oriented 
Model Model for Web Services Model 
Composition Composition Composition 
Execution Execution Static Activities 
Static Activities Dynamic Stubs 
Remote Execution 
Grid Resources Web Services7 
FG-dd Resources 
(e. g. Kepler) (e. g. Tavema) (e. g. UNICORE) 
Figure 7.1: Three main types of scientific workflow composition and remote execution models 
However, in the case of a domain-oriented model with remote enactment, the versioning problem 
becomes unmanageable. The main reasons for this are: 
0 While Web portals are clearly a possible way to publish functionalities easily for global 
collaboration, there are still practical limitations to the type of user interfaces that can be 
defined on a Web page. So far, even though technologies such as AJAX (Asynchronous 
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Javascript and XML) are rapidly improving the quality and interactivity of Web applications, 
it would still be very difficult to develop a complete Web-based workflow authoring 
environment. The authoring tool thus has to use thick client technologies. 
" The code for activity verification, user-interface to handle complex parameterisation and data 
visualisation is tightly coupled with the activity runtime code and therefore needs to be 
synchronised between the authoring client and the execution tier. This could be resolved by 
not allowing these in the client and only allowing basic parameterisation of the component, 
however it defies the purpose of an easy-to-use environment for scientists. 
" The users should be able to work with the latest set of activities available to him/her, and we 
assume these can change very often (new libraries, new algorithms) because of the nature of 
the scientific computing environment, and because new activities may be created as part of 
the workflow prototyping. 
There is therefore a need to define separately the dependencies required for creating activities that can 
be easily composed by domain experts, their link with the dependencies required at runtime and a 
means to synchronise these requirements. A further issue arising from the distribution is the need for 
centralised configuration management to avoid `hardcoded' information in activity implementations. 
7.3 Hosting Environments and Activity Services 
From these issues, it follows that the system must manage the following aspects of a workflow 
activity definition: 
0 Grouping: Activities are normally parts of groups of functions or components related to a 
certain resource, domain or application 
" Authorisation: Activities may need to be restricted to particular groups of users. The main 
need for this is: 
o The licensing of code or libraries used or accessed by an activity may be restrictive, 
restricting access for a particular research project. 
o For privacy or intellectual property reasons, the implementation of the activity should 
not be shared between all users of the system. 
o Some activities may not be relevant to certain users in particular if they do not have 
the relevant expertise. For instance, if a group of users does not have expertise in 
159 
querying databases using SQL, or UNIX command line executions and shell scripting 
or other types of scripting, it does not need and probably should not be granted access 
to activities allowing it. 
" Dependencies: An activity can rely on libraries, files and also other groups of activities to be 
present 
" Isolation: Each activity is executed in its own environment and is not disrupted by the 
systems environment or other groups of activities 
" Versioning: Different versions of the same library can be used by different activities. 
" Distribution: While the composition of the workflow happens in the authoring tool, the 
execution happens remotely on another tier. 
" Synchronisation: With the distribution of the environment comes the need to synchronise 
libraries to avoid incompatibilities. 
We define the following: 
9 An activity service is a service that manages a group of activities, its dependencies and the 
resources required to compose it, execute it, deploy it and configure it. 
0A hosting environment is the environment required for executing the code in each of these 
cases. 
Because the system is split in several tiers, we therefore have to define different hosting environments 
for each tier and each purpose (Figure 7.2). The characteristics of each environment are the following: 
9 Execution environment: Environment needed at workflow runtime, which must contain 
runtime libraries and dependencies. 
" Production environment: Production use of the services which require Web components for 
parameterisation and visualisation. 
9 Protot_yping environment: Rich composition of activities which requires visualisation and 
specific parameterisation user-interfaces. 
0 Configuration environment: Centralised activity configuration management hosted in the 
collaboration tier. The configuration environment allows the deployment of lightweight sub- 
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services accessible through a common configuration service in order to save and retrieve 
initialisation and configuration information for each activity or groups of activities. 
Configuration 
sub-services 
Tier 
Configuration 
Environment 
Slender-Client 
Prototyping 
Environment 
Get descriptions II Get descriptions 
Get resources Get resources 
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Notify 
Get descriptions 
Get resources 
Execution Tier 
Execution 
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Activites Activites I Activites 
Data mining 
Activites 
Figure 7.2: The different hosting environments supported in the system and their interaction 
with the Activity Services bus 
Each activity service supports role-based authorisation to associate groups of users to the relevant 
sub-set of activities they require. 
7.4 Execution Environment 
The execution environment definition contains: 
" Resources: The set of libraries (jars) required by the set of activities. 
" Dependencies: The set of activity services it depends on. 
9 Exported code: The subset of classes and libraries that are visible to dependant services. 
This follows a typical plugin-based mechanism such as that provided in desktop tools such as the 
Eclipse development environment [Eclipse] or the OSGi model [OSGI]. For this purpose, we based 
our implementation on a similar project, the JPF library [JPF], as it is easily extensible and can 
accommodate additional elements and attributes in its XML descriptors. The resources are held in a 
file-based repository (activity repository). 
To ensure complete runtime isolation, we also had to modify the classloader structure provided in 
JPF. In Java, each class belongs to a classloader, which is the object in charge of resolving the class 
definition. Classloaders are hierarchical. Each classloader has a parent. By default their behaviour is 
to request their parent to resolve the class before them (parent-fast), so as to avoid reloading classes 
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in children classloaders that are already available in parent ones. That behaviour does not provide a 
sufficient level of isolation for the classes in particular if they use different versions of libraries used 
by any of the parent classloader. We thus override this behaviour to ensure that classes are resolved in 
the classloader first before their parent (children-first). Figure 7.3 shows the classloader structure on 
the collaboration and execution tiers. The example execution. xml descriptor attached in Appendix 
B shows the definition of static activities (called nodes). 
Parent-first 
delegation System ClassLoader 
JBoss 
Children-first 
delegation 
Discovery Net classes 
Implementation classes and 
common classes for APIs provided 
to activities (description, monitoring, 
data sets, interaction) 
Services 
Activities Classloader 
ýasePluginClassLoadE 
Groovy Scripting 
Base activity classloader. Each 
plugin or set of activities has its own 
classloader and can define 
dependencies to other plugins 
GRIA Access 
Figure 7.3: Execution environment classloader structure and isolation 
7.5 Production Environment 
Our implementation of a production environment for the workflows deploys these workflows as 
Web/Grid Services and Web applications. The main requirement here is to associate the Web 
components required when deployed as Web applications. For similar reasons to the requirements for 
specific user-interfaces in the workflow authoring client, the deployment may require opaque 
components (called Web render-errs) that generate HTML fragments for the purpose of presenting the 
data results of a workflow execution in a domain-specific way, or to perform the parameterisation of 
these Web-deployed workflow-based services. 
The production hosting environment for a set of activities is therefore different from the other ones 
and requires the declaration of the resources for that purpose. It extends the definition file used for the 
execution environment and is defined in a production. xml file in the root of the folder associated 
with each activity service. 
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7.6 Prototyping Environment 
To enable a synchronised prototyping environment, we must first define an architecture for the 
caching and downloading of resources in general before extending it for our specific need. 
7.6.1 Web-downloaded Slender Client Applications 
With the Web being the main way to publish information, mechanisms have been developed to 
download and run client applications from a Web page. This allows the publisher of the application to 
stay in control of it and update it as often as needed. Applets are a simple version of this mechanism 
with the client application running from a browser page. Webstart is a similar mechanism but starting 
a separate application from the Web page and caching the resources required by that application. 
Such Web-downloaded applications are referred to as slender clients [Bethe103]. 
7.6.2 Client Delivery Architecture 
The authoring tool is thus not a desktop tool but a cached Web-downloaded application that is always 
kept up-to-date. The client delivery mechanism uses information from the activity services bus to fmd 
out the exact set of resources that is required for a particular user. The authoring client resources (jars, 
configuration files) are cached locally and the system checks for updates every time the tool is started. 
This ensures that each user only downloads libraries and resources relevant to activities it is 
authorized to use, also ensuring the privacy of the code deployed in the activity repository. The 
mechanism to describe the resource dependencies of a set of activities is presented in the next section. 
The application delivery uses the Java Webstart library [Webstart]. To address potential security 
issues associated with the downloading of code to a client machine, all the resources downloaded 
must be signed with a trusted X509 certificate (if it is not signed, the library is not installed, if it is not 
trusted the user will be asked whether or not to trust it). 
While Webstart (and in general this type of technology) provides a means to download and cache the 
code, it does not solve some issues for our purpose: 
" The classes are all part of the main classloader of the application started, which means the 
issue of code isolation arises again. 
9 It does not deal with non-code resources except native libraries (. dll, . so), which may be 
required when integrating external tools from the client. 
"A more minor issue is that it requires all the jars to be signed. In the context of an integration 
platform, the ownership and licensing requirements of the various libraries used is complex. 
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Some licenses may not allow a library to be modified at all and therefore in theory it cannot 
be signed if it is not already, though there are no technical restrictions so far on the ability to 
do so. 
7.6.3 Extension to Webstart for Prototyping Environments 
The resources required on the workflow client are: 
" The activity implementation class (which contains the definition of the verification code). 
0 The classes referenced by the verification code. 
0 The classes required to create the user interface needed in the case of complex parameters. 
" The classes used at run time for activities supposed to run from the authoring client (called 
client-side activities). 
0 Other non-Java resources required (files, executables). 
Our solution was based on the following. Instead of defining a JNLP file (the resource description 
format used by Webstart) pointing to all resources required by the plugin, we had to create a more 
complex hierarchical structure that can be interpreted by the client tool at start up. Each plugin 
defines one or more jars (most plugins only require one which follows a 
<plugin>_<version>_client jar naming convention) which contains the following files: 
0 All the jars that need to be part of the plugin classloader 
" Optionally a clientresources. jar containing all the files that need to be available for that 
plugm in the client 
"A clientresources. properties descriptor containing the names of all the jars/zips that needs to 
be associated with the classloader of that plugin, as well as the location to extract the 
clientresources jar if defined (relative to the temporary root folder of the application). 
The activity management service is responsible for creating the XML description files that collates 
the references to all the plugins JNLP currently available and authorised to that user. When the client 
tool starts it looks through all clientresources. properties file, extracts resources into a temporary 
folder created for that session and creates the classloader structure, thus circumventing the check 
performed by Web Start when downloading resources (the main jar still needs to be signed). Figure 
7.4 shows the client's classloader structure. The figure shows the fallback mechanism to allow 
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downloading dynamically the classes from the server if they are not present in any library declared in 
the JNLP files. Figure 7.5 shows the overall architecture of the solution. 
Parent-first 
delegation System Class Loader 
All libraries declared in 
JNLP files and cached 
WebStart ClassLoader 
Aggregated JNLP File 
Points to server URL for 
Children-first URLClassLoader downloading additional classes 
delegation dynamically 
eb Services Access GRIA Access 
PluginClassLoader Groovy Scripting P luginCl ass Loader 
PluginClassLoader 
Plugin-specific client-side libraries 
Figure 7.4: Prototyping environment cl assloader structure and isolation 
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Figure 7.5: Client delivery architecture using Webstart and information from the Activity 
Services bus to start the client and instantiate the prototyping environment 
7.7 Configuration Environment and Sub-services 
Activity implementations need to be able to retrieve configuration information. Once the code is 
synchronised, there may be a need to retrieve initialisation data which may not be stored as part of the 
activity definition code, but should be centrally managed for the system. For this, we define a 
configuration hosting environment. The characteristics and implementations of that hosting 
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environment are similar to the execution environment, though some of the runtime libraries may not 
be needed. The main particularity is that it must allow access to retrieve and save configuration 
information related to particular activities or groups of activities. The particularity of a protocol 
accessing such information is: 
" It does not need to deal with inter-operability as the system ensures the synchronisation 
between environments. 
" It is essentially stateless as it only provides accessors to information related to configuration 
information (e. g. access to configuration files). 
" There is no need to publish how to retrieve specific configuration information as the clients 
implicitly know it and are coupled with it. 
0 The configuration information available changes when activity services are updated. 
We therefore designed an architecture based on a single configuration service that allows the 
deployment of lightweight sub-services together with a communication protocol to access these sub- 
services. Full details of this special type of services are outside the scope of this thesis, but the key 
aspects are: 
" The deployment of the sub-services is implicit, based on naming conventions and does not 
require any descriptor or registration. 
" The default, non-compulsory, encoding is the Java serialisation protocol, to support a 
transparent programming model from clients. 
" There is no need for additional stubs, lookup and narrowing mechanisms as in 
RMUEJB/CORBA to use these sub-services. A client can use any interface to create a proxy 
to the remote service, which is sufficient when the code is synchronised and the client knows 
which interface to use. 
" Each sub-service is accessible through a unique URI and using HTTP POST protocol. 
" The programming model allows returning the wrapped HTTP response stream of the service 
call to the caller. This is to support a common communication pattern when dealing with 
medium-to-large data, where usually a first synchronous method call is performed only to 
exchange information in order to set up a data stream in a separate remote access. 
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" All communications are over a single type of HTTP servlet which dispatches to the right 
classl oader/class/method. 
" The configuration service provides the base URI to access sub-services (i. e. there is only one 
global lookup required to access all sub-services). 
It is therefore a specific form of REST Web Service [Fielding02] with a particular encoding and 
mapping of URI to implementation class and method. With this mechanism it is possible to deploy 
sets of centralised configuration sub-services on the collaboration tier. The definition file for this 
environment follows that of the execution environment and is defined in a configuration . xml file 
in the root of the folder associated with each activity service. 
7.8 Notification of New Services 
Adding or removing an activity service from the bus triggers the update of the configuration, 
execution and production environments. For these environments, the downloading of resources which 
is done through HTTP download is triggered when receiving the notification from the activity 
services bus. There is, however, a limitation with WebStart and it does not allow updating its cache 
while the application is running. It is therefore required to restart the authoring client to synchronise 
it, but the rest of the system thus supports `no downtime' updates. In particular, configuration services 
are implicitly redeployed when the configuration environment is updated. The request to update the 
environments is sent through JMX services, a low-level standard system management protocol. 
7.9 Hosting Environment for Dynamic Activities 
Each dynamic activity can define its own hosting environment by choosing which activity services it 
depends on (Figure 7.6). While this may seem like a trivial library management aspect, it can achieve 
execution semantics that can be difficult to define otherwise by gluing code together either in Java or 
in a scripting language. As an example, assuming a piece of glue code that needs to access two 
libraries which have clashing requirements, then the only possible workaround is to define separate 
pieces in different libraries to be loaded in different classloaders, and use a third piece of code to 
combine them (while classloaders refers to Java classloaders, the issue of library clashing is the 
broadly the same in most languages). Here it only requires the exported parts of each service to not 
clash. 
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Figure 7.6: Definition of the hosting environment of a dynamic activity 
The hosting environments provide the layer of encapsulation and thus allow the definition of domain- 
specific dynamic activities. As well, they can be used to bridge between data models used in separate 
environments and act as cross-domain functions. In Figure 7.7, the example relates to the combination 
of activities for the purpose of retrieving and integrating bioinformatics data in order to perform a text 
mining analysis [Ghanem05]. In this context, an example of a cross-domain function would be the 
conversion from data retrieved as BioJava [BioJava] structures into a structure used in the Lucene text 
search-engine library [Lucene]. While in practice, most of the components so far are based on data 
sets working on common simple types, there is still a need to process data objects in the workflow, in 
particular for rapid integration. 
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(hosting environment) 
Bloinformatics Domain 
(hosting environment) \ Tr&nmg set Modelt ng 
Web 
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Figure 7.7: Example of an abstract cross-domain workflow 
7.10 Discussion 
The environ rent we use for testing the server in this thesis represents a typical deployment of the 
system and illustrates the extent of the requirement for code management. It has 62 plugins, using a 
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Manage Input output Ports 
Add the selected services as dependencies to this dynamic activity 
total of 225 libraries (Jar files), 169 of which need to be downloaded on the client for activity 
validation (arguably it is difficult to check if all of them are required or if they are the result of an 
overly pessimistic approach to dependency management), representing 786 types of activities. The 
potential for updates to any of these plugins is very high given the level of maturity of the libraries 
they depend on in many cases. For this reason, the need for both centralised repository for code 
management and isolation mechanisms was crucial. On a 10OMbit/s network, starting the client the 
first time takes 61s, 49s for the caching and 12s for starting the JVM, handling the resources that need 
to be extracted and presenting a login window to the user. Subsequent starts also take 12s. 
As the data, workflows and activities are also shared, the slender client architecture enables a 
location-independent and dynamically updated authoring environment. A user can connect from any 
machine to the Web portal deployed on the service tier and start the client. 
The system to deliver the client application has proven relatively easy to deploy. The only 
requirement is to have a Java virtual machine installed on the desktop machine, as Web start also 
takes care of downloading if needed the right JVM version required for the application. Having the 
right MIME-type or file type association in the browser also simplifies the deployment of the tool, 
though that is not compulsory. 
The framework currently implemented does not support the definition of dependencies between the 
hosting environments in the client tool though this is something that should not be difficult to 
achieve. Some of the technical limitations relate to current implementation issues with the Java Web 
Start mechanism. Those include: 
" There is no way to explicitly remove jars (Java libraries) that are no longer relevant for an 
application and they are kept in an internal cache, which means it is difficult to force the 
de-installation of libraries, even though they are not used by the system. 
" It is static in the sense that the state of system is only checked at start-up, at which point 
updates and new jars are downloaded and not while the application is running. 
In general, the definition of resource and dependency requirements specifically for each environment 
has proven important to reduce the risk of clashes which become very high in rich environments. For 
this reason, it has been important to take these issues into account at the system design level instead 
of leaving them as a potential implementation issues. Our approach is tightly integrated with the way 
Java deals with code dependencies and encapsulation, as our implementation relies on such 
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environment, though the issue of code encapsulation and the means to achieve it are relatively similar 
in other languages and environments, for example in the Common Language Infrastructure [CLI]. 
7.11 Related Works 
The OSGi [OSGi] has defined a dynamic component model for the JVM whereby new components 
can be added, removed and restarted at run-time. This approach is now the basis for the Eclipse 
plugins framework and is thus similar to the library (JPF) used for the implementation of our 
classloader structure. This model is becoming increasingly popular for server-side systems, e. g. the 
Apache server Geronimo [Geronimo]. 
While these are local components, our approach is to provide this kind of management to a distributed 
infrastructure. This is similar to the way J2EE applications can define a client jar for the definition of 
a client application to EJB components. However this is restricted to the EJB model and does not 
handle the client-side isolation and synchronisation aspects. It is the responsibility of the client 
application to create the class loading structure for the statically defined client jars. Our model 
extends this idea to the management of temporary resources, code isolation and synchronisation. 
7.12 Conclusion 
This chapter has presented the management of activities in the system, as well as the related issue of 
code synchronisation between the different tiers. While there is now an accepted standard for 
communicating and describing remote services (Web Services), the issue of sharing opaque 
components and their dependencies, which is arguably harder, still remains. In our case such sharing 
is crucial to the goal of a distributed and easy-to-use workflow construction tool, as it ensures that 
activity verification and visualisation code is synchronised on the client. 
Our approach, based on extending a Web-launched cached application model with code isolation 
management and the definition of different hosting environments related to groups of activities, has 
proven sufficient, relatively easy to deploy and has changed the pattern in which the system is used. 
Extending it to new domains for the purpose of new research projects, or updating new libraries in the 
activity repository can be done centrally for all users. It is thus very relevant to an infrastructure 
which is meant to adapt rapidly to an evolving environment (new services, new protocols and new 
components). 
On the other hand, we so far had to rely on a tightly integrated and homogeneous environment for this 
and while this has not been an obstacle because of the availability of Java on all the main platforms it 
170 
is a potential limiting factor. For instance, the development of a client based on other technologies 
and providing the same level of functionality would be extremely hard at this stage. Interoperability is 
however much more important for production workflows. At this stage, the use of standard Web and 
Grid services protocols is paramount. 
Another drawback of relying on a homogeneous Java-based execution environment is the reliance on 
a Java application server to be running on each execution server. In the next chapter, we present our 
approach to designing a job submission management system in this context instead of relying on 
traditional Job/Grid schedulers that are based on spawning native processes. 
Finally, this mechanism has been an important step towards supporting a cross-domain workflow 
prototyping client and Web deployment with remote enactment, an aspect which is unique to the 
Discovery Net platform. 
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Chapter 8 
Workflow Jobs Management 
8.1 Introduction 
As presented in previous chapters, we defined an architecture where the execution servers download 
the resources required to create the environment necessary for the workflow execution and for this 
purpose we assumed that these workflow executions are hosted in application servers where the 
necessary environments have been initialised and ready to process workflows. This is a relatively 
different pattern from typical Grid architectures that base task executions on launching remote native 
processes. 
The issue was to design a job management architecture in that context and our approach has been to 
investigate a design based purely on standard commodity J2EE services, so as to benefit from being 
agnostic to the application server, network protocols and persistence mechanisms it uses. 
In this chapter we detail how workflows are submitted, scheduled, controlled, monitored and 
executed on the execution tier. The scalability of that part ensures that the system can cope as both a 
prototyping and production environment. While J2EE architectures have been successfully applied to 
developing mainly Web applications, their applicability as the basis for the management and 
clustering of heterogeneous long-running jobs has received less attention. 
The result is an architecture based on JMS, container-managed persistence and message-driven-beans 
that delegates several concerns to the application server and that scales relatively well with the 
number of execution servers. We discuss the advantages and limitations. 
8.2 Background 
A job manager handles the lifecycle of compute jobs. It deals primarily with its queuing, scheduling, 
matchmaking and execution. In the context of Grid computing the job manager has additional tasks 
related to security and distribution aspects. We define the main requirements for our workflow 
execution jobs management system in Table 8.1. 
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R1 Supp ort for queuing long running tasks and selectin an execution server 
R2 Supp ort for task monitoring 
R3 Supp ort for controlling tasks 
R4 Authenticated and authorized access to the job manager 
R5 Dele gation of credential of the submitter to the running job 
R6 Supp ort for deployment-over wide-area network (WAN) 
Table 8.1: Main requirements for the workflow jobs manager 
The potential benefits for such a job manager of running within a J2EE server is that the application 
server can deal with the following concerns: 
9 Network protocol, protocol tunnelling and network communication patterns (server/client 
initiated connections, polling or notification for asynchronous messaging) 
" Modular authentication and authorization mechanisms 
" Component state management and persistence 
" Management of asynchronous communications 
9 Logging of the application's events 
It is arguable whether a job manager should be concerned with these aspects in the first place instead 
of delegating it to another layer. However there is a consistent trend in system design to attempt to 
rely on a higher level of services and abstractions. 
The main difference between the J2EE-based approach and traditional job managers (Unix Fork, 
Condor [Litzkow88][TannenbaumO2], Globus [Foster0l]), is that all the workflow executions are 
running within an application server and not as separate system processes. For this reason, it is 
difficult to reuse these job managers in this context. 
8.2.1 Container Enterprise Services 
We briefly describe the specific services relevant to the discussion of this chapter. 
8.2.1.1 Stateless Services 
Stateless remote services are implemented as Stateless Session Beans. The container takes care of 
pooling and reusing instances to improve performance when there is a high volume of calls and 
allows accessing these objects using several protocols (Table 8.2). 
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Protocol Purpose 
RMI/JRMP For Java-based systems, thus allowing the communication of any serialisable Java object transparently. 
RMI/IIOP To support CORBA-IIOP inter-operability 
SOAP/HTTP To support Web Services inter-operability. 
Table 8.2: Sets of protocols that can be used to access stateless session beans 
8.2.1.2 Stateful Services 
This service allows the container to handle the lifecycle and the persistence of long-lived stateful 
objects. The objects are mapped into a relational database using a predefined mapping and the 
container is responsible for ensuring the consistency between the database instance and the object in 
memory. This service is provided as Container-Managed Persistence for Entity Beans which is the 
name given to the stateful objects managed by the server. 
8.2.1.3 Messaging 
The Java Messaging System (JMS) is a messaging service that supports the point-to-point model, i. e. 
the asynchronous communication of messages that can be consumed by only one registered 
consumer, using Queue objects. It also supports the publish/subscribe model, i. e. the asynchronous 
publication of messages that are broadcast to all the subscribers, using Topic objects. JMS providers 
are responsible for the network protocol that they use to communicate and deliver messages. In 
particular, the service we used, i. e. JBossMQ, has support for the following communication protocols: 
9 Server-initiated push model (over RMI/JRMP): Allows faster communication by pushing the 
notifications to the subscriber, but requires the subscriber to be able to export RMI objects. 
Being able to export RMI objects adds constraints on the network architecture as it means 
that the machine that exports the object must know the IP address or name by which it can be 
reached by the caller. This is the main reason why such protocol cannot be used easily for 
WAN deployments if the subscribers for the messaging service are behind a firewall or 
belong to a local network, for instance configured using Network Address Translation (NAT). 
" Client-initiated pull model (over HTTP): On the subscriber-side, the messaging service pulls 
regularly information from the messaging provider. This approach solves the issue discussed 
above but is not as efficient as sending the notification as it happens. 
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8.2.1.4 Message-driven Objects 
Associated with the messaging service, special object types can be registered to be instantiated to 
handle messages coming to a Queue object (point-to-point model), thus removing the need for 
subscribers to act as factories of the actual instances that will deal with the processing of the object 
from the queue. 
8.3 Application Server Clustering Approach 
Because of an architecture based on standard J2EE components, one natural way to try to distribute 
the computation is by using component clustering mechanisms usually provided with application 
servers. These mechanisms allow distributing the objects onto a cluster of machines to share the 
computation load. 
In the J2EE model, workflow executions must be handled as Entity Beans as each execution is 
stateful and potentially long-running. Figure 8.1 shows a layered architecture for this case. The 
clustering of entity beans was handled by the JBoss Clustering service which relies on the JGroup 
library for federating computers. 
Client / Web Portal 
Stateless Service for 
Workflow Submission 
Workflow Execution 
Stateful Component Clustering Management 
(Clustered CMP Entity Bean in JBoss) 
Cluster Management - Advertise/Join 
(JGroup multicast) 
Figure 8.1: Workflow execution scheduled by Stateful Bean clustering 
The main issues encountered when we tried to implement this model were the following: 
9 Stateful components, in this case Entity beans, are meant to represent data, not handle 
executions. As such, consecutive calls to methods of these components can create several 
instances alive concurrently on different machines. Their state is synchronised by a common 
state manager. Therefore it is difficult to communicate directly with the particular instance of 
the component that is currently processing the execution. We had to create a specific 
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execution policy to ensure that once the Entity bean starts executing, then all subsequent calls 
go to the same instance. 
0 The queuing of requests has to be implemented as part of the workflow submission service 
and is usually not handled by the application server clustering which immediately creates the 
bean. 
9 The reliance on a multicast protocol for federating the computers means it is difficult to set 
up over wide-area networks. 
0 Finally, the clustering of components is not yet part of the J2EE standard. As such, the 
behaviour of any solution based on it could be specific to an application server. 
In summary, although this approach did work given some customisations, it required several changes 
and specific customisation to be used, which goes against the idea of trying to build the system by 
complying with a standard set of services. 
8.4 JMS+CMP+MDB Services Approach 
This approach relied on using the messaging service together with the container-managed persistence 
and message-driven beans (Figure 8.2). The matchmaking policy to select the execution server, 
resides in the messaging service's handling of the subscribers to its point-to-point model. The service 
provider used in the experiment allows configuring and extending that handling, thus making it 
possible to use various matchmaking policies or information from external schedulers and resources 
monitoring. 
176 
Client / Web Portal 
Stateless Service for 
Workflow Submission 
Stateful Workflow Definition Component 
(CMP Entity Bean) 
Job Queue 
(JMS) 
Control/Monitoring Topics 
(JMS) 
Message-driven Workflow Execution Components 
(Message-driven bean subscribed to Job queue) 
Matchmakers (JMS queue handlers) 
Pre-defined Policies Dynamic Policy 
R bi d R 
JSR 241 
oun - o n Results Reuse GAT 
Figure 8.2: Job management layered architecture 
8.4.1 Architecture 
The overall architecture is shown in Figure 8.3. Both Web and thick clients talk to the 
TaskManagement service, a stateless service implemented by a stateless session bean for job 
submission, control and some basic level of monitoring. The client also connects to the messaging 
service to receive monitoring information about the execution. 
The TaskManagement service is hosted by a container that also provides hosting to the JobEntity 
bean, a container-managed persistence entity bean stored in a common persistent storage, and access 
to the JMS service providers for the Job queue, the Job topic and the Status topic. The server hosting 
this service is also called submission server. 
A JobEntity instance has the main following variables: unique ID, execution status, workflow 
definition, workflow status information, last status update time, start date, end date, user information. 
Execution servers host a pool of message driven ExecutionHandler beans which, on receiving a 
message from the Job queue, subscribes to messages added to the Job topic. The pool size represents 
the maximum number of tasks that the execution server can process concurrently. The container 
hosting the execution server also has access to the same persistent storage and messaging service 
providers as the submission server and so can host instances of Job entities. 
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Figure 8.3: Services deployment and communication patterns 
8.4.2 Submission 
The following sequence of events happen when a workflow is submitted for execution (Figure 8.4): 
9 The client submits the workflow to the TaskManagement service 
9 The service then creates a new JobEntity object, which is transparently persisted by the 
container in the database 
" It then publishes a request for execution to the Job queue and returns the ID of the JobEntity 
to the caller. 
" That execution is picked up by one of the ExecutionHandlers of any execution server, 
following the allocation policy of the JMS provider. 
9 The ExecutionHandler subscribe to the Job topic, selecting only to be notified of messages 
related to the ID of the JobEntity it must handle. 
0 The ExeciitionHandler then instantiates the JobEntity object and starts its execution. 
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Figure 8.4: Communication during job submission 
8.4.3 Control 
The following sequence of events happen when the user sends a control command to the execution 
handler, such as pause, resunze, stop or kill (Figure 8.5): 
" The TaskManagement service receives the request for a control command to a given 
JobEntiry ID. 
0 If the request to execute that JobEntity is not in the Job queue and its state is running then it 
posts the control request to the Job topic. 
" The listening ExecutionHandler receives the notification and performs the control action on 
the JobEntity which will accordingly modify its execution status. 
Execution Server 
Control 
Task Management Service JobEntity receives 
'. lient Tool auselresumel"t) 10 notd7C9tion 
_ -Publish 
control request on 
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publish 
_ 
loadTsýve 
Enterprise Services 
Job topic 
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e Persistence 
for Job ID Provider for 
JobEntity 
Figure 8.5: Communication during control requests 
8.4.4 Monitoring and Checkpointing 
As the scheduler is used to execute workflows which must be monitored from a client tool, the 
monitoring mechanism needs to support relatively large workflow status information that could 
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include complex activity specific objects describing the status of each running activity in the 
workflow. The sequence of events for monitoring the execution is as follows (Figure 8.6): 
The ExecutionHandler for a running JobEntity regularly requests the latest workflow status 
information from the running workflow. 
If that status has changed since the last status update, the state of the JobEntity is updated. This is 
equivalent to checkpointing the execution at the workflow-level, not the activity-level, and the new 
execution status and workflow status information is submitted to the Status topic. 
If the client tool is currently running, it will be subscribing to publication on the Status topic, for the 
tasks that have been submitted by the current user, and will therefore receive the notification and 
associated status information. 
The policy followed by the ExeciutionHandler to schedule the request for the latest workflow status 
information, is based on a base period and a maximum period. The status is requested according to 
the base period, except if the status has not changed, in which case the update period is doubled, up to 
the maximum period. 
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Persistence 
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Figure 8.6: Communication during workflow monitoring 
8.4.5 Failure detection 
One problem with the de-coupled architecture presented, is that there is no immediate notification that 
an execution server has failed, as it only communicates through the messaging service which does not 
provide, by default, information to the application about its subscribers. Thus it is difficult to monitor 
the cluster and implement a heartbeat mechanism. The approach used to detect failures of the 
execution server is to check regularly, on the server hosting the TaskManagement service, the last 
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status update time of all the running JobEntity. If that update time is significantly above the maximum 
update period, then that job is stopped, killed if necessary, and restarted. 
8.4.6 Security 
In order to make sure that workflows run in the correct context and have the correct associated roles 
and authorization, the ExecutionHandler needs to impersonate the user who submitted the workflow. 
This requires a specific JAAS login module that enables that impersonation to happen for the security 
policy used by the ExecutionHandler to login. This module uses login and credential information 
securely stored in the JobEntity to restore the identity of the submitter on the execution server. If the 
execution server does not want this impersonation mechanism to happen automatically, additional 
login modules can be stacked together in order to perform more specific credential or role checks. 
8.4.7 Matchmaking 
The matchmaking policy is defined by the way the JMS service provider decides which 
ExecutionHandler should receive requests added to the Job queue. Several policies are provided by 
default with the JMS provider that was used. In particular we used a simple round-robin policy at 
first. We also developed the following policies: 
9 Grid Engine Policy: We relied on submission to a Grid Engine [SGE] system to find out 
which resource to use. We assumed that the set of execution servers was the same as the set 
of resources managed by the engine and submitted a request to execute a script only to 
retrieve the relevant information to pick the relevant subscriber from the queue. This policy 
was mainly experimented to provide a system functionally close to using directly a job 
submission system but with an additional layer of enterprise services, but was not used in 
practice. 
" Results-Reuse Policy: For the case where intermediate data products generated by workflow 
executions are only available from the execution server where they were generated, we 
defined a policy whereby execution always occurs at the location where previous results have 
been generated. 
8.4.7.1 JSR 241 Policy 
This policy receives a script that must be evaluated and must return a list of resources (defined as 
fully qualified server names) that this workflow can run on with the following behaviour: 
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" If the list returned is empty or none of the server names returned are available, then the task 
fails. 
9 Otherwise the first resource available in the list is used to submit the workflow execution. 
Implicit variables are available in the binding used for the evaluation of the script, to help defining the 
list of resources that should be selected (Table 8.3). 
Variable Description 
subscribers List of all the subscribers to the Jobs queue 
Map containing for all the subscribers to the Jobs 
handlers queue, the number of free ExecutionHandler beans 
able to process the job 
Table 8.3: JSR 241 binding to create policies 
Figure 8.7 and Figure 8.8 show example scripts that will select a random execution server or pick the 
subscriber that appears the least busy based only on the number of free ExecutionHandler it provides. 
This is used in particular from the workflow request mechanism (Chapter 5) to trigger the 
resubmission of the workflow with a particular matchmaking script. Using this, workflow-specific 
policies can be developed and tailored to particular applications. The script being arbitrary, it can 
access resource monitoring systems to create the decision function. The evaluation of that function is 
delayed until its scheduling. In particular through the GAT interface the scripts can access monitoring 
information for the purpose of the matchmaking. 
//Pick a random subscriber returned as a list 
[subscribers [ (int) (Math. random() *subscribers. size ()) ]] 
Figure 8.7: Example policy implementation for random subscriber selection 
//Pick subscribers with highest number of free execution handlers 
max = handlers. values () . max () 
handlers. findAll{it. value == max} 
Figure 8.8: Example policy implementation for least loaded subscribers selection 
8.4.8 Short-lived Synchronous Executions 
Although workflows executed are mainly resource intensive, involving remote access or CPU- 
intensive activities, some of the simpler workflows may still represent much less intensive tasks, such 
as management tasks involving trivial database queries or updates. For these short-lived executions 
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the overhead of saving the task, scheduling it for execution on another server and monitoring it 
becomes non-negligible. 
Additionally, because the policy of the scheduler cannot predict the complexity of a task, the 
scheduler cannot automatically prioritise these workflows differently. Of course, one improvement 
that could be made to the scheduler would be to handle priorities among other information in the 
scheduling policy. However, this would still not reduce all the overheads. 
For these simple tasks, there is no requirement for monitoring or execution on a separate tier. Instead 
these tasks are allowed to be executed synchronously and immediately as they are submitted to the 
TaskManagement service. There is no creation of JobEntity, no submission to the Job queue and no 
control and monitoring support. Instead the workflow as received by the TaskManagement service is 
executed with a globally set deadline for the execution defined by the container for stateless 
components (for EJB-based invocation) or the container for HTTP servlet access (for the Java 
Stateless Service protocol), after which the execution thread is killed. 
8.5 Deployment 
For the deployment of the application, we used the HSQL [HSQL] database as persistence provider 
for the persistence of entity beans. It provides support for the persistence of basic types as well as 
Java objects. The messaging service is JBossMQ [JBossMQ]. Messages are stored if needed in the 
same HSQL database instance used for the persistence of container managed entity objects. 
8.5.1 Campus Grid Deployment 
The simplest deployment configuration makes use of protocols that are only suitable over a network 
without communication restrictions or Network Address Translation (NAT), which is usually the case 
inside an organisation. The RMI protocol can be used for simplicity and efficiency, as well as direct 
connection and notification of the client tool can be performed as it will most probably have an IP 
address by which the server can connect to it. This setup is described in Figure 8.9. 
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Figure 8.9: Services deployment and protocols in `Campus Cluster' configuration 
8.5.2 Cross-Organisation Deployment 
The second configuration for the scheduling system uses HTTP tunnelling for method calls and 
HTTP-based polling for both JMS queue and topic subscribers as shown on Figure 8.10. The main 
advantages are that the client is not required to have an IP address reachable by the messaging 
service, as there is no RMI-based call-back. This means that although the client tool, in our 
application, performs rich interactions with the workflow, it does not have to be on the same network 
as the task management server and can be started from a private network. For the same reasons, the 
execution servers also do not need to have a public IP. This makes it possible for resources behind 
organisation firewalls to participate in the cluster. 
Other aspects of the deployment configuration need to be modified to support such deployment. In 
particular the timeout and retry values for connecting to the persistence manager and the messaging 
service need to be increased, to make allowance for higher network latency or failures. 
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Figure 8.10: Services deployment and protocols in `Cross-Organisation' deployment 
It is also possible to use Secure HTTP (HTTPS) in place of HTTP which can also secure the RMI 
over HTTP communication. Using this, the system can ensure the privacy of the communication 
between the client tool and the service tier. However it was not possible to secure the TCP connection 
to the persistence server (HSQL), which means that it is not possible to entirely secure the 
communication between the service and computational tier using the current database provider. 
8.6 Evaluation 
8.6.1 Requirements Coverage 
The system presented supports the queuing and scheduling of jobs through a JMS topic (RI). The 
persistence of the state of these jobs is handled by the application server and their execution is 
handled asyncluonously (RI). A status topic allows the workflow client to subscribe and receive 
monitoring information about the running task (R2). The tasks subscribe to a special topic through 
which they receive control requests (R3). Authentication is handled consistently and the credentials of 
the submitter are delegated to the execution context of the job (R5). Support for deployment over 
WAN is increased by the ability to configure the application server to use polling mechanism instead 
of notifications for both the client tool and the execution handler, as well as the ability to secure the 
connections (R6), with the current exception of the communication to the persistence service. 
8.6.2 Non-functional Evaluation 
The non-functional benefits of the approach are the following: 
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" The implementation does not access UO, network or the main data stores directly, but through 
accesses managed by the application server. Though these are rather implementation issues, it 
has an impact on the maintainability and configurability of the system. 
" It is not bound to a particular network protocol, and the protocols used can be defined by 
configuring the application server. 
" The use of JMS shields the implementation of the job manager from the actual 
communication pattern (e. g. client-initiated pull model or server-initiated push model) used 
between elements of the system, making it easier to work around network configuration 
issues and security restrictions. 
" The implementation is not bound to a particular Java application server, and can theoretically 
run on any one that complies to the J2EE standard. 
" It only required a limited set of implementation classes (3 main classes representing the entry 
point as a service, the task's state and the request handler). 
8.6.3 Functional Evaluation 
We evaluate each element of the distributed system in terms of its scalability and robustness 
properties: 
" Task Management Service: This service is stateless and therefore its availability and 
reliability can be increased through standard load-balancing and clustering techniques. In 
case of failure, the system can carry on processing jobs submitted. Only the clients currently 
connected to it will not be able to submit and control the submitted workflows. Also the 
check for failed execution servers will not be performed while that service is down. 
Execution Server: The number of concurrent execution servers is only limited by the 
maximum number of subscribers that the messaging service supports and the maximum 
number of connections that the persistence provider can handle. In case of failure, the job is 
not lost. Once the failure detected the job will be resubmitted for execution by any available 
execution server. 
" Persistence Service Provider: The robustness and scalability characteristics of the database 
obviously vary with the database providers. The HSQL database we used does not provide 
specific fail-over, or high-availability features and as such the persistence provider is 
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currently a single point of failure of the system. However, since we are not bound by design 
to any specific persistence provider, we could pick from a database vendor and a setup that 
supports such features. 
" Messaging Service Provider: For the same reasons as the previous service, its robustness and 
scalability characteristics depend on its implementation and on the database it uses for 
persistence. 
8.6.4 Performance Evaluation 
We evaluated the system on hardware with the following characteristics: 
" The service tier was hosted on an Intel Xeon, 2 CPUs of 3 GHz, 2 GB RAM using Linux. 
The application server used JBoss 4.0.4-GA. The JVM had a maximum heap size of 1 GB. 
" The compute tier was hosted on up to 12 Intel Xeon 4 CPUs, 3GHz, 4Gb RAM using Linux. 
The same application server was used with the same maximum heap size. 
" The clocks were synchronised using NTP with a minimum precision [NTP] of 15µs. 
" The connectivity between the tiers was 100Mbit/s and there was at most one switch between 
them. 
" The monitoring period for workflow execution was a minimum of 6s and a maximum of 60s 
(monitoring information is also collected once when the task finishes). 
8.6.4.1 Memory Footprint 
The memory footprint of the system is shown in Table 8.4. The size of the application servers are 
mainly due to the pre-loading of all activities when the server starts up. This means loading all the 
classes required for the execution and validation. This must be done at startup as some plugins or 
specific activities require initialisation (e. g. verification of the availability of specific programs, 
databases or services). Before loading the activities, the servers only use around 90Mb of memory. 
The loading of activities could be delayed until required, however from a usability and management 
point of view, it seemed better to verify and initialise as much as possible at start up. 
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Tier Virtual Machine 
Memory size (Mb) 
Used Memory 
(Mb) 
Client 172 129 
Service 565 492 
Compute 565 492 
Table 8.4: Memory footprint of the different tiers 
8.6.4.2 System Overheads 
We evaluate the overheads incurred by submitting and executing the workflows within a separate 
execution server. We use the following notations for the values collected: 
" t;: Time in ms to execute the code in JBoss (only possible to compare for 1-node 
workflows). 
" tW: Time in ms to execute the code from within a workflow activity executed 
synchronously (no monitoring or checkpointing). 
" tm: Time in ms to execute the code on an execution server including monitoring and 
checkpointing. 
" ts: Time in ms to execute the code from the moment the workflow is received by the task 
management service until the task is finished. We assume that the task is handled 
immediately, i. e. the jobs queue is empty. 
From these values we derive the following overhead statistics: 
0 Workflow execution engine overhead: ow (tW t; )/t; 
" Monitoring and checkpointing overhead: om (tm-tw)/tom, 
" Job management overhead (submission + monitoring): o; = (ts-t,, )/t, 
0 Total overhead: ot= (ts-t; )/t; 
Firstly we consider the minimal case of a workflow composed of a single activity that does not do any 
processing and returns immediately (Table 8.5). The purpose of this test is to define the minimal 
granularity of an execution. In this case for the simplest workflow the system takes 258ms to handle 
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from its submission to its completion. The overhead in monitoring and checkpointing is due to saving 
the state of the workflow when it is finished and sending final monitoring information to the client. 
The system is thus not designed and cannot be used for low granularity tasks as expected but is meant 
for tasks taking at least in the order of seconds to execute. 
jj Tw tm is Ow Om Os Ot 
0 101 113 258 +-0 11.88% 155.45% +-0 
Table 8.5: Time to submit and execute a minimal empty task (ms) 
We simulate three types of tasks: CPU intensive (loop adding random numbers), VO intensive (HTTP 
download) and mixed. We compare with the same task being executed in a separate Java Virtual 
Machine (Figure 8.11) without an application server or any other service running. For each type, the 
tasks were taking on average a minute to execute outside the environment. The values take the 
average from 10 executions. 
Figure 8.11: System overheads for three types of tasks assuming a 1-node workflow 
The biggest overhead is therefore the workflow engine itself, while the monitoring and submission 
overheads are relatively low given that the state of the workflow does not change and therefore there 
is no need for updated monitoring information except when the task finishes. 
We use the same three types of tasks but with a workflow containing 20 nodes, and thus up-to-date 
monitoring information needs to be sent back to the client. We cannot fairly compare with the same 
task running outside the engine and thus focus on monitoring and submission overheads. The results 
show that the overhead caused by the monitoring increases as each activity needs to be checked and 
the new information returned. 
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Figure 8.12: System overheads for three types of tasks, assuming a 20-node workflow 
8.6.5 Execution Servers Throughput Scalability 
We look at the increase of throughput when the number of execution servers is increased. Jobs are 
constantly submitted for execution. Each workflow execution takes on average 20 minutes to finish 
when executed alone. Each execution server can handle up to 2 concurrent executions. Figure 8.13 
shows the result. On the positive side, the throughput increases almost linearly, however the actual 
throughput of each machine is below its maximum, with an average of 4.5 tasks per hour with a 
theoretical maximum of 6. This can be mainly explained by the cost of context switching in Java and 
the threading of the workflow execution which actually starts a coordinator thread at the beginning of 
the execution. Also there are the costs of the monitoring and job submission. 
Figure 8.13: Task execution throughput scalability with increasing number of execution servers 
(throughput in number of tasks per minutes as a function of the number of execution servers) 
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8.6.6 System Deployments 
Among various installations, the system has been deployed over a cluster of 12 IBM Blades server 
running Linux, where the execution servers are running on a private network not directly accessible 
by the client machine. In another deployment, the client was running on the organisation's internal 
network, with only a private IP address, in the UK. The submission server was hosted in the US on a 
machine that had a public IP address. The execution servers were hosted on a private network only 
accessible directly by the submission server. In that case, using protocol tunnelling (in our case RMI 
over HTTP) and client-initiated pull mechanisms instead of server-initiated notifications do affect the 
overall feel of the client application because of higher latency when submitting and monitoring jobs. 
It also particularly affects the time to transfer data back to the client for visualising the results. It does 
not however affect the performance of the workflow execution. 
Finally, the scheduler has currently been integrated in the InforSense commercial product based on 
Discovery Net and is currently being used in production environments on several sites, albeit only on 
clusters of machines inside an organisation but accessed from remote locations. So far it has 
supported deployment for up to 100 concurrent users though with an irregular pattern of usage 
(around 10 daily users and the others less regularly). It is also under continuous automated testing on 
at least two deployments. 
8.6.7 Conclusion 
While the job scheduler scales nearly linearly over the set of 12 servers, the overheads of the 
application server, the workflow execution and the monitoring have an effect on the performances. 
This effect is however limited in practice, as the workflows usually mix different types of 
components. In the case of data intensive analysis, the pattern is usually to export the data to a native 
executable or stage the execution remotely, and thus the effect on performance is different. The 
application server itself is therefore not the best place to carry out large computations. In our case, it 
is meant as a local execution handler with particular workflows accessing remote resources when 
required. In particular data mining algorithms are usually implemented natively and thus the 
integration requires the exportation of the data to that executable. 
8.7 Limitations and Discussion 
We only considered a minimal subset of the features provided by a job manager and for instance we 
did not use a specific resource description or matchmaking language. This is left entirely to be 
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defined in workflow-specific matchmaking policies or as additional JMS subscriber selection 
modules. 
One limitation that became clear with the deployment to large number of execution servers is that the 
application server needs to be constantly running on each machine that participates in the cluster. The 
footprint of Java application servers is quite large. This has to be balanced with the fact that all the 
executions happen within the same JVM and therefore share many of the classes which would be 
duplicated if each execution was happening in a separate process. This is an important difference 
compared to machines participating in a Condor or Globus pool, which require virtually no memory. 
The architecture thus becomes relatively heavyweight. 
As well as the footprint, the administration of such cluster is more tedious than managing a process- 
level queuing system or small network services. The administration of JBoss (and in generally for 
J2EE servers) has to be done through a Web portal interface and there is limited command-line access 
to the application server. 
For those management reasons, the approach is so far still more suited to clusters of machines within 
an organisation, so that the management can easily be handled through common network file systems 
or local network administration tools. 
The main potential bottlenecks needing further investigation are the behaviour of the messaging 
service with larger number of execution servers, as so far the number of concurrent users and the type 
of workflows executed have not required more than the number of execution servers in our test. In 
any case, as already stated, the purpose is not to attempt to improve the performance of job 
schedulers, but is an attempt at using a particular set of standard technologies related to the hosting 
environment we require for workflow execution. 
8.8 Related Works 
The Java CoGKit [Laszewski02] is a Java wrapper around the Globus toolkit and provides a range of 
fiinctionalities for Grid applications and in particular job submission. It is therefore based on native 
process execution, while our approach is to distribute executions of entities that run in a Java hosting 
environment. However the Java CogKit could be used from a user-defined matchmaker to create 
Globus-based scheduling strategies. 
The Grid Application Toolkit [Allen03] has wrappers for Java called JavaGAT. This interface is a 
wrapper over the main native GAT engine which itself is trying to provide a consistent interface layer 
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above several Grid infrastructures such as Globus, Condor and Unicore. Again, the difference of the 
approach relies on the submission of native process executions over the grid, instead of handling that 
process at a higher level and leaving the scheduling, potentially, to a natively implemented Grid or 
resource management service. As for the Java CogKit, JavaGAT can be used from a user-defined 
matchmaker and in general we have used it in the implementation of workflow activities that want to 
connect to Grid resources (cf. Chapter 5). 
Proactive [Huet04] takes a Java oriented approach by providing a library for parallel, distributed and 
concurrent computing that can also interoperate with several Grid standards. While using the same 
approach as Discovery Net, we based the engineering around the standard Java messaging and 
persistence services rather than on our implementation. 
JMS has been used in several Grid projects. It acts as a bridge between a J2EE system for Web-based 
presentation of the monitoring information gathered using the DREAM middleware [Quema04], a 
reflective component-based asynchronous distributed services platform. JMS is not central to the 
architecture, but is a means to communicate asynchronously between a Grid middleware and a J2EE 
server. The NaradaBrokering project [Fox02] aims at delivering a message-oriented-middleware and 
researching the issues related to resilience, robustness, ordering, security and trust. It complies with 
the JMS standard and as such could be used as a JMS provider in our architecture, and is thus an 
example of the potential benefit of designing a scheduling architecture on standardised services. We 
have not experimented with using it in place of the JbossMQ implementation yet. 
Quartz [Quartz] is an open source Java-based periodic task scheduler, but is not designed for long 
running tasks that require monitoring and interaction. It is designed for short, periodic tasks, and can 
only run on a highly synchronised cluster. 
Jim-based schedulers have been proposed such as in the ICENI architecture [Furmento04]. The 
scheduler focuses on runtime matching and optimisation of the components of the applications. It 
does not focus on the architecture to support the monitoring and the state management of the task. 
An extension to Condor's ClassAd resource description language used by the matchmaker has been 
developed as part of the SAMGrid project [Baranov04] to allow arbitrary external functions to be 
executed. This is similar to our JSR 241 based approach, but does not use a dynamic language. 
The management of the persistence of stateful objects through a container is a far less common design 
pattern in Grid architecture. Most implementations rely, maybe rightly so, on standard job submission 
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systems. To our knowledge, this is the first attempt to use this abstraction in the design of a workflow 
execution architecture for intensive and long-running tasks. 
8.9 Conclusion 
One of the architectural differences of the system is the execution tier for workflow execution as a 
tightly integrated part of the system. As such it is essential for this tier to be scalable. In this chapter 
we presented its design and performance. 
In general, building a robust Java-based scheduler based on commodity services such as J2EE 
services could be used in a wider range of Grid applications to benefit from the framework provided 
by Java application servers and the related standard services for Enterprise computing. It could 
potentially simplify the implementation of these applications by delegating part of the management 
such as the state persistence to that application server as well as potentially benefiting from being 
agnostic to the application server, persistence manager and messaging service used. This bears 
similarity with Jini-based Grid computing architectures [Furmento02] but with a different set of base 
services. 
While the job manager presented is required to enable the distribution of workflow executions, it is 
not usually the main performance bottleneck when executing scientific workflows, as such 
bottlenecks are normally specific to each application. Its design is presented mainly because of its 
architectural differences from Grid schedulers. That architecture is more relevant to our context since 
we require a set of homogeneous Java Virtual machines and workflow executions in an application 
server. In the case of Grid applications relying either on script executions or on native executables 
readily available on the computational resources, the need for such architecture becomes more 
limited. Using a standard Grid job management remains simpler. 
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Chapter 9 
Discussion, Conclusion and Future Works 
9.1 Discussion 
Much of the work presented in this thesis has been motivated by the need for designing an e-Science 
workflow system for processing and mining large data sets that is directly and easily usable by the 
domain experts, or scientific users, themselves. Keeping the usage paradigm simple has posed many 
challenges to designing the architecture of the system and also its implementation. 
While some comparison and limitations have already been discussed throughout the thesis and 
specific evaluations have been conducted, we detail the coverage of the functional requirements 
defined in Chapter 2 and compare these with some of the main approaches described in the literature, 
as well as look at additional aspects of the system. This chapter summarises its main limitations and 
differences. 
9.1.1 Visual Environment 
More details of the way the client tool works is outside the scope of this work but it does provide a 
way to construct the workflow visually (R1.1). With the commercialisation of the system, this aspect 
is being worked on even more. Limitations compared to other scientific workflow systems are mainly 
the lack of support for structured hierarchical workflow composition such as the Frame/Template 
mechanism of Kepler. An aspect that is not presented in this thesis but has been worked on recently is 
the semantic annotation of the workflow (Kepler, myGrid) and its applications (myGrid). 
The intermediate data products of the workflow execution are kept on the collaboration tier. The user 
is notified visually of their availability and can inspect them using any client-side visualisation 
activity that matches the type of the data (R1.4). In the data-flow execution, they are also use as cache 
in subsequent executions (R1.2). The client can clear the cache explicitly if required, or decide to 
ignore and not use it in subsequent executions. Intermediate data products are managed as temporary 
data. Because of the potential size of that data, there is no automated long-term management for it, 
i. e. when a parameter changes, the reference to the intermediate data is lost, though that reference can 
always be kept in a workflow defmition document. This is probably easier for the end-user, easier to 
maintain for administrators and scalable but means they are not automatically preserved for the 
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purpose of auditing or data provenance control (Kepler, myGrid, Vistrail). In our model, we assume 
that for this purpose the data needs to be explicitly exported back to a scientific data management 
system that will track this information, or this aspect should be handled during the deployment of the 
workflow into production. 
Monitoring information is available for the state of each activity, the state of the streams between 
activities, sub-workflows and in general any parameter declared as monitored (R1.3). An activity can 
request an interaction, and define the parameters and associated editors that are needed for the 
interaction, thus allowing arbitrary user-interface and visualisation tools to be triggered (R1.5). The 
main limitation is that the interaction does not happen while the workflow is running but while it is 
paused, paused meaning it is stopped but will be resubmitted and restarted from the same activity as a 
side effect of the caching policy. While there are several architectural advantages to this approach (it 
is asynchronous and does not require direct communication between the execution server and the 
authoring client), it does not allow the type of computational steering enabled in SCIRun or VLe, 
though these systems rely on a very different type of architecture based on X-Window, data-flows 
being executed in the authoring tool and steering through specific APIs that the activity 
implementation must use. In comparison while interactions can be defined in the activity code, they 
also can be requested in the workflow definition as part of the parameterisation of the activity as well 
as through the activity specialisation mechanism. Kepler supports a special pause actor to explicitly 
request the workflow to stop and Taverna supports control requests to request the user validation 
before proceeding. 
9.1.2 Deployment to Production 
The mechanism to deploy a workflow into production is based on an explicit deployment phase that 
will add the newly created workflow-based service onto the workflow service bus so that it can be 
used either from the prototyping tool as a service activity or be accessible through Web/Grid service 
(R2.2), or associated with an XML template to generate a form-based Web application for domain- 
experts to use the service (R2.1). The main advantage of the architecture is that this deployment 
process does not require any down-time as the collaboration services and activity definitions are 
shared between the prototyping client and the production interfaces. The main limitation is that it 
does not yet specify the various registration mechanisms required from a new workflow-based service 
to be used in a wider e-Science infrastructure (storage to scientific data management system, 
registration with provenance tracking servers and publication to scientific registries). The platform 
needs to be improved to take advantage of these services. 
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9.1.3 Activity Management 
The activity services management presented in this thesis ensures that libraries and resources are 
synchronised between the different tiers of the system and in particular that the prototyping tool uses 
components and visualisation user-interfaces that are relevant to the domain expert (R3.1). These 
mechanisms are very different to most tools, which usually rely on locally available plugins in single- 
user environments (Kepler, Taverna, Triana, SCIRun). The slender-client architecture is also unique 
to Discovery Net and ensures the synchronisation of the foundation code of the client tool. 
One issue that we have not dealt with, is that of fmding and retrieving the services and activities to be 
used in the workflow. So far, the system connects to a single bus on which a set of activity services 
have been added. Specific lookup mechanism are handled in particular activities (e. g. Web Services 
UDDI lookup, binding to a JavaSpace), but there is no global activity or service lookup. While the 
system has not been used in this way it should be possible to connect multiple services buses in order 
to aggregate the set of activities available, though with the growing number of activities, the issue of 
searching them will become all the more important. For this, it must be extended to support semantic 
tagging and searching. 
9.1.4 Slender Client Architecture 
The slender client architecture is generally relevant to collaborative scientific problem solving 
environments, as it provides a way to publish efficiently through the Web arbitrarily complex 
applications, thus mixing the best of both Web and thick application approaches. There are several 
drawbacks, in particular the current complexity of code delivery tools such as Webstart (jar signature 
issue, defining of XML descriptors). Also the application has limited access to local resources, which 
is fine in our case as we want to enforce a centrally managed remote storage of workflows and data 
associated with it and limit any reliance on particular desktop installations, but can be difficult to 
implement in general. It is possible that pure Web technologies such as AJAX replace in the long 
term the need for such architecture. However this is currently unclear given the maturity and 
complexity of those technologies compared to more standard application development languages and 
libraries (e. g. Java/Swing). 
9.1.5 Optional Stubs in Service Architecture 
While service-oriented architectures based on Web Services and XML allow interoperability and 
loose-coupling in principle, there is still in practice a tight coupling in many implementations which 
rely on client-side stubs statically generated for particular versions of a service or even require using 
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helper classes and libraries specific to a certain version for accessing the service. In our approach, the 
ability to have what can be seen as rich dynamically-downloaded visual composition stubs for each 
activity is used to support the end user, however it could be generalised to downloading user 
interfaces or components to deal with configuration aspects (backward compatibility, communication 
protocol) of the service instead of pushing all these aspects to the service implementation. 
In particular, while developing the communication protocol for configuration services, we followed a 
pattern whereby communications between the stubs and the services are stateless and can use XML 
messages, but the stub itself provides functionalities for its isolation and embedding. This does not 
necessarily mean lower interoperability and tighter coupling as the services can still be accessed 
without using this stub, which only provide additional functionalities in the environments where they 
are supported. It would therefore be interesting to propose a standard way to describe Web Services 
that can provide an associated OSGi bundle that can be downloaded and instantiated for this purpose. 
9.1.6 Standalone Execution Environment 
Our approach to let groups of activities define the libraries and dependencies they need for different 
purposes has been so far sufficient to avoid most of the conflicts that arise from wrapping services 
and resources using various libraries and tools. The approach should be extended and used to deliver 
the entire execution environment, i. e. deliver a synchronised black box that can process workflows on 
any machine, by extending the current slender-client architecture to a simple client containing the 
workflow engine and the execution environment. Such a black box can then be used to deliver 
workflow-based processes to remote resources or user desktops, which would only be possible for 
certain types of workflows. The architecture would then act as a central workflow repository, 
configuration and activity management, with decentralised, non-monitored or check-pointed 
executions. An architecture that has proven scalable for certain types of self-contained CPU-intensive 
applications such as the SETI@Home project[SETI]. 
9.1.7 Role-based Access, Shared Repositories and Collaboration 
The authorisation mechanism can be used by administrators to restrict access to shared data, 
workflows and activities (R3.2). While this has proven sufficient in practice, the level of detail of the 
authorisation mechanism is limited, i. e. roles can be assigned to users. There is probably scope for a 
finer-grained access control policy. These aspects are usually not addressed in other scientific 
workflows understandably as there is less focus on the issues of sharing workspaces between multiple 
groups of scientists using the same infrastructure. 
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Having a dedicated and centralised workflow sharing repository has a large impact on the 
implementation of the client tool in comparison with desktop tools which only load/save files locally 
and send executions to remote servers, and while it opens many possibilities (workflow warehousing, 
mining and indexing), it does increase the implementation complexity for an issue that could 
potentially be relegated as an external infrastructure issue (network file system such as NFS, SMB or 
WebDAV, distributed version control such as CVS and Subversion) and separated from the client 
tool, even though that will probably decrease usability for the end-user. 
In practice, typical users of the workflow client are still limited to a small number of experts, e. g a 
few individuals in a research project and up to tens of individuals across a large organisation) while 
workflow-based services available through the Web or Web Services interface may be available to a 
much larger group. Only an increase in the number of these workflow builders within research 
projects can really prove how useful the approach is compared to using separate prototyping 
environments with a common production environment. 
Other tools to support collaboration have been considered, such as instant messaging or 
session/desktop sharing. The issue was how much coupling there should be between these systems, 
and whether there is scope for integration beyond using existing generic collaborative tools such as 
the Access Grid [AccessGnd]. So far, only very loose integration have been attempted (based around 
common data format and hyper linking between different systems) instead of more involved 
architectural integration. 
9.1.8 Concurrent Workflow Development 
One aspect related to the development of workflows in a collaborative environment that has not been 
treated is the need for a dedicated version control system, which can provide information on structural 
workflow differences between versions, as well as help to merge them, deal with conflicts if they 
have been modified concurrently, or lock parts of the workflow to be edited exclusively by one or 
more users, these being just examples of some of the basic operations to manage concurrent editing of 
documents. In particular a visual difference that highlights changes at the three levels of our model, 
either at the graph structure and parameter value, or simpler text-based difference for the scripting 
layer, would considerably improve concurrent development of applications using the system and is 
particularly required as we extended the workflow model with a scripting layer. 
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9.1.9 Secure Environment 
Security is handled through a standard and modular role-based authorisation and authentication 
mechanism for Java applications- JAAS. As well, by relying on an application server it is possible to 
secure most of the communication channels between the tiers (R3.3) by reconfiguration, with the 
notable exception of the access to the persistence manager in our implementation which is over an 
unsecured TCP connection. The reliance on JAAS also means that the system can be reconfigured to 
use new security infrastructures such as Shibboleth. UNICORE handles secure connections between 
the tiers though it does not explicitly rely on the JAAS standard, even if it is Java-based. 
While the HTTP and RMI communication can be secured over certificate-based encrypted 
connections (SSL), it is not possible to delegate the authentication from the execution servers to the 
Grid resources accessed. Instead it is the responsibility of the workflow to ensure access and 
authentication using any protocol. There is no delegation of credentials from the infrastructure. There 
are however some limited ways to access credential information in a manner specific to the 
application server, and which can be used in the activity implementation, which cannot be considered 
an aspect of the architecture. In comparison Grid workflow engines rely on job submission systems 
such as Globus or process-level executions. That means it is possible to define delegation policies 
using Unix authentication, key-based SSH authentication and other low-level delegation mechanisms. 
In general, the approach provided in JavaGAT of registering URL handlers for Grid protocols means 
that these secure protocols (SSL, GridFTP) can be used transparently throughout the system. This 
approach is currently being experimented, particularly trying to deal with the issue of automatically 
associating the right user certificate based on the context information provided by the application 
server (user/roles from JAAS). 
9.1.10 Grid-based Execution 
The workflows are executed on dedicated resources on the computational tier (R4.1). This tier is 
managed by a job submission system developed as part of this project. The advantage of this 
approach is a tighter integration of the architecture which is entirely based on application servers 
communicating using standard J2EE services. The security is handled consistently throughout the 
system. The components of the architecture and their implementation are network protocol agnostic 
and delegate the management of their persistence to the application servers. The workflows run in a 
rich hosting environment and not as standalone native processes. Despite these architectural benefits, 
having developed our own submission and scheduling system means that we did not reuse stable, 
200 
reliable and accepted Grid computing schedulers such as Globus or Condor. There are several 
implications: 
0 Managing a set of widely distributed J2EE servers is not simple and though separate tools 
have been developed to present consistent views of a set of servers, it is still a complex 
process. In comparison, Grid systems are based on lower level native executions and UNIX 
services, such that their administration can be more easily automated and scripted 
" The memory footprint of a running application server in our case is quite large in particular in 
comparison with standard Grid schedulers. The comparison is however difficult as in our 
approach most of the classes required during the processing are already loaded which reduces 
the cost of loading them every time in the case of standalone Java processes. 
" The various overheads of monitoring, executing in an applications server and the workflow 
execution have an effect on performance, however this is mitigated by the heterogeneous 
nature of the workflows we target and their reliance on remote data, compute resources or 
external processes. The execution server is mainly for handling and coordinating the 
workflow execution which may or may not access other resources. 
The system does not handle workflow resource requirements (R4.2) in a declarative way. Instead it 
provides a means to define that as part of the workflow. An activity or the entire workflow can be 
customised (specialised), such that checks for resource requirements can be added and the migration 
of the workflow (Reschedule Request) can be triggered at run-time. The main benefit is that the 
architecture is not coupled with any specific resource specification language or Grid system. Indeed 
one could define a set of activities to provide a scheduling strategy based on a specific resource 
specification language. The system is also not constrained to any placement, migration or planning 
policy and leaves that as part of application specific strategies in the workflow definition. While this 
approach works for simple policies, we do not know yet how it will `scale' to more complex 
applications. 
Similarly, access to external schedulers, monitoring and reservation services (R4.3) is done by 
specific activities, or directly through dynamic activities using libraries such as JavaGAT. This model 
is flexible yet is not integrated and transparent to the user. For reasons already stated, we chose 
flexibility and explicit integration over implicit dependency to an external scheduling system. 
Most Grid workflow engines have more advanced execution and optimisation features. Our main 
difference is that, being domain oriented, each component is higher-level and finding a generic 
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scheduling strategy in that context becomes more difficult since we do not force the definition of 
explicit dependencies to data and file resources, or the characterisation of the activity (CPU intensive, 
remote/local, performance model). 
The support for deployment over wide area network (R4.4) at the architecture level is helped by the 
caching of the client tool resources, the use of stateless objects from the client to the server, and the 
asynchronous communication mechanism between the tiers. In practice, the execution servers have 
mostly been located relatively near, i. e. inside the same organisation and have been used as a 
dedicated so-called campus grid for the system, while the client has been often used over networks 
with limited bandwidth and high roundtrip time, and thus enables global collaboration and 
prototyping. 
9.1.11 Workflow Model 
The system supports the definition of new activities defined statically (Java code, command line or 
Web Services) or dynamically (script-based) and the management of their dependencies on libraries, 
resources or other activities, for the purpose of execution or the purpose of verification in the client 
(R5.1) without needing to restart the system. We also experimented with a means to customise the 
workflow (R5.2) by adding scripts to specialise the activities. The mechanism is flexible but requires 
coding, and we assumed that a hybrid model between the pure data-flow graph definition and scripted 
component would allow scientists who are used to scripting, macro or domain-specific scientific 
languages, a way to bridge both approaches. The high level structure remains imposed by the data- 
flow graph while the details of analysis or transformation can be scripted. This is similar to the way 
popular tools like Microsoft Excel allow both simple creation of spreadsheet and more complex 
macros to be defined and applied on it. This use of scripting in the workflow model reinforces the 
need for concurrent version control support in the workflow repository, in order to track code 
changes. 
While it is clear that the graph-based approach is simple to use to define basic processes, it is not 
clear if it can `scale' with the complexity of that process. An important issue will be to understand the 
point up to which it is beneficial to use a data-flow graph, after which it may be more suitable to 
switch to a control-flow based model and finally to traditional programming languages. The problem 
is that it may be difficult to grasp the actual complexity of a scientific process before it is being built. 
While one may start with a simple image of the analytical process, it is usually refined iteratively and 
can become much more complex. Using data-flow based approaches, scientists therefore take the risk 
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of ending up with a very complex representation of the process. Visual modelling of workflow has 
been very useful and simplified the component composition process but it remains a form of 
programming and as such requires the user to understand some of the issues and limitations 
associated with each model (limitations and increase in complexity of DAG-based data-flow graphs, 
concurrency issues in process networks, and complexity of control flow approaches). 
9.1.12 Declarative vs. Opaque Components 
The current workflow definition model solely focuses on the composition of opaque workflow 
components. Since we are focusing on data sets processing, a possible extension to this model would 
be to allow a mix of activities specified declaratively. In particular, some activities could be specified 
as data transformation queries over relational data using languages such as SQL, such that the 
workflow engine execution model can be extended to also perform query composition and 
optimisation on subsets of the workflow graph. This could lead to the definition of an extended 
workflow definition language which scope would also cover relational data transformations. 
9.1.13 Composition Layer 
The composition layer supports the structural parallelism of the DAG-based composition flow which 
is also extended to support pipeline parallelism (R5.3). The main limitation is that the pipelining is 
based on the model of a process network and therefore its performance is limited by context 
switching in particular for CPU intensive tasks. The model should be enhanced to allow sections of 
synchronous data-flow to provide a more efficient model, which would then mean that the execution 
engine covers the three basic execution types of data-flows (DAG, PN and SDF). Using hierarchical 
composition of execution models as in Kepler, may not be the right way as most users would expect 
to see the pipeline definition as part of the main workflow. 
One currently possible approach is to use functional composition to create the pipeline and use a 
pipeline activity to perform the composed operation against a set of inputs and handle its execution 
using a typical synchronous data-flow coordination. That would however mean that the monitoring of 
the status of each operation would have to be part of that pipeline activity instead of progress 
information associated to the activity that defined each element of the pipeline. There is therefore a 
need to also investigate possible extensions to the execution model. 
203 
9.1.14 Coordination Layer 
The execution model also supports the definition of a coordination flow layer used to define the 
control-flow of the application (R5.4). While the approach is generic, based on a data-flow process 
network model of execution and supports the addition of new activities, it is not based on a well- 
defined control-flow language and as such some of the advanced workflow patterns cannot currently 
be modelled with it (patterns requiring a global view of the execution). However, compared to 
control-centric workflows, it enables a data-centric modelling approach that maximises the use of the 
composition data-flow. 
While using a graph-based approach for the composition layer has proven successful and easy to use, 
the paradigm to use for the definition of the coordination layer is not as clear. Our current approach 
has proven useful but does not specially improve on current graph-based control flow modelling 
approaches which in general may not be easier to use than non-graph-based approaches. In the future, 
there should be several means to define that workflow coordination, and in particular, there should be 
ways to derive it from the data-flow using event recording (mainly two types of events for execution 
requests and parameter changes), in order to generate a skeleton control flow graph which can be 
refined manually afterwards. Similarly, it should be possible to choose whether to generate a graph 
structure or a more traditional script-based recording of these events, to provide a greater level of 
flexibility. That script could then be used to derive other control-flows using standard program 
analysis techniques, or to capture workflows generated by particular execution trails. 
9.1.15 Scripting Layer Configuration 
As part of the description of activity services, the scripting language provided to these activities could 
be configured and specialised towards the domain they need to support. Practically that could include 
classes to import, set of implicit variables to bind or set of categories to use (in this context, 
categories refer to a mechanism defined in Groovy [KoenigO7], to add methods to common classes, 
within a scope defined by a block), or a means to validate the result returned by the script in case it 
should return a particular data type or structure. The workflow remains the support for composition 
and provides the framework for activities to create contexts that are more relevant to the scientists. 
Figure 9.1 shows how we would evolve from direct access to domain specific tools, workflow-based 
composition 
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Workflow 
Dynamic Activity 
Workflow Domain Specialisation 
Workflow Activity Hosting Environment 
Domain Specific Language Web Services/Client API Web Services/Client API 
Domain Specific Tools Service Layer Service Layer 
Domain Specific Tools Domain Specific Tools 
Figure 9.1: Possible layer model for domain-specialisation of dynamic activities 
This is of course not meant to provide an environment that emphasises on reusability, but to create 
task or domain specific environments for experts. Reusable components can be created at a later stage 
when the tasks are clearly identified and there is less need for the flexibility of a programming 
language. 
9.1.16 Data Sets Management 
Data sets are managed as a special type in the workflow. That type supports the need to cache 
intermediate data products and derive new data sets linked or not with their parent data set (R6.1). It 
is also extended to support pipeline-parallelism. Having support for tabular data in the system means 
it is easier to integrate with data mining and machine learning algorithms. It also means the user can 
create arbitrary data transformation functions from the authoring tool using dynamic activities, and 
we have presented some of the syntax to do so. It provides an intermediate abstraction between in- 
memory scientific programming languages such as R or Matlab, but with the advantage of the 
caching and execution on a compute tier and the potential for scalability of a file-based structure. The 
management of the data structure in memory is not addressed but there are several libraries already 
available for this. In particular the Colt library provides support for in-memory data structures for 
high-performance scientific computing and is being used in general in the domain of high-energy 
physics and with the platform to model statistical genetics analysis workflows. 
The table descriptor structure allows generating the expected and actual structure of the table either at 
verification-time or run-time (R6.2). If the expected structure cannot be calculated, the actual 
descriptor structure generated at run-time is propagated to the client. The validation rules are either 
based on attribute parameters that can have constraints of multiplicity or type, or based on opaque 
verification code that verify and create the expected descriptor for a given activity. The approach is 
thus not based on generic and transparent rule or description logic languages. The system should 
probably be extended to support these kinds of definitions in which case a richer set of validation 
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techniques could be used. However our main concern was to allow the definition of arbitrary 
activities using a generic language to reduce the complexity of that process. 
Another line of work would be the use of relational database management systems once the workflow 
is in production and therefore, in many cases, the descriptors of the data sets are known and fixed. 
These descriptors can be used to generate a dedicated schema to support a particular workflow. That 
could then enable auditing and provenance tracking of the data generated at each execution, as well as 
a better control of the lifecycle and administration of these intermediate data products. 
9.1.17 RMI/EJB vs. Web Services and Interoperability 
Internal communications are not based on Web standards for remote procedure calls. Instead, the 
default RPC protocol is RNII across EJBs. This means that the tiers of the Discovery Net architecture 
are relatively tightly-coupled. In particular the use of RMI brings the issue of the versioning of 
objects, as both the sender and the receiver must work on the exact same version of a class to be able 
to communicate objects. In the case of Discovery Net, the client application delivery mechanism 
ensures that the classes used on the client and the submission tiers are the same, thus removing the 
need to be able to handle different versions. 
Mitigating factors include the use of stateless remote objects on the submission tier in order to reduce 
the web of reference issue of distributed object infrastructures, as well as the use of asynchronous 
messaging for the monitoring mechanism which helps to decouple the state of the client from that of 
the execution servers. Thus the architecture is not based on distributed objects but on stateless 
services and asynchronous notifications, albeit non-XML or SOAP based. 
While XML-based approaches clearly improve the potential for inter-operability, they have an effect 
on the flexibility to develop and rapidly evolve the entire system, compared to more transparent 
distributed computing mechanisms such as that provided in RMI/EJBs. For that reason the choice to 
rely on non-XML technologies for internal communication between the tiers of the system, while 
enabling its use only at the interface, has not been an issue so far. 
While there has not been a sufficient need for using SOAP/XML Web Services as a core protocol, 
moving away from EJB to HTTP based communication (to avoid additional JNDI lookup, EJB object 
creation and narrowing) could improve the performance, simplicity and reliability of the system. The 
author is currently working on extending the use of the protocol used for the configuration services to 
the rest of the system, to provide a hybrid model of stateless service-oriented protocol based on Java 
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serialisation to provide a simple and transparent programming model for clients. However, this 
approach is only relevant as we enforce code synchronisation throughout the system. 
Interoperability with other systems is possible through the Web Services endpoint. But it has several 
limitations. In particular the approach was to provide a simple facade, which does not include a 
monitoring and notification mechanism, this mechanism being only implemented using standard but 
Java-specific technologies and is currently only used by the client tool. This monitoring mechanism 
could be implemented using Web Services standards for notification such as WS-Notifications, even 
though the approach is relatively constraining for the subscriber as it needs to itself provide an 
endpoint for notification, while the equivalent Java approach leaves this issue to the JMS provider, 
and implicit distributed objects can be created and exported on the subscriber side (failing that, HTTP 
polling is always a possible fallback mechanism). 
9.1.18 Grid Standards 
While it is difficult to give an exact definition of the Grid, in practice it is usually assumed that a Grid 
architecture will be based on top of a task scheduling such as Globus or a set of WSRF-compliant 
services. The only place where it has been experimented with is to provide a stateful access to a 
particular workflow-based service i. e. the WSRF service represents a workflow and the state of its 
execution. This could be extended to model more parts of the system using this concept, though the 
simplicity of the stateless Web Service approach in general seems sufficient. Partly, we considered 
these standards and tools to be dealt with at the activity-level instead of the architecture level, for 
instance by creating activities that submit tasks to schedulers or SSH-based executions. This approach 
is similar in the main domain and service-oriented scientific workflow tools (Kepler, Taverna, 
Triana), which do not place any particular Grid system at the core of their architecture. 
9.2 Conclusion 
The development of the Discovery Net system has been very interesting because of the wide scope of 
applications it enables and the interesting potential for cross-domain analysis once components have 
been added to the system. 
On the other hand, because of this wide scope, the system could not focus only on particular issues 
related to specific application areas but needed to remain generic. Similarly, while the goal of the 
system is limited (rapid prototyping of scientific workflows), this touches on many research areas, 
and thus the contributions could not be limited to a particular domain, though they all relate to the 
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common theme of supporting the creation of integration workflows and providing an architecture that 
supports their publication, looking at distributed architecture, workflow modelling and execution 
aspects. 
The types of resources and services used in scientific applications are unlikely to become more 
homogeneous and simpler to deal with in the near future. While Web Services may become 
sufficiently ubiquitous that they can be a standard way to integrate remote services, in the meantime 
most algorithms are still first developed as standalone programs and using C/C++ code as 
performance often remains crucial. Therefore there is still no simple enough way to create programs 
that are ready to be effectively integrated in particular using workflow systems. In that context, there 
is still a lot of scope for finding ways to ease the creation of these integration workflows. 
Many of the aspects presented in this thesis focused on trying to bridge the gap between data-flow 
environments for scientific workflows construction and rapid integration for application prototyping. 
In particular, most APIs to the system are accessible through the workflow authoring client and do not 
require development outside the workflow environment. This bears similarities with scientific 
programming environments like R or Matlab, but combined with a graph-based workflow 
construction, data-flow execution semantic, distributed architecture and coupled with a general- 
purpose dynamic language. The examples show that combining a workflow approach with the 
concise syntax of a dynamic scripting language can bring a high level of flexibility for defining the 
type of integration activities that are common in e-Science and Grid computing. 
As initially said, we had to fmd a compromise between different concerns and focuses of the system. 
The main ones have been: 
" Flexibility to add rich opaque components against highly distributable activities and Grid- 
oriented workflow definition. 
" Rapid evolution of the system using Java-based distributed computing services, against using 
standard interoperable protocols and message-oriented architecture between tiers. 
" Agnostic to the application domain and limited architectural dependency to domain-specific 
libraries, against building on top of specialised infrastructure or tools. 
While the approach has allowed us to successfully implement the platform, this clearly gives some 
possible research and extension areas for the system to improve these aspects. 
To summarise, the main conclusions on our proposed architectural contributions are the following: 
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" Extending a workflow model based on a DAG-based data-flow graph, to both programming- 
in-the-small and to a control layer, has been so far a good strategy to keep a high-level of 
usability and simplicity of the interface while extending it to allow creating more complex 
applications. But there are still limitations related to the management of scripts and to the 
type of model to use for the control layer. 
" Providing native support for data sets has enabled the rapid prototyping of data mining and 
analysis applications. But having to rely on a dedicated implementation for this is an 
important limitation, as it cannot rely on techniques, optimisations and administration 
features that for instance typical database management systems can provide. 
" Our approach to the management of the code associated with groups of activities has allowed 
creating a dynamic platform where the workflow client can act as a rich component 
composition interface while the execution is performed on a separate tier. In the context of 
letting domain experts compose integration workflows in a heterogeneous and rapidly 
changing environment, taking such an approach has been crucial to the manageability of the 
system. The drawback is that we so far relied on a Java-based approach to create a 
homogeneous environment, though the design could be extended to resources required to 
non-Java implementations. 
9.3 Future Work 
The main extension to this work and to the platform in general, is the analysis of the specific 
requirements of the production phase of the scientific workflow and in particular how to translate a 
workflow to that phase. For instance, going from an architecture where the data model is only 
partially known to fully known would mean a wider place for RDBMS-based processing and related 
Grid data services such as OGSA-DAI. The caching policy would need to be different and may 
require the definition of particular checkpoints instead of caching by default, for performance reasons. 
In comparison, the prototyping phase is like rapid interpretation of a workflow, thus there is scope to 
define a compilation process towards the final production scientific workflow that becomes part of a 
global e-Science infrastructure. Issues thus include service registration, semantic annotation, service- 
oriented provenance tracking and standardisation of the interfaces. 
It would be also interesting to expand from the current system and try to define the requirements for a 
generic data-flow/workflow engine over the same distributed infrastructure, letting the end-user being 
able to specify persistence and execution model aspects of the workflow, in order to create a 
209 
collaborative infrastructure layer below application-specific types of workflows and execution 
models. This is similar to the separation between the graph and its directors in Kepler, except that 
director definitions and their associated persistence format should be accessible, defined and modified 
from the workflow authoring tool. 
As we have seen in the evaluation of the data sets pipelining, the use of the process network as a 
model of execution means that a lot of time is spent in thread context switching during the execution. 
This is a known issue with this type of execution model. It would therefore be interesting to try to 
define a model that allows subsets of the workflow to use a synchronous data-flow model such that it 
can be scheduled using a single thread of execution. This would be beneficial mainly for locally 
executing CPU intensive activities. The main issue would be to ensure the compatibility with the 
current execution model. This would unify the three main data-flow execution models, DAG-based, 
PN, and SDF, instead of using hierarchical composition of execution models. 
Finally, there is a lot of scope to improve collaborative workflow development for instance using 
workflow-specific concurrent version control functionalities and in general by adapting software 
development tools and infrastructure towards workflow-based scientific processes. 
9.4 Closing Remarks 
The recent growing interest in scientific workflow systems has both provided a research challenge as 
well as testified the sound foundation and usefulness of the approach. Discovery Net has pioneered 
this approach for the modelling of data mining applications, but there are challenges ahead to 
transform it into a system that can be part of a global e-Science infrastructure. 
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Appendix B 
Activity Services Configuration Files 
The following is a subset from the execution. xml used to define static activities code requirements for 
execution. 
<? xml version=""1.0" ?> 
<! DOCTYPE plugin SYSTEM ".. /.. /conf/plugin. dtd"> 
<plugin id="scripting" version="4.0.11"> 
<attributes> 
<attribute id="product-name"" value="Scripting Plugin" /> 
<! -- This information is dynamically included when the file is 
checked out from CVS. --> 
<attribute id="build_tag" value="$Name: $" /> 
<attribute id="build_date" value="$Date: 2006/10/20 17: 03: 03 
$" /> 
<attribute id="nodes"> 
<attribute id="com. inforsense. scripting. ServiceNode"/> 
<attribute id="com. inforsense. scripting. ComNode"/> 
<attribute id="com. inforsense. scripting. SplitNode"/> 
</attribute> 
</attributes> 
<requires> 
<import plugin-id="deployment"/> 
<import plugin-id="KDEcore"/> 
</requires> 
<runtime> 
<library type= ""code" path="node/11 
<export prefix="*v? /> 
</library> 
<library type="code" 
id= "scripting"> 
id="main"> 
path="lib/scripting_1.1.0. jar" 
<export prefix="*"/> 
</library> 
<library type="code" path=""lib/jacob 
<export prefix=°*"/> 
</library> 
jar" id= "groovy- j acob" > 
<library type="code" path="lib/scriptom-l. 1-SNAPSHOT. jar" 
id="groovy- com"> 
<export prefix="* t' /> 
</library> 
<library type="code" path="lib/groovysoap-all-jsr06-O. i. jar'I 
id="groovy-soap"'> 
<export prefix="*"/> 
</library> 
<library type="code" path="lib/stax-1.2.0. jar" id="stax""> 
<export prefix= "* "/> 
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</library> 
<library type="code" 
id= "ganymed" > 
<export prefix="* "/> 
</library> 
</runtime> 
</plugin> 
path="lib/ganymed-ssh2-build2lO. jar'I 
The production. =1 file is similar, but contains information about the Web components to associate 
with particular types of parameters: 
<attribute id="web-renderers"> 
<attribute 
id= "com. inforsense. scripting. renderer. DeriveRender"/> 
</attribute> 
The client. xml contains information for the customisation for the purpose of that activity service 
(here, it adds several tabs to the user-interface for that purpose: 
<attribute id="client-customization-panels"> 
<attribute 
id="com. inforsense. scripting. customization. PreInitTab"/> 
<attribute 
id="com. inforsense. scripting. customization. PostlnitTab"/> 
</attribute> 
<attribute id="client-customization-handlers"> 
<attribute id="sdk. reserved. script. prePrepare" 
value="com. inforsense. scripting. customization. NodeScriptHandler"/> 
</attribute> 
The scripting jnip defines the associated JNLP file, which only defines two specific jars 
scripting-1.1.0_client jar. 
<? xml version=""l. 0" encoding='"UTF-8"? > 
<jnlp spec="1.0+" codebase="$$codebase"> 
<information> 
<title>New Plugin</title> 
<vendor></vendor> 
<description>Plugin for Groovy Scripting</description> 
<offline-allowed/> 
</information> 
<security> 
<all-permissions/> 
</security> 
<resources> 
<j2se version="1.4+"" /> 
<! -- Jar containing all the jars and 
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resources needed in the client class loader --> 
<jar href="/resources/plugins/scripting/lib/scripting_1.1.0- 
_client. 
jar''/> 
</resources> 
<component-desc /> 
</j nlp> 
The scripting_1.1.0-_client. jar contains all the jars required and a 
clientresources. properties file with: 
jars=scripting_1.1.0. jar jacob. jar scriptom-1.1-SNAPSHOT. jar groovysoap- 
all-jsr06-O. l. jar stax-1.2.0. jar ganymed-ssh2-build210. jar 
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Appendix C 
JSR 241 Language 
General information on the language: 
" Specification process: Java Specification Request (JSR) 241 - 
http: //jcp. org/en/jsr/detail? id=241 
" Specification: http : //groovy. Codehaus. org/j sr/spec/ 
" Grammar definition: http: //groovy. codehaus. org/j sr/spec/grammar/ 
Elements of the language that have been used in examples: 
The sy 
comment 
lists 
list = [`a', 'b', 'c'] 
assert list [0] == `a' 
// maps 
map = [a: l, b: 2, c: 3] 
assert map. a == 1 
myVar = 'a' 
assert map[myVarl == 1 
succ = {a-> a+1} 
assert succ (1) == 2 
// it is the default name 
the name is not specified 
pred = {it - 1} 
assert pred(2) == 1 
; lldx tu ue1111C a c1UsUIC is tile 1()Iluwlng. 
// define the successor function 
of the first argument of a closure, if 
A summary of the default variable implicit variable binding used in examples: 
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Object Variable Type Description 
Implicit subscribers List List of all the subscribers to the Jobs queue 
Map containing for all the subscribers to 
Implicit handlers Map the 
Jobs queue the number of free 
ExecutionHandler beans able to process 
the job 
Implicit env Map Context of the activity 
Implicit env. parent Map Parent context 
Implicit node Activity Access to activity data 
Implicit node. input . <Port> Object Get input data for port Port 
Implicit node. output . <Port> Object Set output data for port Port 
Implicit node. inputDesc . <Port> Object Get input descriptor for port Port 
Implicit node. outputDesc . <Port> Object Set output descriptor for port Port 
Implicit node. params . <Param> Object Get/Set parameter Param 
Implicit workf low 
Workflow Access to the workflow that contains this 
(extends Activity) activity 
Implicit utils /R 
Utilities to access classloader information, 
temporary file area and session information 
Implicit userspace /R Access to data/workflow repository 
Implicit logger Logger Message logger for the component 
Table table. <Attribute> Object Read/write access to attribute <Attribute> 
Table table[i] Object Read/write access to i- th attribute 
Table table. map Map Read/write entire row to/from a map 
Table table. list List Read/write entire row to/from a list 
Other specific methods used in the example: 
Object Function Return Type Description 
Evaluate a script with the current variable Implicit evaluate (String) Object bindin g 
Execute a workflow (input/output set Workflow workf low. run (<Port List>) 
- 
void 
through activity getter/setter) 
Execute a DAG based workflow up to the 
Workflow workflow. runNode (<Caption>) Map node with caption <Caption> and return a 
map with the output port results 
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