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Diversos estudios, incluido el reciente informe del Programa Internacional para la 
Evaluación de Estudiantes o PISA (por sus siglas en inglés: Program for International 
Students Assessment), acompañado de las mediciones anuales realizadas por el 
Instituto Colombiano para la Evaluación de la Educación (ICFES) coinciden en una 
deficiencia evidente de los estudiantes evaluados, no solo en la aprehensión de las 
diferentes áreas del conocimiento, sino también en sus aptitudes y competencias para 
resolver problemas y situaciones de la cotidianidad.  
 
Para hacer frente a esta debilidad, y considerando la importancia de incorporar las 
Tecnologías de la Información y las Comunicaciones (TICs) en los procesos de 
enseñanza, se desarrolló un software que, empleando elementos cotidianos conocidos 
por los estudiantes, como el sensor KinectTM, captura imágenes de una serie de prácticas 
de Laboratorio, involucradas en la enseñanza de la Física, y simultáneamente genera 
una interfaz en Realidad Aumentada (RA) en la cual se visualizan estas capturas y 
determinados parámetros físicos calculados. Para alcanzar este objetivo se hizo uso del 
software matemático MatLab®, que cuenta con una herramienta denominada Image 
Acquisition Toolbox™, que permite adquirir imágenes y vídeo desde el sensor KinectTM y 
llevarlas directamente al entorno de trabajo de MatLab®. Una vez allí, se le hace un 
filtrado de fondo a las imágenes de color y profundidad capturadas por el sensor KinectTM 
y luego se lleva a cabo un proceso de segmentación que permite separar el objeto en 
movimiento de interés del fondo, para su posterior reconocimiento empleando el 
algoritmo numérico de Kalman (filtro de Kalman), que permite entregar información en 
todo momento de la posición y velocidad del objeto, obteniéndose de esta forma un 
seguimiento en tiempo real del movimiento del objeto. 
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El presente trabajo surge de la necesidad de mejorar los procesos de enseñanza 
convencionales, dadas las falencias actuales, que se evidencian no solo a través de los 
bajos resultados en comparación con los estándares internacionales como lo son las 
pruebas PISA, sino que a nivel nacional, instituciones de gran reconocimiento en materia 
educativa como el Instituto Colombiano para la Evaluación de la Educación (ICFES) 
coinciden en una deficiencia evidente de los estudiantes evaluados, no solo en la 
aprehensión de las diferentes áreas del conocimiento, sino también en sus aptitudes y 
competencias para resolver problemas y situaciones de la cotidianidad. 
 
Dentro de las diferentes alternativas para hacer frente a esta debilidad, se encuentra la 
incorporación de tecnologías ampliamente difundidas y conocidas por los estudiantes en 
el proceso de enseñanza. El presente proyecto busca mejorar la comprensión de 
fenómenos físicos básicos, empleando dispositivos comunes, fáciles de adquirir e 
implementar, como es el caso del sensor KinectTM, lanzado al mercado en el año 2010, 
como un complemento de la consola de video juego XBOX360, desarrollada por 
Microsoft® Inc. 
 
Este documento se divide en cinco (5) capítulos. En el primero de ellos, que corresponde 
a los antecedentes, se presentan diversos ejemplos del uso de la realidad aumentada en 
el área de educación y el impacto que ha tenido su aplicación en los estudiantes. Así 
mismo, se presentan de forma detallada las características del sensor KinectTM y sus 
principales componentes, para finalmente abordar conceptos de Física y Mecánica 
clásica, fundamentales para el desarrollo del proyecto. En el Capítulo 2 se presenta el 
Planteamiento de problema, seguido de la justificación del proyecto, que deriva en la 
formulación del objetivo general del proyecto, así como de los objetivos específicos 
necesarios para alcanzarlo. 




En el Capítulo 3 se describen detalladamente los materiales y métodos empleados para 
el alcance de los objetivos, los cuales permiten dar vida al capítulo 4 que contiene los 
resultados, acompañado de un análisis y discusión de los mismos. 
 
Finalmente, en el Capítulo 5 se presentan las conclusiones generales seguidas de una 





















































 1. Capítulo 1. Antecedentes 
1.1 Realidad aumentada 
La realidad aumentada ha sido definida de diferentes formas y bajo diversas 
aproximaciones. Milgram y colaboradores (1994) plantean dos acercamientos, uno 
estricto y otro un poco más amplio. En el primero de ellos, se refieren a la RA como una 
"retroalimentación natural aumentada al operador con insinuaciones simuladas" (p283), 
mientras que en una definición más estricta, que hace énfasis en los aspectos 
tecnológicos, la RA es definida como "una forma de realidad virtual donde el dispositivo 
ubicado en la cabeza de los participantes es transparente, permitiéndole ver claramente 
el mundo real" (p283). 
 
Una de las definiciones más empleadas es la de Azuma (1997), quien bajo el calificativo 
de realidad aumentada hace referencia a todas aquellas tecnologías que mejoran el 
sentido de la realidad al permitir la coexistencia de la información digital y ambientes 
reales. Así mismo, resalta la estrecha relación entre la RA y la realidad virtual (RV) dado 
que ambas reflejan diferentes niveles de inmersión del usuario en ambientes donde los 
objetos físicos y digitales coexisten. La RV reemplaza completamente el ambiente real 
por un ambiente sintético, mientras que la RA da información virtual en el contexto del 
usuario (Azuma, 1997). 
 
En este sentido, Azuma (1998) propone la RA como un sistema que cuenta con tres 
características principales:  
- Combina los mundos real y virtual. 
- Cuenta con una interacción en tiempo real con el usuario. 
- Puede ser registrada de forma precisa en un espacio 3D.  




La realidad aumentada le permite al usuario ver el mundo real y complementarlo sin 
necesidad de sumergirse completamente en el ambiente sintético (Milgram et al., 1994; 
Di-Serio et al., 2012). 
La primera característica de la RA según Azuma (1997) está asociada con la inmersión, 
ya que comprende aspectos tanto físicos como virtuales, en los cuales las personas son 
absorbidas por una actividad. Los dispositivos y las tecnologías de seguimiento 
contribuyen a la inmersión física mostrando cambios en el ambiente como resultado del 
movimiento o la interacción. La segunda propiedad de Azuma (1997) implica la 
superposición de la información digital en el ambiente real desde la perspectiva del 
usuario. Como resultado, el punto de vista del usuario cambia y ellos requieren conocer 
dónde se encuentra ubicados ellos, dónde están los objetos y la forma de alcanzarlos. 
Este proceso tiene una implicación directa en la forma como los usuarios interactúan con 
el penetrante ambiente computacional, lo cual también contribuye a la sensación de 
inmersión. 
La tercera propiedad de Azuma está directamente relacionada con la interacción en 
tiempo real. La tecnología de RA soporta de forma natural uno de los tres tipos de 
interacción requeridos en la educación y propuestos por Moore (1989) y es la interacción 
entre el aprendiz y el contenido. Diversos autores hacen énfasis en la importancia de 
esta clase de interacción en el fomento de tareas cognitivas como: entendimiento, 
memoria e imaginación, entre otras  y de ahí su utilidad en el proceso de aprendizaje. 
1.1.1 Realidad Aumentada en Educación 
La realidad aumentada como otros mundos virtuales en 3D, ofrece diferentes grados de 
inmersión e interacción que pueden ayudar a motivar a los estudiantes en las tareas de 
aprendizaje (Billinghurst et al., 2001). 
Los avances en la tecnología móvil hacen posible el uso de RA para el aprendizaje (Di-
Serio et al., 2012), la cual logra el mejoramiento de nuestros sentidos (visión, auditivo y 
táctil) con la información virtual superpuesta en el mundo real a través de los medios 
digitales posibles (Azuma, 1997) 
La realidad aumentada crea una realidad que es mejorada y aumentada. La coexistencia 
de objetos virtuales y ambientes reales le permite a los aprendices visualizar relaciones 
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espaciales complejas y conceptos abstractos (Arvanitis et al., 2007), fenómenos de la 
experiencia que no son posibles en el mundo real (Klopfer & Sheldon, 2010), interactuar 
con objetos bi y tridimensionales en una realidad mezclada y llevar a cabo importantes 
prácticas y tareas de enseñanza que no son factibles de desarrollo en otros ambientes de 
aprendizaje tecnológicamente mejorados (Squire & Jan, 2007). 
Son diversos los intentos que desde distintos lugares y disciplinas se han hecho para 
desarrollar estrategias pedagógicas que permitan incluir tecnologías emergentes, como 
elemento auxiliar en el proceso de enseñanza y aprendizaje de los estudiantes. En este 
sentido, la realidad aumentada ha sido reconocida como una tecnología con gran 
potencial para el desarrollo de libros de enseñanza (Johnson et al., 2011), y para el 
aprendizaje de las ciencias (Bujak et al., 2013), ya que ofrece nuevas formas de 
interacciones táctiles y visuales que podrían ayudar a mejorar los resultados del proceso 
de adquisición de conocimiento (Cheng & Tsai, 2013) y las habilidades espaciales de la 
ciencia y la ingeniería (Dünser et al., 2012). 
Estas potencialidades han fomentado, la utilización de RA como elemento auxiliar en la 
enseñanza de la geometría (Kaufmann & Dünser, 2007),  de elementos de la física 
Newtoniana mediante simulaciones de cuerpo rígido (Buchanan et al., 2008),  las 
relaciones entre la tierra y el sol (Shelton, 2002),  la biología humana (Vilkoniene, 2009) y 
en el aprendizaje de otros idiomas (Liu, 2009), además, de la creación de libros con RA 
para la formación en áreas específicas de la física como el electromagnetismo(Dünser et 
al., 2012).  
Estas nuevas formas de interacción han permitido a los investigadores demostrar que las 
características de RA pueden aumentar la motivación de los estudiantes, el compromiso 
y la satisfacción en la realización de actividades de aprendizaje (Ibáñez et al., 2014), 
elementos muy importantes, ante todo, si se tiene en cuenta que la motivación es 
considerada la mejor forma de aprender (Ghani & Deshpande, 1994) y que se ha 
demostrado que existe una correlación positiva entre el estado de ánimo de los 
estudiantes y sus resultados de aprendizaje (Liao, 2006; Shin, 2006). 
Los resultados positivos también se han evidenciado en estudios que analizaron el 
desempeño de los estudiantes en entornos virtuales multiusuario y entornos de 
aprendizaje basados en el juego (Faiola et al., 2013). 




1.2 Sensor KinectTM 
KinectTM es una cámara periférica diseñada para la consola de juego Xbox 360 por 
Microsoft Company Inc (Microsoft®, 2014). El KinectTM le permite a los usuarios controlar 
e interactuar con la consola del juego sin necesidad de tocar el control del juego a través 
de una interfaz natural usando gestos. En la Figura 1-1 se presenta la versión comercial 
del dispositivo KinectTM que cuenta con una cámara RGB y un sensor de profundidad, el 
cual permite capturar el movimiento del cuerpo en 3D a su vez que reconoce los gestos 
(Chang et al., 2011). La cámara del KinectTM usa una técnica de luz estructurada para 
generar un mapa profundo en tiempo real que contiene medidas en un rango discreto de 
la escena física. Estos datos pueden ser proyectados nuevamente como un conjunto de 
puntos discretos en 3D (Izadi et al., 2011). 
 
 
Figura 1-1. Sensor KinectTM.  
Tomado y adaptado de Microsoft® (2014) 
 
En la Figura 1-2 se presenta un diagrama del sensor KinectTM, que consta de una 
cámara RGB, una cámara de profundidad y cuatro micrófonos. La cámara de profundidad 
está a su vez compuesta por un proyector de rayos infrarrojos (IR) y un sensor 
monocromático CMOS (por sus siglas en inglés Complementary Metal Oxide 
Semiconductor). El sensor que percibe los rayos infrarrojos tiene la ventaja de capturar 
datos de vídeo en tres dimensiones, bajo  cualquier condición de luz. 
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Figura 1-2. Cámaras del sensor KinectTM.  
Tomado y adaptado de IFIXIT, 2014; ROS, 2014b 
 
La combinación de la imagen de las dos cámaras da lugar a la formación de una imagen 
mixta RGB-D, donde a cada uno de los pixeles se le asigna un color y un valor de 
profundidad. En la Tabla 1 se presentan con mayor detalle las características y 
especificaciones técnicas del sensor KinectTM. 
Tabla 1. Especificaciones técnicas del sensor KinectTM. Tomado y adaptado de (IFIXIT, 2014) 
Sensores/Cámaras   
Cámara RGB 
 
Microsoft / VNA38209015 
Sensor de infrarrojos 
 
Microsoft / X853750001 / 
VCA379C7130 
 Proyector láser 
 
  
Microsoft / OG12 / 0956 / 
D306 / JG05A 
Sensor de imagen CMOS 
System-on-Chip (Micron 
MT9M112) 
Sensor CMOS monocromo de 
½” (Micron MT9M001C12STM) Láser no modulado 
 
Longitud de onda 830 nm 
 
Consta de un sistema de 
difracción que subdivide el 
rayo, proyectando un patrón 
de puntos pseudo-aleatorio 
Tamaño de pixel: 2.8 µm x 
2.8 µm 
 
Resolución: 1.280 H x 1.024 
V (1.3 Megapixeles) 
 
15 FPS a máxima resolución 
y 30 FPS a 640x512 
Tamaño de pixel: 5.2 µm  
 
Resolución: 1.280 H x 1.024 V 
(1.3 Megapixeles) 
 
30 FPS programables 
Campo de visión 
Visión horizontal de 57˚  - Visión vertical de 43˚ - Rango de inclinación física ± 27˚ 
Rango de profundidad: 1.2 – 3.5 m. Sin embargo, el sensor puede mantener seguimiento en un 
rango de aproximadamente 0.7 a 6 metros 
*FPS (Frames per second) o imágenes por segundo  




1.2.1 Sensor de profundidad 
Como se mencionó anteriormente, el sensor de profundidad está compuesto de un 
proyector de luz infrarroja y un sensor CMOS monocromo estándar, que se encuentran 
alineados a los largo del eje X del dispositivo, a una distancia de 75 mm ("Línea base"), 
con ejes ópticos paralelos. 
Microsoft® Inc. no ha revelado el algoritmo empleado para el cálculo de la profundidad, 
sin embargo, diversos investigadores empleando un proceso de ingeniería inversa han 
propuesto un método basado en el procedimiento de luz estructurada, en el cual el 
proyector emite un patrón de puntos sobre un plano en la escena, tal como se ilustra en 
la Figura 1-3, variando su distancia entre posiciones conocidas.  
Según ROS (2014), el algoritmo inicia calculando la profundidad de un plano de 
referencia a partir de los nueve puntos que aparecen resaltados en la Figura 1-3, y 
guarda estos valores. 
   
Figura 1-3. Patrón de puntos emitidos por el sensor KinectTM. 
Tomado y adaptado de (IFIXIT, 2014) 
 
La profundidad de cada pixel se calcula eligiendo una ventana de correlación de 9x9 o 
9x7, que da un patrón local el cual se compara con el patrón de memorizado (o de 
referencia) en ese pixel y los pixeles vecinos en una ventana horizontal. La mejor 
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Con la información de profundidad del plano memorizado o de referencia, y la disparidad 
se estima la profundidad para cada pixel mediante un proceso de triangulación de 
acuerdo a la ecuación (1) .Donde z es la profundidad en metros, b es la separación entre 
la cámara de infrarrojo y el proyecto, f es la distancia focal de la cámara en pixeles y d es 





   (1) 
 
 
A su vez, la cámara registra las variaciones en el patrón, las cuales indican la forma y 
situación de los objetos mediante un proceso de triangulación. Estas imágenes se 
denominan imágenes de referencia, son almacenadas por el sensor y se emplean para 
sustituir de forma virtual al emisor del patrón de infrarrojo, de forma tal que para cada 
nueva imagen captada por el sensor, el cálculo de la profundidad se traduce en un 
problema de visión estéreo con una configuración de cámaras idénticas, ejes alineados y 
separados una distancia base conocida (75 mm). 
Cuando un patrón de puntos se proyecta hacia un objeto que está ubicado a una 
distancia diferente del plano del patrón de referencia se crea un patrón distorsionado 
desde el punto de vista del sensor, dando lugar a desplazamientos de los puntos en la 
dirección de la línea que une la cámara infrarroja con el proyector láser, tal como se 
aprecia en la Figura 1-4. 
 
Figura 1-4. Distorsión del patrón de puntos emitidos por el sensor KinectTM. 
Tomado y adaptado de (IFIXIT, 2014) 
 




1.2.2 Controladores para el KinectTM  
En este proyecto, el dispositivo KinectTM se controla  desde un equipo de cómputo 
empleando la herramienta de software matemático MatLab® (abreviatura de MATrix 
LABoratory) desarrollada por la compañía The Mathworks Inc. (EE.UU) y lanzado 
oficialmente en el año de 1984. En la actualidad se encuentra disponible en el mercado la 
versión 8.3 del software (R2014a). 
MatLab® es un lenguaje de alto nivel que provee un entorno interactivo para el cálculo 
numérico, la visualización y la programación, permitiendo analizar datos, desarrollar 
algoritmos y crear modelos o aplicaciones. MatLab® se puede utilizar en una gran 
variedad de aplicaciones, tales como procesamiento de señales y comunicaciones, 
procesamiento de imagen y vídeo, sistemas de control, pruebas y medidas, finanzas 
computacionales y biología computacional. Más de un millón de ingenieros y científicos 
de la industria y la educación utilizan MatLab®, el lenguaje del cálculo técnico 
(MathWorks-Inc., 2014). 
Para la adquisición de las señales en este proyecto se empleó la herramienta  Image 
Acquisition Toolbox™ que permite adquirir imágenes y vídeo desde cámaras y 
capturadores de pantalla directamente en MatLab ®. Así mismo, detecta y configura 
automáticamente las propiedades del hardware conectado. . En el caso particular del 
sensor KinectTM el Toolbox permite entre otras adquirir de forma independiente y 
síncrona la información de color y profundidad, entregando en el caso de esta última para 
cada frame una matriz de datos con la profundidad en mm entre cualquier punto de la 
escena y el lente de la cámara. 
1.2.3 Precisión y exactitud del sensor KinectTM 
De acuerdo a los resultados obtenidos por ROS (2014a), en donde realizaron mediciones 
con un conjunto de KinectTM  se encuentra que debido a las características de la cámara 
se tendrá un error proporcional a la distancia al cuadrado, arrojando un error de máximo 
0.05 mm cuando el plano se encuentra a 2,5m de la cámara, adicionalmente encuentran 
que el sensor presenta una exactitud de ±1   cuando este se encuentra calibrado y en 
caso de no estarlo este valor puede llegar a ser de hasta ±1  . 
En la Figura 1-5 se muestran los resultados del error obtenidos por (IFIXIT, 2014). 
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Figura 1-5. Error del sensor KinectTM. 
Tomado y adaptado de (ROS, 2014) 
 
1.2.4 Filtrado de imágenes 
El proceso de filtrado tiene como objetivo la obtención de una imagen con ciertas 
características mejoradas que faciliten realizar operaciones en el procesado de la misma. 
Con el filtrado se busca suavizar la imagen, de forma tal que se reduzcan la cantidad de 
variaciones de intensidad entre pixeles vecinos, a su vez, es importante eliminar aquellos 
pixeles cuya intensidad difiera en gran medida de sus pixeles vecinos (eliminación de 
ruido). 
Otro de los objetivos es resaltar los bordes de uno o varios objetos localizados en la 
imagen para facilitar su posterior detección. Un filtro es por tanto, una operación aplicada 
sobre un pixel de una imagen digital para conseguir un aspecto especial en ella, enfatizar 
cierta información o simplemente optimizarla para alguna aplicación específica. 
Dentro de los principales algoritmos de filtrado se destacan aquellos basados en 
diferencias de cuadros, promedios de fondo y mezcla de Gaussianas que permitan 
eliminar la densidad de puntos para acelerar el proceso, así como eliminar el plano de 
fondo (Zhang et al., 2014). 
Existen diferentes tipos de filtrado, uno de ellos es el filtrado de profundidad, que está 
relacionado con la posición relativa del objeto a identificar respecto a los demás objetos. 




Con este tipo de filtrado se selecciona aquella imagen que sobresalga respecto a las 
demás y se encuentre más cerca de la cámara, permitiendo eliminar todo aquello que se 
encuentre después o antes de cierta distancia. Este tipo de filtros es  muy útil en el caso 
de las imágenes de profundidad para eliminar entre otros el plano de la escena. Por otra 
parte, el filtrado de densidad elimina una porción de los pixeles del objeto, reduciendo 
como su nombre lo indica la densidad del mismo. De esta manera, se conservan 
características del objeto como su forma, aunque sin una correcta delimitación de la 
misma. 
1.2.5 Segmentación de imágenes 
La segmentación es el proceso de dividir una imagen digital en varios grupos de pixeles u 
objetos, con el objetivo de simplificar una imagen y hacerla más fácil de analizar. El uso 
de la segmentación de imágenes comprende tanto la localización de objetos como la 
ubicación de los límites en una imagen. Durante el proceso de segmentación se le asigna 
a cada pixel una etiqueta, de forma tal, que después aquellos pixeles que compartan la 
misma etiqueta tendrán características visuales muy similares (Panagiotakis et al., 2013).  
Dentro de los diferentes métodos de segmentación se encuentran aquellos basados en 
detección de bordes, crecimiento de regiones y métodos híbridos. 
Una de las técnicas más comunes de segmentación se basa en las transformadas de 
Hough, que es un algoritmo usado para el reconocimiento de patrones de una imagen, 
como líneas, círculos, entre otros. La transformada de Hough utiliza una representación 
paramétrica de forma geométrica, es decir, si se tiene una línea recta, se representaría 
como los parámetros r (distancia entre la línea y el origen) y θ (ángulo del vector desde el 
origen al punto más cercano)(Ecabert & Thiran, 2004).  
1.2.6 Reconocimiento y seguimiento del objeto 
El reconocimiento de objetos hace referencia a la utilización de ciertas características de 
los objetos presentes en una imagen y de la imagen misma para extraer información que 
permita determinar la presencia de objetos o realizar si es el caso un seguimiento o 
clasificación de los mismos. Algunas de las técnicas de seguimiento normalmente 
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utilizadas son el filtro de Kalman y el filtro de partículas, los cuales se describen a 
continuación:  
 Filtro de Kalman 
Es una técnica recursiva del tipo predictor-corrector que permite hacer un seguimiento de 
la evolución en el tiempo de los parámetros de un sistema, en el caso particular del 
seguimiento de un objeto, es necesario hacer una inicialización de los datos del sistema 
la cual normalmente suele hacerse con el centro de masas del primer objeto segmentado 
y reconocido, el algoritmo estima la posición de este punto y la incertidumbre de la 
medida en la siguiente imagen.  
El filtro para su funcionamiento calcula el estado del proceso en algún instante y 
entonces obtiene información (se realimenta) de la medida. En una primera fase se 
proyectan hacia el futuro los estimadores del estado actual y la covarianza del error 
obteniendo así los estimadores a priori del siguiente estado, posteriormente con la 
actualización y realimentación de las medidas a los estimadores a priori se obtienen unos 
estimadores a posteriori mejorados (Welch G & G, 2006). 
 Filtro de Partículas 
Herramienta basada en el método secuencial de Monte Carlo, el cual se puede emplear 
en cualquier transición de estados o modelo de medida, se fundamenta en la 
representación de funciones de densidades de probabilidad y su evolución en el tiempo. 
Tiene la ventaja de no requerir suposiciones sobre las características intrínsecas del 
proceso o estados iniciales del sistema, para su implementación se requieren de 5 fases: 
inicialización o lanzamiento de partículas aleatorias, ponderación, estimación, selección y 
difusión (Doucet & Johansen, 2009). 
1.3 Física y mecánica clásica 
La Física estudia las leyes fundamentales de la Naturaleza, por eso está relacionada 
estrechamente con las otras ciencias naturales y con la tecnología. Las leyes físicas 
típicas se presentan como expresiones matemáticas, y las teorías físicas principales 




tienen la forma de teorías matemáticas; por eso hay una relación muy estrecha entre 
Física y Matemática (Medina, 2011). 
Específicamente la Mecánica es una rama de la Física que se ocupa del estudio del 
movimiento, o de la evolución de la posición de partículas o sistemas (muchas partículas) 
en el tiempo. Actualmente, la Mecánica Clásica se enmarca dentro de un campo más 
general denominado Sistemas Dinámicos, que involucra el estudio de la evolución o 
cambios de estado de variables en el tiempo en sistemas generales, de acuerdo a reglas 
deterministas: estos incluyen sistemas físicos, químicos, biológicos, sociales, 
económicos, etc. (Cosenza, 2010).  
1.3.1 Cinemática 
Tiene por objeto hacer una descripción matemática del movimiento sin tener en cuenta 
las causas de este ni las características del objeto involucrado, tal descripción se apoya 
en una serie de magnitudes características propias de cada tipo de movimiento, tales 
como trayectoria, posición, velocidad y aceleración (Carrera, 2001). 
1.3.2 Tipos de movimiento 
De acuerdo a estas magnitudes se puede hacer una clasificación de los diferentes tipos 
de movimiento teniendo en cuenta esencialmente la trayectoria seguida por el objeto y la 
velocidad del mismo. Específicamente los objetos pueden seguir trayectorias rectilíneas o 
curvas y su velocidad puede ser constante o variante en el tiempo.  
A continuación se presenta una descripción de las características de trayectoria y 
velocidad de los movimientos cuyas prácticas de laboratorio se implementarán en el 
presente trabajo de grado. 
Movimiento Rectilíneo Uniforme (MRU): Corresponde al movimiento de un objeto que 
sigue una trayectoria recta y uniforme, donde su velocidad es constante en el tiempo y 
por tanto su aceleración es cero. En la Figura 1-6 se presenta un esquema de este tipo 
de movimiento, donde se considera un objeto que recorre una distancia d, durante un 
tiempo t (tf-t0) a una velocidad (v) constante. 
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Figura 1-6. Esquema movimiento rectilíneo uniforme 
 
Dado que la velocidad (v) es constante, la posición x(t)=d (t) en cualquier tiempo t, está 
dada por (2) : 
 	( ) =   ∙      (2) 
 
 





   (3) 
 
 
Caída libre: Hace referencia al movimiento rectilíneo vertical de un cuerpo bajo la acción 
exclusiva de un campo gravitatorio (Figura 1-7). Es un sistema ideal que desprecia la 
resistencia aerodinámica del aire y está gobernado por el siguiente sistema de 
ecuaciones: 
Sea d, la distancia recorrida por el objeto (4), el cual es lanzado con una velocidad inicial 
(vi) igual a cero, t el tiempo que tarda en llegar a la superficie (5) y g el valor de 
aceleración dado por la gravedad. 
 





 : tiempo inicial t
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   (5) 
 
 
La velocidad instantánea (v) en un punto (d) o en un tiempo (t) está dada por la ecuación 
(6). 
  =    =  2      (6) 
 
   
Movimiento parabólico: Cuando la trayectoria de un objeto describe una parábola se 
habla de un movimiento parabólico y se parte de dos suposiciones: 
 La aceleración de caída libre es constante en el intervalo de movimiento y se 
dirige hacia abajo (está sujeto a un campo gravitatorio uniforme). 










 inicial= 0 m/s 
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Se trata por tanto de un movimiento simultaneo en el plano (x,y). En el eje x se comporta 
como un movimiento rectilíneo mientras que en el eje y como un movimiento de caída 
libre (Figura 1-8). 
 
 
Figura 1-8. Esquema movimiento parabólico 
La componente en el eje x de la velocidad (vx) está dada por (7): 
    =    	cos       (7) 
 
       
Mientras que el componente de la velocidad en el eje y (vy) se describe a través de (8). 
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En el eje x la acelaración es cero, mientras que en el eje y está dada por la aceleración 
de la gravedad y se define como    = 	− . Cuando se analiza el movimiento parabólico 
se debe representar como la sobreposición de dos movimientos: 
- Movimiento de una partícula bajo velocidad constante en la dirección horizontal. 
- Movimiento de una partícula bajo aceleración constante (caída libre) en la 
dirección vertical. 
Ambas componentes son independientes una de la otra, se manejan por separado, pero 
tienen el tiempo (t) como variable común para ambas componentes. 
Dentro de las variables de interés a analizar en el movimiento parabólico se encuentran 
la altura máxima que alcanza el objeto, la distancia horizontal recorrida y la variación de 
la velocidad en el eje y (vy). 
La altura máxima se alcanza cuando la velocidad en el eje y (vy) es igual a cero y está 






   (9) 
 
 






   (10) 
 
 
La velocidad en el eje y en cualquier instante de tiempo está dada por (11) : 
  ( ) =         −       (11) 
 
 
Movimiento semiparabólico: es una variante del anterior, la cual analiza la trayectoria 
del objeto una vez alcanza su altura máxima, tal como se ilustra en la Figura 1-9. Se 
puede considerar como la composición de un avance horizontal rectilíneo uniforme y la 
caída libre de un cuerpo en reposo, la trayectoria es equivalente a la descrita por un 
objeto cuando se lanza horizontalmente desde una altura h. 
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El alcance horizontal o distancia (d) en el movimiento semiparabólico está dado por (12) , 
mientras que la altura (h) o ubicación en el eje y se describe en (13). 
  = 	   ∙      (12) 
 









Figura 1-9. Esquema movimiento semiparabólico 
 
Péndulo: movimiento oscilatorio que sigue una trayectoria semi-curva. Su periodo de 
oscilación depende únicamente de la longitud ( ) y del valor de la gravedad. 
Adicionalmente, dadas las características propias del movimiento, a partir de la 
proyección de los valores de posición, velocidad y aceleración se emula el 
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Figura 1-10. Esquema movimiento pendular 





   (14) 
 
 
La posición del péndulo (d) está dada por el producto de la amplitud (A) por el seno de la 
frecuencia angular (w) por el tiempo (t), tal como se presenta en (15) 
  =   sen      (15) 
 
 
La velocidad del objeto (v) y la aceleración (a) están dadas por (16) y (17) 
respectivamente. 
  =   ∙   ∙ cos      (16) 
 
                   













Capítulo 2. Planteamiento del problema 23
 
                                    
2. Capítulo 2. Planteamiento del problema  
En general, el país cuenta con pocas aplicaciones de Ingeniería para la incorporación 
real y efectiva de las Tecnologías de la Información y las Comunicaciones (TICs) al 
proceso de enseñanza y aprendizaje de los estudiantes. Hasta el momento, éstas se 
utilizan esporádicamente como elemento de apoyo en la realización de las clases y 
eventualmente en la virtualización de las prácticas de laboratorio. Por consiguiente, se 
hace necesario la generación y desarrollo de aplicaciones que se encuentren soportadas 
en las TIC y que sirvan efectivamente como herramienta académica y educativa. 
¿Es posible incorporar las TICs en el proceso de enseñanza y aprendizaje de la 
cinemática, como complemento a las prácticas de laboratorio, mediante el desarrollo de 
una aplicación de Realidad Aumentada (RA) soportada en el sensor KinectTM? 
2.1 Justificación 
El informe del Programa Internacional para la Evaluación de Estudiantes o PISA (por sus 
siglas en inglés: Program for International Students Assessment),que corresponde a un 
estudio internacional comparativo de evaluación educativa liderado por la OCDE 
(Organización para la Cooperación y el Desarrollo Económico) y tiene como propósito 
principal evaluar en qué medida los jóvenes de 15 años de edad han adquirido los 
conocimientos y habilidades esenciales para su participación en la sociedad, a fin de 
identificar elementos que contribuyan al desarrollo de competencias y sea posible 
establecer diálogos sobre los aspectos que debe atender la política educativa de los 
países (OECD, 2014). Este estudio se realiza en ciclos trianuales en los que se evalúan 
competencias en lectura, matemáticas y ciencias. En cada ciclo se hace énfasis en una 
de estas áreas. En 2000 PISA se centró en lectura; en 2003 el énfasis fue matemáticas; 




en 2006 en ciencias y nuevamente en lectura en 2009, año en que también se exploraron 
las habilidades asociadas con la lectura en medio digital. En 2012, el énfasis es en 
matemáticas, alfabetización financiera y resolución de problemas y en 2015, será en 
ciencias. Colombia participó por primera vez en PISA en 2006 (ICFES, 2014b). 
En las pruebas efectuadas en el año 2013, Colombia obtuvo 376 puntos en matemáticas, 
403 en lenguaje y 399 en ciencia, en contraste con el 2009, cuando logró 381 puntos en 
matemáticas, 402 en ciencias y 413 en lectura, ocupando el último lugar en el año 2013, 
retrocediendo 10 puestos respecto a la prueba del 2009 (EL-TIEMPO, 2014). 
De otra parte, según el informe del Instituto Colombiano para la Evaluación de la 
Educación (ICFES) de los últimos 5 años, muestra que en promedio el desempeño de los 
estudiantes de grado once no sobrepasa un puntaje de 50 sobre un máximo de 100 
(ICFES, 2014a), dejando entrever las deficiencias latentes en el sistema educativo actual.  
Dentro de las alternativas para hacer frente a esta situación se encuentra la 
incorporación de las Tecnologías de la Información y las Comunicaciones (TICs), sin 
embargo el lento desarrollo e implementación de plataformas que permitan su 
incorporación en el proceso de enseñanza, en donde, se recurre a métodos 
tradicionalistas, ha hecho que se desperdicie el enorme potencial que éstas podrían 
brindar y le han negado a los estudiantes la oportunidad de contar con nuevas 
herramientas que reafirmen su proceso de aprendizaje. 
Ante esta realidad en el Plan de Desarrollo Colombia 2010-2014 (DNP, 2011) se 
proyecta una consolidación de su  uso como plataforma tecnológica del proceso 
educativo, para lo cual se plantea promover e incentivar su incorporación como 
herramienta académica y educativa, haciendo que se integren al proceso pedagógico de 
los docentes y estudiantes, permitiendo de esta manera apoyar la productividad y 
competitividad del país, e impulsar la locomotora de la innovación y el conocimiento.  
El desarrollo de una interfaz de Realidad Aumentada (RA) servirá de herramienta 
académica para brindarle un complemento al estudiante en su proceso de aprendizaje, al 
darle la posibilidad de interactuar simultáneamente con el mundo real y el mundo virtual. 
Adicionalmente, al soportar esta aplicación en el sensor KinectTM se hará una 
incorporación de desarrollos tecnológicos de reciente aparición, que no habían sido 
concebidos inicialmente para utilizarse en los procesos de enseñanza y aprendizaje. 
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Dentro de las ventajas de emplear el sensor KinectTM se encuentran su bajo costo, 
facilidad de consecución, además de presentar información de profundidad de los 
objetos. El sensor KinectTM se perfila como una de las plataformas del futuro, dado la 
revolución que ha causado en aplicaciones hombre-máquina, y a su reducido costo 
comparado con otras plataformas de captura en 3D. Una de las principales ventajas de 
dicho sistema es la de permitir una interacción directa con el usuario sin tener contacto 
físico para analizar una escena en tres dimensiones. Además, proporciona una serie de 
herramientas y facilidades para su manejo, como es la compatibilidad con diferentes 
lenguajes de programación. 
2.2 Objetivo General 
Desarrollar un software que permita, mediante la utilización del sensor KinectTM, captar 
imágenes de una serie de prácticas de cinemática y generar una interfaz en Realidad 
Aumentada (RA) en la cual se visualicen estas capturas y determinados parámetros 
físicos calculados. 
2.3 Objetivos específicos 
Desarrollar e implementar cinco prácticas de laboratorio de cinemática apoyadas en 
realidad aumentada. 
Identificar los algoritmos de procesamiento de video que permitan medir la posición, 
velocidad y aceleración de objetos en imágenes capturadas por medio del sensor 
KinectTM. 
Desarrollar un interfaz que permita la captura de video mediante KinectTM, su respectivo 
procesamiento, y la visualización de los parámetros físicos medidos en forma 





























 3. Capítulo 3. Materiales y métodos 
3.1 Materiales 
3.1.1 Equipos 
Se empleó una cámara periférica diseñada para la consola de juego Xbox 360 por 
Microsoft Company Inc® más conocida como KinectTM. El software fue desarrollado en 
un computador Hewlett Packard®, que cuenta con procesador Intel Core i5-450M, disco 
duro de 512 gigas, 4 gigas de memoria RAM y sistema operativo Windows® 8 de 64 bits. 
3.1.2 Controladores para el KinectTM  
El dispositivo KinectTM requiere para su reconocimiento en el equipo de cómputo, la 
instalación previa del controlador KinectTM for Windows®  y será controlado, empleando 
la herramienta de software matemático MatLab® (abreviatura de MATrix LABoratory) 
desarrollada por la compañía The Mathworks Inc. (EE.UU) versión (R2013b), usando la 
herramienta Image Acquisition Toolbox™ de MatLab®, la cual permite acceder al 
dispositivo KinectTM, leer los datos adquiridos (imagen de color y profundidad) y en 
tiempo real, llevar la información al espacio de trabajo de MatLab® para su análisis, 
verificación y obtención de resultados. 
3.2 Métodos 
3.2.1 Segmentación de imágenes 
A la imagen de profundidad se le hace un filtrado de fondo, para ello se calcula un 
histograma de la imagen con el cual se determina la profundidad a la que se encuentra el 




plano de fondo, como la cámara y la escena permanecen fijas este valor será invariante 
en todas las imágenes y mediante una umbralización permitiendo eliminar aquellos datos 
que se encuentran después de cierta profundidad.  
Como el objeto en movimiento se encuentra entre la cámara y el plano, cuando se extrae 
este último se tendrá una imagen únicamente del objeto, es decir, se habrá logrado su 
segmentación. En la Figura 3-1 se presentan las imágenes de profundidad, la de color y 
la del objeto segmentado. 
Imagen de profundidad Imagen de color Imagen segmentada 
   
Figura 3-1. Imagen de profundidad, color y segmentada de un objeto en movimiento 
3.2.2 Reconocimiento y seguimiento del objeto 
Una vez segmentado el objeto se utiliza como marcador su centro de masas, su 
localización se hace geométricamente buscando tanto los extremos laterales como el 
superior e inferior del objeto, encontrando a partir de estos el centroide del objeto.  A este 
centro de masa se le hace un seguimiento en el conjunto de imágenes con un filtro lineal 
de Kalman. El filtro es una técnica recursiva del tipo predictor-corrector que permite hacer 
un seguimiento de la evolución en el tiempo de los parámetros de un sistema, en este 
caso en particular el algoritmo estima la posición del centro de masas y la incertidumbre 
de la medida, en la siguiente imagen.  
El objetivo del filtro es la obtención de un estimador óptimo de las variables de estado de 
un sistema dinámico, basado en observaciones ruidosas y en un modelo de 
incertidumbre de la dinámica del sistema. El sistema físico se modela por un vector de 
estados x, llamado simplemente el estado, y un conjunto de ecuaciones llamado el 
modelo del sistema. El modelo del sistema es una ecuación de vectores que describe la 
evolución del estado con el tiempo. 
El método estima el estado x perteneciente a R 	de un proceso controlado en tiempo 
discreto que es gobernado por la ecuación diferencial del tipo(Welch G & G, 2006): 
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     = 	     +    
 
En donde se tienen una medida z correspondiente a la observación y perteneciente a R  
dada por: 
   =      +    
Las variables aleatorias   		 	   representan respectivamente el ruido del proceso y de la 
medida y se asume que son independientes y blancos, es decir tendrán media cero y 
desviación igual a la matriz de covarianza del ruido del proceso (Q) o a la matriz de 
covarianza del ruido de la observación (R). 
El estado  	está dado por el vector posición del objeto en la imagen determinado por las 
coordenadas de posición   y  , y con las coordenadas de velocidad   	 	  	 La 
observación  	corresponde a  un vector de dos componentes 	  	 	  , que indican las 
coordenadas de la posición observada del objeto de interés. 
El filtro de Kalman proporciona una ecuación que computa un estimador del estado a 
posteriori   	como combinación lineal del estimador a priori   
  y la diferencia ponderada 
entre la observación actual     y una predicción de medida    : 
   = 	  
  +  (	   − 	   
 ) 
La diferencia (   − 	   
  ) se llama comúnmente innovación de la medida o residuo y 
refleja la discrepancia entre la predicción de la medida  y la observación actual. La matriz 
K llamada ganancia de Kalman o factor de mezcla establece la cantidad de influencia del 








  corresponde a la estimación de la covarianza del error a priori y    la 
covarianza del error medido.  
En síntesis, el filtro de Kalman realiza estimaciones del estado de un proceso con 
realimentación. Es decir, estima el estado del proceso en algún instante de tiempo y con 
la información obtenida de esa medida se realimenta(Welch G & G, 2006). 
 




Desde el punto de vista de implementación este proceso iterativo se descompone en dos 
etapas, una de predicción del estado a partir del estado anterior y las ecuaciones 
dinámicas en la cual se proyectan hacia el futuro los estimadores del estado actual y la 
covarianza del error obteniendo así los estimadores a priori del siguiente estado y otra de 
corrección de la predicción usando la observación actual con la que se obtienen unos 
estimadores a posteriori mejorados. Su utilización reduce el coste computacional de la 
búsqueda del marcador y entrega información en todo instante de tiempo de la posición y 
velocidad de objeto. 
3.2.3 Cálculo de parámetros físicos e implementación de la 
realidad aumentada  
La posición del objeto en cada frame extraído en el punto anterior se proyecta en la 
imagen de color, de forma tal que en ella se hace un seguimiento digital de la trayectoria 
del objeto generando un efecto de RA al tener simultáneamente y en tiempo real una 
interacción entre el objeto en movimiento y la información digital extraída del mismo. En 
la Figura 3-2 se puede ver el seguimiento de la trayectoria realizado por el software. 
 
Figura 3-2. Seguimiento de la trayectoria y generación de RA 
Adicionalmente y paralelo a lo anterior, el software desarrollado le permite al usuario 





















 4. Capítulo 4. Resultados y discusión 
4.1 Prácticas de laboratorio implementadas 
 
Se implementaron cinco prácticas de laboratorio que describen diferentes tipos de 
movimientos y se llevaron a cabo en presencia del sensor KinectTM, el cual capturó las 
imágenes durante el desarrollo de las mismas, para su procesamiento empleando el 
software desarrollado. De esta forma, al combinar la metodología convencional de 
desarrollo de las prácticas con la inclusión del sensor KinectTM y el software, se 
obtuvieron cinco prácticas de laboratorio de cinemática apoyadas en realidad aumentada 
(RA). 
4.1.1 Movimiento Rectilíneo Uniforme 
La primera práctica de laboratorio combinada con RA correspondió al Movimiento 
Rectilíneo Uniforme, para el cual se deslizó un balón por una superficie lisa buscando 
que se minimizara el rozamiento y se diera lugar a un movimiento con velocidad 
constante. 
 
   
Figura 4-1. Imágenes del MRU captadas por el sensor 
 




En la Figura 4-1 se presentan las imágenes en color del MRU captadas por el sensor, las 
cuales fueron procesadas siguiendo la metodología descrita en el Capítulo 3, para 
finalmente obtener las imágenes segmentadas presentadas en la Figura 4-2 , las cuales 
se emplearon para determinar las coordenadas de posición y velocidad, que se usaron 
en la construcción de la Figura 4-3.  
   
Figura 4-2. Imágenes del MRU captadas por el sensor 
 
Dado que se conoce la distancia recorrida por el objeto (1.84m) y el tiempo empleado 
(1.8 segundos), es posible por medio de la ecuación (2), que describe la posición como 
función del tiempo en cualquier instante, calcular la velocidad instantánea promedio igual 
a -1 m/s. Se obtiene un valor negativo de la velocidad ya que el objeto se desplazó de 
derecha a izquierda en el plano cartesiano. Este valor se comparó con el obtenido a partir 
del software y los resultados son presentados en la Figura 4-3. Al analizar la variación de 
la distancia con el tiempo y compararla con los valores teóricos (línea roja), no se 
observan diferencias considerables entre ambos valores, sin embargo, cuando se analiza 
la variación de la velocidad instantánea promedio se encuentra que al inicio hay un 
tiempo aproximado de 0,3 segundos durante el cual se registra una velocidad variable, la 
cual tiende a un valor constante que corresponde con el teórico.  Esto se debe a que el 
filtro de Kalman desconoce inicialmente la velocidad del objeto y requiere de algunas 
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Figura 4-3. Movimiento rectilíneo uniforme 
4.1.2 Caída libre 
 
El siguiente tipo de movimiento evaluado fue el de Caída libre, en el cual se permitió el 
descenso vertical de un objeto desde una altura y se registró la posición del mismo 
respecto a la altura inicial hasta que llega a la base. El objeto se dejó caer, por lo que su 
velocidad inicial es igual a cero, e irá aumentando debido a la aceleración de la 
gravedad. En la Figura 4-4 se presentan las imágenes del movimiento capturadas por el 
sensor. En rojo intenso aparecen los puntos más alejados de la cámara, mientras que 
aquellos que se encuentran más cerca de ella se visualizan en tonos más claros. Los 
objetos que el sensor no identifica aparecerían de color azul en la imagen. Es posible 
observar que el objeto en movimiento es reconocido en todo momento por el sensor y 
solo se aprecia una leve deformación de la imagen reconocida a lo largo de la trayectoria. 
La interfaz del software toma como referencia la altura inicial del objeto y determina la 
variación de la posición del objeto en el tiempo. La posición y la velocidad del objeto en 
cada punto, se calcula de acuerdo con (4) y (6), estos valores fueron comparados con los 
valores obtenidos por el software a partir de las imágenes capturadas con el sensor 
KinectTM. Para los cálculos se asumió un valor de aceleración de la gravedad constante e 
igual a 9.8 m/s2, y se despreció la resistencia impuesta por el aire. 






Figura 4-4. Imágenes caída libre captadas por el sensor 
En la Figura 4-5 se presenta las imágenes procesadas por el software, de izquierda a 
derecha se presentan la imagen de profundidad, color y segmentada. El seguimiento de 
la posición del objeto en la imagen segmentada mediante el filtro de Kalman, permitió la 
obtención de la Figura 4-6 en la que se presenta una comparación entre los datos 
calculados y los obtenidos a partir del software.  
 
Figura 4-5. Imágenes procesadas por el software 
 
Figura 4-6. Caída libre 
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4.1.3 Movimiento parabólico 
El Movimiento parabólico se evaluó haciendo revotar una esfera contra una superficie 
plana, a partir del revote la esfera inició una trayectoria parabólica. En la interfaz se 
registró el ángulo y la velocidad de lanzamiento así como la posición y velocidad en cada 
uno de los ejes en función del tiempo. Con base en (7) y (8) se calculó el componente de 
la velocidad o velocidad instantánea (v). Se empleó (10) para calcular la distancia 
horizontal recorrida por el objeto y (9) para la altura del mismo. Los datos se presentan 
de forma gráfica en la Figura 4-7 y Figura 4-8. 
 
Figura 4-7. Esquema movimiento parabólico eje y 
 
Figura 4-8. Esquema movimiento parabólico eje x 




4.1.4 Movimiento semiparabólico 
El Movimiento semiparabólico se llevó a cabo lanzando horizontalmente un objeto, 
desde una altura conocida, de tal forma que siguiera una trayectoria como la descrita en 
la Figura 1-9. A través del software se calculó la velocidad de lanzamiento del objeto, la 
posición y la velocidad del mismo en cada uno de los ejes, en la medida en que va 
cayendo (Figura 4-9) y  (Figura 4-10). Se emplearon (12) , (13) y (6) para calcular los 
valores teóricos del alcance horizontal, el tiempo de vuelo y la velocidad, 
respectivamente. 
 
Figura 4-9. Esquema movimiento semiparabólico eje x 
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Figura 4-10. Esquema movimiento semiparabólico eje y 
 
4.1.5 Movimiento pendular 
El último movimiento evaluado fue el Pendular, para lo cual se dispuso de una masa 
suspendida de un hilo, que fue separada de su posición de equilibrio para permitir su 
oscilación, se tomaron hilos de diferente longitud y la interfaz registró la posición, 
velocidad y aceleración de la masa en la medida en que oscila, así como su periodo, 
frecuencia y velocidad angular. 
 
En la Figura 4-11 se presenta la proyección de la velocidad obtenida para del 
movimiento pendular, empleando el sensor KinectTM. Estos valores se comparan en la 
misma figura con los obtenidos a partir de la ecuación (16). En la Figura 4-12 se 
presenta la variación de la elongación del péndulo con el tiempo, que es comparado con 
el valor teórico obtenido a partir de la ecuación (15). 
 
 
Figura 4-11. Variación de la velocidad del péndulo con el tiempo 





Figura 4-12. Variación de la elongación del péndulo con el tiempo 
4.2 Software desarrollado (Interfaz gráfica) 
Se desarrolló una interfaz gráfica que le permite al usuario analizar cinco prácticas de 
laboratorio de física (Movimiento Rectilíneo, Caída Libre, Movimiento Semiparabólico, 
Movimiento Parabólico, Movimiento Pendular), empleando videos de las mismas que 
pueden ser obtenidos directamente del software usando la opción “Analizar práctica” o 
pueden ser grabados en tiempo real empleando un sensor KinectTM con la opción 
“Grabar una práctica”. En el anexo A, se presenta una guía detallada del funcionamiento 
de la interfaz gráfica (Figura 4-13) con la cual interactúa el usuario, así como las 
diferentes opciones que ésta le brinda. 
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 5. Conclusiones  y Trabajos Futuros 
5.1 Conclusiones 
Se desarrolló un software que extrae información de una serie de imágenes 
correspondientes a cinco prácticas de laboratorio de cinemática, empleando un sensor 
KinectTM , las procesa y permite evaluar parámetros físicos asociados a los experimentos, 
como son la posición, velocidad, tiempo y aceleración entre otros. 
A través de la interfaz  desarrollada es posible no solo comparar los parámetros físicos 
medidos con los calculados a través del software, sino que al ser presentados en tiempo 
real, se constituyen en una herramienta importante para la enseñanza de la física, más 
allá de los sistemas tradicionales, empleando herramientas tecnológicas de actualidad, 
ampliamente difundidas y de conocimiento general para los estudiantes.   
Se probaron las bondades en tanto a implementación y funcionamiento de la técnica de 
segmentación empleada soportada en el conocimiento de la información de profundidad 
de la escena. 
La implementación del algoritmo de seguimiento basado en el filtro de Kalman redujo el 
coste computacional de la implementación y facilito el proceso de medición de la posición 
y velocidad del objeto. 
5.2 Trabajos Futuros 
Implementación de otra serie de prácticas asociadas al objeto de estudio de la dinámica y 
la estática. 
Implementación del algoritmo en open software y/o en lenguajes de más bajo nivel y 
menor coste computacional. 
Implementación del algoritmo con cámaras convencionales. 





6. Publicaciones realizadas y participación en 
eventos 
Participación como ponente invitado al Educa Digital Regional 2014 con la ponencia 
“Realidad aumentada en prácticas de cinemática mediante KinectTM” realizado en la 
ciudad de Pereira los días 19 y 20 de agosto de 2014 
Se sometió a revisión en la revista Iteckne del artículo “Realidad Aumentada en 
Laboratorios de Física empleando el sensor KinectTM” 
Aceptación de la ponencia “Improving Kinematic Lab Practices by Image Processing” en 
el "XIX Simposio de Tratamiento de Señales, Imágenes y Visión Artificial - STSIVA 2014", 













 7. Anexo A. Guía de usuario del software 
La interfaz gráfica fue desarrollada empleando la versión 8.1.0.604 (R2013a)  del 
software matemático MatLab®. A continuación se presenta una breve guía que le 
permitirá al usuario acceder al a la interfaz desarrollada e interactuar con las opciones 
que ésta le presenta. 
REQUERIMIENTOS MÍNIMOS 
El usuario requiere de un equipo de cómputo con las siguientes características mínimas: 
- Procesador Intel Core i5 de 2.4 GHz 
- Disco duro 500 GB 
- Memoria RAM 4 GB 
- Sistema operativo Windows 7, Windows 8 
 
Así mismo, debe tener instalada la versión 8.1.0.604 (R2013a) de MatLab®. Una vez 
instalado dicho software aparecerá el siguiente icono  , que le permitirá iniciar 
MatLab®.  Una vez ejecutado acceda a la carpeta Interfaz , ubicada en el CD-
Room, y luego acceda al archivo ejecutable interfazRA.exe, el cual le desplegará el 
siguiente cuadro de diálogo (Figura A-1. ), que corresponde a la interfaz desarrollada, la 
cual servirá de enlace entre el usuario y el software. 
 






Figura A-1. Interfaz gráfica Realidad aumentada 
En la Figura A se aprecia un cuadro de diálogo compuesto por tres espacios 
coordenados, el primero de ellos ubicado al lado izquierdo de la imagen, será usado para 
la proyección del video (Figura A-2) 
 





Los dos espacios coordenados restantes servirán para la proyección de los valores tanto 
teóricos como prácticos de las variables asociadas a cada uno de los movimientos 
estudiados.  
 
Figura A-3. Espacios de la interfaz destinados a la proyección de las variables asociadas 
a los movimientos estudiados 
En la parte inferior derecha la interfaz (Figura A-4) el pregunta el usuario ¿Qué desea 
hacer? y le da las siguientes tres opciones (Figura A-5), todas asociadas al video que se 
desea  
- Vista previa del Kinect 
- Grabar una práctica 
- Analizar un video 
 
 
Figura A-4. Espacios de la interfaz destinados a la interacción con el usuario 






Figura A-5. Opciones para cargar el video 
La primera opción “Vista previa del Kinect”, le permite al usuario visualizar en tiempo real 
las imágenes en color capturadas por el sensor Kinect. De esta forma, es posible 
adecuar el ambiente de trabajo antes de iniciar la captura de las prácticas de laboratorio 
a evaluar. 
A través de la segunda opción “Grabar una práctica”, el usuario puede interactuar con el 
software y seleccionar qué práctica desea grabar y analizar, entre cinco opciones 
posibles (Figura A-6): 
- Movimiento Rectilíneo 
- Caída Libre 
- Movimiento Semiparabólico 
- Movimiento Parabólico 
- Movimiento Pendular 
 
 
Figura A-6. Tipo de movimiento a grabar 
Una vez seleccionado el tipo de práctica que se desea grabar, el software le despliega al 
usuario la opción de comparar los datos registrados por programa con los valores que se 
obtendrían empleando los modelos teóricos asociados a cada tipo de movimiento. A sí 
mismo, le permite graficar los datos teóricos con posterioridad al registro de la práctica, 




Para el caso del Movimiento Rectilíneo la interfaz le solicita al usuario ingresar la 
distancia recorrida en metros y el tiempo empleado en recorrer esa distancia en 
segundos 
 
Figura A-7. Opciones grabar práctica MRU 
Luego de eso, el usuario debe dar clic en el botón , para que se active el 
sensor KinectTM e inicie la grabación del movimiento. Una vez se dé clic en iniciar 




Figura A-8. Opciones Iniciar / Detener de la interfaz 
 





Este procedimiento es similar para todas las cinco prácticas de laboratorio y solo 
cambian las opciones de los datos que debe ingresar el usuario para realizar la 
comparación con los datos teóricos. 
Así, para el movimiento de caída libre, la interfaz le pide al usuario ingresar la altura 
desde la cual es lanzado el objeto (Figura A-9) 
 
Figura A-9. Valores teóricos a ingresar. Caída Libre 
En el caso del movimiento Semiparabólico el usuario debe ingresar la distancia recorrida 
por el objeto y la altura desde la cual es lanzado (Figura A-10) 
 





Para el movimiento parabólico el usuario debe ingresar la distancia horizontal recorrida y 
el tiempo empleado (Figura A-11). 
 
Figura A-11. Valores teóricos a ingresar. Movimiento Parabólico 
 
Finalmente, para el movimiento pendular se debe ingresar la longitud del péndulo (Figura 
A-12) 
 
Figura A-12. Valores teóricos a ingresar. Movimiento Pendular 
 





La última opción que proporciona el software es la de “Analizar un video”, el cual ha sido 
preparado con anterioridad y se encuentra precargado en el programa. Todas las 
opciones disponibles en la opción “Grabar un video”, se encuentran disponibles también 
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