Abstract. Christopher in 2006 proved that under some assumptions the linear parts of the Lyapunov constants with respect to the parameters give the cyclicity of an elementary center. This paper is devote to establish a new approach, namely parallelization, to compute the linear parts of the Lyapunov constants. More concretely, it is showed that parallelization computes these linear parts in a shorter quantity of time than other traditional mechanisms.
Introduction
Poincaré began investigating limit cycles of planar polynomial differential systems in the 1880s. In 1900 David Hilbert presented a list of 23 problems in the International Congress of Mathematicians in Paris. The second part of the 16th problem is the estimation of the maximal number, H(n), and relative positions of limit cycles for planar polynomial vector fields of degree n. By now, over a century, within the framework of investigation of this problem, numerous theoretical and numerical results were obtained, see the survey articles of Ilyashenko and Li, [11, 13] . However, this problem remains almost completely unsolved even for quadratic vector fields. The best lower bounds of H(n) for different n among the literature can be found in [9] except that H(4) ≥ 26 and H(6) ≥ 39 which was obtained by [12] and [14] respectively.
There are several particular versions of Hilbert's 16th problem. Arnold in 1977 proposed a so-called weakened version to study the number of isolated zeroes of the Abelian integrals [1] . This number gives the number of limit cycles bifurcating from the period annulus of Hamiltonian systems. The second version is to determine the maximal number of limit cycles of Liénard systems, see [10] and references therein. Another particular version of Hilbert's 16th problem is to estimate the maximum number M (n) of small amplitude limit cycles bifurcating from an elementary center or an elementary focus, see [21] .
The answer to the question about which is the value of M (n) for any n is only known for degree 2. Bautin [2] proved that M (2) = 3. For cubic system without quadratic terms, Sibirskiȋ in [18] proved that at most five limit cycles could be bifurcated from one critical point.Żo ladek in [21] found an example where 11 limit cycles could be bifurcated from the center of a cubic system. Christopher in [4] provided a simple proof ofŻo ladek's result. Bondar and Sadovskii in [3] also provide an example of a family of cubic systems which have at least 11 limit cycles. Recently,Żo ladek revisited his example in [23] . Perturbing concrete examples of quartic and quintic systems, Giné in [8] proved that M (4) ≥ 21 and M (5) ≥ 26. Very recently, Liang and Torregrosa in [14] proved that M (6) ≥ 39, M (7) ≥ 34, and M (8) ≥ 46.
An efficient method to produce limit cycles from a singularity of the center-focus type is calculating the Lyapunov quantities when small perturbations are considered, see [2, 4, 8] and references therein. There are several ways to introduce the Lyapunov quantities. The reader can find a suitable definition in many standard textbooks of ordinary differential equations, see for example [5] . In what follows we will briefly introduce some definition, notation and symbols which are very closely to the main topic of the present paper.
It is well known that a planar polynomial differential system of degree n which has an elementary center or weak focus at the origin can be written using complex coordinates,
where
There is always an analytic positive definite function V (z,z) in a neighborhood of the origin such that
k+1 , where X is the vector field associated to equation (1) . That is, X(V ) is the rate of change of V along the orbits of (1). The coefficient v k = v k (λ) is called the k-Lyapunov constant of (1) at the origin. Obviously, v 0 = 2λ 1 . The origin is a center if and only if v k = 0 for all k ≥ 0. We call the set of parameters for which all the Lyapunov constants vanish the center variety. If λ 1 = 0, then equation (1) has a strong focus at the origin. If v k (k ≥ 1) is the first nonzero constant, then the origin is a weak focus of order k. The focus order k is the upper bound of the numbers of limit cycles which bifurcate from the focus under analytic perturbations, see [15] In case that
We call L(k) the k−Lyapunov quantities. According to the Hilbert Basis Theorem, the ideal generated by the Lyapunov quantities has a finite number of generators. Thus, theoretically to distinguish a center from a focus, or to determine the order of a weak focus, can be solved in finite number of steps. However, for any given case, with few exceptions, it is unknown a priori how many steps are required.
In general the calculation of the Lyapunov constants or Lyapunov quantities by hand is impossible except in the simplest cases. Therefore, the research on the computation of the Lyapunov constants using computers is attracting more and more attention. Several computational methods have been developed, see the paper [20] and the textbook [5] for instance.
However, even when the computation is implemented in a computer, the computational problems are still very hard due to the big size, besides the number, of the coefficients of the polynomials in the parameters of the vector field. Christopher in [4] developed a simple computational approach to estimate lower bounds for the cyclicity of centers. The idea consists in taking into account the lowest terms of the Lyapunov quantities with respect to the parameters. As it was shown by several examples, this approach has three nice aspects. The first is the removal of the necessity of lengthy calculations. The second is that the complex independence arguments are replaced by the linear independence ones. The third is that it gives room for a more creative approach to estimating cyclicity.
The idea behind Christopher's approach is the following. Suppose that s is a point on the center variety. If we can choose independent L(0), L(1), . . . , L(k) values in a neighborhood of s ∈ C m , then with a properly choice of the parameter values we can have that 0
. . , L(k) having alternate signs. Hence according to [16] , we can produce k limit cycles one by one.
Christopher has proved that in many cases it suffices to calculate the linear part of L(i) with respect to the parameters. See the following theorem.
Suppose that s is a point on the center variety and that the first k of the L(i) have independent linear parts (with respect to the expansion of L(i) about s), then s lies on a component of the center variety of codimension at least k + 1 and there are bifurcations which produce k limit cycles locally from the center corresponding to the parameter value s.
Applying this Theorem, Christopher in [4] studies the cubic center C 31 inŻo ladek's classification [21] . A computation shows that the linear parts of L(1), L(2), . . . , L (11) are independent in the parameters. Since L(0) = 2πλ 1 already, 11 limit cycles can bifurcate from this center. This number of limit cycles coincides with the one obtained in [21] . Giné in [8] used Christopher's method (together with the second order bifurcations) to obtain high cyclicities for several classes of centers.
However, for polynomial systems of high degree with a lot of parameters, in practice the computation of the linear parts of the Lyapunov constants is still very complicated. In fact, the systems considered in both [4] and [8] are of very low degree (degrees 3, 4 in [4] and degree 5 in [8] ). While Giné study the polynomial systems of degrees 6, 8, 9, he has to assume that the system has only homogeneous nonlinear terms [8] . We observe that, using a computer to do the calculations for general polynomial systems of high degree, we need to wait a long time. For example, for the holomorphic centeṙ z = iz +z 2 +z 3 +· · ·+z 9 under the general polynomial perturbation of degree 9 without linear nor constant terms (104 real parameters) our computer needs more than 4 days of CPU time
Therefore, in order to go further with Christopher's method, we need to reduce the computation waiting time. The main aim of the present paper is to develop a parallelization procedure for computing the linear parts of the Lyapunov constants. We define M l (n) as the number of limit cycles which bifurcate from the polynomial elementary monodromic singularity of degree n, by using linear parts of the Lyapunov constants with respect to the parameters. We call M l (n) the linear cyclicity for polynomial system of degree n. It is clear that M l (n) ≤ M (n). Thus M l (n) give a lower bound of M (n). For any given polynomial system of degree n, if we perturb its coefficients, starting from the quadratic terms, essentially there will be at most n 2 + 3n − 4 free 4 H. LIANG AND J. TORREGROSA parameters and hence M l (n) ≤ n 2 + 3n − 4. We would like to mention here that the author of [7] conjectured this upper bound should be less than or equals to n 2 + 3n − 7. Another work of this paper is to find a highest possible lower bound for M l (n) (and hence for M (n)), for several relative large degree n. Employing the parallelized procedure we are able to deal with the cases n = 7, 8, . . . , 13. However, a priori we do not know which type of centers will give rise to the highest cyclicity. Thus we will search for the best candidate among the Hamiltonian centers, the time-reversible centers and some Darboux centers. After calculating about 6 000 examples we have found that the best candidate to provide the highest cyclicity are the Darboux ones. Nevertheless, in general the Darboux centers are very hard to find and hence, instead we consider a class of holomorphic centers with the complex formż = iz + n j=2 z j . This class of centers is also a family of Darboux centers because the equationż = f (z) possesses an integrating factor of the form (f (z)f (z)) −1 , see [6] . Our result is the following theorem.
Theorem 1.2. The cyclicity of the holomorphic centerż = iz + n j=2 z j is at least n 2 + n − 2 for 4 ≤ n ≤ 13 and 9 for n = 3, under general polynomial perturbations of degree n.
As a direct consequence of Theorem 1.2 we obtain the highest lower bounds of M (n) for 5 ≤ n ≤ 13 among the literature.
Since H(n) ≥ M (n), we can also improve the Hilbert number when n = 6, 8, 10. The best previous known results show that H(6) ≥ 39, H(8) ≥ 67, and H(10) ≥ 100. Now we get from the above result that Corollary 1.4. Suppose that H(n) is the Hilbert number for the class of polynomial vector fields of degree n. Then H(6) ≥ 40, H(8) ≥ 70, and H(10) ≥ 108.
In the proof of Theorem 1.2 we will show how the parallelization procedure reduces the waiting time of computation, see Table 1 in Section 4. From this table we also found that it is almost impossible to compute the cases of degree 11, 12, and 13 in the traditional way. This paper is organized as follows. In Section 2 we establish the linear property for the linear parts of the Lyapunov quantities with respect to the parameters. This property is the foundation of the parallelization procedure. An example is also provided to illustrate how it works. In Section 3 we exhibit that the best center candidate to produce high cyclicity is a Darboux center. In Section 4 we study the number of limit cycles bifurcating from some holomorphic centers, using the parallelization procedure for computing the linear parts of the Lyapunov constants.
Linear property of the linear parts of the Lyapunov constants
This section is devoted to the proof of the following theorem which shows the linear property of the linear parts of the Lyapunov constants. Afterward, we give an example to illustrate how this property can be applied in the explicit computations.
Theorem 2.1. Let p(z,z) be a polynomial starting with terms of degree 2. Let Q j (z,z, λ) be analytic functions such that Q j (0, 0, λ) ≡ 0 and Q j (z,z, 0) ≡ 0, for j = 1, . . . , s. Let a 1 , . . . , a s be any s fixed constants. Suppose that v
Then the linear part, with respect to the components of λ, of a 1 v
Qs k is the linear part of the k-Lyapunov constant of equatioṅ
with respect to the components of λ.
Proof. We recall that the way to find the Lyapunov constants of a given vector field X = X(z,z, λ) at the origin is, as it is given in [4] , as follows. We seek a positive definite analytic function W = W (z,z, λ) in a neighborhood of the origin such that
with r 2 = zz. If we want to find the term of degree j of β k with respect to the parameters λ, it turns out to be equivalent to solve the following equations step by step:
if X 0 has a center at the origin, β r 2 +2 + · · · , if X 0 has a weak focus at the origin with order ,
where X j , W j , and β k,j are the terms of degree j of X, W, and β k , respectively, with respect to the parameters λ. This means that β k,1 is the linear part of the k-Lyapunov constant of vector field X if and only if there exists a positive definite analytic function W 0 = W 0 (z,z) and W 1 = W 1 (z,z, λ) (linear in λ) such that both (4) and (5) are satisfied.
Suppose that W Q j (z,z, λ) is the positive definite analytic function in a neighborhood of the origin such that
where X Q j are the vector fields associated to equations (2) . Let
is the term of degree k of X Q j (resp. W Q j ) with respect to λ. Denoted by v 
By the linear property of vector field, we obtain from (7) that 
We remark that a 1 X
is exactly the linear part of the vector field X associated to equation (3) (4) is satisfied automatically and hence the proof is complete.
The advantage of applying Theorem 2.1 is the following. In computation of the linear part of the Lyapunov constants with respect to the parameters of polynomial equationż = iz + p n (z,z) + n k+ =2 λ k, z kz , we will one-by-one compute the linear part of each Lyapunov constant of equationż = iz + p n (z,z) + λ k, z kz . After all the computation have been done, we take the summation of all the results and hence we obtain the linear part of the Lyapunov constant of the original complete equation. The computation done in this way is called parallelization. Additionally, when we implement this procedure, the computations in each separate equation given by each perturbating monomial are shorter in size and time. Clearly, if we use several computers to do the computations for different λ k, z kz simultaneously, then the total waiting time will be reduced drastically. We will compare, at the end of Section 4, both the time differences between the computations when they are done, when it is possible, in the traditional way using only one computer and with the parallelization procedure using a cluster of computers.
Next we give an example to illustrate the parallelization procedure. Consider the equationż = iz + 10z
where λ j (j = 2, 3, 4) are real small parameters. The unperturbed system of (8) in its real form iṡ
It has a first integral
Therefore, system (9) has a center at the origin. Now we employ the parallelization to compute the linear part of the Lyapunov constants for equation (8) at the origin. By direct computation using the algorithm of [5] we obtain the first three linear parts of the Lyapunov constants of equations (8) 
and v
According to Theorem 2.1, the first three linear parts of the Lyapunov constants of equation (8) are
With the goal of checking the correctness of (10), we also compute the Lyapunov constants of equation (8) in a direct way. It turns out that − 24600λ 3 λ 4 + 136586875λ 2 + 6542500λ 3 − 67500λ 4 ).
By the above expression it is not hard to check that the linear part of the above complete expressions with respect to λ 2 , λ 3 , λ 4 are just the same as (10).
Remark 2.2. From (10) we know that v 1 , v 2 , v 3 are linearly independent. Thus if we add the linear perturbation λ 1 z to equation (8), we obtain three limit cycles which emerge from the origin. This provides a simple example of a quadratic system with three limit cycles.
Remark 2.3. Usually the expressions of the Lyapunov constants can be simplified by modulo the previous ones. In fact, in our example the first three Lyapunov constants v 1 , v 2 , and v 3 can be replaced with the three quantities
The linear part of the Lyapunov constants can also be done in the same way. But, certainly, the number of independent Lyapunov constants is invariant.
Searching the highest linear cyclicity of centers by application of parallelization
In the present section we will apply the parallelization procedure to find the best centers which give rise to the highest cyclicity explicit vector fields. More precise, we will study the limit cycles bifurcating from the Hamiltonian, time-reversible and Darboux centers, by using the linear part of the Lyapunov constants with respect to the parameters.
3.1. Linear cyclicity of Hamiltonian centers. We have computed more than 4 000 random Hamiltonian centers with different degrees. They are: 1 000 quadratic Hamiltonian systems, 1 000 cubic Hamiltonian systems, 1 000 quartic Hamiltonian systems, 1 000 quintic Hamiltonian systems, 300 Hamiltonian systems of degree 6, and 50 Hamiltonian systems of degree 7. In almost all cases, the number of independent linear parts of the Lyapunov constants with respect to the parameters are respectively 2, 5, 9, 14, 20, and 27. It is clear that these Hamiltonian systems can not provide a lower bound for M l (n) bigger than (n 2 + n − 2)/2. But in almost all cases we have that number of limit cycles. Using the parallelization procedure, the total computing time is, with our computers, about 30 hours.
3.2.
Linear cyclicity of time-reversible centers. First we remember that a system has a time-reversible center if it has a center and it is invariant (for example) by the change (x, y, t) → (x, −y, −t). We have computed 2 000 random time-reversible centers with different degrees. They are: 500 quadratic systems, 500 cubic systems, 250 quartic systems, 250 quintic systems, 250 systems of degree 6, and 250 systems of degree 7. We have found that, in almost all cases, the number of independent linear parts of the Lyapunov constants with respect to the parameters are respectively 2, 6, 11, 17, 24, and 32. It is clear that these time-reversible systems can not provide a lower bound for M l (n) bigger than (n 2 + 3n − 6)/2. But in almost all cases we have that number of limit cycles. Using the parallelization the total computing time is about 16 hours.
3.3. Linear cyclicity of general Darboux centers. In this part we will first consider some of the known Darboux centers with high linear cyclicity when the degree is fixed to n = 2, 3, 4, 5. The selected quadratic Darboux center is equation (8) . As we have done in Section 2, it holds that M l (2) ≥ 3. The cubic Darboux centers are the systems in [3, 4] . These systems have a Darboux first integral of the form
with f = −10752x 3 − 29568x 2 y − 17640xy 2 − 3024y 3 + 1600x 2 + 2760xy + 576y 2 − 74x − 57y + 1 and
x 3 (xy 5 + 5xy 3 /2 + 5y 3 /2 + 15xy/8 + 15y/4 + 2) 2 ,
respectively. The first has a center at the origin and the second at (342/53, 140/53). Bondar and Sadovskiȋ in [3] and Christopher in [4] actually proved that M l (3) ≥ 11. The quartic and quintic Darboux centers selected are respectively system (6) and system (17) appearing in [8] . After computation we check that M l (4) ≥ 16 and M l (5) ≥ 23 as Giné proves in [8] .
We note that, the construction of a polynomial Darboux center, whose linear cyclicity can be computed easily, is much harder than the Hamiltonian and time-reversible centers. We finish this section providing a class of a Darboux polynomial center of degree n for n ≥ 4. The construction of these centers is inspired by the cubic family of (11), which was originally done in [22] , Proposition 3.1. Let H be the rational function
and
Then the systemẋ
, is a polynomial system of degree n.
Proof. By direct computation we obtain that P (x, y) = 2x(xy 2 + Ax + B)(xu (y) + v (y)) − 2(n + 2)x 2 y(xu(y) + v(y)), Q(x, y) = (2xy 2 + 2Ax − Bn)v(y) − (n + 2)Bxu(y).
Substituting (12) and (13) into the above expressions, it turns out that
Obviously, deg P = n if A = 0 and deg Q = n if B = 0.
We can construct a Darboux center of degree n of the form (14) . As an example, we show, in the next proposition, that under a suitable choice of the parameters, system (14) has a center at the point (−1, 2), for example. Proposition 3.2. For any integer n ≥ 4, there exist polynomials u, v of the form (12) and (13) respectively such that system (14) has a center at (−1, 2).
Proof. Let
By performing straightforward computations we find that
where ∆ 1 (2) = s 1 (2) − s 2 (2). Furthermore, if relations (15) are true, then
+ 2AB 2 (n − 4))n(n 2 − 4) + 64(−(4 + A − B + 4n)∆ 1 (2) + 2(4 + A − B)∆ 2 (2))), where ∆ 2 (2) = s 1 (2) − s 2 (2). There are many choices of A, B, s 1 , and s 2 such that D > 0 and that at (−1, 2) neither the denominator nor the numerator of M vanish. Where M is the rational function defined in Proposition 3.1. Consequently, system (14) has a center at (−1, 2) .
For example, we can choose A = −B, s 1 (2) = s 2 (2), s 1 (2) = s 2 (2) = a and then we choose s 1 (2), s 2 (2) such that relations (15) are satisfied. In this situation we have D = 9(n − 4)(n 2 − 4) 2 n 3 2 2n−1 B 7 + P 6 (B, n), where P 6 (B, n) is a polynomial in B of degree 6. Thus, if n > 4 and B is large enough, then D > 0. If n = 4, we take B = 3 and we obtain D = 65536(46656 + 216a − a 2 ). Thus D is positive when a is a small number. Clearly, in any case we can choose the values of B and a such that the point (−1, 2) does not lie in the curves xy 2 + Ax + B = 0 and xu(y) + v(y) = 0. This fact completes the proof. Proof. For n = 4, 5, 6, and 7 we take system (14) with A = A n , B = B n , u = u n , and v = v n in Proposition 3.1 where After direct calculation, we obtain the required conclusion.
We have not check values for n > 7 because it is clear from the above proposition that when n increases the number of limit cycles using the linear parts of the Lyapunov constants is less or equal than n 2 . The examples in next section provides better lower bounds for M (n).
