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The evolution of the parameters fitted to the XDS data recorded for [Fe(bpy) 3 ] 2+ are shown in Figure S2 . Note that the XDS data includes data between 800 fs and 1.5 ps which were measured in a separate series of scans with lower time resolution (IRF = 85 fs FWHM), and appended to the high resolution -200 to 800 fs data.
The time dependent Fe-N bond length dynamics shown in Figure S2A , display clear oscillations for t < 1 ps. The average excited state Fe-N distance undergoes a 15% decrease throughout the full 1.5 ps time window following the initial expansion. This shortening of the average excited state Fe-N bond length follows from the anharmonic potential energy surface of the 5 MC state, which is shallower towards longer Fe-N distances, meaning that vibrational cooling of the highly excited Fe-N symmetric stretching vibration leads to a contraction of the average Fe-N bond length. The dephasing of the oscillations is significantly faster than the vibrational cooling, with the loss of coherence preceding vibrational cooling. We have quantified the time scales of the Fe-N bond length dynamics by fitting the 250 fs -800 fs time range with a damped sinusoid overlaid with an exponential decay (blue curve of Figure 4F ) retrieving the frequency and dephasing lifetime of the oscillations. We have fitted the > 600 fs Fe-N bond length shortening and corresponding decrease in cage signal by a single-exponential decay towards the previously reported excited state Fe-N bond length distance and cage response amplitude. 2, 3 We retrieve a period for the Fe-N oscillations of 235 ± 14 fs matching the 236 fs Fe-N stretch oscillation observed in both TA and XANES experiments, 4, 5 a dephasing lifetime of 340 ± 80 fs matching the XANES experiments, 5 and we retrieve a lifetime for the vibrational cooling of 1.4 ± 0.3 ps, fitted for both Fe-N distance and cage response, similar to the 1.6 ± 0.1 ps lifetime of vibrational cooling retrieved from the XANES experiments. 5 The time dependent cage signal amplitude is shown in Figure S2B . As discussed in reference, 6 this component is calculated from pairwise RDF's with one atom in the solute and one in the solvent. Thus, this term arises from changes in the distance between the solute and the solvent molecules. For [Fe(bpy) 3 ] 2+ undergoing spin-crossover in aqueous solution, 7, 8 the changes in the first solvation shell is dominated by oxygen atoms of water molecules in the innermost solvation shell moving closer to the Fe-center (see e.g. Figure 4 of ref. 8 ). The approach of the oxygen atoms to the iron center provides the largest solute-solvent pair correlation in the simulated cage signal ( Figure 4C ) as seen by the strong positive difference signal at low Q which signifies a shortening of average distances (see SI for van Driel et al. for a detailed discussion). 9 The short-ranged nature of the difference scattering component is reflected in the time evolution seen in Figure S2B , where a pronounced oscillatory pattern with the same period as the Fe-N oscillation is evident. Following the onset and initial oscillations, the average cage signal also decrease by around 15% within the first 1.5 ps, in parallel to the Fe-N distance. The similarity of the cage and molecular structural signals shows that the solvation dynamics are very efficiently driven by the structural dynamics of the solute.
The time evolution of the magnitude of the changes in the bulk solvent structure due to deposition of thermal energy is shown in Figure S2C . In the present case this increase tracks the vibrational energy transfer from the solute to the solvent with an onset coinciding with the first outer turning point of the Fe-N oscillation, followed by a grow-in on several time scales, one approximately 0.8 ps and one somewhat longer. We interpret the first time scale as arising from impulsive energy deposition due to the fast stretching of the Fe-N bond leading to a collision with the nearest solvent molecules, and with the longer time scale arising from incoherent vibrational cooling of the solute molecules as energy is re-distributed on internal and external degrees of freedom. For the present data, this second process is however not fully quantifiable as the second grow-in is hard to track with a final value outside the time window measured in these experiments
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The time evolution of the solvent density change is shown in Figure S2D . This term arises from changes in the average distance between solvent molecules and has most often been included in the analysis of data acquired on much longer time scales, ns to μs, where hydrodynamic expansion of the solvent sets in following impulsive energy deposition. 10, 11 However, in our previous work on [Fe(bpy) 3 ] 2+ including this term on also sub-ns time scales where there is no time for bulk expansion was observed to improve the model fit significantly. This was interpreted in the light of the simulations presented by Daku and Hauser 7 where an expulsion of two water molecules from the solvation cage into the bulk liquid was predicted. In agreement with previous observations, 3 the density undergoes a very fast grow-in, which we here can determine to be ~100 fs, followed by oscillations. These observations are inconsistent with the proposed model of solvent-shell reorganization leading to an increase in bulk-solvent density. We further note that the simulation study in ref. 7 has very recently been re-done with more advanced methods and improved statistics, 8 and the result of this newer study also brings the solvent-expulsion model into question. On this background we interpret the solvent-density term as arising from a solvation-cage re-ordering that gives rise to a change in scattering approximating that of a density increase. Extracting the excited state kinetics without imposing an exponential decay of the MLCT state leads to the excited electronic state dynamics presented in Figure S3 (colored circles). The dynamics are qualitatively similar to the ones extracted with exponentially constrained MLCT decay (see e.g. Figure 3C ), note in particular the negative 'kink' in the 5 MC population at 300 fs time delay. Fitting the MLCT decay dynamics extracted without constrains (red line figure S3) returns the same 110 ± 8 fs MLCT lifetime as found when imposing the exponential decay already in the extraction of the excited state dynamics. Figure S4) . 12 Figure S4. The electronic kinetics extracted from the XES as presented in Figure 3C , fitted by the model used by Zhang et al. 12 Supplementary Note 5: Kinetics of the Fe Kβ XES data The extracted excited state electronic dynamics extracted from the XES measurements shows a clear nonexponential feature at around 300 fs, most visible in the 5 MC population grow-in. This ~300 fs feature deviating from exponential-type dynamics is visible already in the kinetics of the raw difference signal illustrated in Figure S5A (colored circles). Figure S5A shows the kinetics of the XES signal at four different energies corresponding to the colored arrows of Figure S5B . The ~300 fs feature is most clearly pronounced in the 7054 eV shoulder dynamics, corresponding to the spectral range where the difference between 3 MC and 5 MC reference difference spectra is largest. Figure S5 . XES difference signal. (A) Kinetics of the difference data at four different energies (circles) and the description of the data provided by the extraction with model spectra (full curves). (B) Difference spectra at selected time delays, arrow indicates the energy of the presented dynamics.
Supplementary Note 6: Spectral deconvolution of the Fe Kβ XES data
Misalignment of one of the four analyzer crystals of the multicrystal spectrometer during the LCLS experiment resulted in distorted Kβ XES spectra. In order to remove this distortion the spectra were corrected with a following formula
S corr is the corrected spectrum, S uncorr is uncorrected (measured) spectrum and D is the function describing the distortion defined by two delta peaks whose relative height and position correspond to misalignment of the fourth crystal. Figure S6 shows an example of a measured and a corrected spectra. Note that direct application of the deconvolution theorem would result in singularities and therefore before the division is carried out both numerator and denominator are multiplied by . The correction procedure includes
finding the suitable relative height and shift of the two delta peaks in D. We found that the most robust implementation of the deconvolution was reached when the deconvolved spectra were found by iteratively optimizing a numerically convolved trial spectrum against the measured data.
We initially sought to verify the assumption that a misalignment of a dispersive crystal in the von Hamos spectrometer was impacting the measured spectra (S measured ) by determining the distortion spectrum (D The relative height and relative distance between the two delta peaks in D T were iteratively optimized such that χ 2 between S measured and S D was minimized. We found that the optimized D consisted of two delta peaks of internal heights 0.23/0.77 and an energy difference of 4.32 eV (see Figure S7 ). The relative intensity between the two peaks is very close to the expected 0.25/0.75 distribution expected for one of the four von
Hamos crystals being misaligned.
The corrected difference spectrum at each time delay was calculated using the optimized distortion spectrum.
We found that the most robust deconvolution was achieved when implementing the deconvolution as an iterative numerical optimization of a trial deconvolution spectrum S T . For each difference spectrum measured (S uncorr ), an initial S T was taken as the spectrum itself. Numerical convolution of S T with D, provided a deconvoluted trial spectrum S TD , which was directly compared to S uncorr providing a χ 2 . S T was then optimized by minimizing χ 2 between S uncorr and S TD in a Monte-Carlo like approach by adding a small (positive or negative) random value to each data point of S T , convoluting it with D and assessing the change in χ 2 between S TD and S uncorr . Robustness was significantly improved by enforcing a 3-pt running median filter on S T , which constitutes the only smoothing of the spectra shown in Figure 3A . The corrected 8 difference spectrum (S corr ) of each time delay can then be defined as the converged trial spectrum S T .
Simulated annealing and Monte-Carlo methods converged on indistinguishable S T .
The result of the deconvolution process is illustrated in Figure S6 . Figure S6 . Spectral deconvolution of the Fe Kβ XES data. The reference difference signal for the 5 MC state (red), the measured difference signal at 800 fs (yellow) and the same 800 fs signal after the deconvolution process (blue). With the open questions about the validity of the density contribution to the difference scattering signal at early time scales, we conducted a full analysis where the density contribution in the XDS fitting was explicitly set to 0 at all time delays. Figure S8A shows the fit at 150 fs time delay without including a density term in the fit, and can be directly compared to Figure 4F of the main text, showing that the residual from the fit increases when the density term is excluded. Figure 7SB shows the time-dependent Fe-N distance as a function of time, with and without a density term in the XDS fitting, illustrating that the Fe-N bond length change systematically increases by ≤0.01 Å for fits without at density term. Figure S8 . Extracting the excited state structural dynamics from XDS measurements without a density term. (A) Data, fit and fit components for the 150 fs time-delay. (B) Excited state Fe-N bond length distance extracted from XDS using the method described in the main text (black), and for a similar approach without including a density term in the analysis (red).
Supplementary Note 8: Kinetic model for extracting potential energy surfaces
The modelling of the excited state cascade of [Fe(bpy) 3 ] 2+ is simulated for 10 5 systems using an expansion of the model presented by Lemke et al. 5 The simulation takes the Fe-N bond length distance (x), the velocity with which it is changing (v), and the potential energy surface (S) for each system, and propagate them classically in time steps (Δt) of 1 fs, according to the equations of motion described in the following:
The velocity of particle n at time step t+1, is calculated from the velocity at time t, and the slope , + 1 , of the potential energy surface at which particle n is residing at its current position :
, (
,
To account for dephasing and damping, energy redistribution events, each system will transfer part of its kinetic energy to a thermal bath and cause a phase loss by inverting the momentum with a time constant of 400 fs. In line with the model of Lemke et al 13 , upon a momentum inverting event, the system loses 60% energy to its surroundings, concurrent with a (normally distributed) stochastic change of velocity, coupling the system to a thermal bath. The thermal bath keeps the bond length distribution in line with the calculations of Daku and Hauser. 7
, + 1
Where is a coupling parameter, is the Boltzmann constant and T is the (absolute) temperature, and l is a normally distributed random number such that . Finally r is a random number such that .
Having updated the velocity, the Fe-N bond length distance of the system can be updated. Where T designates whether the system is transitioning between excited states as follows. With r being a random number such that , and p being the transition probabilities at the intersection 0 ≤ ≤ 1 between MC potential energy surfaces. After v,x, and S has been determined for t+1 for each system, the parameters are stored and the process is repeated. Thus, excited state (S) and Fe-N distance (x) are calculated for each system, for each 1 fs time step, until the experimental time window has been covered by the simulation. Hereafter the simulated excited state dynamics can be quantitatively compared to the experimental results as described in the main text.
