Abstract-This paper introduces a novel technique, clustered cell-free massive-MIMO (C 2 F-M-MIMO), that generalizes the recently proposed cell-free massive MIMO (CF-M-MIMO) concept by optimizing the connectivity pattern among access points (APs) and mobile stations (MSs). Relying on the popular Kmeans clustering algorithm, APs and MSs are grouped together in clusters in such a way that strong interferers arising due to pilot contamination are minimized. The clustering pattern varies in accordance to the large-scale fading parameters and is therefore able to respond to macroscopic changes in the network (user mobility, network load variations). Numerical results show that the proposed architecture is able to support a large number of users even with very low-complexity processing at the AP side while greatly reducing the fronthaul capacity requirements.
I. INTRODUCTION
Over the last years Massive MIMO (M-MIMO) has emerged as one of the fundamental physical layer pillars to sustain the next generation of wireless systems, the so-called 5G networks [1] . In M-MIMO setups, a large number of antennas, in the order of hundreds, are deployed at the access point (AP) to provide service to a relatively small number of mobile stations (MSs). Remarkably, rather simple signal processing, when applied in a M-MIMO setup, results in user rates greatly exceeding those currently achievable in conventional MIMO systems [2] . Complementing M-MIMO, ultra-dense networks (UDN) [3] resulting from aggressively increasing the spatial density of APs has been identified as another key technique to fulfill the stringent requirements to be found in 5G networks [4] . Very recently, a network topology known as cell-free M-MIMO (CF-M-MIMO) has been proposed in [5] , [6] that synergistically combines the strengths of both M-MIMO and UDN by considering the dense deployment of a large number of simple APs (also known as remote radio heads or RRHs) all connected to a central processing unit (CPU) that takes care of the most computationally intensive operations. Interestingly, the CF-M-MIMO architecture reaps many of the benefits AP cooperation can bring along, a subject widely studied over the last decade [7] in conventional cell-based architectures, while requiring only of very simple signal processing. The performance benefits that CF-M-MIMO brings along come at the cost of requiring wide-bandwidth fronthauls able to accommodate the data for/from all users at each RRH. In an attempt to reduce these fronthaul requirements, [8] proposes a user-centric approach that limits the connectivity of each AP to only a subset of users. Interestingly, a similar user-centric strategy was first proposed by [9] in the context of the pCell TM technology but relying on more complex precoding techniques that did not fully exploit the M-MIMO component.
This paper proposes a variation of the CF-M-MIMO topology, termed clustered cell-free Massive MIMO (C 2 F-M-MIMO), that generalizes the user-centric approach in [8] while allowing the use of very simple AP processing with limited performance loss. In particular, a clustering strategy is introduced that binds together MSs and APs that are close in terms of a prescribed similarity metric. The resulting clusters are shown to be free from any intra-cluster pilot contamination effects [10] , [11] while dramatically decreasing the fronthaul requirement of each AP when compared to CF-M-MIMO. Remarkably, the proposed technique somewhat steps down from a full cell-free topology towards an architecture with a more restrictive AP-MS connectivity pattern that organizes the whole coverage area as cell-like entities (i.e., clusters), each with multiple APs but whose dynamic character confers the ability to adapt to the specific large-scale fading parameters the users are experimenting. As shown in the coming sections, the clustering step eliminates the need for elaborate pilot allocation strategies while dramatically reducing the fronthaul requirements.
II. SYSTEM MODEL
Following the original cell-free proposal in [6] , this paper considers a squared coverage area of size D × D m 2 where a large number, M , of APs have been deployed to provide service to K MSs populating the coverage area over a bandwidth of W Hz. It is assumed that both APs and MSs are distributed over the coverage area following a two-dimensional uniform distribution. All APs are connected to a CPU by means of fronthaul links assumed to have infinite capacity and capable of error-free operation. As in [6] , in trying to shift most of the computational burden to the infrastructure side while also keeping the multitude of APs simple, all radio access nodes (i.e., MSs and APs) are assumed to be singleantenna 1 and with each class of nodes having transmit power P AP and P MS , respectively. As it is typically done in Massive MIMO, communication is organized in a time-division-duplex (TDD) whereby all MSs transmit training pilots (training phase) that allow the APs to estimate the channels in the 1 We note nevertheless that the cluster-based approach proposed in this paper can readily be adapted to the more general case of having APs and MSs both with multiple antennas but this case does not significantly alter the conclusions to be drawn and unnecessarily complicates the notation. uplink to every MS. Subsequently, these channel estimates are used to compute the precoder that governs the downlink data transmission (downlink phase) and, finally, a certain amount of time is allocated to the uplink transmission (uplink phase). Critically, the combined duration of the training, downlink and uplink phases, denoted as τ p , τ dl and τ ul , respectively, should not exceed the coherence interval of the channel, denoted as τ c , that is, τ p + τ dl + τ ul ≤ τ c , with all these times specified in samples on the time/frequency grid. Note that channel reciprocity can be exploited in TDD systems and therefore only uplink pilots need to be transmitted.
A. Channel model
The radio channel linking AP m to user k is denoted by g k,m and defined as g k,m = β k,m h k,m , where β k,m represents the large-scale propagation losses (i.e., path loss and shadowing) and h k,m corresponds to small-scale fading. The large-scale gain is further decomposed as β k,m = ζ k,m χ k,m with ζ k,m representing the distance-dependent path loss and χ k,m corresponding to the shadowing component. For comparative purposes, in this work use is made of exactly the same large-scale losses model introduced in [6] . In particular, ζ k,m ∀k, m adheres to the three-slope path loss model described in [6, (52) - (53)] while the shadowing component χ k,m is modelled as a correlated log-normal random variable with variance σ 2 χ whose correlation is described in [6, (54) - (55)]. Finally, the small-scale fading terms h k,m consist of independent and identically distributed complex Gaussian random variables distributed as CN (0, 1). The channel coefficients g k,m are assumed to be static throughout the coherence time and then change independently (i.e. block fading). For notational convenience, the K ×1 vector collecting the channel responses from AP m to all K users in the network is defined as
T .
B. Training phase
Communication in any TDD-based M-MIMO system invariably starts with the MS terminals sending the pilot sequences to allow the channel to be estimated at the APs. The τ p × 1 received uplink signal at the mth AP is given by
where φ k , with φ k 2 2 = 1, denotes the τ p × 1 training sequence assigned to user k and η m is a τ p × 1 vector of iid noise samples with each entry distributed as CN (0, σ 2 η ). Ideally, training sequences should be chosen to be mutually orthogonal, however, since in most practical scenarios it holds that K > τ p , a given training sequence is assigned to more than one user, thus resulting in the so-called pilot contamination, a widely studied phenomenon in the context of centralized M-MIMO systems [10] .
C. Channel estimators
Channel estimation is known to play a central role in the performance of massive MIMO schemes [2] and also in the specific context of cell-free architectures [8] . In order to demonstrate the benefits of the C 2 F-M-MIMO architecture proposed here, two channel estimators are considered:
1) Least-squares (LS) estimation (also known as pilot matching estimation (PME)) estimates the channel linking MS k to AP m asĝ
The vector of estimated channels from AP m to all users in the network can then be defined
2) Minimum mean-square estimation (MMSE) [8] performs a joint estimation ofĝ m as:
where
Both estimators involve different trade-offs: while LS is simpler to compute and does not need knowledge of the large-scale coefficients, it is clearly outperformed by the more complex MMSE estimator, which does require having access to large-scale gains. Note that estimation of the instantaneous channel gains, g k,m , is performed in a decentralized manner at each AP and without interchanging any information among them. Based on these instantaneous estimates, large-scale gains are assumed to be estimated perfectly and communicated to the CPU, who can then use them to conduct any large-scale related processing (i.e., power allocation, pilot assignment and/or clustering).
D. Pilot assignment
Unlike [8] , [12] , where random pilot assignment is assumed, a more conscious allocation is proposed here. Two strategies, both in the direction of increasing the overall network sumrate, are considered: 1) Orthogonal assignment (OA). In cases where K ≤ τ p , each user can be assigned a sequence mutually orthogonal to the others. 2) Greedy assignment (GA). In cases where K > τ p , the greedy approach proceeds by sequentially assigning each user the sequence from Φ = [φ 1 · · · φ K ] that maximizes overall network capacity. Despite sharing the greedy character, note that this strategy differs from the one in [6] , whose goal is to assign pilots maximizing the minimum user rate 3 .
III. DOWNLINK/UPLINK SELECTIVE PROCESSING
Unlike the original cell-free operation where each AP transmits to all users in the coverage area, the user-centric approach introduced in [8] proposes that every AP only serves those users whose estimated channel is strongest (i.e., largest |ĝ k,m | 2 ). As a generalization of the user-centric scheme, let us define C[n] as the K × M connectivity matrix over time instant n whose entries are given by
where the time index n is included in its definition to reflect the dynamic nature of C[n] as this will vary in accordance to the users' dynamics. Nevertheless, since changes in C[n] are even slower that those experienced by the large-scale fading parameters, for notational simplicity the time index n will be dropped from this point onwards.
It is easy to check that conventional cell-free operation is attained by setting c k,m = 1 ∀k, m. In the downlink, and owing to the single-antenna character of APs, transmitter processing is limited to per-AP conjugate beamforming precoding based on short-term power constraints as introduced in [12] , although suitably modified to incorporate the possibility of selective transmission. The transmitted downlink signal from AP m over an arbitrary scheduling period n is then given by
where 
T is the K×1 vector of unit-power information symbols. Note that this specific choice of power control coefficients guarantees that all APs transmit with full power [12] , an strategy that, for practical values of P T , has been shown to also maximise the network sum rate [13] . Also, using this choice of power coefficients, each AP allocates power proportionally to the long-term channel fadings of the different users is serving, that is, the stronger the long-term channel gain between an AP and an MS, the more power this AP will devote to serve this user, an strategy similar to that introduced in [8] . The vector defined as w
the precoding weights AP m impinges on the user set and,
T groups all the precoder weigths affecting user k. It is important to recognize that despite s DL [n] is a K × 1 vector, in practice the CPU needs only to forward the data of those users that, as indicated in c m , are active at the mth AP.
The combination of the transmitted signals from the M APs results in an estimated information symbol at MS k given bŷ
T is a vector collecting the transmitted data from all APs and
accounts for the receiver noise. Under the assumption that only statistical CSI is available at the MS, it is easy to check that this transmission chain leads to a downlink SINR for user k given by [6] 
where the expectations in (7) can be evaluated either in closedform using the results similar to those presented in [6] or can be estimated via simulation.
In the uplink, each AP receives the compound signal
with
by the conjugate of the estimated channel coefficients for the users being served from this AP while also a weight is applied to reflect the confidence with which a particular user k is received at AP m, this weight is simply defined as
PAP with η k,m denoting the kth element of η m . The resulting samples to be forwarded to the CPU are then given by y
The CPU forms an estimate of the information symbols simply by combininĝ
thus resulting, assuming that the CPU does not have access to instantaneous channel estimates, in the uplink SINR [6]
with c k denoting the kth row of C and
. Again, all these quantities can be estimated via simulations or analytically [6] .
IV. CLUSTERIZING CELL-FREE OPERATION
On the basis of (7) and (10) , and assuming duplexing is evenly split between downlink and uplink, rates are given by with A denoting a token that can be either DL or UL. The problem of maximizing the overall network capacity as a function of the connectivity matrix C is formally defined as 4 arg max
This optimization is an integer binary programming problem that can only be solved by exhaustively searching over all possible combinations, a prohibitive approach even for moderate values of M and K. This work proposes to find a suboptimal solution for C based on the idea of clustering [14] . This strategy is motivated by the following key observations: Key observation 1: In those scenarios where K >> τ p , cell-free communication is severely impaired whenever users located nearby are allocated the same pilot sequence. In this case, the inter-user interference leads to very poor channel estimates at all APs and, eventually, low SINRs. The technique proposed in this work basically ensures that pilot sequences are only reused by MSs located sufficiently apart. Towards this end, clustering, a fundamental unsupervised learning approach widely used in the machine learning community, has proved a suitable technique to govern the pilot allocation process. In particular, the K-means algorithm and its multiple variants [14] provide a simple method to effectively divide users in the coverage area into disjoint groups. The Kmeans algorithm aims at finding a partition of the K elements (i.e., users) into L clusters (i.e., user groups) such that the MSE between the empirical mean of all the elements in the cluster and the individual cluster elements is minimized over all clusters of the sample. Note that L is a parameter that must be fixed a-priori and that is often difficult to determine. Fortunately, for the particular problem at hand, an L-dependent condition can be established rooted on the following key observation: 4 It is worth emphasizing that the connectivity matrix C could also be optimized with respect to other criteria such as for example, trying to maximize the minimum user rate in the network. For conciseness, we focus here on sum rate maximization while an extended version of this work will also include other strategies.
Key observation 2:
Defining by K the set of all users in the network whose cardinality is |K| = K, denote by K 1 , · · · , K L the user partitions resulting from the K-means algorithm and holding
Intracluster interference (ICI) can be totally suppressed if |K l | ≤ τ p ∀l, a condition that allows every user in the cluster to be assigned a training sequence orthogonal to the rest of users in the cluster. Thus, a reasonable initial choice for the cluster size is L = ⌈K/τ p ⌉.
The K-means algorithm does not preclude any of the resulting clusters from having a number of users exceeding τ p , and therefore it has to be suitably modified to completely avoid ICI in line with Key observation 2. One key aspect regarding the clustering operation is to decide what metrics should underpin it. To this end, and resting upon the premise that the CPU has perfect knowledge of the large scale gains, let b k denote the M ×1 vector of large-scale gains, on a dB scale,from user k to all M APs. Vector b k can be considered as an effective feature-vector defining the location of user k. Any clustering technique relies on a distance metric between two elements x, y ∈ R M ×1 , f d (x, y), that drives the formation of clusters. For the situation at hand (based on the b k feature vectors), the cosine distance, defined as
has proved to be the one leading to best results 5 . The proposed K-means-based partitioning algorithm proceeds as follows: 1) INPUT: Large-scale gains expressed in dBs:
• Initialize (random) cluster centroids π
• Iterate i until clusters remain unchanged:
Update cluster centroids (using cosine distance)
3) While ∃ l ∈ {1, · · · , L}, such that |K
Number of clusters with size exceeding τ p
• Pool users from oversized clusters:
l .
• Re-apply K-means to
Note in the above algorithm that while step 2) conducts a classical K-means partitioning, step 3) takes care of iteratively ensuring that all clusters are bounded in size. Having split all MSs in the network into disjoint clusters all with cardinality less than τ p , it is possible to reuse the pilot matrix Φ on each cluster as explained in Section II-B while totally avoiding any intra-cluster interference. The design of the connectivity matrix C can then proceed by first recalling that an MS cluster centroid π * l is a 1 × M vector indicating the propagation losses from that centroid to each AP in the network. It is then reasonable to assign to cluster l the APs that are closest, that is, the ones subject to less losses. Formally, the group of APs serving cluster l is then defined as M ) . Entries of the connectivity matrix can then be specified as
In other words, connections are established among those APs and MSs that share the same cluster index. As an example, Fig. 1 depicts the clusterization of a cell-free deployment following the proposed procedure under three different spatial distribution assumptions when allowing the MSs and APs to be either uniformly or Gaussianly distributed. Observe how, irrespective of the node random spatial distribution, the largescale gains-based clustering effectively groups nodes that are geographically close. Interistingly, a given deployment of APs can easily morph the coverage pattern it provides by simply adapting the connectivity matrix. The following remarks are worth noting:
• The whole clustering procedure is conducted at the CPU relying only on the large-scale gains β k,m .
• The clustering outcome should be communicated to the AP, that is, AP m should be aware of the mth column of C. This knowledge allows AP m to assign a different training pilot sequence to every user in the cluster.
• For an arbitrary AP m, the CPU needs only to forward through the fronthaul link the entries of s DL [n] indicated by the mth column of C.
• The clusterization allows the use of very simple GA pilot assignment (see Section II.D) on every cluster, thus sparing the need for more complex pilot assignment strategies.
• The clustering procedure needs only to be conducted whenever there are macroscopic network variations. It is envisaged that, in practical situations, clustering patterns vary at a much slower pace than the large-scale gains.
V. NUMERICAL RESULTS
The setup replicates, for comparative purposes, the one introduced in [6] , [8] . In particular a squared coverage area with D = 1000 m is considered with M = 100 APs each with P AP = 200 mW, and a varying number of MSs each with P Ms = 100 mW. A noise power spectral density of −174 dBm/Hz and receiver noise figure of 9 dB are assumed. The network operates over a bandwidth of W = 20 MHz and the channel model parameters are selected as in [8] . Channel coherence is assumed to span τ c = 200 time/frequency samples, out of which τ p = 15 are consumed for uplink training, with the remaining time equally split between the downlink and uplink. The pilot matrix Φ has been chosen to be a τ p × τ p discrete Fourier transform (DFT) matrix. In order to highlight the strengths of the proposed approach, results are compared to those obtained when using CF-M-MIMO [6] and its user-centric (UC) variant [8] , where in the latter one, it is assumed that each AP transmits to the 15 (= τ p ) MSs whose channel is estimated to be the strongest. Figure 2a shows the per-user average downlink throughput for the three considered architectures when using the two different channel estimators, LS and MMSE. As a performance upper-bound, results when assuming the availability of perfect CSI at the APs are also shown. It can be observed how when using the advanced channel estimator (MMSE) or under the perfect CSI assumption, the three different architectures virtually offer the same per-user throughput, thus reinforcing the idea that full connectivity (i.e. strict cell-free) is actually not required to maximize performance. More remarkable are the results when using LS: whereas the CF-and UC-based schemes degrade rather abruptly with an increasing number of users in the system, the C 2 F-M-MIMO design proposed here is able to withstand the heavy levels of interference resulting from the severe re-use of the pilot sequences thanks to the clustering strategy. Arguably, the performance of CF could be somewhat improved by resorting to complex power allocation strategies that would result in some of the APs transmitting below the maximum available power, however the C 2 F-M-MIMO attains this objective in a much more straightforward manner and indees, for large number of users, the LS performance approaches that attained by MMSE. Uplink results are shown in Fig. 2b with many of the downlink remarks equally applying to the uplink. Again, for the LS estimator, the degradation observed in the CF, and to a lesser extent, to the UC, has to be sought in the need for the CPU to weigh down the information received from the APs with respect to certain users (i.e., an AP located very far away from a user is unlikely to report any useful information regarding that user), which is precisely the mechanism that the C 2 F-M-MIMO architecture effectively implements. Again, complex power allocation techniques would be required to recreate the effect easily achieved by clustering.
Finally, Fig. 2c presents the per-AP required fronthaul capacity computed as the sum rate of all users connected to a given AP. Logically, the CF-M-MIMO with MMSE requires of a huge fronthaul bandwidth since every AP is servicing all users in the network. In this case, increasing the number of users in the network leads to an increase on per-AP fronthaul requirement but notice how this curve tends to flatten out for very large number of users (∼70) and, in fact, it will eventually decrease as the number of users in the system results in an interference level that degrades the performance of all users (e.g. the extra rate a user brings in does not compensate the rate loss induced on the other users caused by the extra interference). Rather strikingly, C 2 F-M-MIMO (and also the UC scheme) when using MMSE, with only a fraction of the fronthaul required by the CF-M-MIMO, manage to attain the same per-user average throughput as seen in Fig. 2a . This is effect is to be attributed to the action of the connectivity matrix that forming the clusters that drastically limits the number of users each AP has to contribute to serve. The scheme with the least stringent fronthaul requirement is UC with LS but this is basically caused by the poor performance it attains.
VI. CONCLUSION
This paper has proposed C 2 F-M-MIMO as an attractive alternative to pure cell-free designs. Clusterization is conducted at the CPU on a rather large timescale and relying only on the typically available large-scale channel information. The proposed clustering is geared towards the formation of user groups whose cardinality does not exceed the channel coherence time, thus allowing the assignment of different and orthogonal pilot sequences to each user in a cluster, hence avoiding intracluster interference. Results have shown that this strategy enables the use of very simple processing at the AP, and significantly reduces the required fronthaul capacity while still being able to support very large per-user throughputs in heavily loaded network deployments.
