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Abstract: With the aim to reveal universal features of hadronic matter and corre-
lated Dirac insulators in strong AC-electric fields, we study the N = 2 supersymmet-
ric QCD with a finite quark mass driven by a rotating electric field Ex+ iEy = EeiΩt.
The analysis is done in the holographically dual D3/D7 system in the co-rotating
frame, effectively. The nonequilibrium phase diagram is determined from the thresh-
old electric field at which the insulator phase breaks down to a conductive phase due
to the AC version of the Schwinger mechanism. The external field induces a rotat-
ing current Jx + iJy = JeiΩt originating from vacuum polarization and dissipative
current in the insulating and conductive phases respectively. Intriguing features are
observed as the frequency Ω approaches resonance with the meson excitation energy
Ωmeson. There, the threshold minimizes and a condensate of vector mesons with os-
cillating current exists even in the zero driving field limit. This state, which we call
Floquet condensate of vector mesons, is expected to be dynamically stable realizing
a non-thermal fixed point that breaks time translational and reversal symmetries.
Our finding has many similarities with exciton BEC discussed in solid state systems,
where the semiconductor is to be replaced by materials hosting gapped Dirac elec-
trons, e.g. 3D topological insulators or bismuth. Vector meson Floquet condensate
may also have implications in the pre-thermalized dynamics in heavy ion collision
experiments.
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1 Introduction and overview
Nonequilibrium dynamics after abrupt phase transitions in strongly coupled gauge
theories is of fundamental interest. Several processes sequentially take place after
the transition. Imagine that we initiate the transition by destroying the ground-
state vacuum using a pulsed electric field. Being driven by the external field, the
system evolves quantum coherently for some time. A prominent process here is
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the Schwinger effect of quark-antiquark pair production [1–3] which can trigger a
vacuum breakdown. If the pulse is long enough, a nonequilibrium steady state may
be realized as a result of a balance between the excitation and relaxation processes,
e.g. pair annihilation. The interest in this paper is to study the phase transition
that is realized within the nonequilibrium steady state in the presence of a driving
field.
Our analysis is done by combining the framework of AdS/CFT correspondence [4–
6] with the Floquet theory for periodically driven systems, subsequently to the previ-
ous work [7]. The Floquet theory is a framework to study steady state solutions that
are time periodic. In this paper, we study a specific case where the state is realized
in a rotating electric field
Ex + iEy = EeiΩt , (1.1)
with a field in the xy-plane. This simplifies the analysis considerably since we can
obtain a homogeneous and stationary solution by moving to the co-rotating frame
(Sec. 2.2). Experimentally, a strong circularly polarized laser can approximately
realize a similar electric field.1
Among the strongly coupled gauge theories that can be treated holographically,
we study a minimal model that shows phase transitions. The model is the N = 2
supersymmetric QCD (SQCD) consisting of a single flavor quark and gluons that me-
diates interaction with gauge group SU(Nc) at large Nc and at large ’t Hooft coupling
λ ≡ Ncg2YM. The holographic dual is the D3/D7 system in the probe limit: We study
the classical motion of a single probe D7-brane in the AdS5×S5 spacetime [8]. In the
single flavor case Nf = 1 ≪ Nc, the back reaction from the D7-brane to AdS5 × S5
is negligible. Physically, this means that the gluon degrees of freedom is large and
act as a bosonic heat bath enabling us to have a stable nonequilibrium steady state.
In this model we can consider quarks ψ with mass m. When the quarks are massive
(m 6= 0), the quark and antiquark in this system are bound to each other by a po-
tential that are linear in short range, and becoming Coulomb like in the long range
limit [9]. In the vacuum, there are no asymptotically free quarks, and the excitation
spectrum consists of a series of mesons (quark-antiquark bound states), as well as
massless gluons. These mesonic excitations, such as coherent excitations of 〈ψ¯ψ〉,
〈ψ¯γiψ〉, and so on, correspond to fluctuations for various fields on the D7-brane.
A phase transition can be induced by external electric fields or finite temperature
changing the quark and antiquark excitations from gapped to gapless (dissociated).
Geometrically, this corresponds to a change of the D7-brane embedding in the bulk
spacetime and to an emergence of an effective “horizon”; The D7 fluctuations can
now dissipate into the horizon. The D3/D7 system and its phase transition under
1 Note that this “rotating electric field” is distinct from a “circularly polarized electromagnetic
wave”, a vacuum solution of the Maxwell equation, since its field does not have a spatial modulation
along z-direction such as e−ikz .
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Figure 1. Schematic illustration of the DC and AC-Schwinger effects. (a) DC-Schwinger
effect: In static electric fields, the quark-antiquark pair is created from the vacuum and
are pulled away from each other by the field. (b) AC-Schwinger effect: In rotating electric
fields, the created quark and antiquark rotate around each other as they are separated.
non-rotating electric fields, namely static (DC) electric fields, has been studied in
Refs. [10–17].
The electric field can make the vacuum unstable against a creation of quark-
antiquark (q-q¯) pairs (Fig. 1(a)), which is known as the Schwinger effect [1] (see
Refs. [18, 19] for reviews on the QFT treatment).2 The rotating electric fields can also
trigger the Schwinger mechanism (Fig. 1(b)). In our previous work, we have studied
the case when the quarks are massless [7]. In this case, q-q¯ pairs can be created
without any energetic cost and, thus, the system is always in a gapless conductive
phase [10] (Fig. 2(b)). A holographic version of the Floquet Weyl semimetal that
shows anomalous quantum Hall response, i.e., a current can be induced that flows
perpendicular to the applied electric field, was studied in details. In this paper, we
holographically study the nonequilibrium steady state of strongly interacting massive
quarks in rotating electric fields. In the remaining of this section we summarize our
findings.
1.1 Floquet condensation and nonequilibrium phase diagram
When quarks are massive, a single-particle excitation of the quarks or antiquarks is
forbidden and only mesons can be excited under sufficiently weak electric fields. It
is the insulator phase of the D3/D7 system. As illustrated in Fig. 2(a), an electric
field can induce “vacuum polarization” [1] by aligning the vacuum charge fluctuation.
In the case of QCDs, vacuum polarization is nothing but a coherent excitation of
2 The holographic analogues of the Schwinger mechanism have been studied recently, some
focusing on the elementary tunneling process described by fundamental strings [20–27], and others
studying the phase transition of the vacuum via D-brane dynamics [28, 29]. Relations with the
generation of entanglement via the EPR pairs were also discussed [30].
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Figure 2. Schematic illustration of the states in the phase diagram Fig. 3. (a) Insulator
phase: Only mesons and gluons can be excited since the quark-antiquarks are gapped.
Vacuum polarization is induced as a collective excitation of mesons and follows the external
rotating electric field. This induces a non-dissipative rotating current, i.e., polarization
current, in the xy-plane with no Joule heating. (b) Conductive phase: Gapless excitation
of quarks and antiquarks is possible and a current is induced by the external field. The
current is dissipative with finite Joule heating. (c) Vector meson Floquet condensate: An
insulator solution that has a coherently rotating current even when the external electric
field is absent.
vector mesons 〈ψ¯γiψ〉. In the insulator phase, by applying a rotating electric field,
the polarization ~P will follow it as ~P ∝ ~E . The insulator phase of D3/D7 is a perfect
insulator and the DC-conductivity is zero. However, in a time dependent field, a
polarization current can exist given by the time derivative of the polarization
Jx + iJy = 〈ψ¯(γx + iγy)ψ〉 = |J |eiΩt−iδ . (1.2)
This is perpendicular to the electric field, i.e., δ = π/2. Here, δ is introduced to
generically parameterize the phase delay of the current relative to the electric field.
In the insulator phase, since the current is always perpendicular to the electric field,
Joule heating is absent and the system is dissipation-less. A time dependent oscillat-
ing condensate such as Eq. (1.2) is generically found in periodically driven systems
and is called the Floquet condensate [31]. A prominent example studied theoreti-
cally in condensed matter physics is the superconducting order in periodically driven
lattice models [32–34]. Thus, in this article, we call the time periodic condensate
expressed as Eq. (1.2) the electric field induced Floquet condensate of vector mesons.
However, this state in the insulator phase is nothing special nor surprising; It is a
state where the order parameter is induced by an external field. A similar example
would be a paramagnet in an oscillating magnetic field where the magnetization will
simply follow the field.
When the field strength exceeds a threshold critical value, an insulator-to-conductor
transition (i.e., dielectric breakdown) takes place. In the conductor phase, as illus-
trated in Fig. 2(b), gapless excitation of quarks and antiquarks become possible.
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Figure 3. Main results of this paper. (a) The global nonequilibrium SQCD phase
diagram in rotating electric fields. The green and purple regions represent the conductive
and insulator phases, respectively. The critical Schwinger limit E = Ec(Ω) is shown by the
solid curve, which becomes zero near the meson mass energy (red dots). (b) An expanded
plot of the phase diagram near the first resonance with the meson energy Ωmeson. The
depth |J | represents the amplitude of the rotating current induced by the electric field.
The purple (green) dots denote states in the insulating (conductive) phase. The zero field
Floquet condensate of vector mesons is denoted by the orange curve, an insulating solutions
with a current even at zero field E = 0, and Ωc is its end point. ΩP is the point where the
two insulator-conductor boundaries cross.
Charge carriers are now separated and dissipative current that are not associated to
polarization can flow allowing Joule heating to become finite. The critical field is
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known as the Schwinger limit E = Ec(Ω); Since it is now dependent on the frequency
Ω, we coin the breakdown process induced by AC-electric fields as the AC-Schwinger
effect (Fig. 1(b)). The nonequilibrium phase diagram in AC-electric fields is sepa-
rated into regions with conductive and insulating states by the AC-Schwinger limit.
This is given in Fig. 3 (a) recovering the results from section 4. Starting from the DC
case (Ω = 0), the critical Schwinger limit becomes smaller as the frequency Ω is in-
creased, and vanishes when resonance with meson modes occurs. Since SQCD has an
infinite tower of meson mass spectrum, the threshold touches zero at each resonances,
and thus the phase structure becomes “lobe-shaped” in the (E/m2,Ω/m)-plane.
Figure 3(b) is the nonequilibrium phase diagrams focused around the first reso-
nance. The purple dots represent the insulating state and the green dots represent
conductive states. Near resonance, we find an interesting state which we call a zero
field Floquet condensate of vector mesons, or simply a vector meson Floquet conden-
sate, represented by an orange line in the diagram. It is known that multiple phases
may coexist near the Schwinger limit [13, 14], which resembles first order phase
transitions in equilibrium. This degeneracy of states can be lifted by displaying the
phase diagram as a three dimensional plot using the amplitude |J | as the depth.
At a critical frequency, which we define Ωc, the lower boundary of the conductive
phase touches the zero field (E = 0) plane. From there, on the zero field plane, a
continuous set of solutions (orange line) stretches up to the meson mass frequency
Ωmeson. The vector meson Floquet condensate, as illustrated in Fig. 2(c), is a subset
of the insulator phase solutions, which supports a rotating current J even when the
external driving field is zero. The current breaks time translational symmetry as well
as the time reversal symmetry (Ω → −Ω). This state exists not only for the lowest
meson resonance but for all resonances in the vector meson mass spectrum. It is a
state with a coherent oscillation of “vacuum polarization” [1].
The vector meson Floquet condensate is expected to be dynamically stable within
the present theory since mesonic excitations cannot dissipate in the probe limit (Nf =
1≪ Nc). If the system is isolated from an energy bath, there is no relaxation channel
within the model that changes this state, in other words, it is a fixed point of time
evolution, i.e., a non-thermal fixed point [36]. We note the relation of the Floquet
condensate discussed here with more exotic states known as “time crystals”. The
ground state time crystal proposed by F. Wilczek is, in our language, a Floquet
condensate that is thermodynamically stable existing as a lowest energy state [35].
Another class of time crystal is the “Floquet time crystal” [37, 38], a state in a
periodically driven closed quantum system showing oscillations with a periodicity
longer than the external driving force that was experimentally studied in artificial
matters [39, 40]. The vector meson Floquet condensate is not included in neither of
these categories since it is an excited state, and the periodicity is the same as the
driving.
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1.2 Possible experiments: Bose Einstein condensation of chiral excitons
in gapped Dirac materials
gapped Dirac electron
Exciton condensate
with rotating current 
Figure 4. Chiral exciton BEC in gapped Dirac materials: This figure schematically shows
the weak coupling picture of the vector meson Floquet condensate. It is equivalent to the
chiral exciton BEC that can be realized in gapped Dirac materials such as bulk topological
insulators.
The mesons in the current D3/D7 system shows many similarities with excitons
discussed in solid state physics. Quark-antiquark pairs and the interaction mediated
by gluons replace the electron-hole pairs and Coulomb interaction there. The vector
meson Floquet condensate is then the counterpart of an exciton Bose Einstein con-
densate (BEC). Exciton BEC is already experimentally realized in semiconductors
[41]. However, in contrast to the non-relativistic electrons in semiconductors, the
quarks and antiquarks in the D3/D7 system are Dirac particles that have spin and
angular momentum degrees of freedom. Thus, if we translate the states in our theory
to the condensed matter language, it should be excitons in gapped Dirac materials in
the strong coupling limit, i.e., BEC limit (Fig. 4). It is possible to find materials that
host gapped 3D Dirac electrons: bulk Bismuth [42], and three dimensional topologi-
cal insulators [45, 46] such as Bi2Se3 and its family materials are good candidates. In
such materials, by applying circularly polarized laser, one can excite excitons with an
orbital angular momentum. The chirality, i.e., the sign of the angular momentum, is
selected by the helicity of the laser. The vector meson Floquet condensate in SQCD
is translated to the Bose Einstein condensate (BEC) of chiral excitons in gapped
Dirac materials. We note that related theoretical models which shows oscillating
exciton condensation are currently being studied [43, 44].
The formation of Floquet states and its quasi-energy spectrum were observed in
the surface two dimensional Dirac band a time resolved angle-resolved photoemission
spectroscopy (ARPES) experiment done in a three dimensional topological insulator
[47]. This was done with circularly polarized laser whose photon energy is lower than
the bulk gap. In order to realize BEC of chiral excitons, a laser with photon energy
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close to the bulk gap should be used. If BEC is realized, our theory predicts that
even after the pump laser pulse has disappeared a Floquet state will remain that is
maintained by the bulk rotating current.
Floquet condensate
Figure 5. The amplitude of the current as a function of E for a fixed Ω ∈ (Ωc,Ωmeson)
discussed in more detail in Sec. 5. Arrows show a presumable process to realize the vector
meson Floquet condensate (chiral exciton BEC).
How can we efficiently create a chiral exciton BEC with a large rotating current?
The phase diagram Fig. 3 gives us some hints. First, using a pulse field, it is possible
to directly create the BEC if the peak strength is large enough. This process is
illustrated in Fig. 5, which is a constant Ω-slice of the phase diagram Fig. 3. Imagine
that the field is given by Ex+ iEy = E(t)eiΩt where the envelope E(t) changes slowly.
In a pulse field, E(t) increases from zero up to a maximum and then decrease. If
this process is slow enough, the state will adiabatically follow the insulator state, as
indicated by red arrows, until the state no longer exists. Then, a abrupt jump will
take place to the other solution, which is conductive for Ωc < Ω < ΩP and insulating
for ΩP < Ω < Ωmeson. As the field weakens, the state will follow the solution down
to the chiral exciton BEC. This process is similar a hysteresis loop of magnetization
in ferromagnets.
Second, the chirping technique, i.e., time dependent shift of frequency Ex+ iEy =
EeiΩ(t)t may be useful in following the chiral BEC solution up to large rotating cur-
rent. As Figure 3(b) suggests, the resonant frequency of the condensate (orange line)
redshifts from Ωmeson to Ωc as the condensation density increases. We can adiabat-
ically follow the orange line by using a chirped pulse in which the laser frequency
Ω(t) slowly redshifts. The merit of this approach is that there is no threshold in the
field strength and can be done with relatively weak fields. There is an upper limit
in the magnitude |J | of the rotating current in the insulator phase since a insulator
to conductive transition takes place at Ω = Ωc. This transition is nothing but the
exciton (meson) Mott transition [16, 48–51] which happens when the exciton density
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exceeds a threshold at which the Coulomb attraction that binds the excitons becomes
strongly screened and the excitons dissolve into plasma of electrons and holes.
Another important realization of a rotating electric field is heavy ion collision.
Calculations suggest that strong electromagnetic fields can be created when heavy
ions fly by each other [52–56]. The field that is created in such processes mimics a
half-cycle rotating electric field. If the frequency of the pulse is resonant with the
meson excitation energy, it is possible to produce vector meson Floquet condensates
by such fields efficiently.
The rest of the paper is organized as follows. In Sec. 2, we will see that the
equations of motion for the D7-brane can be reduced to ordinary differential equations
effectively by moving to the co-rotating frame [7], and in Sec. 3 we will explain
three types of their solutions with different brane embeddings. On the basis of
solutions obtained numerically, we show a nonequilibrium phase diagram and physical
quantities of the dual gauge theory near the phase boundary in Secs. 4 and 5. In
Sec. 6, we will give an analytical derivation of some features in the phase diagram for
the high frequency limit. In Sec. 7, we provide a simple understanding of the phase
diagram using a toy model.
2 Formalism for a D-brane in external rotating electric fields
2.1 Time-dependent setup for D-brane
We consider N = 2 supersymmetric QCD as the field theory. Its gravity dual is
described by the dynamics of a probe D7-brane in the AdS5 × S5 spacetime. The
metric of AdS5 × S5 is written as
ds2 =
ρ2 + w21 + w
2
2
R2
[−dt2+dx2+dy2+dz2]+ R
2
ρ2 + w21 + w
2
2
[dρ2+ρ2dΩ23+dw
2
1+dw
2
2] ,
(2.1)
where R is the AdS radius, ρ = ∞ is the AdS boundary. Hereafter, we take the
unit R = 1. We study the D7-brane in this geometry. Dynamics of the D7-brane is
described by the Dirac-Born-Infeld (DBI) action,
S = −T7
∫
d8σ
√
−det[hab + 2πα′Fab] , (2.2)
where T7 is the tension of the brane, hab is the induced metric and Fab = ∂aAb−∂bAa is
the U(1)-gauge field strength on the brane worldvolume. In the AdS5×S5 spacetime,
the (t, x, y, z, ρ,Ω3)-directions are filled with the D7-brane. We assume spherical
symmetry in S3 and translational symmetry in the (x, y, z)-space. We also set At =
Aρ = Az = 0 for simplicity, which means zero baryon number density in the boundary
theory. We write the worldvolume gauge field as
(2πα′)Aadσ
a = ax(t, ρ)dx+ ay(t, ρ)dy . (2.3)
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For later convenience, we introduce a complex expression for the gauge field,
a(t, ρ) ≡ ax(t, ρ) + iay(t, ρ) . (2.4)
For the brane position, we can consistently assume3
w1 = w(t, ρ) , w2 = 0 . (2.5)
Although we take into account the full time-dependence of the gauge fields and the
brane position, we will see that we can eliminate the time-dependence by a change
of variables in next subsection. In terms of the brane embedding w and the complex
field a, the DBI action is written as
S = −T7Ω3V3
∫
dtdρ
ρ3
(w2 + ρ2)
{
(1 + w′2)(ρ2 + w2)2 + [(w2 + ρ2)2|a′|2 − w˙2]
−]w˙2|a′|2 + (1 + w′2)|a˙|2 − 2w˙w′Re(a˙a′∗)]− [Im(a˙a′∗)]2
}1/2
, (2.6)
where Ω3 = Vol(S
3) and V3 =
∫
dxdydz. From the equations of motion derived from
the above action, we obtain an asymptotic solution near the AdS boundary (ρ =∞)
as
a(t, ρ) = −
∫ t
dt′E(t′) + J (t)
2ρ2
+
E˙(t)
2ρ2
ln
(
ρ
ρ0
)
+ · · · , (2.7)
w(t, ρ) = m+
c
ρ2
+ · · · , (2.8)
where ρ0 is a constant with the dimension of length and the dot denotes a t-derivative.
E(t),J (t) ∈ C and m, c ∈ R are expansion coefficients, which depend on time in
general.4 They are related to the electric field ESQCD(t), electric current JSQCD(t),
quark mass mq and quark condensate 〈Om〉 in the boundary theory by
ESQCD(t) =
(
λ
2π2
)1/2
E(t) , JSQCD(t) = Nc
√
λ
25/2π3
J (t) ,
mq =
(
λ
2π2
)
m , 〈Om〉 = −Nc
√
λ
23/2π3
c .
(2.9)
Note that we use the complex notation for the electric field and current: real and
imaginary parts of E and J correspond to x- and y-components of the electric field
and current, such as E = Ex + iEy and J = Jx + iJy.
3 Because of the rotational symmetry in the (w1, w2)-plane, the schematic form of the equation
of motion for ~w = (w1, w2) becomes ~¨w = f1 ~w
′′ + f2 ~w
′ + f3 ~w, where f1,2,3 are invariant under
U(1)-rotation. It follows that w2 = 0 is a consistent solution.
4 For the rotating electric field, we will see that w(t, ρ) can be time-independent. Therefore, we
have dropped the argument t for m and c.
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2.2 Co-rotating frame and reduction to an 1-dimensional problem
We focus on the rotating external electric field that is described by
E(t) = EeiΩt , (2.10)
where E is a complex constant whose argument represents the initial direction of the
electric field at t = 0. The electric field rotates anti-clockwise with a frequency Ω in
the (x, y)-plane. From Eq. (2.7), the boundary condition for the gauge field a at the
AdS boundary ρ =∞ becomes
a|ρ=∞ = iE
Ω
eiΩt . (2.11)
We define two real variables b(t, ρ) and χ(t, ρ) as
a(t, ρ) = b(t, ρ)ei[Ωt+χ(t,ρ)] , (2.12)
where b and χ represent the amplitude and the phase for a, respectively. For new
variables b and χ, the boundary condition becomes time-independent as
beiχ|ρ=∞ = E
Ω
. (2.13)
Note that, since χ at the AdS boundary describes the direction of the electric field
at a certain time, one can fix it to an arbitrary value.
Using new variables b(t, ρ) and χ(t, ρ), the DBI action (2.6) can be rewritten as
S = −T7Ω3V3
∫
dtdρ
ρ3
(w2 + ρ2)
{
(ρ2 + w2)2(1 + w′2 + b′2) + b2(w2 + ρ2)2χ′2
− [1 + (b′2 + b2χ′2)]w˙2 − (1 + w′2)|b˙+ i(Ω + χ˙)b|2
+ 2w′w˙[b′b˙+ b2χ′(Ω + χ˙)]− b2[b˙χ′ − (Ω + χ˙)b′]2
}1/2
. (2.14)
This action does not depend on t explicitly. The boundary condition (2.13) is also
time-independent. Thus, we can consistently assume that the variables b, χ and w do
not depend on t: b(t, ρ) = b(ρ), χ(t, ρ) = χ(ρ) and w(t, ρ) = w(ρ). By the reduction
to 1D problem, the DBI action (2.14) is simply written as
S = −T7Ω3V4
∫
dρL0 ,
L0 ≡ ρ
3
(w2 + ρ2)
√
[(ρ2 + w2)2 − Ω2b2](1 + w′2 + b′2) + (ρ2 + w2)2b2χ′2 ,
(2.15)
where V4 =
∫
dtdxdydz. Obviously, this action is invariant under the constant shift
of the phase variable χ(ρ): χ(ρ)→ χ(ρ)+α, where α is an arbitrary real constant. As
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mentioned above, this arbitrariness of a constant phase rotation of a corresponds to
changing the initial direction of the electric field in the (x, y)-plane in the boundary
theory. Thus, we have a conserved charge defined by
q ≡ Ω∂L0
∂χ′
=
Ωρ6
L0 b
2χ′ . (2.16)
As we will see later, the above conserved charge q corresponds to the Joule heating
in the boundary theory. This implies that Ωχ′(ρ) ≥ 0 should be satisfied to make the
Joule heating q non-negative. The ansatz for the gauge field in Eq. (2.12) is similar to
that of an ordinary circularly polarized electromagnetic wave in the Maxwell theory.
In fact, Ωχ′(ρ) ≥ 0 is nothing but the condition for the “circularly polarized” gauge
field to propagate inward along the ρ-direction from the AdS boundary on the D7-
brane. The above conserved quantity q is the energy flux of this “circularly polarized”
gauge field in the bulk theory.
From Eq. (2.15), equations of motion for b, χ and w are given by5
b′′ =
1
ρ(w2 + ρ2)[(w2 + ρ2)2 − Ω2b2]
{
− 3(w2 + ρ2)3b′(1 + w′2 + b′2)
− Ω2b(1 + w′2 + b′2) [ρ(w2 + ρ2)− bb′(3w2 + ρ2)]
+ b(w2 + ρ2)3(ρ− 3bb′)χ′2
}
, (2.17)
χ′′ =
1
bρ(w2 + ρ2)[(w2 + ρ2)2 − Ω2b2]
{
− 3b3(w2 + ρ2)3χ′3
− [2ρb′(w2 + ρ2)3 + 3b(w2 + ρ2)3(1 + w′2 + b′2)
−Ω2b3 (4ρ2 + 4ρww′ + (ρ2 + 3w2)(1 + w′2 + b′2))]χ′} , (2.18)
w′′ =
1
ρ(w2 + ρ2){(w2 + ρ2)2 − Ω2b2}
{
− 3(w2 + ρ2)3(1 + w′2 + b′2)w′
+ Ω2b2
[
2ρw + (ρ2 + 3w2)w′
]
(1 + w′2 + b′2)
− 3b2(w2 + ρ2)3w′χ′2
}
. (2.19)
It turns out that χ(ρ) = const. is a trivial solution of Eq. (2.18). In this case, the
conserved quantity q is zero and the gauge field becomes a standing wave without a
net energy flux rather than a propagating wave. As we will see later, whether such
solutions can be admitted physically depends on boundary conditions for the other
fields b(ρ) and w(ρ).
5 For numerical calculations, b(ρ) and χ(ρ) are not suitable variables when a solution approaches
the origin of the complex plane: b(ρ) = 0 although they are convenient for the simple expressions.
(Note that Eq. (2.18) is singular at b(ρ) = 0 because the phase χ(ρ) becomes ill-defined .) To avoid
this “coordinate singularity”, we use Cartesian-like variables Bx(ρ) + iBy(ρ) ≡ b(ρ)eiχ(ρ) in our
actual numerical calculations. We can easily cast the equations of motion or boundary conditions
for (b(ρ), χ(ρ)) into those for (Bx(ρ), By(ρ)).
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It is worth noting that we can easily recover the DC limit from the expression of
the action (2.15). This is done by fixing Ωb(ρ) → Ei and χ′(ρ)/Ω→ a′i(ρ)/Ei while
taking the Ω→ 0 limit, where i denotes a direction determined by the alignment at
t = 0, and then we recover the expression for static electric fields [28]. This is because
this system still holds a translational invariance with respect to ∂t + Ω(x∂y − y∂x)
instead of time translational invariance with respect to ∂t. Therefore, the rotating
electric field we are studying now is a natural generalization of static electric fields.
Since the vector ∂t+Ω(x∂y−y∂x) represents a co-rotating frame with angular velocity
Ω, the above translational invariance implies that the system should be stationary in
the co-rotating frame. This enables us to treat the system in a similar way to static
systems and provides its phase structure sharply as we will see later.
2.3 Observables in the boundary quantum field theory
Once we solve the equations of motion, observables in the boundary theory can be
read out from asymptotic behavior of the solution near the AdS boundary ρ = ∞.
From the asymptotic form of w(ρ), we can read off quark mass and condensate as
in Eq. (2.9). Multiplying e−iΩt to Eq. (2.7) and using the rotating electric field
ansatz (2.10), we obtain the asymptotic form of b(ρ)eiχ(ρ) as
b(ρ)eiχ(ρ) =
iE
Ω
+
J
2ρ2
+
iΩE
2ρ2
ln
(
ρ
ρ0
)
+ · · · . (2.20)
We have defined J by
J (t) = JeiΩt , (2.21)
where J ∈ C is a time-independent constant representing the electric current at
t = 0. In particular, we have E = −iΩbeiχ|ρ=∞ from Eq. (2.20). By using the U(1)-
symmetry of selecting the initial field direction, i.e., shift of χ|ρ=∞, we can fix E to
be a real and non-negative value.
Substituting the above expression into Eq. (2.16), which is the conserved charge
in the bulk, we can rewrite the conserved charge q as
q = Re(E∗J) . (2.22)
This explicitly confirms that the conserved quantity q in the bulk theory corresponds
to the Joule heating in the boundary theory. Besides the expression (2.20), the
complex electric current can be written as
J = lim
ρ→∞
[
ρ3 (b′ + ibχ′)− Ω
2b
2
ln
(
ρ2
eρ20
)]
eiχ, (2.23)
where the last term in the bracket is arising from a counter-term in holographic
renormalization [10]. It is known that the electric current has an ambiguity corre-
sponding to a finite counter-term if the electric field is time-dependent, and in fact
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the ambiguity is reflected in a constant ρ0 of (2.23). However, it is worth noting that
the Joule heating (2.22) is unaffected by this ambiguity as is clear from (2.23). In
general, an electric current in a dielectric medium can be decomposed into the active
current contributing to the Joule heating via resistive dissipation and the reactive
current (or polarization current) originating in polarizations. It turns out that a
part of J proportional to χ′(ρ) represents the active current, while the remnant is
the reactive current.
There is a scaling symmetry in our setup:
t→ t/α , ρ→ αρ , w → αw , b→ αb , χ→ χ .
Ω→ αΩ , E → α2E , J → α3J ,
m→ αm , c→ α3c , q → α5q .
(2.24)
We will nondimensionalize physical quantities using the quark mass m.
3 Black hole, Minkowski and critical embeddings
The equations of motion (2.17)-(2.19) are singular at ρ = 0 and ρ = ρc where ρc
satisfies
b(ρc) =
w(ρc)
2 + ρ2c
Ω
. (3.1)
The singular points ρ = 0 or ρ = ρc give the inner boundary of the integration of
equations of motion. In section 3.4, we will see that ρ = ρc is the effective horizon
with respect to the effective metric on the D7-brane. There are three possibilities of
the brane solutions depending on the position of the inner boundary:
1. The brane reaches ρ = 0, the axis of S3 wrapped by the D7-brane, and the
effective horizon does not exist. (i.e. no ρc satisfying Eq. (3.1) exists.)
2. The brane intersects with the effective horizon at ρ = ρc before it reaches the
axis.
3. The brane reaches the axis which coincides with the locus of the effective hori-
zon, namely ρc = 0.
The brane embeddings in the cases 1, 2 and 3 are called “Minkowski embeddings”,
“black hole embeddings” and “critical embeddings”, respectively [57–59].
Figure 6 shows typical profiles of the D7-brane for the black hole, Minkowski
and critical embeddings in the (ρ, w)-plane. We fix the electric field and its angular
velocity as E = 1 and Ω = 1. Asymptotic position of the brane corresponds to the
quark mass. (See Eq. (2.9).) The trajectory of the effective horizon emerging on the
D7-brane for fixed E = Ω = 1 is shown by the black curve in the bulk spacetime.
(Note that there is no horizon in the bulk spacetime.) For static electric fields Ω = 0,
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Figure 6. Typical profiles of the D7-brane in the (ρ,w)-plane for E = 1 and Ω = 1.
it is known that the trajectory of the effective horizon is given by a circle: w2+ρ2 = E
for a fixed E [11, 12, 16]. In this figure, by the effect of non-zero Ω, the trajectory
expands and is slightly deformed from the round circle.
3.1 Minkowski embeddings
Here, we consider the Minkowski embeddings (case 1). In this case the conserved
quantity of (2.16) leads to q = 0 because the brane reaches ρ = 0. Furthermore, since
q = 0 should be conserved for ρ > 0, we have the trivial solution χ(ρ) = const. We
will focus on b(ρ) and w(ρ), and expand the solutions around ρ = 0. The asymptotic
solutions become
b(ρ) = b0 − Ω
2b0
8(w40 − Ω2b20)
ρ2 + · · · , (3.2)
w(ρ) = w0 +
Ω2b20
4w0(w40 − Ω2b20)
ρ2 + · · · , (3.3)
where w20−Ωb0 > 0. When the brane does not intersect with the effective horizon, no
Joule heating is generated in the boundary theory. As we mentioned, χ(ρ) = const.
means the worldvolume gauge field becomes standing wave without any net energy
flux.
3.2 Black hole embeddings
In the case of the black-hole embeddings (case 2) there exists ρc(> 0) satisfying (3.1).
The effective horizon emerges at ρ = ρc on the D7-brane. Equations (2.16) and (3.1)
directly give us the conserved quantity as
q = Ωρ3cb(ρc) = ρ
3
c [w(ρc)
2 + ρ2c ]. (3.4)
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Thus, in contrast to the Minkowski embeddings χ(ρ) becomes non-trivial and the
energy flux appears on the D7-brane. In the boundary theory this means Joule
heating q 6= 0 occurs due to the current.
The boundary conditions for w(ρ), b(ρ) and χ(ρ) are given by the regularity at
the effective horizon ρ = ρc. Expanding the solutions around ρ = ρc, we obtain
w(ρ) =w0 + w1(ρ− ρc) + · · · ,
b(ρ) =b0 + b1(ρ− ρc) + · · · ,
χ(ρ) =χ0 + χ1(ρ− ρc) + · · · ,
(3.5)
where b0 = (w
2
0 + ρ
2
c)/Ω and χ0 is arbitrary. Explicit forms of the first derivatives
w1, b1 and χ1 are shown in appendix A.
3.3 Critical embeddings
Solutions of the phase boundary between the Minkowski embeddings and the black-
hole embeddings are the critical embeddings (case 3). In this case the locus of the
effective horizon coincides with the axis, so that (3.1) yields b0 =
w2
0
Ω
because of
ρc = 0. We expand the solutions around ρ = 0 as
b(ρ) =
w20
Ω
− Ω√
24w20 + 6Ω
2
ρ+ · · · , (3.6)
w(ρ) = w0 +
2w0√
24w20 + 6Ω
2
ρ+ · · · . (3.7)
Since q = 0, solution of χ(ρ) is arbitrary constant.
3.4 Effective metric and horizon
The effective metric is defined by [60–64]
γab = hab + (2πα
′)2FacFbdh
cd . (3.8)
For the current system, the effective metric is written as
γabdσ
adσb = −F (ρ)dt2 + 2Ωb
2χ′
w2 + ρ2
dtdρ+
(1 + w′2 + b′2)
w2 + ρ2
dρ2
+
(w2 + ρ2)
4(1 + w′2)
[(b′ + iχ′b)eiχe− + (b
′ − iχ′b)e−iχe+]2 + F (ρ)e+e−
+
Ω2b
4(w2 + ρ2)
(eiχe− + e
−iχe+)
2 + (w2 + ρ2)dz2 +
ρ2
w2 + ρ2
dΩ23 , (3.9)
where
F (ρ) =
(w2 + ρ2)2 − Ω2b2
(w2 + ρ2)
. (3.10)
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We have also defined 1-forms e± as
e± = e
±iΩt(dx± idy) . (3.11)
Note that F (ρ) becomes zero at ρ = ρc. This implies that ρ = ρc is the event horizon
with respective to the brane effective metric γab. In general, dynamics of the brane
itself and various fields on the brane is governed by the effective (induced) metric.
The effective horizon is a causal boundary for fluctuations on the brane, so that the
fluctuations across the effective horizon can never go back and will dissipate.
The effective Hawking temperature is given by
TH =
−γ′tt
4πγtρ
∣∣∣∣
ρ=ρc
=
2(ww′ + ρc)− Ωb′
2πbχ′
∣∣∣∣
ρ=ρc
, (3.12)
where explicit expressions of w′, b′ and χ′ at the effective horizon ρ = ρc are shown
in appendix A.
4 Nonequilibrium SQCD phase diagram in rotating electric
fields
Here we explain the structure of the nonequilibrium phase diagram that we obtain by
solving the equation of motions (2.17)-(2.19) for the probe D7-brane. There are two
phases. The insulator phase is given by the Minkowski embedding solutions. In this
phase fluctuations on the D7-brane, correspond to mesonic excitations, can never
dissipate, so that it is a gapped phase where stable mesons can exist. Since we have
χ(ρ) = const., the Joule heating is absent although the rotating current J is finite.
This means that this current is a reactive current with no resistive dissipation. The
conductive phase is given by the black hole embeddings. Fluctuations will dissipate
into the effective horizon emerging on the D7-brane. This phase is gapless where the
mesons have been dissociated and there are no stable mesons. Now, χ(ρ) becomes a
non-trivial function and an active current with the Joule heating emerges. This phase
emerges after the dielectric breakdown of the insulator phase. The Joule heating plays
a role as an order parameter to distinguish the phase transition between insulator
and conductive phases.
We should describe the phase diagram in a physical parameter space. The brane
solutions are originally specified by the boundary conditions with three parameters
Ω, b0, and w0 at the inner boundary; for the Minkowski embeddings we specify b0 and
w0 (Ωb0 < w
2
0) at the axis ρ = 0, and for the black hole embedding b0 and w0 at the
effective horizon ρ = ρc, where ρc =
√
Ωb0 − w20. Using the scaling symmetry (2.24),
we can set one of the parameters to unity without loss of generality 6. This means
6In our numerical calculation, we set Ω = 1.
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that the phase diagram of our system can be described by a two-parameters family of
solutions, specified by the frequency Ω/m and strength E/m2 of the rotating electric
field.
Figure 3(a) shows a phase diagram in the parameter space (Ω/m,E/m2). The
phase boundary between the insulator and the conductive phases is given by the
critical embeddings (solid curve) giving the AC extension of the Schwinger limit
for dielectric breakdown [1–3], that is, the AC-Schwinger limit. The region above
the curve indicates the conductive phase while that below indicates the insulator
phase, basically. (As will see, actually, multiple phases co-exist in the vicinity of
the critical curve.) We see a lobe-shaped phase structure, i.e., the insulator phase
is separated into infinite but discrete regions analogous to a lobe (leaf). We can see
that “lobes” become thinner as the frequency becomes larger. Its height decreases
following a power-law Ω−2 (Fig. 7), which can be analytically verified in Sec. 6. The
red points on the horizontal axis are mass spectrum of mesons in N = 2 SQCD:
Ωmeson/m = 2
√
(n+ 1)(n+ 2) (n = 0, 1, 2, . . .) [9]. The critical embedding solution
(solid curve) touches the horizontal axis at discrete points smaller than but close to
the meson mass frequencies. We refer to this frequency as the critical frequency and
denote it as Ωc. The numerical values of the critical frequencies and meson mass
spectrum are given by
Ωc/m = 2.6828, 4.6985, 6.7147, 8.7275, · · · ,
Ωmeson/m = 2.8284, 4.8990, 6.9282, 8.9443, · · · ,
(4.1)
for the first four modes. In Sec. 6, we will examine more deeply how the criti-
cal and meson mass frequencies appear by employing a perturbative approach in a
high-frequency regime. We find that the AC-Schwinger limit periodically becomes
infinitesimal near, but not equal to, frequencies corresponding to the meson mass
spectrum. This indicates that the rotating electric fields can resonantly excite the
vector mesons close to the meson mass frequencies, so the dielectric breakdown can
easily occurs even though the rotating electric field is too weak.
We have overviewed the global structure of the phase diagram obtained from the
critical solution. Next, let us focus on the detailed structure of the phase diagram
near the phase boundary. Discrete self-similarity is known to emerge near the phase
boundary, so that multiple Minkowski and black hole embedding solutions with a
spiral structure take place near the phase boundary resulting in a characteristic
first order phase transition. Such behavior has been studied in various probe brane
systems [57–59]. The self-similarity leads to oscillatory behavior of physical quantities
as one approaches the transition. Figure 3(b) shows fine structure of the phase
diagram around the lowest meson excitation energy Ωmeson/m = 2
√
2 ≃ 2.83. We
take |J | as the third axis to distinguish degenerated states for a same (Ω/m,E/m2).
We plot Minkowski and black hole embedding solutions by purple and green dots that
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Figure 7. Frequency dependence of the AC-Schwinger limit shown on a log-log plot. The
solid curve represents the AC-Schwinger limit. The dashed line is E/m2 = 2pi (Ω/m)
−2.
are obtained by the changing parameter set (w0, b0)
7. We see that both solutions co-
exist for the same parameters (Ω/m,E/m2) near the critical electric field. Such
multiplicity of the solutions was observed in the case of the static electric fields (Ω =
0), so that the above feature is a natural AC extension of that around the Schwinger
limit. It is especially notable that the multiplicity extends to the horizontal axis
(E = 0) within a range of the frequency: Ωc ≤ Ω ≤ Ωmeson (see Fig. 3 also). Among
the two states at E = 0, one is the thermal ground state, while the other is a non-
trivial excited state. This non-trivial state in the absence of external electric fields can
be interpreted as a non-linear excitation of the vector mesons: Floquet condensate
of the vector mesons. It is known that the vector mesons can stably exist in the
insulator phase. In general, coherent excitations of these vector mesons appear as
oscillations of the expectation values with frequencies corresponding to each masses.
However, if the vector mesons are circularly polarized, its amplitude does not oscillate
while its phase oscillates (the direction of the polarization is rotating). When the
excitation is small enough to be described by linear perturbations, the frequency is
given by the meson mass Ωmeson. As the amplitude becomes larger, nonlinearity of
the excitation cannot be negligible and its frequency will shift from the meson mass
frequency.
When multiple states co-exist, in the long time limit, a state that has lesser
energy will be selected as a thermodynamical stable state, while the other may
exist as a transient meta-stable state. Within the present model, although Floquet
condensate of the vector mesons is thermodynamically unstable, this meta-stable
state is expected to be a dynamically stable regarding time-evolution and defines a
7 For the Minkowski embedding, we set parameters at inner boundary as Ω = 1, w0 = 1/α and
b0 = (w
2
0/Ω)β, where α = 2.0 + 0.01i and β = 0.01j (i = 0, 1, · · · , 150, j = 0, 1, · · ·96). For the
black hole embedding, we set Ω = 1, w0 = (1/α) sinβ and ρc = (1/α) cosβ, where α = 2.0 + 0.02i
and β = 0.01j (i = 0, 1, · · · , 70, j = 0, 1, · · · , 56).
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“non-thermal fixed point”. This is because the mesonic excitations can be stable
without dissipating in the insulator phase.
If we fine-tune the frequency of the rotating electric field Ω, we can control the
insulator-to-conductor phase transition by a weak electric field. To see this explicitly,
let us focus on Ω = ΩP in Fig. 3(b). At this point, we have (ΩP/m,EP/m
2) =
(2.728, 5.292 × 10−3). Above this point (E > EP, Ω = ΩP), only the conductive
phase exist. This indicates that, for this frequency Ω = ΩP, we can cause the phase
transition just by E/m2 = EP/m
2 = 5.292×10−3 at most. Note that, for DC electric
field Ω = 0, we need E/m2 ≃ 0.6 for the phase transition. (See the vertical axis in
Fig. 3(a).) This is 100 times larger than the case of the fine-tuned frequency Ω = ΩP.
5 Physical quantities near the phase boundary
In order to understand the meaning of the multiple solutions for given (Ω/m,E/m2),
we focus on their physical quantities in the dual gauge theory. From the asymptotic
brane solution near the AdS boundary, we can read off two vacuum expectation values
in the dual gauge theory. One of them is the rotating electric current J , which appears
as the non-linear response against the external rotating electric field. Note that J is a
complex number, whose amplitude and phase represent the magnitude and the initial
direction of the electric current, respectively. The other is the quark condensate
c. As the subsequent quantity, we also consider the Joule heating q = Re(E∗J)
playing the role of the order parameter of the phase transition between the insulator
and conductive phases. The Joule heating becomes non-zero only in the conductive
phase, while the electric current can exist in the both conductive and insulator phase.
It is a contrast to the case of the static electric fields (Ω = 0) in which the insulator
phase has neither the electric current nor the Joule heating.
Figure 8 shows the electric currents as functions of the electric field E for several
fixed frequencies Ω. Near the phase boundary, the electric current becomes multi-
valued. In the multivalued region, the most stable state is expected to be realized.
If we start increasing the external field from E = 0, the system goes through an
insulator-to-conductor transition at the critical electric field. Then, there will be
a jump in the electric current as well in the Joule heating at the phase transition.
(There is also a jump in the Joule heating. See Fig. 10.) From this perspective, the
phase transition from insulator to conductor is “first order”. Such phase transitions
between nonequilibrium states with the electric current have been often observed in
a similar kind of holographic systems described by D3/D7-branes, especially around
the critical embedding solutions.
Spiral structure of the solutions can be seen taking place around the critical
embedding solution as shown in the inset of the left panel of Fig. 8. As we increase
the frequency from Ω < Ωc to Ω = Ωc (left panel), the center of the spiral approaches
the vertical axis E = 0 and touches at the critical frequency Ω = Ωc. Between
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Figure 8. Absolute values of magnitude of the rotating electric currents as functions
of the electric field for fixed several Ω. The left (right) panel shows data for frequencies
below (above) the critical frequency. The purple and green curves are for insulator and
conductive phases, respectively. The inset of the left panel shows the spiral structure at
the phase boundary.
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Figure 9. Quark condensates as functions of the electric field for fixed several Ω. The left
and right panels are for below and above critical frequency. The purple and green curves
are for insulator and conductive phases, respectively.
Ωc < Ω < Ωmeson (right panel), the insulator phase continues to touch and reflect at
the vertical axis E = 0. At reflecting points, the electric field is zero but the current
is non-zero. This is the Floquet condensate of the vector mesons, which is the non-
thermal fixed points solutions (existing between Ωc < Ω < Ωmeson). As explained in
section 2.3, the definition of the electric current contains an ambiguity with a term
proportional to the electric field. (The ambiguous parameter ρ0 in Eq. (2.23) is set to
ρ0 = m.) However, only the current at E = 0 is determined without this ambiguity.
This means that the expectation value of the Floquet condensate obtained here is
definite at E = 0.
Figure 9 shows the quark condensates as functions of the electric field E for
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Figure 10. The Joule heating q/m5 is depicted as functions of the electric field E/m2
for some fixed Ω/m. Only conductive phases are shown. The left and right panels are for
below and above critical frequency.
several fixed frequencies Ω. Note that, for the definition of the quark condensate,
there is no ambiguity as in the electric current. The basic behavior of the condensate
is very similar to that of the electric current Fig. 8 and we find it quite remarkable
that the quark condensate is also non-zero as well as the Floquet condensate of the
vector mesons.
Compared with meson condensate realized by linearly polarized fields (Ex ∝
cos Ωt and Ey = 0), the condensate realized by rotating electric field is distinct as
follows. The rotating electric field breaks time translational and reversal symmetries
and makes the system a time periodic steady state, i.e., a Floquet state. Indeed its
vector quantities such as the directions of the electric current and the polarization
oscillate, but its scalar quantities such as the condensation of a scalar meson, and
the magnitude of the polarization associated with vector mesons, do not oscillate.
Figure 10 shows the Joule heating q as functions of the electric field E. This
quantity is only nonzero in the conductive phase. We see that the Joule heating is
also multi-valued in terms of the electric field. It is remarkable that, within a small
region of the frequency 2.68 . Ω/m . 2.6828, the multiplicity of the Joule heating
disappears and the nonequilibrium phase transition between conductive phases does
not occur [14]. In general, the multiplicity around the critical solutions may be
infinitely large, i.e., infinite number of solutions can coexist for the same value of the
electric field. In the current numerical analysis, it is still unclear whether all of the
infinite multiplicity can disappear around the critical frequency.
So far, we have considered physical quantities for fixed Ω. In Fig. 11, we show
the Joule heatings as functions of Ω for several fixed E. When we take the slice of
E = const. in Fig. 3(a), the slice can cross several lobe-like regions in the insulator
phase. In the lobe-like regions, the Joule heating is zero. Therefore, for small E
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Figure 11. Joule heating for fixed electric field.
such as the curve for E/m2 = 0.01 in the figure, the Joule heating becomes zero in
several discrete regions. For fields above the critical field, e.g., E/m2 = 0.06, we still
find a “dip” in the Joule heating around Ω/m ≃ 3.5 reflecting the lobe-shaped phase
structure.
6 Analytic derivation for features of the phase diagram in
the high-frequency limit
When the frequency of the rotating electric fields is sufficiently high, Ω ≫ m, the
gauge field is well-described by linear perturbations because b(ρ) ∼ O(E/Ω) (for
example, see Eq. (2.13)). In this section, we study the high-frequency regime ana-
lytically.
We suppose that unperturbed background solutions are the vacuum state without
any electric field, that is, the trivial solutions w(ρ) = m and b(ρ) = 0. Perturbed
solutions are given by w(ρ) = 1 + δw and b(ρ) exp[iχ(ρ)] = δb. For convenience, δb
will be treated as a complex function including its phase and amplitude. Note that
we can set m = 1 for the background solution without loss of generality because of
the scaling symmetry (2.24) of the current systems.
The non-linear equations of motion (2.17) and (2.19) can be linearized, so that
the linearized equations of motion become for δb,
δb′′ +
3
ρ
δb′ +
Ω2
(1 + ρ2)2
δb = 0, (6.1)
and for δw,
δw′′ +
3
ρ
δw′ =
2Ω2
(1 + ρ2)3
|δb|2. (6.2)
Since Ω is real, the complex conjugate δb∗ satisfies the same equation of motion as
(6.1).
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General solution of Eq. (6.1) is given by
δb(ρ) = C1g1(ρ) + C2g2(ρ), (6.3)
where
g1(ρ) =(1 + ρ
2)λF (λ, λ+ 1, 2;−ρ2),
g2(ρ) =
1
ρ2
(
1 +
1
ρ2
)λ
F (λ, λ+ 1, 2;−1/ρ2),
(6.4)
and λ ≡ (1 + √1 + Ω2)/2. Each particular solution is a real function and has the
following asymptotic behavior:
g1(ρ) =


1
Γ(λ+ 1)Γ(2− λ) +O(1/ρ
2) (ρ→∞)
1− Ω
2
8
ρ2 +O(ρ4) (ρ ∼ 0)
, (6.5)
and
g2(ρ) =


1
ρ2
− Ω
2
8ρ4
+O(1/ρ6) (ρ→∞)
1
Γ(λ+ 1)Γ(2− λ)
1
ρ2
+O(ρ0 log ρ) (ρ ∼ 0)
. (6.6)
Thus, in terms of asymptotic behavior near the AdS boundary ρ =∞, g1(ρ) and g2(ρ)
describe so-called non-normalizable modes and normalizable modes, respectively. At
ρ = 0 we find g1(ρ) is regular while g2(ρ) is singular. This fact is closely related
to whether the solution describes the insulator or conductive phase (namely, the
Minkowski or black hole embeddings).
For later convenience, using perturbative quantities we write down the conserved
quantity q defined by Eq. (2.16), which corresponds to the Joule heating in the
boundary theory, as
δq = i
Ω
2
ρ3(δbδb∗′ − δb∗δb′). (6.7)
Since it is obviously proportional to the Wronskian of solutions of the linear differen-
tial equation (6.1), δq is conserved at this order as well as q is conserved. Substituting
the general solution δb(ρ) of Eq. (6.9), we explicitly obtain
δq =
8 cos
(
pi
2
√
1 + Ω2
)
πΩ
Im(C2C
∗
1 ). (6.8)
General solution of Eq. (6.2) is
δw(ρ) = −Ω
2
ρ2
∫ ρ
0
ds
s3
(s2 + 1)3
|δb(s)|2 − Ω2
∫
∞
ρ
ds
s
(s2 + 1)3
|δb(s)|2 + C3, (6.9)
where C3 is an integration constant equivalent to a boundary condition δw|ρ=∞ = C3.
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6.1 The insulator phase
As seen previously, the Minkowski embedding solution describing the insulator phase
can reach to ρ = 0. Since the solution should be regular at ρ = 0, we choose C2 = 0
in Eq. (6.3). Note that this leads to no Joule heating δq = 0. The electric field
δE = Ωδb|ρ=∞ in the boundary theory is given by
δE =
C1Ω
Γ(λ+ 1)Γ(2− λ) = −C1
4 cos
(
pi
2
√
1 + Ω2
)
πΩ
. (6.10)
It turns out that we have δE = 0 when
√
1 + Ω2 = 2n + 3 (n = 0, 1, 2, . . .), of
which frequencies correspond to the meson mass spectrum Ωn = 2
√
(n+ 1)(n+ 2)
(n = 0, 1, 2, . . .). This means that at frequencies near the meson mass the insulator
phase can be resonantly excited from the vacuum state with E = 0 even by weak
rotating electric fields. In the Minkowski embeddings, [Ωb(ρ)−w2(ρ)]|ρ=0 < 0 should
be satisfied, so that we have Ωδb|ρ=0 < 1 for the perturbations. This implies that
C1 < 1/Ω and δE ∼ O(Ω−2).
The solution for δw is given by Eq. (6.9). We require the boundary condition as
δw|ρ=0 = 0, which yields
C3 = Ω
2
∫
∞
0
ds
s
(s2 + 1)3
|δb(s)|2 = C21Ω2
∫
∞
0
ds
s
(s2 + 1)3
g1(s)
2. (6.11)
From w(ρ) = m + c/ρ2 + · · · , the perturbations for the quark mass and the quark
condensate can be read as
δm = ǫ2
∫
∞
0
ds
s
(s2 + 1)3
g1(s)
2, (6.12)
and
δc = −ǫ2
∫
∞
0
ds
s3
(s2 + 1)3
g1(s)
2, (6.13)
where we have introduced a dimensionless parameter ǫ ≡ ΩC1 < 1. In addition, the
electric field is
δE = −ǫ4 cos
(
pi
2
√
1 + Ω2
)
πΩ2
. (6.14)
If Ω = Ωn (n = 0, 1, 2, . . .), we can evaluate the integrals in δm and δc as∫
∞
0
ds
s
(s2 + 1)3
g1(s)
2 =
4n+ 3
4(n+ 1)(n+ 2)(2n+ 3)
,∫
∞
0
ds
s3
(s2 + 1)3
g1(s)
2 =
1
4(n+ 1)(n+ 2)(2n+ 3)
.
(6.15)
Using the above results, we have δE ∼ Ω−2, δm ∼ Ω−2, and δc ∼ Ω−3 in the
high-frequency regime.
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Figure 12. A critical solution for b(ρ) obtained by numerically solving the non-linear full
equation of motion and a linear perturbative solution of Eq. (6.16) for Ω = 50. Note that
we have used z2 = 1/(1 + ρ2) and m = 1.
6.2 The critical embeddings
Since the critical solutions satisfy [Ωb(ρ) − w2(ρ)]|ρ=0 = 0, the limit ǫ→ 1 seems to
indicate the perturbed solutions may become critical. Actually, it is not true because
of non-linearity. As seen in Eqs. (3.6) and (3.7), the critical solutions behave linearly
with respect to ρ near ρ = 0. On the other hand, the linearized solutions are
quadratic except for divergent one. This implies that for the critical solutions non-
linearity has a significant role around ρ = 0, so that they cannot be described by
the linear perturbations but higher-order corrections should be necessary. In a strict
sense, the linear solutions of the conductive phase described previously are valid for
ǫ≪ 1. However, it turns out that for ρ≫ 1 the solutions of linear perturbations can
describe the true non-linear solution very well. Indeed, if we assume
δb(ρ) =
1
2Ω
g1(ρ), (6.16)
which is identical to Eq. (6.3) with C1 = 1/(2Ω) (namely, ǫ = 1/2) and C2 = 0,
we explicitly observe that the perturbative solution is quite similar to the non-linear
solution for almost every ρ as shown in Fig. 12. Thus, if we choose ǫ = 1/2 in
Eqs. (6.13) and (6.14), we can approximately evaluate the critical electric field and
the critical quark condensate as
|Eapprox| = 2
πΩ2
∣∣∣cos π
2
√
1 + Ω2
∣∣∣ (Ω≫ 1), (6.17)
and
capprox = −1
4
∫
∞
0
ds
s3
(s2 + 1)3
g1(s)
2 (Ω≫ 1). (6.18)
Comparing the approximate formulae (6.17) and (6.18) with the numerical solutions,
we find that in the high-frequency regime the numerical solutions can be fitted by
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Figure 13. The electric field for the critical solutions. The red curve is an approximate
analytic formula given by Eq. (6.17), and the blue curve is the critical value obtained
numerically, which is identical to the phase boundary shown in Fig. 3 (a).
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Figure 14. The quark condensate for the critical solutions. The red curve is an ap-
proximate formula given by Eq. (6.18), and the blue curve is the critical value obtained
numerically.
the approximate formulae as shown in Fig. 13 and Fig. 14. Several discrepancies
imply that non-linearity plays a significant role. As a result, we can confirm that the
critical electric field has a dependence of Ω−2 as the frequency becomes large, and it
becomes periodically infinitesimal near frequencies of the meson spectrum.
6.3 The conductive phase
The conductive phase after the dielectric breakdown is described by the black hole
embedding solution with the effective horizon on the D7-brane. In this phase the
gauge field on the D7-brane becomes a propagating wave with a net energy flux
from the AdS boundary ρ = ∞ to the effective horizon ρ = ρc such that [Ωb(ρ) −
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w2(ρ)]|ρ=ρc = ρ2c . This means the perturbative solution δb(ρ) should represent a
purely-ingoing wave without any reflection at ρ = ρc.
In order to clarify the boundary condition, we redefine a coordinate and a variable
as ψ(y) ≡ ρ3/2√
1+ρ2
δb and ρ = tan y, so that Eq. (6.1) becomes
[
d2
dy2
+ Ω2 − U(y)
]
ψ(y) = 0, U(y) ≡ 5 + cos(4y)
2 sin2(2y)
. (6.19)
By introducing C1 = α and C2 = β + iγ (α, β, γ ∈ R)8 , its general solution is given
by
ψ(y) = αgˆ1(y) + (β + iγ)gˆ2(y), (6.20)
where each particular solution gˆi(y) (i = 1, 2) is redefined by gˆi(y) ≡ ρ3/2(1 +
ρ2)−1/2gi(ρ). Since the locus of the effective horizon is given by Ω|δb(ρc)| = 1+ ρ2c at
the linear order, we have a condition
|ψ(y0)|2 = sin
3 y0
Ω2 cos5 y0
, (6.21)
where 0 < y0 ≡ tan−1 ρc < π/2. Note that in order to satisfy |δb| ≪ 1 we assume
cos2 y0 ≫ 1/Ω at least. In addition, purely-ingoing boundary condition9 at y = y0 is
given by
dψ
dy
∣∣∣∣
y=y0
= iΩψ(y0). (6.22)
Thus, the above conditions (6.21) and (6.22) can determine the coefficients α, β, and
γ for a given y0. Note that since the Joule heating (6.7) is rewritten as
δq = i
Ω
2
(
ψ
dψ∗
dy
− ψ∗dψ
dy
)
, (6.23)
those conditions yield δq = Ω2|ψ(y0)|2 = ρ3c(1 + ρ2c) at y = y0. This δq is equivalent
to Eq. (3.4) in fully non-linear cases.
Now, we have
α =
Ω2(gˆ2)
2 +
(
d
dy
gˆ2
)2
ΩW (gˆ1, gˆ2)
γ, β = −
Ω2gˆ1gˆ2 +
(
d
dy
gˆ1
)(
d
dy
gˆ2
)
ΩW (gˆ1, gˆ2)
γ, (6.24)
where W (gˆ1, gˆ2) ≡ gˆ1 ddy gˆ2 − gˆ2 ddy gˆ1 = 8piΩ2 cos
(
pi
2
√
1 + Ω2
)
is the Wronskian of gˆ1(y)
and gˆ2(y), and also we have
γ2 =
sin3 y0
cos5 y0
[
Ω2(gˆ2)2 +
(
d
dy
gˆ2
)2] . (6.25)
8Since δb(ρ) admits arbitrary constant phase shift, we can assume C1 is real without loss of
generality.
9It implies that the complex gauge field should behave as a(t, ρ(y)) ∼ eiΩ(t+y−y0) around y = y0.
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The Joule heating is
δq =
8
πΩ
cos
(π
2
√
1 + Ω2
)
αγ =
sin3 y0
cos5 y0
, (6.26)
and the electric field is
δE = − 4
πΩ
cos
(π
2
√
1 + Ω2
)
α = −1
2
√√√√ sin3 y0
cos5 y0
[
Ω2(gˆ2)2 +
(
dgˆ2
dy
)2]
. (6.27)
7 Toy model calculation (2d QED)
In this section, we perform a complementary field theoretical calculation to under-
stand the universal nature of the dielectric breakdown of charge confined systems
excited by oscillating fields. The system we start with is the (1+1)-dimensional
quantum electrodynamics, also known as the massive Schwinger model (see Ref. [65]
and references therein for details). We apply an AC-electric field to this system. The
defining Lagrangian density is given by
L = −1
4
FµνF
µν + ψ¯(i/∂ − e/A−m)ψ . (7.1)
The model is define on a (1+1)-dimensional spacetime (µ = 0, 1) and the field
strength is given by Fµν = ∂µAν − ∂νAµ. The charge e and mass m are positive
numbers and we set e = 1. The system is in the confined phase in the ground state;
There are no free quarks but only mesons, i.e. bound state of quarks and antiquarks,
exist in the excitation spectrum. The merit of studying this models is that we can
study its strong coupling limit through bosonization. It is mapped to a model of a
non-compact boson field φ(t, x) with a Hamiltonian density
H = Nm
[
1
2
Π2 +
1
2
(∂1φ)
2 − cm2 cos 2π1/2φ+ 1
2π
(
φ+
1
2π1/2
θ
)2]
, (7.2)
where Nm denotes normal ordering, Π the conjugate field of φ, c a numerical constant.
The parameter θ is proportional to the external electric field, which we set to be
oscillating with frequency Ω
θ = 2πE cosΩt . (7.3)
The bosonic model becomes reliable in the strong coupling e(= 1) ≫ m limit. The
confining nature of the model can be seen by noticing that the fermionic excitation
with a charge is given by a kink connecting the minima of the cosine potential, e.g.,
from φ = 0 to φ = ±π1/2. Due to the quadratic potential, such excitation will be
energetically suppressed since φ = ±π1/2 will only be a local minima. If we have a
kink and anti-kink pair separated by a length l, the potential energy linearly increases
as V (l) = l/2 leading to charge confinement.
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Figure 15. Analysis of the toy model: (a) The left and right hand sides of the equation
(7.5), giving multiple solutions denoted by circles for zero field E = 0. Note that the nu-
merical constant c is set to unity. (b) The surface of solutions. The orange line corresponds
to solutions at E = 0.
Below, we neglect spatial and quantum fluctuations, and simply treat it as a
problem of classical dynamics governing the zero mode 〈φ(x, t)〉 = φ(t). The equation
of motion becomes
φ¨+ π−1φ+ cm22π1/2 sin 2π1/2φ = −π−1/2E cos Ωt (7.4)
This is nothing but a model of a periodically driven anharmonic oscillator. Assum-
ing a simple oscillatory solution φ = φ0 cosΩt and using an ansatz sin(a cosx) ∼
2J1(a) cosx+ . . ., we obtain a relation
cm28πJ1(x0) = (Ω
2 − π−1)x0 + 2E (7.5)
that determines the amplitude of the oscillation (J1 is the 1st-Bessel function). Note
that we defined x0 = 2π
1/2φ0. This equation can have multiple solutions for a given
parameter set (E,Ω) (Fig. 15(a)). In this model, φ0 represents the condensation
of quark-antiquark pairs (=meson). Thus, in the toy model, (i) We find multiple
solution for a given parameter (Ω, E), and (ii) We find a state with finite φ0 existing
even at E = 0 (meson condensate), and (iii) The resonant frequency depends on the
amplitude of the oscillation. The current also oscillates with the same frequency as
the condensation and the behavior of the orange line shown in Fig. 15(b) is similar
to what we obtained in the D3/D7 system plotted in Fig. 3(a), (b). Thus, this
simple toy model partially captures aspects of the meson condensate; In fact, the
resonant frequency being decreased as the amplitude increases can be attributed to
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the anharmonicity of the potential and is well known in the study of Duffin oscillators,
i.e., a oscillator with 2nd and 4th term potential. Important properties that are not
captured by this model is the chiral nature. In the Floquet condensate of vector
mesons in rotating electric fields, the rotating current breaks time reversal symmetry.
In addition, although the current is time dependent, the scalar meson condensation
is static. These features are unique to the Floquet condensate of vector mesons and
deserve further field theoretical understanding.
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A Boundary conditions at the effective horizon
In the equations of motion (2.17), (2.18) and (2.19), the denominators of the right-
hand side become zero at the effective horizon ρ = ρc. For the regularity of the
second derivatives of b, χ and w, the numerators in those equations should also be
zero at ρ = ρc. Using w
2
0 + ρ
2
c = Ωb0, we obtain regularity conditions as
− ρc(2ρcb′ + Ω)(1 + w′2 + b′2) + Ωb20(ρc − 3b0b′)χ′2 = 0, (A.1)
− [2ρ2c(−1 + w′2 + b′2)− 2ρc (2w0w′ − Ωb′)]χ′ − 3Ωb30χ′3 = 0, (A.2)
− 2ρc (ρcw′ − w0) (1 + w′2 + b′2)− 3Ωb30w′χ′2 = 0. (A.3)
From Eq. (A.1), we can express χ′ in terms of b′ and w′ as
χ′2 = −ρc(2ρcb
′ + Ω)(1 + w′2 + b′2)
Ωb20(3b0b
′ − ρc) . (A.4)
Eliminating χ′ from Eq. (A.3) using the above equation, we obtain
b′ = −(2ρ
2
c + 3Ωb0)w
′ − 2ρcw0
6w0b0
. (A.5)
Eliminating b′ and χ′ from Eq. (A.2) using Eqs. (A.4) and (A.5), we have an equation
for w′ as {
1 +
Ω2(w20 + ρ
2
c)(9w
2
0 + 5ρ
2
c)
4w20[9(w
2
0 + ρ
2
c)
2 + Ω2ρ2c ]
}
w′2 +
2ρc
w0
w′ − 1 = 0 . (A.6)
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As a result, we obtain a solution of Eqs. (A.1)-(A.3) as
w′ =
2w0
D
[−18ρc(w20 + ρ2c)2 − 2Ω2ρ3c + 3(w20 + ρ2c)s] , (A.7)
b′ =
Ω
D
[
30ρc(w
2
0 + ρ
2
c)
2 + Ω2ρc(5ρ
2
c + 3w
2
0)− (5ρ2c + 3w20)s
]
, (A.8)
χ′2 =
2Ω2ρc [4(w
2
0 + ρ
2
c) + Ω
2]
D2(w20 + ρ
2
c)
2
{−ρc [216w20(w20 + ρ2c)3
+6Ω2(w20 + ρ
2
c)(15w
4
0 + 44w
2
0ρ
2
c + 25ρ
4
c) + Ω
4(5ρ2c + 3w
2
0)
2
]
(A.9)
+
[
36w20(w
2
0 + ρ
2
c)
2 + Ω2(5ρ2c + 3w
2
0)
2
]
s
}
where
s ≡
√
[4(w20 + ρ
2
c) + Ω
2] [9(w20 + ρ
2
c)
2 + Ω2ρ2c ] ,
D ≡36w20(w20 + ρ2c)2 + Ω2(5ρ4c + 18ρ2cw20 + 9w40).
(A.10)
Note that, although (A.6) has two roots, we have taken the root for s > 0 in the
above solutions. In the static limit Ω→ 0 they are reduced to
w′ → −ρc +
√
w20 + ρ
2
c
w0
, b′ → 0, χ′2/Ω2 → 4ρc
3w20(w
2
0 + ρ
2
c)
2
(
−ρc +
√
w20 + ρ
2
c
)
,
(A.11)
which are usual boundary conditions in the case of static electric fields. If we choose
the solutions for s < 0, the boundary conditions are singular at the massless limit
w0 → 0.
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