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TOWARDS A BIHAMILTONIAN STRUCTURE FOR THE DOUBLE
RAMIFICATION HIERARCHY
ALEXANDR BURYAK, PAOLO ROSSI, AND SERGEY SHADRIN
To the memory of Boris Dubrovin, our teacher and friend
Abstract. We propose a remarkably simple and explicit conjectural formula for a bihamilto-
nian structure of the double ramification hierarchy corresponding to an arbitrary homogeneous
cohomological field theory. Various checks are presented to support the conjecture.
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Introduction
Cohomological field theories (or CohFTs for brevity) are systems of cohomology classes on
the moduli spaceMg,n of stable algbraic curves of genus g with n marked points. They were in-
troduced by Kontsevich and Manin in [KM94] to axiomatize the properties of Gromov–Witten
classes of a given target variety. Their compatibility with the strata structure and natural mor-
phisms between moduli spaces makes them powerful tools for probing the cohomology of Mg,n
and its tautological ring in particular.
Since the Kontsevich–Witten theorem [Wit91, Kon92] stating that the generating series of
integrals over Mg,n of monomials in psi classes (the Chern classes of tautological line bundles)
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is the logarithm of the tau function of a special solution to the Korteweg–de Vries (KdV) hier-
archy, it is well known that integrable hierarchies of evolutionary, Hamiltonian, tau-symmetric
PDEs control the intersection theory of CohFTs.
Dubrovin and Zhang [DZ01] give a systematic construction of such integrable hierarchy start-
ing from a semisimple cohomological field theory. Their framework gives, among other things,
the language for stating the analogue of the Kontsevich–Witten theorem for any semisimple
CohFT, where the KdV hierarchy is replaced by the relevant Dubrovin–Zhang (DZ) hierarchy.
In fact, Dubrovin and Zhang’s method postulates the existence of a bihamiltonian structure
(a pair of compatible Poisson structure producing the flows by a recursive procedure) for the
DZ hierarchy of a homogeneous semisimple CohFTs. While one of the two Poisson structures
was proved to exist (in the differential polynomial class) in [BPS12a, BPS12b], the existence
of the second Hamiltonian structure is still an open problem. Notice that the approach of
[BPS12a, BPS12b] also clarifies how the construction of the DZ hierarchy (as a Hamiltonian
system with respect to the first Poisson bracket) can be based on the axioms and properties
of CohFTs together with semisimplicity, without requiring the existence of the second Poisson
structure or homogeneity. Nonetheless, the existence of this second Hamiltonian structure in
the homogeneous case remains an important unproven feature of the DZ hierarchy.
In [Bur15] a novel approach to constructing integrable hierarchies starting from CohFTs was
introduced. This approach does not require semisimplicity of the CohFT and, although based
again on the intersection theory on Mg,n, it employs different tautological classes, notably the
double ramification cycle (an appropriate compactification of the locus of smooth curves whose
marked points support a principal divisor), which explains why this hierarchy was called the
double ramification (DR) hierarchy.
The DR hierarchy is always Hamiltonian with respect to a very simple Poisson structure,
which, as opposed to the one for the DZ hierarchy, does not essentially depend on the underlying
CohFT. The two hierarchies coincide by definition in the dispersionless (genus 0) limit and, by a
conjecture in [Bur15] called the DR/DZ equivalence conjecture, in the semisimple case they are
related by a Miura transformation, which was completely identified in [BDGR18]. Although
still unproven, the DR/DZ equivalence conjecture has accumulated a remarkable amount of
evidence and verifications (see e.g. [BG16, BDGR18, BDGR19, BGR19, DR19]).
In this paper we propose a very simple formula for a second Poisson structure and collect
some evidence for it to give a bihamiltonian structure for the DR hierarchy. These Poisson
brackets do depend on the homogeneous CohFT under consideration in a remarkably explicit
way. We also compute the central invariants of the resulting bihamiltonian structure, finding
that it is Miura equivalent to the conjectured DZ bihamiltonian structure. Finally, we confirm
that in several well-known examples of CohFTs our formula does give the expected bihamilto-
nian structure of the corresponding hierarchy.
Notice that, assuming that our conjectural second Poisson bracket gives a bihamiltonian
structure for the DR hierarchy, the existence of a bihamiltonian structure for the DZ hierarchy
follows from the DR/DZ equivalence conjecture. In fact, this means that the Miura transfor-
mation mapping the DZ hierarchy to the DR hierarchy would simplify not only the first Poisson
structure (making it virtually independent of the CohFT), but also the second one, for which
no explicit formula was previously known.
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Organization of the paper. In Section 1 we present our explicit formula and the main con-
jecture that it gives a bihamiltonian structure for the DR hierarchy of a homogeneous CohFT.
In Section 2 we verify our conjecture in genus 0. Then we prove that the level 0 (primary)
flows of the hierarchy can be obtained by bihamiltonian recursion from the level −1 integrals
of motion (the Casimir functionals of the first Poisson bracket). Moreover, assuming our con-
jectural second Poisson bracket satisfies the Jacobi identity, we prove that it is compatible with
the first one (i.e., their Schouten–Nijenhuis bracket vanishes).
In Section 3, assuming again that our conjectural second Poisson bracket satisfies the Jacobi
identity, we compute the central invariants of the Poisson pencil formed by the two Hamil-
tonian structures. Under mild hypotheses these central invariants classify bihamiltonian struc-
tures of the type relevant for the DR and DZ hierarchies up to Miura transformations. For the
Dubrovin–Zhang bihamiltonian structure these invariants have been computed (see e.g. [Liu18])
and in this paper we show that they coincide with the ones for the DR bihamiltonian structure,
as expected in light of the DR/DZ equivalence conjecture.
Finally, in Section 4 we prove our main conjecture for several important examples of CohFTs,
including the trivial and r-spin CohFTs (for r ≤ 5) and the Gromov–Witten theory of the pro-
jective line.
Notation and conventions. Throughout the text we use the Einstein summation convention for
repeated upper and lower Greek indices.
When it doesn’t lead to a confusion, we use the symbol ∗ to indicate any value, in the
appropriate range, of a sub- or superscript.
For a topological space X let H∗(X) denote the cohomology ring of X with the coefficients
in C.
Acknowledgements. We are grateful to A. Arsie and P. Lorenzoni for valuable remarks about
the preliminary version of the paper. We would like to thank G. Carlet and F. Herna´ndez
Iglesias for useful discussions on closely related topics.
The work of A. B. (Sections 1 and 4) was supported by the grant no. 20-11-20214 of the
Russian Science Foundation. S. S. was supported by the Netherlands Organization for Scientific
Research.
1. Double ramification hierarchy and the main conjecture
In this section, after recalling the notion of cohomological field theory and the construction
of the double ramification hierarchy, we present our conjectural formula for a bihamiltonian
structure of the double ramification hierarchy.
1.1. Cohomological field theories. Let Mg,n be the Deligne–Mumford moduli space of sta-
ble curves of genus g with n marked points, g ≥ 0, n ≥ 0, 2g−2+n > 0. Note thatM0,3 = pt,
and throughout the text we silently use the identification H∗(M0,3) ∼= C. Recall the following
system of standard maps between these spaces:
• πg,n+1 : Mg,n+1 →Mg,n is the map that forgets the last marked point.
• glg1,I1;g2,I2 : Mg1,n1+1 ×Mg2,n2+1 → Mg1+g2,n1+n2, is the gluing map that identifies the
last marked points of curves of genus g1 and g2 and turns them into a node. The sets I1
and I2 of cardinality n1 and n2, I1 ⊔ I2 = {1, . . . , n1 + n2}, keep track of the relabelling
of the remaining marked points.
• glirrg,n+2 : Mg,n+2 →Mg+1,n is the gluing map that identifies the last two marked points
and turns them into a node.
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Abusing notation we denote these maps by π, gl2, and gl1, respectively.
Let V be a finite dimensional vector space of dimension N with a distinguished vector e ∈ V ,
called the unit, and a symmetric nondegenerate bilinear form (·, ·) on V , called the metric.
We fix a basis e1, . . . , eN in V and let (ηαβ) denote the matrix of the metric in this basis,
ηαβ := (eα, eβ), and Aα the coordinates of e in this basis, e = A
αeα. As usual, η
αβ denotes the
entries of the inverse matrix, (ηαβ) := (ηαβ)
−1.
Definition 1.1 ([KM94]). A cohomological field theory (CohFT) is a system of linear maps
cg,n : V
⊗n → Heven(Mg,n), 2g − 2 + n > 0,
such that the following axioms are satisfied:
(i) The maps cg,n are equivariant with respect to the Sn-action permuting the n copies of V
in V ⊗n and the n marked points in Mg,n, respectively;
(ii) π∗cg,n(⊗
n
i=1eαi) = cg,n+1(⊗
n
i=1eαi ⊗ e) and c0,3(eα1 ⊗ eα2 ⊗ e) = ηα1α2 ;
(iii) gl∗2cg1+g2,n1+n2(⊗
n1+n2
i=1 eαi) = cg1,n1+1(⊗i∈I1eαi ⊗ eµ)⊗ cg2,n2+1(⊗i∈I2eαi ⊗ eν)η
µν ;
(iv) gl∗1cg+1,n(⊗
n
i=1eαi) = cg,n+2(⊗
n
i=1eαi ⊗ eµ ⊗ eν)η
µν .
In all axioms above we assume αi ∈ {1, . . . , N} for any i = 1, 2, . . . .
For an arbitrary CohFT the formal power series
F = F (t1, . . . , tN) :=
∑
n≥3
1
n!
∑
1≤α1,...,αn≤N
(∫
M0,n
c0,n(⊗
n
i=1eαi)
)
n∏
i=1
tαi
satisfies the equations
Aµ
∂3F
∂tµ∂tα∂tβ
= ηαβ, 1 ≤ α, β ≤ N,
∂3F
∂tα∂tβ∂tµ
ηµν
∂3F
∂tν∂tγ∂tδ
=
∂3F
∂tα∂tγ∂tµ
ηµν
∂3F
∂tν∂tβ∂tδ
, 1 ≤ α, β, γ, δ ≤ N.
Thus, the formal power series F defines a Dubrovin–Frobenius manifold structure on a formal
neighbourhood of 0 in V .
Definition 1.2. A CohFT {cg,n} is called semisimple (at the origin) if the algebra defined by
the structure constants cαβγ
∣∣
t∗=0
, where cαβγ := η
αµ ∂3F
∂tµ∂tβ∂tγ
, doesn’t have nilpotents.
1.1.1. Homogeneity. Let V be a graded vector space and assume the basis e1, . . . , eN is homo-
geneous with deg eα = qα, α = 1, . . . , N . Assume also that deg e = 0. By Deg : H
∗(Mg,n) →
H∗(Mg,n) we denote the operator that acts on H
i(Mg,n) by multiplication by
i
2
.
Definition 1.3. A CohFT {cg,n} is called homogeneous, or conformal, if there exist complex
constants rα, α = 1, . . . , N , and δ such that
Deg cg,n(⊗
n
i=1eαi) + π∗cg,n+1(⊗
n
i=1eαi ⊗ r
γeγ) =
(
n∑
i=1
qαi + δ(g − 1)
)
cg,n(⊗
n
i=1eαi).(1.1)
The constant δ is called the conformal dimension of CohFT.
For a homogeneous CohFT the formal power series F (t1, . . . , tN) satisfies the property
((1− qα)t
α + rα)
∂F
∂tα
= (3− δ)F +
1
2
Aαβt
αtβ,
where Aαβ := r
µc0,3(eα ⊗ eβ ⊗ eµ). Thus, the associated Dubrovin–Frobenius manifold on a
formal neighbourhood of 0 in V is also homogeneous, with the Euler vector field given by
E = Eα
∂
∂tα
:= ((1− qα)t
α + rα)
∂
∂tα
.
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1.2. Double ramification hierarchy.
1.2.1. Formal loop space, differential polynomials, and local functionals. Introduce formal vari-
ables uαi , α = 1, . . . , N , i = 0, 1, . . .. Following [DZ01] (see also [Ros17]) we define the ring of dif-
ferential polynomials A0 in the variables u1, . . . , uN as the ring of polynomials f(u∗, u∗x, u
∗
xx, . . .)
in the variables uαi , i > 0, with coefficients in the ring of formal power series in the variables
uα = uα0 :
A0 := C[[u∗]][u∗≥1].
Remark 1.4. This way we define a model of the loop space of the vector space V by describing
its ring of functions. In particular, it is useful to think of the variables uα := uα0 as the
components uα(x) of a formal loop u : S1 → V in the basis e1, . . . , eN . Then the variables
uα1 := u
α
x , u
α
2 := u
α
xx, . . . are the components of the iterated x-derivatives of a formal loop.
The standard gradation on A0, which we denote by deg, is introduced by deg uαi := i. The
homogeneous component of A0 of standard degree d is denoted by A0d. The operator
∂x :=
∑
i≥0
uαi+1
∂
∂uαi
increases the standard degree by 1. Therefore, the quotient
Λ0 := A0
/
(C⊕ Im ∂x),
called the space of local functionals, inherits the standard gradation. The homogeneous com-
ponent of Λ0 of standard degree d is denoted by Λ0d. The natural projection A
0 → Λ0 assigns
to a differential polynomial f the local functional f =
∫
f dx.
The variational derivative δ
δuα
: A0 → A0, α = 1, . . . , N , is defined by
δ
δuα
:=
∑
i≥0
(−∂x)
i ◦
∂
∂uαi
.
Since it vanishes on C⊕ Im ∂x, it is well defined on the space of local functionals and abusing
notation we denote it by the same symbol, δ
δuα
: Λ0 → A0.
We associate with a differential polynomial f ∈ A0 a sequence of differential operators
indexed by α = 1, . . . , N and k ≥ 0:
Lkα(f) :=
∑
i≥k
(
i
k
)
∂f
∂uαi
∂i−kx .
We often use the notation Lα(f) := L
0
α(f). These operators satisfy the property
Lkα(∂xf) = ∂x ◦ L
k
α(f) + L
k−1
α (f), k ≥ 0,
where we adopt the convention Llα(f) := 0 for l < 0.
We associate with a local functional h =
∫
h dx ∈ Λ0 a sequence of N ×N matrices Ω̂k(h) =(
Ω̂k(h)αβ
)
of differential operators, indexed by k ≥ 0, defined as
Ω̂k(h)αβ := ηαµηβνLkν
(
δh
δuµ
)
.
We often use the notation Ω̂(h) := Ω̂0(h).
Consider anN×N matrixK = (Kµν) of differential operators of the formKµν =
∑
j≥0K
µν
j ∂
j
x,
where Kµνj ∈ A
0 and the sum is finite. The conjugate matrix of differential operators K∗ =
((K∗)µν) is defined by
(K∗)µν :=
∑
j≥0
(−∂x)
j ◦Kνµj .
Lemma 1.5. For any h ∈ Λ0 we have Ω̂k(h)∗ = (−1)kΩ̂k(h).
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Proof. It is a straightforward computation. We have to check that(
Lkµ
(
δh
δuν
))∗
= (−1)kLkν
(
δh
δuµ
)
.
To this end, we compute(
Lkµ
(
δh
δuν
))∗
=
∞∑
i=0
(
k + i
i
)
(−∂x)
i ◦
∂
u
µ
k+i
δh
δuν
=
∞∑
i,j=0
(
k + i+ j
i, j
)
(−∂x)
i ∂
u
µ
k+i+j
δh
δuν
(−∂x)
j
=
∞∑
i,j,l=0
(−1)k+i+j
(
k + i+ j + l
i, j, l
)
(−∂x)
i+l ∂
uνk+i+j+l
δh
δuµ
(−∂x)
j
= (−1)k
∞∑
j=0
(
k + j
j
)
∂
uνk+j
δh
δuµ
∂jx = (−1)
kLkν
(
δh
δuµ
)
.
Here, in order to pass to the second line in the computation we use the identity
∂
u
µ
t
δ
δuν
= (−1)t
∞∑
l=0
(
l + t
t
)
(−∂x)
l ∂
uνt+l
δ
δuµ
(cf. [LZ11, Lemma 2.1.5(i)]), and in the third line we use that for any t ≥ 1∑
i+l=t
1
i!l!
(−1)i(−∂x)
i+l = 0.

Differential polynomials and local functionals can also be described using another set of formal
variables, corresponding heuristically to the Fourier components pαk , k ∈ Z, of the functions
uα = uα(x). We define a change of variables
uαj =
∑
k∈Z
(ik)jpαke
ikx,(1.2)
which allows us to express a differential polynomial f(u, ux, uxx, . . .) ∈ A
0 as a formal Fourier
series in x. In the latter expression the coefficient of eikx is a power series in the variables pαj with
the sum of the subscripts in each monomial in pαj equal to k. Moreover, the local functional f
corresponds to the constant term of the Fourier series of f .
1.2.2. Poisson brackets and Hamiltonian hierarchies. Let us describe a natural class of Poisson
brackets on the space of local functionals. Given an N × N matrix K = (Kµν) of differential
operators of the form Kµν =
∑
j≥0K
µν
j ∂
j
x, where K
µν
j ∈ A
0 and the sum is finite, we define
{f, g}K :=
∫ (
δf
δuµ
Kµν
δg
δuν
)
dx.
The bracket {·, ·}K is skew-symmetric if and only if K
∗ = −K. The bracket {·, ·}K satisfies the
Jacobi identity if and only if the Schouten–Nijenhuis bracket of the bracket with itself vanishes,
[{·, ·}K, {·, ·}K] = 0,
which is discussed in details in Section 2.3.
Definition 1.6. An operator K is called Poisson, if the bracket {·, ·}K is skew-symmetric and
satisfies the Jacobi identity.
Example 1.7. A standard example of a Poisson operator is given by the operator η−1∂x. The
corresponding Poisson bracket has a nice expression in terms of the variables pαk :
{pαk , p
β
j }η−1∂x = ikη
αβδk+j,0.
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Consider the extensions Â0 := A0 ⊗ C[[ε]] and Λ̂0 := Λ0 ⊗ C[[ε]] of the spaces A0 and Λ0
with a new variable ε of standard gradation deg ε := −1. Let Â0k and Λ̂
0
k denote the subspaces
of degree k of Â0 and Λ̂0, respectively. Abusing the terminology we still call their elements
differential polynomials and local functionals.
We can also define a bracket {·, ·}K : Λ̂
0 × Λ̂0 → Λ̂0 as above starting from an operator
K = (Kµν), Kµν =
∑
i,j≥0K
[i],µν
j ε
i∂jx, K
[i],µν
j ∈ A
0, where for each i ≥ 0 the sum
∑
j≥0K
[i],µν
j ∂
j
x
is finite. An operator K = (Kαβ) and the corresponding bracket {·, ·}K have degree d if
Kαβ =
∑
s≥0K
αβ
s ∂
s
x, where K
αβ
s ∈ Â
0
−s+d.
Definition 1.8. A Hamiltonian hierarchy of PDEs is a system of the form
∂uα
∂τi
= Kαµ
δhi
δuµ
, 1 ≤ α ≤ N, i ≥ 1,(1.3)
where hi ∈ Λ̂
0
0, K = (K
µν) is a Poisson operator of degree 1, and the compatibility condition
{hi, hj}K = 0 for i, j ≥ 1 is satisfied.
The local functionals hi are called the Hamiltonians of the system (1.3).
Consider Hamiltonian hierarchies of the form
∂uα
∂t
β
q
= Kαµ1
δhβ,q
δuµ
, 1 ≤ α, β ≤ N, q ≥ 0,(1.4)
equipped withN linearly independent Casimirs hα,−1, 1 ≤ α ≤ N , of the Poisson bracket {·, ·}K1.
Two Poisson operators K1 and K2 are said to be compatible if the linear combination K2−λK1
is a Poisson operator for any λ ∈ C.
Definition 1.9. A Hamiltonian hierarchy (1.4) is said to be bihamiltonian if it is endowed with
a Poisson operator K2 of degree 1 compatible with the operator K1 and such that
{·, hα,i−1}K2 =
i∑
j=0
R
j,β
i,α{·, hβ,i−j}K1, 1 ≤ α ≤ N, i ≥ 0,(1.5)
where Rji = (R
j,β
i,α), 0 ≤ j ≤ i, are constant N ×N matrices.
The relation (1.5) is called a bihamiltonian recursion.
Remark 1.10. Note that if the matrices R0i , i ≥ 0, are invertible, then the bihamiltonian recur-
sion (1.5) determines the local functionals hα,i, i ≥ 0, uniquely up to a triangular transformation
hα,i 7→ hα,i +
i+1∑
j=1
Aj,βα hβ,i−j, 1 ≤ α ≤ N, i ≥ 0, A
j,β
α ∈ C.
In the bihamiltonian hierarchies considered below all but finitely many matrices R0i are
invertible.
1.2.3. Construction of the double ramification hierarchy. Denote by ψi ∈ H
2(Mg,n) the first
Chern class of the line bundle over Mg,n formed by the cotangent lines at the i-th marked
point. Denote by E the rank g Hodge vector bundle over Mg,n whose fibers are the spaces of
holomorphic one-forms on stable curves. Let λj := cj(E) ∈ H
2j(Mg,n).
For any a1, . . . , an ∈ Z,
∑n
i=1 ai = 0, denote by DRg(a1, . . . , an) ∈ H
2g(Mg,n) the double ram-
ification (DR) cycle. We refer the reader, for example, to [BSSZ15] for the definition of the DR
cycle onMg,n, which is based on the notion of a stable map to CP
1 relative to 0 and ∞. If not
all the multiplicities ai are equal to zero, then one can think of the class DRg(a1, . . . , an) as the
Poincare´ dual to a compactification inMg,n of the locus of pointed smooth curves (C; p1, . . . , pn)
satisfying OC (
∑n
i=1 aipi)
∼= OC . Consider the Poincare´ dual to the double ramification cy-
cle DRg(a1, . . . , an) in the space Mg,n. It is an element of H2(2g−3+n)(Mg,n), and abusing
notation it is also denoted by DRg(a1, . . . , an).
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Consider a CohFT {cg,n : V
⊗n → Heven(Mg,n)}. The Hamiltonians of the double ramification
hierarchy are defined as follows:
gα,d :=
∑
g≥0
n≥2
(−ε2)g
n!
∑
a1,...,an∈Z∑
ai=0
(∫
DRg(0,a1,...,an)
λgψ
d
1cg,n+1(eα ⊗⊗
n
i=1eαi)
)
n∏
i=1
pαiai ,(1.6)
for α = 1, . . . , N and d = 0, 1, 2, . . ..
The expression on the right-hand side of (1.6) can be uniquely written as a local functional
from Λ̂00 using the change of variables (1.2). Concretely, it can be done in the following way. The
restriction DRg(a1, . . . , an)
∣∣
Mctg,n
, where Mctg,n is the moduli space of stable curves of compact
type, is a homogeneous polynomial in a1, . . . , an of degree 2g with the coefficients in H
2g(Mctg,n).
This follows from Hain’s formula [Hai13] for the version of the DR cycle defined using the
universal Jacobian over Mctg,n and the result of the paper [MW13], where it is proved that the
two versions of the DR cycle coincide on Mctg,n (the polynomiality of the DR cycle on Mg,n is
proved in [JPPZ17]). The polynomiality of the DR cycle on Mctg,n together with the fact that
λg vanishes on Mg,n \M
ct
g,n (see e.g. [FP00, Section 0.4]) imply that the integral∫
DRg(0,a1,...,an)
λgψ
d
1cg,n+1(eα ⊗⊗
n
i=1eαi)(1.7)
is a homogeneous polynomial in a1, . . . , an of degree 2g, which we denote by
Pα,d,g;α1,...,αn(a1, . . . , an) =
∑
b1,...,bn≥0
b1+...+bn=2g
P
b1,...,bn
α,d,g;α1,...,αn
ab11 . . . a
bn
n .
Then we have
gα,d =
∫ ∑
g≥0
n≥2
ε2g
n!
∑
b1,...,bn≥0
b1+...+bn=2g
P
b1,...,bn
α,d,g;α1,...,αn
uα1b1 . . . u
αn
bn
dx.
Note that the integral (1.7) is defined only when a1 + · · · + an = 0. Therefore, the poly-
nomial Pα,d,g;α1,...,αn is not uniquely defined. However, the resulting local functional gα,d ∈ Λ̂
0
0
doesn’t depend on this ambiguity, see [Bur15]. In fact, in [BR16a] a special choice of the differ-
ential polynomial densities gα,d ∈ Â
0
0 for gα,d =
∫
gα,d dx is proposed. The densities are defined
in terms of the p-variables as
gα,d :=
∑
g≥0, n≥1
2g−1+n>0
(−ε2)g
n!
∑
a0,...,an∈Z∑
ai=0
(∫
DRg(a0,a1,...,an)
λgψ
d
1cg,n+1(eα ⊗⊗
n
i=1eαi)
)
n∏
i=1
pαiai e
−ia0x
and converted unequivocally to differential polynomials using the change of variables (1.2).
It is proved in [Bur15] that the local functionals gα,d mutually commute with respect to the
standard bracket {·, ·}η−1∂x .
Definition 1.11. The system of local functionals gα,d, for α = 1, . . . , N , d = 0, 1, 2, . . ., and
the corresponding system of Hamiltonian PDEs with respect to the Poisson bracket {·, ·}η−1∂x ,
∂uα
∂t
β
q
= ηαµ∂x
δgβ,q
δuµ
, 1 ≤ α, β ≤ N, q ≥ 0,
is called the double ramification hierarchy (or the DR hierarchy for brevity).
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1.2.4. Extra structures for the double ramification hierarchy. We can equip the DR hierarchy
with the following N linearly independent Casimirs of its Poisson bracket {·, ·}η−1∂x :
gα,−1 :=
∫
ηαβu
βdx, 1 ≤ α ≤ N.
Another important object related to the DR hierarchy is the local functional g defined in
terms of the p-variables as
g :=
∑
g,n≥0
2g−2+n>0
(−ε2)g
n!
∑
a1,...,an∈Z∑
ai=0
(∫
DRg(a1,...,an)
λgcg,n(⊗
n
i=1eαi)
)
n∏
i=1
pαiai .
We have the following relations [Bur15, Section 4.2.5]:
g1 ,1 = (D − 2)g and
∂g
∂uα
= gα,0,(1.8)
where D :=
∑
n≥0(n+ 1)u
α
n
∂
∂uαn
and g1 ,1 := A
αgα,1.
1.3. Bihamiltonian structure for the double ramification hierarchy. Consider a homo-
geneous cohomological field theory and the associated DR hierarchy. Let
µα := qα −
δ
2
and define a diagonal matrix µ by
µ := diag(µ1, . . . , µN).
Note that
µη + ηµ = 0.(1.9)
Introduce an operator Ê by
Ê :=
∑
n≥0
((1− qα)u
α
n + δn,0r
α)
∂
∂uαn
+
1− δ
2
ε
∂
∂ε
.
Definition 1.12. Define an operator K2 of degree 1 by
K2 := Ê
(
Ω̂(g)
)
◦ ∂x + Ω̂(g)x ◦
(
1
2
− µ
)
+ ∂x ◦ Ω̂
1(g) ◦ ∂x,
where the notation Ê
(
Ω̂(g)
)
(respectively, Ω̂(g)x) means that we apply the operator Ê (respec-
tively, ∂x) to the coefficients of the operator Ω̂(g).
Conjecture 1.13.
(1) The operator K2 is Poisson and compatible with the operator K1 := η
−1∂x.
(2) The Poisson brackets {·, ·}K2 and {·, ·}K1 give a bihamiltonian structure for the DR
hierarchy with the following bihamiltonian recursion:{
·, gα,d
}
K2
=
(
d+
3
2
+ µα
){
·, gα,d+1
}
K1
+ Aβα
{
·, gβ,d
}
K1
, d ≥ −1,(1.10)
where Aβα := η
βνAνα.
Lemma 1.14. The operator K2 has the following alternative expression:
K2 = ∂x ◦ Ω̂(g) ◦
(
1
2
− µ
)
+
(
1
2
− µ
)
◦ Ω̂(g) ◦ ∂x + η
−1Aη−1∂x + ∂x ◦ Ω̂
1(g) ◦ ∂x,(1.11)
where A = (Aαβ).
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Proof. Equation (1.11) is equivalent to
Ê
(
Ω̂(g)
)
=Ω̂(g) ◦
(
1
2
− µ
)
+
(
1
2
− µ
)
◦ Ω̂(g) + η−1Aη−1 ,
which is equivalent to
Ê
(
Lα
(
δg
δuβ
))
=(qα + qβ + 1− δ)Lα
(
δg
δuβ
)
+ Aαβ.
Note that, since [Ê, ∂x] = 0, the operator Ê acts on Λ̂
0. It is easy to see that Equation (1.1)
implies that
Êg = (3− δ)g +
∫
1
2
Aαβu
αuβdx.
Using this property we get
Ê
(
Lα
(
δg
δuβ
))
= Lα
(
δ(Êg)
δuβ
)
− (2− qα − qβ)Lα
(
δg
δuβ
)
= (qα + qβ + 1− δ)Lα
(
δg
δuβ
)
+ Aαβ ,
as required. 
Remark 1.15. Formula (1.11) together with Lemma 1.5 immediately imply that the operatorK2
is skew-symmetric.
2. Evidence I: checks for a general CohFT
In this section we check some parts of Conjecture 1.13 for an arbitrary homogeneous CohFT {cg,n}:
we prove it in genus 0, examine the first step of the bihamiltonian recursion, and compute the
Schouten–Nijenhuis bracket of {·, ·}K2 and {·, ·}K1 (considered as bivector fields).
2.1. Genus 0. By reduction to genus 0 we mean the reduction to the dispertionless part of the
hierarchy, that is, we set ε = 0.
Proposition 2.1. Conjecture 1.13 is true in genus 0.
Proof. Recall that F = F (t1, . . . , tN) denotes the Dubrovin–Frobenius manifold potential asso-
ciated to a CohFT {cg,n}. We have
g|ε=0 =
∫
F (u1, . . . , uN)dx.
Therefore,
K
[0],αβ
2 := K
αβ
2
∣∣∣
ε=0
= gαβ∂x + ∂xΩ
αβ
(
1
2
− µβ
)
,
where
gαβ := ηαµηβνEγ
∂3F
∂tγ∂tµ∂tν
∣∣∣∣
tθ=uθ
and Ωαβ := ηαµηβν
∂2F
∂tµ∂tν
∣∣∣∣
tθ=uθ
.(2.1)
The fact that the operators η−1∂x and K
[0]
2 form a pair of compatible Poisson operators is well
known (see e.g. [DZ99, page 443]). This proves the first part of the conjecture in genus 0.
Now we check the second part of the conjecture. Let tαa , 1 ≤ α ≤ N , a ≥ 0, be formal
variables, where we identify tα0 = t
α. Consider the genus 0 potential of {cg,n}:
F0(t
∗
∗) :=
∑
n≥3
1
n!
∑
1≤α1,...,αn≤N
d1,...,dn≥0
(∫
M0,n
c0,n(⊗
n
i=1eαi)
n∏
i=1
ψdii
)
n∏
i=1
tαidi ∈ C[[t
∗
∗]].
TOWARDS A BIHAMILTONIAN STRUCTURE FOR THE DOUBLE RAMIFICATION HIERARCHY 11
It satisfies the string equation
∂F0
∂t10
=
∑
n≥0
tαn+1
∂F0
∂tαn
+
1
2
ηαβt
α
0 t
β
0 ,(2.2)
where we use the notation ∂
∂t10
:= Aα ∂
∂tα0
, and the topological recursion relations
∂3F0
∂tαa+1∂t
β
b ∂t
γ
c
=
∂2F0
∂tαa∂t
µ
0
ηµν
∂3F0
∂tν0∂t
β
b ∂t
γ
c
, 1 ≤ α, β, γ ≤ N, a, b, c ≥ 0.(2.3)
Also, the homogeneity condition (1.1) implies that(∑
n≥0
(1− qα − n)t
α
n
∂
∂tαn
+ rα
∂
∂tα0
−
∑
n≥0
Aαβt
β
n+1
∂
∂tαn
)
F0 = (3− δ)F0 +
1
2
Aαβt
α
0 t
β
0 .(2.4)
Denote
Ωα,a;β,b :=
∂2F0
∂tαa∂t
β
b
∣∣∣∣∣
tγc=δc,0uγ
.
We obtain
hα,d := gα,d|ε=0 =
∫ (
∂F0
∂tαd
∣∣∣∣
tγc=δc,0uγ
)
dx
Eq. (2.2)
======
∫
Ω1 ,0;α,d+1dx.
Note that by Equation (2.2) we have
(2.5)
∂Ω1 ,0;α,d+1
∂uγ
= Ωγ,0;α,d, d ≥ −1,
where we adopt the convention Ωγ,0;α,−1 := ηγα. We need to check that for d ≥ −1 we have
{·, hα,d}K [0]2
=
(
d+
3
2
+ µα
)
{·, hα,d+1}η−1∂x + A
β
α{·, hβ,d}η−1∂x .(2.6)
Equation (2.6) is equivalent to
K
[0],βγ
2
∂Ω1 ,0;α,d+1
∂uγ
=
(
d+
3
2
+ µα
)
ηβγ∂x
∂Ω1 ,0;α,d+2
∂uγ
+ ηβγ∂x
∂Ω1 ,0;µ,d+1
∂uγ
Aµα.(2.7)
Using Equation (2.5) and the skew-symmetry of the operator K
[0]
2 we have
K
[0],βγ
2
∂Ω1 ,0;α,d+1
∂uγ
= K
[0],βγ
2 Ωγ,0;α,d =
(
∂x ◦ g
βγ +
(
µβ −
1
2
)
∂xΩ
βγ
)
Ωγ,0;α,d.
By (2.3) we have gβγΩγ,0;α,d = η
βγ((1−qν)u
ν+rν)
∂Ωγ,0;α,d+1
∂uν
and ∂xΩ
βγΩγ,0;α,d = η
βγ∂xΩγ,0;α,d+1.
Recall also that µη + ηµ = 0. Therefore, the left-hand side of Equation (2.7) is equal to
ηβγ∂x
(
((1− qν)u
ν + rν)
∂Ωγ,0;α,d+1
∂uν
+
(
−µγ −
1
2
)
∂xΩγ,0;α,d+1
)
.
Using Equation (2.5) we rewrite the right-hand side of Equation (2.7) as
ηβγ∂x
((
d+
3
2
+ µα
)
Ωγ,0;α,d+1 + Ωγ,0;µ,dA
µ
α
)
.
Therefore, Equation (2.7) would follow from
((1− qν)u
ν + rν)
∂Ωγ,0;α,d+1
∂uν
= (d+ 2 + µα + µγ)Ωγ,0;α,d+1 + Ωγ,0;µ,dA
µ
α.(2.8)
Applying ∂
2
∂tγ0∂t
α
d+1
to both sides of Equation (2.4) and setting tνp = δp,0u
ν we prove Equation (2.8),
hence Equation (2.7), hence Equation (2.6). This completes the proof of the proposition. 
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Remark 2.2. The genus 0 part of the DR hierarchy coincides with a principal hierarchy (a
genus 0 hierarchy in the language of [DZ98]) associated to the Dubrovin–Frobenius manifold
given by the potential F [Bur15, Section 4.2.2]. The family of principal hierarchies associ-
ated to a Dubrovin–Frobenius manifold is parameterized by the choice of deformed flat co-
ordinates θα(t∗, z) for a certain flat connection on a formal neighbourhood of 0 ∈ CN (see
e.g. [DZ98, Equation (2.38)]). In the literature the deformed flat coordinates are often cho-
sen in such a way that they satisfy an additional quasihomogeneity constraint (see e.g. [DZ98,
Equation (2.74)]). An analogue of relation (2.6) for the corresponding principal hierarchy is
well known [DZ98, Proposition 2 and Equation (2.75)]. The genus 0 part of the DR hierarchy
corresponds to a unique choice of the deformed flat coordinates θα(t∗, z) = tα +
∑
p≥1 θ
α
p (t
∗)zp
satisfying
∂θαp
∂tβ
∣∣
t∗=0
= 0.
2.2. The first equation of the bihamiltonian recursion.
Proposition 2.3. Equation (1.10) is true for d = −1.
Proof. For d = −1 Equation (1.10) is equivalent to
K
βγ
2
δ
δuγ
(∫
ηανu
νdx
)
=
(
µα +
1
2
)
ηβγ∂x
δgα,0
δuγ
+ Aναη
βγ∂x
δ
δuγ
(∫
ηνθu
θdx
)
.
The variational derivative of
∫
u∗dx is constant, therefore, expanding the definition of K2 we
see that the latter equation is equivalent to
Ω̂(g)βγx
((
1
2
− µγ
)
ηγα
)
=
(
µα +
1
2
)
ηβγ∂x
δgα,0
δuγ
.
Expanding the definition of Ω̂ and using the skew-symmetry of µ with respect to η we see that
the latter equation is equivalent to(
µα +
1
2
)
ηβγ∂x
∂
∂uα
(
δg
δuγ
)
=
(
µα +
1
2
)
ηβγ∂x
δgα,0
δuγ
.
This last equation holds, since
∂
∂uα
(
δg
δuγ
)
=
δ
δuγ
(
∂g
∂uα
)
Eq. (1.8)
======
δgα,0
δuγ
.

2.3. The Schouten–Nijenhuis bracket of two skew-symmetric operators. In this sec-
tion we prove that the Schouten–Nijenhuis bracket of the brackets {·, ·}K1 and {·, ·}K2 considered
as bivector fields vanishes. In order to formulate and prove this result, we recall the necessary
background regarding the Schouten–Nijenhuis bracket following [LZ13].
2.3.1. Local multivector fields. The space of densities of local multivector fields (on the formal
loop space of V ) is the associative graded commutative algebra
Â := C[[u∗]][u∗≥1, θ∗,∗][[ε]],
where the range of the indexes of the new formal variables θα,k is 1 ≤ α ≤ N , k ≥ 0. The
algebra Â is graded commutative with respect to the super gradation, denoted by degθ, which
is defined by degθ θα,k := 1 and degθ u
α
k = degθ ε := 0. Note that the super degree 0 homoge-
neous component coincides with the space of differential polynomials Â0. The super degree p
homogeneous component of Â is denoted by Âp
The standard gradation is extended from Â0 ⊂ Â to Â by assigning deg θα,k := k. The
homogeneous component of Â of standard degree d is denoted by Âd, and we also denote
Âpd := Âd ∩ Â
p.
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The operator ∂x is extended from Â
0 to Â by
∂x :=
∑
k≥0
uαk+1
∂
∂uαk
+
∑
k≥0
θα,k+1
∂
∂θα,k
.
It increases the standard degree by 1 and preserves the super degree. Therefore, the space
Λ̂ := Â
/
(C[[ε]]⊕ Im ∂x),
called the space of local multivector fields, still possesses both gradations. The corresponding
homogeneous components are denoted by Λ̂pd. If f ∈ Â, its image in Λ̂ is denoted by f =
∫
fdx.
The variational derivatives δ
δuα
and δ
δθα
on Â are defined by
δ
δuα
:=
∑
i≥0
(−∂x)
i ◦
∂
∂uαi
and
δ
δθα
:=
∑
i≥0
(−∂x)
i ◦
∂
∂θα,i
,
and, since they vanish on C[[ε]]⊕ Im ∂x, they restrict to Λ̂:
δ
δuα
,
δ
δθα
: Λ̂→ Â.
There is a bijection between the space of N -tuples Q = (Q1, . . . , QN), Qα ∈ Â0, and the
space Λ̂1 (the space of local vector fields) given by
Q 7→ VQ :=
∫
Qαθαdx ∈ Λ̂
1.
There is also a bijection between the space of skew-symmetric operators K = (Kαβ), Kαβ =∑
s≥0K
αβ
s ∂
s
x, K
∗ = −K, and the space Λ̂2 (the space of local bivector fields) given by
K 7→ BK :=
1
2
∫ ∑
s≥0
Kαβs θα,0θβ,sdx ∈ Λ̂
2.
Definition 2.4. The Schouten–Nijenhuis bracket [·, ·] : Λ̂p × Λ̂q → Λ̂p+q−1 is defined by
[P,Q] :=
∫ (
δP
δθα
δQ
δuα
+ (−1)p
δP
δuα
δQ
δθα
)
dx.
Lemma 2.5 ([LZ11]). For any P ∈ Λ̂p, Q ∈ Λ̂q, R ∈ Λ̂r the Schouten–Nijenhuis bracket
satisfies the properties
[P,Q] = (−1)pq[Q,P ],
(−1)pr[[P,Q], R] + (−1)rq[[R,P ], Q] + (−1)qp[[Q,R], P ] = 0.
A skew-symmetric operator K is Poisson if and only if [BK , BK ] = 0. For a Poisson opera-
tor K and any R ∈ Λ̂ we have
[[R,BK ], BK ] = 0.(2.9)
For a skew-symmetric operator K, an N -tuple Q ∈ (Â0)N , and a local functional f ∈ Λ̂0 we
have the following properties:
δBK
δθα
=
∑
s≥0
Kαβs θβ,s ∈ Â
1;
[f, BK ] = −VP , P
α =
∑
s≥0
Kαβs ∂
s
x
δf
δuβ
;
[VQ, BK ] = −BK˜ , K˜
αβ = Lµ(Q
α) ◦Kµβ +Kαν ◦ L∗ν(Q
β)−
∑
p,s≥0
(∂pxQ
γ)
∂Kαβs
∂u
γ
p
∂sx.(2.10)
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Note that {f, g}K = [[BK , f ], g] for any f, g ∈ Λ̂
0.
2.3.2. The Schouten–Nijenhuis bracket of K1 and K2. The fact that the skew-symmetric oper-
ator K2 is Poisson and is compatible with the operator K1 is equivalent to the system of the
following two equations:
[BK2 , BK2] = 0 and [BK2 , BK1] = 0.
Proposition 2.6. We have [BK2, BK1 ] = 0.
Proof. Equation (2.9) implies that it is sufficient to represent BK2 as [VR, BK1] for some local
vector field. We do it below in Lemma 2.7. 
Introduce the higher Euler operators Tα,k : Â
0 → Â0, 1 ≤ α ≤ N , k ≥ 0, by
Tα,k :=
∑
n≥k
(
n
k
)
(−∂x)
n−k ◦
∂
∂uαn
.
Clearly, Tα,0 =
δ
δuα
. The operators Tα,k satisfy the property Tα,k+1 ◦ ∂x = Tα,k, k ≥ 0 (see
[KMGZ70], [BPS12b, Section 5.1], [LZ11, Section 2.1]).
Let us choose a representative g ∈ Â0 for the local functional g ∈ Λ̂0 and define an N -tuple
R = (R1, . . . , RN) ∈ (Â0)N by
Rα := ηαβ
((
−
1
2
− µβ
)
δg
δuβ
−
1
2
Aβγu
γ + ∂xTβ,1(g)
)
.
Lemma 2.7. We have BK2 = [VR, BK1].
Proof. Split Rα into the sum Rα = Rα1 +R
α
2 +R
α
3 , where
Rα1 := −η
αβ
(
1
2
+ µβ
)
δg
δuβ
, Rα2 := −
1
2
Aαγu
γ, and Rα3 := η
αβ∂xTβ,1(g).
Using Equation (1.11) we split K2 into the sum of skew-symmetric operators, K2 = K
(1)
2 +
K
(2)
2 +K
(3)
2 , where
K
(1)
2 := ∂x ◦ Ω̂(g) ◦
(
1
2
− µ
)
+
(
1
2
− µ
)
◦ Ω̂(g) ◦ ∂x,
K
(2)
2 := η
−1Aη−1∂x,
K
(3)
2 := ∂x ◦ Ω̂
1(g) ◦ ∂x.
We prove below for i = 1, 2, 3 that B
K
(i)
2
= [VRi , BK1].
For i = 1 we have
K
(1);αβ
2 =
(
∂x ◦ Ω̂(g)
∗ ◦
(
1
2
− µ
)
+
(
1
2
− µ
)
◦ Ω̂(g) ◦ ∂x
)αβ
= ηαν∂x ◦ L
∗
ν
(
ηβγ
δg
δuγ
(
1
2
− µβ
))
+ Lν
(
ηαγ
δg
δuγ
(
1
2
− µα
))
◦ ηνβ∂x
= ηαν∂x ◦ L
∗
ν
(
ηβγ
δg
δuγ
(
1
2
+ µγ
))
+ Lν
(
ηαγ
δg
δuγ
(
1
2
+ µγ
))
◦ ηνβ∂x.
Then Equation (2.10) implies that B
K
(1)
2
= [VR1, BK1].
For i = 2 we have
K
(2);αβ
2 =
1
2
(
Aαν ◦ η
νβ∂x + η
αν∂x ◦ A
β
ν
)
,
which implies B
K
(2)
2
= [VR2 , BK1].
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For i = 3 we have (cf. the computation in the proof of Lemma 1.5)
K
(3);αβ
2 = ∂x ◦ η
αµηβν
∞∑
i=0
(i+ 1)
∂
∂uνi+1
(
δg
δuµ
)
∂i+1x
= ηαµηβν
∞∑
i,k,m=0
i+1∑
l=0
(i+ 1)(−1)l+1
(
m+ k + l
k, l
)
(−∂x)
m+1 ◦
(
∂2g
∂uνi+1−l∂u
µ
m+k+l
)
∂i+1+kx
= ηαµηβν
∑
m,n≥0
(−∂x)
m+1 ◦
(
(m+ 1)
∂2g
∂u
µ
m+1∂u
ν
n
− (n+ 1)
∂2g
∂u
µ
m∂uνn+1
)
◦ ∂n+1x
=
(∑
m≥0
(m+ 1)(−∂x)
m+1 ◦ Lν
(
ηαµ
∂g
∂u
µ
m+1
))
◦ ηνβ∂x
+ ηαµ∂x ◦
(∑
n≥0
L∗µ
(
ηβν
∂g
∂uνn+1
)
◦ (n+ 1)∂n+1x
)
= Lν (−η
αµ∂xTµ,1(g)) ◦ η
νβ∂x + η
αµ∂x ◦ L
∗
µ
(
−ηβν∂xTν,1(g)
)
,
which implies B
K
(3)
2
= [VR3 , BK1]. In this computation we pass from the second line to the third
one using the following straightforward combinatorial identity:∑
i+k=n
k+l=p
(i+ 1)(−1)l+1
(
m+ k + l
k, l
)
= −(n+ 1)
∑
k+l=p
(−1)l
(
m+ k + l
k, l
)
+
∑
k+l=p
k(−1)l
(
m+ k + l
k, l
)
= −(n+ 1)δp,0 + (m+ 1)δp,1.

3. Evidence II: central invariants
In this section, assuming that the first part of Conjecture 1.13, is true we compute the
central invariants of the pair of operators (K1, K2). We also discuss the relation between
Conjecture 1.13, the conjecture on the equivalence of the DR hierarchy and the Dubrovin–
Zhang hierarchy, and the Dubrovin–Zhang conjecture on existence of a bihamiltonian structure
for the Dubrovin–Zhang hierarchy.
3.1. Miura transformations. Let us discuss changes of coordinates on the formal loop space.
In order to distinguish rings of differential polynomials in different variables, let A0w denote the
ring of differential polynomials in variables w1, . . . , wN . The same notation is adopted for the
extension Â0w and for the spaces of local functionals Λ
0
w and Λ̂
0
w.
Definition 3.1. Changes of variables of the form
uα 7→ u˜α(u∗∗, ε) =
∑
k≥0
εkfαk (u
∗
∗), 1 ≤ α ≤ N, where f
α
k ∈ A
0
u;k, det
(
∂fα0
∂uβ
)∣∣∣∣
u∗=0
6= 0,
(3.1)
are called Miura transformations.
We say that a Miura transformation is close to identity if fα0 = u
α.
Under a Miura transformation any differential polynomial P (u∗∗, ε) ∈ Â
0
u can be rewritten
as a formal power series in ε whose coefficients are polynomials in the variables u˜αi , i > 0,
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with coefficients in the ring of formal power series in the shifted variables u˜α − u˜αorig, where
u˜αorig := u˜
α(u∗∗, ε)|u∗∗=ε=0 = f
α
0 |u∗=0. We introduce the notation
Â
u˜orig;0
u˜ := C[[u˜
α − u˜αorig]][u˜
α
≥1][[ε]], u˜orig = (u˜
1
orig, . . . , u˜
N
orig),
and still call the elements of the ring Â
u˜orig;0
u˜ differential polynomials. Let Λ̂
u˜orig;0
u˜ denote the
corresponding space of local functionals. A differential polynomial P (u∗∗, ε) ∈ Â
0
u rewritten in
the variables u˜α is denoted by P (u˜∗∗, ε) ∈ Â
u˜orig;0
u˜ . The condition f
α
k ∈ A
0
u;k guarantees that if
P (u∗∗, ε) ∈ Â
0
u;d, then P (u˜
∗
∗, ε) ∈ Â
u˜orig;0
u˜;d . This means that a Miura transformation defines an
isomorphism Â0u;d ≃ Â
u˜orig;0
u˜;d . It also induces an isomorphism Λ̂
0
u;d ≃ Λ̂
u˜orig;0
u˜;d . The image of a
local functional h[u] ∈ Λ̂0u;d under this isomorphism is denoted by h[u˜] ∈ Λ̂
u˜orig;0
u˜;d .
Let us describe the action of Miura transformations on Hamiltonian hierarchies. Consider a
Hamiltonian hierarchy (1.3) and a Miura transformation (3.1). Then in the new variables u˜α
the system (1.3) reads:
∂u˜α
∂τi
= Kαµu˜
δhi[u˜]
δu˜µ
, K
αβ
u˜ = Lµ(u˜
α(u∗∗, ε)) ◦K
µν ◦ L∗ν(u˜
β(u∗∗, ε)).
3.2. The central invariants of a pair of compatible Poisson operators. Consider a pair
of compatible Poisson operators (P1, P2) of degree 1:
P αβa = g
αβ
a ∂x + Γ
αβ
a;γu
γ
x +O(ε), g
αβ
a ,Γ
αβ
a;γ ∈ C[[u
∗]], a = 1, 2.
Assume that
det(gαβ1 )
∣∣∣
u∗=0
6= 0
and that there exist formal power series ûi(u∗) ∈ C[[u∗]], 1 ≤ i ≤ N , such that
det
(
g
αβ
2 − û
ig
αβ
1
)
=0, 1 ≤ i ≤ N,
det
(
∂ûi
∂uα
)∣∣∣∣
u∗=0
6=0.(3.2)
Clearly, if such an N -tuple (û1, . . . , ûN) exists, then it is unique up to permutations. Con-
dition (3.2) implies that the functions ûi(u∗) can be used as a system of coordinates. These
coordinates are called the canonical coordinates of the pair of operators (P1, P2).
Let us use Latin superscripts to indicate components of the operators P1, P2 in canonical coor-
dinates, P ija := P
ij
a;û. The operators P1 and P2 have the following form in canonical coordinates
(see e.g. [DLZ06]):
P ija =
∑
k≥0
εk
k+1∑
l=0
P
[k],ij
a;l ∂
l
x, where(3.3)
P
[0],ij
1;1 = δijf
i, P
[0],ij
2;1 = δijû
if i, f i ∈ C[[ûj − ûjorig]], û
j
orig = û
j(u∗)
∣∣
u∗=0
.(3.4)
The central invariants of the pair of operators (P1, P2) are the formal power series ci(û
i) ∈
C[[ûi − ûiorig]], 1 ≤ i ≤ N , defined by (see e.g. [DLZ06])
ci(û
i) :=
1
3(f i)2
P [2],ii2;3 − ûiP [2],ii1;3 +∑
k 6=i
(
P
[1],ki
2;2 − û
iP
[1],ki
1;2
)2
(ûk − ûi)fk
 .(3.5)
Remark 3.2. In [DLZ06] the proof that the right-hand side of this formula is a formal power
series that doesn’t depend on ûj with j 6= i uses the assumption that ûjorig 6= 0 for all j and
û
j
orig 6= û
k
orig for all j 6= k. Note, however, that the same argument allows to prove that
∂ci
∂ûj
= 0
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for j 6= i without this assumption. Also, Equation (3.5) implies that ci =
gi(û
1,...,ûN )∏
j 6=i(û
j−ûi)
for some
gi(û
1, . . . , ûN) ∈ C[[û1 − û1orig, . . . , û
N − ûNorig]]. For any fixed j 6= i, the fact that
∂ci
∂ûj
= 0
implies that gi = (û
j − ûi) ∂gi
∂ûj
. Therefore, gi is divisible by û
j − ûi for any j 6= i in the ring
C[[û1 − û1orig, . . . , û
N − ûNorig]]. Thus, the quotient
gi(û
1,...,ûN )∏
j 6=i(û
j−ûi)
belongs to the ring C[[ûi − ûiorig]].
The central invariants of the pair (P1, P2) are invariant under Miura transformations of the
variables ûi close to identity. Moreover, in case ûiorig 6= 0 and û
i
orig 6= û
j
orig for i 6= j, the
central invariants classify pairs of compatible Poisson operators of the form (3.3)–(3.4) with
fixed functions f i under Miura transformations of the variables ûi close to identity (see [LZ05,
DLZ06, LZ13, CPS18, CKS18]).
3.3. The central invariants of the pair (K1, K2). Consider a homogeneous semisimple
CohFT. There exist canonical coordinates ûi(t∗) ∈ C[[t∗]], 1 ≤ i ≤ N , for the associated
Dubrovin–Frobenius manifold:
∂
∂ûi
◦
∂
∂ûj
= δij
∂
∂ûi
,
where by ◦ we denote here the multiplication in the tangent spaces of the Dubrovin–Frobenius
manifold. After an appropriate shift ûi 7→ ûi + ai, ai ∈ C, the Euler vector field E written in
canonical coordinates is given by
E =
N∑
i=1
ûi
∂
∂ûi
.
Moreover, det
(
gαβ − ûiηαβ
)
= 0 for 1 ≤ i ≤ N , where gαβ is given by Equation (2.1) and we
identify tγ = uγ.
Therefore, if we assume that the operator K2 is Poisson, then by Proposition 2.6 the opera-
tors K1 and K2 form a pair of compatible Poisson operators and we can compute the associated
central invariants.
Proposition 3.3. Suppose that the operator K2 corresponding to our homogeneous semisimple
CohFT is Poisson. Then all the central invariants of the pair of operators (K1, K2) are equal
to 1
24
.
Proof. In canonical coordinates the operators K1 and K2 have the form
K
ij
1 =K
[0],ij
1;1 ∂x +K
[0],ij
1;0 , K
[0],ij
1;1 = δijf
i, f i ∈ C[[ûj − ûjorig]],
K
ij
2 =K
[0],ij
2;1 ∂x +K
[0],ij
2;0 +
∑
k≥1
ε2k
2k+1∑
l=0
K
[2k],ij
2;l ∂
l
x, K
[0],ij
2;1 = δijû
if i.
Therefore,
ci =
K
[2],ii
2;3
3(f i)2
.
Consider the expansion
g =
∑
g≥0
g[2g]ε2g, g[2g] ∈ Λ02g.
We have
K
[2],αβ
2 =η
αµηβν
((
1
2
− µβ
)
∂x ◦ Lν
(
δg[2]
δuµ
)
+
(
1
2
− µα
)
Lν
(
δg[2]
δuµ
)
◦ ∂x
+∂x ◦ L
1
ν
(
δg[2]
δuµ
)
◦ ∂x
)
,
which implies that
K
[2],αβ
2;3 = (3− µα − µβ) η
αµηβν
∂
∂uν2
δg[2]
δuµ
.
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In [BDGR18, Lemma 8.1] it is proved that
g[2] = −
1
48
∫
cθθξc
ξ
αβu
α
xu
β
xdx,
where we recall that cαβγ = η
αµ ∂3F
∂tµ∂tβ∂tγ
and we use the identification tθ = uθ. Therefore,
∂
∂uν2
δg[2]
∂uµ
= 1
24
cθθξc
ξ
µν and, hence,
K
[2],αβ
2;3 =
1
24
(3− µα − µβ)c
θ
θξc
ξαβ,
where we raise the indices in the tensor cαβγ using the metric η.
Note that
K
[2],ij
2;3 =
∂ûi
∂uα
∂ûj
∂uβ
K
[2],αβ
2;3 ,
which means that the collection of functions K
[2],αβ
2;3 is transformed to the canonical coordinates
as a tensor. We use Latin indices for the expressions of the operator µ, the metric η, and the
tensor cαβγ in canonical coordinates. We have η
ij = δijf
i, cijk = δijδjk, and c
ijk = (f i)2δijδjk.
Therefore,
K
[2],ij
2;3 =
1
24
(
3δij(f
i)2 − µij(f
j)2 − (f i)2µji
)
.
Equation (1.9) implies that µijf
j + f iµji = 0, hence µ
i
i = 0. We conclude that K
[2],ii
2;3 =
(f i)2
8
,
hence ci =
1
24
. 
3.4. Relation with the Dubrovin–Zhang hierarchy. Beside the DR hierarchy, which we
we discuss in this paper, there is another Hamiltonian hierarchy associated to a semisimple
homogeneous CohFT, called the Dubrovin–Zhang (DZ) hierarchy or the hierarchy of topolog-
ical type [DZ01, BPS12b]. It has the same dispersionless part as the DR hierarchy. By a
conjecture in [Bur15], called the DR/DZ equivalence conjecture (see also a stronger version
in [BDGR18]), it is related to the DR hierarchy by a Miura transformation that is close to
identity. A long-standing open conjecture proposed by Dubrovin and Zhang claims that the
DZ hierarchy possesses a bihamiltonian structure.
We see that the Dubrovin–Zhang conjecture follows from the DR/DZ equivalence conjecture
and Conjecture 1.13. The Dubrovin–Zhang conjecture is checked at the approximation up
to ε2 [DZ98], and the central invariants of the resulting pair of compatible Poisson operators
are all equal to 1
24
(see e.g. [Liu18]), which agrees with Proposition 3.3.
4. Evidence III: explicit examples
In this section we prove Conjecture 1.13 in several special cases, for particular semisimple
homogeneous CohFTs.
4.1. The trivial cohomological field theory. Consider the trivial CohFT with N = 1,
V = 〈e1〉, e = e1, η1,1 = 1, and c
triv
g,n (e
⊗n
1 ) = 1 ∈ H
∗(Mg,n). Let un denote u
1
n. The corresponding
DR hierarchy coincides with the KdV hierarchy,
g1,d = h
KdV
d , d ≥ −1
(see [Bur15, Section 4.3.1]), where the sequence of Hamiltonians h
KdV
d ∈ Λ̂
0
0, d ≥ −1, of the
KdV hierarchy is uniquely determined by the properties
h
KdV
1 =
∫ (
u3
6
+ ε2
uuxx
24
)
dx,
h
KdV
d =
∫ (
ud+2
(d+ 2)!
+O(ε2)
)
dx, d ≥ −1,
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and the commutation relations {
h
KdV
d , h
KdV
1
}
∂x
= 0, d ≥ −1,
with respect to the Poisson bracket {·, ·}∂x.
The trivial CohFT is homogeneous with q1 = 0, δ = 0, A = 0, µ1 = 0. We have
g =
∫ (
u3
6
+ ε2
uuxx
48
)
dx,
δg
δu
=
u2
2
+ ε2
uxx
24
, Ω̂(g) = u+
ε2
24
∂2x, Ω̂
1(g) =
ε2
12
∂x,
which, using formula (1.11), gives
K2 = u∂x +
1
2
ux +
ε2
8
∂3x.
The fact that the pair (∂x, u∂x+
1
2
ux+
ε2
8
∂3x) is a pair of compatible Poisson operators and that
the Hamiltonians h
KdV
d satisfy the relations{
·, h
KdV
d
}
K2
=
(
d+
3
2
){
·, h
KdV
d+1
}
∂x
, d ≥ −1,
is a standard fact in the theory of the KdV hierarchy (see e.g. [Dic03]). Thus, Conjecture 1.13
holds for the trivial CohFT.
4.2. Higher r-spin theories. Let r ≥ 2 and consider an (r − 1)-dimensional complex vector
space V with a fixed basis e1, . . . , er−1. Let ηαβ := δα+β,r. There exists a unique CohFT (see
e.g. [PPZ15]) cr-sping,n : V
⊗n → Heven(Mg,n) satisfying the following properties:
(1) cr-sping,n (⊗
n
i=1eαi) = 0 if r 6 | (g − 1)(r − 2) +
∑n
i=1(αi − 1);
(2) deg cr-sping,n (⊗
n
i=1eαi) = 2
(g−1)(r−2)+
∑n
i=1(αi−1)
r
if r | (g − 1)(r − 2) +
∑n
i=1(αi − 1);
(3) cr-spin0,3 (eα ⊗ eβ ⊗ eγ) = δα+β+γ,r+1 ∈ H
0(M0,3) ∼= C;
(4) cr-spin0,4 (e
⊗2
2 ⊗ e
⊗2
r−1) =
1
r
[pt] ∈ H2(M0,4) if r ≥ 3.
Here [pt] denotes the cohomology class dual to a point inM0,4. This CohFT is called the r-spin
CohFT. It is homogeneous with qα =
α−1
r
, rα = 0, δ = r−2
r
, µα =
2α−r
2r
, Aαβ = 0. The 2-spin
CohFT coincides with the trivial CohFT.
In this section we check Conjecture 1.13 for the r-spin CohFT for r = 3, 4, 5. To this end,
we first describe the construction of the Gelfand–Dickey hierarchy, then we present its relation
(through the Dubrovin–Zhang hierarchy) to the DR hierarchy for the r-spin theory for r = 3, 4, 5
proved in [BG16], and then we finally check Conjecture 1.13 for the r-spin CohFT for these
values of r.
Remark 4.1. Note that for any differential polynomial f ∈ A0 there exists a unique differential
polynomial f˜ ∈ Â00 such that f˜
∣∣∣
ε=0
= f . This gives a natural inclusion A0 →֒ Â00. The
same remark is true for local functionals. Regarding Poisson brackets, note that any Poisson
operator K, Kαβ =
∑
i≥0K
αβ
i ∂
i
x, K
αβ
i ∈ A
0, can be expressed in a unique way as the sum of
homogeneous operators: Kαβ =
∑
d≥0
(∑
i+j=dK
αβ
i,j ∂
i
x
)
, where Kαβi,j ∈ A
0
d−i. If its degree zero
part vanishes, i.e., if Kαβ0,0 = 0, then we can naturally associate to such a Poisson operator K the
Poisson operator K˜αβ =
∑
d≥1 ε
d−1
(∑
i+j=dK
αβ
i,j ∂
i
x
)
that gives a Poisson bracket of degree 1
on the space Λ̂0. We silently use this correspondence throughout this section.
4.2.1. Gelfand–Dickey hierarchy. We review the construction of the Gelfand–Dickey hierarchy
and its bihamiltonian structure following [Dic03].
Consider variables f0, f1, . . . , fr−2. A pseudo-differential operator A is a Laurent series
A =
m∑
n=−∞
an∂
n
x ,
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where m is an arbitrary integer and an ∈ A
0
f0,f1,...,fr−2
. Let
A+ :=
m∑
n=0
an∂
n
x , resA := a−1.
The product of pseudo-differential operators is defined by the following commutation rule:
∂kx ◦ a :=
∞∑
l=0
k(k − 1) . . . (k − l + 1)
l!
(∂lxa)∂
k−l
x , a ∈ A
0
f0,f1,...,fr−2
, k ∈ Z.
For any m ≥ 2 and a pseudo-differential operator A of the form
A = ∂mx +
∞∑
n=1
an∂
m−n
x
there exists a unique pseudo-differential operator A
1
m of the form
A
1
m = ∂x +
∞∑
n=0
a˜n∂
−n
x
such that
(
A
1
m
)m
= A. Let
L := ∂rx + fr−2∂
r−2
x + . . .+ f1∂x + f0.
The r-th Gelfand–Dickey (GD) hierarchy is the following system of partial differential equations:
∂L
∂T αa
=
[(
La+
α
r
)
+
, L
]
, 1 ≤ α ≤ r − 1, a ≥ 0.(4.1)
Let us describe a Hamiltonian structure for the GD hierarchy. Let X0, X1, . . . , Xr−2 ∈
A0f0,...,fr−2 be some differential polynomials. Consider a pseudo-differential operator
X := ∂−(r−1)x ◦Xr−2 + . . .+ ∂
−1
x ◦X0.
It is easy to see that the operator [X,L]+ has the form
[X,L]+ =
∑
0≤α,β≤r−2
(
K
GD;αβ
1 Xβ
)
∂αx ,
where
K
GD;αβ
1 =
∑
i≥0
K
GD;αβ
1;i ∂
i
x, K
GD;αβ
1;i ∈ A
0
f0,...,fr−2
,
and the sum is finite. The operator KGD1 =
(
K
GD;αβ
1
)
0≤α,β≤r−2
is Poisson and its degree zero
part vanishes.
Consider the local functionals
h
GD
α,a := −
r
(a + 1)r + α
∫
resLa+1+
α
r dx, 1 ≤ α ≤ r − 1, a ≥ −1.
We have {
h
GD
α,a , h
GD
β,b
}
KGD1
= 0, 1 ≤ α, β ≤ r − 1, a, b ≥ 0,
and the local functionals h
GD
α,−1, 1 ≤ α ≤ N , are linearly independent Casimirs of the Poisson
bracket {·, ·}KGD1 . For a local functional h ∈ Λ
0
f0,f1,...,fr−2
define a pseudo-differential operator δh
δL
by
δh
δL
:= ∂−(r−1)x ◦
δh
δfr−2
+ . . .+ ∂−1x ◦
δh
δf0
.
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Then the right-hand side of (4.1) can be written in the following way:[(
La+
α
r
)
+
, L
]
=
[
δh
GD
α,a
δL
, L
]
+
=
∑
0≤β,γ≤r−2
(
K
GD;βγ
1
δh
GD
α,a
δfγ
)
∂βx .
Therefore, the sequence of local functionals h
GD
α,a together with the Poisson operator K
GD
1 define
a Hamiltonian structure of the GD hierarchy (4.1).
The GD hierarchy is endowed with a bihamiltonian structure, which can be described in the
following way. Let
X˜ := ∂−rx ◦Xr−1 + ∂
−(r−1)
x ◦Xr−2 + . . .+ ∂
−1
x ◦X0.
It is easy to see that the operator
(
L ◦ X˜
)
+
◦ L− L ◦
(
X˜ ◦ L
)
+
has the form(
L ◦ X˜
)
+
◦ L− L ◦
(
X˜ ◦ L
)
+
=
∑
0≤α,β≤r−1
(
K˜αβXβ
)
∂αx ,
where
K˜αβ =
∑
i≥0
K˜
αβ
i ∂
i
x, K˜
αβ
i ∈ A
0
f0,...,fr−2
,
and the sum is finite. There is the following result:
r−1∑
β=0
K˜r−1,βXβ = res[X˜, L] = ∂x
 ∑
0≤j≤r−1
1≤α≤r−j
(
−j − 1
α
)
∂α−1x (fj+αXj)
 ,
where we adopt the conventions fr := 1 and fr−1 := 0. Let
f(X0, X1, . . . , Xr−2) :=
1
r
 ∑
0≤j≤r−2
1≤α≤r−j
(
−j − 1
α
)
∂α−1x (fj+αXj)
 .
Define an operator KGD2 =
(
K
GD;αβ
2
)
0≤α,β≤r−2
by the equation
∑
0≤α,β≤r−2
(
K˜αβXβ
)
∂αx +
r−2∑
α=0
(
K˜α,r−1f(X0, . . . , Xr−2)
)
∂αx =
∑
0≤α,β≤r−2
(
K
GD;αβ
2 Xβ
)
∂αx .
The operator KGD2 is Poisson and compatible with the operator K
GD
1 . It is easy to see that the
degree zero part of the operator KGD2 vanishes.
Consider the local functionals
gGDα,a :=
r
ar + α
∫
resLa+
α
r dx = −h
GD
α,a+1, 1 ≤ α ≤ r − 1, a ≥ 0.
The right-hand side of (4.1) can be written in the following way using the local functionals gGDα,a
and the Poisson operator KGD2 :[(
La+
α
r
)
+
, L
]
=
∑
0≤β,γ≤r−2
(
K
GD;βγ
2
δgGDα,a
δfγ
)
∂βx ,
or, equivalently, {
·, h
GD
α,a
}
KGD2
= −
{
·, h
GD
α,a+1
}
KGD1
, 1 ≤ α ≤ r − 1, a ≥ −1,
which endows the GD hierarchy with a bihamiltonian structure.
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4.2.2. Relation with the DR hierarchy. As it is mentioned in Section 3.4, there is another
bihamiltonian hierarchy associated, in particular, to the r-spin CohFT, the Dubrovin–Zhang
(DZ) hierarchy. In this section, we recall the relation between the r-th GD hierarchy and the
DZ hierarchy for the r-spin CohFT, and then present a relation between the DR hierarchy and
the DZ hierarchy for r = 3, 4, and 5.
Introduce new variables w1, . . . , wr−1 and consider the following Miura transformation:
fi 7→ w
α(f∗,∗) =
1
(r − α)(−r)
r−α−1
2
resL(r−α)/r .
Define Poisson operators Kr-spin1 =
(
K
r-spin;αβ
1
)
1≤α,β≤r−1
, Kr-spin2 =
(
K
r-spin;αβ
2
)
1≤α,β≤r−1
, and
local functionals h
r-spin
α,d ∈ Λw1,...,wr−1, 1 ≤ α ≤ r − 1, d ≥ −1, by
K
r-spin
1 :=(−r)
r
2KGD1;w ,
K
r-spin
2 :=K
GD
2;w ,
h
r-spin
α,d :=
1
(−r)
α−1+r(d+1)
2
−d(α + rd)!r
h
GD
α,d [w],
where
(α+ rd)!r :=
{∏d
i=0(α + ri), if d ≥ 0,
1, if d = −1.
Recall that KGD1;w denotes the Miura transform of the operator K
GD
1 . The local functionals h
r-spin
α,d
together with the Poisson operator Kr-spin1 define the Hamiltonian hierarchy
∂wα
∂t
β
b
= Kr-spin;αµ1
δh
r-spin
β,b
δwµ
, 1 ≤ α, β ≤ N, b ≥ 0,
which is bihamiltonian with the bihamiltonian recursion given by{
·, h
r-spin
α,d
}
Kr-spin2
=
α + (d+ 1)r
r
{
·, h
r-spin
α,d+1
}
Kr-spin1
, 1 ≤ α ≤ r − 1, d ≥ −1.(4.2)
This bihamiltonian hierarchy is the Dubrovin–Zhang hierarchy corresponding to the r-spin
CohFT [DZ01, FSZ10].
In [BG16] it is proved that for r = 3, 4, and 5 the local functionals gα,d and the Poisson
operator K1 = η
−1∂x of the DR hierarchy are related to the local functionals h
r-spin
α,d and the
Poisson operator Kr-spin1 by the following Miura transformations:{
w1 = u1,
w2 = u2,
for r = 3;(4.3) 
w1 = u1 +
ε2
96
u3xx,
w2 = u2,
w3 = u3,
for r = 4;(4.4)

w1 = u1 +
ε2
60
u3xx,
w2 = u2 +
ε2
60
u4xx,
w3 = u3,
w4 = u4,
for r = 5.(4.5)
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4.2.3. Proof of Conjecture 1.13 for r = 3, 4, 5. For the first part of the conjecture it is sufficient
to check that the operators K2 and K
r-spin
2 are related by the Miura transformations given by
equations (4.3), (4.4), and (4.5).
For r = 3 we have the following formula for K3-spin2 :(
2
9
(w2)2∂x +
2
9
w2w2x + ε
2
(
5
54
w2∂3x +
5
36
w2x∂
2
x +
1
12
w2xx∂x +
1
54
w2xxx
)
+ ε
4
162
∂5x w
1∂x +
1
3
w1x
w1∂x +
2
3
w1x
2
3
w2∂x +
1
3
w2x +
2
9
ε2∂3x
)
.
On the other hand, from [BG16, Proposition 3.7]) and (1.8) we obtain
g =
∫ (
(u1)2u2
2
+
(u2)4
72
+ ε2
(
(u2)2u22
144
+
u1u12
24
)
+
ε4
1728
u2u24
)
dx.
Computing the operator K2 using this expression (and identifying u
α = wα) we get exactly the
operator K3-spin2 .
For r = 4 the operator K4-spin2 is given by
K
4-spin;1,1
2 =
(
(w3)3
32
+
3(w2)2
16
)
∂x +
3w2w2x
16
+
3(w3)2w3x
64
+ ε2
((
7(w3)2
256
+
w1
48
)
∂3x +
(
w1x
32
+
21w3w3x
256
)
∂2x +
(
5(w3x)
2
128
+
13w3w3xx
256
+
w1xx
24
)
∂x
+
3w3xw
3
xx
128
+
w1xxx
64
+
3w3w3xxx
256
)
+ ε4
(
7w3
1152
∂5x +
35w3x
2304
∂4x +
91w3xx
4608
∂3x +
133w3xxx
9216
∂2x +
47w34
9216
∂x +
w35
1536
)
+ ε6
17
36864
∂7x,
K
4-spin;1,2
2 =−
(
K
4-spin;2,1
2
)∗
=
5w2w3
16
∂x +
w3w2x
8
+
w2w3x
8
+ ε2
(
7w2
64
∂3x +
7w2x
48
∂2x +
17w2xx
192
∂x +
w2xxx
48
)
,
K
4-spin;1,3
2 =−
(
K
4-spin;3,1
2
)∗
= w1∂x +
w1x
4
+ ε2
(
7w3
192
∂3x +
7w3x
192
∂2x
)
+ ε4
7
768
∂5x,
K
4-spin;2,2
2 =
(
(w3)2
8
+ w1
)
∂x +
w1x
2
+
w3w3x
8
+ ε2
(
w3
8
∂3x +
3w3x
16
∂2x +
w3xx
12
∂x +
w3xxx
96
)
+
ε4
64
∂5x,
K
4-spin;2,3
2 =−
(
K
4-spin;3,2
2
)∗
=
3w2
4
∂x +
w2x
4
,
K
4-spin;3,3
2 =
w3
2
∂x +
w3x
4
+ ε2
5
16
∂3x.
On the other hand, from [BG16, Proposition 3.8]) and (1.8) we obtain
g =
∫ [
(u1)2u3
2
+
u1(u2)2
2
+
(u2)2(u3)2
16
+
(u3)5
960
+
+ ε2
(
u1u12
16
+
u32(u
2)2
192
+
u3u2u22
48
+
u12(u
3)2
192
+
(u3)3u32
768
)
+
+ε4
(
u2u24
640
+
(u3)2u34
4096
+
3u1u34
2560
)
+ ε6
u3u36
49152
]
dx.
Computing the operatorK2 using this expression and performing the Miura transformation (4.4)
we obtain the operator K4-spin2 .
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For r = 5 the first part of Conjecture 1.13 is proved using the same scheme: we compute
the operator K5-spin2 explicitly, then we compute the operator K2 using the expression for the
local functional g1,1 from [BG16, Proposition 3.10] and the first equation in (1.8), and finally
we check that the resulting two operators are related by the Miura transformation (4.5). This
computation is performed in Mathematica and is not presented here, since the computations
and even the expressions for the Poisson operators get too involved.
After we have proved the first part of the conjecture, the second part becomes easy in all
three cases. Indeed, since µα =
2α−r
2r
, one can easily check that Equations (1.10) and (4.2)
agree.
4.3. The Gromov–Witten theory of CP1. Consider the CohFT controlling the Gromov–
Witten theory of CP1 (see e.g. [BR16a, Section 6]). For simplicity, we set the degree parameter
(typically denoted by q) equal to 1. This CohFT has rank 2 and is homogeneous with
(q1, q2) = (0, 1), (r
1, r2) = (0, 2), δ = 1, η =
(
0 1
1 0
)
, µ =
(
−1
2
0
0 1
2
)
, A =
(
2 0
0 2
)
.
The corresponding DR hierarchy is studied in [BR16a]. In particular, it is related to the
extended Toda hierarchy (see e.g. [CDZ04]).
Notation 4.2. In computations we use the following two formal power series:
S(z) :=
ez/2 − e−z/2
z
and S˜(z) :=
ez/2 + e−z/2
2
.
Let us compute the operator K2 for the DR hierarchy.
Lemma 4.3. We have
g =
∫ (
(u1)2u2
2
+
∑
g≥1
ε2g
B2g
(2g)(2g)!
u1u12g + e
S(ε∂x)u2 − u2 −
(u2)2
2
)
dx,(4.6)
where B2g are the Bernoulli numbers.
Proof. By [BR16b] we have
g1,1 =
∫ (
(u1)2u2
2
+
∑
g≥1
ε2g
B2g
(2g)!
u1u12g +
(
S˜(ε∂x)u
2 − 2
)
eS(ε∂x)u
2
+ u2
)
dx.
Denote by f the expression under the integral sign on the right-hand side of (4.6). Note that
f |ε=0 ∈ C[[u
1, u2]] starts from cubic terms in the variables u1, u2. Therefore, it is sufficient to
check that
(D − 2)f =
(u1)2u2
2
+
∑
g≥1
ε2g
B2g
(2g)!
u1u12g +
(
S˜(ε∂x)u
2 − 2
)
eS(ε∂x)u
2
+ u2,
where we recall that D =
∑
n≥0(n+ 1)u
α
n
∂
∂uαn
. Since
(D − 2)
(u1)2u2
2
=
(u1)2u2
2
, (D − 2)u1u12g = 2gu
1u12g,
(D − 2)
(u2)2
2
= 0, (D − 2)u2 = −u2,
it is sufficient to check that
DeS(ε∂x)u
2
= S˜(ε∂x)u
2 · eS(ε∂x)u
2
,
which follows from
DeS(ε∂x)u
2
= (ε∂x ◦ S
′(ε∂x) + S(ε∂x))u
2 · eS(ε∂x)u
2
= S˜(ε∂x)u
2 · eS(ε∂x)u
2
.
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We further compute
δg
δu1
= u1u2 +
∑
g≥1
ε2g
B2g
g(2g)!
u12g,
δg
δu2
=
(u1)2
2
+ S(ε∂x)e
S(ε∂x)u2 − 1− u2.
Therefore,
Ω̂(g) =
(
S(ε∂x) ◦ e
S(ε∂x)u2S(ε∂x)− 1 u
1
u1 u2 +
∑
g≥1
B2g
g(2g)!
(ε∂x)
2g
)
,
Ω̂1(g) =
(
ε
(
S(ε∂x) ◦ e
S(ε∂x)u2S ′(ε∂x) + S
′(ε∂x) ◦ e
S(ε∂x)u2S(ε∂x)
)
0
0
∑
g≥1 ε
2g 2B2g
(2g)!
∂2g−1x
)
.
Finally, we obtain
K2 =
(
S(ε∂x)∂x ◦ e
S(ε∂x)u2S˜(ε∂x) + S˜(ε∂x) ◦ e
S(ε∂x)u2S(ε∂x)∂x u
1∂x
∂x ◦ u
1
∑
g≥0 ε
2g 2B2g
(2g)!
∂2g+1x
)
=
ε−1
(
e
eε∂x−1
ε∂x
u2eε∂x − e
1−e−ε∂x
ε∂x
u2e−ε∂x
)
u1∂x
∂x ◦ u
1 eε∂x+1
eε∂x−1
ε∂2x
 .
On the other hand, consider the extended Toda hierarchy from [CDZ04]. The dependent
variables of the extended Toda hierarchy are denoted by v and u in [CDZ04]. Following [BR16a]
we denote v1 = v and v2 = u. The extended Toda hierarchy is bihamiltonian with the pair of
compatible Poisson operators (KTd1 , K
Td
2 ) given by
KTd1 =
(
0 ε−1
(
eε∂x − 1
)
ε−1
(
1− e−ε∂x
)
0
)
,
KTd2 =
(
ε−1
(
eε∂x ◦ ev
2
− ev
2
e−ε∂x
)
ε−1v1
(
eε∂x − 1
)
ε−1
(
1− e−ε∂x
)
◦ v1 ε−1
(
eε∂x − e−ε∂x
)) .
It is straightforward to check that the Miura transformation
u1 = e−
ε∂x
2 v1, u2 =
ε∂x
e
ε∂x
2 − e−
ε∂x
2
v2
takes the pair (KTd1 , K
Td
2 ) to the pair (K1, K2). Thus, Part 1 of Conjecture 1.13 holds for the
CohFT of the Gromov–Witten theory of CP1.
Let us check Part 2 of Conjecture 1.13. Let h
Td
α,d denote the Hamiltonians of the extended
Toda hierarchy. In [BR16a] it is proved that
gα,d =
d+1∑
i=0
(−1)i(S∗i )
µ
αh
Td
µ,d−i[u], d ≥ −1,(4.7)
where S∗i , i ≥ 0, are certain matrices described in [BR16a, Section 6]. The bihamiltonian
recursion for the extended Toda hierarchy is given by (see [CDZ04, Theorem 3.1]){
·, h
Td
α,d
}
KTd2
=
(
d+
3
2
+ µα
){
·, h
Td
α,d+1
}
KTd1
+Rβα
{
·, h
Td
β,d
}
KTd1
, d ≥ −1,
where
R = (Rβα) :=
(
0 0
2 0
)
.
Using (4.7) and the property
Aγα(S
∗
i )
β
γ = (S
∗
i )
γ
αR
β
γ + (S
∗
i+1)
β
α(i+ 1 + µα − µβ), i ≥ 0,
26 ALEXANDR BURYAK, PAOLO ROSSI, AND SERGEY SHADRIN
which is a standard fact in Gromov–Witten theory (or can be checked using the explicit formula
for the matrices S∗i given in [BR16a, Section 6]), we obtain (1.10) in this case.
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