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Abstract
The study of the determination of catalytic properties of Thermal Protection Sys-
tem (TPS) materials is carried out at VKI following the Local Heat Transfer
Simulation (LHTS) concept developed at the Institute for Problems in Mechan-
ics of Moscow (IPM). One of the most important goals of this methodology is
to provide a correlation between the external flow conditions and the stagnation
point heat flux experienced at the wall. This relation is implicitly provided by
means of a boundary layer solver: the VKI Boundary Layer code. The boundary
layer calculations needed in the framework of this methodology were originally per-
formed under the assumptions of thermal equilibrium and chemical nonequilibrium
(CNEQ), i.e. a single temperature describes all the energy modes (translational,
rotational, vibrational and electronic one) of the mixture particles.
At this point it is licit to have the curiosity to wonder what will happen if we
modify the existing implementation of the code under the different assumption
of both thermal and chemical nonequilibrium (TCNEQ)? Which effects will we
observe? How will the temperature profiles and the wall heat flux change?
Generally, the modeling of thermal nonequilibrium flows using a multi-temperature
approach, could be a very complex task. Hence, in order to simplify this problem,
we assume that the plasma is in a state of partial thermal equilibrium. Under
this assumption, our two-temperature model can be seen as the most simplis-
tic example of thermal nonequilibrum. We assume that all rotational states are
fully equilibrated with the translational energies of heavy particles at a common
translational-rotational temperature Thr. In fact, even at ambient temperature,
molecules rotational states are easily excited by collisions with other heavy parti-
cles. Moreover, we assume that the translational energies of free electrons, bound
i
electronic and molecules vibrational energies are fully equilibrated at a common
electro-vibrational temperature Tev. In fact, when free electrons impact on heavy
particles, they provoke transitions between bound electronic states. Also, the en-
ergies exchange between free and bound electrons and the vibrational states of N2
(the main molecular species in air at standard conditions) is known to be very
rapid.
Hence, it will be necessary to explain how the chemistry model will change in the
picture and how the energy exchange mechanism, that takes place among particles
during collisions and/or chemical reactions, works.
Under the TCNEQ assumption, a new set of governing equations was written
and supplemented by a suitable set of boundary conditions; the flow outside the
boundary layer is usually considered in Local Thermal Equilibrium (LTE), then
the values for velocity, temperatures and mass fractions are fixed by the conditions
in the external flow. In agreement with the classical boundary layer hypothesis, the
outer edge values are taken from an Euler computation of the external flow. At the
wall, we have the no-slip condition for velocity and we assume the translational-
rotational temperature Thr to be equal to the wall temperature while we impose a
zero-derivative for the electro-vibrational one Tev.
In the end, we will compare the results obtained under the assumption of
CNEQ and the ones obtained with the modified version in which we have made
the assumption of TCNEQ. We will be interested to temperatures, enthalpy and
concentrations profiles into the boundary layer along the stagnation line because
our final goal is to compute and compare, at the stagnation point, the heat flux
obtained in both cases. It worth mentioning that heat flux at the wall is mainly
due to two contributions: a thermal conduction one depending on temperature
gradient at the wall (in our two-temperature model, we will assume that, at the
wall, this contribution is only given by the translational-rotational temperature
gradient; in fact, thermal conduction phenomena are mainly due to energy trans-
port phenomena by means of heavy particles that collide with the wall) and a
minor but not negligible contribution due to the transfer of enthalpy caused by
particles diffusion at the wall.
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Chapter 1
Introduction
“The entity of experimental knowledge and theories involving physical chemistry,
in addition to fluid mechanics and thermodynamics” [34].
With this sentence, Th. von Ka´rma´n defined the ”Aerothermochemistry” as the
overall phenomena described by aerothermodynamics that requires contributions
from fluid dynamics, thermodynamics, statistical mechanics, quantum theory, ki-
netic theory, chemistry.
All these different contributions have to be taken together in a self consistent way;
the hypothesis made on the modeling of a constitutive term of the governing equa-
tions have to be consistent with the ones made in the modeling of a different, but
somewhat interacting term.
The present numerical research activity is involved in the design of Thermal Pro-
tection System ( TPS ) for space vehicle and would have just the goal to be a little
contribute in such a huge and amazing topic.
In the following, we will briefly summarize the aerothermochemistry phenomenol-
ogy and some of the typical applications of this discipline.
1.1 Aerothermochemistry phenomenology
It is well known that a fluid, in the most general case, is made of a mixture of
atoms and molecules. Air at ambient temperature, for example, is a mixture made
of molecular nitrogen, molecular oxygen, argon, carbon dioxide, neon, plus some
other minor components. At moderate temperatures the gas behaves, with good
approximation, as a calorically perfect gas. Gas pressure (p), density (ρ) and tem-
perature (T ) are linked by the well known and simple state law: p = ρRT (where
R is the so called perfect gas specific constant). The gas specific heats are constant
and internal energy and enthalpy are linear functions of the gas temperature.
1
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When temperature rises, this simple picture non longer exists: new phenom-
ena, that will be called high temperature effects, appear and the gas nature is
dramatically changed. The principal high temperature effects may be summarized
as follows.
• As temperature rises, the internal energy modes of the gas atoms and molecules,
that at room temperature are dormant, are excited. Specific heats become
a function of temperature and internal energy and enthalpy are now non-
linear functions of the temperature. The specific heats ratio, also called
γ, is no longer a constant. For air excitation of the internal energy modes
(vibrational) becomes important above temperatures of 500-800K.
• As temperature further rises, chemical reactions can occur. Molecules disso-
ciate into atoms, new molecules are eventually formed, atoms and molecules
can ionize. Mixture internal energy and enthalpy become functions not only
of temperature but also of the chemical composition.
• Thermal nonequilibrium can also occur: internal energy modes are out of
equilibrium with respect to the translational one. For example, when a fluid
element crosses a shock, the translational energy of the fluid particles is
suddenly increased. It is well known [1, 28], that a high number of collisions
is needed to equilibrate the internal energy modes with the translational
one. Therefore, behind the shock, there will be a relaxation region where the
internal energy modes will try to “catch up” the translational one. Another
example is when the fluid experiences a strong expansion. In this case the
translational energy will rapidly decrease because of the expansion, but the
internal one will remain higher. When the mixture is ionized, an additional
source of thermal nonequilibrium appears because energy exchange between
mixture components and free electrons is highly inefficient due to the large
mass disparity: in this case the translational temperature of electrons can
be different from the one of heavy particles [28].
• If the temperature is high enough, ionization can occur and the gas becomes
a partially ionized plasma, with a finite electrical conductivity. Therefore
electromagnetic fields and associated forces, either self-induced or applied
from an external source [30, 37] can act on the fluid, appreciably changing
its behaviour with respect to a neutral one.
• At high temperature (above 10000-11000K for air) radiation emitted and
absorbed by the gas can become important and eventually modify the energy
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distribution in the flowfield. Radiation modeling is a formidable task [28, 35,
40], both numerically (a fluid element, a priori, is influenced by and influences
all the others) and physically and will not be attempted in this thesis.
• Chemical reactions can take place not only in the bulk of the gas but also
at the surface of the vehicle due to catalytic effects of the wall material
upon surface chemistry. Usually such reactions have the negative property
of increasing the heat flux experienced by the vehicle [26, 35].
1.2 Applications
In the following, we will briefly present some practical cases in which most of the
effects described in sec. 1.1 are encountered.
Re-entry vehicles
When an aerospace vehicle, as for example the Space Shuttle or the Soyuz capsule,
enters the upper layers of a planetary atmosphere from space, it develops very high
velocities. As denser, lower atmospheric layers are reached, the spacecraft loses its
kinetic energy through collisions with molecules and atoms in the atmosphere.
On a macroscopic point of view, this gives rise to a strong, hypersonic bow shock
in front of the vehicle. Behind the shock, density dramatically increases and tem-
peratures rise to several thousands Kelvin degrees (Fig. 1.1).
Hence, a major part of the kinetic energy of the free stream flow is converted
into thermal energy across the shock and therefore high temperature is reached in
the flow region between the shock and the body (the shock layer), especially around
the body nose, where the shock reaches its maximum intensity. That is why, to
prevent any damage to the spacecraft, its windward side needs to be protected by
a heat shield made of advanced thermal protection materials.
Downstream of the nose region the gas expands and reaches again a high Mach
number: the intense friction happening in the boundary layer increases its tem-
perature triggering further chemical reactions. If temperature in the shock layer
is high enough the gas can ionize: the free electrons that are created absorb radio
waves and cause communication blackout to and from the vehicle. This is a serious
problem and an accurate prediction of the electrons number density in the shock
layer is important. Emission and absorption of radiation can occur and, besides
affecting the state of the gas surrounding the vehicle, can raise the heat flux ex-
perienced by the vehicle itself. Radiation from the hot vehicle wall to the ambient
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Figure 1.1: Capsule re-entering the Earth’s atmosphere (courtesy Aerospatiale)
atmosphere can have a significant cooling effect and must be taken into account
in the thermal boundary condition [35].
High enthalpy wind tunnels
Conventional hypersonic wind tunnels are not able to simulate nonequilibrium
flows over bodies, because the maximum attainable temperature is not enough
to trigger high temperature effects. Facilities that can provide the needed tem-
perature level in a continuous way (testing time of the order of minutes) are arc
heaters [23] and inductively coupled plasma (ICP) heaters [6].
In arc heaters the testing gas is heated to high temperature by an electric
arc discharge in the reservoir and then the chemically reacting mixture expands
through a hypersonic nozzle in the test section where the model is located. In this
kind of facility flow temperature are both high, approaching real flight conditions.
A main drawback of arc heaters is that the copper electrodes (used to generate
the electric arc) are progressively eroded and the gas is contaminated by metal va-
por. The metal vapor is deposited on the testing model and changes its catalytic
properties: this effect is particularly adverse when aging tests on the model mate-
rial are conducted. Although the pollution levels are very low in state-of-the-art
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arc heaters (copper fraction as low as 1 PPM), many researchers, especially from
Russia, prefer to use ICP heaters.
In a ICP heater such as the VKI plasmatron (Fig. 1.2) and the VKI mini-torch
(Fig. 1.3) the plasma is generated by electromagnetic induction: a coil, traversed
by a high frequency, high voltage current, surrounds a quartz tube in which cold
gas is injected. Induced electromagnetic oscillating fields exist inside the quartz
tube.
Figure 1.2: Heat flux probe in the exhaust jet of the VKI plasmatron wind tunnel
These fields move the free electrons present in the gas and create currents that
heat the gas by Joule effect. The heated gas dissociates and ionizes into a plasma.
These facilities show no pollution of the gas because there is no direct contact with
the coils and the testing time can be, at least in theory, indefinitely long. Usually
these facilities operate at low Mach number regime, even if they can be suitably
adapted to produce supersonic flow [12].
Ramjet and Scramjet engines
A Ramjet engine is essentially a duct where supersonic air is slowed down to sub-
sonic speed at the entrance of the combustor. Fuel is injected in the combustor,
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Figure 1.3: VKI mini-torch in operation
the mixture burns and expands through the nozzle. Ramjets have advantages over
conventional turbine engines in the Mach number regime from 2 to 5. However,
some design concepts of hypersonic airbreathing transport vehicles assume a flight
Mach number well in excess of 10. Under such conditions, if the incoming air is
decelerated to subsonic speed, it attains a temperature that is above the adiabatic
flame temperature of the fuel-air burning process in the combustor and therefore
no combustion can take place. A possible solution is to keep the incoming air
stream at supersonic speed in the combustor: in this way air temperature is kept
below the flame adiabatic temperature and combustion can take place. The ma-
jor drawback is that the combustion has to take place in a supersonic stream,
leading to tremendous practical problems (flame stabilization, efficient mixing and
burning) that are still not solved nowadays.
1.3 Thesis background
The present research activity is involved in the determination of the heat flux
flowing through the surface of atmospheric re-entry vehicles. This complex task
carried out at von Karman Institute can be accomplished by means of both nu-
merical code and experimental facilities. In the following a brief description of the
metodology is presented.
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1.3.1 TPS properties determination metodology
The design of Thermal Protection Systems (TPS) materials for space (re-)entry
vehicles requires to know as accurately as possible the catalytic properties of the
TPS materials. Indeed, for a given wall temperature and free stream properties
(total enthalpy, pressure and velocity), the wall heat flux will depend strongly
on the wall catalytic activity if the boundary layer developing on it is far from
chemical equilibrium. For example, the stagnation point heat flux can differ by a
factor larger than two between a non-catalytic and a fully catalytic surface.
While, until recently, the design calculations have been done assuming the most
unfavorable conditions (i.e. a fully catalytic wall), the design of next-generation
reusable space vehicles needs a better estimation of the finite rate catalysis of the
TPS materials, in order to reduce weight and operative costs of long-range missions
such as Mars exploration.
This was the motivation for the construction at VKI of a large scale ICP
facility (Plasmatron). Since a TPS catalytic activity cannot be measured directly,
a metodology has been developed in order to deduce the catalytic properties of TPS
materials from their effect on the wall heat flux. This metodology, schematically
represented in Fig. 1.4, is composed of the following blocks:
1. A LTE (Local Thermal Equilibrium) viscous flow simulation of the flow in
the ICP facility heating chamber and in the downstream subsonic plasma
jet. For given fluid and inlet flow swirl angle, the flow in an ICP facility
depends on three operational parameters: the inlet mass flow, the pressure
level and the power injected in the plasma. In LTE flow however, it has
been shown that the flow pattern depends almost exclusively on the inlet
mass flow, which controls directly the Reynolds number. The purpose of the
LTE viscous flow simulation is therefore to compute the values of the non-
dimensional parameters Πi which characterize the flow near the stagnation
point of the heat flux probe.
2. Experimental measurements of the stagnation point wall heat flux (qw) and
the Pitot pressure (∆p) on a cold wall (Tw ∼= 300 K) reference heat flux
probe assumed to be fully catalytic.
3. Reconstruction of the plasma jet enthalpy and velocity gradient at the edge
of the stagnation point boundary layer using the measured stagnation point
heat flux and Pitot pressure. Boundary layer analysis reveals that the stag-
nation point heat flux to the catalytic probe wall depends on the following
parameters:
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Figure 1.4: TPS catalytic properties determination
• the thermodynamic state at the boundary layer edge, which, assuming
chemical equilibrium of the incoming flow, is completely determined by
pe and he
• the radial velocity gradient (∂v
∂r
) at the boundary layer edge
• the boundary layer thickness (δ) and the product ue ∂∂x
(
∂v
∂x
)
e
(needed
since finite boundary layer effects are taken into account)
• the wall catalytic activity represented by a unique recombination prob-
ability γw and the wall temperature Tw
Among these parameters, only two (he and
∂v
∂r
) are unknown: the stagnation
pressure and wall temperature are known experimentally, the recombination
probability γw is equal to one according to the hypothesis of fully catalytic
wall, the boundary layer thickness and ue
∂
∂x
(
∂v
∂x
)
e
are related to the velocity
gradient and to the probe radius R through the non-dimensional hydrody-
namic parameters Πi. So one finally can write:
qw = BL(he,
∂v
∂r
, pe,Π1,Π2, γw, Tw) (1.3.1)
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in which only the two first parameters are unknown. Besides, the pitot
pressure, the outer edge density ρe and the radial velocity gradient at the
boundary layer edge ∂v
∂r
are linked together through a third non-dimensional
hydrodynamic parameter obtained from the LTE viscous flow simulation, i.e.
∆p = Π3ρe(pe, he)
(
R
(
∂v
∂r
)
e
)2
(1.3.2)
Provided that the functional form 1.3.1 is known (it is implicitly provided
by running a nonequilibrium boundary layer solver), the two unknown flow
quantities can be determined by solving the system 1.3.1- 1.3.2 by some
suitable iterative scheme.
4. Calculation of heat flux abacus. Once the plasma enthalpy and velocity gra-
dient at the boundary layer edge have been determined, the boundary layer
solver can be run for various wall catalytic-activity/temperature combina-
tion to produce a heat flux abacus (i.e. a set of qw-Tw curves at constant
catalytic activity γw).
5. Experimental measurement of the stagnation point heat flux to a TPS ma-
terial sample and of its temperature, and determination of the material cat-
alytic activity. This can be done graphically using the heat flux abacus by
identifying the contour on which the data point (qw,Tw) lies.
1.4 Thesis outline and aim of the project
Different numerical codes have been developed at VKI in order to study and char-
acterize the behaviour of high enthalpy reacting flows.
During my stage in VKI, I had the opportunity to use the VKI Boundary Layer
code [2], that is a finite difference 2-D/axisymmetric solver for a boundary layer,
also suitable for the description of the flow field in the stagnation region of a low
Reynolds number flow. In the present work the code have been used in this second
way, in order to evaluate the flow properties around the stagnation line.
One of the main strengths of the code is the flow characterization from a phys-
ical and chemical point of view; indeed, state-of-the-art physical and chemical
theories have been applied by means of a library for the perfect gases also devel-
oped at the von Karman Institute. This library, named PEGASE (PErfect GAS
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Equation solver), [3], can be used both as a stand-alone program and as an exter-
nal library to support a CFD code. In the present work PEGASE have been used
in both ways.
Moreover, the PEGASE libraries allow users to define also mixtures that are in
thermal nonequilibrium; in this work, we have often called PEGASE libraries from
the VKI BL code in this way. In fact, the VKI BL code [2] was implemented under
the assumption of thermal equilibrium and chemical nonequilibrium (CNEQ), in
which a single temperature describes all the energy modes (translational, rota-
tional, vibrational and electronic one) of the mixture particles.
The aim of this project is to modify the existing implementation introducing a
multi-temperature model in order to analyze the influence of thermo-chemical
nonequilibrium (TCNEQ) along the stagnation line flows.
Besides, in order to simplify the modeling of TCNEQ, in the new model the
plasma will be considered in a state of partial thermal equilibrium: a translational-
rotational temperature (Thr) will describe the translational and rotational energy
modes and an electro-vibrational temperature (Tev) the vibrational and electronic
ones.
From a practical point of view, in the modified implementation, all the routines
and coefficients depending on a single-temperature will be modified. In fact, since
our mixture will be described by two temperatures, the energy equation will be
replaced by two-coupled equations respectively for the Total and the Electro-
Vibrational energies.
1.5 Contents of this research
The theoretical background related to the subject has been summarized in chapter
2, where the physical meaning of thermochemical nonequilibrium is discussed, as
far as its field of application is concerned. Moreover, in this section, the last part
is dedicated to the explanation of the wall catalycity effects.
Chapter 3 is dedicated to the explanation of the two-temperature plasma flow
assumption; besides we will outline the governing equations of our problem and
their coordinate transformation in order to obtain a self-similar boundary layer.
In Chapter 4 the numerical methods used to obtain the results achieved in
this work are presented. The procedure used have been taken from the original
implementation done by P.F.Barbante [2].
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In Chapter 5 the computations and the results obtained for a TCNEQ bound-
ary layer are presented and compared to the CNEQ case. We have focused our
attention on two kinds of air mixture, a 5-species and a 7-species one, in four test
cases in order to analyze enthalpy, temperature and species concentration profiles.
In the end we have compared the wall heat flux obtained in TCNEQ and CNEQ
model.
Finally in Chapter 6 some conclusions and suggestions for further improve-
ments about this subject are presented.
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Chapter 2
Mixture properties
2.1 Introduction
In this chapter we will focus our attention to both equilibrium and nonequilibrium
properties of a chemical reacting mixture.
High temperature fluids are generally made of different species and each one, in
the range of pressure and temperature of interest here, behaves with good ap-
proximation as a perfect gas. We assume also that the gas can be described as
a continuum: the macroscopic properties may be identified with average values
of the appropriate molecular quantities at any location in the flow. This identi-
fication is valid as long as there are a sufficient number of molecules within the
smallest significant volume of the flow.
In order to better understand the physical-chemical models that are used to de-
scribe the flows studied in this research, we will outline the thermodynamic prop-
erties, the chemistry and the transport properties of our mixture.
Moreover we will have a look at the important catalytic processes that take place
near the solid surface.
2.2 Thermodynamic properties
In the most general case, we could think plasma flows are composed of monoatomic
particles (neutral atoms or atomic ions), polyatomic particles (neutral molecules
or molecular ions) and free electrons. Moreover we can group monoatomic and
polyatomic particles under the name of heavy particles.
Quantum physics shows that atoms and molecules have different modes to store
energy and that each mode is quantized (see [1, 40]), i.e. it can only take discrete
values. We have:
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• Translational energy mode (eth): associated with the motion of centre of mass
eth,s =
3
2
RsTs (2.2.1)
where Rs is the specific gas constant of species s and Ts its temperature.
• Rotational energy mode (erot): associated with the rotation of the molecule
around three orthogonal axes in space. In the hypothesis of diatomic molecules
behaving as rigid rotator- harmonic oscillator
erot,s = RsTs
(
1− θR
θR + 3Ts
)
(2.2.2)
where θR is the rotational characteristic temperature.
• Vibrational energy mode (evib): associated with the vibration of the atoms
of the molecule with respect to equilibrium positions within the molecule. In
the same hypothesis of the previous point
evib,s = Rs
θV
e
θV
Ts − 1
(2.2.3)
where θV is the vibrational characteristic temperature.
• Electronic energy mode (eel): associated with the electrons orbiting around
the nucleus
eel,s = Rs
∞∑
k=0
gkθE,k exp
(
−θE,k
Ts
)
∞∑
k=0
gk exp
(
−θE,k
Ts
) (2.2.4)
where gk is the degeneracy for level k, θE,k is the characteristic electronic
temperature for level k. The series diverges and has to be truncated.
With respect to the previous classification, we can write:
• Atoms: they have only the translational and electronic energy mode;
• Polyatomic particles (molecules): they have all the energy modes;
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Figure 2.1: Molecules’ energy modes
• Free electrons: they have only the translational mode;
At this point, it is useful to introduce a specification; rotational, vibrational and
electronic states are said to be the internal degrees of freedom and they are coupled
together. Actually, (see [3], [5]), coupling effects start to play an important role
at very high temperatures for which molecules rotate and vibrate so strongly that
most of them have dissociated anyway. Hence, we may neglect coupling effects
and simplify our model considering internal degrees separately.
Moreover we can define various macroscopic properties of our mixture (see
[39]):
• the species mass density ρs = nsms where ns is the number density of species
s or the number of s-particles per unit volume and ms is the mass of a single
particle of species s; the mixture number density is n =
∑
s ns and the
mixture mass density is ρ =
∑
s ρs
• about chemical composition we have the mole fractions xs = ns/n and the
mass fractions ys = ρs/ρ
• we may define the partial pressure ps = nskBTs where kB is the Boltzmann
constant and the mixture pressure is given by p =
∑
s ps
• the species internal energies per unit mass es = eth−s+erot−s+evib−s+eel−s+
ech−s where ech−s is the species formation energy (per unit mass, at 0 K) and
the mixture internal energy per unit mass e =
∑
s yses
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2.3 Chemistry
In this section we will deal with vibrational and chemical processes. They all take
place by molecular collisions and/or radiative interactions but, in this work, we
will neglect the radiative interactions; then chemical and vibrational changes will
take place only due to collisions that, depending on collision frequency, will take
time to occur.
We can consider a fluid dynamic system in equilibrium when gas has enough
time for the necessary collisions to occur without changing is properties at a fixed
pressure and temperature conditions independent of time.
On the other hand, in high-speed gas dynamics the gas is not always given the
luxury of the necessary time to reach the equilibrium. Indeed, each fluid element
will need some time (i.e. a certain number of collisions) to approach the equilibrium
conditions, and, by the time enough collisions have occurred, the fluid elements has
moved a certain distance downstream, where there are different values of pressure
and temperature.
2.3.1 Vibrational Nonequilibrium
As we have said before, molecules and atoms have several modes to store energy.
They both have translational and electronic energy, while only molecules have the
rotational and vibrational one.
According to quantum mechanics, each of the energetic modes described in sec. 2.2,
is quantized, i.e. they can exist only at certain discrete values.
Let us consider [1, 40] a generic molecule with a certain vibrational energy level
diagram, and let us focus our attention on the ith level. The population of this
level, Ni, will be increased from particles coming from the i−1th and i+1th levels,
and decreased from the particles jumping from the ith level up to i+ 1th or down
to i− 1th levels.
Let Pi+1,i be the ”transition probability” i.e. the probability that a molecule
in the ith level, upon collision with another molecule, will jump up to the i + 1th
level. Physically it can be interpreted on a dimensional basis as the number of
transitions per collision per particles.
Let Z be the collision frequency then the number of collisions per particle per
second.
Let ki+1,i be the product of the collision frequency Z with the probability Pi+1,i,
then it represents the number of transitions per particle per second, one obtains,
for the net rate of change of the population in the ithlevel, the ”master equation
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for vibrational relaxation”:
dNi
dt
= ki+1,iNi+1,i + ki−1,iNi−1,i − ki,i+1Ni,i+1 − ki,i−1Ni,i−1 (2.3.1)
In particular, when the system is in equilibrium, we will have dNi
dt
= 0, then each
transition in a given direction is exactly balanced by its counterpart in the opposite
direction so that the net interchange between any two adjacent states must be zero.
This is the so called ”principle of detailed balancing”:
ki−1,iN∗i−1 = ki,i−1N
∗
i (2.3.2)
or
ki−1,i = ki,i−1
N∗i
N∗i−1
(2.3.3)
where N∗i represents the number of molecules or atoms that are in each energy
level ²i when the system is in thermodynamic equilibrium.
Moreover from quantum mechanics, the vibrational energy expression is
²i = hν(i+
1
2
) (2.3.4)
and the distribution over the energy states is given by the Boltzmann distibution
N∗i = N
e
−²i
kT∑
i
e
−²i
kT
(2.3.5)
where N is now the total number of molecules or atoms. Hence, combining
Eq. (2.3.4) and (2.3.5), we have
N∗i
N∗i−1
=
e
−²i
kT
e
−²i−1
kT
= e
−hν
kT (2.3.6)
Then, with the aid of relation (2.3.6), Eq. (2.3.3) can be written
ki−1,i = ki,i−1e−hν/kT (2.3.7)
and, taking results from quantum-mechanical study of transition probabilities, it
could be also expressed in terms of the single rate constant k1,0
ki,i−1 = ik1,0 (2.3.8)
where k1,0 represents the rate constant for the transition from level i = 1 to the
level i = 0. Substituting these relations in (2.3.1), we have the expression for the
net rate of change of the population in the ith level:
dNi
dt
= k1,0{−iNi + (i+ 1)Ni+1 + ehν/kT [−(i+ 1)Ni + iNi−1]} (2.3.9)
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Since in our problem we are more interested in energies than in population, we can
convert the above equation into a rate equation for the vibrational energy using
the following relations:
evib = hν
Nsp∑
i=0
iNi (2.3.10)
and, consequently
devib
dt
= hν
Nsp∑
i=0
i
dN
dt
(2.3.11)
Using the above equations, after some algebra we obtain
devib
dt
= k1,0(1− ehν/kT )(eeqvib − evib) (2.3.12)
where eeqvib represents the equilibrium vibrational energy and is given by
eeqvib =
hNν
ehν/kT − 1 (2.3.13)
Using the above expression we can define a vibrational relaxation time as τ =
1
k1,0(1−e
−hν
kT )
, thus obtaining
devib
dt
=
1
τ
(eeqvib − evib) (2.3.14)
This simple equation gives the nonequilibrium variation of vibrational energy and
shows that the vibrational energy of the system will always tend toward the equi-
librium value, as we might expect. Besides, the rate at which it tends toward
equilibrium at any instant, is linearly proportional to the amount that it departs
from the equilibrium at that instant, and, the smaller the value of τ , the faster
the relaxation process.
It should be noticed that both eeqvib and τ are variables. Indeed the former is a
function of T as indicated from expression 2.3.13 and the latter is a function of
both p (or density) and T , being affected from Z, the number of collision per
particle per second.
The preceding analysis has been carried out making some approximate assump-
tions that limit the validity of equation (2.3.14) to the cases when:
• The molecules considered behaves with good approximation as an armonic
oscillator; indeed in the above derivation the relation evib = hν is used.
• Multiple quantum jumps can be neglected.
The latter assumption can be justified from noticing that the multiple quantum
jumps (i.e. the transitions from i level to i + 2 level directly) have very small
probability to happen.
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2.3.2 Chemical Nonequilibrium
In this section (see [40]), our aim is to establish relations for the finite time rate of
change of each chemical species present in the mixture, in other words the chemical
rate equations.
This complex and difficult task, is part of an experimental and theoretical science
commonly called chemical kinetics. It is useful to notice that in high speed gas
dynamics two important kind of reactions must be taken into account:
• The ones involving elements of the same nature (the so-called homogeneous
reactions)
• The ones accounting for the interaction between the gas and the solid or
liquid surface of the body
For the moment we will exclude photochemical reactions and those depending on
radiations.
If Xs denotes any given chemical species, the most general chemical equation
describing the overall change from reactants to products may be written in the
general form
ν ′1X1 + ν
′
2X2 + . . .→ ν ′′1X1 + ν ′′2X2 + . . .
or in a more compact form
Nsp∑
s=1
ν ′sXs →
Nsp∑
s=1
ν ′′sXs (2.3.15)
where ν ′s and ν
′′
s are the stoichiometric coefficients, and Nsp is the number of
species.
Empirical results have shown that the concentration of any one of the products in
a reaction can be expressed as
d[Xs]
dt
= ν ′′sK(T )[X1]
z1 [X2]
z2 · · · (2.3.16)
where the product on the right side is taken for all the reactants.
At the same time, the rate of disappearance of any one of the species is given by
d[Xs]
dt
= −ν ′sK(T )[X1]z1 [X2]z2 · · · (2.3.17)
The constant K appearing in the two previous equations, is the so called rate
constant which depends only on temperature, while z = z1 + z2 + · · · is the so
called reaction order, where zs coincide, in the present case, with the respective
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stoichiometric coefficients ν ′s. Only a detailed analysis of the elementary processes
that take place in the overall reaction could allow us to derive rate equations such
as (2.3.16) and (2.3.17), and in particular to determine the expression for the
constants K. Anyway, although an enormous body of knowledge has been accu-
mulated, this analysis is still not so clear and the field is still in an incomplete
state of development, and no generally satisfactory theory exists.
However, it is interesting to proceed in the description of this topic in order to
improve the physical understanding of the subject. Once the reaction has been
divided into its elementary processes, the rates of these processes must be as-
sessed. The elementary interaction between molecules is characterized mostly by
two features. The first one is related to the conditions which should be satisfied
by molecules in order to react, while the other concern the frequency with which
these conditions are satisfied. The description of the first characteristic implies
some assumption regarding the mechanism whereby the elementary reaction takes
place. This involves the concept of molecularity of the reaction, which consists
in the number of molecules that involved in the course of the reaction. Three
significant mechanisms related to different molecularity are the following one:
• Bimolecular mechanism: Collision of two molecules leads to a reaction.
(Ex : AB +M → A+B +M)
• Trimolecular mechanism: Collision of three molecules leads to a reaction.
(Ex : A+B +M → AB +M)
• Unimolecular mechanism: Spontaneous decomposition of a molecule, previ-
ously activated to a high energy level, leads to a reaction.
(Ex : AB? → A+B)
Most of the relevant chemical processes happening in typical (re-)entry flows can
be described by the foregoing elementary mechanisms; one of the most important
is the dissociation reaction AB +M → A+B +M on which the attention will be
focused in the following.
2.3.3 Arrhenius Law
It is clear that a reaction will take place thanks to collisions among molecules, but
not all the collisions will be successful in bringing the species involved from the
reactants state to the products one. First of all, one should require that the energy
related to a collision should be higher than a certain threshold and moreover,
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among those sufficiently energetic collisions, only a fraction will actually result in
the reaction.
Briefly this can be expressed as follows (see [40]):

Rate of
reacting
collisions
 =
[
Rate of
collisions
]
×

Fraction of
collisions that
involves enough
energy
×

Fraction of sufficiently
energetic collisions
that actually result
in a reaction

(2.3.18)
The first factor is known from equilibrium kinetic theory, the second one is the
so called activation or energy factor, and finally the third one is the so called steric
factor which should be determined empirically.
Going through the theoretical details of the previous explanation, it was empiri-
cally recognized that, for a bimolecular dissociation reaction of the type:
A2 +M
kf→ 2A+M (2.3.19)
the reaction constant kf can be related to the temperature by the so called Arrhe-
nius Law
kf = CfT
ηf exp
(
−Θd
T
)
(2.3.20)
where Cf ,ηf , and Θd are not dependent on the temperature and can be obtained
from kinetic theory and experimental data.
In Eq. (2.3.19)M refers to any particle that may be present in the mixture which
will lead to the dissociation of the A2 molecule, and in general the quantity kf will
depend on the nature of this body. The first point in the determination of a rate
equation for Eq. (2.3.19) is coherent with the logic expressed in Eq. (2.3.18),
from which the number of reacting collisions per unit volume per unit time follows
as
Z · Z(ε0)
Z
· P
where Z represents the bimolecular collision rate, Z0(ε0)/Z is the number of colli-
sions involving an energy gather than the threshold ε0 and P is the steric factor.
Observing that, for such a collision, two atoms of A are produced and a molecule
of A2 is removed, the molecular concentration of this two species will vary in time
as (
dnA
dt
)
f
= 2P
Z(ε0)
Z
Z and
(
dnA2
dt
)
f
= −P Z(ε0)
Z
Z (2.3.21)
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where nA and nB are the number density of the molecules of the two species.
According to kinetic theory [40] the frequency of collision is given by
Z = 2
nA2nM
σ
d
2
√
2pikT
m?
(2.3.22)
where the symmetry factor σ is given by
σ =
{
2 for M ≡ A
1 for M 6= A
,
d is the average diameter,m? is the average mass and both depend on the particular
particle M. A first theoretical task deals with the choice of the threshold energy
ε0 which as a first approximation could be chosen equal to the dissociation energy
D per molecule1.
In force of this assumption the activation factor is given by
Z(ε0)
Z
=
Z(D)
Z
=
(
D
kT
)s−1
e−D/kT
(s− 1)! (2.3.23)
which can be interpreted as the probability that 2s square terms2 have combined
energy exceeding ε0. Substituting Eqs. (2.3.22) and (2.3.23) into (2.3.21) the time
rate of the molar concentration 3 for the species A, is given by(
d[A]
dt
)
f
= 2
[
P
2Nˆd
2
σ(s− 1)!
√
2pik
m?
T
1
2
(
Θd
T
)s−1
exp
(
−Θd
T
)]
[A2][M ] (2.3.24)
where Θd =
D
k
. The previous equation rewritten as(
d[A]
dt
)
f
= 2kf [A2][M ] (2.3.25)
where kf is identified by the term in brackets in (2.3.24). From Eq. (2.3.24) the
expression for the forward reaction rate is of the type expressed in Eq. (2.3.20)
where
Cf = P
2Nˆd
2
σ(s− 1)!
√
2pik
m?
Θs−1d and ηf =
3
2
− s.
This was to clarify briefly the theoretical derivation of the Arrhenius shape for
kf in the simple case of dissociation of a diatomic molecule. Attention will now
focus on the possible use of this expression in order to describe the mass production
for a species present in the mixture.
1This quantity can be estimated experimentally by spectroscopic measurements.
2a ”square term” represents an energy written in a quadratic form ² = 12Az
2 where A is a
constant and z is a continuous variable
3[Y ] = ny/Nˆ , where ny is the number density of the yth species, and Nˆ the Avogadro number.
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2.3.4 Chemical mass production term
Let us now turn our attention to the recombination reaction
A2 +M
kb← 2A+M
(2.3.26)
where kb is the so called backward reaction rate. This reaction requires the
collision between two A-atoms and a third body M, which is actually needed in
order to increase the collision energy to the level corresponding to recombination.
It should be noticed that in the dissociation reaction (2.3.19) the role played by
the particle M is exactly the opposite, i.e. it supplies part of the energy absorbed
by the dissociation.
Since both the reaction (2.3.26) and (2.3.19) are happening simultaneously the net
rate of change of [A] is given by
d[A]
dt
=
(
d[A]
dt
)
f
+
(
d[A]
dt
)
b
(2.3.27)
and thanks to (2.3.25)
d[A]
dt
= 2kf [A2][M ] +
(
d[A]
dt
)
b
(2.3.28)
Since at equilibrium conditions the net rate of change of the species concentration
is zero, from the previous relation we can determine the expression for (d[A]?/dt)b,
where the suffix ? refers to equilibrium conditions. Therefore the following relation
d[A]
dt
= 0 ⇒
(
d[A]
dt
)?
b
= −2kf [A2]?[M ]? (2.3.29)
by the principle of detailed balancing, must hold for each possible third body in
an equilibrium mixture, of course with the appropriate value of kf . At the same
time by the law of mass action which applies at equilibrium conditions one has
[A]?
2
[A2]?
= Kc(T )
where Kc is the equilibrium constant for the reaction. Substituting this result in
(2.3.29) one gets (
d[A]
dt
)?
b
= −2 kf
Kc
[A]?
2
[M ]∗ (2.3.30)
We now introduce the common assumption that, for given values of the tem-
perature and reactants concentration, the rate at which a reaction proceeds in a
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certain direction is the same whether the reaction is or not in equilibrium (this
is not always true since other simultaneous nonequilibrium processes, for instance
vibration, can alter the rate of reaction). Hence we obtain(
d[A]
dt
)
b
= −2kb[A]2[M ] (2.3.31)
where kb is related to the other two constants by
Kc =
kf
kb
(2.3.32)
Recombining the two equations (2.3.19) and (2.3.26) we have
A2 +M
kf 2A+M
kb
and therefore the net rate of change of [A] will be given by
d[A]
dt
= 2kf [M ]
{
[A2]− 1
Kc
[A]2
}
The previous formulation is limited to one reaction and it is of course not sufficient
to describe a mixture of different species. The first thing one can think about is the
fact that a single species can be involved in more than one reaction and therefore
the net variation of a species concentration [Xs] will be given by the sum among
all the contribution. Therefore for a generic reaction set denoted as
∑Nsp
i=1 ν
′
i,rXi
kf,r ∑Nsp
i=1 ν
′′
i,rXi
kb,r
the following expression gives the time rate of change of the i-th species concen-
tration
d[Xi]
dt
=
Nr∑
r=1
(ν
′′
i,r − ν
′
i,r)kf,r
{
Nsp∏
i=1
[Xi]
ν
′
i,r − 1
Kc,r
Nsp∏
i=1
[Xi]
ν
′′
i,r
}
(2.3.33)
where Nsp is the number of species, and Nr the number of reactions.
2.4 Nonequilibrium, Equilibrium and Frozen Flows
After the discussion carried out in the preceding sections, it is important now
to define when a flow has to be considered in thermodynamic and/or chemical
equilibrium.
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In general, each fluid particle, because of his own velocity, will not have enough
time to reach the vibrational and chemical equilibrium: in fact while collisions take
place and the fluid particle approaches the equilibrium, the velocity field will have
brought that particle in a different place along the body where there are different
values of the thermodynamic state variables and T and p. It has to be reminded
that, even in case of boundary layer computations, where p is considered constant
in the boundary layer thickness, the variation of T affects in a strong way the
equilibrium thermodynamic properties of the mixture.
We can now define two different limit cases for a reacting flow, the equilibrium
flow and the frozen flow.
In the equilibrium flow the properties of a moving fluid elements demand in-
stantaneous adjustment to the local p and T as the element moves through the
field. This means both that the chemical and the vibrational rates have to be
infinitely large, that is kf = kb →∞ and τ = 0.
In the frozen flow, the reaction rates are precisely zero, and, as a consequence,
the chemical composition remains constant throughout space and time. Thus, the
reaction rate constants kb and kf are assumed to be zero while for the vibrational
relaxation time it holds τ →∞.
Of course, neither of the above flows occur exactly. If we let
• τf : characteristic time for a fluid element to traverse the flow field of interest(l/V∞).
• τc: characteristic time for the chemical reactions and/or vibrational energy
to approach the equilibrium.
we can assume equilibrium flow if τf À τc, and frozen flow if τf ¿ τc. For all the
other cases, the reacting and/or vibrationally excited flow is nonequilibrium.
In an equilibrium flow, the chemical composition is uniquely determined by the
local values of p and T or ρ and T.
In the present work the fluid has been considered both in thermal and chemical
nonequilibrium.
2.5 Transport properties
The phenomena of diffusion, viscosity and thermal conductivity are all physically
similar in that they involve the transport of some physical property through the
gas.
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Ordinary diffusion is the transfer of mass from one region to another because of a
gradient in the concentration4; viscosity is the transport of momentum through the
gas because of a gradient in the velocity and thermal conductivity is the transport
of thermal energy resulting from the existence of thermal gradients in the gas.
These properties are appropriately termed transport phenomena.
2.5.1 Molecular description
The exact representation of the mixture dynamical state is not only impossible
because it requires the knowledge of velocity, position and internal state of every
particle in the mixture, but it is also redundant for our continuum description that
only needs the knowledge of some suitably defined average quantities. It seems
therefore more practical and convenient to use a statistical approach that, by its
own nature, gives the “global” behaviour of the system under investigation.
Consider a particle belonging to species i, for simplicity we assume it has no
internal degrees of freedom: its state is completely characterized by its position
~r and its velocity ~ci. The six-dimensional space having as components the three
components of ~r and the three components of ~ci is called the phase space. In
the spirit of the continuum description, it would be enough to have a distribution
function fi(~r,~ci, t) that gives the expected amount of i species particles in an
elementary volume d~rd~ci of the phase space. In other words, Ni = fi(~r,~ci, t)d~rd~ci
is the expected number of i species particles in the volume element d~r located at
~r, whose velocities lies in the interval d~ci about velocity ~ci at time t. Integration
with respect to ~r and ~ci gives the total number of i species particles in the system.
Integration with respect to ~ci gives the the total number of i species particles in
the volume d~r and the number density ni of i species is this number divided by
d~r:
ni(~r, t) =
∫
fi(~r,~ci, t)d~ci (2.5.1)
(the integration extends over the full velocity range). The partial density ρi is
ρi = mini where mi is the mass of the single i species particle. If ϕi(~r,~ci, t) is
a generic property for species i function of the particle velocity, its average value
(denoted by the overbar sign) is:
ϕi(~r, t) =
1
ni(~r, t)
∫
ϕi(~r,~ci, t)fi(~r,~ci, t)d~ci (2.5.2)
4Truly, using a more rigorous approach, diffusion may also result from a temperature gradient
(the Soret effect) and the transfer of energy may also result from a concentration gradient (the
Dufour effect)
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The i species average velocity (the same as the one defined in section 3.4.2) is:
~Vi(~r, t) =
1
ni(~r, t)
∫
~cifi(~r,~ci, t)d~ci (2.5.3)
The mixture mass average average velocity is defined as:
~V (~r, t) =
1
ρ(~r, t)
Ns∑
i=1
mini(~r, t)~Vi(~r, t)
and it is identical to the one defined by Eq. 3.4.3. The difference between the i
species particle velocity and the mixture average velocity is the peculiar velocity
of species i: ~Ci = ~ci− ~V . The peculiar velocity allows us to compute the diffusion
velocity as:
~Vi(~r, t) = 1
ni(~r, t)
∫
~Cifi(~r,~ci, t)d~ci (2.5.4)
(where use has been made of Eqs. 2.5.3 and 3.4.5 and of the peculiar velocity def-
inition). The peculiar velocity is linked with the thermal motion of the molecules:
in a mixture at rest, without macroscopic gradients, particles are still subject to
Brownian motion and this motion is nothing else than the peculiar velocity.
2.5.2 Transport fluxes definition
In a gas under nonequilibrium conditions, gradients exist in one or more of the
macroscopic physical properties of the system: composition, velocity, tempera-
ture. The gradients of these properties result in the molecular transport of mass,
momentum and energy through the mixture. The flux vector associated with the
transport of the generic property φi is:
~Φi(~r, t) =
∫
φi(~r,~ci, t)~Cifi(~r,~ci, t)d~ci
We point out that the velocity with which φi is transported is the peculiar velocity
~Ci of i species particle and not the total velocity ~ci = ~Ci + ~V . In effect we
are considering the transport of φi through the mixture and the mixture average
velocity ~V is responsible for the transport of φi with respect to a fixed reference,
but not through the mixture, that is the task of the peculiar velocity.
For instance, the transport of mass is obtained by setting φi = mi and is given
by:
~Ji(~r, t) =
∫
mi ~Cifi(~r,~ci, t)d~ci = ρi~Vi (2.5.5)
.
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The transport of momentum is obtained by setting φi = mi ~Ci and reads:
P¯i(~r, t) =
∫
mi ~Ci ⊗ ~Cifi(~r,~ci, t)d~ci = ρi ~Ci ⊗ ~Ci (2.5.6)
The quantity P¯i is the 3 times 3 i species pressure tensor. It is a symmetric tensor
and the diagonal elements are normal stresses and the nondiagonal elements are
shear stresses. The arithmetic mean value of the tensor trace is the thermodynamic
pressure of i species, already defined in Sec. ??. The pressure tensor for the whole
mixture is the sum of the species pressure tensors.
The transport of the translational component of the internal energy is obtained
by setting φi =
1
2
miC
2
i and reads:
~qi(~r, t) =
1
2
∫
miC
2
i
~Cifi(~r,~ci, t)d~ci =
1
2
ρiC2i
~Ci (2.5.7)
The sum of such vectors over all the species gives the mixture heat flux vector.
2.5.3 Particles with internal degrees of freedom: the Eu-
cken correction
The previous discussion is valid for particles without internal degrees of freedom.
The simplest way of extending it is to treat classically the translational degrees of
freedom and quantum mechanically the internal ones. We redefine the distribution
function by introducing the internal quantum state I (each species having QI
internal states). fi(~r,~ci, I, t)d~rd~ci is now the expected number of molecules of
type i in quantum state I in the volume element d~r located at ~r, whose velocities
lies in the interval d~ci about velocity ~ci at time t. The number density of species
i now becomes:
ni(~r, t) =
QI∑
I=1
∫
fi(~r,~ci, I, t)d~ci (2.5.8)
The difference with respect to Eq. 2.5.1 is that now one has to sum over the
internal states. The same is valid for the others quantity previously defined. A
little bit more care has to be used for the species energy, which now includes also
the contribution of the internal states. Identifying with EiI the energy linked with
the I internal state (which, in general, is independent from the particle velocity
~ci) of i species, we have for the mixture total energy:
etr(~r, t) + eint(~r, t) =
1
ρ(~r, t)
Ns∑
i=1
QI∑
I=1
∫
(
1
2
miC
2
i + E
i
I)fi(~r,~ci, I, t)d~ci (2.5.9)
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The transport fluxes are obtained by summing over the internal states too and
the formulas are similar to the ones for a monoatomic mixture. The only slight
modification is for the heat flux vector that reads:
~qi(~r, t) =
QI∑
I=1
∫
(
1
2
miC
2
i + E
i
I)~Cifi(~r,~ci, t)d~ci (2.5.10)
The transport of the internal states energy is also taken into account.
2.5.4 Boltzmann equation
The starting point of the theory about the transport properties is the famous
Boltzmann equation which is a governing equation for the distribution function
and describes a mixture from the molecular point of view:
∂fi
∂t
+ ~ci · ∇~rfi + ~Fi · ∇~cifi =
Ns∑
j=1
J(fifj) (2.5.11)
In compact notation it can be written as:
Di(fi) = Ci(fi) (2.5.12)
The left hand side is the streaming operator and gives the change of the distribution
function due to convection and effect of the body forces ~Fi; the right hand side is
the collision operator and gives the change in the distribution function due to the
processes of collision happening into the flow [17].
Let ϕi(~r,~ci, t) be a generic property defined for every mixture component i.
Since the collisional operator gives the change in the distribution function fi due
to collisions, the quantity:(
∂ϕi
∂t
)
coll
=
1
ni
Ns∑
j=1
∫
ϕi(~r,~ci, t)J(fifj)d~ci (2.5.13)
can be interpreted as the average rate of change of ϕi due to collisions. The rate
of change of the mixture property ϕ = 1
n
∑Ns
i=1 niϕi is given by:(
∂ϕ
∂t
)
coll
=
1
n
Ns∑
i=1
ni
(
∂ϕi
∂t
)
coll
=
1
n
Ns∑
i,j=1
∫
ϕi(~r,~ci, t)J(fifj)d~ci (2.5.14)
The total rate of change of ϕi, i.e. the rate of change due to both the streaming
operator and the collisional operator, is obtained multiplying the Boltzmann equa-
tion (Eq. 2.5.11) by ϕi itself and integrating over ~ci; the equation thus obtained is
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called the equation of change of the property ϕi. Using the compact form of the
Boltzmann equation the procedure writes as:∫
ϕiDi(fi)d~ci =
∫
ϕiCi(fi)d~ci =
(
∂ϕi
∂t
)
coll
(2.5.15)
The equation of change for the mixture property ϕ is obtained by summing up
over all the species.
Even the mixture governing equations can be obtained from the equations of
change. For instance, identifying ϕi with the mass mi of species i, Eq. 2.5.15
gives the species continuity equation (i.e. Eq. 3.4.7 of Sec. 3.4.3). Furthermore,
identifying now ϕi with the species momentum mi~ci and summing over all the
species, the mixture momentum equation is recovered (i.e. Eq. 3.4.8 of Sec. 3.4.4)
and the change in momentum due to the collisional operator (Eq. 2.5.14) is zero
because of the principle of conservation of momentum during collisions.
2.5.5 Chapman-Enskog solution
If we have a gas at equilibrium, there are no gradients in composition, velocity and
temperature, then the distribution function fi reduces to the Maxwellian distribu-
tion f
(0)
i . Hence, at equilibrium, f
(0)
i is independent of time and this constitutes
a state of overall balance in the collision processes: the number of molecules of
species i in a particular velocity range which are lost due to collisions is exactly
compensated by the number created by the collision processes.
Usually we are interested in the properties of gases which are under conditions
only slightly different from equilibrium so that the flux vectors are linear in the
derivatives.
That is what happens in the Chapman-Enskog method for the solution of the
Boltzmann equation, in which the transport fluxes (Eqs. 2.5.5, 2.5.6, 2.5.10) are
expressed as linear functions of the macroscopic variables gradients through some
proportionality scalar quantities, the transport coefficients.
The distribution function is developed in a series expansion with respect to
a small perturbation parameter, which is assumed to be the Knudsen number5.
Stopping the expansion to the first two terms we have:
fi = f
(0)
i + ²f
(1)
i = f
(0)
i (1 + φi) (2.5.16)
5The Knudsen number Kn = λ/L is an indication of the collision path length relative to a
flow scale.
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The approximate solution of the Boltzmann equation is obtained by inserting the
series expansion into Eq. 2.5.11 and equating the coefficients of equal powers of
² [10, 17]. The expression for the Maxwell distribution function f
(0)
i is
6:
f
(0)
i = ni
(
mi
2pikBTi
) 3
2
e
−miC
2
i
2kTi (2.5.17)
If the Maxwell distribution is used into the equations of change Eq. 2.5.15,
they reduce to the Euler equations which are characterized by the absence of the
transport fluxes, i.e. Eqs. 2.5.5, 2.5.10 are identically zero and Eq. 2.5.6 is equal
to the thermodynamic pressure pi.
The perturbation term φi is the solution of a linear integro-differential equation
and it appears as a function of local gradients in the flow field:
φi = − ~Ahi · ∇logTh − ~Aei · ∇logTe − Bˆi : ∇v + n
∑
j
~Cji · ~dj − Fi (2.5.18)
The diffusion driving forces ~di are defined in Sec 2.5.8. The coefficients
~
Ah,ei ,
Bˆi,
~Cji and Fi are function of the species i peculiar velocity
~Ci and depend on the
local flow properties and on the interaction potentials among the various plasma
particles [17]; furthermore they are determined from the integro-differential equa-
tion satisfied by φi.
The first and second terms in the right hand side of Eq.( 2.5.18) are responsible for
thermal conduction and thermal diffusion effects. The third term stands for vis-
cous effects, the fourth term takes into account concentration, pressure and forced
diffusion while the last term plays a negligible role in situations where Te 6= Th
(Ref. [10], p. 462).
The perturbation term φi is small with respect to f
0
i ; in fact, as we have said
before, this method works for a weak deviation from thermal equilibrium, in order
to have flux vectors that are linear in the derivatives.
If the approximate solution fi = f
(0)
i (1 + φi) is inserted into the equations of
change, Eq. 2.5.15, they reduce to the Navier-Stokes equations. The diffusion flux,
the pressure viscous tensor and the heat flux are obtained by computing the trans-
port fluxes (Eqs. 2.5.5, 2.5.6, 2.5.10) with the approximate value of the distribution
function.
6In the most general case, for particles with internal degrees of freedom, we have f (0)i =
ni
Qint
(
mi
2pikBTi
) 3
2
e
− miC
2
i
2kBTi
− E
i
I
kBTi where Qint is the partition function of the internal modes and EiI
the energy linked with the I internal state.
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A closed form expression for the coefficients
~
Ah,ei , Bˆi,
~Cji and Fi does not exist:
an approximate solution is sought in the form of a finite polynomial expansion.
The Sonine polynomials, which have some useful orthogonality properties, are
used [8, 10]. The accuracy of the approximation depends on how many terms
are kept in the polynomial expansion. The sequence is monotonically increasing
and converges to the exact solution of the integro-differential equation and so the
transport properties computed with the Sonine expansion tend asymptotically to
the properties computed with the exact Chapman-Enskog procedure [10].
2.5.6 Heavy particles transport properties
Devoto ( [9]) has shown that, by properly taking into account the fact that the
mass of electrons is much smaller than the one of the heavy particles, the complex
task to derive the transport properties for a two-temperature plasma flow could
become easier. In fact, thanks to that, the heavy particle and electron transport
properties may be calculated separately as being the sum of two contributions.
The interactions between species s and j enter the formulas under the form of
so called collision integrals Ω¯lmsj (Tsj)(see details in [39] App. A), which can be
interpreted as generalized cross-sections. Herein, the indices (lm) indicate the
type of cross section considered; Tsj = Thr for interactions involving only heavy
particles while Tsj = Tev for collisions involving at least one electron.
During collisions with electrons, the thermal velocities of heavy particles undergo
minor changes. It turns out that, within an error of the order of (me/mh)
1/2, the
heavy particles transport properties are the same found for a hypothetical single-
temperature mixture.
For single-temperature mixtures, we can use the Hirschfelder formulas, a rigorous
expression derived by Hirschfelder, Curtiss and Bird ( [17]). The computation
of the first approximation of dynamic viscosity µ1 and of translational thermal
conductivity λ1h of heavy particles, take the general form:
µ1orλ1h = −
A1,1 . . . A1,n−1 x1
...
...
...
An−1,1 . . . An−1,n−1 xn−1
x1 . . . xn−1 0
|As,j| (2.5.19)
where we assumed that the electron is the n-th species. About matrix elements
we can say that As,j = Aj,s and they involve the collision integrals (see [39] App.
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A).
This computational work is considerable when we deal with complex mixtures, so
researchers have tried to recover simpler expressions. Since in neutral gases the
off-diagonal elements are very small with respect to the diagonal ones, Yos ( [13])
has proposed an approximation of Hirschfelder formulas, the so called mixture
rules, in which he has replaced all off-diagonal elements in (2.5.19) by an average
off-diagonal value. Then the computation of the first approximation of dynamic
viscosity and of translational thermal conductivity of heavy particles becomes:
µ1orλ1h =
Nsp−1∑
i=1
xi
Ai+aav
1− aav
Nsp−1∑
i=1
xi
Ai+aav
(2.5.20)
where aav is the average off-diagonal value (see [39] App. A).
With regard to the rotational (λr), vibrational (λvib) and electronic (λel) thermal
conductivity, they are computed by means of the Eucken-type model:
λM = Nsp
∑
i
xiCˆp,I,i∑
j 6=e
(xj/Dij)
(2.5.21)
where Cˆp,I,s is the specific heat (in J/K) associated with the degree of freedom M
of species i and Dij is the binary diffusion coefficient (see Sec. 2.5.8).
2.5.7 Electron transport properties
For a first approximation of the electron thermal conductivity including a single,
non-vanishing Sonine polynomial contribution, we have the formula of Devoto( [9])
or the equivalent result of Kolesnikov and Tirskii( [20]):
λ1e = (76kB/64)
xe (pikBTev/me)
1/2
xeΩ¯22ee +
(
1/
√
2
) ∑
j 6=e
xj
[
25
4
Ω¯11ej − 15Ω¯12ej + 12Ω¯13ej
] (2.5.22)
When no electrons are present, λ1e equals zero.
Anyway, in order to obtain more accurate results, higher order formulas are needed
for the electron thermal conductivity. Using two non-vanishing Sonine polynomi-
als, Devoto’s formula reads:
λ2e =
75n2ekB
8
(
2pikBTe
me
)1/2
1
q11 − (q12)2 /q22 (2.5.23)
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where the qmp terms may be expressed in terms of collision integrals ( [39] App.
A).
2.5.8 Diffusion in two temperature plasmas
The modelling of diffusion in two-temperature plasmas has been overlooked in
much of the western literature until now. In the Russian literature, on the con-
trary, a rigorous formulation for multi-component diffusion in two-temperature
ionized mixtures has already been presented by Kolesnikov and Tirskii in the late
1970s [20]. Only recently, the expressions for mixtures under thermal equilib-
rium [21] and for a two-temperature plasma [18] had been translated into English.
We can observe that the model of Kolesnikov and Tirskii reduces to the model
proposed by Ramshaw and Chang [32] up to the lowest non-vanishing order in
the Sonine polynomial expansion. Comparing both models, the formulation of
Kolesnikov and Tirskii is far more complete (it includes higher-order Sonine ap-
proximations and full expressions for the thermal diffusion ratios) but somewhat
less elegant than the Ramshaw-Chang’s formulation.
The Stefan-Maxwell equations
Heavy particles and electrons diffusion velocities ~Vi obey the Stefan-Maxwell rela-
tions [17, 18]: ∑
j 6=e
xixj
Dij
(
~Vj − ~Vi
)
− kT−i∇logTh = ~di (i 6= e)
(2.5.24)
−
∑
j 6=e
xexj
Dej
~Ve − kT−e∇logTe = Th
Te
~de
where kT−i is the thermal diffusion ratio of the considered particle, ~di represents the
diffusion driving forces and Dij stands for the binary diffusion coefficient between
i and j particles.
Concerning the diffusion driving forces ~di, in the most general case they are
defined as follows:
nkBTh~di = ∇pi − yi∇p− nkBTh · ρi
ρp
(
ρ~Fi −
Ns∑
k=1
ρk ~Fk
)
(2.5.25)
We see how diffusion is generated by gradients in chemical composition ( ∇pi
nkBTh
),
in pressure and by difference on the body forces acting on each species. Besides it is
worth mentioning that the vector of driving forces has the property:
∑Ns
i=1
~di = 0.
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In this work, we will neglect the terms concerning the pressure-diffusion, the
temperature diffusion (the Soret effect)and body forces-diffusion; we will only con-
sider diffusion generated by gradients in chemical composition.
Hence, under the Eucken assumption, Eqs. 2.5.24 read:∑
j 6=e
xixj
Dij
(
~Vj − ~Vi
)
=
1
nkBTh
· ∇pi (i 6= e)
(2.5.26)
−
∑
j 6=e
xexj
Dej
~Ve = 1
nkBTe
∇pe
Binary diffusion coefficients
Taking into account only a single, non-vanishing Sonine polynomial contribution,
Kolesnikov [18] gives the following expression for the binary diffusion coefficients:
D1ij =
3 (2piµijkBTij)
1/2
16nµijΩ¯11ij (Tij)
(2.5.27)
where µij = mimj/(mi + mj) is the reduced mass of particle i and j and
Tij = Th for interaction involving only heavy particles while Tij = Te for interaction
involving at least one electron.
Ramshaw and Chang [32] use a different definition:
D1ij =
3k2BTiTj (2piµij/kBTij)
1/2
16pµijΩ¯11ij (Tij)
(2.5.28)
Both definitions are equivalent only under thermal equilibrium.
Formulation of Ramshaw and Chang
The diffusion model of Ramshaw and Chang is nevertheless correct, because it also
uses a slightly different formulation of the Stefan-Maxwell relations. If we replace
in Eq. 2.5.26 the D1ij in the formulation of Kolesnikov and Tirskii by the one of
the Ramshaw-Chang’s formulation (Eq. 2.5.28), we find back the same result.
Under the same assumptions did before, the model of Ramshaw and Chang takes
the following form:
Ns∑
j
zizj
Dij
(
~Vj − ~Vi
)
= ∇zi (2.5.29)
where we have introduced the partial pressure ratios zi = pi/p.
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2.6 Heterogeneous Catalycity
When the gas surrounding a solid surface is dissociated, atomic species can recom-
bine not only in the boundary layer but also at the solid surface. These chemical
processes could release reaction energy increasing the thermal load on the surface.
It is easy to realize how much is important to estimate this additional thermal
flux in order to design an efficient Thermal Protection System (TPS) for space
vehicles.
Of course different materials have different behaviours with respect to the recombi-
nation; when a material is completely inert with respect to atomic recombination
one says that it represents a non catalytic wall(Fig. 2.4) , when, on the oppo-
site, it promotes the recombination of all the impinging atoms it is said to be a
fully catalytic wall(Fig. 2.2). The latter definition needs further observations. Let
us recall that a catalyzer promotes a chemical reaction, but it does not alter its
final state. In particular, a catalyzed reaction cannot go beyond the local equi-
librium conditions for the reaction itself. The definition of fully catalytic wall as
a wall that promotes the recombination of all the atoms impinging the wall itself
is, therefore, not correct and it would be better to define as fully catalytic wall a
material that, in the limit, allows a local gas composition equal to the equilibrium
one. In literature such a wall is often known as local equilibrium wall. When the
material is neither non catalytic nor fully catalytic it is called a partially catalytic
wall(Fig. 2.3).
q
q
R
R
Figure 2.2: Fully catalytic wall
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Rq
Figure 2.3: Partially catalytic wall
Figure 2.4: Non catalytic wall
The heterogeneous process taking place at the frontier between gas and solid,
is based on the possibility, for a gas species, to be either absorbed or desorbed by a
free surface site. This latter appellation states for a particular ”excited condition”
which represent an alteration of the solid structure allowing for the flow-solid
interaction. For wall temperature below 2000-2500 K, there are different types of
elementary reactions [2, 22, 26, 33]:
1. Atoms in the gas-phase can be adsorbed by a free active surface site or they
can leave the surface by thermal desorption. The adsorbed atoms are called
adatoms. The adsorption-desorption reaction is written symbolically as:
X + (S)À (X − S )
where (S) represents a free active surface site.
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2. Atoms in the gas-phase can recombine with adatoms to form a molecule
that leaves the surface. This mechanism is known as Eley-Rideal (E-R)
recombination.
Y + (X − S )→ XY + (S)
3. Adatoms migrate on the surface and recombine together in a molecule that
leaves the surface. This mechanism is known as Langmuir-Hilsenwood (L-H)
recombination.
(Y − S ) + (X − S )→ XY + 2(S)
4. Molecules in the gas-phase can be adsorbed by a free site and released by
thermal desorption. This process usually does not contribute to the heat
release, unless the absorbed molecule is highly excited and releases the excess
of energy to the surface, but it can modify the number of free sites and,
therefore, the efficiency of E-R and L-H reactions.
5. Molecules are absorbed on the surface and dissociated (dissociative adsorp-
tion): it is in practice the reverse of the E-R and L-H reactions.
Next to the surface the diffusion from the bulk of the flow feeds the ith species.
Therefore, at steady state, the net amount of species i produced or destroyed by
catalytic reactions has to be balanced by the diffusion flux of species i itself, which
analytically reads
~Ji,w · ~nw = w˙i,cat (2.6.1)
(where ~nw is the normal to the wall, oriented from the gas towards the wall).
From a practical point of view the wall production rate w˙i,cat is often expressed in
a simplified form assuming that a first order reaction is happening at the wall. In
a more sophisticated approach, we define a suitable recombination probability γi
(then it is a value between 0 and 1), and the production term can be written as
w˙i,cat = γiMiM↓i (2.6.2)
where kinetic theory provides an expression for the impinging flux M↓i , and γi =
Mi,rec/M↓i , is defined as the ratio between the flux of particles which are leaving
the surface after recombinationMi,rec andM↓i . Then the flux leaving the surface
is M↓i - Mi,rec = (1 - γi)M↓i .
The main point now is to find an expression for the catalytic mass production term
w˙i,cat. According to the expression used for the particles distribution function at
the wall, we can have two different results (see [2, 33, 36]):
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M↓i = ni
√
kTw
2piMi︸ ︷︷ ︸
Maxwell
and M↓i = ni
√
kTw
2piMi
+
1
2Mi
~Ji · ~nw︸ ︷︷ ︸
Chapman-Enskog
and finally the corresponding expressions for the mass production are given by
w˙i,cat = γiMini
√
kTw
2piMi︸ ︷︷ ︸
Maxwell
and w˙i,cat =
2γi
2− γiMini
√
kTw
2piMi︸ ︷︷ ︸
Chapman-Enskog
(2.6.3)
The last two results are practically identical for γi ¿ 1, but when γi → 1 the
difference is appreciable7.
2.6.1 Catalytic wall model implementation
This subsection deals with the practical implementation of heterogeneous catalyc-
ity as boundary condition for the species continuity equations.
In the following, we will outline the description of the model and its implemen-
tation that was introduced by Scott [36].
Recalling that the net amount of species i produced or consumed by surface
reactions has to be balanced by the diffusion flux of species i itself, the boundary
condition can be used to compute the wall chemical composition. First of all an
expression for the wall reaction rate w˙i,cat is needed. Let us focus our attention
on the formulation based on the recombination probability γ, expressed in Eq.
( 2.6.2).
The formulation expresses simply the global rate of depletion (γi being a re-
combination probability) of species i; it does not say either by means of which
reactions this happens, or which other species are formed. Let’s consider for ex-
ample a five species air mixture (O2, N2, NO, O, N) and let’s assume that the only
important reactions at the wall are the recombination of molecular oxygen and of
molecular nitrogen. Two reactions are therefore possible:
O +O → O2 (2.6.4)
N +N → N2 (2.6.5)
which are the results of the following single step reactions:
O + S → (O − S ) (2.6.6)
7Note that, in the BL code, the recombination probability used is γw = 2γi2−γi then the range
is between 0 (non catalytic wall) and 2 (fuly catalytic wall)
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O + (O − S )→ O2 + (S) (2.6.7)
and
N + S → (N − S ) (2.6.8)
N + (N − S )→ N2 + (S) (2.6.9)
Reactions ( 2.6.4) and ( 2.6.5) are exothermic, so in order to correctly compute
the released chemical energy that adds up to the thermal load, it is necessary
to determine which reactions are effectively taking place and their respective rate.
Such a task is accomplished by a modification of the definition of the recombination
probability. A different value of γ is defined not only for every recombining species,
but also for every reaction. With reference to the previous reaction scheme the
following γ’s are defined: for atomic oxygen γO1 and for atomic nitrogen γ
N
2 . Here
subscript 1 refers to the reaction O +O → O2, and the subscript 2 to the reaction
N +N → N2. γO1 is the fraction of O atoms impinging the wall that recombine
into O2 and γ
N
2 is the fraction of the atomic nitrogen that recombine into N2.
The γ’s previously defined have to respect the constraints:
0 ≤ γO1 ≤ 1 and 0 ≤ γN2 ≤ 1
The wall heterogeneous reaction rates are written as:
w˙O2,cat = −γO1 MO2
M↓O
2
= −γO1 MOM↓O
w˙N2,cat = −γN2 MN2
M↓N
2
= −γN2 MNM↓N
w˙O,cat = γ
O
1 MOM↓O
w˙N,cat = γ
N
2 MNM↓N
The wall reaction is taken positive if the species is a reactant, negative if the
species is produced.
The above formulation can be written under a compact form that is more
suitable for code implementation:
w˙i,cat =MiM↓i
Nr∑
k=1
νkiγ
i
k −
Nr∑
l=1
Nsp∑
j=1
µljiγ
j
lMjM↓j (2.6.10)
The first term in the right hand side of the latter reaction rate expression describes
the depletion of species i due to wall chemical reactions, while the second term
describes the creation of species i by wall reactions. The matrix νki has the element
(k, i) equal to one if the ith species is destroyed in the kth reaction, otherwise zero,
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while the µl matrix has element (i, j) equal to one if the j
th species produces the
ith one in the lth reaction, otherwise zero.
Referring to reactions (2.6.4) and (2.6.5) the three needed matrix are as follows:
ν =
[
0 0 0 1 0
0 0 0 0 1
]
,
µ1 =

0 0 0 1 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

and µ2 =

0 0 0 0 0
0 0 0 0 1
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

It should be noted that in the present case the numbering of species follows the
order O2, N2, NO, O, N.
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Nonequilibrium Boundary Layer
3.1 Introduction
In this chapter we will outline the two-temperature plasma assumption we have
made in our TCNEQ model considering our flow in a state of thermal nonequilib-
rium. Then, it will be necessary to explain how the chemistry model will change
in the picture and how the energy exchange mechanism, that takes place among
particles during collisions and/or chemical reactions, works.
Moreover, we will outline the governing equations for our mixture of reacting
perfect gases and we will specialize them for the boundary layer case highlighting
the importance of energy equations. In fact, with respect to the CNEQ case, we
will need two coupled energy equations respectively for the translational-rotational
temperature Thr and for the electro-vibrational temperature Tev.
Besides, in order to simplify the solution of our problems and to use self-similar
boundary layers, we will introduce the Lees-Dorodnitsyn coordinate transforma-
tion.
3.2 Two-temperature model assumption
The modeling of thermal nonequilibrium flows using amulti-temperature approach,
could be a very complex task. Hence, in order to simplify this problem, we assume
that the plasma is in a state of partial thermal equilibrium. Under this assumption,
our two-temperature model can be seen as the most simplistic example of thermal
nonequilibrum( [39]):
1)We assume that all rotational states are fully equilibrated with the transla-
tional energies of heavy particles at a common translational-rotational temperature
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Thr. In fact, even at ambient temperature, molecules rotational states are easily
excited by collisions with other heavy particles.
2)We assume that the translational energies of free electrons, bound electronic
and molecules vibrational energies are fully equilibrated at a common electro-
vibrational temperature Tev. In fact, when free electrons impact on heavy particles,
they provoke transitions between bound electronic states. Moreover, the energies
exchange between free and bound electrons and the vibrational states of N2 (the
main molecular species in air at standard conditions) is known to be very rapid.
3.3 Multi-temperature chemistry modeling and
energy exchanges
The application of chemical kinetics model to mixtures with internal degrees of
freedom is problematic under the assumption of thermal nonequilibrium. There
exist no simple rule to understand how the energy consumed in a reaction should
be divided among the translational-rotational and electro-vibrational energy reser-
voirs.
Consider, for instance, the following dissociation process:
N2 +O → N +N +O (3.3.1)
Obviously, the reaction rate constant kf will depend upon the heavy particle tem-
perature Thr, which provides a measure of the kinetic energy of the colliding par-
ticles. However, the ease with which an N2 molecule dissociates also depends
strongly on its state of vibrational excitation; hence, the elecro-vibrational tem-
perature Tev comes into the picture. This poses a problem when Thr 6= Tev: is
the Arrhenius law ( 2.3.20) still valid under such conditions? And, if so, which
temperature Tr is controlling the reaction?
3.3.1 Park’s multi-temperature approach
In this work, we have adopted a Park-type engineering fix to the problem ( [27]).
Backward and forward rate coefficients are evaluated with rate-controlling tem-
peratures Tr = Tf and Tr = Tb, defined as follows:
Tf = T
1−qf
hr T
qf
ev and Tb = T
1−qb
hr T
qb
ev
A value of q = 0 corresponds to a chemical reaction triggered by translational-
rotational processes, whereas the case of q = 1 corresponds to a reaction triggered
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by electro-vibrational processes. In unclear situations, we set q to an intermediate
value of 0.5.
Although there is no sound physical basis for this approach, at least it should
provide qualitatively correct trends. Values for qf and qb chosen for the air model
have been included in Table 3.1.
Reaction qf, qb Reaction qf, qb
O2 +N = 2O +N 0.5, 0.0 O2 +NO = 2O +NO 0.5, 0.0
O2 +O = 2O +O 0.5, 0.0 O2 +O2 = 2O +O2 0.5, 0.0
O2 +N2 = 2O +N2 0.5, 0.0 N2 +O = 2N +O 0.5, 0.0
N2 +NO = 2N +NO 0.5, 0.0 N2 +O2 = 2N +O2 0.5, 0.0
N2 +N = 2N +N 0.5, 0.0 N2 +N2 = 2N +N2 0.5, 0.0
NO +O2 = N +O +O2 0.5, 0.0 NO +N2 = N +O +N2 0.5, 0.0
NO +O = N +O +O 0.5, 0.0 NO +N = N +O +N 0.5, 0.0
NO +NO = N +O +NO 0.5, 0.0 NO +O = O2 +N 0.5, 0.5
N2 +O = NO +N 0.5, 0.5 O +O
+
2 = O2 +O
+ 0.5, 0.5
N2 +N
+ = N+2 +N 0.5, 0.5 O +NO
+ = NO +O+ 0.5, 0.5
N2 +O
+ = N+2 +O 0.5, 0.5 O2 +NO
+ = NO +O+2 0.5, 0.5
N +NO+ = NO +N+ 0.5, 0.5 N +O = NO+ + e− 0.0, 1.0
O +O = O+2 + e
− 0.0, 1.0 N +N = N+2 + e
− 0.0, 1.0
O + e− = O+ + e− + e− 1.0, 1.0 N + e− = N+ + e− + e− 1.0, 1.0
O2 +N2 = NO +NO
+ + e− 0.5, 1.0 N2 +NO = N2 +NO+ + e− 0.5, 1.0
O +NO+ = O2 +N
+ 0.5, 0.5 O2 +NO = NO
+ +O2 + e
− 0.5, 1.0
Table 3.1: Overview of reactions and chosen rate-controlling temperatures in the
chemical-kinetics model of Dunn and Kang
3.3.2 Electro-vibrational energy loss due to chemistry
The same problem presents itself when trying to figure out precisely how much
electro-vibrational energy is gained or lost in chemical reactions. For now, we
have implemented the following (simplistic) electro-vibrational energy gain/loss
term P evCh, due to chemistry:
P evCh =
∑
j
{(ωj − ωj,ei)hev,j − ωj,eih0,j} (3.3.2)
where ωj,ei stands for the mass production of species j due to electron-impact
processes (i.e. these reactions in Table 3.1 for which both qf and qb equal 1). The
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above expression implies that the energy needed to provoke a chemical reaction is
taken from the translational-rotational energy reservoir, except for the electron-
impact reactions, which are obviously due to electron-electronic processes only.
3.3.3 Energy exchange terms
Exchange due to elastic collisions
The energy loss of electrons through elastic collisions with heavy particles is written
as follows:
P ehEl =
(3/2)nekB (Thr − Tev)
τeh
(3.3.3)
where the elastic relaxation time τeh follows from standard kinetic theory [10]:
1/τeh = (8/3)
∑
j 6=e
(me/mj)νej; νej = vth−enjΩ¯11ej .
Herein, the thermal velocity of electrons is given by vth−e = (8kbTev/pime)
(1/2),
nj is the number density of species j and Ω¯11ej is the collision integral (see more in
2.5.6).
Exchange due to inelastic collisions
Vibrational relaxation
In our two-temperature model, five types of inelastic collisions may be distin-
guished, according to the energy exchanges involved:
• electron-rotational (1), electronic-rotational (2), electronic-translational (3).
• vibrational-translational (4) and vibrational-rotational (5).
Park [28] argues that collisions of types (1) and (2) are ineffective: the mo-
mentum of electrons is too small to significantly affect the rotational motion of
a molecule. Similarly, the huge disparity between masses of bound electrons and
heavy particles suggests that collisions of type (3) are improbable. We will there-
fore take into account only the vibrational relaxation processes (4) and (5).
While vibrational-translational relaxation is discussed in any textbook on high-
temperature gas dynamics, we did not encounter any study of relaxation involving
changes in rotational quantum number in the standard literature. As we will make
use of experimentally determined vibrational relaxation rates, which inevitably
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contain the combined effect of collisions (4) and (5), this does not pose a serious
problem to us.
Formula of Millikan and White
We cast the electro-vibrational energy loss term P evInel due to vibrational relaxation
under a Landau-Teller-type form [1, 28]:
P evInel =
ρ [ev (Thr)− ev (Tev)]
τvh
(3.3.4)
Millikan and White [24] have provided curve-fitted expressions of experimen-
tally measured vibrational relaxation times τvh. For a single species s, the vibra-
tional relaxation time is given by
τvh =
∑
j 6=e njexp
(
Asj
[
T
−1/3
vh − 0.015µ1/4sj
]
− 18.42
)
p
∑
j 6=e nj
(3.3.5)
where dimensions have been left out for simplicity and
µsj = 1000MsMj/ (Ms +Mj) (3.3.6)
and
Asj = 0.00116µ
1/2
sj θ
4/3
vib,s (3.3.7)
In these expressions, the pressure p should be entered in atm and the molar
masses Ms should be expressed in [kg/mole], not [g/mole]. The characteristic
vibrational temperature θvib,s [in K], has already been introduced in Sec. 2.2.
Millikan and White’s results are valid up to 8000 K only. Park [29] has noted that,
at higher temperatures, their curve-fits predict relaxation times which would imply
unrealistically large vibrational-translational cross-sections. Relaxation times have
therefore been corrected following Park’s suggestion:
τ ∗vh,s = τvh,s + Ωvhvth−s
∑
j 6=e
nj; vth−s = (8kBThr/pims)
1/2 ;
where we have set the inelastic cross section Ωvh to 10
−21 m2, two orders of
magnitude smaller than a typical elastic cross section for heavy particle encounters.
We obtain the final mixture vibrational relaxation time τvh through the mixture
rule given by Gnoffo et al.:
τvh =
∑
s=m ns∑
s=m ns/τ
∗
vh,s
(3.3.8)
where summations run over all molecular species s = m.
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3.4 Governing Equations
In order to obtain the governing equations for our mixture, the classical control-
volume method will be used, then we will apply the conservation principles on a
suitable control volume, making the assumption that the gas can be described as a
continuum, then the macroscopic properties may be identified with average values
of the appropriate molecular quantities at any location in the flow.
3.4.1 Equation of state
The mixture density ρ relates to the mixture pressure p and composition xs through
the equation of state:
ρ = mm
p∑
s 6=e xskBThr + xekBTev
(3.4.1)
where we have introduced the mixture mass mm =
∑
smsxs, the mole fractions
xs and the Boltzmann constant kB
3.4.2 Continuity equation
This equation simply expresses the conservation of global mass in the system. In
Eulerian differential form it is:
∂ρ
∂t
+∇ ·
(
ρ~V
)
= 0 (3.4.2)
where
ρ = mixture density (kg/m3)
~V = mixture average velocity (m/s)
If ρi is the partial density of each mixture component, we have ρ =
∑Ns
i=1 ρi
If ~Vi is the average velocity of each mixture component, then ~V is defined as:
~V =
∑Ns
i=1 ρi
~Vi
ρ
(3.4.3)
3.4.3 Species continuity equation
To compute the mixture chemical composition we need to establish an appropri-
ate equation for each species of the mixture. The species continuity equations read:
48
3.4. Governing Equations
∂ρi
∂t
+∇ ·
(
ρi~Vi
)
= w˙i (3.4.4)
where
ρi = density of the single species
w˙i = chemical production term (it describes the rate of production or depletion of
species i due to chemical reactions)
The already mentioned term ~Vi can be written as:
~Vi = ~V + ~Vi (3.4.5)
~Vi is the diffusion velocity for species i. A related term is:
~Ji = ρi~Vi (3.4.6)
which is the diffusion flux. Naturally, summing up all the species continuity equa-
tions, we have to recover the mixture continuity equation. Indeed, recalling the
definition of partial densities, we have:
∑Ns
i=1 ρi = ρ. The chemical production
terms satisfy the property:
∑Ns
i=1 w˙i = 0.
This taken into account we rewrite Eq. (3.4.4) under the form:
∂ρi
∂t
+∇ ·
(
ρi~V + ~Ji
)
= w˙i (3.4.7)
3.4.4 Momentum equation
In the most general case,the momentum conservation equation can be written:
∂ρ~V
∂t
+∇ ·
(
ρ~V ⊗ ~V
)
+∇p = ∇ · τ¯ +
Ns∑
i=1
ρi
(
~Fgi + ~Fei
)
(3.4.8)
where
p = mixture pressure
τ¯ = viscous stress tensor
~Fgi = nonelectromagnetic body force (in our case the gravity)
~Fei = electromagnetic force
The last two terms are acting on the ith species. If the ith species is neutral the
electromagnetic force is zero. In our applications the term ~Fgi is always neglected.
~Fei arises because of the presence of electromagnetic fields and has the form:
~Fei = qi
(
~E + ~Vi × ~B
)
(3.4.9)
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In the above equation, ~E is the electric field and ~B the induced magnetic field.
We assume that no external electromagnetic forces are applied. This implies that
~E and ~B are generated only by physical phenomena happening inside the flow. In
particular we will assume that, for ionized mixtures, the electric field arises from
the ambipolar diffusion constraint, i.e. the diffusion current is zero in the flow:∑Ns
i=1 qi
~Ji = 0 and the magnetic field is negligible.
3.4.5 Energy equations
Before writing the energy equations, we introduce a number of thermodynamic
properties which will appear in the following energy equations.
• The species electro-vibrational energies per unit mass eev,s = evib−s + eel−s
for s 6= e and eev,e = eth−e. Then the mixture electro-vibrational internal
energy is eev =
∑
s yseev,s
• The species electro-vibrational enthalpy per unit mass is hev,s = eev,s for
s 6= e and hev,e = eth−e + pe/ρe = 52 TevkBme where me is the electron mass. Be-
sides, the mixture electro-vibrational enthalpy is given by hev =
∑
s yshev,s.
Then, using a slightly different form, we may also write:
hev (Tev, p) = yehev,e +
∑
s∈polyat
yshvib,s +
∑
s∈heavy
yshel,s (3.4.10)
where hvib,s = evib,s and hel,s = eel,s
• The species enthalpy per unit mass is hs = es + ps/ρs, the corresponding
mixture enthalpy is given by h =
∑
s yshs and, using another form:
h (Tev, Thr, p) = hev (Tev, p) +
∑
s∈heavy
yshtr,s +
∑
s∈polyat
yshrot,s +
∑
s
hform
(3.4.11)
where
htr,s = etr,s +
ps
ρs
=
5
2
kBThr
ms
(3.4.12)
hrot,s = erot,s and hform is the formation enthalpy.
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Total Energy
The total energy equation reads:
∂ρE
∂t
+∇ ·
(
ρ~V H
)
=
Ns∑
i=1
(
ρi~V ~Fgi
)
+∇ ·
(
τ¯ · ~V
)
−∇ · ~q (3.4.13)
where E = e+ V
2
2
is the total energy, H = h+ V
2
2
is the total enthalpy and
~q = − [(λh + λr)∇Thr + (λv + λel + λe)∇Tev] +
∑
s
~Jshs (3.4.14)
is the heat flux, in which the first two terms represent the thermal conduction
part and the last term the heat flux due to transfer of enthalpy caused by particles
diffusion.
In the hypothesis of steady-state flows, recalling that in our case no body
forces are applied and neglecting higher order terms (such as the work of the vis-
cous stresses), this equation reads:
∇ ·
(
ρ~V h
)
+∇ ·
(∑
s
~Jshs
)
= ∇ · [(λh + λr)∇Thr] +∇ · [(λv + λel + λe)∇Tev]
(3.4.15)
Electro-vibrational Energy
Adding together the electron energy equation to the electronic and vibrational
energy we obtain
∂ρeev
∂t
+∇·
(
ρ~V hev
)
+∇·
(∑
s
~Jshev,s
)
= ∇·[(λv + λel + λe)∇Tev]+
(
~V · ∇
)
pe+P
e
El+P
ev
Inel+P
ev
Ch
(3.4.16)
Considering the same hypothesis of the previous point we have:
∇·
(
ρ~V hev
)
+∇·
(∑
s
~Jshev,s
)
= ∇·[(λv + λel + λe)∇Tev]+
(
~V · ∇
)
pe+P
e
El+P
ev
Inel+P
ev
Ch
(3.4.17)
where pe is the electrons pressure.
Note that in the previous two equations, λh, λr, λv, λel are the thermal con-
ductivity for each energetic mode, and λe is the electrons thermal conductivity.
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Besides, by means of the terms of energy loss (3.3.2) (3.3.3) (3.3.4), the two energy
equations are coupled together.
3.4.6 Boundary layer equations
The previous set of equations, here is specialized for the boundary layer case, then
neglecting higher order terms. The following assumptions are made:
• The flow is 2-D or axisymmetric and laminar.
• Steady state is considered.
• The influence of body forces due to external fields is neglected.
• The flow is in chemical and thermal nonequilibrium
Moreover, a Cartesian reference system having the x axis lying on the body surface
and the y axis normal to it is considered. The unknown quantities for this problem
are the tangential, u, and normal, v, components of the average velocity vector (as
defined by Eq. (3.4.3)), the mass fractions of the different species, y1, y2, . . . , yNs,
the total enthalpy h and the electro-vibrational enthalpy hev.
Concerning the energy equations, instead of solving the two equations with respect
to the total enthalpy h and the electro-vibrational enthalpy hev, we will solve
them in terms of the translational-rotational temperature (Thr) and the electro-
vibrational temperature (Tev).
The set of boundary layer equations reads:
• Continuity
∂ρur²
∂x
+
∂ρvr²
∂y
= 0 (3.4.18)
• Species continuity
ρ
(
u
∂yi
∂x
+ v
∂yi
∂y
)
+
∂Jyi
∂y
= w˙i (3.4.19)
• Momentum
ρ
(
u
∂u
∂x
+ v
∂u
∂y
)
= −dpδ
dx
+
∂
∂y
(
µ
∂u
∂y
)
(3.4.20)
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• Total Energy
ρ
(
u
∂h
∂x
+ v
∂h
∂y
)
=
∂
∂y
[
(λh + λr)
∂Thr
∂y
]
+
∂
∂y
[
(λv + λel + λe)
∂Tev
∂y
]
− ∂
∂y
(∑
i
Jyi hi
)
(3.4.21)
• Electro-vibrational Energy
ρ
(
u
∂hev
∂x
+ v
∂hev
∂y
)
=
∂
∂y
[
(λv + λel + λe)
∂Tev
∂y
]
+ u
∂pe
∂x
+ v
∂pe
∂y
+
− ∂
∂y
[∑
i
hev,iJ
y
i
]
+ P eEl + P
e
Inel + P
ev
ch (3.4.22)
The parameter ² defines the geometry: 2-D for ² = 0, axisymmetric for ² = 1.
The superscript y for the diffusion flux Ji means that only the component along
the y axis of the two vectors is taken into account. The expression for the species
production term w˙i is
w˙i =Mi
Nr∑
r=1
(ν ′′ir − ν ′ir)
{
kfr
Ns∏
j=1
(
ρj
Mj
)ν′jr
− kbr
Ns∏
j=1
(
ρj
Mj
)ν′′jr}
(3.4.23)
The axisymmetric boundary layer equations are strictly valid only if the radius
of curvature of the body is much larger than the boundary layer thickness.
3.4.7 Boundary conditions
The system of boundary layer equations has to be supplemented by a suitable set
of boundary conditions.
Due to the parabolic nature of the system, boundary conditions have to be specified
both at the wall and at the boundary layer edge.
At the boundary layer outer edge, we assume the flow to be at LTE (Local
Thermal Equilibrium), then the values for velocity, temperatures and mass frac-
tions are fixed by the conditions in the external flow. In agreement with the
classical boundary layer hypothesis, the outer edge values are taken from an Euler
computation of the external flow.
At the wall, we have the no-slip condition for velocity and we assume the
translational-rotational temperature Thr to be equal to the wall temperature while
we impose a zero-derivative for the electro-vibrational one Tev. Moreover, in our
implementation we assume that at the wall the diffusion flux is known and it is
equal to the heterogeneous recombination rate w˙i,cat.
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The boundary conditions are the following.
at the wall:
u = uw = 0
v = vw = 0 (3.4.24)
Thr = Tw (3.4.25)
∂Tev
∂y
= 0 (3.4.26)
Jyi,w = w˙i,cat (3.4.27)
at the outer edge (LTE):
u = uδ(x) (3.4.28)
Thr = Tev = Tδ(x) (3.4.29)
yi = yi,δ(x) (3.4.30)
3.4.8 Enthalpy-Temperature relationship
In order to solve the energy equations with respect to the translational-rotational
temperature Thr and the electro-vibrational one Tev, it is necessary to find the
relationship between respectively total enthalpy and temperature and electro-
vibrational enthalpy and temperature.
For the total enthalpy-temperature relations we recover (see details in App. A):
∂h
∂y
= cpev,f
∂Tev
∂y
+ cphr,f
∂Thr
∂y
+
∑
s
hs
∂ys
∂y
(3.4.31)
∂h
∂x
= cpev,f
∂Tev
∂x
+ cphr,f
∂Thr
∂x
+
∑
s
ys
∂hs
∂p
∂p
∂x
+
∑
s
hs
∂ys
∂x
(3.4.32)
where:
cpev,f =
∑
s
ys
∂hs
∂Tev
(3.4.33)
and
cphr,f =
∑
s
ys
∂hs
∂Thr
(3.4.34)
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For the electro-vibrational enthalpy-temperature relations we obtain:
∂hev
∂y
= cpfev
∂Tev
∂y
+
∑
s
hev,s
∂ys
∂y
(3.4.35)
∂hev
∂x
= cpfev
∂Tev
∂x
+
∑
s
ys
∂hev,s
∂p
∂p
∂x
+
∑
s
hev,s
∂ys
∂x
(3.4.36)
where:
cpfev =
∑
s
ys
∂hev,s
∂Tev
(3.4.37)
3.4.9 Lees-Dorodnitsyn transformation
In order to simplify the numerical solution of our problem, it is useful to apply a
coordinate transformation to the boundary layer equations from a physical (x,y)
space to a transformed (ξ,η) one. The two main advantages being:
• The flowfield profiles become independent of location along the surface
• Axisymmetric and 2-D flows are treated exactly in the same way
Boundary layers which exhibit this property are called self-similar boundary lay-
ers and they have self-similar solutions.
The transformation is defined as:
ξ(x) =
∫ x
0
ρδµδuδr
2²ds (3.4.38)
η(x, y) =
uδr
²
√
2ξ
∫ y
0
ρ dt (3.4.39)
The subscript δ indicates a quantity evaluated at the boundary layer outer edge.
The transformed equations will remain parabolic. Only in special cases, and pre-
cisely at the stagnation point or along a flat plate or a cone, the equations will
reduce to ordinary differential equations which lead to similarity solutions.
New dependent variables are introduced in the transformed equations:
F =
u
uδ
(3.4.40)
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V =
2ξ
∂ξ
∂x
(
F
∂η
∂x
+
ρvr²√
2ξ
)
(3.4.41)
g1 =
Tev
Tδ
(3.4.42)
g2 =
Thr
Tδ
(3.4.43)
The mass fractions are already dimensionless and remain unchanged.
The transformed boundary layer equations are written as (see details in App. B):
• Continuity
2ξ
∂F
∂ξ
+
∂V
∂η
+ F = 0 (3.4.44)
• Species continuity
2ξF
∂yi
∂ξ
+ V
∂yi
∂η
+
∂J ηi
∂η
= W˙i (3.4.45)
• Momentum
2ξF
∂F
∂ξ
+ V
∂F
∂η
= β
(
ρδ
ρ
− F 2
)
+
∂
∂η
(
l0
∂F
∂η
)
(3.4.46)
• Total Energy
2ξF
[
Tevδ · cpev,f · ∂g1
∂ξ
+ Thrδ · cphr,f · ∂g2
∂ξ
]
+ V
[
Tevδ · cpev,f · ∂g1
∂η
+ Thrδ · cphr,f · ∂g2
∂η
]
=
= Tevδ · ∂
∂η
[
lo
µ
(λv + λel + λe)
∂g1
∂η
]
+ Thrδ · ∂
∂η
[
lo
µ
(λh + λr)
∂g2
∂η
]
− ∂
∂η
[∑
s
hsJ
η
s
]
+
−V
∑
s
hs
∂ys
∂η
− 2ξF
[∑
s
hs
∂ys
∂ξ
+
∑
s
ys
∂hs
∂p
∂p
∂ξ
]
(3.4.47)
• Electro-vibrational Energy
2ξF
∂g1
∂ξ
+ V
∂g1
∂η
=
1
cpfev
∂
∂η
[
(λv + λel + λe)
lo
µ
· ∂g1
∂η
]
+
V
cpfev · Tevδ ·
·
[
1
ρ
∂pe
∂η
−
∑
s
hev,s
∂ys
∂η
]
− 2ξF
Tevδ · cpfev
[∑
s
ys
∂hev,s
∂p
∂p
∂ξ
− 1
ρ
∂pe
∂ξ
+
∑
s
hev,s
∂ys
∂ξ
]
+
+
1
2
1
ρ∂uδ
∂x
Tevδcpfev
[P eEl + P
e
Inel + P
e
Chv]−
1
cpfevTevδ
∂
∂η
(∑
s
hev,sJ
η
s
)
(3.4.48)
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We have defined some new quantities in the previous equations. The dimensionless
diffusion flux:
J ηi = Jyi r²
√
2ξ
(
∂ξ
∂x
)−1
The dimensionless mass production rate:
W˙i = w˙i
2ξ
ρuδ
(
∂ξ
∂x
)−1
The dimensionless parameter β which takes into account the pressure gradient in
the streamwise direction. β is equal to zero for a cone or a flat plate and in the
stagnation point is equal to 1/2 for an axisymmetric body and to 1 for a 2-D one
and reads:
β =
2ξ
uδ
duδ
dξ
(3.4.49)
and the dimensionless Chapman-Rubesin parameter:
l0 =
ρµ
ρδµδ
The boundary conditions for the transformed variables are:
at the wall (η = 0):
F = 0 (3.4.50)
∂g1
∂η
= 0 (3.4.51)
g2 =
Tw
Tδ
(3.4.52)
(3.4.53)
at the outer edge (η = ηedge):
F = 1 (3.4.54)
g1 = 1 (3.4.55)
g2 = 1 (3.4.56)
(3.4.57)
The boundary conditions for the mass fractions yi are unchanged, both at the wall
and at the outer edge.
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3.4.10 Transformed boundary layer equations at the stag-
nation line
The equations are the same as the previous ones, but with two important excep-
tions.
The first one is that, in the classical boundary layer theory, the pressure gradient
is given by: ∂p
∂x
= −ρwe uwe ∂u
w
e
∂x
− ρwe vwe ∂u
w
e
∂y
. That is because it is computed by ex-
trapolating the external inviscid solution to the wall and, taking into account that
vwe = 0 (it is the component normal to the wall), one finally has
∂p
∂x
= −ρwe uwe ∂u
w
e
∂x
.
In our specific configuration it is more appropriate to match the boundary
layer and the external flow at the real boundary layer edge, which is indicated
by the subscript δ. Considering this, the pressure gradient has to be written as:
∂p
∂x
= −ρδuδ ∂uδ∂x − ρδvδ ∂uδ∂y .
Then we can notice that, unlike in the classical boundary layer theory, the extra
term ρδvδ
∂uδ
∂y
appears in the equations.
The other difference is that, because we match the boundary layer flow and
the outer flow at the boundary layer edge, the y coordinate (i.e. the coordinate
normal to the wall) should now extend exactly from 0 to δ, where δ is the true
boundary layer thickness.
The latter condition imposes a modification of the transformed coordinate η, which
is given by Eq. 3.4.39. In the actual definition, in effect, the maximum value of η,
ηmax, does not necessarily correspond to y = δ; we want to modify the definition
of η in such a way as when η = ηmax one has y = δ.
We define a new transformed variable ηˆ as:
ηˆ = K uδr√
2ξ
∫ y
0
ρ dt = Kη (3.4.58)
where the quantity K has to be defined from the conditions that, when ηˆ = ηˆmax
it is y = δ (we have set the exponent of r equal to one because the configuration is
axisymmetric). In order to determine the constant, we consider the inverse of the
above function and we integrate it from 0 to ηˆmax: we are allowed to do it because
Eq. (3.4.58) is a one to one relation between ηˆ and y. The result is:
K = 1
δ
√
2ξ
uδr
∫ ηˆmax
0
1
ρ
dηˆ (3.4.59)
We notice that, in this way, the boundary layer thickness δ appears explicitly in
the new transformed coordinate definition. We notice also that K does not depend
on ηˆ or on y.
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Using the new definition of the pressure gradient, the new transformed coor-
dinate and the fact that we are on the stagnation line, the transformed boundary
layer equations read:
• Continuity
∂V˜
∂ηˆ
+ F = 0 (3.4.60)
• Species continuity
V˜
∂yi
∂ηˆ
+K∂J˜
ηˆ
i
∂ηˆ
= W˙i (3.4.61)
• Momentum
V˜
∂F
∂ηˆ
=
1
2
(
ρδ
ρ
− F 2
)
+
1
2
ρδvδ
ρ
(
∂uδ
∂x
)2 ∂∂y
(
∂uδ
∂x
)
+
∂
∂ηˆ
(
K2l0∂F
∂ηˆ
)
(3.4.62)
• Total Energy
V˜
[
Tevδ · cpev,f · ∂g1
∂ηˆ
+ Thrδ · cphr,f · ∂g2
∂ηˆ
]
= Tevδ · ∂
∂ηˆ
[
K2 lo
µ
(λv + λel + λe)
∂g1
∂ηˆ
]
+
Thrδ · ∂
∂ηˆ
[
K2 lo
µ
(λh + λr)
∂g2
∂ηˆ
]
− ∂
∂ηˆ
[
K
∑
s
hsJ
ηˆ
s
]
− V˜
∑
s
hs
∂ys
∂ηˆ
(3.4.63)
• Electro-vibrational Energy
V˜
∂g1
∂ηˆ
= − V˜
cpfevTevδ
∑
s
hev,s
∂ys
∂ηˆ
+
1
cpfev
∂
∂ηˆ
[
K2 (λv + λel + λe) lo
µ
∂g1
∂ηˆ
]
+
V˜
ρTevδcpfev
·
·∂pe
∂ηˆ
+
1
2
1
ρ∂uδ
∂x
Tevδcpfev
[P eEl + P
e
Inel + P
e
Chv]−
1
cpfevTevδ
∂
∂ηˆ
(
K
∑
s
hev,sJ
ηˆ
s
)
(3.4.64)
First of all we notice that the boundary layer equations have been reduced to a set
of ordinary differential equations, as it should be in the stagnation point; further
we notice that the extra term 1
2
ρδvδ
ρ

∂uδ
∂x
2
∂
∂y
(
∂uδ
∂x
)
has appeared in the momentum
equation. The quantity V˜ is defined as V˜ = KV , the dimensionless diffusion flux
J˜ ηˆi is defined as Jyi /
√
2ρδµδ
∂uδ
∂x
and the dimensionless mass production rate W˙i as
w˙i
ρ
/
(
2∂uδ
∂x
)
.
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Chapter 4
Numerical methods
4.1 Introduction
In this chapter we will describe the numerical methods used in the modified version
of the BL code [2].
Concerning the numerical solution of the governing equations we should say that,
in the modified version implemented for TCNEQ boundary layers, the numerical
schemes used in the original version of the BL code are still suitable.
For a mixture of reacting gases, the governing equations are a set of hyperbolic
parabolic partial differential equations with stiff source terms. In the code we deal
with 2-D or axisymmetric flows. The equations presented in Secs. 3.4.2, 3.4.3,
3.4.4, 3.4.5, can be rewritten in compact form as:
∂r²Q
∂t
+∇ · (r²F ) +∇ · (r²H) = r²S (4.1.1)
(² being equal to 1 for axisymmetric flows and 0 for 2-D ones).
where Q = (ρ, ρi, ρu, ρv, ρE, ρeev) is the vector of conserved variables, F are the
convective (or inviscid) fluxes, H are the transport fluxes, S is the ensemble of the
source terms and the body force terms.
Concerning the numerical solution of diffusion fluxes and then of the Stefan-
Maxwell equations, we will outline an iterative scheme proposed by Sutton and
Gnoffo [38].
4.2 Numerical solution of the boundary layer gov-
erning equations
As we said in chapter 3, under the assumptions made in Sec. 3.4.6, the set of
boundary layer governing equations, after the Lees-Dorodnytsin transformation,
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are described by Eqs.( 3.4.44) - ( 3.4.48).
Even in transformed coordinates, they are still parabolic (except the continuity)
and can be written in the generic form:
a
∂2w
∂η2
+ b
∂w
∂η
+ cw + e
∂w
∂ξ
= d (4.2.1)
With boundary conditions:
η = 0 : f
∂w
∂η
+ gw = h (4.2.2)
η = ηδ : w = wδ (4.2.3)
The above equations are nonlinear because the coefficients a, b, . . . , h depend in
general from w, ∂w/∂η, ∂2w/∂η2, besides the transformed coordinates ξ and η.
The value of ηδ must be finite for the numerical solution to be possible; the asymp-
totic behaviour of the solution justifies the approach.
The parabolicity of Eq. 4.2.1 is exploited in order to split the solution procedure
into two distinct steps, one in the direction along the body surface (ξ coordinate)
and the other normal to it (η coordinate). In this way the code can compute the
solution also in the stagnation point, or at the tip of a sharp cone or a flat plate,
where the boundary layer equations reduce to ordinary differential equations.
4.2.1 Discretization in ξ-direction
The discretization in the ξ direction is done by means of a Lagrangian polynomial
of 2nd order in ξ. In a generic streamwise location the unknown quantity w can be
written as:
w(ξ, η) = Lm(ξ)wm(η) + Lm−1(ξ)wm−1(η) + Lm−2(ξ)wm−2(η) (4.2.4)
(we assume here that the quantities wm−1(η), wm−2(η) are known from previous
iterations). The coefficients Lm−i(ξ) are polynomials of 2nd order, with the prop-
erty that Lm−j(ξi) = δij. In this way it is guaranteed that w(ξ, η) = wm−i(η) at
all the points ξm−i. Their definition is:
Lm−i(ξ) =
∏2
j=0,j 6=i(ξ − ξm−j)∏2
j=0,j 6=i(ξm−i − ξm−j)
(4.2.5)
Eq. 4.2.4 is differentiated with respect to ξ:
∂w(ξ, η)
∂ξ
=
∂Lm(ξ)
∂ξ
wm +
∂Lm−1(ξ)
∂ξ
wm−1 +
∂Lm−2(ξ)
∂ξ
wm−2
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or
∂w(ξ, η)
∂ξ
=
2∑
i=0
Λ2,m−iwm−i (4.2.6)
The values of the coefficients Λ2,m−i are given by:
Λ2,m =
1
ξm − ξm−1 +
1
ξm − ξm−1
Λ2,m−1 =
ξm − ξm−2
(ξm−1 − ξm)(ξm−1 − ξm−2)
Λ2,m−2 =
ξm − ξm−1
(ξm−2 − ξm)(ξm−2 − ξm−1) (4.2.7)
With this choice for the Lagrangian polynomial the discretization error in the ξ
direction is of the order of (∆ξ)2. The main advantage of this procedure is that
it is not required to take a fixed step size ∆ξ which can be tuned locally step by
step.
4.2.2 Hermitian discretization in η direction
By means of the previous discretization the boundary layer equations are reduced,
at the streamwise location ξm, to nonlinear ordinary differential equations in η and
can be written in the form:
a
∂2wm
∂η2
+ b
∂wm
∂η
+ (c+ eΛ2,m)wm = d− e
2∑
i=1
Λ2,m−iwm−i (4.2.8)
With the associated boundary conditions
η = 0 : f
∂wm
∂η
+ gwm = h (4.2.9)
η = ηδ : wm = wδ (4.2.10)
The nonlinearity is removed by evaluating the coefficients at the level ξm by means
of a simple iterative updating procedure. They are first evaluated at the level
ξm−1 and equation (4.2.8) is solved for the new values of wm at level ξm. The
coefficients are then updated by utilizing the new solution and the computation
can be repeated to obtain better prediction at ξm. The procedure is stopped when
the difference between the solution for wm at the k
th iteration and the one at
the (k − 1)th iteration is less than a fixed tolerance. A maximum number of 20
iterations is usually allowed at each level ξm; if the convergence is not reached, the
step size ∆ξ is divided by half and the computation is restarted at the new ξm
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level. Obviously it is better to keep the number of iterations as small as possible
and the step size ∆ξ as high as possible. A simple criterion is chosen: the step size
is increased if the number of iteration is equal or less than 4, it is unchanged if it
is between 5 and 7 and it is decreased if it is greater or equal to 8. In this way by
reducing the step size there is no lack of resolution in regions of high gradients and
by increasing the step size there is saving of computational time (with the same
streamwise resolution) in regions of small gradients.
The unknown quantity wm(η) is discretized by means of a Hermitian polyno-
mial of 4th order:
wm(η) =
1
2
wm,n+1(t
2+ t)+wm,n(1− t2)+ 1
2
wm,n−1(t2− t)+αt(1− t2)+βt2(1− t2)
(4.2.11)
(wm,n+1, wm,n, wm,n−1 are the values taken by wm(η) at the locations ηn+1, ηn, ηn−1
respectively). The variable t is defined as: t = η−ηn
∆η
; for t = 1, t = 0 and t = −1,
the test function (4.2.11) equals wm,n+1, wm,n and wm,n−1 respectively. The two
parameters α and β can be freely chosen. The first and second derivative of 4.2.11
are:
∂wm
∂η
=
[
1
2
wm,n+1(2t+ 1)− 2wm,nt+ 1
2
wm,n−1(2t− 1)+
α(1− 3t2) + 2tβ(1− 2t2)] /∆η (4.2.12)
∂2wm
∂η2
=
[
wm,n+1 − 2wm,n + wm,n−1 − 6αt+ 2β(1− 6t2)
]
/∆η2 (4.2.13)
The polynomial should be equal to the exact solution of the differential equation
in several, in general arbitrary points. To eliminate the free parameters α and β
we need to equal the polynomial and the exact solution in 3 collocation points.
It is useful and logical to choose the collocation points at the levels n + 1, n and
n− 1 in the η direction. Then the parameter t equals 1, 0 and -1. The quantities
w, dw
dη
, d
2w
dη2
are evaluated from 4.2.11, 4.2.12, 4.2.13 and stuck into Eq. 4.2.8. The
coefficients of wm,n+1, wm,n, wm,n−1, α, β are shown in the Table 4.1.
The linearized factors a, b and c are equal to a/∆η2, b/∆η and c + eΛ2,m
respectively and are evaluated at the points n + 1, n and n − 1. The system of
three equations arising from the substitution can be reduced to a unique equation
in three unknowns by eliminating the free parameters α and β. The final result is
a single equation linking the unknown values:
Cnwm,n−1 +Bnwm,n + Anwm,n+1 = Dn (4.2.14)
Equation 4.2.14 is the discrete implicit representation of the differential equation
for n = 2, 3, . . . , N − 1, where N is the total number of grid points in η direction.
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index var. wm,n+1 wm,n wm,n−1 α β factor
wm = 1 0 0 0 0 cn+1
n+1 ∂wm
∂η
= 1.5 -2 0.5 -2 -2 bn+1
∂2wm
∂η2
= 1 -2 1 -6 -10 an+1
wm = 0 1 0 0 0 cn
n ∂wm
∂η
= 0.5 0 -0.5 1 0 bn
∂2wm
dη2
= 1 -2 1 0 2 an
wm = 0 0 1 0 0 cn−1
n-1 ∂wm
∂η
= -0.5 2 -1.5 -2 2 bn−1
∂2wm
∂η2
= 1 -2 1 6 -10 an−1
Table 4.1: Coefficients for the hermitian discretization of the boundary layer equa-
tions
For n = N all the variables are given from the outer flow. For n = 1 the boundary
condition 4.2.9 should be taken into account. This is made by setting n = 2, t = 0
and t = 1 in equations 4.2.11, 4.2.12, and 4.2.13 and substituting the equation
that arises from t = −1 with the discretized form of the boundary condition. This
leads to a system of three equations in the five unknowns wm,1, wm,2, wm,3, α, β,
which again, can be reduced to a single equation:
R1wm,1 +R2wm,2 +R3wm,3 = R (4.2.15)
Collecting all the equations a linear system is obtained. The structure, written in
matrix form, is:
R1 R2 R3
C2 B2 A2
C3 B3 A3
. . .
. . .
CN−2 BN−2 AN−2
CN−1 BN−1


w1
w2
w3
.
.
wN−2
wN−1

=

R
D2
D3
.
.
DN−2
DN−1 − AN−1wN

(4.2.16)
It is possible to obtain a truly tridiagonal system as follows: multiply the first
equation by A2 and the second one by R3; then subtract the second from the first.
This results in:
(R1A2 − C2R3)w1 + (R2A2 −B2R3)w2 = RA2 −D2R3 (4.2.17)
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The dependence of the first equation from w3 has been eliminated, resulting in
a tridiagonal system, which can then be solved with the Thomas’ algorithm (see
Sec. 4.3).
The procedure is fourth order accurate in step size across the boundary layer,
but leads to a tridiagonal algebraic system as second order methods do.
The computational grid for this method is simple: as already mentioned, no
fixed step size is required in the ξ direction and so it can be tuned locally and a
fixed step size is required in the η direction: usually 100 points are enough (as
verified by computations with varying the number of points).
In principle all the governing equation could be solved coupled together. The
linear system 4.2.16 would be a block tridiagonal system that can still be solved
by a variant of the Thomas’ algorithm. In practice, the system is split and not all
the equations are solved together. Continuity, momentum and energy equations
are solved individually. The species governing equations are solved coupled to
each other. The diffusion fluxes are computed from the Stefan-Maxwell equations
(Eq. 2.5.26): if they are considered to be a known data, the species continuity
equations (Eq. 3.4.45) artificially reduce to first order equations. In theory it is
possible to couple the species equations and the Stefan-Maxwell equations. In
practice it is not feasible because, in the author’s opinion, the resulting structure
of the discretized equations is not easily reduced to the block tridiagonal form. To
overcome the problem a fictitious diffusion term of the form −ρD ∂yi
∂y
is added and
subtracted to the species equations; to ensure proper mass conservation, the D
coefficient is the same for all the species. This procedure ensures that the species
equations are again second order differential equations in yi, as they should be.
4.3 Thomas algorithm for linear tridiagonal sys-
tems
The Thomas Algorithm is an adaptation of the LU -per -Decomposition idea to
solution of a linear system in which the coefficient matrix, A, is populated with
zeroes except for the diagonal, the sub-diagonal and the super-diagonal elements
(a tridiagonal matrix). Given the extreme sparsity of the coefficient matrix, a
considerable reduction in memory requirements and an increase in computational
speed can be gained by storing the nonzero elements in three 1-D matrices (vectors)
instead of saving the entire n x n coefficient matrix. We start the decomposition
process by writing the linear system in standard form.
A · ~x = b (4.3.1)
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Where the LU decomposition of A is performed in the following way:

l11 0 · · · · · · 0
l21 l22 0
...
l31 l32 l33
. . .
...
...
. . . 0
ln1 ln2 · · · sn


u11 u12 u13 · · · u1n
0 u22 u23 · · · u2n
... 0 u33
...
...
. . . . . .
0 · · · · · · 0 unn

=

a11 a12 a13 · · · a1n
a12 a22 a23 · · · a2n
a31 a32 a33
...
...
. . . . . .
0 · · · · · · 0 ann

(4.3.2)
If the A matrix is tridiagonal, the LU decomposition can be written in a simplified
form. To save storage space, we store the original coefficient matrix in three
vectors; diagonal elements are stored in ~f , sub-diagonal elements are stored in ~e
, and the super-diagonal elements are stored in ~g . Likewise, examination of the
matrix multiplication process reveals that the lower and upper triangular matrices
will contain relatively few non-zero elements that can be efficiently stored in vectors
~r, ~s, ~t as shown below.

s1 0 · · · · · · 0
r2 s2 0
...
0 r3 s3
. . .
...
...
. . . . . . 0
0 · · · · · · rn sn


t1 g1 · · · · · · 0
0 t2 g2
...
0 · · · t3 g3 ...
...
. . . . . . gn−1
0 · · · · · · 0 tn

=

f1 g1 · · · · · · 0
e2 g2 g2
...
0 e3 f3
. . .
...
...
. . . . . . gn−1
0 · · · · · · 0 ann

(4.3.3)
Reuse of ~g indicates the we plan to compute the decomposition without altering the
values of the super-diagonal elements. We will attempt to compute the elements
of the decomposition by carefully choosing a sequence of matrix multiplications
such that each multiplication (equation) contains only one unknown element. We
start by multiplying the 1st row of the L by the 2nd column of U and setting
the product equal to g1 which has a value equal to the a12 element of the original
coefficient matrix.
(1strow)(2ndcol) = s1g1 = g1 → s1 = 1 (4.3.4)
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We can establish a repeatable pattern by executing a few more multiplications.
(1strow)(1stcol) = s1t1 = f1 → f1 = t1
(2ndrow)(1stcol) = r2t1 = e2 → r2 = e2/t1
(2ndrow)(3rdcol)s2g1 = g2 → s2 = 1
(2ndrow)(2ndcol) = r2g1 + s2t2 = f2 → t2 = f2 − r2g1
Using this pattern of multiplication we can march through the entire decomposition
process using the following relationships:
(kthrow)((k − 1)stcol) = rktk−1 = ek → rk = ek/tk−1
(kthrow)((k + 1)stcol) = skgk = g2 → sk = 1
(kthrow)((k)thcol) == rkgk−1 + sktk = fk → tk = fk − rkgk−1
Each (row)x(column) multiplication permits computation of the value of one more
element in the decomposition until a value for every element has been obtained.
Recognizing that every diagonal element of the lower-triangular matrix has a value
of 1, the linear system can expressed as follows.
1 0 · · · · · · 0
r2 1 0
...
0 r3 1
. . .
...
...
. . . . . . 0
0 · · · · · · rn 1


t1 g1 · · · · · · 0
0 t2 g2
...
0 · · · t3 g3 ...
...
. . . . . . gn−1
0 · · · · · · 0 tn

=

f1 g1 · · · · · · 0
e2 g2 g2
...
0 e3 f3
. . .
...
...
. . . . . . gn−1
0 · · · · · · 0 ann

(4.3.5)
Having completed the decomposition process, the next step is to compute values
for the elements of the intermediate vector, ~β . To facilitate word-processing
and later computational implementation, this vector will be renamed as ~d . The
elements of this vector can be computed solving the linear system
L~d = ~b
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that can be explicitly written as
1 0 · · · · · · 0
r2 1 0
...
0 r3 1
. . .
...
...
. . . . . . 0
0 · · · · · · rn 1


d1
d2
...
...
dn

=

b1
b2
...
...
bn

(4.3.6)
The solution of the system 4.3.6 can be obtained as
d1 = b1
d2 = b2 − r2b1
d3 = b3 − r3b2
...
dn = bn − rnbn−1
Having computed values for all off the elements of the intermediate vector, we
proceed to the solve for the values of the unknown vector of the linear system.
U~x = ~d (4.3.7)
that can be written as
t1 g1 · · · · · · 0
0 t2 g2
...
0 · · · t3 g3 ...
...
. . . . . . gn−1
0 · · · · · · 0 tn


x1
x2
...
...
xn

=

d1
d2
...
...
dn

(4.3.8)
The final solution can then be obtained by simply sobstituting in system 4.3.8:
xn = dn/tn
xn−1 = (dn−1 − gn−1xn)/tn−1
...
xk = (dk − gkxk−1)/tk
Therefore, the Thomas Algorithm provides the basis for a fast and efficient
solution of linear systems in which the coefficient matrix is a tridiagonal matrix.
In fact it requires in total 5n opeations, being n the dimension of the matrix.
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It can be also shown that the above algorithm will always converge if the
tridiagonal system is dominant, that is, if:
|bk| ≥ |ak|+ |ck| k = 2, . . . , n− 1
|b1| ≥ |c1|
|bn| ≥ |an|
(4.3.9)
4.4 Diffusion fluxes computation
The Stefan-Maxwell equations (Eq. 2.5.29) are used for the computation of the
diffusion fluxes: only Ns− 1 of these relations are linearly independent. To obtain
a fully determined system, the constraint that the mass diffusion fluxes sum up to
zero (i.e. the mass conservation) needs to be added:∑
j
ρj~Vj = 0 (4.4.1)
Moreover, if there is the presence of an ambipolar electric field ~EA, we have to add
a constraint about the charge conservation:∑
j
njqj~Vj = 0 (4.4.2)
where qj is the electric cherge of j-particle.
When there is not an ambipolar electric field, a possible way of solving the
Stefan-Maxwell equations is to keep NS − 1 of them, add the constraint on the
diffusion fluxes and solve the resulting linear system. The main disadvantage of
this procedure is that it is arbitrary which species has to be taken out of the system
and there is not a real criteria to perform such choice.
In case of ionized mixtures, a good alternative is to add a dummy unknown
to the Stefan-Maxwell equations, retain all of them, add the constraint on the
diffusion fluxes and solve a linear system in NS +1 unknowns. In such a way none
of the species is discarded and the linear system is symmetric, allowing to solve
it with the Cholesky factorization that is cheaper than the standard Gaussian
elimination. The drawback is that one imposes also the ambipolar constraint,
i.e. the diffusion current is zero:
∑
j njqj
~Vj = 0. The parameter that ensures
the satisfaction of the constraint is the electric field (Eq. 3.4.9) appearing in the
diffusion driving forces vector ~di (Eq. 2.5.25). In such a case there is not an
expression for the ambipolar constraint that keeps the system symmetric, thus
eliminating the major advantage of this approach.
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In the following, we suggest to extend the iterative technique proposed by
Sutton and Gnoffo [38] towards ionized mixtures. We can sum up the solution
algorithm (see [39]) in the following steps:
1. Assume an initial guess for the diffusion fluxes ~Joldi = (ρi~Vi)old that satisfies
the mass conservation.
2. Rewriting the relations ( 2.5.29)1 as
~Un∗i = −Di
(
∇zi − niqi
p
~E∗A −
∑
j
zizj
D1ij
~Unj
)
(4.4.3)
where the superscript ∗ indicates an intermediate iterative step and where
Di =
(∑
j
zizj
D1ij
)−1
(4.4.4)
is the effective diffusion coefficient, we obtain the updated diffusion velocities
3. Before each iteration, ~E∗A is set such that the updated diffusion velocities
~Un∗i satisfy the charge conservation:
~E∗A =
(∑
i
n2i e
2
iDi
p
)−1∑
i
nieiDi
(
∇zi −
∑
j
zizj
D1ij
~Unj
)
(4.4.5)
4. In the end, to guarantee the mass conservation, we add a small correction:
~Un+1i =
~Un∗i −
∑
j
yi~U
n∗
j (4.4.6)
1If there is the ambipolar electric field, Eq. 2.5.29 reads
∑
j
zizj
D1ij
(
~Uj − ~Ui
)
= ∇zi − niqip ~EA
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Results
5.1 Boundary Layer Computations
In this section we will compare the results obtained with the VKI BL code [2]
under the assumption of CNEQ and the ones obtained with the modified version
in which we have made the assumption of TCNEQ.
In fact, our final goal is to compute and compare, at the stagnation point, the heat
flux obtained in both cases; for all the applications of interest here, at the wall it
is mainly due to two contributions:
~qw = − (λh + λr)∇Thr +
Nsp∑
i=1
hi ~Ji (5.1.1)
• a thermal conduction one depending on temperature gradient at the wall
(the Fourier’s law). In our two-temperature model, we will assume that,
at the wall, this contribution is only given by the translational-rotational
temperature gradient. In fact, thermal conduction phenomena are mainly
due to energy transport phenomena by means of heavy particles that collide
with the wall.
• a minor but not negligible contribution due to the transfer of enthalpy caused
by particles diffusion at the wall
Hence, in order to analyze the results and to highlight the differences coming
out making the TCNEQ assumption, we will be interested to temperatures, en-
thalpy and concentrations profiles into the boundary layer along the stagnation
line.
It is well known that air, at ambient temperature and neglecting minor com-
ponents, is essentially a mixture of molecular oxygen and molecular nitrogen. As
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temperature increases, chemical reactions take place changing the initial composi-
tion. Moreover, the lower the pressure, the lower the temperature at which these
reactions take place.
In this work, the results have been carried out for air mixtures respectively
with 5 and 7 species. Their compositions are:
• Air 5 : O2, N2, NO, O, N ;
• Air 7 : O2, N2, NO, NO+, O, N , e−;
They well approximate the behaviour of the real gas as specified in [3] and,
while a five species mixture well represents air when the degree of ionization is
negligible, a seven species mixture is better when we have to consider it.
Moreover, concerning the chemistry model (see [2] [3] [39]), in Tab. 5.1, 5.2, 5.3
we have the main groups of chemical reactions that take place in the previous
mixtures with the coefficients needed to compute the reaction constant (see the
Arrhenius law 2.3.20).
Reaction M Cf nf Θd
O2 +M→ O+O+M O2 3.24e+19 -1.00 59500
N2 7.2e+18
NO 3.6e+18
O 9e+19
N 3.6e+18
NO +M → N+O+M O2 3.9e+20 -1.50 75500
N2 3.9e+20
NO 7.8e+21
O 7.8e+21
N 7.8e+21
N2 +M → N+N+M O2 1.9e+17 -0.50 113000
N2 4.7e+17
NO 1.9e+17
O 1.9e+17
N 4.085e+22 -1.50
Table 5.1: Reaction rate coefficients for Earth Atmosphere (Air 5-7 species) -
Dissociation reactions
In table 5.4, the test cases analyzed for 5 and 7 species air mixture are shown,
in which (see [11]) we have the outer edge enthalpy (he) and temperature (Te),
the static pressure (ps), the free stream velocity (Vs), the non-dimensional bound-
ary layer thickness (∆), the non-dimensional radial velocity gradient (uie), the
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N2 +O→ NO+N 7e+13 0.00 38000
NO +O→ N+O2 3.2e+09 1.00 1.9700
Table 5.2: Reaction rate coefficients for Earth Atmosphere (Air 5 species) - Bi-
molecular exchange
N2 +O→ NO+N 7e+13 0.00 38000
NO + O→ N+O2 3.2e+09 1.00 1.9700
N + O→ NO+ + e− 1.4e+6 1.50 31900
O2 +N2 → NO+NO+ + e− 1.38e+20 -1.84 1.41e+5
N2 +NO→ N2 +NO+ + e− 2.2e+15 -0.35 1.08e+5
O2 +NO→ O2 +NO+ + e− 8.8e+16 -0.35 1.08e+5
Table 5.3: Reaction rate coefficients for Earth Atmosphere (Air 7 species) - Bi-
molecular exchange (1st and 2nd), associative ionization-dissociative recombination
(3rd) and heavy particle impact ionizations (4th,5th and 6th)
non-dimensional velocity gradient slope (u1y), the wall temperature (Tw) and the
coefficient αe =
Ve
uie2
· u1y where Ve is the non-dimensional axial velocity at the
outer edge.
Case he[MJ/Kg] Te[K] Vs[m/s] ps[atm] αe ∆ u1e u1y Tw[K]
1 15.32 5479 55.6 0.1 2.892 0.372 0.496 1.3104 300
2 15.32 5479 55.6 0.1 2.892 0.372 0.496 1.3104 2000
3 35 6819 145 0.1 2.185 0.4 0.403 0.714 300
4 35 6819 145 0.1 2.185 0.4 0.403 0.714 2000
Table 5.4: Test cases for 5-species and 7-species air mixture
5.1.1 Boundary conditions and wall reactions
To allow our numerical simulations to be solved, we need to define the boundary
conditions.
Concerning the outer edge, we make the assumption that the flow is at LTE. Then,
according to pressure, enthalpy and then temperature fixed in the test case, the
species concentrations are known from PEGASE [3].
On the other hand, at the wall we fix temperature and the surface catalycity
γw (see 2.6). We also assume that the translational-rotational temperature is
equal to the wall temperature while the electro-vibrational temperature has a zero-
derivative. Moreover, according to the chemical model used, we have to define the
number of wall reactions involved.
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In this chapter, the following wall reactions have been considered
O + (O − s)® O2
N + (N − s)® N2
They take into account the adsorption-desorption process and the (E-R) recombi-
nation that take place at the wall (see 2.6)
5.1.2 5-species Air mixture
Enthalpy and Temperature profiles
Let us focus our attention on enthalpy and temperature profiles along the stagna-
tion line. In all our figures, on the x-axis we have the position on the stagnation
line that, because of the discretization needed in the numerical methods, is divided
in one hundred points. Then 0 corresponds to the wall while 99 is the outer edge.
Concerning the enthalphy profiles, the results obtained are shown from Fig. 5.1
to Fig. 5.6.
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Figure 5.1: Enthalpy profiles in case of 5-species Air mixture - Non catalytic wall-
Test Case 1
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Figure 5.2: Enthalpy profiles in case of 5-species Air mixture - Fully catalytic wall-
Test Case 1
As imposed in the boundary condition, at the outer edge the profiles start
from the same value; in the non-catalytic cases, we can see how the total enthalpy
obtained in the TCNEQ model is always greater than the CNEQ total enthalpy.
That is because in the TCNEQ model the total enthalpy also involves the electro-
vibrational enthalpy contribution that depends on the electro-vibrational temper-
ature and on the species concentrations.
On the other hand, in the fully catalytic case the enthalpy profiles are slightly
different.
Now let us deal with temperature profiles.
As we can see, in all figures from 5.7 to 5.12, there is a continuous line representing
the temperature profile in case of CNEQ and two dashed lines representing the
translational-rotational temperature Thr and the electro-vibrational temperature
Tev profiles in the TCNEQ model.
For instance, let us compare Fig. 5.7 and Fig. 5.8. They both represents tem-
perature profiles for a 5-species Air-mixture in test case 1 but they have different
conditions at the wall. In the first figure we have a non-catalytic wall while in the
second one there is a fully-catalytic wall.
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Figure 5.3: Enthalpy profiles in case of 5-species Air mixture - Non catalytic wall-
Test Case 2
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Figure 5.4: Enthalpy profiles in case of 5-species Air mixture - Fully catalytic wall-
Test Case 2
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Figure 5.5: Enthalpy profiles in case of 5-species Air mixture - Non catalytic wall-
Test Case 3
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Figure 5.6: Enthalpy profiles in case of 5-species Air mixture - Non catalytic wall-
Test Case 4
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Figure 5.7: Temperature profiles in case of 5-species Air mixture - Non catalytic
wall- Test Case 1
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Figure 5.8: Temperature profiles in case of 5-species Air mixture -Fully catalytic
wall- Test Case 1
As imposed in the boundary conditions, the translational-rotational tempera-
ture is at LTE with the wall temperature, while the electro-vibrational one starts
with zero-derivative. As we expected, in the fully catalytic case, at the wall we
have a higher electro-vibrational temperature. That is because, in the fully cat-
alytic case, the wall promotes the recombination of atoms forming heavy particles
and then we have an increasing of bound electronic and vibrational energies that
are fully equilibrated at the common electro-vibrational temperature.
Even if the test cases analyzed are different, the same considerations are valid
for Fig. 5.9, Fig. 5.10, Fig. 5.11 and Fig. 5.12 so that we can check a proper
consistency in the results from a physical point of view.
Furthermore, looking at all these figures, it is important to note that, at the
wall, the slope of the translational-rotational temperature profile, is similar to the
slope of the single-temperature profile (i.e. the CNEQ case).
It is easy to realize that these slopes represent the gradient of each temperature,
so it means that, with respect to the CNEQ case, in the two-temperature model,
the thermal conduction contribution is smaller because only the translational-
rotational contribution of the thermal conductivity will be multiplied to the tem-
perature gradient.
Moreover, since this contribution in the TCNEQ model is the most important part
in the total amount of the computed heat flux, we expect to compute a smaller
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Figure 5.9: Temperature profiles in case of 5-species Air mixture - Non catalytic
wall- Test Case 2
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Figure 5.10: Temperature profiles in case of 5-species Air mixture -Fully catalytic
wall- Test Case 2
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Figure 5.11: Temperature profiles in case of 5-species Air mixture - Non catalytic
wall- Test Case 3
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Figure 5.12: Temperature profiles in case of 5-species Air mixture - Non catalytic
wall- Test Case 4
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heat flux at the wall.
Species concentrations profiles
Concerning the species concentrations, observing from Fig. 5.13 to Fig. 5.23, we
note that, both in the CNEQ and in the TCNEQ case, the species concentrations
are quite similar.
This could be explained considering that, to compute the species concetration of
the mixture, we should know in each point of our mixture the value of pressure
and temperature. Pressure is constant along the boundary layer and it is a data
in our problem while temperature is changing into the boundary layer. In the TC-
NEQ model, the temperature introduced in the chemical reactions is the square
root of the product of the two temperatures Thr and Tev and this value is not very
different with respect the single temperature in the CNEQ model.
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Figure 5.13: Concentrations profiles in case of 5-species Air mixture - Non catalytic
wall- CNEQ- Test Case 1
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Figure 5.14: Concentrations profiles in case of 5-species Air mixture - Non catalytic
wall- TCNEQ- Test Case 1
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Figure 5.15: Concentrations profiles in case of 5-species Air mixture - Fully cat-
alytic wall- CNEQ- Test Case 1
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Figure 5.16: Concentrations profiles in case of 5-species Air mixture - Fully cat-
alytic wall- TCNEQ- Test Case 1
0 20 40 60 80 100
Position
0
0.2
0.4
0.6
0.8
M
as
s 
fra
ct
io
n O2
N2
NO
O
N
Figure 5.17: Concentrations profiles in case of 5-species Air mixture - Non catalytic
wall- CNEQ- Test Case 2
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Figure 5.18: Concentrations profiles in case of 5-species Air mixture - Non catalytic
wall- TCNEQ- Test Case 2
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Figure 5.19: Concentrations profiles in case of 5-species Air mixture - Fully cat-
alytic wall- CNEQ- Test Case 2
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Figure 5.20: Concentrations profiles in case of 5-species Air mixture - Fully cat-
alytic wall- TCNEQ- Test Case 2
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Figure 5.21: Concentrations profiles in case of 5-species Air mixture - Non catalytic
wall- CNEQ- Test Case 3
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Figure 5.22: Concentrations profiles in case of 5-species Air mixture - Non catalytic
wall- TCNEQ- Test Case 3
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Figure 5.23: Concentrations profiles in case of 5-species Air mixture - Non catalytic
wall- CNEQ- Test Case 4
89
Chapter 5. Results
0 20 40 60 80 100
Position
0
0.2
0.4
0.6
0.8
M
a s
s  
f r a
c t
i o
n O2N2
NO
O
N
Figure 5.24: Concentrations profiles in case of 5-species Air mixture - Non catalytic
wall- TCNEQ- Test Case 4
5.1.3 7-species Air mixture
Enthalpy and Temperature profiles
Now we are going to focus our attention on enthalpy and temperature profiles
along the stagnation line for a 7-species Air mixture.
In this section, referring to figures from 5.25 to 5.38, we can suggest the same
considerations done in section 5.1.2.
Besides, comparing the results obtained for a 5-species mixture to the ones
obtained for a 7-species mixture, we can note that the temperature profiles are
almost similar, even if at the wall, for the 7-species case, there is a small increasing
of the electro-vibrational temperature Tev.
This difference could be explained by the fact that, for a 7-species mixture, we
have the additional presence of species NO+ and e− and, even though their mass
fractions are very small, they give a little contribute to the bound electronic and
vibrational energies, increasing the electro-vibrational temperature.
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Figure 5.25: Enthalpy profiles in case of 7-species Air mixture - Non catalytic wall-
Test Case 1
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Figure 5.26: Enthalpy profiles in case of 7-species Air mixture - Fully catalytic
wall- Test Case 1
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Figure 5.27: Enthalpy profiles in case of 7-species Air mixture - Non catalytic wall-
Test Case 2
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Figure 5.28: Enthalpy profiles in case of 7-species Air mixture - Fully catalytic
wall- Test Case 2
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Figure 5.29: Enthalpy profiles in case of 7-species Air mixture - Non catalytic wall-
Test Case 3
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Figure 5.30: Enthalpy profiles in case of 7-species Air mixture - Fully catalytic
wall- Test Case 3
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Figure 5.31: Enthalpy profiles in case of 7-species Air mixture - Non catalytic wall-
Test Case 4
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Figure 5.32: Enthalpy profiles in case of 7-species Air mixture - Fully catalytic
wall- Test Case 4
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Figure 5.33: Temperature profiles in case of 7-species Air mixture - Non catalytic
wall- Test Case 1
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Figure 5.34: Temperature profiles in case of 7-species Air mixture -Fully catalytic
wall- Test Case 1
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Figure 5.35: Temperature profiles in case of 7-species Air mixture - Non catalytic
wall- Test Case 2
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Figure 5.36: Temperature profiles in case of 7-species Air mixture -Fully catalytic
wall- Test Case 2
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Figure 5.37: Temperature profiles in case of 7-species Air mixture - Non catalytic
wall- Test Case 3
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Figure 5.38: Temperature profiles in case of 7-species Air mixture - Fully catalytic
wall- Test Case 3
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Figure 5.39: Temperature profiles in case of 7-species Air mixture - Non catalytic
wall- Test Case 4
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Figure 5.40: Temperature profiles in case of 7-species Air mixture - Fully catalytic
wall- Test Case 4
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Species concentrations profiles
As we have said in section 5.1.2, even for a 7-species mixture we substantially
recover the same results about concentrations profiles comparing the CNEQ and
TCNEQ model.
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Figure 5.41: Concentrations profiles in case of 7-species Air mixture - Non catalytic
wall- CNEQ- Test Case 1
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Figure 5.42: Concentrations profiles in case of 7-species Air mixture - Non catalytic
wall- TCNEQ- Test Case 1
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Figure 5.43: Concentrations profiles in case of 7-species Air mixture - Fully cat-
alytic wall- CNEQ- Test Case 1
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Figure 5.44: Concentrations profiles in case of 7-species Air mixture - Fully cat-
alytic wall- TCNEQ- Test Case 1
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Figure 5.45: Concentrations profiles in case of 7-species Air mixture - Non catalytic
wall- CNEQ- Test Case 2
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Figure 5.46: Concentrations profiles in case of 7-species Air mixture - Non catalytic
wall- TCNEQ- Test Case 2
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Figure 5.47: Concentrations profiles in case of 7-species Air mixture - Fully cat-
alytic wall- CNEQ- Test Case 2
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Figure 5.48: Concentrations profiles in case of 7-species Air mixture - Fully cat-
alytic wall- TCNEQ- Test Case 2
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Figure 5.49: Concentrations profiles in case of 7-species Air mixture - Non catalytic
wall- CNEQ- Test Case 3
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Figure 5.50: Concentrations profiles in case of 7-species Air mixture - Non catalytic
wall- TCNEQ- Test Case 3
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Figure 5.51: Concentrations profiles in case of 7-species Air mixture - Fully cat-
alytic wall- CNEQ- Test Case 3
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Figure 5.52: Concentrations profiles in case of 7-species Air mixture - Fully cat-
alytic wall- TCNEQ- Test Case 3
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Figure 5.53: Concentrations profiles in case of 7-species Air mixture - Non catalytic
wall- CNEQ- Test Case 4
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Figure 5.54: Concentrations profiles in case of 7-species Air mixture - Non catalytic
wall- TCNEQ- Test Case 4
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Figure 5.55: Concentrations profiles in case of 7-species Air mixture - Fully cat-
alytic wall- CNEQ- Test Case 4
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Figure 5.56: Concentrations profiles in case of 7-species Air mixture - Fully cat-
alytic wall- TCNEQ- Test Case 4
5.1.4 Effectiveness of the BL code under the assumption
of TCNEQ
In the previous sections, we have shown all the results obtained under the assump-
tion of TCNEQ and we have compared them to the original implementation that
works under the CNEQ assumption.
At this point, in order to have no doubt about the validity and effectiveness of
the TCNEQ code, it could be useful to show how the temperature profiles change
when we tune the relaxation times included into the energy loss terms ( 3.3.3),
( 3.3.4).
In fact, if we impose the relaxation times τeh and τvh to be smaller and smaller,
we assume that the flow has less and less time either to exchange energy dur-
ing electrons and heavy particles collisions or for vibrational relaxation processes.
Hence the coupling effect of the terms ( 3.3.3) and ( 3.3.4) vanishes.
So, if we look at the term ( 3.3.3) from a numerical point of view, assuming it to
be, in the limit, zero is like to say that Thr = Tev, then we recover the CNEQ case
(see Fig. 5.57 and Fig. 5.58).
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Figure 5.57: Variation of electro-vibrational temperature profile with respect to
the elastic relaxation time τeh
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Figure 5.58: Variation of translational-rotational temperature profile with respect
to the elastic relaxation time τeh
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5.1.5 Heat flux comparison
As we have said in the introduction, the present numerical research activity is
involved in the design of Thermal Protection System, then it is easy to realize how
much is important to evaluate the heat flux at the spacecraft’s wall.
In the following, according to the coefficients presented in Tab. 5.4 and recalled
in Tab. 5.5, the comparisons between the wall heat flux in the CNEQ model and
in the TCNEQ model with respect to the wall temperature are presented for air
mixtures of 5 and 7 species.
he[MJ/Kg] Te[K] Vs[m/s] ps[atm] αe ∆ u1e u1y
Abacus 1 15.32 5479 55.6 0.1 2.892 0.372 0.496 1.3104
Abacus 2 35 6819 145 0.1 2.185 0.4 0.403 0.714
Table 5.5: Test cases for the computation of the wall heat flux
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Figure 5.59: TCNEQ boundary layer wall heat flux compared to CNEQ boundary
layer wall heat flux for a 5-species Air mixture - Abacus 1
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Figure 5.60: TCNEQ boundary layer wall heat flux compared to CNEQ boundary
layer wall heat flux for a 7-species Air mixture - Abacus 1
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Figure 5.61: TCNEQ boundary layer wall heat flux compared to CNEQ boundary
layer wall heat flux for a 7-species Air mixture - Abacus 2
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Conclusions and further research
During the course of this project the implementation of the numerical simulation
of the VKI BL code under the TCNEQ assumption and the investigation of the
nonequilibrium effects has been completed.
In the following, we will have a look at the conclusions one can state from the
analysis of the results:
• Two different mixtures have been defined concerning the simulation of air
flow. The first one constituted by 5 species and the second one constituted
by 7 species both suitable for re-entry applications.
• It is worth mentioning that, observing Fig. 5.59, Fig. 5.60 and Fig. 5.61, the
wall heat flux in the TCNEQ model is always smaller than the one computed
in the CNEQ case. This means that the CNEQ model is conservative so,
in order to reduce the TPS weight on a space vehicle and then costs with-
out losing security guarantees, TPS designers could consider this interesting
result.
• Concerning the numerical simulation, the TCNEQ implementation of the
VKI BL code seems to be consistent from a physical and numerical point
of view. In fact, recalling Fig. 5.57 and Fig. 5.58, it seems to come to
convergence in a proper way without losing a physical meaning.
Anyway, some fields need to be improved and deeply investigated. In fact prob-
lems were encountered during the implementation of the electro-vibrational energy
loss term due to chemistry ( 3.3.2). For instance, for a 11-species air mixture in
which must be taken into account also the electron-impact reactions (i.e., those
reactions in Table 3.1 in which qf and qb equal 1), this term generates instability
in the code.
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Hence, in a further research, it is necessary elaborate a more sophisticated theory
about how much electro-vibrational energy is lost or gained in chemical reactions
and, at the same time, to elaborate a stiffer and more robust numerical implemen-
tation.
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Enthalpy-Temperature relations
Total enthalpy-temperature relations
For a mixture we have h =
∑
s
yshs, where ys is the mass fraction of species s and
hs = hs(Tev, Thr, p) its enthalpy, one has
1:
∂h
∂y
=
∑
s
ys
∂hs
∂y
+
∑
s
hs
∂ys
∂y
=
∑
s
ys
[
∂hs
∂Tev
∂Tev
∂y
+
∂hs
∂Thr
∂Thr
∂y
]
+
∑
s
hs
∂ys
∂y
(A.0.1)
∂h
∂x
=
∑
s
ys
∂hs
∂x
+
∑
s
hs
∂ys
∂x
=
∑
s
ys
[
∂hs
∂Tev
∂Tev
∂x
+
∂hs
∂Thr
∂Thr
∂x
+
∂hs
∂p
∂p
∂x
]
+
∑
s
hs
∂ys
∂x
(A.0.2)
In another form:
∂h
∂y
= cpev,f
∂Tev
∂y
+ cphr,f
∂Thr
∂y
+
∑
s
hs
∂ys
∂y
(A.0.3)
∂h
∂x
= cpev,f
∂Tev
∂x
+ cphr,f
∂Thr
∂x
+
∑
s
ys
∂hs
∂p
∂p
∂x
+
∑
s
hs
∂ys
∂x
(A.0.4)
where:
cpev,f =
∑
s
ys
∂hs
∂Tev
(A.0.5)
and
cphr,f =
∑
s
ys
∂hs
∂Thr
(A.0.6)
1Note that in the boundary layer, pressure along the direction normal to the wall is constant.
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Electro-vibrational enthalpy-temperature relations
The following relations involve the electro-vibrational enthalpy and temperature.
Indeed hev =
∑
s
yshev,s, and hev,s = hev,s(Tev, p) therefore, as we have done previ-
ously:
∂hev
∂y
=
∑
s
ys
∂hev,s
∂y
+
∑
s
hev,s
∂ys
∂y
=
∑
s
ys
∂hev,s
∂Tev
∂Tev
∂y
+
∑
s
hev,s
∂ys
∂y
(A.0.7)
∂hev
∂x
=
∑
s
ys
∂hev,s
∂x
+
∑
s
hev,s
∂ys
∂x
=
∑
s
ys
[
∂hev,s
∂Tev
∂Tev
∂x
+
∂hev,s
∂p
∂p
∂x
]
+
∑
s
hev,s
∂ys
∂y
(A.0.8)
In another form:
∂hev
∂y
= cpfev
∂Tev
∂y
+
∑
s
hev,s
∂ys
∂y
(A.0.9)
∂hev
∂x
= cpfev
∂Tev
∂x
+
∑
s
ys
∂hev,s
∂p
∂p
∂x
+
∑
s
hev,s
∂ys
∂x
(A.0.10)
where:
cpfev =
∑
s
ys
∂hev,s
∂Tev
(A.0.11)
114
Appendix B
The Lees-Dorodnitsyn
transformation in axisymmetric
geometry
Let us recall the boundary layer equations in section 3.4.6. Because of the ax-
isymmetric geometry, ξ = 1. Then continuity equation reads:
∂ρur
∂x
+
∂ρvr
∂y
= 0 (B.0.1)
Since near the stagnation line r ' x (in general for small angles r/x ' sinα,
hence when α→ 90 ◦ we have r/x ' 1), then we can write the continuity equation
as:
∂ρux
∂x
+
∂ρvx
∂y
= 0 (B.0.2)
Let us apply the transformation: x¯ = Rm3
(
x
Rm
)3
y¯ = x
Rm
∫
ρ
ρδ
dy
(B.0.3)
hence {
∂
∂x
= ∂
∂x¯
∂x¯
∂x
+ ∂
∂y¯
∂y¯
∂x
∂
∂y
= ∂
∂y¯
∂y¯
∂y
+ ∂
∂x¯
∂x¯
∂y
(B.0.4)
Besides
∂x¯
∂x
=
(
x
Rm
)2
(B.0.5)
∂y¯
∂y
=
(
ρ
ρδ
)
·
(
x
Rm
)
(B.0.6)
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∂x¯
∂y
= 0 (B.0.7)
∂y¯
∂x
= 0 (B.0.8)
(in fact ∂y/∂x = 0 = ∂y/∂y¯ · ∂y¯/∂x but ∂y/∂y¯ 6= 0 then ∂y¯/∂x = 0)
Now we define {
u¯ = ∂Ψ
∂y¯
v¯ = −∂Ψ
∂x¯
(B.0.9)
About continuity equation:
from ρux = ρδRm
∂Ψ
∂y
we have u = ρδRm
ρx
· ∂Ψ
∂y
= ∂Ψ
∂y
· ∂y
∂y¯
= ∂Ψ
∂y¯
then
u = u¯ (B.0.10)
From ρvx = −ρδRm∂Ψ∂x we have v = −ρδRmρ·x · ∂Ψ∂x = ρδRmρ·x · ∂x¯∂x ·
(−∂Ψ
∂x¯
)
but −∂Ψ
∂x¯
= v¯ then
v =
(
x
Rm
)(
ρδ
ρ
)
v¯ (B.0.11)
According to Schwartz relation ∂
2Ψ
∂x¯∂y¯
= ∂
2Ψ
∂y¯∂x¯
we recover the continuity equa-
tion in the form:
∂u¯
∂x¯
+
∂v¯
∂y¯
= 0 (B.0.12)
About momentum equation:
ρ
[
u¯
(
∂u¯
∂x¯
· ∂x¯
∂x
)
+
ρδ
ρ
x
Rm
v¯
(
∂u¯
∂y¯
· ∂y¯
∂y
)]
= ρδ
[
u¯δ
(
∂uδ
∂x¯
· ∂x¯
∂x
)]
+
+ρδ
[
v¯δ
ρδ
ρ
x
Rm
(
∂u¯δ
∂y¯
· ∂y¯
∂y
)]
+
∂
∂y¯
· ∂y¯
∂y
[
µ
(
∂u¯
∂y¯
· ∂y¯
∂y
)]
(B.0.13)
substituting relations (B.0.5) and (B.0.6)
ρ
[(
x
Rm
)2
u¯
∂u¯
∂x¯
+
(
x
Rm
)2
v¯
∂u¯
∂y¯
]
= ρδ
(
x
Rm
)2 [
u¯δ
∂u¯δ
∂x¯
+ v¯δ
∂uδ
y¯
]
+
ρ
ρδ
(
x
Rm
)2
∂
∂y¯
[
µ
ρ
ρδ
∂u¯
∂y¯
]
(B.0.14)
so we obtain
u¯
∂u¯
∂x¯
+ v¯
∂u¯
∂y¯
=
ρδ
ρ
[
u¯δ
∂u¯δ
∂x¯
+ v¯δ
∂u¯δ
∂y¯
]
+
1
ρδ
· ∂
∂y¯
(
µ
ρ
ρδ
∂u¯
∂y¯
)
(B.0.15)
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Let us define at the stagnation line f ′(η) = u¯
uδ
with η(x¯, y¯) = y¯
l( 3x¯Rm )
1
3
.
At the stagnation line we can assume at first order
uδ =
∂u
∂x
∣∣∣
δ
· x (B.0.16)
Then u¯ = ∂u
∂x
∣∣∣
δ
· x · f ′ = ∂u
∂x
∣∣∣
δ
·Rm
(
3x¯
Rm
) 1
3 · f ′ or
u¯ = uieVs
(
3x¯
Rm
) 1
3
· f ′ (B.0.17)
where
uie =
∂u
∂x
∣∣∣
δ
· Rm
Vs
(B.0.18)
then
∂u¯
∂x¯
= Vsuie
[
1
Rm
(
3x¯
Rm
)− 2
3
· f ′ −
(
3x¯
Rm
) 1
3
· f ′′ 1
Rm
( y¯
l
)( 3x¯
Rm
)− 4
3
]
(B.0.19)
or
∂u¯
∂x¯
=
Vsuie
Rm
[(
3x¯
Rm
)− 2
3
· f ′ −
(
3x¯
Rm
) 1
3
· f ′′η
(
3x¯
Rm
)−1]
(B.0.20)
and in the end
∂u¯
∂x¯
=
Vsuie
Rm
(
3x¯
Rm
)− 2
3
(f ′ − ηf ′′) (B.0.21)
From continuity equation
v¯ =
∫
−∂u¯
∂x¯
dy¯ =
Vsuie
Rm
(
3x¯
Rm
)− 1
3
· l (ηf ′ − 2f) (B.0.22)
Moreover
∂u¯
∂y¯
=
Vsuie
l
· f ′′ (B.0.23)
Now, let us examine each term of momentum equation:
1)
u¯
∂u¯
∂x¯
+ v¯
∂u¯
∂y¯
=
(Vsuie)
2
Rm
·
(
3x¯
Rm
)− 1
3 [
f ′2 − 2ff ′′
]
(B.0.24)
2)
ρδ
ρ
[
u¯δ
∂u¯δ
∂x¯
+ v¯
∂u¯
∂y¯
]
=
(
x
Rm
)−2
· ρδ
ρ
[
uδ
∂uδ
∂x
+ vδ
∂uδ
∂y
]
(B.0.25)
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ρδ
ρ
[
u¯δ
∂u¯δ
∂x¯
+ v¯
∂u¯
∂y¯
]
=
(
x
Rm
)−2
· ρδ
ρ
(
uieVs
Rm
)2
· x
[
1 +
vδRm
Vsuie2
· ∂uie
∂y
]
(B.0.26)
or
ρδ
ρ
[
u¯δ
∂u¯δ
∂x¯
+ v¯
∂u¯
∂y¯
]
=
(
x
Rm
)−1
· ρδ
ρ
(uieVs)
2
Rm
· [1 + αe] (B.0.27)
where
αe =
vδRm
Vsuie2
· ∂uie
∂y
(B.0.28)
3)
1
ρδ
· ∂
∂y¯
(
ρµ
ρδ
· ∂u¯
∂y¯
)
=
1
ρδ
· ∂
∂y¯
(
ρµ
ρδ
· Vsuie
l
· f ′′
)
(B.0.29)
1
ρδ
· ∂
∂y¯
(
ρµ
ρδ
· ∂u¯
∂y¯
)
=
µδ
ρδ
· Vsuie
l
· ∂
∂η
· ∂η
∂y¯
(
ρµ
ρδµδ
· f ′′
)
(B.0.30)
1
ρδ
· ∂
∂y¯
(
ρµ
ρδ
· ∂u¯
∂y¯
)
=
µδ
ρδ
· Vsuie
l
· 1
l
·
(
3x¯
Rm
)− 1
3
·
(
ρµ
ρδµδ
· f ′′
)′
(B.0.31)
Writing together all the terms of the momentum equation and recalling the
first relation in Eq. (B.0.3) we obtain
(Vsuie)
2
Rm
·
(
x
Rm
)−1
·
[
f ′2 − 2ff ′′
]
=
(
x
Rm
)−1
·ρδ
ρ
·(uieVs)
2
Rm
·[1 + αe]+
(
x
Rm
)−1
·Vsuie
l2
·µδ
ρδ
(
ρµ
ρδµδ
· f ′′
)′
(B.0.32)
dividing the previous expression by (Vsuie)
2
Rm
·
(
x
Rm
)−1
we have
f ′2 − 2ff ′′ = ρδ
ρ
(1 + αe) +
1
VsuieRm
· µδ
ρδ
· Rm
2
2l2
(
2ρµ
ρδµδ
· f ′′
)′
(B.0.33)
or
f ′2
2
− ff ′′ = ρδ
ρ
(
1 + αe
2
)
+
Rm
2
2l2 · uieRe ·
(
ρµ
ρδµδ
· f ′′
)′
(B.0.34)
where
Re =
ρδVsRm
µδ
(B.0.35)
Recall that
dy =
ρδ
ρ
· dy¯(
x
Rm
) (B.0.36)
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but
η =
y¯
l
(
3x¯
Rm
) 1
3
=
y¯
l
(
x
Rm
) (B.0.37)
hence
dη =
dy¯
l
(
x
Rm
) (B.0.38)
and
dy =
ρδ
ρ
l · dη (B.0.39)
Moreover
δ = l
1∫
0
ρδ
ρ
dη = l · χ (B.0.40)
and introducing a new symbol
δ
Rm
= ∆ =
l
Rm
· χ (B.0.41)
so that
l =
∆ · Rm
χ
(B.0.42)
we can write
y = l
η∫
0
ρδ
ρ
dη = Rm · ∆
χ
η∫
0
ρδ
ρ
dη (B.0.43)
Then the term Rm
2
2l2uieRe
can be written as(
Rm
l
)2
· 1
2uieRe
=
( χ
∆
)2
· 1
2uieRe
=
1
ne
(B.0.44)
where
ne =
∆
χ
√
2uieRe (B.0.45)
Let us now substitute these results into Eq. (B.0.34), we have
(ϕf ′′)′ + ff ′′ +
ρδ
ρ
· (1 + αe)
2
− f
′2
2
= 0 (B.0.46)
where
ϕ =
ρµ
ρδµδ
· 1
ne2
(B.0.47)
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Since in [2] we have the transformation
ξ(x) =
x∫
0
ρδµδuδr
2ε ds
η(x, y) = uδr
ε√
2ξ
·
y∫
0
ρ dt
(B.0.48)
where ε = 1 in axisymmetric geometry and ε = 0 in 2-D geometry (remember in
our case ε = 1)and recalling Eq. (B.0.36) and (B.0.38), we have
dy = l
ρδ
ρ
dη (B.0.49)
or else
dη =
ρ
ρδ · l dy (B.0.50)
and integrating
η =
1
lρδ
y∫
0
ρ dt (B.0.51)
Comparing this expression to the second relation of Eq. (B.0.48) we have
1
lρδ
=
uδx√
2ξ
(B.0.52)
Moreover:
1) from
dy¯ = l
(
3x¯
Rm
) 1
3
dη (B.0.53)
we have
∂
∂y¯
=
(
3x¯
Rm
)− 1
3
· 1
l
· ∂
∂η
(B.0.54)
2) from
dξ = ρδµδuδx
2dx (B.0.55)
and substituting in x and in dx the expressions obtained from the first relation in
Eq. (B.0.3) and from
dx =
(
3x¯
Rm
)− 2
3
dx¯ (B.0.56)
we have
dξ = ρδµδuδRm
2dx¯ (B.0.57)
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and finally
∂
∂x¯
= ρδµδuδRm
2 ∂
∂ξ
(B.0.58)
3) from [2]
V =
2ξ
∂ξ
∂x
(
F
∂η
∂x
+
ρvx√
2ξ
)
(B.0.59)
Since
ξ(x) =
x∫
0
ρδµδuδx
2 ds = ρδµδ
x∫
0
∂u
∂x
∣∣∣
δ
· x3 ds = ρδµδ ∂u
∂x
∣∣∣
δ
x∫
0
x3 ds = ρδµδ
∂u
∂x
∣∣∣
δ
· x
4
4
(B.0.60)
from the second relation of Eq. (B.0.48), we recover the expression
η(x, y) =
∂u
∂x
∣∣
δ
· x2√
ρδµδ · ∂u∂x
∣∣
δ
· x4
2
·
y∫
0
ρ dt =
∂u
∂x
∣∣
δ√
1
2
ρδµδ · ∂u∂x
∣∣
δ
·
y∫
0
ρ dt (B.0.61)
As we can see, we have the important result
∂η
∂x
= 0 (B.0.62)
Introducing all these relations into Eq. (B.0.59), we recover
V =
ρv√
2ρδµδ · ∂u∂x
∣∣
δ
(B.0.63)
Now let us consider the continuity and momentum expressions and let us substitute
the relations obtained:
1) from Eq. (B.0.12), using relations (B.0.11), (B.0.16), (B.0.52), (B.0.54),
(B.0.58), (B.0.60), (B.0.63) and after some algebra we recover
2ξ
∂f ′
∂ξ
+
∂V
∂η
+ f ′ = 0 (B.0.64)
and then on the stagnation line
∂V
∂η
+ f ′ = 0 (B.0.65)
It is easy to realize that, to recover the transformed continuity equation in [2],
f ′ = F
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2) from Eq. (B.0.46), using relations (B.0.16), (B.0.18), (B.0.28), (B.0.35),
(B.0.45), (B.0.47), after some algebra we can write
1
2 · ρδ2 · l2 · ∂u∂x
∣∣
δ
· ∂
∂η
(ρµf ′′)+ff ′′+
ρδ
2ρ
+
ρδ · vδ
2 · ρ · (∂u
∂x
∣∣
δ
)2 · x · ∂uδ∂y − f
′2
2
= 0 (B.0.66)
To recover the momentum expression in [2], we should demonstrate that:
1)
f = −V (B.0.67)
2)
1
2 · ρδ2 · l2 · ∂u∂x
∣∣
δ
=
1
ρδ · µδ (B.0.68)
From continuity equation (B.0.65), we can easily see that (B.0.67) is true.
Moreover
1
2 · ρδ2 · l2 · ∂u∂x
∣∣
δ
=
uδ
2 · x2
4 · ξ · ∂u
∂x
∣∣
δ
=
∂u
∂x
∣∣
δ
2 · x4
ρδ · µδ · ∂u∂x
∣∣
δ
2 · x4
=
1
ρδ · µδ (B.0.69)
(Remember that ∂uδ
∂y
= ∂
∂y
(
∂uδ
∂x
· x) where ∂uδ
∂x
= ∂u
∂x
∣∣
δ
)
Now, let us turn our attention on energy equation. In order to explain prop-
erly and clearly all the algebra in the transformation, we will start the analysis
from the one-temperature model, then we will apply the same properties in the
multi-temperature model.
Energy equation in thermal equilibrium
In the equilibrium model, the energy equation in the boundary layer reads (see
[2]):
ρ
(
u
∂h
∂x
+ v
∂h
∂y
)
= u
dpδ
dx
+ µ
(
∂u
∂y
)2
− ∂q
y
∂y
(B.0.70)
where h is the mixture enthalpy, µ is the coefficient of shear viscosity, p is the
pressure and q is the heat flux. Besides
dpδ
dx
= −ρδ
(
uδ
∂uδ
∂x
+ vδ
∂uδ
∂y
)
(B.0.71)
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Moreover, neglecting the ”Dufour effect, i.e. the heat diffusion due to concentration
gradients, the heat flux vector is
~q = −λ∇T +
Ns∑
i
hi ~Ji (B.0.72)
Then Eq. (B.0.70) becomes
ρ
(
u
∂h
∂x
+ v
∂h
∂y
)
= −uρδ
(
uδ
∂uδ
∂x
+ vδ
∂uδ
∂y
)
+µ
(
∂u
∂y
)2
+
∂
∂y
·
(
λ
∂T
∂y
)
− ∂
∂y
(
Ns∑
i
hiJ
y
i
)
(B.0.73)
First of all, we can neglect the higher order terms (the first and second term of the
right hand side). Then let us pay attention to each remaining term, substituting
the relations found previously:
1) recalling relations (B.0.5), (B.0.6) and (B.0.11)
ρ
(
u
∂h
∂x¯
· ∂x¯
∂x
+ v
∂h
∂y¯
· ∂y¯
∂y
)
= ρ
(
x
Rm
)2
·
[
u¯
∂h
∂x¯
+ v¯
∂h
∂y¯
]
(B.0.74)
Let us now define at the stagnation line
g(η) =
h
hδ
(B.0.75)
then we have
ρ
(
x
Rm
)2
·
[
u¯
∂
∂x¯
(hδ · g) + v¯ ∂
∂y¯
(hδ · g)
]
(B.0.76)
Substituting relations (B.0.17), (B.0.22), (B.0.54) and (B.0.58) we finally write
ρ · uie · Vs
Rm
· (ηf ′ − 2f) · ∂
∂η
(hδ · g) (B.0.77)
2) recalling that
h =
∑
i
yihi (B.0.78)
where yi are the mass fractions of the mixture components, then
∂h
∂y
=
∑
i
yi
∂hi
∂y
+
∑
i
hi
∂yi
∂y
(B.0.79)
but
∂hi
∂y
=
∂hi
∂T
· ∂T
∂y
(B.0.80)
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By definition, each species i, is a thermally perfect gas, so
∂hi
∂T
= Cpi (B.0.81)
hence
∂h
∂y
=
∑
i
yi · Cpi · ∂T
∂y
+
∑
i
hi
∂yi
∂y
(B.0.82)
Remember that ∑
i
yi · Cpi = Cpf (B.0.83)
is the frozen specific heat. In the end from
∂h
∂y
= Cpf · ∂T
∂y
+
∑
i
hi
∂yi
∂y
(B.0.84)
we obtain the important relation
∂T
∂y
=
1
Cpf
[
∂h
∂y
−
∑
i
hi
∂yi
∂y
]
(B.0.85)
Using the last relation, we have
∂
∂y
·
(
λ
∂T
∂y
)
=
∂
∂y¯
· ∂y¯
∂y
[
λ
Cpf
·
(
∂h
∂y¯
· ∂y¯
∂y
−
∑
i
hi
∂yi
∂y¯
· ∂y¯
∂y
)]
(B.0.86)
then, as seen before, using the relation (B.0.6)
∂
∂y
·
(
λ
∂T
∂y
)
=
(
ρ
ρδ
)
·
(
x
Rm
)2
· ∂
∂y¯
[
λ
Cpf
· ρ
ρδ
(
∂h
∂y¯
−
∑
i
hi
∂yi
∂y¯
)]
(B.0.87)
and again relations (B.0.54) and (B.0.75), we finally obtain(
ρ
ρδ
)
· 1
l2
· ∂
∂η
[
λ · ρ
Cpf · ρδ
(
∂
∂η
(hδ · g)−
∑
i
hi
∂yi
∂η
)]
(B.0.88)
3) Using the same considerations we have
− ∂
∂y
(∑
i
hiJ
y
i
)
= − ρ
ρδ
· x
Rm
· ∂
∂y¯
(∑
i
hiJ
y
i
)
(B.0.89)
and then
− ∂
∂y
(∑
i
hiJ
y
i
)
= − ρ
ρδ
· 1
l
· ∂
∂η
[∑
i
hiJ
y
i
]
(B.0.90)
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Then, putting all the terms together, the energy equation reads
ρ · uie · Vs · hδ
Rm
·(ηf ′ − 2f)·∂g
∂η
=
(
ρ
ρδ
)
· 1
l2
∂
∂η
[
λ · ρ
Cpf · ρδ
(
hδ
∂g
∂η
−
∑
i
hi
∂yi
∂η
)]
− ρ
ρδ · l ·
∂
∂η
[∑
i
hiJ
y
i
]
(B.0.91)
or
ρ · uie · Vs · hδ
Rm
·(ηf ′ − 2f)·∂g
∂η
=
(
ρ
ρδ
)
·µδ· 1
l2
· ∂
∂η
[
lo
Pr
(
hδ
∂g
∂η
−
∑
i
hi
∂yi
∂η
)]
− ρ
ρδ · l ·
∂
∂η
[∑
i
hiJ
y
i
]
(B.0.92)
where
lo =
ρµ
ρδµδ
(B.0.93)
is the dimensionless Chapman-Rubesin parameter and
Pr =
µ · Cpf
λ
(B.0.94)
is the Prandtl number.
Now, we want to recover the energy equation found in [2]. Dividing the last
expression by
ρ · hδ
ρδ · l ·
√
2ρδµδ · ∂u
∂x
∣∣∣
δ
(B.0.95)
we have
V
∂g
∂η
=
µδ
l
· 1
hδ
· 1√
2ρδµδ · ∂u∂x
∣∣
δ
· ∂
∂η
[
hδ
lo
Pr
· ∂g
∂η
− lo
Pr
∑
i
hi
∂yi
∂η
]
− 1
hδ
· 1√
2ρδµδ · ∂u∂x
∣∣
δ
· ∂
∂η
[∑
i
hiJ
y
i
]
(B.0.96)
where, from relations (B.0.63), (B.0.11) and (B.0.22)
V =
ρδVsuiel
Rm
√
2ρδµδ · ∂u∂x
∣∣∣
δ
· (ηf ′ − 2f) (B.0.97)
Moreover, using relations (B.0.16), (B.0.52) and (B.0.60) it is easy to demonstrate
that
µδ
l
· 1√
2ρδµδ · ∂u∂x
∣∣
δ
= 1 (B.0.98)
so, considering that
J˜i
η˜
=
Jyi√
2ρδµδ · ∂u∂x
∣∣
δ
(B.0.99)
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is the dimensionless diffusion flux,
η˜ = Kη (B.0.100)
V˜ = KV (B.0.101)
we recover the expression (see [2])
V˜
∂g
∂ηˆ
=
∂
∂ηˆ
(
K2 l0
Pr
∂g
∂ηˆ
)
− ∂
∂ηˆ
(
K2 l0
Pr
Ns∑
i=1
∂yi
∂ηˆ
hi
hδ
)
− ∂
∂ηˆ
(
K
Ns∑
i=1
J˜ ηˆi
hi
hδ
)
(B.0.102)
where
K = 1
δ
√
2ξ
uδr
∫ ηˆmax
0
1
ρ
dηˆ (B.0.103)
has to be defined from the conditions that, when ηˆ = ηˆmax it is y = δ
Energy equations in thermal nonequilibrium
We will start from the Total energy equation(see [39])
ρ
(
u
∂h
∂x
+ v
∂h
∂y
)
=
∂
∂y
[
(λh + λr)
∂Thr
∂y
]
+
∂
∂y
[
(λv + λel + λe)
∂Tev
∂y
]
− ∂
∂y
(∑
s
Jys hs
)
(B.0.104)
Let us examine each term:
1) since
h =
∑
s
yshs (B.0.105)
where h = h(Thr, Tev, p) and using relations (B.0.10) and (B.0.11), we have
ρ
(
u
∂h
∂x
+ v
∂h
∂y
)
= ρ
{
u¯
[∑
s
ys
(
∂hs
∂Tev
· ∂Tev
∂x
+
∂hs
∂Thr
· ∂Thr
∂x
+
∂hs
∂p
· ∂p
∂x
)
+
∑
s
hs
ys
∂x
]
+
+v¯
(
x
Rm
)(
ρδ
ρ
)[∑
s
(
∂hs
∂Tev
· ∂Tev
∂y
+
∂hs
∂Thr
· ∂Thr
∂y
)
+
∑
s
hs
∂ys
∂y
]}
(B.0.106)
126
then using relations (B.0.5) and (B.0.6) we obtain
ρ
(
x
Rm
)2{
u¯
[∑
s
ys
(
∂hs
∂Tev
· ∂Tev
∂x¯
+
∂hs
∂Thr
· ∂Thr
∂x¯
+
∂hs
∂p
· ∂p
∂x¯
)
+
∑
s
hs
ys
∂x¯
]
+
+v¯
[∑
s
(
∂hs
∂Tev
· ∂Tev
∂y¯
+
∂hs
∂Thr
· ∂Thr
∂y¯
)
+
∑
s
hs
∂ys
∂y¯
]}
(B.0.107)
Substituting relations (B.0.3), (B.0.17), (B.0.22), (B.0.54), (B.0.58) and intro-
ducing
g1(η) =
Tev(η)
Tevδ
(B.0.108)
g2(η) =
Thr(η)
Thrδ
(B.0.109)
we can write
ρuieVs
{(
3x¯
Rm
)− 2
3
· (ηf
′ − 2f)
Rm
[
Tevδ
∑
s
ys
∂hs
∂Tev
· ∂g1
∂η
+ Thrδ
∑
s
ys
∂hs
∂Thr
· ∂g2
∂η
+
∑
s
hs
∂ys
∂η
]
+
+
(
3x¯
Rm
)
· f ′ρδµδuδR2m
[
Tevδ
∑
s
ys
∂hs
∂Tev
· ∂g1
∂ξ
+ Thrδ
∑
s
ys
∂hs
∂Thr
· ∂g2
∂ξ
+
+
∑
s
ys
∂hs
∂p
· ∂p
∂ξ
+
∑
s
hs
∂ys
∂ξ
}
(B.0.111)
2) using relation (B.0.6) we have
∂
∂y
[
(λh + λr)
∂Thr
∂y
]
=
(
ρ
ρδ
)(
x
Rm
)2
· ∂
∂y¯
[
(λh + λr)
(
ρ
ρδ
)
· ∂Thr
∂y¯
]
(B.0.112)
and then by means of (B.0.54) and (B.0.109) we obtain(
ρ
ρδ
)
· Thrδ
l2
· ∂
∂η
[
(λh + λr)
(
ρ
ρδ
)
· ∂g2
∂η
]
(B.0.113)
3) recalling relation (B.0.6)
∂
∂y
[
(λv + λel + λe)
∂Tev
∂y
]
=
(
ρ
ρδ
)(
x
Rm
)2
· ∂
∂y¯
[
(λv + λel + λe)
(
ρ
ρδ
)
· ∂Tev
∂y¯
]
(B.0.114)
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and, as we have seen before, we obtain(
ρ
ρδ
)
· Tevδ
l2
· ∂
∂η
[
(λv + λel + λe)
(
ρ
ρδ
)
· ∂g1
∂η
]
(B.0.115)
where g1 comes from relation (B.0.108)
4) for the last term, using the same relations, we have
− ∂
∂y
(∑
s
Jys hs
)
= −
(
ρ
ρδ
)(
x
Rm
)
· ∂
∂y¯
(∑
s
Jys hs
)
(B.0.116)
and then
−
(
ρ
ρδ
)
· 1
l
· ∂
∂η
[∑
s
Jys hs
]
(B.0.117)
Now, let us put all the terms together, the total energy equation reads
ρuieVs
{(
3x¯
Rm
)− 2
3
· (ηf
′ − 2f)
Rm
[
Tevδ
∑
s
ys
∂hs
∂Tev
· ∂g1
∂η
+ Thrδ
∑
s
ys
∂hs
∂Thr
· ∂g2
∂η
+
∑
s
hs
∂ys
∂η
]
+
(
3x¯
Rm
)
·
· f ′ρδµδuδR2m
[
Tevδ
∑
s
ys
∂hs
∂Tev
· ∂g1
∂ξ
+ Thrδ
∑
s
ys
∂hs
∂Thr
· ∂g2
∂ξ
+
∑
s
ys
∂hs
∂p
· ∂p
∂ξ
+
∑
s
hs
∂ys
∂ξ
]}
=
=
(
ρ
ρδ
)
· Thrδ
l2
· ∂
∂η
[
(λh + λr)
(
ρ
ρδ
)
· ∂g2
∂η
]
+
(
ρ
ρδ
)
· Tevδ
l2
· ∂
∂η
[
(λv + λel + λe)
(
ρ
ρδ
)
· ∂g1
∂η
]
+
−
(
ρ
ρδ
)
· 1
l
· ∂
∂η
[∑
s
Jys hs
]
(B.0.118)
Recalling relations (B.0.16), (B.0.18), (B.0.97), (B.0.98), (B.0.99) and
dividing all terms by
ρ
ρδ · l ·
√
2ρδµδ · ∂u
∂x
∣∣∣
δ
(B.0.119)
we recover
2ξF
[
Tevδ · cpev,f · ∂g1
∂ξ
+ Thrδ · cphr,f · ∂g2
∂ξ
+
∑
s
ys
∂hs
∂p
· ∂p
∂ξ
+
∑
s
hs
∂ys
∂ξ
]
+ V
[
Tevδ · cpev,f · ∂g1
∂η
]
+
+ V
[
Thrδ · cphr,f · ∂g2
∂η
]
=
Tevδ
µδ
∂
∂η
[
(λv + λel + λe)
(
ρ
ρδ
)
∂g1
∂η
]
+
Thrδ
µδ
∂
∂η
[
(λh + λr)
(
ρ
ρδ
)
∂g2
∂η
]
+
− ∂
∂η
[∑
s
hsJ
η˜
s
]
− V
∑
s
hs
∂ys
∂η
(B.0.120)
where
F = f ′ (B.0.121)
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cpev,f =
∑
s
ys
∂hs
∂Tev
(B.0.122)
cphr,f =
∑
s
ys
∂hs
∂Thr
(B.0.123)
and using relations (B.0.60), (B.0.16), (B.0.18), (B.0.6) and (B.0.52)
2ξ =
ρδ
2 (uieVs)
2 lµδ√
2ρδµδ · ∂u∂x
∣∣∣
δ
·R2m
(
3x¯
Rm
) 4
3
(B.0.124)
Concerning the Electro-vibrational energy(see [39]), we have
ρ
(
u
∂hev
∂x
+ v
∂hev
∂y
)
=
∂
∂y
[
(λv + λel + λe)
∂Tev
∂y
]
+u
∂pe
∂x
+v
∂pe
∂y
+P eInel+P
e
El+P
ev
ch−
∂
∂y
[∑
s
hev,sJ
y
s
]
(B.0.125)
As we did previously, let us examine each term of the expression substituting the
same relations used before :
1) since
hev =
∑
s
yshev,s (B.0.126)
where hev,s = hev,s(Tev, p) then
ρ
(
u
∂hev
∂x
+ v
∂hev
∂y
)
= ρ
(
x
Rm
)2{
u¯
[∑
s
ys
∂hev,s
∂Tev
· ∂Tev
∂x¯
+
∑
s
ys
∂hev,s
∂p
· ∂p
∂x¯
+
∑
s
hev,s
∂ys
∂x¯
]
+
+ v¯
[∑
s
ys
∂hev,s
∂Tev
· ∂Tev
∂y¯
+
∑
s
hev,s
∂ys
∂y¯
]}
(B.0.127)
and then, after some algebra
ρuie Vs
(
3x¯
Rm
)
· f ′ρδµδuδR2m
[
cpfev · Tevδ · ∂g1
∂ξ
+
∑
s
ys
∂hev,s
∂p
· ∂p
∂ξ
+
∑
s
hev,s
∂ys
∂ξ
]
+
ρVsuie
Rm
·
· (ηf ′ − 2f)
[
cpfev · Tevδ · ∂g1
∂η
+
∑
s
hev,s
∂ys
∂η
]
(B.0.128)
where
cpfev =
∑
s
ys
∂hev,s
∂Tev
(B.0.129)
2)
∂
∂y
[
(λv + λel + λe)
∂Tev
∂y
]
=
(
ρ
ρδ
)(
x
Rm
)2
· ∂
∂y¯
[
(λv + λel + λe)
(
ρ
ρδ
)
∂Tev
∂y¯
]
(B.0.130)
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and then (
ρ
ρδ
)
· Tevδ
l2
· ∂
∂η
[
(λv + λel + λe)
(
ρ
ρδ
)
· ∂g1
∂η
]
(B.0.131)
3)
u
∂pe
∂x
+ v
∂pe
∂y
=
(
x
Rm
)2 [
u¯
∂pe
∂x¯
+ v¯
∂pe
∂y¯
]
(B.0.132)
and then
uieVs
[
f ′ρδµδuδR2m
(
3x¯
Rm
)
· ∂pe
∂ξ
+
(ηf ′ − 2f)
Rm
· ∂pe
∂η
]
(B.0.133)
4)
− ∂
∂y
[∑
s
hev,sJ
y
s
]
= −
(
ρ
ρδ
)(
x
Rm
)
· ∂
∂y¯
(∑
s
hev,sJ
y
s
)
(B.0.134)
or else
−
(
ρ
ρδ
)
· 1
l
· ∂
∂η
(∑
s
hev,sJ
y
s
)
(B.0.135)
Then, let us write all the terms together, we have
ρuieVs
(
3x¯
Rm
)
· f ′ρδµδuδR2m
[
cpfev · Tevδ · ∂g1
∂ξ
+
∑
s
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∂hev,s
∂p
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∂ξ
+
∑
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+
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(
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ch (B.0.136)
Let us divide all the expression by
ρ · Tevδ · cpfev
ρδ · l ·
√
2ρδµδ · ∂u
∂x
∣∣∣
δ
(B.0.137)
we obtain (recall relations B.0.16, B.0.18, B.0.97, B.0.98, B.0.99, B.0.121,
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2ξ F
[
∂g1
∂ξ
+
1
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∑
s
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+
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(B.0.138)
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