Abstract. We show that the set SCL rp ⊂ R ≥0 of stable commutator lengths on recursively presented groups equals the set of non-negative right-computable numbers. Hence all nonnegative algebraic and computable numbers are in SCL rp and SCL rp is not closed under subtraction. We also show that every non-negative real number is the stable commutator length of an element in some infinitely presented small cancellation group.
Introduction
Let G be group and let G = [G, G] be its commutator subgroup. For an element g ∈ G the commutator length (cl G (g)) is the least number of commutators needed to express g as their product. Define the stable commutator length (scl G (g)) via scl G (g) = lim n→∞ cl G (g n )/n. Stable commutator length (scl) is well studied in many classes of groups and has geometric meaning. Let X be a pointed connected topological space with fundamental group G and γ : S 1 → X be a pointed loop, which represents an element g ∈ G. Then both scl G (g) and cl G (g) measure the least complexity of a surface needed to bound γ. The theory of these invariants is developed mostly by Calegari and his coauthors; see [Cal09a] .
In many classes of finitely presented groups scl has been extensively studied due to its relationship with rotation numbers, surfaces embeddings and simplicial volume; see Section 2.2. It is known to be rational on certain graphs of groups, in particular on free groups and on BaumslagSolitair groups [Cal09b, Che19] . Every rational number is realised as the stable commutator length of an element in some finitely presented group [Cal09a, Remark 5.20 ]. However, there are several classes of finitely presented groups known where scl is not rational [Zhu08] [Cal09a, Chapter 5] . In all of those cases, scl is even not algebraic.
Calegari asked [Cal09a, Questions 5.47 and 5.48] which real non-negative numbers arise as the stable commutator lengths of finitely presented groups and whether there are elements in finitely presented groups which have algebraic but non-rational stable commutator length.
We answer those questions for the larger class of recursively presented groups. Higman's Embedding Theorem (Theorem 3.1) asserts that these are exactly the finitely generated subgroups of finitely presented groups. The set of isomorphism classes of recursively presented groups is countable and thus so is the set SCL rp ⊂ R ≥0 of stable commutator lengths of recursively presented groups.
We will fully describe SCL rp in terms of its computability. We say that real number α ∈ R is right-computable if the set {q ∈ Q | α < q} is recursively enumerable; see Definition 3.2. The set RC ≥0 ⊂ R of non-negative right-computable numbers is countable, as there are only countably many Turing machines. Every non-negative computable or algebraic number is in SCL rp . The set SCL rp is closed under addition but not under subtraction, i.e. there are elements α, β ∈ SCL rp such that α − β > 0 but α − β ∈ SCL rp .
It is not hard to show that SCL rp ⊂ RC ≥0 . To show the converse we will construct for an element α ∈ RC ≥0 an explicit recursive presentation of a group G with an element t ∈ G such that scl G (t) = α. For this we will need the following proposition, which is of its own interest.
Proposition B. Let (m i ) i∈N , (n i ) i∈N be two sequences of natural numbers such that n i < n i+1 and mi ni ≥ mi+1 ni+1 for every i ∈ N. Then there is an infinitely presented C (1/6) small cancellation group G = G((m i ) i∈N , (n i ) i∈N ) whose presentation is given explicitly in terms of (m i ) i∈N and (n i ) i∈N and an element t ∈ G such that
The limit in Proposition B exists as the sequence ( mi ni ) i∈N is decreasing and non-negative. As a corollary to Proposition B we obtain an explicit proof of the following result:
Corollary C. Every non-negative real number arises as the stable commutator length of an element in some infinitely presented C (1/6) small cancellation group.
It would be interesting to promote the results of Theorem A to finitely presented groups. There are several ways to embed a recursively presented group G into a finitely presented group H; see Theorem 3.1. However, for such an embedding Φ : G → H we just get an upper bound scl H (Φ(g)) ≤ scl G (g) for g ∈ G; see Proposition 2.2. Thus we ask: Question 1.1. Let G be a recursively presented group and let g ∈ G be an element. Is there a finitely presented group H and a map Φ g : G → H such that scl H (Φ g (g)) = scl G (g)?
A positive answer to this question would prove Theorem A for finitely presented groups and answer the questions of Calegari [Cal09a, Questions 5.47 and 5.48].
Organisation. This paper is organised as follows. In Section 2 we recall well known results about stable commutator length and in Section 3 we recall results about computablility and recursive presentations. In Section 4 we introduce van Kampen diagrams on surfaces and show how they may be used to estimate scl in Proposition 4.1. In Section 5 we will use these techniques to prove Proposition B. Theorem A and Corollary C will be proved in Section 6.
Acknowledgements. I would like to thank Martin Bridson for many very helpful discussions. Moreover, I would like to thank Joe Chen, Jan Steinebrunner for sharing their insights on stable commutator length and computability. I would like to thank Clara Löh for her insights on computability and comments on a previous version of this article.
Stable Commutator Length
In Section 2.1 we will briefly introduce stable commutator length and state well known results. In Section 2.2 we recall known results about stable commutator length in finitely presented groups. In Section 2.3 we state the relationship to simplicial volume. The reference for stable commutator length is the book of Calegari [Cal09a] . 2 2.1. Stable Commutator Length: Preliminaries. Let G be a group and let G = [G, G] be the commutator subgroup. Every element g ∈ G is the product of commutators [x, y] := xyx −1 y −1 and we define the commutator length of g in G to be
Similarly, define the stable commutator length (scl(g)) of g as
It is useful to extend this invariant also for elements of the whole group G. If g ∈ G is an element such that there is an N with g
There is a geometric interpretation of scl. Let X be a topological space with fundamental group π 1 (X) and let γ : S 1 → X be a loop. Let f be map f : Σ → X from a compact oriented surface Σ with boundary ∂Σ to X. Then the pair (f, Σ) is called admissible to γ if there is a commutative diagram
where ι : ∂Σ → Σ is the natural inclusion of the boundary. Observe that every component of ∂Σ has a orientation induced by the orientation of Σ. The
where χ is the ordinary Euler characteristic. We may use positive admissible pairs (f, Σ) to compute stable commutator length:
Proposition 2.1 (scl via admissible maps, [Cal09a, Proposition 2.10]). Let X be a topological space with fundamental group π 1 (X) and let γ : S 1 → X be a loop representing an element g ∈ π 1 (X). Then
where the infimum is taken over all positive admissible maps (f, Σ) for γ.
We collect some well-known results about stable commutator length:
Proposition 2.2. Let G and H be groups, let g, h ∈ G be elements and let Φ : G → H be a homomorphism. Then 2.3. Stable Commutator Length and Simplicial Volume. Stable commutator length in finitely presented groups may be used to construct 4-manifolds with controlled simplicial volume. For every finitely presented group G with H 2 (G; R) = 0 and g ∈ G there is an orientable closed connected 4-manifold M such that M = 48 · scl G (g) [HL19] . By applying these results to certain finitely presented groups related to the examples of Section 2.2, the authors could show that every rational number arises as the simplicial volume of a 4-manifold. Thus, Theorem A and Question 1.1 also indicate which non-negative real numbers arise as the simplicial volume of 4-manifolds.
Turing Machines and Recursively Presented Groups
We recall well-known results on computability and recursive presentation in Section 3.1. Encoding such sets in the rational numbers gives rise to computable and right-computable numbers which are discussed in Section 3.2.
3.1. Recursive Sets and Recursive Presentations. Let A be a set which may be encoded as the input set of some Turing machine. Then a subset B ⊂ A is called computable if there is some Turing machine which decides if an element a ∈ A lies in B or not. A subset B ⊂ A is called recusively enumerable if there is a Turing machine which enumerates all elements in B. Equivalently there is a Turing machine with input A and whose halting set is B. See [Tur37] for Turings original paper.
Let S be an alphabet. Then we may interpret F (S) as the input set of some Turing machine and thus we may define recursively enumberable subsets B ⊂ F (S). We say that a presentation S | R is recursive if and only if R ⊂ F (S) is recursively enumerable. A group G is recursively presented if it admits a recursive presentation. As there are only countably many Turing machines there are only countably many recursively presented groups.
Let G be a finitely presented group with finite presentation S | R . A word in F (S) represents the trivial element in G if and only if it is the product of conjugates of elements of R ± in F (S). We may enumerate all such elements and thus the set of elements w ∈ F (S) that represent the identity in G is recursively enumerable. This shows that every finitely generated subgroup of a finitely presented group is recursively presented.
Higman showed that indeed the opposite is true:
Theorem 3.1 (Higman's Embedding Theorem, [Hig61] ). A finitely generated group G is recursively presented if and only if it is a finitely generated subgroup G < H of a finitely presented group H.
Indeed there is a universal finitely presented group H containing all finitely generated, recursively presented groups as its subgroups.
3.2. Computable and Right-Computable Numbers. We can now define computable and right-computable numbers.
Definition 3.2 (Computable and Right-Computable Numbers). A real number α ∈ R is called computable if {q ∈ Q | α < q} is computable and right-computable if this set is recursively enumberable. We denote by RC ⊂ R the set of all right-computable real numbers and by RC ≥0 the set of all such non-negative numbers.
Example 3.3. Let A ⊂ N be a subset. Then it was observed by Specker [Spe49] that the number
is computable if and only A is computable as a subset of N and right-computable if and only if A is recursively enumerable. It is well known that any encoding of the halting set is recursively enumberable but not computable. Hence there are right-computable numbers that are not computable.
Proposition 3.4 (Properties of RC
≥0 ). Every non-negative algebraic number and every computable number is in RC ≥0 . However, there are numbers in RC ≥0 that are not computable. The set RC ≥0 is closed under addition but not under subtraction, i.e. there are elements α, β ∈ RC
Proof. From the definition is it clear that every computable number is right-computable. It is well-known that every algebraic number is computable by employing any type of approximation algorithm to the roots of polynomials. Example 3.3 provides a right-computable number 0 < α < 1 that is not computable. As α is recursively enumerable, the set {q ∈ Q | α < q} is recursively enumerable. Suppose that 1 − α is right-computable. Then also the set {q ∈ Q | α < q} is recursively enumerable and thus we may decide if a rational number q ∈ Q satisfies α < q or not. Then α would be computable, which is a contradiction. Thus RC ≥0 is not closed under subtraction. However, it is easy to see that RC ≥0 is indeed closed under addition.
For the proof of Proposition B we will use the following equivalent characterisation of rightcomputable numbers: Lemma 3.5. A number α ∈ R ≥0 is right-computable if and only if there is a Turing machine T with input set N and output set N × N (appropriately encoded), which for every i ∈ N returns a pair T (i) = (m i , n i ) of natural numbers and which satisfies that for all i ∈ N, n i < n i+1 and
Observe that the limit in the last lemma exists as the sequence ( mi ni ) i∈N is monotone, bounded, and positive.
Proof. Let T be the turing machine which halts if q ∈ Q satisfies that α < q. We may compute a list all elements in Q, and let T run on each of them. Thus, we may compute a sequence (q i ) i∈N of all elements {q ∈ Q | α < q} and we may restrict this sequence to a strictly decreasing sequencẽ q i = min{q j | j = 1, . . . , i} whose limit is α. We may assume thatq i = mi ni and n i < n i+1 by possibly scaling m i and n i . 5
Van Kampen Diagrams on Surfaces
We introduce van Kampen Diagrams on surfaces, which we will use to encode the admissible maps (f, Σ) of Proposition 2.1. We will estimate the Euler characteristic of such surfaces by defining a combinatorial curvature κ(P ) for the disks P of a van Kampen diagram in Section 4.2. We will estimate κ(P ) via the branch vertices of P , introduced in Section 4.3.
4.1. Admissible Surfaces via Van Kampen Diagrams. Van Kampen Diagrams on surfaces have been introduced by Olshanskii to study homomorphisms from surface groups to a group with a fixed presentation [Ols89] . See also [CSS07] . Let Σ be a compact surface with boundary ∂Σ and let S | R be a presentation of a group G. A van Kampen Diagram P on Σ over the presentation of S | R is a decomposition of Σ into finitely many polygons (P i ) i∈I called disks where the edges are labelled by words in S such that the boundary of each polygon is labelled counterclockwise by a reduced element of R ± and such that the edges of adjacent polygons are compatible, i.e. if an edge is adjacent to two polygons P and P then the label of one edge is w ∈ F (S) and the other one is w −1 . Every van Kampen diagram on a surface yields a continuous map f : Σ → X to the presentation complex X of G = S | R by mapping the labelled edges to the edges in the 1-skeleton of X and mapping the polygons to the corresponding 2-cells of X.
Van Kampen diagrams may be used to estimate scl of elements in G.
Proposition 4.1. Let G be a group with presentation S | R and assume that every element of R is cyclically reduced. Let X be the associated presentation complex and let t ∈ S be a letter represented by a loop γ : S 1 → X. Let f : Σ → X be a positive admissible surface to γ. Then there is a van Kampen diagram (f ,Σ) on a surfaceΣ such that the boundaries are labelled by positive powers of t, such that (f ,Σ) has the same degree as (f, Σ) and such that
Proof. Let f : Σ → X be an admissible map. We may assume that γ maps the boundary to the edge in the 1-skeleton of X labelled by t. Both X and Σ admit the structure X sim and Σ sim of a simplicial complex. Let pt sim ∈ X sim be the corresponding base-point of X. Every element s ∈ S corresponds to a simplicial loop in X. Let s sim be the corresponding loop in X sim and denote by S sim the set of all such simplicial loops. Moreover, let R sim be the set of 2-subcomplexes r sim ⊂ X sim of X sim corresponding to a relation r ∈ R. By simplicial approximation we may assume that f is homotopic to a simplicial map f sim . By possibly further subdividing Σ sim we may assume that the preimage of every element in S sim consists of 1-simplices without back-tracking. By possibly subdividing Σ sim and changing f sim further we may assume that (f sim ) −1 (pt) is a finite collection of points. Let s ∈ S and consider the inverse (f sim ) −1 (s we may assume that every component of P r is homeomorphic to a disk. Let P ∈ P r be such a disk component. Its boundary under f sim maps to the loops in S sim and thus defines some 6 Figure 1 . P has the boundary word r 2 . Replace P by two disk components P 1 and P 2 which both have the boundary word r. If the boundary word of P has backtracking we may glue up the backtracking and replace it by a disk with shorter boundary word. conjugacy class in F (S), which is represented by a power n P ∈ Z of r. If n P = 0, we may remove P , possibly by subdividing Σ sim further. If |n P | > 1 we may replace P by |n P | many disks P 1 , . . . , P |n P | , which are labelled by a power of r of the same sign of n P ; see Figure 1 .
Hence, we may assume that for every r ∈ R, the preimage P r of the interior of r sim is labelled by a word which is either conjugate to r or r −1 . Moreover, since Σ is compact, there are just finitely many r ∈ R such that P r is non-empty. We may assume that there is no backtracking on the paths of the boundary of P by glueing together two paths with backtracking; see Figure 2 .
We conclude that every P is a polygon labelled by a positive or a negative power of r ∈ R without backtracking.
4.2.
Combinatorial Gauss-Bonnet. For a van Kampen diagram, let P = {P i } i∈I be the set of labelled polygons and let P ∈ P. For any vertex v of P denote by deg(v) be the degree of v i.e. the number of edges adjacent to v and let deg (v) be the number of disks adjacent to v. Observe that 2 ≤ deg (v) ≤ deg (v) and that by concatenating edges we may always assume that deg(v) ≥ 3.
Let V P be the set of all vertices and E P be the set of all edges of P . For every edge e ∈ E P let (e) ∈ {1, 2} be the number of disks adjacent to it. 7
Define the curvature κ : P → Q of disks via
Proposition 4.2 (Combinatorial Gauss-Bonnet). Let P be a van Kampen diagram on a surface Σ P and let κ : P → Q be as above. Then
Proof. Every vertex in Σ P is adjacent to deg (v) many disks.
is the total number of vertices in Σ P . Similarly, P ∈P e∈E P 1 (v) is the total number of edges (as every edge is the boundary of some disk) and P ∈P 1 is the total number of faces. Hence P ∈P κ(P ) = #{vertices} − #{edges} + #{faces} = χ(Σ).
4.3.
Curvature via Branch Vertices. We will estimate the curvature of van Kampen diagrams via the number of branch vertices of a disk. Let P ∈ P be a disk with vertices V P and edges E P .
We call a vertex v such that β(v) = 1 a branch vertex.
Definition 4.3 (Branch Vertices β). Let P ∈ P be a disk in a van Kampen diagram and let p ⊂ ∂P be a connected subpath in the boundary of P with vertices v 0 , . . . , v n . Then we set
and
The following observation will be useful:
Proposition 4.4. Let P be a van Kampen diagram on a surface Σ, let P ∈ P be a disk and let p, q bet two subpath of ∂P such that q starts at the end of q. Then
where we denote by p · q the concatenation of boths paths. If ∂P = p 1 · · · p n is a decomposition of the boundary of P into subpaths, then
Proof. Immediate from the definition of β.
We may use β(P ) to estimate the curvature of P .
Proposition 4.5. Let P be a van Kampen diagram on a surface Σ and let P ∈ P be a disk with vertices V P . Then −κ(P ) ≥ β(P ) − 6 6 Proof. Immediate from Proposition 4.2.
Proof of Proposition B
We now define the groups G((m i ) i∈N , (n i ) i∈N ) of Proposition B.
Definition 5.1 (Groups G((m i ) i∈N , (n i ) i∈N ) ). Set S = {t, a, b, c, s 1 , s 2 , s 3 , s 4 , s 5 , s 6 , s 7 , s 8 with l = 6 · 5 N 7 m 11 n . For integer sequences (m i ) i∈N , (n i ) i∈N define
Note that l is chosen in this way so that r n,m,N satisfy the small cancellation condition C (1/6) and so that every choice of n, m, N yields a different l.
We may now prove Proposition B:
Proposition B. Let (m i ) i∈N , (n i ) i∈N be two sequences of natural numbers such that n i < n i+1 and such that mi ni ≥ mi+1 ni+1 for every i ∈ N. Then the group G = G((m i ) i∈N , (n i ) i∈N ) satisfies the C (1/6) small cancellation condition. For t ∈ G we have that
If (m i ) i∈N and (n i ) i∈N are recursively enumerable then G is recursively presented.
Proof. We will estimate scl G (t) from above and below. First, note that for every i ∈ N,
in G. Moreover, we observe that w N is a commutator, as 
and hence
For the other direction fix an > 0. We know by Proposition 2.1 that there is a positive admissible surface f : Σ → X where X is the presentation complex of G with the presentation of Definition 5.1 such that
By Proposition 4.1 we may assume that there is a van Kampen diagram P = (P i ) i∈I on Σ over the presentation of G whose boundaries are positive powers of t. We say that a disk P ∈ P is positive if it is labelled by a word in {r mi,ni,i , i ∈ N} and negative if it is labelled by a word in {r −1 mi,ni,i , i ∈ N}. The set of positive disks is denoted by P + and the set of negative disks by P − . If P is positive and labelled by the word r mi,ni,i , then we set n(P ) = n i and m(P ) = m i . Similarly, if P is negative and labelled by the word r −1 mi,ni,i then we set n(P ) = −n i and m(P ) =m i . We observe that P ∈P n(P ) = n(f, Σ), the total degree of the map induced by the van Kampen diagram. We also define N (P ) = i.
Suppose that P ∈ P + is positive and labelled by r m,n,N . We decompose the boundary of Proof. Let v be such a vertex and assume that v ∈ {u 0 , u 1 }.
Let e 1 be the edge with endpoint v and let e 2 be the edge with inital vertex v. Let x be the last letter in the label of e 1 and let y be the first letter in the label of e 2 . Then xy is one of {ab, bc, ca
The disk adjacent to v has to be labelled by the inverse of this label, hence has to contain one of {b
The only disks which contain such subwords are negative disks.
Similarly, if v = u 0 and deg(v) = 2, then P contains the subword ta and henceP has to contain the subword a −1 t −1 and thus is negative. The same argument holds for v = u 1 . 
and thus the disk adjacent to v has to contain the words 
and thus the disk adjacent to v has to contain the words Claim 5.5. For a positive disk P ∈ P + we have that
where κ(P ) is the curvature (see Section 4.2) and µ(P ) is as in Definition 5.3.
Proof. Fix a positive disk P ∈ P + labelled by r m,n,N and again assume that its boundary decomposes into ∂P = p (t) · p (w) · p (s) where p (t) is labelled by t n , p (w) is labelled by w 2m N , and p (s) is labelled by s N,m,n . Moreover, the segment p (w) is the concatenation of the segments q i j described above. We will estimate −κ(P ) using Proposition 4.5. Using Proposition 4.4 we may estimate β(P ) ≥ β(p (w) ) + β(p (s) ) . It follows from small cancellation theory that β(p (s) ) ≥ 7. Hence, by Proposition 4.5 we have that
By Claim 5.4 we have that β(q consists of 12m(P ) such segments. By additivity of β (Proposition 4.4) and µ we conclude that
Claim 5.6. We have that
where n(Σ) denotes the total degree of Σ.
Proof. Fix a positive polygon P ∈ P + . We recall that µ(P ) counts the number of subwords
of negative disksP adjacent to P . Fix such a diskP . There are 12m(P ) such above segments and the total degree ofP is n(P ). Thus one segment of (2) contributes n(P ) 12m (P ) to P ∈P − n(P ).
Recall that for a polygon labelled by r m,n,N we set N (P ) = N . Since N (P ) ≥ N (P ) we see that
as we chose the sequence ni mi i∈N to be decreasing and as n(P ) is negative. We conclude that
We are now able to finish the proof of Proposition B. Let P be a van Kampen diagram on an admissible surface Σ to γ. We may estimate
Observe that for every negative tile P ∈ P − we have that κ(P ) ≤ 0 by small cancellation theory, Claim 5.5 asserts that
Moreover, we know by Claim 5.6 that
It is easy to see that for every P ∈ P + we have that m(P ) − µ(P ) 12 ≥ 0. Let P ⊂ P + be the set of positive disks such that m(P ) − µ(P ) 12 > 0. As
we see that the set P is non-empty. Moreover, observe that µ(P ) n(P ) ≥ lim Together with the opposite inequality derived above we may conclude an equality and thus prove Proposition B.
Proof of Theorem A and Corollary C
We can now prove Theorem A and Corollary C.
Proof of Theorem A. First we show that SCL rp = RC ≥0 . We will show both inclusions. For SCL rp ⊂ RC ≥0 fix a recursively presented group G with recursive presentation G ∼ = S | R and an element g ∈ G represented by an element w ∈ F (S). We will show that {q ∈ Q | scl G (g) < q} is the halting set of some Turing machine.
Claim 6.1. For every N ∈ N there is a Turing machine T N with input Q ≥0 (appropriately encoded) and such that for any q ∈ Q ≥0 the machine T N halts on q if and only if cl G (g N ) ≤ q ·N .
Proof. Indeed cl G (g N ) ≤ q · N if and only if cl G (g N ) ≤ q · N := q . This happens if and only if there are elements x 1 , . . . , x q , y 1 , . . . , y q ∈ F (S) and an element r ∈ R = R such that
We can enumerate all such solutions and check if the condition is satisfied for one of them. Now let T be the Turing machine with input Q ≥0 which recursively starts running the machines T N (q) simultaneously for all N ∈ N and halts if and only if T N (q) halts for some N ∈ N. If scl G (g) < q then there exists some N such that cl G (g N ) ≤ N q. Thus T halts. If scl G (g) > q then also cl G (g N ) > N q for every N ∈ N and T does not halt. Thus T has halting set {q ∈ Q ≥0 | q > scl G (g)} and thus scl G (g) right-computable. Hence SCL rp ⊂ RC ≥0 . To see SCL rp ⊃ RC ≥0 let α ∈ RC ≥ be a right-computable number and let T be the Turing machine of Lemma 3.5 with input N, output N × N, such that T (i) = (m i , n i ) which satisfies that n i < n i+1 and Then we may construct the recursive presentation for the group G = G((m i ) i∈N , (n i ) i∈N ) as in Definition 5.1. Proposition B asserts that the stable commutator length of t ∈ G is exactly α. Thus SCL rp ⊃ RC ≥0 . The rest of the theorem follows from Proposition 3.4.
Proof of Corollary C. Any non-negative real number α ∈ R ≥0 arises as the limit lim i→∞ mi ni , where n i ≤ n i+1 and such that mi ni ≥ mi+1 ni+1 . We conclude using Proposition B.
