Abstract: We present and experimentally validate a computational model for the light propagation in thin-film solar cells that integrates non-paraxial scalar diffraction theory with non-sequential ray-tracing. The model allows computing the spectral layer absorbances of solar cells with micro-and nano-textured interfaces directly from measured surface topographies. We can thus quantify decisive quantities such as the parasitic absorption without relying on heuristic scattering intensity distributions. In particular, we find that the commonly used approximation of Lambertian scattering intensity distributions for internal light propagation is violated even for solar cells on rough textured substrates. More importantly, we demonstrate how both scattering and parasitic absorption must be controlled to maximize photocurrent.
Introduction
Harvesting of renewable energy is by now widely accepted to be able to contribute significantly to a sustainable future energy mix. Renewable power generation grew by 5.5% annually in the years from 2006 to 2013 and is expected to grow even faster in the near future. Among the different technologies, the installed capacity of solar photovoltaics (PV) alone grew by 37% in 2013 [1] . Further growth for solar PV can be facilitated by improving the price/performance ratio. One promising route for thin-film solar technologies is by improving the light trapping: to maximise the harvesting of the incident radiation. Our contribution aims to support this endeavour by presenting an accurate and efficient numerical model of the light propagation that allows testing of real surface textures for their suitability as textured interfaces in solar cells.
To optically model high-efficiency thin-film solar cells requires tackling both the micro-and nano-textured interfaces used to achieve light trapping, as well as the large width to height aspect ratio of these devices. Among the several methods that have been used to address this problem are RCWA [2, 3] , transfer matrix formalism [4, 5] , scalar scattering theories [6, 7] as well as analytical approaches based on statistical ray optics [8, 9] . The latter rely on calculating the absorption by tracing an average ray of light through the structure. By assuming full randomization of the internally scattered light this approach allows deriving an absorption enhancement factor of 4n 2 for weak absorption, where n is the refractive index. Full randomization of the radiation is characterized by constant radiance which corresponds to a Lambertian intensity distribution (i.e. proportional to the cosine of the observation angle, independent of the incidence angle). Recently, two terms have been introduced to quantify the comparison of a scattering structure to a Lambertian scatterer: the Lambertionality factor [10] and the light trapping efficiency [11] . These concepts provide figures of merit to assess light trapping in comparison to the benchmark of Lambertian scattering. Contrastingly, our model assesses the light trapping ability of differently textured interfaces by computing the light propagation within the structures containing these interfaces. In contrast to earlier presented approaches we do not rely on assumptions about the intensity distributions of secondary and higher scattering events.
We extend our earlier model that integrates thin-film optics with non-iterative ray-tracing [12] with an interface model that relies on non-paraxial scalar scattering theory [13, 14] . We demonstrate that this interface model correctly describes the scattering at nano-textured interfaces even for oblique incidence, which is a prerequisite for avoiding heuristic scattering intensity distributions. Fig. 1 . Illustration for the case of reflection: the plane of incidence Γ 0 , a plane Γ φ , the hemisphere and its coordinates on which the angle resolved scattering (ARS) is defined. The red arrow illustrates oblique incidence, the blue arrow the specular part of the reflected light.
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Methods
Our earlier developed absorption model computes the spectral absorption profiles by means of non-iterative ray-tracing [12] . We integrate over all azimuth angles and thus represent the propagating radiation by the discretized polar angle only. This restricts our method to interface textures that are azimuthally symmetric in a statistical sense. The fluxes in the various layers are connected by (specular or diffuse) transmission and reflection at interfaces and undergo absorption within the layers. We refer to the parameterization of the transmission and reflection as an interface model. In what follows we discuss an interface model that is based on scalar scattering theory.
According to nonparaxial scalar scattering theory [15, 16] , the diffracted radiance of wavelength λ in direction cosine space is given by
A s denotes the aperture area. The pupil function U 0 represents the phase variations acquired by a plane wave traversing the interface. The term exp(i2πβ 0ŷ ) represents the phase variation introduced by oblique incidence. The angle resolved scattering (ARS) can then be obtained by [14] 
The coordinate transformation from direction cosine space (α, β ) to spherical coordinates is given by α = sin θ · cos φ and β = sin θ · sin φ . The integration over the hemisphere is illustrated in Fig. 1 . For non-planar surfaces the reflected light is not confined to the plane of incidence Γ 0 and the integration collects all light that is scattered into planes Γ φ . Thus, integration of the computed scattering intensity distributions, according to equation 2, over the hemisphere is used to construct the layer interface boundary conditions for our absorption model, where Fresnel's equations are used to ensure conservation of energy. Note that the terms angular intensity (AID) [6] and bidirectional scattering distribution function (BSDF) [17, 18] are also used in the literature to denote the scattering intensity distributions. In non-paraxial scalar scattering theory the diffracted radiance is shift invariant in direction cosine space. This can be exploited in the computation of the angle resolved scattering (ARS) for different incidence angles as only a single Fourier transform is necessary for all incidence angles. Further, the hemispherical integration leads to a vast reduction of the degrees of freedom, allowing for an efficient numerical scheme.
Earlier contributions have already demonstrated that non-paraxial scalar scattering theory correctly reproduces measured ARS curves for normally incident light [14, 19] . Here we present experimental validation also for the case of oblique incidence. We analyze two ZnO transparent electrodes grown by low-pressure chemical vapor deposition. After deposition a plasma treatment is used to render the substrates suitable for the deposition of microcrystalline silicon. The resulting root-mean-square (RMS) roughnesses of the two substrates are 150 nm and 120 nm, see Fig. 2 .
The texture information, as measured by AFM, enters the computation of the ARS via the pupil function U 0 (equation 1). The resulting diffracted radiance is illustrated in Fig. 3 . The red circle denotes the unit circle where α 2 + β 2 = 1, only modes within are considered propagating. Oblique incidence, Fig. 3(b) , leads to a shift of the radiance in direction cosine space, whereas the shape of the radiance stays the same. Note however, that this shifts some modes beyond the horizon (they are considered evanescent) and that the resulting radiance, and consequently also the ARS, is no longer statistically rotationally symmetric. As noted above, constructing the boundary conditions for our non-iterative ray-tracing requires integrating the computed radiance over spherical segments of the hemisphere, thus solid angles with equal polar angle. The blue circles in Fig. 3 illustrate such spherical segments.
In Fig. 4 we present measured and computed ARS curves for transmission trough the ZnO/air interface for the two substrates. Both normal and oblique incidence are shown, at a wavelength of 543 nm. For the measurement a detector scans the scattered transmission over all polar angles for one constant azimuth angle. The two ZnO substrates are deposited on glass and the incidence angle given in the figures refers to the angle in ZnO. For the rough substrate, Fig. 4(a) , the incidence angle in air is 49 • , corresponding to 26 • (0.46 rad) in ZnO. For the less rough substrate, Fig. 4(b) , the incidence angle in air is 40 • corresponding to 21 • (0.37 rad) in ZnO. The glass faces the light source. Note that in our home-built measurement setup the incidence angle is controlled by rotating the sample by hand and that we determine the incidence angle by locating the specular part of the transmission. Hence the small difference between the two oblique incidence angles. Given the large dynamic range of transmission intensities the computation reproduces all measurements very well. Only for angles far off from the specular direction in oblique incidence does the computation systematically underestimate the measurement. This limitation of the model can be understood by considering the approximation of the rough interface by a phase-screen of zero thickness [19] .
Results
We apply our method to study the layer absorbances in microcrystalline silicon (µc-Si:H) solar cells with absorber thicknesses of 1 µm deposited on the two ZnO substrates. The solar cells have been presented in [7] and have the layer structure glass / ZnO (5 µm) / µc-Si:H (1 µm) / ZnO (5 µm) / white paste back reflector. Despite the large differences observed in the ARS, the two substrates lead only to slight differences in the EQE. In our model of the devices we use the measured texture information to simulate the light scattering at the ZnO front contact/silicon and at the ZnO back contact/siIicon interface. Hereby we carry out the ARS calculations for the material interface pairs ZnO/silicon instead of ZnO/air. In Fig. 5 we compare the measured external quantum efficiency (EQE) and reflection to the computed spectral layer absorption in the intrinsic layer (thus assuming ideal carrier collection) and reflection. For the EQE we do find an excellent agreement between measurement and simulation over the entire spectral range. The solar cell on the rough substrate, Fig. 5(a) , shows slightly better light trapping with a measured photocurrent of 23.0 mA/cm 2 (simulated 23.8 mA/cm 2 ), compared to 21.9 mA/cm 2 (simulated 21.9 mA/cm 2 ) for the other substrate. With the assumption of Lambertian light trapping we find a photocurrent of 26.6 mA/cm 2 . For the reflection we only find a good agreement in the spectral range up to about 800 nm. Most likely this overestimation is due to our use of Fresnel's equations in the normalization of the boundary conditions. The shaded areas in the figures represent the computed spectral parasitic absorption that can be quantified by an equivalent current density. We stress that these results are computed solely on the basis of the measured surface textures, the spectroscopic ellipsometry measurements of the materials and the layer thicknesses. In contrast to earlier reported methods we do not rely on measured reflection spectra and do not make any a priori assumptions about the degree of parasitic absorption. Further, our method does not make any assumptions about the internal intensity distribution of the scattered light but computes the scattering for all internal propagation directions. As we show below, this allows for a direct comparison of the scattering structure to an ideal Lambertian scatterer. We now turn to investigate further the internal light propagation, which ultimately determines the degree of light trapping. In the framework of statistical ray optics scattering is often described by ideal Lambertian scatterers. One thereby assumes that light propagating inside the absorber shows full randomization that is described by a Lambertian distribution. In our framework we compute the scattering based on the measured interface texture and the incidence angle not only for the first scattering event but also for all subsequent ones. In Fig. 6 we show the resulting azimuthally integrated ARS, labeled ARSφ for the two textures at a wavelength of 700 nm. ARSφ initial represents the transmission through the ZnO/silicon interface and ARSφ equilibrium the intensity distribution containing all propagating modes. By comparing with the thermodynamically optimal Lambertian distribution we can confirm that the rougher substrate is indeed closer to an ideal scatterer, corroborating the experimental finding. We note that the equilibrated ARSφ is indeed closer to a Lambertian, illustrating the (partial) randomization of the radiation. The capability of computing the internal intensity distributions thus provides an experimentally unaccessible insight into the light trapping.
As we pointed out above, the light trapping will not only determine the photocurrent but also the parasitic absorption. We can use our model to illustrate this interdependency: we compute the photocurrent in a microcrystalline silicon solar cell where we parametrize the specularity of the light scattering at the textured interfaces by the Phong model [20] . For normal incidence the Phong model can be written as ARS(φ , θ ) = cos(θ ) l , where l denotes the Phong factor. For normal incidence and a Phong factor of 1 this produces a Lambertian distribution. Note however, that the scattering intensity distributions according to this model do depend on the incidence angle. Phong factors above 1 produce more specular, factors below 1 broader intensity distributions. In the limit of very large Phong factors, the distribution becomes purely specular. In Fig. 7 we present the computed photocurrent for Phong factors varying between 0.1 and 100 and three different electrode thicknesses. For an electrode thickness of 2 µm we find an optimal value of 1.5 for the Phong factor, whereas for an electrode thickness of 8 µm 0.1 is optimal. Inspection of the internal ARSφ , as shown in Fig. 7(b) for a wavelength of 700 nm and Phong factor 1.5, confirms that such a scattering behavior does indeed lead to almost ideal internal light scattering. 
Conclusions
We have extended our optical solar cell model [12] to directly account for textured layer interfaces that we tackle with non-paraxial scalar scattering theory. This ab initio approach is amenable to a purely experimental input without simplifying assumptions and allows for computationally efficient simulations compared to more brute force full-wave simulation methods. Very good agreement between simulated active layer absorption spectra and measured EQE spectra was found for microcrystalline silicon solar cells deposited on a rough (σ RMS = 150 nm) and a slightly less rough (σ RMS = 120 nm) ZnO transparent electrode. The presented method is now made available in the optoelectronic simulation software package setfos [17] . Several features of our method distinguish it from earlier presented methods: we compute all internal scattering distributions based on measured surface textures rather than making a priori assumptions about them; the spectral parasitic absorption is an output of our model rather than being deduced from separate substrate measurements; we can extract the equilibrated internal intensity distributions that are ultimately decisive for the light trapping. Meanwhile our modeling approach has also proven very useful for simulating large area emissive thin-film OLEDs with interface textures [18] .
