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ENTROPY SOLUTIONS FOR STOCHASTIC POROUS MEDIA
EQUATIONS
K. DAREIOTIS, M. GERENCSE´R, AND B. GESS
Abstract. We provide an entropy formulation for porous medium-type equa-
tions with a stochastic, non-linear, spatially inhomogeneous forcing. Well - posed-
ness and L1-contraction is obtained in the class of entropy solutions. Our scope
allows for porous medium operators ∆(|u|m−1u) for all m ∈ (1,∞), and Ho¨lder
continuous diffusion nonlinearity with exponent 1/2.
1. Introduction
We consider degenerate quasilinear stochastic partial differential equations (SPDEs),
with the stochastic porous medium equation
du(t, x) = ∆(|u(t, x)|m−1u(t, x)) dt+
∞∑
k=1
σk(x, u(t, x)) dβk(t) on (0, T )× Td,
u(0, x) = ξ(x) on Td, (1.1)
for m ∈ (1,∞) as a model example. Here T > 0 denotes the time horizon, Td is
the d-dimensional torus, βk are independent Wiener processes and ξ ∈ Lm+1(Td).
Assuming sufficient regularity on σk we prove the well-posedness of entropy solutions
to (1.1), in Theorem 2.1. This is the first time that well-posedness for (1.1) can be
shown in the full range m ∈ (1,∞).
Equation (1.1) is viewed as a special case in a class of SPDE of the type
du(t, x) = ∆A(u(t, x)) dt +
∞∑
k=1
σk(x, u(t, x)) dβk(t) on (0, T )× Td,
u(0, x) = ξ(x) on Td.
(1.2)
In addition to well-posedness, we show the stability of the solution map of (1.2)
with respect to the nonlinearity A, the diffusion terms σk, and the initial condition
ξ, in Theorem 2.2. More precisely, assuming that An, σ
k
n, and ξn satisfy appro-
priate regularity assumptions and converge to A, σk, and ξ, respectively, we show
that the corresponding solutions to (1.2) converge in L1(Ω × (0, T ) × Td). Such a
statement allows one to pass to the limit in approximating equations without using
any compactness argument. Hence, unlike many previous works mentioned below,
our approach does not make use of probabilistically weak solutions, and therefore
is a promising direction towards more pathwise generalisations, to equations driven
by rough paths.
Stochastic porous media equations (1.1) have attracted considerable interest in
recent years (cf. e.g. [RRW07, BDPR08, PR07, BDPR16, GH18, DHV16, GS17,
BVW15]) and different approaches, based on monotonicity inH−1, based on entropy
solutions and based on kinetic solutions have been developed. It is common to all of
these results that either restrictive assumptions on the diffusion coefficients σk had
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to be posed, or the porous medium equation could not be treated in its full regime
(cf. Section 1.1 below for more details). Indeed, for general diffusion coefficient, the
restriction to m > 2 was essential to all of the established results. It is one of the
main contributions of this work to dispense of this restriction and to treat (1.1) in
the full range m ∈ (1,∞) under mild assumptions on the diffusion coefficients σ.
For our results, we employ an entropy formulation similar to [CK05] in the de-
terministic case. Then, under the entropy condition, we prove an L1-contraction
and a generalised estimate in L1 for solutions of different equations, thus implying
strong stability properties. The key point, is that we derive sharp estimates of the
errors introduced by variable doubling in the proof of uniqueness/stability. This is
achieved by using an appropriate interpolation argument to treat the degeneracy of
the operator near the origin.
Equations of the type (1.2) arise in a variety of applications in the natural sci-
ences, for example, in the evolution of densities of an ideal gas or fluid in a porous
medium, in crowd-avoiding population dynamics, and in heat propagation with
temperature-dependent conductivity (see [Va´z07, Chapters 2,21]). The m = 2 case,
often referred to as Boussinesq’s equation, is particularly common in applications.
The inclusion of stochastic forcing is used to account for numerical, empirical or
physical uncertainties. The dependence of the noise on the solution is often non-
linear, and may not even be Lipschitz continuous, see e.g. [Daw72, Fle75] for such
examples in population genetics.
1.1. Literature. Equations of the type (1.2) and stochastic porous media equa-
tion in particular have attracted a lot of interest in the recent years. In [RRW07,
BDPR08, PR07, BDPR16, KR79, Par75] a monotone operator approach is em-
ployed based on the pivot space H−1. This method leads to rather restrictive
assumptions on the diffusion terms, since unless σ is an affine linear function of
u, the map u 7→ σ(u) is not necessarily Lipschitz continuous in H−1, even if σ is
smooth. In order to allow general diffusion terms, alternative approaches based
on L1-techniques have been introduced. In the deterministic setting, this has been
realized via the theory of accretive operators going back to Crandall-Ligget [CL71],
entropy solutions due to Otto [Ott96], Kruzˇkov [Kru70] and kinetic solution by Li-
ons, Perthame, Tadmor [LPT94] and Chen, Perthame [CP03]. For continuation in
this direction we refer to [Car99], [CK05], and references therein.
In the stochastic setting, an entropy formulation was first introduced in [Kim03]
for stochastic conservation laws. Works that followed in this direction include
[BVW12, FN08, BM14, KS17]. A kinetic solution theory was developed in [DV10,
DHV16, GH18, GS17]. For existing work in stochastic degenerate parabolic equa-
tions we refer to [DdMH15, DHV16], and to the more recent works [BVW15, GH18].
In [BVW15], A is assumed to be globally Lipschitz-continuous. Moreover, when σ is
Lipschitz continuous in (x, u), a behaviour A(u) ∼ |u|m−1u near the origin is allowed
only for m > 2. In [GH18], the condition on the boundedness of A′ is dropped,
and by using a kinetic formulation, well-posedness is proved under the condition
that σ is Lipschitz in (x, u) and
√
A′(u) is γ-Ho¨lder continuous with γ > 1/2. In
particular, in the case of the porous medium operator, this forces the condition
m > 2.
1.2. Notation. We fix a filtered probability space (Ω, (Ft)t∈[0,T ],P), carrying an
infinite sequence of independent Wiener processes (βk(t))k∈N, t∈[0,T ]. Introduce the
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shorthand notations ΩT = Ω×[0, T ], QT = [0, T ]×T
d. Lebesgue and Sobolev spaces
are denoted in the usual way by Lp and W
k
p , respectively. When a function space
is given on Ω or ΩT , we understand it to be defined with respect to F := FT and
the predictable σ-algebra, respectively. In all other cases the usual Borel σ-algebra
will be used.
We fix a non-negative smooth function ρ : R 7→ R which is bounded by 2,
supported in (0, 1), and integrates to 1. We use the notation ρθ(r) = θ
−1ρ(θ−1r),
which will most often be our mollifier sequence. When smoothing in time, the
property that ρ is supported on positive times will be very convenient. For spatial
regularisation this will be irrelevant, but for the sake of simplicity, we often use ρ⊗dθ
for smoothing in space as well.
We will encounter many multiple integrals on a regular basis. To shorten nota-
tion, we often write
∫
t in place of
∫ T
0 dt (and similarly for
∫
s), as well as
∫
x in place
of
∫
Td
dx (and similarly for
∫
y), and
∫
a in place of
∫
R
da. Whenever the integral
is taken on a different domain, with respect to a different variable, or is a stochas-
tic integral, we use the usual notation to avoid confusion. In the proofs we will
often use the notation a . b for a, b ∈ R, which means a ≤ Nb for some constant
N ≥ 0, the dependence of which on certain parameters is specified in the corre-
sponding statement. Summation with respect to repeated indices (most commonly
over k ∈ N) is often used.
2. Formulation and main results
We denote by E(A, σ, ξ) the Cauchy problem (1.2). With the notations
a(r) =
√
A′(r), Ψ(r) =
∫ r
0
a(ζ) dζ,
we pose the following assumptions, with some constants m > 1, K ≥ 1, which we
consider fixed throughout the article. We also fix κ ∈ (0, 1/2], and κ¯ ∈ ((m∧2)−1, 1],
standing for the regularity exponents for σ.
Assumption 2.1. The following hold:
(a) The function A : R 7→ R is differentiable, strictly increasing and odd. The
function a is differentiable away from the origin, and satisfies the bounds
|a(0)| ≤ K, |a′(r)| ≤ K|r|
m−3
2 if r > 0, (2.1)
as well as
Ka(r) ≥ I|r|≥1, K|Ψ(r)−Ψ(ζ)| ≥
{
|r − ζ|, if |r| ∨ |ζ| ≥ 1,
|r − ζ|
m+1
2 , if |r| ∨ |ζ| < 1.
(2.2)
(b) The initial condition ξ is an F0-measurable Lm+1(T
d)-valued random variable
such that E‖ξ‖m+1
Lm+1(Td)
<∞.
Assumption 2.2. One of the following holds:
(a) The function σ : Td×R 7→ ℓ2 satisfies the bounds, for all r ∈ R, ζ ∈ [r−1, r+1],
x, y ∈ Td,
|σ(x, r)|l2 ≤ K(1 + |r|), |σ(x, r)− σ(y, ζ)|l2 ≤ K|r − ζ|
1/2+κ +K|x− y|κ¯.
(b) The function σ : R 7→ ℓ2 satisfies the bounds, for all r ∈ R, ζ ∈ [r − 1, r + 1],
|σ(r)|l2 ≤ K(1 + |r|), |σ(r)− σ(ζ)|l2 ≤ |r − ζ|
1/2.
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Let us now introduce the definition of entropy solutions. Set, for f ∈ C(R),
Ψf (r) :=
∫ r
0
f(ζ)a(ζ) dζ,
so that Ψ = Ψ1.
Definition 2.1. An entropy solution of E(A, σ, ξ) is a predictable stochastic process
u : ΩT → Lm+1(T
d) such that
(i) u ∈ Lm+1(ΩT ;Lm+1(T
d))
(ii) For all f ∈ Cb(R) we have Ψf (u) ∈ L2(ΩT ;H
1(Td)) and
∂iΨf (u) = f(u)∂iΨ(u).
(iii) For all convex η ∈ C2(R) with η′′ compactly supported and all φ of the form
φ = ϕ̺ with ϕ ∈ Cc([0, T )), ̺ ∈ C
∞(Td), we have almost surely
−
∫ T
0
∫
Td
η(u)∂tφdxdt ≤
∫
Td
η(ξ)φ(0) dx +
∫ T
0
∫
Td
qη(u)∆φdxdt
+
∫ T
0
∫
Td
(
1
2
φη′′(u)|σ(u)|2l2 − φη
′′(u)|∇Ψ(u)|2
)
dxdt
+
∫ T
0
∫
Td
φη′(u)σk(u) dxdβk(t), (2.3)
where qη is any function satisfying q
′
η(ζ) = η
′(ζ)a2(ζ).
Remark 2.1. Note that with the particular choices η(r) = ±r, (2.3) implies that
any entropy solution satisfies equation (1.2) in the weak (in both space and time)
sense.
Our main result now states the well-posedness of E(A, σ, ξ) as follows.
Theorem 2.1. Let A and ξ satisfy Assumption 2.1 and let σ satisfy Assumption
2.2. Then there exists a unique entropy solution to (1.2) with initial condition ξ.
Moreover, if u˜ is the unique entropy to solution (1.2) with initial condition ξ˜, then
ess sup
t∈[0,T ]
E
∫
Td
|u(t, x) − u˜(t, x)| dx ≤ E
∫
Td
|ξ(x)− ξ˜(x)| dx. (2.4)
We also show stability of the solution map with respect to the coefficients, in the
following sense.
Theorem 2.2. Let (An)n∈N and (ξn)n∈N satisfy Assumption 2.1 uniformly in n,
and let (σn)n∈N satisfy either Assumption 2.2 (a) or (b) uniformly in n. Assume
furthermore that, for n → ∞, An → A uniformly on compact sets, ξn → ξ in
Lm+1(Ω × T
d), and σn → σ uniformly. Let un, u be the entropy solutions of
E(An, σn, ξn), E(A, σ, ξ), respectively. Then un → u in L1(ΩT × T
d), as n→∞.
3. Preliminaries, strong entropy solutions
3.1. Consequences of the setup. Let us begin with a simple consequence of
Definition 2.1.
Remark 3.1. By Definition 2.1 (i), (ii), it follows that for any f ∈ C(R) satisfying
|f(r)| ≤ N(1 + |r|
m+1
2 ),
ENTROPY SOLUTIONS FOR STOCHASTIC POROUS MEDIA EQUATIONS 5
we have that Ψf (u) ∈ L1(ΩT ;W
1
1 (T
d)) and
∂iΨf (u) = f(u)∂iΨ(u). (3.1)
Indeed, let fn ∈ Cb(R) such that fn = f on [−n, n] and supn |fn(r)| ≤ N(1+ |r|
m+1
2 )
for all r ∈ R. On the basis of Definition 2.1 (i), (ii), we have
E
∫
t,x
|Ψfn(u)−Ψf (u)| ≤ NE
∫
t,x
I|u|≥n(1 + |u|
m+1)→ 0,
and
E
∫
t,x
|∂iΨfn(u)− f(u)∂iΨ(u)| ≤ NE
∫
t,x
I|u|≥n
(
1+ |∂iΨ(u)|
2 + |u|m+1
)
→ 0, (3.2)
as n→∞. Hence the sequence Ψfn(u) is Cauchy in L1(ΩT ;W
1
1 (T
d)). Since its limit
is Ψf (u) in L1(ΩT ;L1(T
d)), this also holds in L1(ΩT ;W
1
1 (T
d)), and (3.2) implies
(3.1).
The fact that we can bound the derivative of Ψ(u) for any solution will be par-
ticularly useful thanks to the following lemma.
Lemma 3.1. Let Assumption 2.1 hold, let u ∈ L1(Ω×QT ) and for some ε ∈ (0, 1),
let ̺ : Rd 7→ R be a non-negative function integrating to 1 and supported on a ball
of radius ε. Then one has the bound
E
∫
t,x,y
|u(t, x)− u(t, y)|̺(x− y) ≤ Nε
2
m+1
(
1 + E‖∇Ψ(u)‖L1(QT )
)
, (3.3)
where N depends on d,K and T .
Proof. We may and will assume that the right-hand side is finite. Using
∫
t,x,y ̺(x−
y) ≤ N , and (2.2), the left-hand side of (3.3) can then be estimated by a constant
times
E
∫
t,x,y
I|u(t,x)|∨|u(t,y)|≥1|u(t, x)− u(t, y)|̺(x − y)
+
(
E
∫
t,x,y
I|u(t,x)|∨|u(t,y)|<1|u(t, x) − u(t, y)|
m+1
2 ̺(x− y)
) 2
m+1
. E
∫
t,x,y
I|u(t,x)|∨|u(t,y)|≥1|Ψ(u(t, x)) −Ψ(u(t, y))|̺(x − y)
+
(
E
∫
t,x,y
I|u(t,x)|∨|u(t,y)|<1|Ψ(u(t, x)) −Ψ(u(t, y))|̺(x − y)
) 2
m+1
. (3.4)
One can now drop the indicator functions, perform the change of variables z = x−y,
and write
E
∫
t,x,z
|Ψ(u(t, x))−Ψ(u(t, x− z))|̺(z)
≤ E
∫
t,x,z
̺(z)|z|
∫ 1
0
|∇Ψ(u)(x− λz)| dλ ≤ εE‖∇Ψ(u)‖L1(QT ).
Substituting this back to (3.4) yields the claim. 
As in [BM14], we have that for an entropy solution, the initial condition is at-
tained in the following sense:
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Lemma 3.2. Let u be an entropy solution of (1.2). Then one has
lim
h→0
1
h
E
∫ h
0
∫
x
|u(t, x)− ξ(x)|2 dt = 0.
Proof. Let ̺ε ∈ C
∞(Td) be a mollification sequence, for example ̺ε = ρ
⊗d
ε . We
have
1
h
E
∫ h
0
∫
x
|u(t, x) − ξ(x)|2 dt ≤ 2E
∫
x,y
|ξ(y)− ξ(x)|2̺ε(x− y)
+
2
h
E
∫ h
0
∫
x,y
|u(t, x)− ξ(y)|2̺ε(x− y) dt. (3.5)
We first estimate the second term on the right hand side. Take a decreasing, non-
negative γ ∈ C∞([0, T ]), such that
γ(0) = 2, γ ≤ 2I[0,2h], ∂tγ ≤ −
1
h
I[0,h].
Take furthermore for each δ > 0, ηδ ∈ C
2(R) defined by
ηδ(0) = η
′
δ(0) = 0, η
′′
δ (r) = 2I[0,δ−1)(|r|) + (−|r|+ δ
−1 + 2)I[δ−1,δ−1+2)(|r|).
Let y ∈ Td and a ∈ R. Then, using the entropy inequality (2.3) with φ(t, x) =
γ(t)̺ε(x− y), η(r) = ηδ(r − a), and qη =
∫ r
a η
′(ζ)a2(ζ) dζ, we obtain
−
∫
t,x
ηδ(u(t, x)− a)∂tγ(t)̺ε(x− y) ≤ 2
∫
x
ηδ(ξ(x)− a)̺ε(x− y)
+N
∫
t,x
(|u(t, x)|m+1 + |a|m+1)|∆x̺ε(x− y)|γ(t)
+
1
2
∫
t,x
η′′δ (u(t, x) − a)|σ(x, u(t, x))|
2
l2̺ε(x− y)γ(t)
+
∫ T
0
∫
x
η′δ(u(t, x)− a)σ
k(x, u(t, x))̺ε(x− y)γ(t) dβ
k(t),
where for the second term on the right hand side we have used (2.1). Notice that all
the terms are continuous in a ∈ R. Upon substituting a = ξ(y) taking expectations,
integrating over y ∈ Td, and using the bounds on γ, one gets
1
h
∫ h
0
E
∫
x,y
ηδ(u(t, x) − ξ(y))̺ε(x− y) dt
≤ 2E
∫
x,y
ηδ(ξ(x)− ξ(y))̺ε(x− y)
+
N
ε2
E
∫ 2h
0
∫
x,y
(|u(t, x)|m+1 + |ξ(y)|m+1) dt
+ E
∫ 2h
0
∫
x,y
η′′δ (u(t, x) − ξ(y))|σ(x, u(t, x))|
2
l2̺ε(x− y) dt.
In the δ → 0 limit this yields
1
h
E
∫ h
0
∫
x,y
|u(t, x)− ξ(y)|2̺ε(x− y) dt
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≤ 2E
∫
x,y
|ξ(x) − ξ(y)|2̺ε(x− y) dx
+
N
ε2
E
∫ 2h
0
∫
x,y
(|u(t, x)|m+1 + |ξ(y)|m+1) dt
+ 2E
∫ 2h
0
∫
x,y
|σ(x, u(t, x))|2l2̺ε(x− y) dt,
which implies that
lim sup
h→0
1
h
E
∫ h
0
∫
x,y
|u(t, x)− ξ(y)|2̺ε(x− y) dt
≤ 2E
∫
x,y
|ξ(x)− ξ(y)|2̺ε(x− y).
Consequently, by (3.5) we get
lim sup
h→0
1
h
E
∫ h
0
∫
x
|u(t, x)− ξ(x)|2 dt ≤ 3E
∫
x,y
|ξ(x)− ξ(y)|2̺ε(x− y),
from which the claim follows, since right hand side goes to 0 as ε → 0 due to
continuity of translations in L2(T
d). 
3.2. The (⋆)-property. We now introduce a somewhat loaded, but important
definition. First take g ∈ C∞(R) with g′ ∈ C∞c (R), ̺ ∈ C
∞(Td × Td), ϕ ∈
C∞c ((0, T )), σ˜ ∈ C(T
d × R) with linear growth, and u˜ ∈ Lm+1(ΩT ;Lm+1(T
d)). We
then introduce the notations, for θ > 0, a ∈ R,
φθ(t, x, s, y) := ̺(x, y)ρθ(t− s)ϕ
(
t+ s
2
)
,
Fθ(t, x, a) :=
∫ T
0
∫
y
σ˜k(y, u˜(s, y))g(u˜(s, y)− a)φθ(t, x, s, y) dβ
k(s).
Remark 3.2. There exists a version of the function Fθ which is smooth in (t, x, a)
(see, e.g., [Kun97, Exercise 3.15, page 78]). We will always use this version.
Set µ = µ(m) = 3m+54(m+1) , which is chosen so that one has
m+3
2(m+1) < µ < 1.
Definition 3.1. A function u ∈ Lm+1(Ω × QT ) is said to have the (⋆)-property
if for all g, ̺, ϕ, σ˜, u˜ as above, and for all sufficiently small θ > 0, we have that
Fθ(·, ·, u) ∈ L1(ΩT × T
d) and
E
∫
t,x
Fθ(t, x, u(t, x)) ≤ Nθ
1−µ
− E
∫
s,t,x,y
σk(x, u(s, x))σ˜k(y, u˜(s, y))g′(u(s, x) − u˜(s, y))φθ(t, x, s, y), (3.6)
with some constant N independent of θ.
Note that this property is only related to (1.2) through the stochastic part σ.
If the choice of σ needs to be emphasized, we talk about the (⋆)-property with
coefficient σ. In the terminology of [FN08] and [BM14], an entropy solution with
the (⋆)-property can be referred to as a strong entropy solution.
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Let us first derive some basic estimates for Fθ, and hence we fix g, ̺, ϕ, σ˜, u˜ as
above. First note that since ϕ is compactly supported in (0, T ), and ρθ(t − ·) is
supported in [t− θ, t], we have for θ sufficiently small,
Fθ(t, x, a) = It>θ
∫ t
t−θ
∫
y
σk(y, u˜(s, y))g(u˜(s, y)− a)φθ(t, x, s, y) dβ
k(s). (3.7)
Lemma 3.3. For any λ ∈ ( m+32(m+1) , 1), k ∈ N we have
E‖∂aFθ‖
m+1
L∞([0,T ];W km+1(T
d×R))
≤ Nθ−λ(m+1)(1 + E‖u˜‖m+1Lm+1(QT )), (3.8)
where N depends only on k, p, d, T, λ, and the functions g, ̺, ϕ, σ˜, u˜, but not on θ.
Proof. To ease the notation we suppress the y ∈ Td argument in σ˜ and the s, y ∈ QT
arguments in u˜. For any q ∈ Nd, l ∈ N, j ∈ {0, 1}, we have by the Burkholder-
Gundy-Davis inequality
E|∂jt ∂
l+1
a ∂
q
xFθ(t, x, a)|
m+1
.EIt>θ
[∫ t
t−θ
∑
k
(∫
y
σ˜k(u˜)∂l+1a g(u˜ − a)∂
q
x∂
j
t φθ(t, x, s, y)
)2
ds
](m+1)/2
.EIt>θ
[∫ t
t−θ
‖σ˜(u˜)‖2ℓ2(L2(Td))‖∂
l+1
a g(u˜− a)‖
2
L2(Td)
θ−2(1+j) ds
](m+1)/2
.θ
m−1
2 θ−(m+1)(1+j)EIt>θ
[∫ t
t−θ
‖σ˜(u˜)‖m+1
ℓ2(L2(Td))
‖∂l+1a g(u˜− a)‖
m+1
L2(Td)
ds
]
. (3.9)
Choosing j = 0, summing over all |q|+ l ≤ k, integrating over [0, T ]× Td × R, and
using the fact that g′ ∈ C∞c (R) and the trivial estimate (5.10), we obtain
E‖∂aFθ‖
m+1
Lm+1([0,T ];W km+1(T
d×R))
. θ
m−1
2 θ−mE
∫
t
‖σ˜(u˜)‖m+1ℓ2(L2(QT )),
which by the linear growth of σ˜ gives
E‖∂aFθ‖
m+1
Lm+1([0,T ];W km+1(T
d×R))
. θ−
m+1
2 (1 + E‖u˜‖m+1Lm+1(QT )). (3.10)
Similarly, choosing j = 1 in (3.9), summing over all |q|+ l ≤ k, and integrating over
[0, T ]× Td × R gives
E‖∂aFθ‖
m+1
W 1
m+1([0,T ];W
k
m+1(T
d×R))
. θ−3
(m+1)
2 (1 + E‖u˜‖m+1Lm+1(QT )). (3.11)
By interpolating between (3.10) and (3.11) (see also [Tri95, Section 1.18.4] for the
treatment of the extra Lm+1(Ω) space) we have for δ ∈ [0, 1]
E‖∂aFθ‖
m+1
W δ
m+1([0,T ];W
k
m+1(T
d×R))
. θ−(m+1)(1+2δ)/2(1 + E‖u˜‖m+1Lm+1(QT )). (3.12)
For arbitrary δ ∈ (1/(m+ 1), 1/2), we set λ = (1 + 2δ)/2, and the claim follows by
Sobolev embedding. 
Remark 3.3. Since k was arbitrary, by Sobolev embedding one can estimate the
L∞(QT × R) norm of ∂α∂aFθ by the right-hand side of (3.8), for any multi-index
α in the variables x, a. We will do so in the sequel, in fact always with the choice
λ = µ.
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Corollary 3.4. (i) Let un be a sequence bounded in Lm+1(ΩT × T
d), satisfying
the (⋆)-property with coefficient σn, uniformly in n. Suppose that un converges for
almost all ω, t, x to a function u and σn converges in the supremum norm to σ.
Then u has the (⋆)-property with coefficient σ.
(ii) Let u ∈ L2(Ω×QT ). Then one has for all θ > 0
E
∫
t,x
Fθ(t, x, u(t, x)) = lim
λ→0
E
∫
t,x,a
Fθ(t, x, a)ρλ(u(t, x)− a) . (3.13)
Proof. (i) We have that limn→∞ Fθ(t, x, un(t, x)) = Fθ(t, x, u(t, x)) for almost all
(ω, t, x). Moreover,
|Fθ(t, x, un(t, x))| ≤ ‖∂aFθ‖L∞(QT×R)|un(t, x)|+ |F (t, x, 0)|. (3.14)
By Lemma 3.3, and the fact that E
∫
t,x |Fθ(t, x, 0)| <∞, we see that the right hand
side above is uniformly integrable in (ω, t, x). Hence, one can take limits on the
left-hand side of (3.6) to get
lim
n→∞
E
∫
t,x
Fθ(t, x, un(t, x)) = E
∫
t,x
Fθ(t, x, u(t, x)).
By similar (in fact, easier) arguments one can see the convergence of the second
term on the right-hand side of (3.6), and since the constant N was assumed to be
independent of n ∈ N, we get the claim.
(ii) Writing
∣∣Fθ(t, x, u(t, x)) −
∫
a
Fθ(t, x, a)ρλ(u(t, x)− a)
∣∣ ≤ λ‖∂aFθ‖L∞(QT×R),
the claim simply follows from Lemma 3.3. 
Finally we formulate a simple technical statement used in the proof of Theorem
4.1 below.
Proposition 3.5. Let v ∈ L1(Ω × QT ), and let ρ¯θ(·) be either ρθ(·) or ρθ(−·).
Furthermore, let g ∈ C∞c
(
((0, T )×Td)2
)
, f ∈ L1(Ω×QT ), and let h : Ω×QT ×R→
R be a function bounded by C, such that |h(t, x, a)− h(t, x, b)| ≤ C|a− b|, for some
constant C. Then
E
∫
t,s,x,y
h(t, x, v(s, y))f(t, x)g(t, x, s, y)ρ¯θ(t− s)
→
θ→0
E
∫
t,x,y
h(t, x, v(t, y))f(t, x)g(t, x, t, y).
Proof. First notice that since in the variables s, t the function g is supported com-
pactly in (0, T )2 and ρ¯θ is supported in [−θ, θ], the integration over [0, T ]
2 can be
replaced by integration over R2 and f, v can be set equal to zero on the complement
of [0, T ]. First, one has the bound
∣∣E ∫
R2
∫
x,y
h(t, x, v(s, y))f(t, x)
(
g(t, x, s, y) − g(t, x, t, y)
)
ρ¯θ(t− s) ds dt
∣∣ ≤ Nθ,
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where here and below N is some constant depending on the data C, T , and the
norms of g, f . One also has∣∣E ∫
R2
∫
x,y
(
h(t, x, v(s, y)) − h(t, x, v(t, y))
)
f(t, x)g(t, x, t, y)ρ¯θ(t− s) ds dt
∣∣
≤ NE
∫
R2
∫
y
(
|v(t, y)− v(s, y)| ∧ 1
)
f(t, x)ρ¯θ(t− s) ds dt
≤ NE
∫
R
eθ(t)F (t) dt, (3.15)
where the (random) processes eθ and F are defined by
eθ(t) =
∫
R
∫
y
(|v(t, y) − v(s, y)| ∧ 1)ρ¯θ(t− s) ds, F (t) =
∫
x
|f(t, x)|.
Since t 7→ v(t, ·) belongs to L1(R, L1(Ω× T
d)), by the continuity of translations we
get that eθ → 0 as θ → 0 in L1(Ω×R), and hence also in measure on Ω×R. Since
eθ is also uniformly bounded by 1 and F ∈ L1(Ω×R), it follows that the right-hand
side of (3.15) tends to zero as θ → 0. This finishes the proof. 
4. Generalised L1-contraction
The following result is the main step to obtain Theorem 2.1. Part (i) is the L1-
contraction similar to our main result (2.4), under some additional assumptions.
Part (ii) is a generalised variant of the L1 contraction, where we may allow the
equation itself to vary and thus deduce stability properties, at the cost of only
controlling the time integral of the L1-norm of the solution.
Theorem 4.1. Let (A, ξ), (A˜, ξ˜) satisfy Assumption 2.1, and σ, σ˜ satisfy Assump-
tion 2.2 (a). Let u and u˜ be two entropy solutions of E(A, σ, ξ) and E(A˜, σ˜, ξ˜),
respectively, and assume that u has the (⋆)-property with coefficient σ. Then,
(i) if furthermore A = A˜ and σ = σ˜, then
ess sup
t∈[0,T ]
E
∫
x
|u(t, x)− u˜(t, x)| ≤ E
∫
x
|ξ(x)− ξ˜(x)|. (4.1)
(ii) for all ε, δ ∈ (0, 1], λ ∈ [0, 1] and α ∈ (0, 1 ∧ (m/2)), we have
E
∫
t,x
|u(t, x)− u˜(t, x)| ≤ TE
∫
x
|ξ(x) − ξ˜(x)|
+Nε
2
m+1
(
1 + E‖∇Ψ(u)‖L1(QT )
)
+ T sup
|h|≤ε
(
E‖ξ˜(·)− ξ˜(·+ h)‖L1(Td)
)
+Nδ−1 sup
x,r
|σ(x, r)− σ˜(x, r)|2l2
+Nε−2E
(
‖I|u|≥Rλ(1 + |u|)‖
m
Lm(QT )
+ ‖I|u˜|≥Rλ(1 + |u˜|)‖
m
Lm(QT )
)
+N
(
δ2κ + ε2κ¯δ−1 + ε−2δ2α + ε−2λ2
)
× E(1 + ‖u‖mLm(QT ) + ‖u˜‖
m
Lm(QT )
), (4.2)
where N depends only on m,K, d, T, α, and Rλ is given by
Rλ = sup{R ∈ [0,∞] : |a(r)− a˜(r)| ≤ λ, ∀|r| < R}. (4.3)
Remark 4.1. Note that all the norms of the solutions on the right-hand side of (4.2)
are finite by Definition 2.1.
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Proof. The majority of the proof is identical for (i) and (ii), so their separation is
postponed to the very end. Denote ̺ε = ρ
⊗d
ε , and fix a ϕ ∈ C
∞
c ((0, T )) such that
‖ϕ‖L∞([0,T ]) ∨ ‖∂tϕ‖L1([0,T ]) ≤ 1. Introduce, for θ, ε > 0,
φθ,ε(t, x, s, y) = ρθ(t− s)̺ε (x− y)ϕ
(
t+s
2
)
, φε(t, x, y) = ̺ε(x− y)ϕ(t).
Furthermore, for each δ > 0, let ηδ ∈ C
2(R) be defined by
ηδ(0) = η
′
δ(0) = 0, η
′′
δ (r) = ρδ(|r|).
Note that∣∣ηδ(r)− |r|∣∣ ≤ δ, supp η′′δ ⊂ [−δ, δ],
∫
R
|η′′δ (r − ζ)| dζ ≤ 2, |η
′′
δ | ≤ 2δ
−1. (4.4)
We apply the entropy inequality (2.3) with ηδ(· − a) in place of η and φθ,ε(·, ·, s, y)
in place of φ, for some s ∈ [0, T ], y ∈ Td, a ∈ R. Assuming that θ is sufficiently
small, one has φθ,ε(0, x, s, y) = 0, and thus we get
−
∫
t,x
ηδ(u(t, x)− a)∂tφθ,ε(t, x, s, y) ≤
∫
t,x
qδ(u(t, x), a)∆xφθ,ε(t, x, s, y)
−
∫
t,x
η′′δ (u(t, x) − a)|∇xΨ(u(t, x))|
2φθ,ε(t, x, s, y)
+
1
2
∫
t,x
η′′δ (u(t, x)− a)|σ(x, u(t, x))|
2
l2φθ,ε(t, x, s, y)
+
∫ T
0
∫
x
η′δ(u(t, x)− a)σ
k(x, u(t, x))φθ,ε(t, x, s, y) dβ
k(t), (4.5)
where
qδ(r, a) =
∫ r
a
η′δ(ζ − a)a
2(ζ) dζ.
Notice that all the expressions in (4.5) are continuous in (a, s, y). We now substitute
a = u˜(s, y), integrate over (s, y), and take expectations. For the last term in (4.5)
this is justified by (3.14). All of the other terms are continuous in a and can
be bounded by N(|a|m + X) with some constant N and some integrable random
variable X (recall (2.1)), so that substituting a = u˜(s, y) and integrating out s, y,
and ω, results in finite quantities.
After writing the analogous inequality with the roles of u, t, x and u˜, s, y reversed,
using the symmetry of ηδ, and adding both inequalities, one arrives at
−E
∫
t,x,s,y
ηδ(u(t, x) − u˜(s, y))(∂tφθ,ε(t, x, s, y) + ∂sφθ,ε(t, x, s, y))
≤ E
∫
t,x,s,y
qδ(u(t, x), u˜(s, y))∆xφθ,ε(t, x, s, y)
+ E
∫
t,x,s,y
q˜δ(u˜(s, y), u(t, x))∆yφθ,ε(t, x, s, y)
− E
∫
t,x,s,y
η′′δ (u(t, x)− u˜(s, y))|∇xΨ(u(t, x))|
2φθ,ε(t, x, s, y)
− E
∫
t,x,s,y
η′′δ (u˜(s, y)− u(t, x))|∇yΨ˜(u˜(s, y))|
2φθ,ε(t, x, s, y)
+ E
1
2
∫
t,x,s,y
η′′δ (u(t, x) − u˜(s, y))|σ(x, u(t, x))|
2φθ,ε(t, x, s, y)
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+ E
1
2
∫
t,x,s,y
η′′δ (u˜(s, y)− u(t, x))|σ˜(y, u˜(s, y))|
2φθ,ε(t, x, s, y)
+ E
∫
y,s
[∫ T
0
∫
x
η′δ(u(t, x) − a)σ
k(x, u(t, x))φθ,ε(t, x, s, y) dβ
k(t)
]
a=u˜(s,y)
+ E
∫
t,x
[∫ T
0
∫
y
η′δ(u˜(s, y)− a)σ˜
k(y, u˜(s, y))φθ,ε(t, x, s, y) dβ
k(s)
]
a=u(t,x)
(4.6)
=:
8∑
i=1
Bi.
Notice that one has
∂tφθ,ε(t, x, s, y) + ∂sφθ,ε(t, x, s, y) = ρθ(t− s)̺ε(x− y)(∂tϕ)
(
t+s
2
)
.
We now pass to the θ → 0 limit. For the left-hand side, thanks to the above identity,
we may apply Proposition 3.5 twice: first, with
v = u˜, h(t, x, a) =
ηδ(u(t, x)− a)
1 ∨ |u(t, x)|+ 1 ∨ |a|
,
f = 1 ∨ |u|, g(t, x, s, y) = ̺ε(x− y)(∂tϕ)
(
t+s
2
)
and second, with the with the roles of u, t, x and u˜, s, y reversed. For B1, we set the
roles as
v = u˜, h(t, x, a) =
∫ u(t,x)
0 η
′
δ(ζ − a)a
2(ζ) dζ
1 ∨ |u(t, x)|m
,
f = 1 ∨ |u|m, g(t, x, s, y) = ∆xφε(
t+s
2 , x, y),
and for B2 we symmetrise as above. For B3 we set
v = u˜, h(t, x, a) = η′′δ (u(t, x) − a), f = |∇Ψ(u)|
2, g(t, x, s, y) = φε(
t+s
2 , x, y),
and symmetrically for B4. For B5 we simply change |∇Ψ(u)|
2 to |σ(u)|2 above, and
symmetrically for B6.
Next note that B7 = 0: an Fs-measurable quantity is substituted in a stochastic
integral from s to s+ θ, so after taking expectation the term vanishes (to make this
argument completely precise, we refer to (3.13) and (3.7)). Finally, for B8, we use
the (⋆)-property of u: in the notation of Definition 3.1 we choose η′δ in place of g
and ̺ε(x− y) in place of ̺(x, y). After sending θ to 0, we thereby obtain
−E
∫
t,x,y
ηδ(u(t, x) − u˜(t, y))∂tφε(t, x, y)
≤ E
∫
t,x,y
qδ(u(t, x), u˜(t, y))∆xφε(t, x, y)
+ E
∫
t,x,y
q˜δ(u˜(t, y), u(t, x))∆yφε(t, x, y)
− E
∫
t,x,y
η′′δ (u(t, x)− u˜(t, y))|∇xΨ(u(t, x))|
2φε(t, x, y)
− E
∫
t,x,y
η′′δ (u(t, x)− u˜(t, y))|∇yΨ˜(u˜(t, y))|
2φε(t, x, y)
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+ E
1
2
∫
t,x,y
η′′δ (u(t, x)− u˜(t, y))|σ(x, u(t, x))|
2
l2φε(t, x, y)
+ E
1
2
∫
t,x,y
η′′δ (u(t, x)− u˜(t, y))|σ˜(y, u˜(t, y))|
2
l2φε(t, x, y)
− E
∫
t,x,y
σ(x, u(t, x))σ˜(y, u˜(t, y))η′′δ (u(t, x)− u˜(t, y))φε(t, x, y)
=:
7∑
i=1
Ci. (4.7)
By the second and fourth property in (4.4), for the last three terms we can write,
using Assumption a
C5 + C6 + C7
=
1
2
E
∫
t,x,y
η′′δ (u(t, x)− u˜(t, y))|σ(x, u(t, x)) − σ˜(y, u˜(t, y))|
2
l2φε(t, x, y)
. E
∫
t,x,y
η′′δ (u(t, x) − u˜(t, y))|σ(x, u(t, x)) − σ(x, u˜(t, y))|
2
l2φε(t, x, y)
+ E
∫
t,x,y
η′′δ (u(t, x) − u˜(t, y))|σ(x, u˜(t, y))− σ(y, u˜(t, y))|
2
l2φε(t, x, y)
+ E
∫
t,x,y
η′′δ (u(t, x) − u˜(t, y))|σ(y, u˜(t, y))− σ˜(y, u˜(t, y))|
2
l2φε(t, x, y)
. δ2κ + ε2κ¯δ−1 + δ−1 sup
x,r
|σ(x, r)− σ˜(x, r)|2l2 . (4.8)
We emphasize for later use that the bound |η′′δ | ≤ 2δ
−1 is only used in the above
estimate.
From now on, if confusion does not arise, we drop the arguments t, x, y, keeping
in mind that u is a function of (t, x), u˜ is a function of (t, y), and φε is a function
of (t, x, y). By the relation ∂xiφε = −∂yiφε we have
C1 = E
∫
t,x,y
qδ(u, u˜)∂
2
xiφε = −E
∫
t,x,y
qδ(u, u˜)∂
2
xiyiφε,
and hence
C1 =− E
∫
t,x,y
∂2xiyiφε
∫ u
u˜
η′δ(ζ − u˜)a
2(ζ) dζ
=− E
∫
t,x,y
∂2xiyiφε
∫ u
u˜
∫ ζ
u˜
η′′δ (ζ − r)a
2(ζ) dr dζ
=− E
∫
u˜≤u
∂2xiyiφε
∫ u
u˜
∫ u
u˜
Ir≤ζη
′′
δ (ζ − r)a
2(ζ) dr dζ
− E
∫
u˜≥u
∂2xiyiφε
∫ u˜
u
∫ u˜
u
Ir≥ζη
′′
δ (ζ − r)a
2(ζ) dr dζ. (4.9)
Symmetrically, one has
C2 =− E
∫
t,x,y
∂2xiyiφε
∫ u˜
u
∫ ζ
u
η′′δ (ζ − r)a˜
2(ζ) dr dζ
14 K. DAREIOTIS, M. GERENCSE´R, AND B. GESS
=− E
∫
u˜≤u
∂2xiyiφε
∫ u
u˜
∫ u
u˜
Ir≥ζη
′′
δ (ζ − r)a˜
2(ζ) dr dζ
− E
∫
u˜≥u
∂2xiyiφε
∫ u˜
u
∫ u˜
u
Ir≤ζη
′′
δ (ζ − r)a˜
2(ζ) dr dζ. (4.10)
Notice also that by (ii) of Definition 2.1 and Remark 3.1 we have
C3 + C4 ≤− 2E
∫
t,x,y
η′′δ (u− u˜)∇xΨ(u) · ∇yΨ˜(u˜)φε
=− 2E
∫
t,x,y
φε∂xiΨ(u)∂yi
∫ u˜
u
η′′δ (u− r)a˜(r) dr
=2E
∫
t,x,y
∂yiφε∂xiΨ(u)
∫ u˜
u
η′′δ (u− r)a˜(r) dr
=− 2E
∫
t,x,y
∂2xiyiφε
∫ u
u˜
∫ u˜
ζ
η′′δ (ζ − r)a˜(r) dra(ζ) dζ
=2E
∫
u˜≤u
∂2xiyiφε
∫ u
u˜
∫ u
u˜
Ir≤ζη
′′
δ (ζ − r)a˜(r)a(ζ) dr dζ
+ 2E
∫
u˜≥u
∂2xiyiφε
∫ u˜
u
∫ u˜
u
Ir≥ζη
′′
δ (ζ − r)a˜(r)a(ζ) dr dζ. (4.11)
Relabelling the variables r ↔ ζ in (4.10) (recall that η′′δ is even) and adding (4.9),
(4.10), and (4.11) we obtain
C1 + C2 + C3 + C4 ≤ E
∫
t,x,y
|∂2xiyiφε|
∫ u
u˜
∫ u
u˜
η′′δ (ζ − r)|a(r)− a˜(ζ)|
2 dr dζ. (4.12)
Let us set
D :=
∫ u
u˜
∫ u
u˜
η′′δ (ζ − r)|a(r)− a˜(ζ)|
2 dr dζ.
We easily see that (recall the third property in (4.4))
|D| . D1 +D2 (4.13)
:=
∫ u
u˜
∫ u
u˜
η′′δ (ζ − r)|a(ζ)− a(r)|
2 dr dζ +
∫ u∨u˜
u˜∧u
|a(ζ)− a˜(ζ)|2 dζ.
At this point we make use of Assumption 2.1, to get the bounds
I|r−ζ|≤δ,|ζ|≥2δ |a(r)− a(ζ)| ≤ δI|ζ|≥2δ sup
r∈[ζ−δ,ζ+δ]
|a′(r)| . δ|ζ|
m−3
2 , (4.14)
and
I|r−ζ|≤δ |a(r)− a(ζ)| . I|r−ζ|≤δ(a(r) + a(ζ))
.
∫ 2(|ζ|∨δ)
0
s
m−3
2 ds . (|ζ| ∨ δ)
m−1
2 . (4.15)
Combining (4.14) and (4.15) we get (recall that α ∈ (0, 1))
I|r−ζ|≤δ,|ζ|≥2δ |a(r)− a(ζ)| . δ
α|ζ|
m−1
2
−α.
ENTROPY SOLUTIONS FOR STOCHASTIC POROUS MEDIA EQUATIONS 15
Using again (4.4), and that by assumption m− 1− 2α > −1, we have
D1 .
∫ u˜∨u
u˜∧u
(I|ζ|≤2δδ
m−1 + I|ζ|≥2δδ
2αζm−1−2α) dζ
.
(
δm + δ2α(|u|+ |u˜|)m−2α
)
. δ2α
(
1 + |u|m + |u˜|m
)
. (4.16)
To estimate D2, we use the definition of Rλ from (4.3) and the fact that a, a˜ are
even to write
D2 .
∫ |u|
0
λ2 + I|u|≥Rλ(1 + ζ
m−1) dζ +
∫ |u˜|
0
λ2 + I|u˜|≥Rλ(1 + ζ
m−1) dζ
. λ2
(
|u|+ |u˜|) + I|u|≥Rλ(1 + |u|
m) + I|u˜|≥Rλ(1 + |u˜|
m). (4.17)
Combining (4.12), (4.13), (4.16), and (4.17), we finally obtain
C1 + C2 + C3 + C4 . ε
−2
(
λ2 + δ2α
)
E(1 + ‖u‖mLm(QT ) + ‖u˜‖
m
Lm(QT )
) (4.18)
+ ε−2E‖I|u|≥Rλ(1 + |u|)‖
m
Lm(QT )
+ ε−2E‖I|u˜|≥Rλ(1 + |u˜|)‖
m
Lm(QT )
.
Since one has ∣∣E ∫
t,x,y
ηδ(u− u˜)∂tφε − E
∫
t,x,y
|u− u˜|∂tφε
∣∣ . δ,
from (4.7), (4.8), and (4.18) one gets
−E
∫
t,x,y
|u(t, x) − u˜(t, y)|̺ε(x− y)∂tϕ(t). (4.19)
≤ N
(
δ2κ + ε2κ¯δ−1 + ε−2δ2α + ε−2λ2)E(1 + ‖u‖mLm(QT ) + ‖u˜‖
m
Lm(QT )
)
+Nε−2
(
E‖I|u|≥Rλ(1 + |u|)‖
m
Lm(QT )
+ E‖I|u˜|≥Rλ(1 + |u˜|)‖
m
Lm(QT )
)
+Nδ−1 sup
x,r
|σ(x, r)− σ˜(x, r)|2l2 .
Denote the right-hand side above by M . Let s, t ∈ (0, T ), with s < t, be Lebesgue
points of the function
t 7→ E
∫
x,y
|u(t, x)− u˜(t, y)|̺ε(x− y),
and fix some γ > 0 such that γ < t − s and t + γ < T . We now make use of the
freedom of choosing ϕ: choose in (4.19) ϕ = ϕn ∈ C
∞
c ((0, T )) obeying the bound
‖ϕ‖L∞([0,T ]) ∨ ‖∂tϕ‖L1([0,T ]) ≤ 1, such that
lim
n→∞
‖ϕn − ζ‖H10 ((0,T )) = 0,
where ζ : [0, T ] → R is such that ζ(0) = 0 and ζ ′ = γ−1Is,s+γ − γ
−1It,t+γ . After
letting n→∞ we obtain
1
γ
E
∫ t+γ
t
∫
x,y
|u(r, x) − u˜(r, y)|̺ε(x− y) dr
≤M +
1
γ
E
∫ s+γ
s
∫
x,y
|u(r, x) − u˜(r, y)|̺ε(x− y) dr,
which, after letting γ ↓ 0, gives
E
∫
x,y
|u(t, x)− u˜(t, y)|̺ε(x− y)
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≤M + E
∫
x,y
|u(s, x)− u˜(s, y)|̺ε(x− y).
Notice that the above inequality holds for almost all s ≤ t. After averaging over
s ∈ (0, γ) for some γ > 0 we obtain
E
∫
x,y
|u(t, x) − u˜(t, y)|̺ε(x− y)
≤M +
1
γ
E
∫ γ
0
∫
x,y
|u(s, x)− u˜(s, y)|̺ε(x− y) ds.
Letting γ → 0, we obtain by virtue of Lemma 3.2,
E
∫
x,y
|u(t, x) − u˜(t, y)|̺ε(x− y)
≤M + E
∫
x,y
|ξ(x)− ξ˜(y)|̺ε(x− y). (4.20)
To prove (ii), we integrate with respect to t over [0, T ], and write
E
∫
t,x,y
|u(t, x) − u˜(t, y)|̺ε(x− y)
≤ TM + T sup
|h|≤ε
E‖ξ˜(·)− ξ˜(·+ h)‖L1(Td) + TE
∫
x
|ξ(x)− ξ˜(x)|.
Combining this with the fact that∣∣∣E ∫
t,y
|u(t, y)− u˜(t, y)| − E
∫
t,x,y
|u(t, x)− u˜(t, y)|̺ε(x− y)
∣∣∣
≤ E
∫
t,x,y
|u(t, x) − u(t, y)|̺ε(x− y),
and recalling Lemma 3.1, the estimate (4.2) is proved.
Moving on to (i), first note that in this case we can take λ = 0 and Rλ = ∞.
Since also σ = σ˜, we have
M =M(ε, δ) = N
(
δ2κ + ε2κ¯δ−1 + ε−2δ2α)E(1 + ‖u‖mLm(QT ) + ‖u˜‖
m
Lm(QT )
).
We now choose ν such that ν ∈ ((m ∧ 2)−1, κ¯) and then α < 1 ∧ (m/2) such that
−2 + (2α)(2ν) > 0. Setting δ = ε2ν then yields M → 0 as ε → 0. Note that for
a countable sequence εn → 0, inequality (4.20) holds for almost all t for all n, and
hence passing to the n→∞ limit, we get, using again the continuity of translations
in L1,
E
∫
x
|u(t, x) − u˜(t, x)| ≤ E
∫
x
|ξ(x) − ξ˜(x)|
for almost all t. Taking essential supremum in t ∈ [0, T ], we get (4.1). 
Theorem 4.2. Assume the setting of Theorem 4.1, replacing Assumption 2.2 (a)
by Assumption 2.2 (b). Then,
(i) if furthermore A = A˜ and σ = σ˜, then
ess sup
t∈[0,T ]
E
∫
x
|u(t, x)− u˜(t, x)| ≤ E
∫
x
|ξ(x)− ξ˜(x)|. (4.21)
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(ii) for all ε, δ ∈ (0, 1], λ ∈ [0, 1] and α ∈ (0, 1 ∧ (m/2)), we have
E
∫
t,x
|u(t, x)− u˜(t, x)| ≤ TE
∫
x
|ξ(x)− ξ˜(x)|
+Nε
2
m+1
(
1 + E‖∇Ψ(u)‖L1(QT )
)
+ T sup
|h|≤ε
(
E‖ξ˜(·)− ξ˜(·+ h)‖L1(Td)
)
+Nδ−2| log δ|−1 sup
x,r
|σ(x, r)− σ˜(x, r)|2l2
+Nε−2E
(
‖I|u|≥Rλ(1 + |u|)‖
m
Lm(QT )
+ ‖I|u˜|≥Rλ(1 + |u˜|)‖
m
Lm(QT )
)
+N
(
| log δ|−1 + ε−2δ2α + ε−2λ2
)
× E(1 + ‖u‖mLm(QT ) + ‖u˜‖
m
Lm(QT )
) (4.22)
where N depends only on m,K, d, T, α, and Rλ is as in (4.3).
Proof. The main difference to the previous proof is the choice of ηδ. We now take,
similarly to [YW71],
ηδ(0) = η
′
δ(0) = 0, η
′′
δ (r) =
(
ρδ2/4 ∗
(
ζ 7→
1
ζ| log δ|
Iζ∈[δ2/2,δ/2]
))
(|r|).
We again have the first three properties in (4.4). In place of the fourth, however,
we now have |η′′δ (r)r| ≤ 2| log δ|
−1 and |η′′δ | ≤ δ
−2| log δ|−1. Hence, in (4.8) we get
(recall that σ does not depend on x)
C5 + C6 + C7 . | log δ|
−1 + δ−2| log δ|−1 sup
x,r
|σ(x, r)− σ˜(x, r)|2l2 .
As pointed out in the previous proof, (4.8) is the only point where a pointwise
bound on |η′′δ | is used, and thus the bound (4.22) can be obtained in the same way
as (4.2).
The proof of part (i) is also very similar, except for the passage to the ε, δ → 0
limit. As before, we take λ = 0, Rλ = ∞, and since the ε
2κ¯δ−1 term is now not
present, there are no negative powers of δ, so we may pass to the δ → 0 limit
first. This eliminates the ε−2δ2α term, after which no negative power of ε is left,
so we then may pass to the ε → 0 limit. The proof is then concluded precisely as
above. 
5. Approximation and proof of Theorems 2.1-2.2
To approximate the coefficients of (1.2), we take
σn := ρ
⊗(d+1)
1/n ∗ σ, ξn := ρ
⊗d
1/n ∗ (−n ∨ (ξ ∧ n)). (5.1)
If σ and ξ satisfy Assumption 2.2 (a) (or (b)) and Assumption 2.1 (b), respectively,
with a constant K ≥ 1, then the same holds for σn and ξn, with, say, constant 2K.
It is also clear that σn ∈ C
∞(Td × R) with bounded derivatives. Indeed, for any
x ∈ Td, k ∈ N, and r ∈ [k, k + 1], one can write
|∂rσn(x, r)|l2 =
∣∣∂r((ρ⊗(d+1)1/n ∗ σ(x, r)− σ(x, k))∣∣l2
≤ nd+2 sup
r∈[k,k+2]
|σ(x, r)− σ(x, k)|l2 ≤ 2Kn
d+2.
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Similar argument shows the uniform bound on |∇xσn(x, r)|. Also, ξn is a bounded
F0-measurable C
k(Td)-valued random variable for any k ∈ N, and
sup
x,r
|σ(x, r)− σn(x, r)|l2 →n→∞
0, E‖ξ − ξn‖
m+1
Lm+1(Td)
→
n→∞
0. (5.2)
The approximation of A is a bit more subtle so let us state it separately.
Proposition 5.1. Let A satisfy Assumption 2.1 (a) with a constant K ≥ 1. Then,
for all n there exists a function An ∈ C
∞(R) with bounded derivatives, satisfying
Assumption 2.1 (a) with constant 3K, such that an(r) ≥ 2/n, and
sup
|r|≤n
|a(r)− an(r)| ≤ 4/n. (5.3)
Proof. Take a symmetric mollifier ρ¯ε supported on [−ε, ε], for instance ρ¯ε(r) :=∫
R
ρε(r + s)ρε(s) ds. Define εn := sup{ε ∈ (0, 1] : |a(r) − a(ζ)| ≤ 1/n, ∀|r| ≤
3n, |ζ − r| ≤ 3ε} > 0. We then claim that
An(r) =
∫ r
0
a
2
n(ζ) dζ, an(r) = ρ¯εn ∗
(
2/n + a(3εn ∨ |r| ∧ 3n)
)
,
behaves as stated.
It is trivial that An is smooth, has bounded derivatives, and that an ≥ 2/n. The
bound (5.3) follows from the definition of εn. To verify Assumption 2.1 (a), the
first bound in (2.1) is obvious. As for the second, we have a′n(r) = 0 for |r| ≤ 2εn,
while for |r| > 2εn, one has
|a′n(r)| ≤ sup
ζ∈[r−εn,r+εn]
|a′(ζ)| ≤ sup
ζ∈[r/2,2r]
|a′(ζ)| ≤ 2K|r|
m−3
2 .
For (2.2) notice that by choosing εn as above, we have that on [−2n, 2n], an ≥ a.
This easily implies the bounds Kan(r) ≥ I|r|≥1 and
K|Ψn(r)−Ψn(ζ)| ≥ K|Ψ(r)−Ψ(ζ)|, if |r| ∨ |ζ| ≤ 2.
If |r| ∨ |ζ| ≥ 2, we separate three cases:
(i) if |r| ∧ |ζ| ≥ 1, and r and ζ have the same sign, then simply from Kan(r) ≥
I|r|≥1 we get K|Ψn(r)−Ψn(ζ)| ≥ |r − ζ|.
(ii) if |r| ∧ |ζ| ≥ 1, and r and ζ have the opposite sign, then by symmetry we may
assume r ≥ 2, ζ ≤ −1. We can then write
K|Ψn(r)−Ψn(ζ)| ≥ K
(
Ψn(r)−Ψn(1)
)
+K
(
Ψn(−1)−Ψn(ζ)
)
≥ r − 1− 1− ζ = r − ζ − 2 ≥ (1/3)(r − ζ).
(iii) if |r| ∧ |ζ| ≤ 1, then by symmetry we may assume r ≥ 2, |ζ| ≤ 1. We can then
write
K|Ψn(r)−Ψn(ζ)| ≥ K
(
Ψn(r)−Ψn(1)
)
≥ r − 1 ≥ (1/3)(r − ζ).
The proof is finished. 
Taking An, σn, and ξn as above, by [DHV16, Sec 4], for every n the Cauchy
problem E(An, σn, ξn) has a unique solution un in the L2 sense, that is, un is a
predictable, continuous L2(T
d)-valued process, un ∈ L2(ΩT ,W
1
2 (T
d)), ∇An(un) ∈
L2(ΩT , L2(T
d)), and the equality
(un(t, ·), φ) = (ξn, φ)−
∫ t
0
(∇An(un(s, ·)),∇φ) ds +
∫ t
0
(σkn(·, un(s, ·)), φ) dβ
k
s
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holds for all φ ∈ C∞(Td), almost surely for all t ∈ [0, T ]. For such processes Itoˆ’s
formula holds for ‖ · ‖2
L2(Td)
and ‖ · ‖m+1
Lm+1(Td)
, (see [Kry13, Sec 3] and the approx-
imation argument in [DG15, Lemma 2], respectively) which implies the uniform
estimates
E sup
t≤T
‖un‖
p
L2(Td)
+ E‖∇Ψn(un)‖
p
L2(QT )
≤ N(1 + E‖ξn‖
p
L2(Td)
)
E sup
t≤T
‖un‖
m+1
Lm+1(QT )
≤ N(1 + E‖ξn‖
m+1
Lm+1(Td)
),
for all p ≥ 2. Applying also Itoˆ’s formula for the function u →
∫
x
∫ u
0 An(s) ds and
using the above estimate yields
E‖∇An(un)‖
2
L2(QT )
≤ N(1 + E‖ξn‖
m+1
Lm+1(Td)
).
In these estimates, the constant N depends only on K,T, d, p and m (but not on
n ∈ N). Notice that ξn are bounded by n, which implies that the right hand side of
the above inequalities is finite. Moreover, by construction of ξn one concludes that
for all p ≥ 2
E sup
t≤T
‖un‖
p
L2(Td)
+ E‖∇Ψn(un)‖
p
L2(QT )
≤ N(1 + E‖ξ‖p
L2(Td)
), (5.4)
E sup
t≤T
‖un‖
m+1
Lm+1(QT )
+ E‖∇An(un)‖
2
L2(QT )
≤ N(1 + E‖ξ‖m+1
Lm+1(Td)
). (5.5)
with N depending only on K,T, d, p and m. Finally, since an ≥ 2/n > 0, we have
|∇un| ≤ N(n)|∇Ψn(un)|, and so by (5.4), we have the (n-dependent) bound
E‖∇un‖
p
L2(QT )
<∞. (5.6)
Lemma 5.2. The functions un above, have the (⋆)-property with coefficient σn. If
moreover ‖ξ‖L2(Td) has finite moments up to order 4, then the constant N in (3.6)
is independent of n.
Proof. Fix θ > 0 small enough so that (3.7) holds. To ease notation we drop the
lower index in Fθ. We proceed by two approximations: first, as in Corollary 3.4 (ii),
the substitution of un(t, x) into F (t, x, ·) is smoothed, and second, un is regularised.
For a function f ∈ L2(T
d) let f (γ) := (ργ)
⊗d ∗ f denote its mollification. Then,
u
(γ)
n satisfies (pointwise) the equation
du(γ)n = ∆(An(un))
(γ) dt+ (σkn(un))
(γ) dβk(t). (5.7)
We note that∣∣∣E ∫
t,x,a
F (t, x, a)ρλ(un(t, x)− a)− E
∫
t,x,a
F (t, x, a)ρλ(u
(γ)
n (t, x)− a)
∣∣∣
=
∣∣∣E ∫
t,x,a
(
F (t, x, a) − F (t, x, a + u(γ)n (t, x)− un(t, x))
)
ρλ(un(t, x)− a)
∣∣∣
≤ N
(
E‖un − u
(γ)
n ‖
2
L1(QT )
)1/2 (
E‖∂aF‖
2
L∞(QT×R)
)1/2
→ 0, (5.8)
as γ → 0. By (3.7) we have EF (t, x, a)X = 0 for any Ft−θ-measurable bounded
random variable X. Hence,
EF (t, x, a)ρλ(u
(γ)
n (t, x)− a)
= EF (t, x, a)[ρλ(u
(γ)
n (t, x) − a)− ρλ(u
(γ)
n (t− θ, x)− a)].
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By (5.7) and Itoˆ’s formula one has∫
t,x,a
F (t, x, a)
(
ρλ(u
(γ)
n (t, x)− a)− ρλ(u
(γ)
n (t− θ, x)− a)
)
=
∫
t,x,a
F (t, x, a)
∫ t
t−θ
ρ′λ(u
(γ)
n (s, x)− a)∆(An(un))
(γ) ds
+
∫
t,x,a
F (t, x, a)
∫ t
t−θ
ρ′λ(u
(γ)
n (s, x)− a)(σ
k(x, un(s, x)))
(γ) dβk(s)
+
∫
t,x,a
F (t, x, a)
1
2
∫ t
t−θ
ρ′′λ(u
(γ)
n (s, x)− a)
∞∑
k=1
|(σk(x, un(s, x)))
(γ)|2 ds
=: C
(1)
λ,γ + C
(2)
λ,γ + C
(3)
λ,γ . (5.9)
By (3.7) and integration by parts (in x) we have
−C
(1)
λ,γ =
∫
t,x,a
It>θ
∫ t
t−θ
∇xF (t, x, a)ρ
′
λ(u
(γ)
n (s, x)− a)∇(An(un))
(γ)
+ F (t, x, a)ρ′′λ(u
(γ)
n (s, x)− a)∇u
(γ)
n (s, x)∇(An(un))
(γ) ds
=: C
(11)
λ,γ + C
(12)
λ,γ .
Note that
∫ T
θ
∫ t
t−θ
|f(s)| ds dt ≤ θ
∫ T
0
|f(s)| ds. (5.10)
Hence, after integration by parts with respect to a, by the Cauchy-Schwarz inequal-
ity and Lemma 3.3, we have
E|C
(11)
λ,γ | = E
∣∣ ∫
t,x,a
It>θ
∫ t
t−θ
∇x∂aF (t, x, a)ρλ(u
(γ)
n (s, x)− a)∇(An(un))
(γ) ds
∣∣
≤ Nθ
(
E‖∇x∂aF‖
2
L∞(QT×R)
)1/2 (
E‖∇An(un)‖
2
L1(QT )
)1/2
≤ N(n)θ1−µ. (5.11)
Similarly, this time integrating by parts twice in a we have
E|C
(12)
λ,γ | ≤ Nθ
1−µ
(
E‖∇u(γ)n ∇(An(un))
(γ)‖
m+1
m
L1(QT )
) m
m+1
.
To bound the right-hand side, note that by (5.6), ∇u
(γ)
n → ∇un in Lp(Ω;L2(QT )),
for any p, and by (5.5), ∇(An(un))
(γ) → ∇An(un) in L2(Ω;L2(QT )). Therefore,
lim
γ→0
E‖∇u(γ)n ∇(An(un))
(γ)‖
m+1
m
L1(QT )
= E‖∇un∇An(un)‖
m+1
m
L1(QT )
= E‖∇Ψn(un)‖
2(m+1)
m
L2(QT )
≤ N(n). (5.12)
Together with (5.11), we therefore get
lim sup
γ→0
E|C
(1)
λ,γ | ≤ N(n)θ
1−µ. (5.13)
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To bound C
(3)
λ,γ , we proceed similarly: integrate by parts twice with respect to a,
use Lemma 3.3, and (5.10) to get
E|C
(3)
λ,γ | ≤ Nθ
(
E‖∂aaF‖
2
L∞(QT×R)
)1/2 (
E
∥∥|σn(un)∣∣l2‖4L2(QT )
)1/2
≤ N(n)θ1−µ.
(5.14)
Next, one has by Itoˆ’s isometry
EC
(2)
λ,γ = E
∫
a,t,x,y
∫ t
t−θ
σ˜k(y, u˜(s, y))
(
σkn(x, un(s, x))
)(γ)
g(u˜(s, y)− a)
× ρ′λ(u
(γ)
n (s, x)− a)φθ(t, x, s, y) ds
= −E
∫
a,t,x,y
∫ t
t−θ
σ˜k(y, u˜(s, y))
(
σkn(x, un(s, x))
)(γ)
g′(u˜(s, y)− a)
× ρλ(u
(γ)
n (s, x)− a)φθ(t, x, s, y) ds.
Now the passage to the γ → 0 limit is straightforward. Passing to the λ→ 0 limit
is also quite immediate, since,
E|C
(2)
λ,0 − C
(2)
0,0 | (5.15)
≤ λ sup
a
|g′′(a)|E
∫
t,x,y
∫ t
t−θ
|σ˜(y, u˜(s, y))|l2 |σn(x, un(s, x))φθ(t, x, s, y)|l2 ds.
Putting all of (3.13), (5.8), (5.9), (5.13), (5.14), and (5.15) together, we conclude
E
∫
t,x
F (t, x, v(t, x))
≤ lim sup
λ→0
lim sup
γ→0
E
(
|C
(1)
λ,γ |+ |C
(3)
λ,γ |
)
+ lim
λ→0
lim
γ→0
EC
(2)
λ,γ
≤ N(n)θ1−µ − E
∫
s,t,x,y
σ˜k(y, u˜(s, y))σkn(x, un(s, x))g
′(u˜(s, y)− un(s, x))φθ ,
as claimed. Moreover, if E‖ξ‖4
L2(Td)
< ∞, then by virtue of (5.4) and (5.5) it is
clear that in (5.11), (5.12), and (5.14), we can choose N independent of n ∈ N,
which completes the proof. 
We are ready to proceed with the proof of our main theorem.
Proof of Theorem 2.1. We only give the details for the case that σ satisfies As-
sumption 2.2 (a). The statement in the case of Assumption 2.2 (b) is obtained
analogously, making use of Theorem 4.2 instead of Theorem 4.1.
Existence: First assume that E‖ξ‖4
L2(Td)
< ∞. We will show that (un)n∈N is a
Cauchy sequence in L1(ΩT ;L1(T
d)). Set ε0 > 0 arbitrary. As in the conclusion of
the proof of Theorem 4.1, we choose ν such that ν ∈ ((m ∧ 2)−1, κ¯) and then we
choose α < 1 ∧ (m/2) such that −2 + (2α)(2ν) > 0. Then, we apply Theorem 4.1
(ii) to un and un′ , for arbitrary n ≤ n
′, setting δ = ε2ν , and λ = 8/n. Thanks to
(5.3), we have that Rλ ≥ n. Recalling the uniform estimates (5.4), and the triangle
inequality
E‖ξn′(·)− ξn′(·+ h)‖L1(Td) ≤ E‖ξ(·)− ξ(·+ h)‖L1(Td) + 2E‖ξ − ξn′‖L1(Td),
the right-hand side of (4.2) is bounded by
M(ε) +NE‖ξ − ξn′‖L1(Td) +NE‖ξ − ξn‖L1(Td)
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+Nε−2ν sup
x,r
|σn(x, r)− σn′(x, r)|
2
l2 +Nε
−2n−2
+Nε−2E
(
‖I|un|≥n(1 + |un|)‖
m
Lm(QT )
+ ‖I|u
n′
|≥n(1 + |un′ |)‖
m
Lm(QT )
)
,
where M(ε) → 0 as ε → 0. Let ε > 0 be such that M(ε) ≤ ε0. By (5.2), one can
then choose n0 sufficiently large so that for n0 ≤ n ≤ n
′ the second through fifth
terms above are each bounded by ε0. The same is true for the last term, thanks to
the uniform integrability (in (ω, t, x)) of 1+ |un|
m, which in turn follows from (5.5).
Hence, indeed, for n0 ≤ n ≤ n
′, one has
E
∫
t,x
|un(t, x)− un′(t, x)| ≤ 6ε0.
Therefore, (un)n∈N converges in L1(ΩT ;L1(T
d)) to a limit u. Moreover, by passing
to a subsequence, we may also assume that
lim
n→∞
un = u, for almost all (ω, t, x) ∈ ΩT × T
d. (5.16)
Consequently, by Lemma 5.2, (5.5), and Corollary 3.4 (i), we have that u has the
(⋆)-property with coefficient σ. In addition, it follows by (5.5) that for any q < m+1,
(|un(t, x)|
q)∞n=1 is uniformly integrable on ΩT × T
d. (5.17)
We now show that u is an entropy solution. From now on, when we refer to the
estimates (5.4), we only use them with p = 2. By the estimates in (5.5), it follows
that u satisfies (i) from Definition 2.1.
For f ∈ Cb(R) and η as in Definition 2.1 we define Ψn,f and qn,η analogously to
Ψf and qη, but with an in place of a. For each n, we clearly have Ψn,f (un) ∈
L2(ΩT ;W
1
2 (T
d)) and ∂iΨn,f(un) = f(un)∂iΨn(un). Also, we have |Ψf,n(r)| ≤
‖f‖L∞3K|r|
(m+1)/2 for all r ∈ R, which combined with (5.4) and (5.5) gives that
that
sup
n
E
∫
t
‖Ψn,f (un)‖
2
W 12 (T
d) <∞.
Hence, for a subsequence we have Ψn,f(un) ⇀ vf , Ψn(un) ⇀ v for some vf , v ∈
L2(ΩT ;W
1
2 (T
d)). By (5.3) and (5.16)-(5.17) it is easy to see that vf = Ψf (u),
v = Ψ(u). Moreover, for any φ ∈ C∞(Td), B ∈ F , we have
EIB
∫
t,x
∂iΨf (u)φ = lim
n→∞
EIB
∫
t,x
∂iΨf,n(un)φ
= lim
n→∞
EIB
∫
t,x
f(un)∂iΨn(un)φ
= EIB
∫
t,x
f(u)∂iΨ(u)φ ,
where for the last equality we have used that ∂iΨn(un) ⇀ ∂iΨ(u) (weakly) and
f(un) → f(u) (strongly) in L2(ΩT ;L2(T
d)). Hence, (ii) from Definition 2.1 is also
satisfied. We now show (iii). Let η and φ be as in (iii) and let B ∈ F . By Itoˆ’s
formula (see, e.g., [Kry13]) for the function
u 7→
∫
x
η(u)̺,
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and Itoˆ’s product rule, we have
−EIB
∫
t,x
η(un)∂tφ ≤ EIB
[∫
x
η(ξn)φ(0) +
∫
t,x
qn,η(un)∆φ
−
∫
t,x
φη′′(un)|∇Ψn(un)|
2 +
1
2
∫
t,x
φη′′(un)|σn(un)|
2
l2
+
∫ T
0
∫
x
φη′(un)σ
k
n(un) dβ
k(t)
]
. (5.18)
On the basis of (5.16)-(5.17) and the construction of ξn, σn and an it is easy to see
that
lim
n→∞
EIB
∫
t,x
η(ξn)∂tφ = EIB
∫
t,x
η(ξ)∂tφ
lim
n→∞
EIB
∫
t,x
η(un)∂tφ = EIB
∫
t,x
η(u)∂tφ
lim
n→∞
EIB
∫
t,x
qn,η(un)∆φ = EIB
∫
t,x
qη(u)∆φ
lim
n→∞
EIB
∫
t,x
φη′′(un)|σn(un)|
2 = EIB
∫
t,x
φη′′(u)|σ(u)|2
lim
n→∞
EIB
∫ T
0
∫
x
φη′(un)σ
k
n(un) dβ
k(t) = EIB
∫ T
0
∫
x
φη′(u)σk(u) dβk(t).
Let us set f˜(r) :=
√
η′′(r). Notice that ∂iΨf˜ ,n(un) =
√
η′′(un)∂iΨn(un). As before
we have (after passing to a subsequence if necessary) ∂iΨf˜ ,n(un) ⇀ ∂iΨf˜ (u) in
L2(ΩT ;L2(T
d)). In particular, this implies that ∂iΨf˜ ,n(un)⇀ ∂iΨf˜ (u) in L2(ΩT ×
T
d, µ¯), where dµ¯ := IBφ dP⊗ dx⊗ dt. This implies that
EIB
∫
t,x
φη′′(u)|∇Ψ(u)|2 ≤ lim inf
n→∞
EIB
∫
t,x
φη′′(un)|∇Ψn(un)|
2 .
Hence, taking lim inf in (5.18) along an appropriate subsequence, we see that u
satisfies also (iii).
To summarise, we have shown that if in addition to the assumptions of Theorem
2.1 we have that E‖ξ‖4
L2(Td)
< ∞, then there exists an entropy solution to (1.2)
which has the (⋆)-property with coefficient σ (therefore, it is also unique by Theorem
4.1). In addition, we can pass to the limit in (5.4)-(5.5) to obtain that
E sup
t≤T
‖u‖2L2(Td) + E‖∇Ψ(u)‖
2
L2(QT )
≤ N(1 + E‖ξ‖p
L2(Td)
),
E sup
t≤T
‖u‖m+1Lm+1(QT ) + E‖∇A(u)‖
2
L2(QT )
≤ N(1 + E‖ξ‖m+1
Lm+1(Td)
),
(5.19)
with a constant N depending only on d,K, T and m.
We now remove the extra condition on ξ. For n ∈ N, let ξn be as in (5.1) and
let u(n) be the unique solution of E(A, σ, ξn). Notice that u(n) has the (⋆)-property
with coefficient σ. Hence, by Theorem 4.1 (i) we have that (u(n)) is Cauchy in
L1(ΩT ;L1(T
d)) and therefore has a limit u. In addition, u(n) satisfy the estimates
(5.19) uniformly in n ∈ N. With the arguments provided above it is now routine to
show that u is an entropy solution.
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Uniqueness: We finally show (2.4) which also implies uniqueness. Let u˜ be an
entropy solution of E(A, σ, ξ˜). By Theorem 4.1 we have
ess sup
t∈[0,T ]
E
∫
x
|u(n)(t, x)− u˜(t, x)| ≤ E
∫
x
|ξn(x)− ξ˜(x)|,
where u(n) are as above. We then let n→∞ to finish the proof. 
Proof of Theorem 2.2. For each n ∈ N, let ξˆn = −N0∨(ξn∧N0), where N0 = N0(n)
is chosen so that E‖ξˆn − ξn‖L1(Td) ≤ 1/n. Furthermore, let uˆn denote the entropy
solution of E(An, σn, ξˆn), which, by the preceding, exists, is unique, and has the
(⋆)-property. Since by (2.4) we have that
E‖uˆn − un‖L1(QT ) ≤ T/n,
it suffices to check that uˆn → u in L1(ΩT × T
d). This however follows from the
bounds (4.2), (4.22), precisely as in the previous proof. 
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