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Abstract
Three notions of structural inclusion between process terms of the -calculus are considered,
and proven to be decidable and to have axiomatizations that are sound and complete in the
multiset semantics M of the -calculus. All three are strong simulation relations. c© 2001
Elsevier Science B.V. All rights reserved.
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0. Introduction
This paper is a sequel to [3] which, in turn, is a sequel to [1]. The reader is therefore
assumed to be familiar with the concepts and results of [1], and, more in particular,
those of [3].
In [3], it was proven that in the -calculus with replication, two processes are struc-
turally congruent (for a natural extension of the structural congruence of [6]) if and
only if they correspond to the same solution, i.e., the same multiset of the multiset
transition system M of [1]. Moreover, structural congruence was proven to be decid-
able. This paper is concerned with relations that express inclusion of solutions in M
and the corresponding structural inclusion relations on process terms of the -calculus.
That is, we want to de9ne a good notion of one process being a ‘substructure’ of
another process. We would like such a relation to satisfy some minimal constraints.
Firstly, of course, it should correspond to an intuitively acceptable notion of substruc-
ture (where the ‘structure’ of a process term is modeled by its corresponding solution
in M). Secondly, it must have a natural axiomatization, similar to the case of struc-
tural congruence. Thirdly, since ‘substructure’ is a static notion, it must be decidable.
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Finally, it must preserve communications. Clearly, if a process contains the structure of
another, it must be at least capable of the actions of the latter. Since the only actions
we consider in M are communications, a structural inclusion relation must be a strong
simulation of communication actions (just as structural congruence was proven to be
a strong bisimulation in [1]).
Structural inclusion of processes is more basic than structural congruence, since it
expresses that a process is at least composed of the structure of another process, in
much the same way as simulation is more basic than bisimulation. For a structural
inclusion relation however, there does not appear to be one preferred candidate, but
several, depending on diDerent perspectives. For instance, it should be clear that we
want a structural inclusion relation R to satisfy P R (P |Q) for any process term Q;
since parallel composition is a typically structural operation that combines processes in
the loosest imaginable way (and similarly we want that P R !P). In fact, we require R
to be compatible with parallel composition (and replication), and derive P R (P |Q)
from 0 R Q and the fact that P | 0 is structurally congruent with P. But now consider
the case in which P and Q have a name x in common; let for instance P= Gxz:0
and Q= x(y):0. On the one hand, it is plausible to infer (	x)P R (	x)(P |Q); i.e.,
letting R be compatible with restriction, since in our molecular view of processes
(	x)(P |Q) represents two molecules, viz. the one that (	x)P represents and the one
that (	x)Q represents. On the other hand, (	x)(P |Q) is an atomic process, in the sense
that P and Q communicate through a “secret” name x (it is connected in the sense
of [3]), and hence cannot be cut into nontrivial substructures. Thus, one can choose
between letting R be compatible with restriction, or not; intuitively, this corresponds
to allowing “secret” links to be broken, or not. Also, one can choose between letting
R be compatible with the operation of guarding, or not. Since solutions in M are of
a recursive nature (each molecule of a solution guards a solution itself), it is natural
to ‘cut a solution’ not only at the top level, but at arbitrary nesting depth. To illustrate
this, let for instance P= u(x): Gxz:0 and Q= u(x):( Gxz:0 | x(y):0). In M; these process
terms correspond to the singleton solutions {u(x):{ Gxz:∅}} and {u(x):{ Gxz:∅; x(y):∅}};
respectively. Although at the top level the two solutions are incomparible (in the sense
that one is not a sub(multi-)set of the other), the solution that is guarded by u(x) in the
9rst is a sub(multi-)set of the one that is guarded by the same u(x) in the second. So, in
a sense, P is a nested substructure of Q. The choice of letting R be compatible with
guarding or not can be made independently of the choice of letting R be compatible
with restriction or not. Thus the combination of these choices results in four diDerent
relations. We will show that three of them satisfy the four minimal constraints discussed
above (and hence deserve the predicate “natural”). The fourth relation (viz. the one
that is compatible with guarding, but not with restriction), although shown to have a
natural axiomatization and to be decidable, fails to be a simulation.
Another interesting property of a structural inclusion relation R is whether or not
it captures structural congruence, or, to put it diDerently, whether or not P R Q and
Q R P imply P≡Q (this is the Cantor–Bernstein (CB) property of [3]). In the presence
of in9nite structures (by the replication operator !; process terms in general have an
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Fig. 1. A directory tree.
in9nite structure) CB cannot be expected in the general case: it is shown that only
one of the four structural inclusion relations satis9es CB (viz. the one that is neither
compatible with restriction, nor with guarding).
To illustrate the diDerence between the three natural notions of structural inclusion,
consider the following example of a system administrator who wants to keep track of
the growth of the computer network he administrates, the directory tree of which is
depicted in Fig. 1. The system has three users, Bill, Lucy, and John. Since Bill and
Lucy work on a common project, they share a directory, Project2, that is contained in
both their directories Work. The project directories Project1 and Project2 are private
(or protected) in the sense that they are only accessible to a user when they appear as
subdirectory of his home directory. Thus, John has no access to Project1 and Project2,
and Lucy has no access to Project1. The private directories are drawn dark in Fig. 1.
In this system, the operation of placing one or more directories next to each other in
the root directory is very similar to the parallel composition operator of the -calculus.
We model restriction by making a directory private to one or more users, and guarding
by moving every directory that appears in the root to a new directory and placing this
new directory in the root, which results in ‘shifting down’ the contents of the root
one level in the directory tree. Observe that in this example we only have a structural
view of the -calculus operators, and not an operational view.
To measure the growth of the system, the administrator must 9rst have a clear
notion of one computer network being a ‘part’ of another. Since, from the system
point of view, there are only three directories, viz. the home directories of the users, the
administrator can choose to treat the home directories as atomic and only consider those
systems that diDer in zero or more entire home directories as subsystems (as, e.g., the
solid and dashed lines indicate). He could even be more strict and argue that since Bill
and Lucy share a private directory, their home directories cannot be separated without
changing the properties of the directory Project2, i.e., without aDecting the directories
Work of Bill and Lucy, and, consequently, without changing their home directories.
In this case, he would no longer consider the subsystem indicated by the dashed line.
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Or he could be less strict (and, at least in this example, more realistic probably) and
argue that since the system has a tree structure, ‘subtree’ (or ‘subforest’) would be
a good notion of subsystem. In this case he would also consider as a subsystem the
system that results from a deletion of John’s subdirectory Games (as the dotted line
indicates).
Since in M the semantics of a -calculus process term is a multiset, the most
natural inclusion relation to consider is based on containment of multisets ⊆ (i.e., or-
dinary set-inclusion, respecting multiplicities), de9ning a process term P to be multiset
included in another process term Q; if the solution corresponding to P is contained in
the one of Q. These notions are presented in Section 2. In Section 6 we prove multiset
inclusion of process terms to be decidable and to have a clear-cut axiomatization, called
structural inclusion (of which the de9nition is already given in Section 2). A stronger
version of multiset containment which is based on containment of connected compo-
nents of solutions (cf. the 9rst part of the third paragraph) is presented in Section 3,
together with a proof of its decidability and the soundness and completeness of its
axiomatization: strong structural inclusion. A third nested containment relation, based
on containment of nested subsolutions (cf. the second part of the third paragraph)
is considered in Section 4, together with a fourth, strong nested containment (that
additionally respects connected components), as well as their axiomatizations: nested
structural inclusion and strong nested structural inclusion, respectively. As mentioned
earlier, strong nested containment is the “odd one out”: based on its axiomatization
(which is, after all, a natural combination of strong structural inclusion and nested
structural inclusion), one might expect it to be as ‘natural’ a notion of substructure as
the other three, but it is not. In Section 5, we present a normal form of process terms
which extends the subconnected normal form of [3]. Section 6 contains the proof of de-
cidability and soundness and completeness of the axiomatizations of all the inclusions.
The normal form of Section 5 is used only for the case of strong nested structural
inclusion. Finally, in Section 7 we show that three of the four inclusion relations are
strong simulations.
Structural inclusion, strong structural inclusion, nested structural inclusion, and strong
nested structural inclusion between process terms P and Q will be denoted by P6Q;
P6n Q; P6g Q; and P6ng Q; respectively (where n denotes ‘strong’ and g denotes
‘nested’). An inclusion diagram of these relations is given in Fig. 2.
Let us turn the above directory example into an operational example by considering
a process P that sends the contents of all directories to the printer p; as much in
parallel as possible. Thus, P= J | (	p2)((	p1)B |L) with
J = Gpj:( Gpmj:0 | Gpwj:0 | Gpgj:0);
B= Gpb:( Gpmb:0 | Gpwb:( Gpp1:0 | Gpp2:0))
and
L= Gpl:( Gpwl: Gpp2:0 | Gpml:0);
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Fig. 2. Inclusion diagram for 6n ; 6; 6ng and 6g .
where, e.g., mj is the mail directory of John, and p1; p2 are the (private) directories
Project1 and Project2. Then, as illustrated in Fig. 1,
(	p2)((	p1)B |L) 6n P (and J6n P);
J | (	p2)L 6 P (but not 6n and not even 6ng )
and J ′ | (	p2)((	p1)B |L) 6ng P (but not 6)
where J ′= Gpj:( Gpmj:0 | Gpwj:0). Moreover,
J ′ | (	p2)L 6g P (but neither 6 nor 6ng ):
This paper is another contribution to the theory of structure of process terms, initiated
in [7, 4] (see also the Mowgraphs in [5, 8]). We believe that the separation of structure
and behaviour of process terms leads to a better understanding of both.
1. Basic denitions
Since we use all of the terminology of [3], we refer to the Preliminaries and
Sections 3–5 of [3] for the basic de9nitions of the material in this paper. In par-
ticular, ≡ denotes the structural congruence of [3], which extends the one of [6, 1].
Except in Section 7 (where we discuss simulation) we do not need to consider the
behaviour of process terms and solutions (as formalized in the transition systems of
the -calculus and M), since we are interested in structure only.
There is one small diDerence in notation: In this paper we let N+ = {1; 2; : : :} be
the set of positive natural numbers, and N=N+ ∪{0} be the set of natural numbers
(in [1, 3], these sets were denoted by N and N∪{0}; respectively). Also, the set of
-calculus names is now denoted by N (instead of N in [1, 3]). Recall that #I is the
cardinality of I ; if I is countably in9nite, then #I =! (where ! stands for ℵ0). For a
function f and a set A; f A denotes the restriction of f to A.
The reader who is unfamiliar with [1, 3], is advised to start by reading Sections 1–6
of [1], or at least their synopsis in Section 2 (the Preliminaries) of [3].
136 J. Engelfriet, T. Gelsema / Theoretical Computer Science 258 (2001) 131–168
2. Structural inclusion
In this section we de9ne the usual multiset containment and we state some of its
basic properties. Based on the containment of solutions, we induce a relation on process
terms called multiset inclusion and we de9ne its axiomatization: structural inclusion.
The proof of soundness and completeness, together with the proof of decidability of
the latter is postponed until Section 6.
Recall from [1] that a multiset is a countable set DS together with a mapping
S :DS →N+ ∪{!} that de9nes the multiplicity of the elements of DS in S. The
multiset union is de9ned in the obvious way, adding the multiplicity of each element:
for a countable set I; we let S =
⋃
i∈I Si be the multiset de9ned by DS =
⋃
i∈I DSi and
S(d)=
∑
i∈I Si(d); where summation is extended to ! in the usual way. Note that
we consider countable unions only. For a set D; S is a multiset over D if DS ⊆D.
If S is a multiset over D and f :D→E is a mapping, then the multiset image f(S)
of S under f is de9ned by Df(S) =f(DS) and f(S)(e)=
∑
f(d) = e S(d). Note that
f(
⋃
i∈I Si)=
⋃
i∈I f(Si) and that, for g :E→F; (g ◦ f)(S)= g(f(S)). We refer to
Section 3 of [3] for more basic properties of multisets.
For multisets S and T; S is contained in T , denoted S ⊆T; if there exists a multiset
U such that S ∪U =T . Note that this is equivalent to requiring S(d)6T (d) for all
d∈DS (where n6! for all n∈N); the former de9nition has the advantage of being
independent of multiplicities. Note also that, due to multiplicity !; the multiset U is
not unique. It should, however, be clear that there is a minimal such U (with respect
to ⊆); this will be called the subtraction of S from T .
Multiset containment is a partial order: obviously S ⊆ S (viz. by choosing U = ∅)
which shows reMexivity. To show antisymmetry, let S and T be multisets over D with
S ⊆T and T ⊆ S. Then for all d∈D we have S(d)6T (d) and T (d)6S(d). Hence
S(d)=T (d) for all d∈D; and so S =T . To show transitivity, assume S ∪U =V
and V ∪U ′=T . Then S ⊆T since S ∪ (U ∪U ′)=T .
Below we state some other easy to prove properties of containment.
Lemma 2.1. For all multisets S; T; Si and Ti; i∈ I; over D;
(1) if Si⊆Ti for every i∈ I; then
⋃
i∈I Si⊆
⋃
i∈I Ti; and
(2) if S ⊆T; then for every mapping f :D→E; f(S)⊆f(T ).
Proof. To show (1); let Si ∪Ui =Ti for all i∈ I . Then
⋃
i∈I Ti =
⋃
i∈I (Si ∪Ui)=
⋃
i∈I
Si ∪
⋃
i∈I Ui. To show (2); let S ∪U =T . Then f(T )=f(S ∪U )=f(S)∪f(U ).
For solutions S and T; S ⊆T implies new(S)⊆ new(T ). This is shown similar to
the proof of Lemma 2.1(2), using ordinary set inclusion instead of containment: let
S ∪U =T . Then new(T )= new(S ∪U )= new(S)∪ new(U ). Hence new(S)⊆ new(T ).
Based on containment of multisets, we de9ne multiset inclusion on processes (just
as the de9nition of multiset congruence ≡m is based on equality of multisets).
J. Engelfriet, T. Gelsema / Theoretical Computer Science 258 (2001) 131–168 137
Denition 2.2. For process terms P and Q; P is multiset included in Q; denoted
P6m Q; if there exist solutions S and T such that P⇒ S; Q⇒T; and S ⊆T .
Example 2.3. Let R= Gxz:0 and consider the process terms P1 = (	z)R; P2 = (	z)(R |R);
and P3 = (	z)R | (	z)R. Then P1⇒ S1 = { Gxn1:∅}; P2⇒ S2 = { Gxn1:∅; Gxn1:∅}; and P3⇒
S3 = { Gxn1:∅; Gxn2:∅}; for every n1; n2 ∈New with n1 = n2. Hence P16m P2 and P16m P3;
since S1⊆ S2 and S1⊆ S3. Note that neither P26m P3; nor P36m P2.
Recall that the semantics of a process term P is unique upto taking copies: if P⇒ S
and S ′ is a copy of S; then also P⇒ S ′ (see [3, Lemma 2]). In the next lemma we show
that multiset inclusion does not depend on taking copies; more precisely, if P6m Q
and (S; T ) is a pair of solutions corresponding to (P;Q) (i.e., P⇒ S and Q⇒T ) such
that S ⊆T; then for every copy T ′ of T; a copy S ′ of S can be found such that S ′⊆T ′;
and conversely.
Lemma 2.4. For process terms P and Q; if P6m Q and Q⇒T; for a solution T;
then there exists a solution S such that P⇒ S and S ⊆T . Conversely; if P6m Q and
P⇒ S; for a solution S; then there exists a solution T such that Q⇒T and S ⊆T .
Proof. We will only prove the 9rst statement, since it is similar to the proof of the
second. Assume P6m Q and Q⇒T . By De9nition 2.2 there exist S ′ and T ′ such
that P⇒ S ′; Q⇒T ′; and S ′⊆T ′. Thus; new(S ′)⊆ new(T ′). By Lemma 5 of [1] [3,
Lemma 2] there exists a bijection f : new(T ′)→ new(T ); such that T =f(T ′). Let
S =f(S ′). Then f  new(S ′) is a bijection from new(S ′) to f(new(S ′))=
new(f(S ′))= new(S). Hence, again by Lemma 5 of [1], P⇒ S. Moreover, S ′⊆T ′
implies S =f(S ′)⊆f(T ′)=T by Lemma 2.1(2).
Next, we give the axiomatization of multiset inclusion. The proof of correctness is
postponed until Section 6.
Denition 2.5. Structural inclusion, denoted 6; is the smallest relation on the set of
process terms satisfying
06P
MIN
P ≡ Q
P6Q
CGR
P6R R6Q
P6Q
TRA
P6Q
P |R6Q |R CCOM
P6Q
!P6!Q
CREP
P6Q
(	x)P6(	x)Q
CRES
The law CGR expresses that structurally congruent processes are structurally in-
cluded in one another; it is obviously satis9ed for any notion of substructure: if P and
Q have the same structure, then, trivially, P is a substructure of Q. The law TRA
expresses that 6 is transitive, and hence a preorder (note that reMexivity is implied
by CGR). By MIN; 0 is a minimal element of 6 (and proven to be its least element
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Fig. 3. A two-player, and a three-player ball game.
‘modulo ≡’ in Lemma 6.3). By CCOM; CREP; and CRES; 6 is compatible with
parallel composition, replication, and restriction, respectively.
Structural inclusion should satisfy some intuitively valid properties. For instance, a
process term P should be structurally included in a parallel composition of P with
an arbitrary process term Q; i.e., P6P |Q (which is seen immediately for 6m ; by
(S1) of the semantical relation ⇒ ). To show this, note that we have 06Q; by MIN.
Hence, by CCOM; 0 |P6Q |P. Now the left-hand side is structurally congruent to P;
by laws (1:1) and (1:2) of structural congruence, and the right-hand side is structurally
congruent to P |Q by law (1:2), so we have P60 |P; and Q |P6P |Q; by CGR.
Hence P6P |Q; by TRA. As a special case, let Q= !P. Then we have P6P | !P≡ !P;
by law (3:1) of structural congruence. Hence P6!P; by CGR and TRA; respectively
(the reader may verify that the last inclusion is also immediate for 6m ; by (S4) of the
semantical relation). As an example, consider the directory printing process P in the in-
troduction. By the above, L6(	p1)B |L. Hence, using CRES; (	p2)L6(	p2)((	p1)B |L)
and so, by CCOM; J | (	p2)L6J | (	p2)((	p1)B |L)=P.
In the next example, the role of CRES in structural inclusion is discussed, cf. the
third paragraph of the introduction. Since allowing CRES in our structural inclusion
relation amounts to the simplest form of multiset inclusion (to be proven in Section 6),
its role is a valid one. Note also that | ; !; and 	 are precisely the “structural operations”
of the -calculus (cf. the introduction of [3]). In another perspective however, the
example clearly shows that a structural inclusion relation without CRES (to be de9ned
in the next section) is also well motivated.
Example 2.6. Consider the two types of ball games R′ and R depicted in Fig. 3. The
9rst, R′, is a two-player ball game; the second, R, is a three-player ball game. Initially,
both in R′ and R, the player of type P1 is in possession of the ball. The rules of the
game are simple: P1 throws the ball x at the player of type P2 (this is modeled by a
communication of x via the shared link z; in R, P1 can choose between either one of
the two players of type P2 to throw the ball to), whereafter P2 can throw the ball at P1
in return (or, in R, at the second player of type P2). We model P1 by (	p)( Gzx: Gp:0 |P′),
and P2 by (	p)(z(y): Gzy: Gp:0 |P′), where P′ denotes the process term !p:z(y): Gzy: Gp:0
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and the guards p and Gp stand for p(u) and Gpv for certain (irrelevant) names u and
v. This internally organizes consecutive throwing and catching for each of the players
individually. The process R′ is modelled by P1 |P2, and R by P1 |P2 |P2. The game
R′ proceeds as follows (where we have dropped the trailing :0):
R′ = P1 |P2
= (	p)( Gzx: Gp | !p:z(y): Gzy: Gp) | (	p)(z(y): Gzy: Gp |P′)
→ (	p)( Gp | !p:z(y): Gzy: Gp) | (	p)( Gzx: Gp |P′)
≡ (	p)( Gp |p:z(y): Gzy: Gp | !p:z(y): Gzy: Gp) | (	p)( Gzx: Gp |P′)
→ (	p)(z(y): Gzy: Gp | !p:z(y): Gzy: Gp) | (	p)( Gzx: Gp |P′)
so now (the former) P2 is in possession of the ball and is ready to throw it at (the
former) P1, which is ready to receive it. It is easy to extend R′ to the three-player
game R: simply put another player of type P2 in parallel with R′. In other words, we
have R′6R. The action sequences for R are left to the reader.
Now suppose P1 and P2 have decided not to let any other player join their game.
This is modeled by the process (	z)R′: no action can take place to the outside of (	z)R′
(placed in any context) via the link z. This means that whereas e.g. R′ |R models a
9ve-player game (where a player of type P1 in R′ is also capable of throwing a ball
at a player of type P2 in R), the process (	z)R′ | (	z)R rather models a two-player
game run in parallel with a three-player game. Note that we have (	z)R′6(	z)R by
CRES. Indeed, in (	z)R, P1 and one of the two players of type P2 can ignore the other
player of type P2, and not throw a ball at him. Then the process (	z)R is just (	z)R′
with an added dummy. Hence, in this view it is natural to have (	z)R′6(	z)R. On
the other hand, there is no way in which to restrict (	z)R to (	z)R′ without violating
the ‘agreement of privacy’ the players have in (	z)R. Even for a dummy P2 in (	z)R,
there exists structurally a bond between each of the players, and thus if the dummy P2
is removed from (	z)R, then the “secret” links between the dummy P2 and the other
players in (	z)R are broken (to use the terminology of [3]: (	z)R is connected). This
motivates an inclusion relation that respects the “secret” links of processes.
3. Strong structural inclusion
In this section, we de9ne an inclusion relation on solutions that is stronger than
containment. As for multiset inclusion, we base strong multiset inclusion, de9ned for
processes, on this strong containment relation. Furthermore, we give an axiomatization,
prove this axiomatization to be sound and complete, and show that strong multiset
inclusion is decidable. Finally, we show that it, as the sole member of the inclusion
relations de9ned in this paper, is antisymmetrical upto structural congruence, i.e., the
intersection of this relation with its inverse yields structural congruence (using the
terminology of [2], strong structural inclusion satis9es the Cantor–Bernstein property).
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In the previous section, we suggested that a multiset inclusion relation that does not
have the compatibility law for restriction, CRES, in its axiomatization, is at least as
plausible as 6m . As we explained, the process term (	z)R of Example 2.6 is connected
(in the sense of [3, Section 4]) by the “secret” link z, and thus cannot be subdivided
into smaller process terms without breaking that link. In this section we will treat such
connected process terms as atomic. This means that for a solution T corresponding
to an arbitrary process term Q, only those solutions S contained in T that respect the
connected components of T (see [3, Section 4]) are allowed to correspond to a process
term P that is structurally included in Q. Hence we restrict ⊆ to pairs of solutions
(S; T ), such that S has no new names in common with its environment in T , i.e., S is
disconnected from its subtraction U from T .
Denition 3.1. A solution S is strongly contained in a solution T , denoted S ⊆n T
(the superscript n stands for new-disjoint union), if there exists a solution U such that
S ∪U =T and new(S)∩ new(U )= ∅.
Strong containment is a partial order: antisymmetry follows directly from antisym-
metry of ⊆. Also, S ⊆n S for every solution S, since for U = ∅, new(S)∩ new(U )= ∅,
which shows reMexivity. To show transitivity of ⊆n , let S ∪U =V and V ∪U ′=T ,
with new(S)∩ new(U )= ∅ and new(V )∩ new(U ′)= ∅. Now S ∪ (U ∪U ′)=T . Fur-
thermore, new(S)∩ new(U ∪U ′)= (new(S)∩ new(U ))∪ (new(S)∩ new(U ′))= ∅,
since new(S)⊆ new(V ).
Properties similar to the ones of Lemma 2.1 hold for ⊆n .
Lemma 3.2. For all solutions S; T; Si and Ti; i∈ I;
(1) if Si⊆n Ti for every i∈ I; and the new(Ti) are mutually disjoint, then
⋃
i∈I Si⊆n⋃
i∈I Ti;
(2) if S ⊆n T; then for every injection f : new(T )→New; f(S)⊆n f(T ); and
(3) if S ⊆n T; then for every mapping f :N∪N+→N∪N+, f(S)⊆n f(T ).
Proof. To show (1), let Si ∪Ui =Ti with new(Si)∩ new(Ui)= ∅. Note that by the
proof of Lemma 2.1(1), it is suRcient to show that new(
⋃
i∈I Si)∩ new(
⋃
i∈I Ui)= ∅.
Since for every i∈ I , new(Si)⊆ new(Ti) and new(Ui)⊆ new(Ti), new(Si) and new(Uj)
are disjoint for i = j. Hence new(⋃i∈I Si)∩ new(⋃i∈I Ui)= (⋃i∈I new(Si))∩
(
⋃
i∈I new(Ui))=
⋃
i∈I (new(Si)∩ new(Ui))= ∅. To show (2), let S ∪U =T with
new(S)∩ new(U )= ∅. By the proof of Lemma 2.1(2), it suRces to show that
new(f(S))∩ new(f(U ))= ∅. Since f is injective on new(T )= new(S)∪ new(U ), we
have new(f(S))∩ new(f(U ))=f(new(S))∩f(new(U ))=f(new(S)∩ new(U ))= ∅.
The proof of (3) follows immediately from the one of Lemma 2.1(2), since for any
mapping f :N∪N+→N∪N+, we trivially have new(S)= new(f(S)) and new(U )=
new(f(U )).
The reader may verify that the mutual disconnectedness of the Ti, and the injectivity
of f in Lemma 3.2, are both necessary conditions. For instance, if Si = { Gxni:∅}, for
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i∈{1; 2} and ni ∈New with n1 = n2, and T1 =T2 = S1 ∪ S2, then Si⊆n Ti, since S1 is
not connected to S2, but S1 ∪ S2 ⊆n T1 ∪T2, since obviously S1 ∪ S2 is not disconnected
from itself. Also, if f is a mapping such that f(n1)=f(n2), then f(S1)⊆n f(T1),
since f(S1) is equal to its subtraction from f(T1).
As observed earlier, another way to view strong containment is to realize that, in
fact, the inclusion relation does not operate on the level of molecules, but rather on
the higher plane of connected components (see [3, Section 4]). Since in De9nition 3.1,
S is disconnected from U , the connected components of T are unaDected by ⊆n , and
hence S and U form a partition of the connected components of T rather than of its
molecules. Thus, S ⊆n T iD S is the union of a number of connected components of T .
This is formulated in the next lemma.
Lemma 3.3. Let T =
⋃
j∈J Tj be a solution; where the Tj; j∈ J; are the connected
components of T . Then for every solution S; S ⊆n T if and only if there exists a
subset J ′ of J such that S =
⋃
j∈J ′ Tj.
Proof. (If ) Obvious. (Only if ) Let S ∪U = ⋃j∈J Tj with new(S)∩ new(U )= ∅. By
Lemma 9 of [3] there exist disjoint sets JS and JU such that J = JS ∪ JU , S =
⋃
j∈JS Tj
and U =
⋃
j∈JU Tj.
Strong multiset inclusion of processes, de9ned next, is based on strong containment
of the corresponding solutions (as multiset inclusion is based on containment).
Denition 3.4. A process term P is strongly multiset included in a process term Q,
denoted P6nm Q, if there exist solutions S and T such that P⇒ S, Q⇒T , and S ⊆n T .
Example 3.5. Consider the process terms and solutions of Example 2.3. Now P1 6nm P2,
since, for U = { Gxn1:∅}, we have S1 ∪U = S2, but S1 and U have the new name n1 in
common. However, P16nm P3 does hold, because, for U = { Gxn2:∅}, S1 ∪U = S3 and
new(S1)∩ new(U )= {n1}∩ {n2}= ∅.
In general, by (S1) of the semantical relation ⇒ , a process term P is strongly
multiset included in the process term that is formed by a parallel composition of P
with any other process term. So we have P6nm P |Q (as expected). In particular,
P6nm P | !P≡m!P, and hence P6nm !P.
Lemma 2.4 is also valid for strong multiset inclusion: in its proof, we can replace
the occurrences of S ′⊆T ′ and S ⊆T , by S ′⊆n T ′ and S ⊆n T , respectively. The 9rst
replacement is valid because we assume P6nm Q, and the second because S
′⊆n T ′
implies S =f(S ′)⊆n f(T ′)=T , by Lemma 3.2(2). For completeness sake, we state
this version of Lemma 2.4.
Lemma 3.6. For process terms P and Q; if P6nm Q and Q⇒T; for a solution T;
then there exists a solution S such that P⇒ S and S ⊆n T . Conversely; if P6nm Q
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and P⇒ S; for a solution S; then there exists a solution T such that Q⇒T and
S ⊆n T .
Next, we give the axiomatization of strong multiset inclusion.
Denition 3.7. Strong structural inclusion, denoted 6n , is the smallest relation on
the set of process terms satisfying
06n P
MIN
P≡Q
P6n Q
CGR
P6n R R6n Q
P6n Q
TRA
P6n Q
P |R6n Q |R CCOM
P6n Q
!P6n !Q
CREP
Note that strong structural inclusion only diDers from structural inclusion in the omis-
sion of law CRES, so strong structural inclusion is compatible with parallel composi-
tion and replication only. Note also that P6n P |Q and P6n !P, as shown after Def-
inition 2.5 (without using CRES). Thus, (	p2)((	p1)B |L)6n J | (	p2)((	p1)B |L)=P
in the example of the Introduction.
We will use an equivalent notion of strong structural inclusion that matches better to
the de9nition of strong multiset inclusion: by the next theorem, a process term is strong
structurally included in another process term, if and only if, upto parallel composition,
it is structurally equivalent to it. We will interchange this new notion with the original
(in De9nition 3.7) without explicit mentioning.
Theorem 3.8. For process terms P and Q; P6n Q if and only if there exists a process
term R such that P |R≡Q.
Proof. (If ) We have P6n P |R≡Q, and so P6n Q by CGR and TRA. (Only if)
We will show that the relation R= {(P;Q) | ∃R′: P |R′≡Q} satis9es the laws of
strong structural inclusion in De9nition 3.7. Since 6n is the smallest one satisfy-
ing these laws, clearly P6n Q implies (P;Q) ∈ R. Obviously (0; P)∈R for ev-
ery process term P, viz. by taking R′=P, so R satis9es MIN. Also, (P;Q)∈R if
P≡Q (by taking R′= 0), which shows that CGR is satis9ed. To show TRA, assume
there exist R1, R2 such that P |R1≡R and R |R2≡Q. Now take R′=R1 |R2. Then
P |R′=P | (R1 |R2)≡R |R2≡Q, by the commutativity and associativity laws of struc-
tural congruence for parallel composition. Finally, assume P |R′≡Q. Then (P |R) |R′
≡Q |R, and !P | !R′≡ !(P |R′)≡ !Q (by (3:2) of structural congruence) which proves
that CCOM and CREP are satis9ed, respectively.
Note that the process term R in Theorem 3.8 is not unique; for instance, we could
derive !P6n !P by the existence of the process terms 0, P, P |P and, in fact, in-
9nitely many others. Similarly, the solution U in De9nition 3.1 is not unique, since⋃
i∈N{g:S}⊆n
⋃
i∈N{g:S} by the existence of
⋃
16i¡k{g:S}, for any k ∈N∪{!}.
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We now proceed with showing that strong multiset inclusion and strong structural
inclusion are the same, i.e., soundness and completeness of the axiomatization of 6nm
in De9nition 3.7. Much of the work in showing soundness of De9nition 3.7 (i.e., 6n
implies 6nm ) has already been done in Theorem 3.8. In fact, by the de9nition of ⇒ ,
a parallel composition of two process terms can only correspond to a solution that
is composed of two collections of connected components. This (and the free use of
Theorem 3.8) is fundamental in the proof of soundness.
Lemma 3.9. If P6n Q then P6nm Q.
Proof. Assume there exists a process term R with P |R≡Q. Then P |R≡mQ
by Theorem 33 of [3]. Let T be a solution such that Q⇒T . Then P |R⇒T . Hence
there exist solutions S and U such that T = S ∪U , P⇒ S, R⇒U and new(S)∩ new(U )
= ∅. Thus S ⊆n T , and so P6nm Q, by De9nition 3.4.
For proving completeness, i.e., the reverse of Lemma 3.9, we need to show that every
process term that corresponds to a union of two solutions, the one being disconnected
from the other, is a parallel composition. More accurately, if Q is a process term with
Q⇒T = S ∪U , where P⇒ S and S and U have no new name in common, then we
must show that there exists a process term R such that P |R≡Q (and R⇒U ). This is
expressed in Lemma 28 of [3], but in order to use it, the copy-width of S and U (see
[3, Section 4]) must be bounded, i.e., must have their value in N. We know however
that the copy-width of S and T is bounded, i.e., copy(S); copy(T )∈N, because S and T
correspond to process terms, (see [3, Lemma 22]). Now let Ui, i∈ I , be the connected
components of U , and suppose that copy(U ) is unbounded. This means that there exist
Ui such that mult(Ui; U ) is 9nite but arbitrary large. However, since there exists k ∈N
(viz. k =copy(T )), such that for each i, mult(Ui; T )6k or mult(Ui; T )=!, we must
have for each i with k¡mult(Ui; U )¡! that mult(Ui; S)=!. Hence if we cut oD
each of those Ui from U , then, obviously, the copy-width of the resulting solution is
k. Moreover, we will show that the union of S and the resulting solution is a copy of
S ∪U and hence also corresponds to Q. This is the way in which the mapping cut of
the following lemma operates. A similar technique was used in the proof of Lemma 15
of [3].
Lemma 3.10. Let Sol be the set of all solutions. There is a mapping cut : Sol ×
N→Sol such that for every solution U and every k ∈N
(1) cut(U; k)⊆n U;
(2) copy(cut(U; k))6k; and
(3) for every solution S with new(S)∩ new(U )= ∅;
if copy(S ∪U )6k; then S ∪ cut(U; k) is a copy of S ∪U .
Proof. Let U =
⋃
i∈I Ui, where the Ui are the connected components of U , and let
J = {i∈ I | k¡mult(Ui; U )¡!}. Then we de9ne cut(U; k)=
⋃
i∈I−J Ui. Observe that
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mult(Ui; cut(U; k))= 0 for all i∈ J . Properties (1) and (2) are obvious. To show (3),
let S be a solution with new(S)∩ new(U )= ∅ and copy(S ∪U )6k. Then S ∪U =(S ∪
cut(U; k))∪ ⋃i∈J Ui. By Lemma 14 of [3] it now suRces to prove that for all i∈ J ,
mult(Ui; S ∪ cut(U; k))=!. Let i∈ J , i.e., k¡mult(Ui; U )¡!. By Lemma 12 of [3],
mult(Ui; S ∪ cut (U; k))=mult(Ui; S) + mult(Ui; cut(U; k))=mult(Ui; S). Now suppose
that mult(Ui; S)¡!. Then k¡mult(Ui; S)+mult(Ui; U )¡!. But, again by Lemma 12
of [3], mult(Ui; S)+mult(Ui; U )=mult(Ui; S ∪U ). This implies that copy(S ∪U )¿k,
contradicting the assumption.
With the use of Lemma 28 of [3], completeness and decidability of 6n can now
be shown easily.
Theorem 3.11. For process terms P and Q;
(1) P6n Q if and only if P6nm Q; and
(2) it is decidable whether or not P6n Q.
Proof. Let k = max(copy(P); copy(Q)). Observe that by Lemma 22 of [3] k =!. Let
Q denote the 9nite set comp(Q; k), cf. Lemma 28 of [3]. We will show that the
following statements are equivalent:
(i) P6n Q,
(ii) P6nm Q,
(iii) there exists (Q1; Q2)∈Q such that P≡Q1.
(i)⇒ (ii) is by Lemma 3.9.
(ii) ⇒ (iii): Let P⇒ S and Q⇒T such that S ∪U =T with new(S)∩ new(U )= ∅.
Thus Q⇒ S ∪U . Note that k = max(copy(S); copy(T )). Now take U ′=cut(U; k). By
Lemma 3.10, U ′⊆n U , copy(U ′)6k, and S ∪U ′ is a copy of S ∪U . Hence Q⇒ S ∪U ′
and new(S)∩ new(U ′)= ∅. By Lemma 28(2) of [3] there exists (Q1; Q2)∈ comp(Q; k)
such that Q1⇒ S (and Q2⇒U ′). Hence P≡mQ1 and so P≡Q1 by Theorem 33 of
[3].
(iii) ⇒ (i): By Lemma 28(1) of [3], Q≡Q1 |Q2≡P |Q2. Hence P6n Q.
By the decidability of structural congruence [3, Theorem 34], the decidability of (iii)
now reduces to the computability of Q. By the remark below Theorem 34 of [3], k is
computable. Hence by Lemma 28 of [3], Q is computable.
The remainder of this section is devoted to prove antisymmetry of 6n upto struc-
tural congruence, i.e., we show that P6n Q, and the reverse, Q6n P, imply that P
and Q are structurally congruent. Note that by Theorem 33 of [3] and Theorem 3.11,
it suRces to show antisymmetry of 6nm upto ≡m. The proof of the latter is in three
stages: 9rst we show that for solutions S and T with S ⊆n T , the number of copies
of an arbitrary connected solution U in S is at most equal to the number of copies
of U in T , i.e., mult(U; S)6mult(U; T ). This is a consequence of the fact that every
connected component of S is a connected component of T . Actually, we will prove
the above statement for the more general case in which T ′⊆n T and T ′ is any copy
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of S. Secondly, we use this to show that if P6nm Q and Q6
n
m P, then for arbitrary
connected U , mult(U; S)=mult(U; T ), where S corresponds to P, and T to Q, and
9nally this is shown to be the case only if S and T are copies. For the proof of the
9rst part, we use that the copy-of relation distributes nicely over any subcollection of
connected components in a solution. This is proven in Lemma 3.13. First we give an
obvious property of taking copies of connected components.
Lemma 3.12. Let S =
⋃
i∈I Si and T =
⋃
j∈J Tj be solutions where the Si; i∈ I; and
the Tj; j ∈ J; are the connected components of S and T; respectively. Then S is a
copy of T if and only if there exists a bijection  : I → J such that Si is a copy of
T (i); for all i∈ I .
Proof. (If ) By Lemma 3 of [3],
⋃
i∈I Si is a copy of
⋃
i∈I T (i), which equals
⋃
j∈J Tj
by property (a) of Section 3 of [3]. (Only if ) This is similar to the proof of Lemma 13
of [3]. Let f : new(S)→ new(T ) be a bijection with f(S)=T . Then f(⋃i∈I Si)= ⋃i∈I
f(Si)=
⋃
j∈J Tj. By Lemma 7 of [3], f(Si) is connected for every i∈ I . Hence by
Lemma 10 of [3] there exists a bijection  : I → J such that f(Si)=T (i) for all i∈ I ,
so Si is a copy of T (i).
Lemma 3.13. Let S =
⋃
i∈I Si and T =
⋃
j∈J Tj be solutions where the Si; i∈ I; and
the Tj; j ∈ J; are the connected components of S and T; respectively. Then there
exists a solution T ′ such that S is a copy of T ′ and T ′⊆n T if and only if there
exists an injection  : I → J such that Si is a copy of T (i); for all i∈ I .
Proof. (If ) Let T ′=
⋃
i∈I T (i) and apply Lemmas 3.12 and 3.3. (Only if ) By
Lemma 3.3, T ′=
⋃
j∈J ′ Tj for some J
′⊆ J . Then, by Lemma 3.12, there exists a
bijection  : I → J ′ such that Si is a copy of T (i) for all i∈ I .
Now, everything is prepared to show antisymmetry upto ≡m.
Lemma 3.14. For all process terms P and Q; if P6nm Q and Q6
n
m P then P≡mQ.
Proof. First, we will prove the following two statements for all solutions S and T (the
reader can easily verify that these statements are in fact valid in both directions):
(1) If S is a copy of T ′ and T ′⊆n T , then for all connected solutions U , mult(U; S)6
mult(U; T ).
(2) If, for all connected solutions U , mult(U; S)=mult(U; T ), then S is a copy of T .
Let S =
⋃
i∈I Si and T =
⋃
j∈J Tj where the Si, i∈ I , and Tj, j∈ J , are the connected
components of S and T , respectively.
To prove (1), let T ′⊆n T and S a copy of T ′. By Lemma 3.13, there exists an injec-
tion  : I → J such that Si is a copy of T (i) for all i∈ I . Now let U be an arbitrary con-
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nected solution and let IU = {i∈ I | Si is a copy of U} and JU = {j∈ J |Tj is a copy of
U}. Since  (IU )⊆ JU ; we have mult(U; S)= #IU =# (IU )6#JU =mult(U; T ).
To prove (2), let S =
⋃
k∈K
⋃
i∈Ik Si, where the Ik are disjoint sets with I =
⋃
k∈K Ik ,
and
for all k ∈K and i; i′ ∈ Ik , Si is a copy of Si′ , and
for all k; k ′ ∈K with k = k ′, Si is not a copy of Si′ , where i∈ Ik and i′ ∈ Ik′ .
In other words, the Ik are the equivalence classes of the equivalence relation which
holds between i and i′ iD Si is a copy of Si′ . Let T =
⋃
l∈L
⋃
j∈Jl Tj with similar
conditions. Then by assumption we have for all k ∈K and i∈ Ik : #Ik =mult(Si; S)=
mult(Si; T ), and similarly for Tj. Hence there exists a bijection  :K→L such that for
all k ∈K; #Ik =#J (k) and for all i∈ Ik and j∈ J (k) we have that Si is a copy of Tj.
Thus there exist bijections  ′k : Ik → J (k) such that for all i∈ Ik , Si is a copy of T ′k (i).
Let  ′=
⋃
k∈K  
′
k . Then  
′ is a bijection from I to J such that for all i∈ I; Si is a
copy T ′(i). By Lemma 3.12 we have that S is a copy of T .
Finally, we use (1) and (2) to prove the statement of the lemma. Let Q⇒T . By two
applications of Lemma 3.6, there exist solutions S and T ′ such that P⇒ S; Q⇒T ′;
S ⊆n T and T ′⊆n S. By Lemma 5 of [1], T ′ is a copy of T . Thus by (1), we have that
for all connected solutions U; mult(U; S)6mult(U; T ) and the reverse: mult(U; T )6
mult(U; S). So mult(U; S)=mult(U; T ) for all connected solutions U . Hence by (2),
S is a copy of T . Thus we have P ≡m Q.
Theorem 3.15. For all process terms P and Q; P ≡ Q if and only if P6nQ and
Q6nP.
Proof. Immediate from Lemma 3.14, Theorem 3.11, and Theorem 33 of [3].
A diDerent approach to prove Theorem 3.15 is presented in [2]. It is shown there that
Theorem 3.15 can be viewed as a special case of a more general ‘Cantor–Bernstein-like’
result. In [2], the concept of a T-graph was introduced as a formalism to generalize
known results for graphs of a speci9c type to graphs of arbitrary type T. A T-graph is
a set of generalized edges that, according to a small number of axioms, are composed of
nodes in an unspeci9ed way. It is shown that, with regard to set inclusion, for arbitrary
T-graphs A and B, it need not always be the case that f(A)⊆B⊆A imply that A
and B are isomorphic (for ordinary sets this holds, according to the Cantor–Bernstein
(CB) Proposition), where f is an injective mapping on the nodes that is extended to
a mapping on the edges in a natural way. However, it is indeed the case with regard
to a stronger inclusion relation ⊆	, viz. one that respects the connected components
of graphs. Moreover, it is the smallest ‘natural’ inclusion relation for which CB can
be expected. Now we claim that it can be shown that solutions are graphs of a certain
type T and, for this particular instance, ⊆	 is strong containment (⊆n) and ‘copy-of’
is the correct notion of T-graph isomorphism. Furthermore, we claim that Lemma 3.14
is the instance, for this particular case, of the above result (see also the discussion in
Example 3:2(3) of [2]).
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4. Nested structural inclusion
The structural inclusion relation (and the corresponding containment) de9ned in the
previous section was motivated by excluding the compatiblility law CRES for restric-
tion in its de9nition. In this section we study the two structural inclusion relations
that result from involving a compatibility law CGUA for guards, in De9nitions 2.5
and 3.7, respectively. Both correspond to a recursively de9ned containment relation on
solutions (and are based on containment, and strong containment, respectively). Some
preparatory work for Section 6 (where soundness and completeness for each of the four
inclusion relations is proven) is done at the end of this section, stating some universal
properties (i.e., properties that hold for each of the four types of containment).
The two containment relations on solutions in the previous sections were based on
containment of ordinary multisets. They however completely disregard the recursive
(or “nested”) nature of solutions; only the top level molecules are taken into account.
As we recall from [1], the set of solutions Sol is the smallest set , such that
if Si ∈ , and gi is a schematic guard for every i∈ I; then
⋃
i∈I
{gi :Si}∈ ,:
So, by taking a subset of I at the top level of recursion, we can produce any solution
that is contained in S =
⋃
i∈I{gi :Si} (and, as we saw in the previous section, by taking
a special subset at the top level, we get a solution that is strongly contained in S).
It is however completely natural to de9ne a containment relation that allows taking a
subset of I at any level of the recursion, i.e., that allows to take substructures of the
nested solutions Si too. Nested containment is based on this.
Denition 4.1. Nested containment, denoted ⊆g , is the smallest relation on Sol such
that
if S ⊆T and Si⊆g Ti for all i∈ I; then S ∪
⋃
i∈I
{gi :Si}⊆g T ∪
⋃
i∈I
{gi :Ti}; (∗)
where the gi are schematic guards.
It can be shown that (∗) is equivalent to the easier requirement below:
if Si⊆g Ti for all i∈ I; then
⋃
i∈I
{gi :Si}⊆g T ∪
⋃
i∈I
{gi :Ti}:
However, we will use only (∗) in our proofs since together with strong nested con-
tainment to be de9ned below, its use is more uniform.
Clearly, by De9nition 4.1, every statement of the form “for all solutions S and T ,
if S ⊆g T then -(S; T )” can be proved by induction on the de9nition of S ⊆g T , in the
sense that it suRces to show that
if S ⊆T and -(Si; Ti) for all i∈ I; then -
(
S ∪ ⋃
i∈I
{gi :Si}; T ∪
⋃
i∈I
{gi :Ti}
)
:
In the context of such a proof we will say that -(Si; Ti) hold by induction.
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Note that nested containment is strictly weaker than ordinary containment, i.e., if
S ⊆T , then S ⊆g T , for all solutions S and T (take I = ∅ in De9nition 4.1). Note
also that this implies that ⊆g is reMexive; this is a consequence of reMexivity of ⊆.
We postpone the proof of transitivity of ⊆g until after the de9nition of strong nested
containment (Theorem 4.13). By the next example, ⊆g is not antisymmetrical.
Example 4.2. Let
V = {a:{b:∅; c:∅}; a:{b:∅; c:∅}; : : :}= ⋃
i∈N
{a:{b:∅; c:∅}};
where a; b, and c are arbitrary schematic guards. Let
V ′= {a:{b:∅}; a:{b:∅}; : : :}= ⋃
i∈N
{a:{b:∅}};
and W =V ∪V ′. Obviously, V ⊆g W , since V ⊆W (i.e., take S =V; T =W , and I = ∅
in (∗)). The reverse, W ⊆g V , is also true: take Si = {b:∅} and Ti = {b:∅; c :∅} for every
i∈N. Since Si⊆Ti; Si⊆g Ti. Now W =V ∪V ′=V ∪
⋃
i∈N{a:Si}⊆g V ∪
⋃
i∈N{a:Ti}
=V ∪V =V (take S =T =V; gi = a, and I =N in (∗)). Hence V ⊆g W and W ⊆g V ,
but V = W .
Thus ⊆g is not a partial order (as ⊆ and ⊆n are) but rather a preorder (sometimes
called quasi-order).
Lemma 4.3(1), (2) below is the analogue of Lemma 2.1(1), (2) for nested contain-
ment. A third basic property of nested containment is added; which; together with (1),
expresses its recursive nature. Recall from [1] that a guard is a string of the form Gxy
with x; y∈N∪New; or x(y) with x∈N∪New and y∈N.
Lemma 4.3. For all solutions S; T; Si and Ti; i∈ I;
(1) if Si⊆g Ti for every i∈ I; then
⋃
i∈I Si⊆g
⋃
i∈I Ti;
(2) if S ⊆g T; then for every mapping f :N∪New∪N+→N∪New∪N+; f(S)⊆g
f(T ); and
(3) if S ⊆g T; then for every guard g; {g:S}⊆g {g:T}.
Proof. To show (1), let Si⊆g Ti for all i∈ I . It follows from De9nition 4.1 that Si
and Ti must be of the form Si =Vi ∪
⋃
j∈Ji{gj :S ′j} and Ti =Wi ∪
⋃
j∈Ji{gj:T ′j}, where
Vi⊆Wi and S ′j ⊆g T ′j for all j∈ Ji; moreover, the Ji are mutually disjoint (which ob-
viously may be assumed). Set J =
⋃
i∈I Ji. Then
⋃
i∈I Si =
⋃
i∈I Vi ∪
⋃
j∈J{gj:S ′j}⊆g⋃
i∈I Wi ∪
⋃
j∈J{gj:T ′j}=
⋃
i∈I Ti by De9nition 4.1 (note that
⋃
i∈I Vi⊆
⋃
i∈I Wi by
Lemma 2.1(1)). We show (2) by induction on the de9nition of S ⊆g T (cf. the remark
after De9nition 4.1, with -(S; T ) standing for: f(S)⊆g f(T ) for every mapping f :
N∪New∪N+→N∪New∪N+). Let S =V ∪
⋃
i∈I{gi :Si} and T =W ∪
⋃
i∈I{gi :Ti},
with V ⊆W and Si⊆g Ti. Then, by induction, f(Si)⊆g f(Ti) for all i∈ I . Hence f(S)
=f(V )∪ ⋃i∈I{f(gi):f(Si)}⊆g f(W )∪ ⋃i∈I{f(gi):f(Ti)}=f(T ) by De9nition 4.1
(note that f(V )⊆f(W ) by Lemma 2.1(2)). Observe that for a schematic guard g,
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(3) is immediate from De9nition 4.1 (take S =T = ∅ and I a singleton). This shows
the case for g= Gxy (with x; y∈N∪New), since then g is a schematic guard. In the
other case, g= x(y) (with x∈N∪New and y∈N). Recall from [1] that x(y):S is
an abbreviation of x(−):inc(S)[1=y]. Now let S ⊆g T . Then by applying (2) twice,
inc(S)[1=y]⊆g inc(T )[1=y]. Since x(−) is a schematic guard, we have {x(y):S}=
{x(−):inc(S)[1=y]}⊆g {x(−):inc(T )[1=y]}= {x(y):T}, by De9nition 4.1.
As expected, we base nested multiset inclusion on nested containment of solutions.
Denition 4.4. For process terms P and Q; P is nested multiset included in Q, denoted
P6gm Q, if there exist solutions S and T such that P⇒ S; Q⇒T , and S ⊆g T .
Example 4.5. Let R= Gxz:0 and consider the process terms P1 = g:R; P2 = g:(R|R), and
P3 = g:R|g:R, where g is an arbitrary guard over N. Then P1⇒ S1={g:{ Gxz:∅}}; P2⇒ S2
= {g:{ Gxz:∅; Gxz:∅}}, and P3⇒ S3 = {g:{ Gxz:∅}; g:{ Gxz:∅}}. Hence P16gm P2 and P16gm P3,
since S1⊆g S2 and S1⊆g S3 (even S1⊆ S3), but neither P26gm P3, nor P36gm P2. Note
that R6gm Pi iD g= Gxz, for every i∈{1; 2; 3}.
The axiomatization of nested multiset inclusion is given next. Note the addition of
a compatibility law CGUA for guarded process terms.
Denition 4.6. Nested structural inclusion, denoted 6g , is the smallest relation on
the set of process terms satisfying
06g P
MIN
P ≡ Q
P6g Q
CGR
P6g R R6g Q
P6g Q
TRA
P6g Q
P|R6g Q|R CCOM
P6g Q
!P6g !Q
CREP
P6g Q
(	x)P6g (	x)Q
CRES
P6g Q
g:P6g g:Q
CGUA
Hence, nested structural inclusion is the relation obtained from the axioms of struc-
tural inclusion (see De9nition 2.5), with the additional law CGUA. It is also natural
to consider the set of axioms of strong structural inclusion with CGUA, which we call
strong nested structural inclusion.
Denition 4.7. Strong nested structural inclusion, denoted 6ng , is the smallest rela-
tion on the set of process terms satisfying
06ng P
MIN
P ≡ Q
P6ng Q
CGR
P6ng R R6ng Q
P6ng Q
TRA
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P6ng Q
P|R6ng Q|R CCOM
P6ng Q
!P6ng !Q
CREP
P6ng Q
g:P6ng g:Q
CGUA
As an example, consider again P= J |(	p2)((	p1)B|L), the directory printing process
of the Introduction. As usual, Q6ng Q|R and so, in particular,
Gpmj:0| Gpwj:06ng Gpmj:0| Gpwj:0| Gpgj:0:
Hence, by CGUA,
J ′= Gpj:( Gpmj:0| Gpwj:0)6ng Gpj:( Gpmj:0| Gpwj:0| Gpgj:0)= J:
Thus, by CCOM,
J ′|(	p2)((	p1)B|L)6ng J |(	p2)((	p1)B|L)=P:
Also, J ′6g J and (	p2)L6g (	p2)((	p1)B|L). Hence, by CCOM,
J ′|(	p2)L6g J |(	p2)((	p1)B|L)=P:
The reader may note that for strong nested structural inclusion the situation is re-
versed: we are given an axiomatization and hope to 9nd a natural and intuitively
acceptable notion of containment that corresponds to it. Basing the inductive scheme
of De9nition 4.1 on ⊆n rather than on ⊆, we obtain the strong version of nested
containment.
Denition 4.8. Strong nested containment, denoted ⊆ng , is the smallest relation on
Sol such that
if S ⊆n T and Si⊆ng Ti for all i∈ I; then S ∪
⋃
i∈I
{gi :Si}⊆ng T ∪
⋃
i∈I
{gi :Ti};
where the gi are schematic guards with new(gi)= ∅, and the new(Ti) are mutually
disjoint and disjoint with new(T ).
And as before, we base strong nested multiset inclusion on strong nested containment.
Denition 4.9. For process terms P and Q; P is strongly nested multiset included in
Q, denoted P6ngm Q, if there exist solutions S and T such that P⇒ S; Q⇒T , and
S ⊆ng T .
Requiring the mutual disconnectedness of the
⋃
i∈I Ti and T in De9nition 4.8 is nec-
essary, since at the top level of recursion, we want ⊆ng and ⊆n to be equal, i.e., taking
Si =Ti for all i∈ I in De9nition 4.8, we want that S ∪
⋃
i∈I{gi :Si}⊆n T ∪
⋃
i∈I{gi :Ti}.
Without this requirement we could take, e.g., S = ∅; T={g1:{g:∅}}, and S1=T1 = {g:∅},
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Fig. 4. Inclusion diagram for ⊆n ; ⊆ ; ⊆ng and ⊆g .
such that new(g1)= ∅ and new(g) = ∅. Then, according to De9nition 4.8, S ∪{g1:S1}
= {g1:{g:∅}}⊆ng {g1:{g:∅}}∪ {g1:{g:∅}}=T ∪{g1:T1}, but clearly S ∪{g1:S1}⊆n T ∪
{g1:T1} would not hold. Intuitively, the remaining requirements in De9nition 4.8 are
needed to prohibit the existence of “secret” links between molecules {gi :Ti}. The case
in which a gj contains a new name is then a pathological one: since we forbid the
existence of any “secret” link from {gj:Tj} to its “environment” T ∪
⋃
i∈I−{j}{gi :Ti},
any new name occurring in gj becomes superMuous (in the next section, we will regard
such “top-secret” molecules gj:Tj as atomic). Observe that in De9nition 4.8, also the
gi :Si are mutually disconnected and disconnected from S (this can be shown formally
using Lemma 4.11, below).
By an argument similar to the one below De9nition 4:11, the reader easily veri9es
that ⊆ng is strictly weaker than ⊆n . In turn, ⊆g is strictly weaker than ⊆ng , since
⊆n implies ⊆. Note that ⊆ng is reMexive (by reMexivity of ⊆n ). By Example 4.2
(letting new(a)= new(b)= new(c)= ∅), ⊆ng is not antisymmetrical. Transitivity of
⊆ng is shown in Theorem 4.13. Thus, as ⊆g , ⊆ng is a preorder.
At this point we have completed the inclusion diagram of Fig. 4. Note that ⊆ and
⊆ng are incomparable: in Example 2.3, S1⊆ S2, but S1 ⊆ S2. On the other hand, in the
above example, {g1:∅}⊆ng T , but {g1:∅} ⊆T . Taking the union of these examples, we
get that
S1 ∪{g1:∅}= { Gxn1:∅; g1:∅}⊆g { Gxn1:∅; Gxn1:∅; g1:{g:∅}}= S2 ∪T;
but neither S1 ∪{g1:∅}⊆ S2 ∪T nor S1 ∪{g1:∅}⊆ng S2 ∪T . This shows that ⊆g is
larger than the union of ⊆ and ⊆ng . On the other hand, it can be shown that ⊆n is
exactly the intersection of ⊆ and ⊆ng (but we will not need this fact).
The reader may object to De9nition 4.8 of strong nested containment in arguing
that it has too many side conditions to be a natural and intuitively acceptable notion
of containment. Indeed, since, unlike the other three notions of containment, it was
‘constructed to 9t its axiomatization’, it does not seem to satisfy the 9rst of the four
minimal constraints of the Introduction. Unfortunately, it does not preserve communi-
cations either, or, to put it diDerently, it is not a strong simulation (as will be shown
in Example 7.5 of Section 7).
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We restate Lemma 4.3 for strong nested containment. Note that in (1), the Ti are as-
sumed mutually disconnected, and in (2), the mapping f is injective (as in Lemma 3.2).
Also note that the guard in (4) does not contain any new names.
Lemma 4.10. For all solutions S; T; Si and Ti; i∈ I;
(1) if Si⊆ng Ti for every i∈ I; and the new(Ti) are mutually disjoint, then
⋃
i∈I Si
⊆ng ⋃i∈I Ti;
(2) if S ⊆ng T; then for every injection f : new(T )→New; f(S)⊆ng f(T );
(3) if S ⊆ng T; then for every mapping f : N∪N+→N∪N+; f(S)⊆ng f(T ); and
(4) if S ⊆ng T; then for every guard g with new(g)= ∅; {g:S}⊆ng {g:T}.
Proof. We use the same proof scheme as in the proof of Lemma 4.3(1) to show (1).
Now
⋃
i∈I Si⊆ng
⋃
i∈I Ti, since
⋃
i∈I Vi⊆n
⋃
i∈I Wi, by Lemma 3.2(1). The other con-
ditions hold by assumption. We show (2) by induction on the de9nition of S ⊆ng T , cf.
the proof of Lemma 4.3(2). Let S =V ∪ ⋃i∈I{gi :Si} and T =W ∪ ⋃i∈I{gi :Ti}, where
V ⊆n W , Si⊆ng Ti, the new(Ti) are mutually disjoint and disjoint with new(W ), and
new(gi)= ∅. Then, by induction, f(Si)⊆ng f(Ti) for all i∈ I . Hence f(S)=f(V )∪⋃
i∈I{f(gi):f(Si)}⊆ng f(W )∪
⋃
i∈I{f(gi):f(Ti)}=f(T ), since f(V )⊆n f(W ) by
Lemma 3.2(2), and the f(gi) do not contain any names from New (because, in fact,
f(gi)= gi). Moreover, the new(f(Ti)) are mutually disjoint, since for every i1; i2 ∈ I
with i1 = i2, new(f(Ti1 ))∩ new(f(Ti2 ))=f(new(Ti1 ))∩f(new(Ti2 ))=f(new(Ti1 )∩
new(Ti2 ))= ∅. By a similar argument, the new(f(Ti)) are disjoint with new(f(W )).
By an inductive proof similar to that of (2), (3) can be shown using Lemma 3.2(3).
The proof of (4) is similar to the proof of Lemma 4.3(3), using De9nition 4.8 and (3)
(note that inc and [1=y] are both mappings N∪N+→N∪N+).
In the proof of soundness and completeness of each of the four inclusion relations
that we have de9ned, we need some properties that hold for each of the four corre-
sponding containment relations (we will give soundness and completeness proofs for
all four simultaneously in Section 6). The 9rst was already used in Sections 2 and 3,
for ⊆ and ⊆n , respectively, and we will use it hereafter without explicit mentioning.
As a convenient way to unify such properties into single lemmas (instead of four for
each containment relation), we use the letter x∈{n; 2; ng; g} in roman font, and the
meta inclusion relation ⊆x to index ⊆n , ⊆, ⊆ng , and ⊆g , respectively.
Lemma 4.11. Let x∈{n; 2; ng; g}. If S ⊆x T; then new(S)⊆ new(T ).
Proof. Recall that the case x= 2 was shown in Section 2. Note that by the inclusion
diagram in Fig. 4, it suRces to show new(S)⊆ new(T ) for S ⊆g T ; we prove this
by induction on the de9nition of S ⊆g T . Let S =V ∪ ⋃i∈I{gi :Si}⊆g W ∪ ⋃i∈I{gi :Ti}
with V ⊆W and Si⊆g Ti for all i∈ I . Note that new(V )⊆ new(W ) by the comment
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above. By induction, new(Si)⊆ new(Ti). Then
new(S) = new(V )∪ new
( ⋃
i∈I
{gi :Si}
)
= new(V )∪ ⋃
i∈I
new({gi :Si})
⊆ new(W )∪ ⋃
i∈I
new({gi :Ti})
= new(T ):
We now prove that ⊆g and ⊆ng are transitive (and hence they are preorder rela-
tions). To show this, we need the next lemma, which expresses that the composition
of ⊆g and ⊆ (in any order) yields ⊆g , and the composition of ⊆ng and ⊆n (in any
order) yields ⊆ng .
Lemma 4.12. Let x∈{2; n}. For all solutions S; U; and T;
(1) if S ⊆xg U ⊆x T; then S ⊆xg T; and
(2) if S ⊆x U ⊆xg T; then S ⊆xg T .
Proof. We consider the two cases for x:
(i) (x = 2). To prove (1), let S =V ∪ ⋃i∈I {gi :Si}⊆g W ∪ ⋃i∈I {gi :Ui}=U , with
V ⊆W and Si⊆g Ui for all i∈ I , and let U ∪U ′=T . Then S ⊆g T , since V ⊆W ∪
U ′. To prove (2), let S ∪ S ′=U =V ∪ ⋃i∈I{gi :Ui}⊆g W ∪ ⋃i∈I{gi :Ti}=T , with
V ⊆W and Ui⊆g Ti for all i∈ I . By Lemma 6 of [3], there exist solutions S1
and S2 such that S = S1 ∪ S2, S1⊆V , and S2⊆
⋃
i∈I {gi:Ui}. By Lemma 5 of
[2], S2 =
⋃
i∈I ′ {gi:Ui} for a subset I ′ of I . Hence S = S1 ∪
⋃
i∈I ′ {gi:Ui}⊆g (W ∪⋃
i∈I−I ′ {gi:Ti})∪
⋃
i∈I ′ {gi:Ti}=T , since obviously S1⊆V ⊆W ⊆W ∪
⋃
i∈I−I ′
{gi:Ti}.
(ii) (x = n). We use the same proof-scheme as in (i). To prove (1), let S =V ∪⋃i∈I
{gi:Si}⊆ng W ∪
⋃
i∈I {gi:Ui}=U , with V ⊆n W , the new(Ui) are mutually dis-
joint and disjoint with new(W ), and Si⊆ng Ui for all i ∈ I . Let U ∪U ′=T with
new(U )∩ new(U ′)= ∅. Note that this implies that new(W )∩new(U ′)= ∅, since U
contains W . Now S ⊆g T , since V ⊆n W ∪U ′. To prove (2), let S ∪ S ′=U =V ∪⋃
i∈I {gi:Ui}⊆ngW ∪
⋃
i∈I {gi:Ti}=T , with new(S)∩new(S ′)=∅, V ⊆n W , new(gi)
= ∅, the new(Ti) are mutually disjoint and disjoint with new(W ), and Ui⊆ng Ti for
all i∈ I . Similar to the proof of (i), S = S1 ∪ S2, S1⊆n V , and S2⊆n
⋃
i∈I {gi:Ui}
(since new(S) is disjoint with new(S ′)). Hence, as in (i), S2 =
⋃
i∈I ′ {gi:Ui} for a
subset I ′ of I . Thus S = S1 ∪
⋃
i∈I ′ {gi:Ui}⊆ng (W ∪
⋃
i∈I−I ′ {gi:Ti})∪
⋃
i∈I ′ {gi:Ti}
=T , since S1⊆n V ⊆n W ⊆n W ∪
⋃
i∈I−I ′ {gi:Ti}.
Theorem 4.13. Let x ∈ {g; ng}. ⊆x is transitive.
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Proof. We consider the two cases for x:
(i) (x = g). We prove by induction on the de9nition of S ⊆g U : if S ⊆g U ⊆g T , then
S ⊆g T . Let S =V ∪⋃i∈I {gi:Si}⊆g X ∪⋃i∈I {gi:Xi}=U , where Si⊆g Xi for all
i ∈ I , and V ⊆X . Let also U =Y ∪⋃j∈J {hj:Yj}⊆g W ∪⋃j∈J {hj:Tj}=T with
similar conditions. By Lemma 6 of [3], there exist solutions Z1;1; Z1;2; Z2;1; Z2;2, with
X =Z1;1 ∪Z1;2, Y =Z1;1 ∪Z2;1,
⋃
i∈I {gi:Xi}=Z2;1 ∪Z2;2, and
⋃
j∈J {hj:Yj}=Z1;2 ∪
Z2;2. Hence by Lemma 5 of [2], there exist partitions I1, I2, and J1, J2 of I and J re-
spectively, such that
⋃
i∈I1 {gi:Xi}=Z2;1,
⋃
j∈J1 {hj:Yj}=Z1;2, and
⋃
i∈I2 {gi:Xi}=⋃
j∈J2 {hj:Yj}=Z2;2. By Lemma 4 of [3], this implies that gi:Xi = h (i):Y (i), for
all i ∈ I2, for some bijection  : I2 → J2. Note that Si⊆g Xi =Y (i)⊆g T (i) for all
i ∈ I2, and so Si⊆g T (i), by induction. Now the reader can verify that
S = V ∪ ⋃
i∈I
{gi:Si}
⊆ Z1;1 ∪Z1;2 ∪
⋃
i∈I
{gi:Si}
= Z1;1 ∪
⋃
j∈J1
{hj:Yj}∪
⋃
i∈I1
{gi:Si}∪
⋃
i∈I2
{gi:Si}
⊆g Z1;1 ∪
⋃
j∈J1
{hj:Tj}∪
⋃
i∈I1
{gi:Xi}∪
⋃
i∈I2 {h (i):T (i)}
= Z1;1 ∪Z2;1 ∪
⋃
j∈J1
{hj:Tj}∪
⋃
j∈J2
{hj:Tj}
⊆ W ∪ ⋃
j∈J
{hj:Tj}=T;
so we have S ⊆g T , by Lemma 4.12.
(ii) (x = ng). We use the same proof-scheme as in (i), only with the following condi-
tions: Si⊆ng Xi for all i ∈ I , V ⊆n X , new(gi)= ∅, and the new(Xi), new(X ) are
mutually disjoint. Similar conditions are assumed for the Y , Yj, W , and Tj. Now,
new(Z1;1) and new(Z2;1) are disjoint (because new(X )∩ new(
⋃
i∈I {gi:Xi})= ∅),
and new(Z1;1 ∪Z2;1) is disjoint with new(
⋃
j∈J {hj:Tj}) (because the latter is dis-
joint with new(W ), and Z1;1 ∪Z2;1 =Y ⊆W ). Also, by induction we may conclude
that Si⊆ng T (i) for all i ∈ I2. Hence
S ⊆n Z1;1 ∪Z1;2 ∪
⋃
i∈I
{gi:Si}
⊆ng Z1;1 ∪
⋃
j∈J1
{hj:Tj}∪
⋃
i∈I1
{gi:Xi}∪
⋃
i∈I2
{h (i):T (i)}
⊆n W ∪ ⋃
j∈J
{hj:Tj}=T;
so S ⊆ng T , by Lemma 4.12.
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We conclude this section with a theorem that characterizes the subdivision of two
unions of families of solutions, of which the one is contained in the other (and the
largest family consists of mutually disconnected solutions). Lemma 6 of [3] states a
similar result for multiset equality.
Theorem 4.14. Let Tj; j ∈ J; be solutions such that the new(Tj) are mutually disjoint.
For every x ∈ {n; 2; ng; g};⋃
i∈I Si⊆x
⋃
j∈J Tj if and only if there exist solutions Ui; j such that Si =
⋃
j∈J Ui; j
and
⋃
i∈I Ui; j ⊆x Tj; for every i∈ I and j∈ J .
If the new(Si) are mutually disjoint; then the new(Ui; j) are mutually disjoint.
Proof. The if-parts for each x∈{n; 2; ng; g} can be easily derived from Lemmas 3.2(1),
2.1(1), 4.10(1), and 4.3(1), respectively. We show the only-if parts by considering the
four cases for x:
(i) (x = 2). This is a special case of Lemma 6 of [3]: Let (
⋃
i∈I Si)∪ S ′=
⋃
j∈J Tj. By
Lemma 6 of [3], there exist Ui; j and Uj such that Si =
⋃
j∈J Ui; j for every i ∈ I ,
S ′=
⋃
j∈J Uj, and Tj =(
⋃
i∈I Ui; j)∪Uj for every j ∈ J . Hence
⋃
i∈I Ui; j ⊆Tj for
every j ∈ J .
(ii) (x = n). We use the same proof-scheme as in (i), with the additional condition
that new(S ′) is disjoint with new(
⋃
i∈I Si). Now new(Uj) ∩ new(Ui; j)= ∅, for all
j ∈ J and i ∈ I , and hence ⋃i∈I Ui; j ⊆n Tj.
(iii) (x = g). Let
⋃
i∈I Si=V ∪
⋃
k∈K {gk :Vk} and let
⋃
j∈J Tj=W ∪
⋃
k∈K {gk :Wk} such
that V ⊆W and Vk ⊆g Wk for all k ∈ K . By Lemma 6 and Lemma 5 of [3]
respectively, there exist V ′i and mutually disjoint sets Ki, such that K =
⋃
i∈I Ki,
V =
⋃
i∈I V
′
i , and Si=V
′
i ∪
⋃
k∈Ki {gk :Vk} for every i∈I . Let Xi=V ′i ∪
⋃
k∈Ki
{gk :Wk}. Clearly
⋃
i∈I Xi⊆
⋃
j∈J Tj. By (i) there exist Yi; j such that Xi =
⋃
j∈J Yi; j
and
⋃
i∈I Yi; j ⊆Tj for all i ∈ I and j ∈ J . Thus,
⋃
j∈J Yi; j =V
′
i ∪
⋃
k∈Ki {gk :Wk}
for all i ∈ I . Hence by Lemma 6 and Lemma 5 of [3], respectively, there ex-
ist V ′i; j and mutually disjoint sets Ki; j such that Ki =
⋃
j∈J Ki; j, V
′
i =
⋃
j∈J V
′
i; j
for all i ∈ I , and Yi; j =V ′i; j ∪
⋃
k∈Ki; j {gk :Wk} for all i ∈ I and j ∈ J . Let
Ui; j =V ′i; j ∪
⋃
k∈Ki; j {gk :Vk}. Then
⋃
j∈J Ui; j =
⋃
j∈J V
′
i; j ∪
⋃
j∈J (
⋃
k∈Ki; j {gk :Vk})
= Si, and
⋃
i∈I Ui; j ⊆g
⋃
i∈I Yi; j ⊆Tj by De9nition 4:11 and Lemma 4.3(1). Hence⋃
i∈I Ui; j ⊆g Tj by Theorem 4.13.
(iv) (x =ng). We use the same proof-scheme as in (iii), with the additional conditions
that Vk ⊆ng Wk for all k ∈ K , V ⊆n W , the new(W ) and new(Wk) are disjoint, and
new(gk)= ∅. Now
⋃
i∈I Xi⊆n
⋃
j∈J Tj, since
⋃
i∈I V
′
i ⊆n W and new(W ) is dis-
joint with new(
⋃
k∈K {gk :Wk}). By (ii) there exist Yi; j such that Xi=
⋃
j∈J Yi; j and⋃
i∈I Yi; j ⊆n Tj. Now
⋃
i∈IUi; j⊆ng
⋃
i∈I Yi; j⊆n Tj by De9nition 4.8 and
Lemma 4.10(1).
Furthermore, in each case the new(Ui; j) are easily shown to be mutually disjoint.
Consider Ui1 ; j1 and Ui2 ; j2 with i1 = i2 or j1 = j2. Since Si =
⋃
j∈J Ui; j and the new(Si)
are assumed to be mutually disjoint, i1 = i2 implies new(Ui1 ; j1 ) ∩ new(Ui2 ; j2 ) = ∅.
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Moreover, since
⋃
i∈I Ui; j ⊆x Tj, by Lemma 4.11 we have new(Ui; j)⊆ new(Tj) for
every i ∈ I and j ∈ J . Hence, since the new(Tj) are mutually disjoint, j1 = j2 implies
new(Ui1 ; j1 ) ∩ new(Ui2 ; j2 ) = ∅.
5. Topconnected process terms
After de9ning strong nested multiset containment in the previous section, we
expressed the need for a new kind of atomicity of solutions. In this section, we look
at solutions that are both connected and top-secret, the latter meaning that we exclude
singleton solutions {g:S} with new(g)= ∅. We show that this gives rise to a normal
form on processes that is stronger than the normal form of subconnected processes in
Lemma 18 of [3].
Intuitively, the normal form of subconnected process terms was devised to guarantee
that restrictions and replications appearing in such terms, were nested as deeply as pos-
sible. Constructing a subconnected process term equivalent to an arbitrary other process
term, this (among others) gave a direction to structural congruence law (2:3), using it
‘from left to right’, but law (2:4) was not considered. In this section we show that for
the latter as well, there exists a natural direction, viz. also from left to right, nesting
restrictions even more deeply. As an example, let P=(	x)(g:0 | g:( Gxz:0 | x(y):0 | g:0)),
where g is a guard not containing x. Using law (2:3) of structural congruence from left
to right, P≡ g:0 | (	x)g:( Gxz:0 | x(y):0 | g:0), the latter process term being subconnected
(as opposed to P). However, x can ‘break through the guard g’, using (2:4) and obtain-
ing the process term g:0 | g:(	x)( Gxz:0 | x(y):0 | g:0) equivalent to P. Finally, once again
by (2:3), this process term is equivalent to the subconnected g:0 | g:((	x)( Gxz:0 | x(y):0)
| g:0), of which the restriction (	x) cannot be moved inwards any further. This normal
form is de9ned below.
Denition 5.1. A solution S is top-secret, if S = {g:S ′} implies that new(g) = ∅.
A process term P is top-secret, if P⇒ S and S is top-secret. A process term P is
topconnected, if P is subconnected and each subterm (	x)Q of P is top-secret.
Observe that every non-singleton solution (i.e., a solution S = {g:S ′}) is top-secret.
We use the next lemma as one of the cases (the most diRcult one, to be exact) in
the inductive proof of Lemma 5.3, in which we show that De9nition 5.1 indeed de9nes
a normal form on process terms. The reader may note that it is the lemma below that
gives direction to law (2:4) of structural congruence.
Lemma 5.2. For every topconnected process term P and every x ∈ N; a topconnected
process term P′ can be computed such that (	x)P≡P′.
Proof. The proof is by induction on the number of guards in P. Note that by the
de9nition of a subconnected process term, P= 0 if P does not contain any guards; so
let P′= 0 in this case (cf. structural law (2:2)).
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Now assume, using structural congruence laws (1:2) and (1:3) only, that P≡Q1| · · · |
Ql|R1| · · · |Rk , where x =∈ fn(Qj), x ∈ fn(Ri), and the Qj and Ri are not parallel compo-
sitions. If k = 1, or k =1 and R1 is not a guarded process term, then let P′=Q1| · · · |Ql|
(	x)(R1| · · · |Rk)≡(	x)P, using structural congruence law (2:3). Note that (	x)(R1| · · · |
Rk) is connected by Lemma 17 of [3]. In both cases it is also top-secret: let Ri⇒Vi
for every 16 i6 k. Note that by assumption, and Lemma 20 of [3], Vi = ∅. Now
(	x)(R1| · · · |Rk)⇒V =
⋃
16i6k Vi[n=x] for an appropriate n ∈ New. If k = 1, then V
contains at least two molecules and hence is top-secret. In the other case, k =1 and R1
is a replication !R or a restriction (	y)R. Since R is non-zero, (	x)!R corresponds to a
solution with in9nitely many molecules and hence is top-secret. Furthermore, since we
assumed P to be topconnected, (	y)R is top-secret, which means that new(g) = ∅, if
(	y)R⇒{g:U}. Hence new(g[n=x]) = ∅, if (	x)(	y)R⇒{g:U}[n=x] = {g[n=x]:U [n=x]},
so (	x)(	y)R is top-secret. Hence, in both cases, P′ is topconnected.
It remains to consider the case that k =1 and R1 is a guarded process term g:R. We
consider three cases: 9rst assume x occurs free in g. Then (	x)R1 is topconnected, and
hence the above P′ will do in this case also. Next, assume x does not occur at all
in g. Then, by an application of structural congruence law (2:4), (	x)g:R≡ g:(	x)R. By
induction, there exists topconnected R′ such that (	x)R≡R′. Hence (	x)R1≡ g:R′, and
obviously, g:R′ is topconnected. Now let P′=Q1| · · · |Qm | g:R′. Finally, assume that x
occurs bound in g. Let us 7-convert g:R to g˜: R˜, where x does not occur in g˜. Then,
as the reader can easily check, g˜: R˜ is topconnected. The proof now proceeds as in the
second case.
Lemma 5.3. For a process term P; a topconnected process term P′ can be computed
such that P≡P′.
Proof. We compute P′ by induction on the syntactical structure of P. We claim that for
P= 0, P=P1 |P2, P= g:P1 and P= !P1, the proof is similar to the proof of Lemma 18
of [3]. Let P=(	x)P1. By induction, a topconnected P′1 has been computed such that
P1≡P′1. Hence P≡ (	x)P′1. By Lemma 5.2, a topconnected P′ can be computed such
that (	x)P′1≡P′. Hence P≡P′.
6. Soundness and completeness
We 9nally turn to the proofs of soundness and completeness of each of the four
inclusion relations in this paper. Simultaneously we show their decidability. These
results were already shown for strong structural inclusion in Section 3, by proofs easier
than those in this section. However, for uniformity reasons, we decided to include them.
As we prove the above results for each of the four simultaneously, they must have
certain properties in common. Indeed, for the containment relations, some of those were
already stated in Section 4. The next lemma is a generalization of Lemmas 2.4 and 3.6
for 6x, for every x ∈ {n; 2; ng; g}, and is proven similarly. Note that we use the meta
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relation 6x to index 6n, 6, 6ng, and 6g, for each x ∈ {n; 2; ng; g}, respectively.
In combination with ⊆x and 6x, we use 6xm to index each of the four corresponding
multiset inclusion relations. Hence in subsequent proofs it is understood that when, for
example, 6x is under consideration for x = ng, we assume ⊆x to denote ⊆ng, and 6xm
to denote 6ngm .
Lemma 6.1. Let x ∈ {n; 2; ng; g}. For process terms P and Q; if P6xm Q and Q⇒T;
for a solution T; then there exists a solution S such that P⇒ S and S ⊆x T . Conversely;
if P6xm Q and P⇒ S; for a solution S; then there exists a solution T such that Q⇒T
and S ⊆x T .
Proof. Similar to the proof of Lemma 2.4, using Lemma 4.11, and Lemmas 3.2(2),
2.1(2), 4.10(2), and 4.3(2), respectively.
Next, we show that 6n, 6, 6g, and 6ng are sound with respect to their multiset
counterparts 6nm, 6m, 6
g
m, and 6
ng
m , respectively. It turns out that the proof mainly
relies on the basic properties of the corresponding multiset containment relations as
stated in Lemmas 3.2, 2.1, 4.10, and 4.3, respectively.
Lemma 6.2. Let x ∈ {n; 2; ng; g}. For all process terms P and Q; if P6x Q; then
P6xmQ.
Proof. We will prove that each 6xm satis9es the corresponding laws of De9nitions 3.7,
2.5, 4.7, and 4.6, respectively. Since for each x, 6x is the smallest relation satisfying
the laws in these de9nitions, clearly P6x Q implies P6xmQ. Now each 6
x
m satis9es
MIN, since ∅⊆n S for every solution S. The proof of CGR relies on reMexivity of each
⊆x, and uses Theorem 33 of [3]. To prove that 6xm satis9es TRA, assume P6xm R and
R6xmQ. Let V and T be solutions with R⇒V , Q⇒T , and V ⊆x T . By Lemma 6.1
there exists a solution S with P⇒ S and S ⊆x V . Since each ⊆x is transitive (see
Theorem 4.13 for transitivity of ⊆g and ⊆ng), we conclude S ⊆x T and hence P6xm Q.
To prove that 6xm satis9es CCOM, assume P6
x
m Q. Let T and V be solutions with
Q |R⇒T ∪V , Q⇒T , R⇒V , and new(T ) ∩ new(V )= ∅. By Lemma 6:1 there is
a solution S with P⇒ S and S ⊆x T . Since new(S) ∩ new(V )= ∅ by Lemma 4.11,
P |R⇒ S ∪V . Moreover, by Lemmas 3.2(1), 2.1(1), 4.10(1), and 4.3(1), we have
S ∪V ⊆x T ∪V , and thus P |R6xm Q |R. The proof of CREP is similar. We show that
6xm satis9es CRES for x ∈ {2; g}. Let P6xm Q. Then S ⊆x T , where P⇒ S and Q⇒T .
Hence (	x)P⇒ S[n=x] and (	x)Q⇒T [n=x], for some n ∈ New − (new(S)∪ new(T )).
By Lemmas 2.1(2) and 4.3(2) respectively, we have S[n=x]⊆x T [n=x]. Hence (	x)P6xm
(	x)Q. Finally, 6xm satis9es CGUA, for x ∈ {ng; g}. This is proven similarly by
Lemmas 4.10(4) and 4.3(3), respectively.
The proof of completeness of each structural inclusion relation, i.e., whether P6xm Q
implies P6xQ for each x ∈ {n; 2; ng; g}, and the proof of their respective decidability
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Fig. 5. Base case: P6xm Q⇔P6x Q.
Fig. 6. Induction case: P6xm Q⇒ (∃P′ ∈F(P; Q): P′6xm Q′), and (∃P′ ∈F(P; Q): P′6x Q′)⇒P6x Q.
is based on the proof method of decidability and completeness of ≡ in [3]. As in
this method, these two results will be proven simultaneously. Leaving technical details
aside for now, we show that for given P,
(1) (Base) for each combination of Q and x listed in Fig. 5, P6xm Q if and only if
P6x Q, and it is decidable whether or not P6x Q,
(2i) (Induction) for each combination of Q and x listed in Fig. 6, a 9nite set F(P;Q)
can be constructed such that
(a) if P6xm Q, then P
′6xmQ
′ for some P′ ∈F(P;Q), and
(b) if there exists P′ ∈F(P;Q) such that P′6xQ′, then P6x Q,
and
(2ii) (Induction) for Q=Q1 |Q2; !Q′ and x ∈ {n; 2; ng; g}, a 9nite set F(P;Q) can
be constructed, such that
(a)
{
if P6xm Q1 |Q2; then Pi6xm Qi for some (P1; P2) ∈F(P;Q1 |Q2);
if P6xm !Q
′; then P′6xm Q
′ for all P′ ∈F(P; !Q′); and
(b)
{
if Pi6x Qi for some (P1; P2) ∈F(P;Q1 |Q2); then P6x Q1 |Q2;
if P′6x Q′ for all P′ ∈F(P; !Q′); then P6x !Q′:
The claim that P6xm Q implies P6
xQ can now be deduced from an obvious induc-
tive proof on the structure of Q, in which each of the statements in (a) is combined
with its counterpart in (b). Using Lemma 6.2, we then have 6xm =6
x, for each x ∈
{n; 2; ng; g}. Together with the proof of the decidability of P6x Q in (1), the above
construction clearly decides whether P6x Q in the general case.
The set F(P;Q) equals the set gua(P; g), res(P; x), comp(P; copy(P)) or rep(P)
of [3, Lemmas 26, 24, 28, 30], depending on the form of Q, i.e., whether Q is a
guarded process term, a restriction, a parallel composition, or a replication, respectively.
Note that copy(P) ∈ N, by Lemma 22 of [3], so the set comp(P; copy(P)) exists.
The proofs of (1), (2i) and (2ii), respectively are formed by the next seven lemmas.
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Lemma 6.3. Let x ∈ {n; 2; ng; g}. For a process term P;
(1) P6xm 0 if and only if P6
x 0; and
(2) it is decidable; whether or not P6x0.
Proof. Both (1) and (2) follow from Theorems 33 and 34 of [3] and the following
two observations:
(i) P6xm 0 if and only if P ≡m 0, and
(ii) P6x 0 if and only if P≡ 0.
By Theorem 33 of [3] and Lemma 6:2, it suRces to prove the only-if part of (i) and
the if-part of (ii). To show the only-if part of (i), we prove that S = ∅ if S ⊆x ∅, where
P⇒ S. By the inclusion diagram in Fig. 4, it suRces to show that S ⊆g ∅ implies S = ∅.
This follows directly from De9nition 4.1 (with I = ∅ and T = ∅). The if-part of (ii)
follows directly from CGR.
Lemma 6.4. Let x ∈ {n; 2}. For process terms P and Q;
(1) P6xm g:Q if and only if P6
xg:Q; and
(2) it is decidable; whether or not P6x g:Q.
Proof. Both (1) and (2) are consequences of Theorems 33 and 34 of [3] and the
following two observations:
(i) P6xm g:Q if and only if P ≡m 0 or P ≡m g:Q, and
(ii) P6x g:Q if and only if P≡ 0 or P≡ g:Q.
By Theorem 33 of [3] and Lemma 6.2, it suRces to prove the only-if part of (i) and the
if-part of (ii). In fact, if P6xm g:Q, then there exist solutions S and T such that P⇒ S,
Q⇒T and S ⊆{g:T} (see Fig. 4). Hence either S = ∅ or S = {g:T}. Consequently,
P ≡m 0 or P ≡m g:Q. To show the if-part of (ii), note that by CGR, we have P6x 0
or P6xg:Q. Now 06x g:Q by MIN, and hence P6x g:Q by TRA.
Lemma 6.5. Let (	x)Q be a topconnected process term. Let x ∈ {n; ng}. For a
process term P;
(1) P6xm (	x)Q if and only if P6
x(	x)Q; and
(2) it is decidable; whether or not P6x(	x)Q.
Proof. Both (1) and (2) are consequences of Theorems 33 and 34 of [3] and of the
following two observations:
(i) P6xm (	x)Q if and only if P ≡m 0 or P ≡m (	x)Q, and
(ii) P6x (	x)Q if and only if P≡ 0 or P≡ (	x)Q.
By Theorem 33 of [3] and Lemma 6.2, it suRces to prove the only-if part of (i)
and the if-part of (ii). Let P6xm (	x)Q. Then there exist solutions S and T such
that P⇒ S, (	x)Q⇒T and S ⊆ng T (see Fig. 4). Hence S =V ∪⋃i∈I {gi:Si} and
T =W ∪⋃i∈I {gi:Ti} where the new(Ti) are mutually disjoint and disjoint with new
(W ); V ⊆n W , and new(gi)= ∅. Note that the new({gi:Ti}) are mutually disjoint and
disjoint with new(W ), since new(gi)= ∅. Hence, since T is connected, by Lemma 8 of
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[3], T =W or T = {gj:Tj} for some j∈ I . The last case however contradicts the fact
that T is top-secret, so I = ∅; T =W , and S =V . Since W is connected, there do not
exist nonempty solutions W1 and W2 with W =W1 ∪W2 and disjoint new(Wi). Hence
V =W or V = ∅, so we conclude P≡m(	x)Q or P≡m0. The if-part of (ii) follows
directly from CGR; MIN, and TRA, as in the proof of Lemma 6.4.
Lemma 6.6. Let x∈{ng; g}. For process terms P and Q;
(1) if P6xm g:Q; then P≡m0 or there exists P′ ∈ gua(P; g) such that P′6xm Q; and
(2) if P≡ 0 or there exists P′ ∈ gua(P; g) such that P′6x Q; then P6x g:Q.
Proof. To show (1), let P⇒ S and Q⇒T , such that S ⊆x {g:T}. By De9nition 4.1
and De9nition 4.8, either S = {g:S ′} with S ′⊆x T , or S = ∅. In the last case, P≡m0.
In the 9rst case, by Lemma 26(2) of [3], there exists P′ ∈ gua(P; g) such that P′⇒ S ′.
Hence P′6xm Q.
To show (2), observe 9rst that 06x g:Q and hence P6x g:Q, if P≡ 0. Next, assume
there exists P′ ∈ gua(P; g) such that P′6x Q. By Lemma 26(1) of [3], P≡ g:P′ and
hence P6x g:Q, by CGR and CGUA.
Lemma 6.7. Let x∈{2; g}. For process terms P and Q;
(1) if P6xm (	x)Q; then there exists P
′ ∈ res(P; x) such that P′6xm Q; and
(2) if there exists P′ ∈ res(P; x) such that P′6x Q; then P6x (	x)Q.
Proof. To prove (1), let P6xm (	x)Q. Take T such that Q⇒T . Then (	x)Q⇒T [n=x],
with n∈New−new(T ). By Lemma 6.1 there exists S such that P⇒ S and S ⊆x T [n=x].
Let S ′= S[x=n]. Since x∈ fn(T [n=x]); x∈ fn(S), so S ′[n=x] = S and thus P⇒ S ′[n=x]
with n∈ new(S ′). Hence by Lemma 24(2) of [3], there exists P′ ∈ res(P; x) such
that P′⇒ S ′. Finally S ′⊆x T [n=x][x=n] =T by Lemmas 2.1(2) and 4.3(2), and hence
P′6xm Q.
The proof of (2) is immediate from Lemma 24(1) of [3], for then P≡ (	x)P′6x
(	x)Q, by CRES.
Lemma 6.8. Let x∈{n; 2; ng; g}. For process terms P;Q1 and Q2;
(1) if P6xm Q1 |Q2; then there exists (P1; P2)∈ comp(P; copy(P)) such that P16xm Q1
and P26xm Q2; and
(2) if there exists (P1; P2)∈ comp(P; copy(P)) such that P16x Q1 and P26x Q2;
then P6x Q1 |Q2.
Proof. To show (1), let P⇒ S and Qi⇒Ti such that the new(Ti) are disjoint and
S ⊆x T1 ∪T2. By Theorem 4.14, there exist solutions S1 and S2, such that S = S1 ∪ S2;
new(S1)∩ new(S2)= ∅, and Si⊆x Ti. Hence P⇒ S1 ∪ S2. Let k =copy(P)= copy
(S1 ∪ S2) and take S ′1 = cut(S1; k) and S ′2 = cut(S2; k), as de9ned in Lemma 3.10. By
Lemma 3.10(3), S1 ∪ S ′2 is a copy of S1 ∪ S2. By Lemma 13 of [3], copy(S1 ∪ S ′2)=
copy(S1 ∪ S2)= k. By Lemma 3.10(1) we have S ′2⊆n S2, so new(S1)∩ new(S ′2)= ∅, by
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Lemma 4.11. Hence similarly S ′1 ∪ S ′2 is a copy of S1 ∪ S2, and so P⇒ S ′1 ∪ S ′2. More-
over, new(S ′1)∩ new(S ′2)= ∅ and, by Lemma 3.10(2), copy(S ′i )6k. Hence, by Lemma
28(2) of [3], there exists (P1; P2)∈ comp(P; k) such that P1⇒ S ′1 and P2⇒ S ′2. Since
by Lemma 3.10(1), S ′i ⊆n Si⊆x Ti, we have Pi6xm Qi.
To prove (2), assume there exists (P1; P2)∈ comp(P; copy(P)) such that P16x Q1
and P26x Q2. Thus P1 |P26x Q1 |Q2 by CCOM. Since P≡P1 |P2 by Lemma 28(1)
of [3], we have P6x Q1 |Q2 by CGR and TRA.
Lemma 6.9. Let x∈{n; 2; ng; g}. For a process term R;
(1) if P6xm !R; then P
′6xm R for all P
′ ∈ rep(P); and
(2) if P′6x R for all P′ ∈ rep(P); then P6x !R.
Proof. Note that we may restrict ourselves to subconnected P, as in the proof of
Lemma 30 of [3]. We will prove the above statements by induction on the struc-
ture of P. Assume !R⇒ ⋃k ∈N Uk with R⇒Uk and mutually disjoint new(Uk) in the
remainder of this proof.
The cases P= 0, P=(	x)Q and P= g:Q are treated in one stroke. Recall from the
proof of Lemma 30 of [3] that in this case, rep(P)= {P}. To prove (2), observe that
R6x !R (as proved after De9nition 2.5) and hence P6x R6x !R. To show (1), assume
P6xm !R. Then by Lemma 6.1 there exists S, such that P⇒ S and S ⊆x
⋃
k∈N Uk . Since
P is subconnected, S is connected. By Theorem 4.14, there exist Vk , k ∈N, such that
S =
⋃
k∈N Vk and Vk ⊆x Uk for all k ∈N. Also, the new(Vk) are mutually disjoint.
By Lemma 8 of [3], there exists j∈N such that Vj = S. So S ⊆x Uj, and P6xm R
consequently.
Let P=Q1 |Q2. Now rep(P)= rep(Q1)∪ rep(Q2). To show (1), note that we may
conclude Qi6xm !R from Q1 |Q26xm !R, because clearly Qi6nm Q1 |Q2 and 6xm is tran-
sitive (as shown in the proof of Lemma 6.2). By induction P′6xm R for all P
′ ∈ rep(Qi),
and hence P′6xm R for all P
′ ∈ rep(P). To show (2), assume P′6x R for all P′ ∈ rep(P).
By induction Qi6x !R. Hence Q1 |Q26x !R | !R≡ !R by CCOM and structural con-
gruence law (3:5).
Finally, let P= !Q. By de9nition, rep(P)= rep(Q). To prove (1), let !Q6xm !R.
Since, clearly, Q6nm !Q, this implies that Q6
x
m !R. By induction, P
′6xm R for all
P′ ∈ rep(Q). Since rep(P)= rep(Q), this proves (1). To show (2), assume that P′6x R
for all P′ ∈ rep(Q). By induction, Q6x !R, and hence !Q6x !!R≡ !R by CREP and
structural congruence law (3.3).
Next, we show the two main results of this paper: completeness and decidability of
each of the four structural inclusion relations.
Theorem 6.10. Let x∈{n; 2; ng; g}. For process terms P and Q; P6xm Q if and only
if P6x Q.
Proof. The if-part is by Lemma 6.2. To prove the only-if part, assume P6xm Q. Let
Q′ be a topconnected process term such that Q≡Q′ (by Lemma 5.3, such a process
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term indeed exists). Note that by De9nition 5.1, this means that each subterm of Q′ is
topconnected (this is required in order to use Lemma 6.5). By Theorem 33 of [3] we
have P6xm Q
′, and hence it suRces to show that P6x Q′. This is done by induction
on the syntactical structure of Q′, using Lemmas 6.3–6.5 for the base cases (see Fig.
5), and Lemmas 6.6–6.9 in the induction steps (see Fig. 6).
Theorem 6.11. Let x∈{n; 2; ng; g}. It is decidable for process terms P and Q; whether
or not P6x Q.
Proof. Suppose P6x Q is to be decided. We may assume that Q is topconnected
because Lemma 5.3 is eDective, cf. the proof of Theorem 6.10. The decidability of
P6x Q for the base cases (see Fig. 5 for the base-combinations of Q and x), is
proven in Lemmas 6.3–6.5. The non-base cases are by Lemmas 6.6–6.9 (depending on
the form of Q): using Theorem 6.10, we obtain P6x Q iD f(P16x Q1; : : : ; Pn6x Qn),
where f is a boolean function of n arguments, the Qi are direct subterms of Q, and
the Pi and Qi can be eDectively computed from P and Q, using the fact that the 9nite
sets gua(P; g), res(P; x), comp(P; copy(P)), and rep(P) can be computed (see Lemmas
26, 24, 28, and 30 of [3]). Observe that the computation of copy(P) is guaranteed by
the remark below Theorem 34 in [3]. Thus, as in [3] for ≡ , the truth value of P6x Q
can be computed by a recursive boolean function procedure with arguments P and Q.
Since, in its body, the second argument of each recursive call is a proper subterm of
Q, this procedure always halts.
The next counterexamples show that strong structural inclusion is in fact the only
relation de9ned in this paper that is antisymmetrical upto structural congruence, i.e.,
P6x Q and Q6x P implies P≡Q, only holds for x = n (Theorem 3.15). The 9rst is
a counterexample for x= 2, the second for x∈{ng; g}.
Example 6.12. Let P= !(	z)R and Q=P | !(	z)R′, where it is assumed that R′6R,
and z ∈ fn(R′). Clearly P6Q. To show the reverse, Q6P, observe that by CCOM
we have
!(	z)R | !(	z)R′6!(	z)R | !(	z)R; (∗)
since !(	z)R′6!(	z)R, by CRES and CREP, respectively. Now the left-hand side of
(∗) is Q, and the right-hand side is structurally congruent to P, by law (3:5) of structural
congruence. But in general, P≡Q does not hold. To see this, we turn our example
into an intuitively more clear one: let R and R′ be the process terms of Example 2.6.
We can think of the process term P above as a model for a beach with an in9nite
number of three-player ball games (note that it is not possible to accidentally throw a
ball at a neighbouring group of players, by the restriction on z), whereas Q models a
beach which, in addition, has an in9nite number of two-player ball games. It is now
easy to see that P ≡Q, since in a solution S (where P⇒ S) all molecules consisting
of a sequence of three guards, i.e., those molecules corresponding to z(y): Gzy: Gp:0, can
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be paired by a new name n they share (one that corresponds to z). Thus, for each
molecule n(y):{ Gny:{ Gm1v:∅}} in S there exists exactly one other molecule of the form
n(y):{ Gny:{ Gm2v:∅}} in S (where Gm1v and Gm2v correspond to the guard p), whereas in
T (where Q⇒T ) those molecules need not be paired.
Example 6.13. Let P= !a:(b:0 | c:0) (where a; b, and c are arbitrary guards over N),
and let Q=P | !a:b:0. Now P6x Q is obvious. To show the reverse for x∈{ng; g},
observe that b:06x b:0 | c:0 and so !a:b:06x !a:(b:0 | c:0)=P, by CGUA and CREP,
respectively. Hence Q=P | !a:b:06x P |P≡P, by CCOM and law (3.5) of structural
congruence (note that P is a replication). Yet P is not structurally congruent to Q,
since P⇒V and Q⇒W , for V and W of Example 4.2.
7. Simulation
We conclude this paper with some words on simulation. We prove that, for the
transition system M, three of the four containment relations are strong simulations.
This implies that the corresponding multiset inclusion relations (and hence, by the
results of the previous section, the corresponding structural inclusion relations) are
strong simulations on process terms. By a counterexample it will be shown that the
fourth, viz. ⊆ng , is not a simulation; nor is 6ng a simulation on process terms.
We recall from [1] that for arbitrary solutions S; S ′, and S ′′, transitions in M are
of the form
{x(−):S; Gxz:S ′}∪ S ′′→ dec(S[z=1])∪ S ′ ∪ S ′′;
where x; z ∈N∪New.
Denition 7.1. Let Sol be the set of all solutions. A relation S⊆Sol×Sol is a strong
simulation, if (S; T )∈S implies that
if S→ S ′; then there exists T ′ such that T →T ′ and (S ′; T ′)∈S:
S is a strong bisimulation, if both S and S−1 are strong simulations.
Theorem 7.2. Let x∈{n; 2; g}. The relation ⊆x is a strong simulation.
Proof. We consider the three cases for x:
(i) (x = 2). Let S ∪U =T with S→ S ′, and let T ′= S ′ ∪U . Recall from [1] that by
the “chemical law” we have that S→ S ′ implies S ∪U →T ′. Hence T →T ′.
(ii) (x = n). We use the same proof-scheme as in (i) with the restriction new(S)∩ new
(U )= ∅. Since by Lemma 2 of [1], new(S ′)⊆ new(S), we have S ′⊆n T ′.
(iii) (x = g). Let S =U ∪ ⋃i∈I{gi:Si} and T =V ∪ ⋃i∈I{gi:Ti}, with U ⊆V and
Si⊆g Ti for all i∈ I . Assume S→ S ′. Recall from [1, Section 4] that this means
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that S = {x(−):X; Gxz:X ′}∪X ′′ and S ′=dec(X [z=1])∪X ′ ∪X ′′, for solutions X; X ′,
and X ′′, and {x; z}⊆N∪New. By Lemma 6 of [3], we consider four cases:
(1) For some j; k ∈ I , gj:Sj = x(−):X and gk :Sk = Gxz:X ′. Now S ′=U ∪
dec(Sj[z=1]) ∪ Sk ∪
⋃
i∈I−{j; k}{gi:Si}. Let T ′ = V ∪ dec(Tj[z=1]) ∪ Tk ∪⋃
i∈I−{j; k}{gi:Ti}. Observe that T →T ′. Note also that dec(Sj[z=1])⊆g
dec(Tj[z=1]), by Lemma 4.3(2). Furthermore, since by assumption, Sk ⊆g Tk ,
we have S ′⊆g T ′ by Lemma 4.3(1).
(2) For some j∈ I , gj:Sj = x(−):X , and for some solution W;U = { Gxz:X ′}∪W .
Since U ⊆V , there exists Z with U ∪Z =V . Hence V = { Gxz:X ′}∪W ∪Z .
Now we have S ′=dec(Sj[z=1])∪X ′ ∪W ∪
⋃
i∈I−{j}{gi:Si}. Let T ′=
dec(Tj[z=1])∪X ′ ∪W ∪Z ∪
⋃
i∈I−{j}{gi:Ti}. By arguments similar to the
above case, we have T →T ′ and S ′⊆g T ′.
(3) For some k ∈ I , gk :Sk = Gxz:X ′, and for some solution W , U = {x(−):X }∪W .
Again, let U ∪Z =V . Hence V = {x(−):X }∪W ∪Z . Now S ′=dec(X [z=1])
∪ W ∪ Sk ∪
⋃
i∈I−{k}{gi:Si}. Let T ′ = dec(X [z=1]) ∪ W ∪ Z ∪ Tk ∪⋃
i∈I−{k}{gi:Ti}. By arguments similar to the above cases, we have T→T ′
and S ′⊆g T ′.
(4) For some solution W , U = {x(−):X; Gxz:X ′}∪W (so X ′′=W ∪ ⋃i∈I{gi:Si}).
Hence U → dec(X [z=1])∪X ′ ∪W =U ′. Since U ⊆V , by (i) there exists V ′
with V →V ′ and U ′⊆V ′. Let T ′=V ′ ∪ ⋃i∈I{gi:Ti}. By the chemical law,
we have S→U ′ ∪ ⋃i∈I{gi:Si}= S ′ and T →T ′. Moreover, since U ′⊆V ′, we
have S ′⊆g T ′.
We can de9ne simulation and bisimulation for the transition system of the -calculus
(of [6]) similar to De9nition 7.1. Since the semantical relation ⇒ is a strong bisimu-
lation between the transition systems of the -calculus and M (see [1, result (A)]), by
Theorems 7.2 and 6.10 we also have that the structural inclusion relations correspond-
ing to the three containment relations of Theorem 7.2 are strong simulations in this
sense. This is because, by de9nition, 6xm is the composition of ⇒ ; ⊆x , and ⇒−1,
and strong simulations are closed under composition.
Theorem 7.3. Let x∈{n; 2; g}. The relation 6x is a strong simulation on process
terms.
Example 7.4. Let R′ and R be the two-player and three-player ball game of
Example 2.6. Recall that R′6R. Obviously, R is capable of the same action sequence
as R′:
R = P1 |P2 |P2
= (	p)( Gzx: Gp |P′) | (	p)(z(y): Gzy: Gp |P′) |P2
→ (	p)( Gp |P′) | (	p)( Gzx: Gp |P′) |P2
→ (	p)(z(y): Gzy: Gp |P′) | (	p)( Gzx: Gp |P′) |P2;
166 J. Engelfriet, T. Gelsema / Theoretical Computer Science 258 (2001) 131–168
letting the second player of type P2 act as a dummy. Similarly, (	z)R can simulate the
actions of (	z)R′.
We conclude this section with an example, showing that ⊆ng and 6ng fail to be
strong simulations.
Example 7.5. Let
S = { Gxn:∅; x(−):{G1u:{ Gvu:∅}}}
and
T = { Gxn:∅; x(−):{G1u:{ Gvu:∅; Gwu:∅}}};
where n∈New and x; u; v; w∈N. Note that P⇒ S and Q⇒T for process terms
P=(	y)Gxy:0 | x(z): Gzu: Gvu:0
and
Q=(	y)Gxy:0 | x(z): Gzu:( Gvu:0 | Gwu:0):
Now S ⊆ng T , since { Gxn:∅}⊆n { Gxn:∅} and
{x(−):{G1u:{ Gvu:∅}}}⊆ng {x(−):{G1u:{ Gvu:∅; Gwu:∅}}}:
Both S and T are only capable of a communication via the link x, and hence S→{ Gnu:
{ Gvu:∅}}= S ′ and T →{ Gnu:{ Gvu:∅; Gwu:∅}}=T ′. Note that by communicating the new
name n, both S ′ and T ′ become ‘top-secret’ (in general, the communication of a
new name models ‘scope extrusion’ in the -calculus). Thus S ′ ⊆ng T ′, since both the
molecules in S ′ and T ′ are now guarded by Gnu, which contain the new name n. This
means that strong nested structural inclusion (6ng ) of process terms also fails to be a
strong simulation. In fact, it is easy to see that P6ng Q (by the completeness of 6ng
this is even immediate from S ⊆ng T ). Now let
P→P′=(	y) Gyu: Gvu:0⇒ S ′;
and suppose Q→Q′ for some Q′. Since ⇒ is a strong bisimulation, there exists a T ′′
such that T →T ′′ and Q′⇒T ′′. Since T ′ is the unique solution such that T →T ′, we
have T ′′=T ′. Hence P′ 6ngm Q′, and so P′ 6ng Q′, by the soundness of 6ng .
8. Conclusion
In this paper we presented three inclusion relations on process terms of the
-calculus, based on three diDerent containment relations for solutions in M. Each
of them expresses ‘substructure’ of a -calculus process term in a diDerent way, but
all are ‘natural’ notions of substructure, and all were proven to be decidable, to have
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natural axiomatizations, and to preserve communications. Resuming their features, the
9rst, 6m , is based on ordinary multiset inclusion ⊆. The second (and strongest of the
three), 6nm , is based on inclusion of connected components of solutions ⊆n . Both ⊆
and ⊆n are partial orders. The third (and weakest of the three), 6gm , is based on ⊆g
(a preorder), which respects the ‘nested’ nature of solutions. Of the three, only 6nm
has the additional property that 6nm ∩ (6nm )−1 =≡, and only 6gm is compatible with
all the operations of the -calculus. Via a combination of the axiomatizations of 6nm
and 6gm , a fourth relation 6
ng
m was introduced, that fails to preserve communications,
however. It is open whether there exist natural axiomatizations of 6xm that do not use
CGR. This will be the interest of future research.
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Appendix
An overview of the congruence relations considered in [1, 3], and of all the inclusion
relations de9ned in this paper, is listed below; for completeness sake, we include
(multiset) equality in the list.
= (multiset) equality
≡m multiset congruence [1, p. 79]
≡ structural congruence [1, p. 81]
⊆ containment
6m multiset inclusion De9nition 2.2
6 structural inclusion De9nition 2.5
⊆n strong containment De9nition 3.1
6nm strong multiset inclusion De9nition 3.4
6n strong structural inclusion De9nition 3.7
⊆g nested containment De9nition 4.1
6gm nested multiset inclusion De9nition 4.4
6g nested structural inclusion De9nition 4.6
⊆ng strong nested containment De9nition 4.8
6ngm strong nested multiset inclusion De9nition 4.9
6ng strong nested structural inclusion De9nition 4.7
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