As new buildings are constructed in response to changes in technology or user requirements, the value of the existing stock will decline in relative terms. This is termed economic depreciation and it may be influenced by the age and quality of buildings, amount and timing of expenditure, and wider market and economic conditions. This study tests why individual assets experience different depreciation rates, applying panel regression techniques to 375 UK office and industrial assets. Results suggest that rental value depreciation rates reduce as buildings get older, while a composite measure of age and quality provides more explanation of depreciation than age alone.
INTRODUCTION
Depreciation affects all office and industrial buildings and it impacts on both real estate investors and occupiers. As buildings deteriorate, or as technologies and user requirements change, they become less suitable for their original use and require expenditure to mitigate any consequent loss of productivity and value. A reduction in suitability may translate into longer vacancies and reduced rental bids from potential occupiers. Thus, investors will be concerned to ensure that any buildings in their portfolio remain competitive so that income is maintained and vacancy is reduced. Failure to address depreciation can impact on investment returns as can failure to make appropriate allowance for it when pricing and acquiring real estate assets.
In this context, judgements about the impact of depreciation on buildings and how this may vary across regions, generations of buildings or property types, are important as they influence inputs to pricing models such as rates of rental growth and assumptions about future expenditure. The future may not behave like the past, but research into past causes of depreciation should improve knowledge about how cash flows and values might change through time given different market conditions and building characteristics. This can facilitate better decision making, such as on the optimum time and level of refurbishment, or on when to redevelop in cases where depreciation has been substantial and expenditure on the existing asset is no longer economically viable.
Depreciation in either the rental or capital values of commercial real estate has been measured by several studies, reviewed below, and its causes have been debated. These causes include aging, market state, asset quality and how buildings are leased and managed. However, there is a lack of research that directly links depreciation rates experienced by commercial buildings to potential drivers of those rates. It is this gap in existing research that this paper addresses, focusing on depreciation in market rental values. Market rental values refer to the annual rent that could be achieved on a new lease at a given point in time and these translate into cash flow adjustments at market-based rent reviews or on reletting.
Regression models are estimated to identify the main drivers of annual rental value depreciation rates over the period 1994 to 2009. These are applied to a panel dataset covering 375 office and industrial buildings in the United Kingdom. The results suggest that depreciation rates reduce as buildings get older, while a measure capturing both age and quality provides more explanation of differences between assets than age alone. Furthermore, the state of the economy and local real estate market are significant in explaining how depreciation rates change over time. The paper proceeds by reviewing causes of depreciation first before discussing the empirical framework and dataset that is used. The results are then set out in detail before a final section concludes.
REVIEW OF EXISTING LITERATURE
Exploration of economic depreciation began with Hotelling (1925) and was extended by Hulten & Wykoff (1976; 1981; 1996) and others, resulting in its measurement for a wide range of assets.
In the real estate literature, depreciation has been studied for retail (Colwell & Ramsland, 2003) , apartments (Fisher et al., 2005) and hotels (Corgel, 2007) as well as for UK office and industrial properties (see Salway, 1986; Baum, 1991; Baum, 1997; Barras & Clark, 1996; CEM, 1999; Dunse & Jones, 2005) . Two strands in the real estate literature on depreciation relate to its measurement and causes. The measurement debate is set out in Dixon et al. (1999) and Crosby et al. (2012) , so this review concentrates on causes. Nonetheless, this study analyses depreciation rates that result from a particular definition and measurement method, one that is consistent with seminal work in this area (e.g. Hulten & Wykoff, 1981) and which has been refined for measuring depreciation rates for real estate investments within a longitudinal framework. The definition for depreciation is as follows:
"the rate of decline in rental/capital value of an asset (or group of assets) over time relative to the asset (or group of assets) valued as new with contemporary specification" Law (2004: 242) To operationalize this definition for a longitudinal dataset, Hoesli & MacGregor (2000: 154) and Law (2004) then propose the following formula to measure depreciation rates:
Where d = the rate of depreciation, R a = asset rental value, R b = benchmark rental value, t1 = start of period and t2 = end of period.
This formula measures depreciation as a relative concept, comparing the value of an individual asset through time against that of a benchmark for new properties in the same location. It is common in the real estate literature to measure depreciation in relative terms, even if the exact approach or formulas adopted have varied. However, this differs from an accounting perspective where depreciation is a consumption concept where allowances are made for absolute reductions in value, though such reductions are meant to proxy underlying economic processes (on which, see Ben-Shahar et al., 2009) . In a relative framework, having a benchmark for the same location is important if the measurement of depreciation is to isolate asset-related changes in value from wider market trends.
Causes of depreciation to rental and capital values of commercial real estate assets are commonly divided into physical deterioration and various forms of obsolescence. Physical deterioration is a function of the passage of time or aging and can be linked to the life cycle of buildings. In contrast, obsolescence is hard to predict and makes the impact of age harder to predict, as differently aged buildings reflect different designs, materials and specifications. In addition, there will be variations in quality between properties of the same age that could be as important in determining susceptibility to deterioration and obsolescence as age itself (Baum, 1993) . The unpredictable nature and timing of obsolescence suggests that the shape of depreciation will be difficult to predict.
Nonetheless, there are some commonly hypothesised patterns in respect to age that either capital or rental values might follow (see Hulten & Wykoff, 1981; Dixon et al., 1999) . These are linear depreciation, geometric depreciation (linear % change), S-curve and one-hoss shay, the latter being an extreme case where values do not fall away in relative terms until some event leads to an entire loss of value. These shapes are illustrated in Exhibit 1 for a hypothetical property of a given life (value on the y-axis relates to the building element of value alone). Depending on their quality or design, individual assets will vary both in terms of their useful economic life and the pattern of depreciation that they will experience. Notwithstanding this, research has attempted to discern whether typical patterns exist for different types of properties.
[ Barras & Clark (1996) and Baum (1997) for office buildings in the City of London suggests an S-curve for rental and capital values, with depreciation rates lower for the first few years, then higher for several years before falling again after buildings were c. 15 years old. Results in CEM (1999) point to a similar pattern in office rental values, but the slowing in depreciation appears to begin later. These studies are undertaken at different time points and using different samples and measurement methods, so there is no firm consensus on the shape of depreciation.
Owners can react to physical deterioration and obsolescence by undertaking capital expenditure and the ultimate cure is redevelopment where depreciation in an existing asset is incurable or the costs are too high to warrant a cure (see Colwell, 1991 The role of land values must be also considered. Depreciation rates are typically measured using prices or appraised values that relate to the total value or rent and do not distinguish between building and land elements. Yet while the building element of value is likely to decline over time, driven by deterioration and obsolescence, the land element may rise or fall with the demand for and supply of sites in that location. As such, land value may protect total investment value to a greater extent in locations where land is a large proportion of that total value. However, whether a higher land value relative to total value protects rents is less clear. It is possible that, in different locations, tenants pay similar relative rents for similar accommodation, which suggests that the relative share of land value has little impact on rental depreciation rates and that its influence is reflected in absolute differences in rental values at any point in time.
4 Dunse & Jones (2005) note that several studies of real estate depreciation attempt to control for location, which implies that location was expected to have an impact. They discuss whether rates of depreciation may be higher where building value is a greater proportion of total value and the land content is relatively low. They identify that locational obsolescence leading to site value depreciation can occur, but land values can equally increase while buildings are subject to the "inevitable march to the scrapheap" (Bowie, 1984) , even though that scrapheap may be many years into the future. Yet their results are inconclusive on whether higher site values generate lower rental depreciation rates in the case of industrial properties.
Meanwhile, how depreciation behaves over time and in relation to real estate market conditions needs more research. Hulten & Wykoff (1996) 
EMPIRICAL FRAMEWORK
Real estate depreciation studies have varied as to whether longitudinal or cross-sectional datasets and methods are used. Both approaches exhibit strengths and weaknesses either on conceptual grounds or in terms of practical implementation, as discussed by Dixon et al. (1999) and Crosby et al. (2012) . However, to control adequately for the effects of time period, age and cohorts of buildings from different eras, panel data is required. This can be difficult to obtain for individual real estate assets as they may not be rented or traded frequently. Yet owing to the fact that some types of investors must produce regular asset revaluations, it is possible to study panels of appraisal based estimates of capital value and, in certain countries, market rental value. Panel data on market rental values for individual buildings are used here.
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There are many benefits from using panel data and associated econometric techniques (Hsiao, 2003; Baltagi, 2008 
where K jt is a vector of location-level attributes for location j in year t and X ijt is a vector of property-level attributes for property i in location j in year t.
In Equation 2, strict exogeneity is assumed between the regressors and the error term. However, more often than not, economic and property market relationships in aggregate and disaggregate data may reflect significant levels of unobserved heterogeneity. This simply implies that the OLS assumption of orthogonality or exogeneity or non-correlation among independent variables and the residual term may not be tenable. The unobserved effects may stem from cross-sectional or temporal variation (or both) as follows:
where is the property-specific effect, is the time effect and is the idiosyncratic error. As a result of the two-way error component structure specified in Equation 3 which is equivalent to 'de-meaning' or 'mean-differencing' the variables across cross-sections and time-periods, respectively:
are the property-specific dummies, are the time dummies, and is the idiosyncratic error. The key distinction between Equations 2 and 4 is in how unobserved heterogeneity has been controlled for by incorporating indicator variables, thus enabling the regression equation to vary the intercept across cases.
In the estimation of Equation 4, the goal is to remove the unobserved heterogeneity as it is this that may be correlated with the explanatory variables. However, if the unobserved effects are uncorrelated with the explanatory variables across all time periods, the specification becomes the random effects model, i.e. variation across entities is assumed to be random. Basically, random effects models control for unobserved effects within a composite error term that incorporates both the within group and between group effects across cross-sections. 5 This is expressed in Equation 5:
The assumption of the fixed effects model is more tenable when the unobservable factors originate from region or city level. At the property level, though, variation across units is more likely to be random. Therefore, both fixed effects and random effects models were estimated to formally test for statistically significant differences between the coefficients of the explanatory variables from each approach, using the Hausman specification test. The results consistently suggested that a random effects specification is more appropriate. Nonetheless, there may be unobserved time effects that call for being treated as fixed effects and so time fixed effects were included in the random effects models to capture any broad temporal patterns in depreciation rates, while other variables were used to explain the remaining variation, i.e. case-specific time variation.
Although fixed effects and random effects models are natural candidates for use with panel data, a potential issue is that the market rental values from which depreciation rates are measured are appraisal based and so may be affected by appraisal smoothing. 6 Quan & Quigley (1991) show that, in the presence of noisy price signals, partial reliance on previous appraisals can be optimal for an appraiser in terms of minimising overall error in individual appraisals. Yet it can lead to movements in capital or rental values for individual assets being understated relative to the true, but unobserved, movements. This would cast doubt on the validity of an analysis of periodic changes.
However, research by Cheng et al. (2011) suggests that temporal changes in appraiser behaviour and differences across appraisers mean that smoothing is not a guaranteed feature of appraisal data. Furthermore, the effects of any appraisal smoothing on measurements of depreciation are unclear. This is because depreciation rates are computed with reference to changes in both asset values and benchmarks of new values, as shown by Equation 1. If the benchmarks are appraisal based and exhibit similar levels of smoothing, then it is conceivable that the net effect on the rate of depreciation might be neutral. 7 Nonetheless, to address concerns that smoothing might distort short term measurements of depreciation rates, the average annual rental value depreciation rate for each asset is analysed in addition to the rates for each year. This is to see whether consistent findings about factors influencing depreciation are reached.
To do this, a complementary procedure known as between effects regression is used with the mean values of the variables (dependent and independent) for each case. This procedure explains variation between cases in terms of their average experience across a period rather than utilising variation over time in the variables. Together, random effects and between effects regressions can be used to explore both the time-series and cross-sectional dimensions of a panel dataset.
Equation 6 is the Between Effects (BE) specification of the regression model, where the average over time is modelled and so the cross-sectional variation is exploited.
The long term average depreciation rate should be less susceptible to distortion from smoothing provided that the period analysed spans a full cycle in the rental market.
DATA DESCRIPTION
Most of the data comes from two sources. First, IPD permitted access to anonymised data for 217 offices and 158 industrial and warehouse buildings spread throughout the UK. Second, CBRE provided annual estimates for a wide range of locations of the rent that could be achieved on a new lease and the capitalization rate achievable on sale for a hypothetical new asset of a standard size and the highest specification appropriate for the location in question. 9 More than 200 office locations and more than 100 industrial locations in the UK are considered in this exercise (CB Richard Ellis, 2007) . These estimates were used as benchmarks, with each building paired to the benchmark for the city or district in which it is located (large cities such as London having multiple benchmarks). This matching was done to ensure that depreciation rates reflected the effects of building related decline, not the performance of different cities or districts.
The hypothetical nature of the buildings in the CBRE benchmarks enables them to represent the value of a new asset as required by Equation 1 in each and every period. It could introduce more subjectivity into their estimation than a measure based solely on transactions, though. Since the benchmarks for rental value are at city or district level and not site specific, some micro-location shifts in value may be reflected in the depreciation rates. This will introduce some unavoidable noise into the measurements and estimations.
Rental values are estimated assuming normal lease terms and these changed in the UK during the study period, especially in regard to lease length (ODPM, 2005; IPD, 2014) . Reductions in lease lengths affect the assumptions used for both sample and benchmark rental values, but if they fell more quickly for assets that are aging, this could have an impact on the rental values of the sample assets and, thus, the depreciation rates. Meanwhile, unlike in the US, where there are variations between assets and owners in the use of gross or net leases, UK leases are almost all on a triple net basis and this has seen little change over the period being examined. Hence, both sample and benchmark rental values represent payments for space alone and do not include any allowance for associated operating expenses such as utilities, insurance or maintenance.
Predominantly, estimates of rental value are on a headline rather than an effective basis. In other words, they represent rents received after any concessions such as rent-free periods, stepped rent payments or capital contributions, including contributions to tenant fit-out costs by the landlord.
Any variation in concessions through time or across locations will be captured in both sample and benchmark rental values. There may be differences between the concessions that are granted when letting new assets (represented by the benchmarks) compared to the older stock in the sample, though, which are not picked up in the data used here.
With these limitations in mind, annual changes in asset rental values were compared with annual changes in the appropriate benchmarks to create annual rental value depreciation rates for each building using Equation 1. This is the dependent variable in our analysis.
The literature review guided the selection of independent variables for the modelling. First, real estate market conditions for places where sample assets are located were measured using the CBRE series; computing the excess rental growth for a location relative to the national rental growth rate in that period. Although the performance of each location is controlled for in the measurement of depreciation, the strength or weakness of the market may influence how actors in that location perceive assets of different ages or quality and whether or not new space is constructed. Thus, in between effects models, the excess growth variable distinguishes high growth from low growth locations while, in random effects models, it also identifies fluctuations in local market fortunes over time.
Second, the effect of aging is tested using an age variable based on the construction date of each asset as recorded by IPD. This date field captures either the year when the asset was built or the year of its last major refurbishment. Ideally, separate dates for these events would be recorded, but only a composite field was available. Age is measured as at end-1993 and different functional
forms for the variable were tested including linear, log and squared forms as well as splines for predefined age groups. The motive for splines was to test if depreciation rates varied in a nonlinear fashion for buildings from different eras or at different stages of their life. Splines could enable an S-curve or other irregular pattern in depreciation to be detected, but a single spline point performed better than a set of splines for these samples. Other functional forms assisted in testing for geometric, concave or convex patterns in the age-depreciation relationship.
Age does not necessarily equate perfectly with building quality, but quality is hard to measure and finding robust, retrospective data for this is difficult. There were no direct measures of building quality in the IPD dataset, but a variable that potentially reflects the age and quality of each asset at the start of the period was identified. This was the ratio of asset rental value to its matching benchmark rental value at end 1993. Buildings that are newer or better quality should have rental values closer to benchmark levels than older or poorer quality assets. Thus, the ratio variable was substituted for age in some models and tested in both linear and spline form. A similar variable is used by Shilling et al. (2006) to quantify potential gains from rehabilitation when studying office building renovation decisions.
Capital expenditure rates were computed for each asset using the IPD data and they measure the amount of irrecoverable capital expenditure by owners in each year relative to the market rental value at the start of that year. Capital expenditures include alterations and improvements, but not maintenance for which tenants are responsible under the triple net UK lease. Payments for the latter are not observed in this dataset. 10 In each year, the capital expenditure rates are assumed to be independent from the depreciation rate recorded for that year. However, decisions to spend and amounts spent may be influenced by decline experienced during previous periods, as well as other factors such as age. There do not appear to be strong correlations in this dataset between capital expenditure and the performance of the local real estate market or with age or the quality of buildings as measured by the ratio variable.
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Growth in Gross Value Added (GVA) for different regions was sourced from the UK Office for National Statistics to capture broad economic conditions while regional tender price series were obtained from the UK Building Cost Information Service (BCIS) as price indices relevant to refurbishment and new construction. These variables, along with the asset and benchmark rental value series, were deflated into real terms using the UK Consumer Price Index. Other variables were sought to capture the supply of commercial real estate at a local level. Unfortunately, data on vacancy rates, starts or completions could not be obtained at sufficient disaggregation to be useful in this study, though.
Meanwhile, in the absence of robust and publicly available data on land values, an exercise was undertaken to generate office and industrial land value estimates for each location in the dataset.
This was done by creating a hypothetical capital value per square metre for a new building in each location using rents and yields from CBRE and then subtracting an estimated development cost per square metre. This is in line with the residual calculation of site value used in the UK real estate industry (Coleman et al., 2013) although alternative methods for estimating land values exist and have been recently reviewed by Ozdilek (2015) . The calculation used here is expressed by the following equation:
Where LV 0 is residual land value at time t = 0, i equals an annual interest rate and t = development period, while DV 0 = current estimate of development value per square metre, p = profit as a percentage of DV 0 , DC 0 = current estimate of development costs per square metre and I = finance costs.
Development costs (DC 0 ) were based on current BCIS figures for construction cost per square metre for office or industrial buildings in different areas, these being deflated with the nominal tender price indices to produce a historical time series. A development period (t) of 2 years for offices and 1.5 years for industrial buildings was adopted and professional fees based on 10% of construction costs were added to those costs. Profit (p) was allowed for at a standard rate of 15% of development value and finance rates (i) at each date were based on three month LIBOR plus a margin for speculative development finance. 12 Finance costs (I) were calculated by charging interest on construction costs and fees over half the development period to reflect that not all such costs are incurred immediately. The resulting residual value per square metre was then discounted over the development period at the finance rate.
Given the number of assumptions and inputs needed to estimate land values, it is likely they do not measure the level of land value particularly accurately. This would be a major limitation if we sought to partition the rental figures into land related and building related elements (for which see Smith (2004) for a successful example in relation to house prices). Therefore, they are used solely as an independent variable to control for the impact of relative differences in land values across locations. 13 The variable used in the models that follow is the proportion of land value to total development value (i.e. LV 0 /DV 0 ). It is possible for this variable to take a negative value in some locations or periods where development costs were estimated to be greater than the values of completed buildings.
PANEL MODELLING AND RESULTS
Annual rates of rental value depreciation have been analysed using random effects models. These explore drivers of changes in depreciation rates over time. However, as the annual rates may be susceptible to distortion from appraisal smoothing, long term average depreciation rates are also studied using between effects models. To test the robustness of the findings further, the analysis Modelling is conducted using 206 office and 143 industrial buildings. The sectors are modelled separately because although qualitatively similar patterns emerge from each sample, a pooled model produces results that mask sector heterogeneity. Reductions in sample size from the original samples reflect cases with missing data on one or more independent variables. Some assets had extreme values in some years for certain variables: rental value depreciation rate, benchmark excess growth rate, age, rental value ratio, floorspace and capital expenditure rate.
Rather than discard more data by removing the cases concerned, a winsorizing procedure was used whereby extreme values were replaced with the values at a pre-defined percentile of the distribution.
14 Descriptive statistics relevant to the two modelling approaches are shown in Exhibit 2. Panel A reports statistics in relation to the group means required for the between effects estimation and Panel B reports statistics for the whole panel as utilised by the random effects technique. In the latter case, sample size is determined both by the number of assets (n) and time periods (t) that the dataset covers. The table clearly indicates the presence of extreme values and the benefits of winsorizing the data. For example, the average rate of rental value depreciation is only 0% in the original data with the mean skewed by some extreme cases of appreciation (where asset rental values in some periods grew more quickly than their benchmark values). Nonetheless, models were estimated using original values for all variables as well and the results from these are qualitatively similar to those that are reported below.
[INSERT EXHIBIT 2 HERE]
Results are presented first for random effects models and then for between effects models.
Different functional forms are tested for some variables and lags are used in some models to capture delays in the effects of certain variables on rental value depreciation rates. Robust standard errors are used throughout to test the significance of coefficients.
Random effects models
Results for offices are shown in Exhibit 3 and results for industrial assets are shown in Exhibit 4.
In each case, six models are presented, representing three different specifications each of which is tested over two periods: the full period and the nine-year sub-period.
Starting with offices, Exhibit 3 shows that changes in excess benchmark growth are positively related to changes in rental value depreciation rates. This suggests that rates of depreciation for existing buildings increase if rental growth in a location is relatively strong. In contrast, lagged growth in real GVA has significant negative coefficients, which suggests that stronger economic growth helps reduce rental value depreciation whereas strong real estate market growth does not (the lag in the former indicating that it takes time for economic growth to translate into real estate demand). Lagged changes in tender prices have significant negative coefficients. If a rise in tender prices reduces production of new office space and, thus, competition from new buildings, it makes sense that rental value depreciation rates would fall.
[INSERT EXHIBIT 3 HERE]
Negative coefficients for the linear age variable in the first two models point to reducing rates of rental value depreciation as buildings age through time. In the third and fourth models, splines for age are used and these divide the sample into two groups: offices between 0 and 40 years old and those greater than 40 years old as at end-1993. This division was chosen after examining the distribution of ages in the sample and because the early 1950s marked an upturn in UK office building after a long period without development. This gap resulted from wartime and postwar restrictions on both building materials and capital flows, while the design and construction of offices around this time also changed (Barras, 2009 ). The coefficients suggest that depreciation rates reduce with age in the 0-40 group, but not for buildings older than this. Testing of further splines did not reveal any alternative patterns such as an S-curve in rental value depreciation.
Results for the ratio variable are consistent with those found for age. The positive and significant coefficients for this variable indicate that assets with higher relative values at the outset of the period (newer or more prime buildings for the location concerned) had higher rates of rental value depreciation. 15 The coefficients for capital expenditure rates are significant and negative, which suggests a reaction in rental value depreciation in the year that money is spent on an asset.
However, these results do not indicate if the trade-off between amounts spent and subsequent values was worth it from an investor standpoint. Finally, changes in the land value measure (the proportion of land value to total development value in different locations) have a significant negative relationship with the dependent variable.
Exhibit 4 reports results for the industrial sample. Excess benchmark growth is again significant and a positive influence on depreciation rates. Thus, if rental growth in a location becomes stronger, rental value depreciation rates increase. Coefficients for lagged growth in real GVA are significant and negative while contemporaneous changes in tender prices are also negatively related to rental value depreciation rates, echoing the office sector results.
[
INSERT EXHIBIT 4 HERE]
The linear version of the age variable in the models for industrial real estate exhibits a negative relationship with rental value depreciation rates. The significant quadratic term suggests that this effect slows with higher values for age, though significance is only attained at the 10% level. Age splines in the third and fourth models split the industrial sample into two groups: assets between 0 and 20 years old and those greater than 20 years old as at end-1993. Results for the splines also indicate reducing rates of rental value depreciation, though only up to a certain age. The ratio variable has a significant and positive relationship with depreciation rates, consistent with results for the office sample. However, coefficients for capital expenditure rates, while negative, are only significant in the full period models while those for the land value variable are either insignificant or positive.
Between effects models
Results for offices are shown in Exhibit 5 and results for industrial assets are shown in Exhibit 6.
Once again, six models are shown in each case, representing three different specifications. These specifications are applied to the average annual rate of rental value depreciation as measured for the full period and the nine-year sub-period. Average values of the independent variables for those periods are used as regressors except where explicitly indicated. Coefficients for the linear age variables in Exhibit 5 are negative and significant, suggesting that the average rental value depreciation rate was lower for older assets. The significant quadratic term indicates that this effect reduces with higher values for age. A similar pattern is suggested by the third and fourth models where splines distinguish buildings in the 0-40 bracket from the older stock. Coefficients for the splines indicate that average depreciation rates decrease with age in the 0-40 group, but not for buildings in the older group. It must be recognised that this sample represents buildings that were owned by institutional investors throughout the period concerned and some older buildings that were traded may have depreciated more rapidly.
Nonetheless, the results are consistent with vintage effects found in other studies (e.g. Colwell & Ramsland, 2003; Corgel, 2007) .
Results for the ratio variable are consistent with those found in the random effects models, with significant and positive coefficients indicating that assets with higher relative values at the outset (i.e. that are closer to the benchmark level of quality for that location) had higher average rates of depreciation. Capital expenditure rates have a negative influence on rental value depreciation rates, but the coefficients are not consistently significant. In contrast, the land value variable has a consistently significant relationship with the dependent variable. The negative coefficients suggest that, in areas where land is a lower proportion of total value, rental value depreciation rates will be higher. This implies that a lower proportion of rent is paid by occupiers in those areas for the location element, so rental values are more exposed to building-related decline than for corresponding assets in higher land value areas.
For industrial real estate, Exhibit 6 shows that between effects models for the sub-period are again somewhat better than those for the full period. For instance, the age variables are only significant in models that focus on the shorter period. The results suggest a negative relationship between age and rental value depreciation rates that is more pronounced for younger buildings.
The linear ratio variable shows a positive and significant relationship with rental value depreciation rates while coefficients for capital expenditure rates are typically negative, but only significant in those models where the ratio variable is present. Finally, the land value measure again has a negative relationship with the dependent variable: in the areas where land is a lower proportion of total investment value, rental value depreciation rates are higher.
[INSERT EXHIBIT 6 HERE]
Further robustness checks for office sample
Some issues that may distort the results are now investigated further. Three issues are analysed, two of which relate specifically to the office data and the third of which is illustrated using the office sample. For brevity, results are reported only for tests on the shorter sub-period, 1997-
2005.
First, the office sample has a large cluster of buildings in just one location: Central London. Out of 206 office buildings available for modelling, 103 are in this area. The distinct nature of Central London within the UK office market, both from an investor and occupier perspective, raises the question of whether these assets may behave differently. To test this, models were re-estimated using the subset of buildings in this area and then the remaining sample of buildings. Selected coefficients from these models are shown in Exhibit 7.
INSERT EXHIBIT 7 HERE]
Results for excess benchmark growth in Exhibit 7 echo those shown above for the sample as a whole and the capital expenditure rate remains a significant variable in most models. Results for age are weaker, though. The negative relationship between age and rental value depreciation rates is still evident, but coefficients for these smaller samples are only significant in one instance. In contrast, the ratio variable remains significant for both Central London assets (between effects) and assets in the rest of the UK (between and random effects models). The land value measure is no longer influential, but this may reflect that the biggest distinction in proportion of land value to total value lies between Central London and the rest of the UK.
Second, there is a group of buildings in the office sample where reported age is greater than 50 years old. Although the age variable should recognise the timing of major refurbishments, it is likely that some, if not all, of these cases will have been refurbished and modernised. Thus, the recorded age may be a poor reflection of the effective age of the space. Therefore, models were re-estimated using only those buildings whose recorded age at end 1993 was below 50 years. The coefficients for selected models are shown in Exhibit 8 and suggest that the key result in relation to the negative relationship between age and rental value depreciation rates remains.
INSERT EXHIBIT 8 HERE]
Finally, a further test was made to see whether the inclusion of the land value measure distorts the results. This variable could be challenged on the grounds of the number of assumptions and inputs required for its construction. Coefficients for selected models that exclude this variable are also shown in Exhibit 8. Once again, the results for other variables are fairly consistent with those already presented and discussed.
SUMMARY
Depreciation in real estate values over time is an important issue in the pricing and management of real estate investments. Large scale investors in commercial real estate model real estate assets through time to identify the behaviour of different types of property, of different quality, within prime and secondary markets. More detailed datasets are now emerging that enable the life cycle of buildings to be analysed for the purpose of modelling cash flows and determining in advance optimum refurbishment and redevelopment periods. Depreciation rates play an important part in this process and the findings in this paper should enable such rates to be applied within a more fine-grained process; concerning, for example, shape of depreciation, newer against older assets, impact of periodic expenditure and impact of different market states. Owing to data limitations, much prior research concentrated on measuring depreciation rather than testing the causes. This paper seeks to begin to address this imbalance.
Specifically, this paper empirically identifies causes of rental value depreciation rates for samples of office and industrial buildings in the UK. The rate at which commercial real estate rents fall through time relative to rents for new buildings influences the values of existing stock and is a major driver of the timing of refurbishment or redevelopment. A dataset of rental value depreciation rates for 375 UK office and industrial buildings was assembled as well as variables that represent the potential major drivers of rental depreciation. These variables included the age and quality of the buildings, the amount spent on them and estimates of land values. Panel data techniques were then employed and robustness checks performed to reach consistent findings.
A major finding is that the higher quality properties in each market suffer more from rental value depreciation than their lower quality counterparts. Quality is not measured directly, but has been assessed for each building using the ratio of its rental value to an estimated benchmark value for its location as at the start of the period. Results for age complement this finding as they suggest that newer assets have higher rental value depreciation rates than older stock, though this effect disappears after a certain age. In fact, if a property survives to a certain age, its rental value may cease to deteriorate relative to new properties in that location. The analysis did not detect other patterns in the earlier life or quality cycle of buildings such as an S-curve. The results appear to be more consistent with a geometric or a steeper convex-to-origin profile in rental value depreciation, echoing the findings of seminal research by Hulten & Wykoff (1981) .
Another finding is that capital expenditure mitigates the effects of rental value depreciation. This has been suggested before in previous research, but is confirmed here by analysis that controls for other relevant drivers of depreciation rates. Meanwhile, the influence of land values on rental value depreciation rates was tested by estimating office and industrial land values for different locations. Where land value makes up a higher proportion of total value, this seems to reduce rental value depreciation rates, suggesting that important differences in such rates will exist across regions and within urban areas. However, improvements in land value data for the UK are needed in order to confirm these findings.
How depreciation behaves through time has been the subject of inconclusive analysis in the past.
The time dummies in the random effects models did not show any consistent trend or cyclical pattern in depreciation over this period and so were not reported. Yet there were clear findings in relation to time variations specific to individual properties. Rental value depreciation rates are increased in locations where growth is stronger than average and also holds over the longer term as shown by the between effects results. However, when regional economic growth is strong, both office and industrial depreciation rates appear to be reduced. It is difficult to reconcile these findings, but they may reflect the interaction of economic and real estate cycles. When user demand for a location is high, depreciation may be low at first as all buildings benefit. As developers then respond to any upturn, competition for new space may drive stronger growth in prime rents than in rents for existing assets, up until demand in the location is exhausted. After this, prime rents may come under more pressure to fall, closing the gap between newer buildings and the rest of the stock.
However, appraisal issues affecting rental values might be influencing the results, particularly if there are differences in approach to appraising existing assets versus prime benchmarks. Thus, future studies would benefit from creation of transaction based indexes of market rent to test the findings further. Nonetheless, the approach taken here has yielded important insights into why rental depreciation varies between buildings, both from period-to-period and in the longer term.
The results also suggest interesting areas for future research. Interactions between depreciation, market conditions and the real estate development cycle is one such area, while the relationship between rental depreciation, expenditure and lease terms also merits further attention.
ENDNOTES
1 Steeper refers to a higher rate of depreciation for the earlier years of an asset's life than for later years.
2 Renovation decisions are explored theoretically by Wong & Norman (1994) and, more recently, Shilling et al. (2006) .
3 Baum & Turner (2004) argued that long triple net leases in the UK, where responsibility for all repairs was passed to tenants, encouraged owners to passively manage assets, with the effects of depreciation only addressed at lease expiry. Such an approach may lead to greater depreciation in the long run.
9 CBRE are a global property services company. The data they provided underlies their UK Rent and Yield Monitor publication.
10 Lack of maintenance during a lease should not significantly affect rental values as tenants are legally required to address this under the UK triple net lease structure. In practice, there might be incentive issues in terms of the degree of maintenance that tenants perform relative to ownerssee Wiley et al. (2014) .
11 Correlations between average capital expenditure rates and benchmark rental growth rates are -0.03 and -0.11 for office and industrial assets, respectively. Correlations between expenditure rates and age are -0.07 and 0.01 for the office and industrial samples while they are 0.19 and 0.13 between expenditure rates and the ratios of asset to benchmark rental value. 12 The three month LIBOR rate was obtained from the Bank of England website. The margin used by banks when lending against speculative development schemes is reported by Maxted and Porter (various) in their annual survey of real estate lending activity. This survey only dates back to 1999, so earlier figures for the margin were set at the 1999 rate.
13 Note that we measure the importance of land within a location generally and do not attempt to estimate the specific value of each site and its contribution to the total value of each asset in the sample, for which far more detailed comparable data would be required -see Ozdilek (2015) or Shi (2015) .
14 The threshold selected for the process was 2.5%, which meant truncating 1.25% of observations in each tail of the distribution for these variables. One-tailed truncation was applied in the case of both the age and capital expenditure rate variables in order to prevent the removal of low values that are valid and not outliers. 
