Abstract. One of the key steps in compressed sensing is to solve the basis pursuit problem min ∈ℝ {∥ ∥ 1 : = }. Bregman iteration was very successfully used to solve this problem in [40] . Also, a simple and fast iterative algorithm based on linearized Bregman iteration was proposed in [40], which is described in detail with numerical simulations in [35] . A convergence analysis of the smoothed version of this algorithm was given in [11] . The purpose of this paper is to prove that the linearized Bregman iteration proposed in [40] for the basis pursuit problem indeed converges.
Introduction
Let ∈ ℝ × with > and ∈ ℝ be given. Assume that is a surjective map, i.e., is invertible. Then there are infinitely many solutions for the system of linear equations = , e.g., = ( ) −1 is the solution minimizing the ℓ 2 -norm among all solutions. For applications in compressed sensing, it amounts to finding a minimal ℓ 1 -norm solution, i.e., the solution should satisfy the following minimization problem:
The set of all solutions of = is convex. Since ∥ ⋅ ∥ 1 is coercive, the set of all solutions of (1.1) is a nonempty convex set. The interested readers should consult [14, 15, 16, 17, 27, 38] and references therein on theory of compressed sensing for more details.
One can transform (1.1) into a linear programming problem, and then solve it by a conventional linear programming solver in many cases. However, such solvers do not use, for example, the facts that matrices are normally formed by rows of some orthonormal matrices corresponding to fast transforms where both and can be computed by fast transforms, and that the solution to seek is sparse. These facts are indeed true in the applications of compressed sensing. More importantly, the algorithm should be robust to noise and should take care of the difficulties that the matrix is huge and dense. Therefore, there is a need to find a more efficient algorithm that adapts to the above challenges.
For these purposes, a simple and fast algorithm based on linearized Bregman iteration was proposed in [40] . The linearized Bregman iteration for (1.1) is (1.2)
where 0 = 0 = 0, and
is the soft thresholding operator given in [26] with
In the first step of (1.2), we add the transformed error − by into to obtain +1 . This can be understood as an updating of by an approximation of a solution of the error equation = − which may not be sparse. In fact, when = , ( − ) is the solution of the error equation minimizing the ℓ 2 -norm. In the second step of (1.2), we threshold +1 by . This step produces a sparse vector +1 and removes the noise. In fact, if we choose a large (as we will see later, this is the case in both theory and practice), only large components in +1 are nonzeroes in +1 . This implies that +1 is a sparse vector, and the noise contained can be efficiently removed. When the observed data contains noise, one can stop iteration (1.2) whenever, e.g.,
where 2 is the variance of the noise. The linearized Bregman iteration (1.2) is very efficient and robust to noise in solving the problems in which the underlying solution is very sparse. This fact is shown by the numerical experiments in [35] for the applications arising from compressed sensing. It can be made even faster by introducing a simple numerical device called "kicking", which resembles line search (see [35] for details). Furthermore, the linearized Bregman iteration has led to a very fast frame based deblurring algorithm as shown in [12] .
Finally, we remark that the idea of applying a thresholding operator to each iterate in an iterative algorithm to obtain a sparse and noise free solution has been used successfully in image and signal processing in many occasions. The interested readers should consult, e.g., [7, 6, 8, 9, 10, 13, 20, 21, 22, 24, 25] , for details.
It is proven in [11] that if { } ∈ℕ generated by (1.2) converges, its limit is the unique solution of (1.5) min
It was also shown in [11] that the limit of (1.2) becomes a solution of the basis pursuit problem (1.1) as → ∞. Furthermore, it was shown in [11] that the corresponding linearized Bregman iteration converges when a smoothed ℓ 1 -norm is used. However, there is no result on the convergence of the sequence { } ∈ℕ of (1.2). In this paper, we prove that iteration (1.2) does converge.
Backgrounds and main results
In this section, we start with some backgrounds of the algorithms, and end up with our main results.
Bregman and linearized Bregman iterations.
Iterative algorithms involving Bregman distance was introduced to image and signal processing by [18, 19] and by many other authors. See [34] for an overview. In [34] , a Bregman iteration was proposed for the nondifferentiable TV energy for image restoration. Then, in [40] , it was shown to be remarkably successful for ℓ 1 -norm minimization problems in compressed sensing. To further improve the performance of Bregman iteration, a linearized Bregman iteration was invented in [23] ; see also [40] . More details and an improvement called "kicking" of the linearized Bregman iteration was described in [35] , and a rigorous theory for a smoothed ℓ 1 -norm was given in [11] . The linearized Bregman iteration was applied to tight frame-based image deblurring in [12] . Recently, a new type of iteration based on Bregman distance, called split Bregman iteration, was introduced in [29] , which extended the utility of Bregman iteration and linearized Bregman iteration to minimizations of more general ℓ 1 -based regularizations including total variation, Besov norms and sums of such things.
The Bregman iteration and the linearized Bregman iteration are all based on Bregman distance [3] , which is defined by
where is a convex function, ∈ ∂ ( ) is a subgradient in the subdifferential of at the point . Notice that ( , ) is not a distance in the usual sense, since ( , ) ∕ = ( , ) in general. However, it measures the closeness between and in the sense that ( , ) ≥ 0, whenever is convex, and ( , ) ≥ ( , ) for all points on the line segment connecting and .
The Bregman iteration for the general problem
This iteration was first proposed in [34] for total variation denoising, and then applied to the ℓ 1 -norm minimization problem (1.1) in [40] . It was proven in [34] that the error ∥ − ∥ 2 decreases to 0 for any convex function . It was further shown in [40] that (2.3) with ( ) = ∥ ∥ 1 reaches a solution of (1.1) in finitely many steps. By letting = ∑ −1 =0 ( − ), it was shown in [34, 40] that the Bregman iteration has a beautiful formulation (2.4)
where 0 = 0 and 0 = 0. Since the parameter is arbitrary, one can choose an optimal such that the condition number in the second step is optimized. Therefore, the Bregman iteration (2.4) is efficient in solving (2.2). It was also explained in [29] why (2.4) with ( ) = ∥ ∥ 1 is particularly efficient in solving (1.1).
The convergence and error analysis of the Bregman iteration were studied in, for examples, [4, 34, 37, 40] . It was pointed out in [40] that the Bregman iteration (2.3) or (2.4) is equivalent to an augmented Lagrangian method in [33, 30, 36, 28, 1] .
However, in the second step of (2.4), we need to solve a minimization problem. To improve the performance, the linearized Bregman iteration was proposed in [23, 40] . The idea is to approximate the term ∥ − ∥ 2 in (2.3) by its Taylor expansion around ,
where is a fixed parameter. With this, we obtain the linearized Bregman iteration as follows: Given 0 = 0 = 0, we iterate (2.5)
} ,
If ( ) = ∥ ∥ 1 , the linearized Bregman iteration (2.5) can be reformulated into the compact form (1.2); see [40, 11] .
Convergence of linearized Bregman iteration for general problems.
The following result of [11] says that if (2.5) converges, the limit is a minimizer of the right cost functional.
Proposition 2.1 ([11]).
Suppose that the sequence { } ∈ℕ generated by (2.5) converges, and { } ∈ℕ is bounded. Then the limit of { } ∈ℕ is the unique solution of
Furthermore, [11] also gave the following convergence result for (2.5):
Proposition 2.2 ([11]). Suppose that ( ) is convex and differentiable, and its gradient satisfies
Then both the sequences { } ∈ℕ and { } ∈ℕ generated by (2.5) with 0 < < 
where 1 is the solution of (1.1) that has the minimal ℓ 2 -norm among all the solutions of (1.1).
Since ( ) = ∥ ∥ 1 does not satisfy the condition (2.7), one cannot apply Proposition 2.2 to prove the convergence of (1.2). To overcome this, we used in [11] a convex differentiable function ( ) to approximate ∥ ∥ 1 ,
We remark that is also known as the Huber norm [32] and the Moreau-Yosida 1 -regularization [31] of the ℓ 1 -norm. It is easy to verify that 0 ( ) = ∥ ∥ 1 , and with > 0 satisfies (2.7). It was also derived in [11] that the linearized Bregman iteration (2.5) with = can be reformulated into the following compact formula: (2.10)
)] is the thresholding operator with (2.12)
Iteration (2.10) can be understood as a smoothed version of iteration (1.2). By Propositions 2.1 and 2.2, the sequence { } ∈ℕ generated by iteration (2.5) with = , > 0, converges to * , , the unique solution of (2.13) min
Moreover, we showed in [11] that, as → 0, the limit * , converges to a solution (2.8). This, together with Proposition 2.3, implies that, for sufficiently small and sufficiently large , the linearized Bregman iteration (2.10) gives a good approximation of the solution of the basis pursuit problem (1.1).
In short, what [11] has achieved is that the basis pursuit problem (1.1) can be solved as the limit of a smoothed version of iteration (1.2). However, there is no convergence result for iteration (1.2) itself. In Section 3, we will prove the following convergence theorem, the main result of the paper, for the linearized Bregman iteration (1.2) for (1.1). In this sense, this paper can be regarded as a continuation of [11] . The second part of the theorem follows from the convergence of the sequence { } ∈ℕ and Proposition 2.3. It only remains to prove that the sequence { } ∈ℕ converges, which is done in the next section.
The proof given here goes along with the approach of [11] . Since the area of the convex optimization is well developed, there is a rich literature on the convergence of iterative algorithms for constrained minimization. For example, one can show that the linearized Bregman iteration (2.5) is equivalent to gradient descent applied to the dual of problem (2.6), hence, it becomes the Uzawa's algorithm. The Uzawa's algorithm is a well studied subject and the interested reader can find more details for example in [2, 1] . This observation of connecting the linearized Bregman iteration to the Uzawa's algorithm is given in [5] where a singular value thresholding algorithm is developed for the matrix completion. A similar observation was also communicated to the second author of this paper by Wotao Yin in [39] . Once this linkage is established, the analysis of convergence can be go along with that of the Uzawa's algorithm. However, we keep our original proof here, since it helps us to develop an algorithm for applications beyond compressed sensing. For example, this proof motivates us to derive an efficient frame based deblurring algorithm and its convergence analysis in [12].
Proof of the convergence
In this section, we prove the convergence of (1.2), i.e., Theorem 2.4. Our strategy is as follows. We first show that the energy ∥ − ∥ 2 is decreasing by citing a lemma in [40] . Then, we show the boundedness of the sequence { } ∈ℕ , hence there exists at least one clustering point. Finally, we show that every clustering point is the unique solution of (1.5). Therefore, by the uniqueness of the solution of (1.5), we conclude that { } ∈ℕ converges to the solution of (1.5).
We first cite a lemma which was shown in [40] . We include the proof to make the paper self contained.
Lemma 3.1 ([40]). Assume that
< . Then
Proof. By the first equation in (2.5), we have
This, together with the nonnegativity of the Bregman distance, implies
which is equivalent to
With some manipulations, this leads to
It, in turn, gives
This leads to (3.1) . □
The following lemma shows the boundedness of { } ∈ℕ . It is shown by orthogonally decomposing into the sum of two components: one is in the range of and the other is in the kernel of . Hence { } ∈ℕ is bounded. The boundedness of { } ∈ℕ is an immediate consequence of (3.4) . □ Lemma 3.3. Assume that < . Then
In particular, when is rectangular and surjective, converges to , i.e., 
On the other hand, by (3.1) in Lemma 3.1, one has that
By letting → ∞ in (3.7), (3.8) implies that, for any finite integer ℓ, lim →∞ +ℓ − = ℓ . Therefore, there exist an 0 such that for all > 0 ,
By Lemma 3.2, the sequence { } ∈ℕ is bounded, i.e.,
However, if we choose ℓ = ⌈(2 + 2)/∥ ∥⌉ that is finite because ∕ = 0, then by (3.9) ∥ +ℓ ∥ ≥ + 1. It contradicts (3.10). □ Remark 3.4. Lemma 3.2 and Lemma 3.3 still hold even when is not surjective, since the proofs do not depend on the surjectivity of . In particular, the conclusion of Lemma 3.3 is that the limit of is a solution of min ∥ − ∥ 2 , i.e., a least square solution.
With the above lemmas, we are ready to prove the main result of the paper, Theorem 2.4.
Proof of Theorem 2.4. In order to prove Theorem 2.4, it only remains to show that the sequence { } ∈ℕ converges. Since { } ∈ℕ is bounded by Lemma 3.2, there exist convergent subsequences. We show that the limit of an arbitrary convergent subsequence is the unique solution * ,0 of (2.8). By the uniqueness of * ,0 , we obtain (2.14).
Let { } ∈ℕ be an arbitrary given convergent subsequence and˜its limit. Next, we prove that˜= * 
