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ABSTRACT
Avalanche multiplication of charge carriers as a result of successive impact ionization has led
to the development of solid state avalanche photo-detectors. Crystalline based avalanche photo-
diodes have found a variety of applications including laser range finders and fiber optic telecom-
munications. Recently, there is a growing interest to employ amorphous semiconductors due to
their economically favourbale costs and capability to be readily prepared in the desired size and
structure with high efficiency. Selenium is the only material that has been reported to clearly
feature the avalanche phenomenon in the amorphous phase in a practical electric field. Selenium
based avalanche photo-diodes motivated commercialization of TV camera tubes which are ca-
pable of capturing images at extremely low light intensities. In addition, amorphous Selenium
exhibits a high potential for development of x ray and γ ray detectors for medical imaging
devices. Hence, studying the electronic properties of Selenium is worthwhile for advancement
of functional amorphous materials that feature impact ionization.
The energy loss mechanism that prevents the carriers from gaining sufficient kinetic energy
to initiate impact ionization is inelastic scattering of electrons and holes with optical phonons.
The latter interaction in Selenium is analyzed in this work. To overcome the computational
difficulties, a crystalline structure of Selenium was studied, however it is of interest to extend
the outcomes to amorphous phase. Here, we assume that the calculated results based on trigonal
Selenium structure can be also translated into the amorphous structure.
This assumption is supported by further studies of density of states and phonon density of
states in both amorphous and crystalline phases of Selenium. In addition, validity of our as-
sumption is further confirmed by simulating an amorphous Selenium structure. Volume defor-
mation potential was studied for both trigonal and the simulated amorphous selenium.
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Electronic structure of trigonal Selenium was studied and calculations of electron-phonon
matrix elements were performed in order to analyze the inelastic scattering processes. Com-
putations were done in the framework of density functional theory. Results represent a more
intense scattering rate for electrons than for holes. This resolves the long standing question that
why holes undergo avalanche multiplication at lower electric fields than electrons in amorphous
Selenium.
A closer study of the electronic structure prepared in latter analysis suggest that a domination
of holes avalanche multiplication can be observed in Selenium. This is because the excess
energy of electrons is confined by a peculiar dispersion of the conduction band. The latter
provided a basis to propose the single carrier multiplication due to a limited band dispersion
for development of novel functional semiconductors. Single carrier avalanche is a performance
requirement of APDs with low excess noise. Further investigation involved calculations of
ionization threshold energies and analysis of all possible inverse Auger transitions for both
electrons and holes in the Selenium Brillouin zone.
In addition, though the low excess noise is a requirement for development of Selenium-
based avalanche detectors, at the same time the energy resolution is another important factor
for Selenium-based direct conversion detectors. Energy resolution can be determined by Fano
factor. Therefore, the Fano factor and pair creation energy were also studied through numerical
analysis of density of states for trigonal and amorphous Selenium in this thesis.
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1. INTRODUCTION
1.1 Crystalline and non-crystalline solids
This communication is a theoretical modeling of high-field charge transport properties in trigo-
nal (t-Se) and amorphous (a-Se) Selenium. Selenium as a semiconductor falls into the category
of condensed matter physics which is further divided into two groups, crystalline and non-
crystalline ([1] Ch.1). A crystal can be defined as a material with a periodic structure. The latter
is also called an ordered structure in which atoms are arranged in a repeating pattern along all
directions ([6] Ch.7). As opposed to ordered structure, the materials with no periodic pattern
are called disordered. The term amorphous has also been commonly used as a synonym for
disordered materials. In general, the positions of atoms are not predictable in an amorphous
solid while the atomic positions are uniquely defined in a crystalline solid ([7] Ch.1).
However, though the atomic structure of an amorphous material is not periodic, it is not
entirely random either. An example of a totally random atomic distribution is an ideal gas.
Fig. 1.1 illustrates the difference between a perfect structure and an amorphous structure of
Selenium. Fig. 1.1a represents the lattice configuration of trigonal Selenium where atoms are
arranged in a helical chains structure [8]. Fig. 1.1b is a structural model of amorphous Selenium
simulated using 50 atoms in a cubic cell. It is clear from this figure that no periodic pattern can
be observed in the disordered system.
More specifically, non-crystalline arrangement stands in between a completely random struc-
ture and a perfect crystalline structure. The degree of orderliness can clarify this structural
difference. A long range order is observed in a structure where atoms are arranged in a repeat-
ing pattern over an infinite distance. On the other hand, a structure in which the orderliness
is present only over distances comparable to the interatomic distances features the short range
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(a) (b)
Fig. 1.1: (a) Crystalline structure of trigonal Selenium [8], (b) simulated structure of amorphous Sele-
nium
order properties [9].
None of the long-range order and the short-range order can be seen in an ideal gas since the
locations of atoms are independent of each other ([10] p. 186). Fortunately, short-range order
is observed in non-crystallines and liquids due to a certain arrangement of nearest atoms ([11]
Ch. 2). At the same time in non-crystalline and liquids, the orderliness of neighbouring atoms
is transferred to disorderliness at long distances. In other words, the long-range order doesn’t
exist in these materials ([1] Ch.2).
The discussion of long-range and short-range order in Selenium helps gain a better under-
standing of the structural difference in t-Se and a-Se. The amorphous structure lacks trans-
lational symmetry, but it shows a degree of local correlation between atoms. This implies a
short-range order. This short-range order fulfills the requirement for the electronic properties of
disordered Selenium ([12] Ch.1). t-Se lattice consists of helical atomic chains (see Fig. 1.1a),
where the mutual orientation of those chains preserve the periodicity of the structure. Inside the
chains, the short-range order is determined by the bond length r and the bond angle θ and also
the coordination number of atoms ([1] p.34). Figure. 1.2 shows the atomic configuration inside
Selenium chain.
The degree of orderliness of the system in long distances can be controlled by dihedral angles
and intermolecular structure ([13] p.30). The dihedral angle for crystalline Selenium is shown
in Fig. 1.2. In fact, it is the variation in the dihedral angle which takes away the periodicity
of a crystalline structure. Amorphous Selenium can be modeled by random selection of these
dihedral angles in Selenium chains, taking into account that the bond angle and the bond length
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Fig. 1.2: Dihedral angle φ, bond angle θ, and bond length r are shown in the picture
are uniquely defined [14, 15]. In Chapter 4 the structural modeling of a-Se and the details of
calculations are provided.
The physical observable that the orderliness of a structure can be inferred from is the radial
distribution function (RDF) ([1] p.34). The latter is the probability of finding an atom at dis-
tance R from another atom. The extreme example of a RDF can be observed in an ideal gas
where the nearest neighbors are at the same distance for all atoms due to the random relative
atomic positions in an ideal gas ([12] p.19). The schematic illustration of the pair distribution
function for crystalline and amorphous states are shown in Fig. 1.3a. Readily discerned from
the amorphous RDF, the first few peaks are deterministic of the short range order. However, the
correlation between atom pairs are lost in amorphous structure after a few interatomic spacings
as a consequence of disorder ([12] p.5). The latter results in an almost uniform distribution of
RDF at long distances in amorphous solids.
The distribution function for amorphous Selenium and its comparison with experiment is
given in Fig. 1.3b. This a-Se structure was constructed by combination of a lattice random walk
theory and ab initio molecular dynamics [16]. The first and second nearest neighbor peaks are
evident at 2.3 Åand 3.65 Å. The orderliness is lost after r > 4Å. Our calculated pair distribution
function will be presented in chapter 4, where we introduce our modeled amorphous structure.
Another property that characterizes a material phase is its thermodynamical state. While
crystals are in equilibrium, non-crystalls possess a meta-stable phase which changes with time
([1] p.6). For instance, amorphous Selenium film starts crystallization at temperatures above
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Fig. 1.3: (a) Schematic illustration of radial distribution function in crystalline and disordered solids
([12] p.5), (b) Radial distribution function in a-Se [16]
40≤C [17]. The latter properties can be interpreted in terms of enthalpy H which describes the
total energy of a system. A schematic diagram of H for two phases of glass and crystal is shown
in ﬁgure 1.4. At room temperature, in general, crystal has the smallest enthalpy. In contrast,
a glass has a minimal energy which is higher than the corresponding crystalline phase. This
minimal energy is attributed to the quasi-equilibriumness of disordered materials ([1] Ch.3).
Although, the structural diﬀerence between disordered and crystalline materials was clariﬁed
here, more precisely, the disordered solids include two groups of amorphous and glass materi-
als. According to the deﬁnition of Mott (1979) [18], a glass is a disordered solid prepared by
melt quenching of a liquid while an amorphous is a disordered solid which is produced through
vapour or plasma depositions. Later on, the terms amorphous and glass are used synonymously
in the present study unless it is otherwise speciﬁed. Amorphous solids primarily encompasses
thin ﬁlms, nano-structures and gels. This project is devoted to the study of amorphous and trig-
onal Selenium. In the next, the interest for the latter selection is described.
Selenium is in group VI of the periodic table. These elements are referred to chalcogens.
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Fig. 1.4: Enthalpy of a material as a function of atomic configuration ([1] p.65)
Compounds containing at least one of Sulfur, Selenium or Tellurium are called chalcogenide
materials. Chalcogenide semiconductors have had a place in the electronics industry for nearly
half a century. They have found various applications from data storage devices [19, 20, 21, 22]
to the medical imaging systems [23, 24, 25, 26, 27].
Historically, Selenium is one of the oldest semiconductor materials that has practical physical
properties, such as photoconductivity. Willoughby Smith in 1873 discovered that the electrical
resistance of selenium varies significantly with the amount of light falling on it. The photocon-
ductivity of selenium led to a commercial method for converting images into electrical signals
[28]. The latter makes Selenium an interesting semiconductor for photocell applications [29].
A significant advance in Selenium research was achieved in 1950s when the Xerox corpora-
tion commercialized the xerography systems using amorphous Selenium film [30]. Later on,
development of scanned electrometer readouts in commercial digital chest x-ray imaging sys-
tems enabled the digitalization of the X-ray image. This readout technique provided a basis for
the development of amorphous Selenium digital flat panel x-ray image detectors [25, 31, 32].
Recently, Selenium has attracted significant attention due to the observation of charge carrier
avalanche multiplication in practical electric fields [33, 34]. Moreover, today’s electronics mar-
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ket is interested in the development of functional materials which are readily produced in the
desired size and structure with low cost and high efficiency. a-Se can be readily prepared using
conventional vacuum-deposition techniques with reproducible properties so that the results will
be typical for any a-Se photodetector. a-Se offers the advantage of reduced cost and capability
of large-area element production ([35] Ch.1). The combination of the above demonstrates the
high potential of a-Se for the development of new imaging modalities.
In the following sections, first, charge carrier avalanche multiplication and its application
in development of avalanche photodiodes are reviewed. Afterward, the current technological
stages of a-Se in application of avalanche based and non-avalanche based detectors are dis-
cussed.
1.2 Avalanche multiplication
Two types of mobile carriers in semiconductors are holes and electrons. In a regular p-n junction
photodiode, the incident photon is absorbed by the semiconductor when its energy is greater
than the semiconductor’s energy gap . As a result, an electron-hole pair is generated. The
electrons drift toward the positive electrode and the holes drift toward the negative electrode
due to the applied external voltage. Once the voltage is high enough to accelerate the charge
carriers up to a certain kinetic energy, the carriers can collide with other lattice atoms to ionize
them and create new electron-hole pairs ([36] Ch.4). This process is called impact ionization.
The case of successive impact ionization occurs in a reverse-biased diode when the electric
field increases at the depletion region. The charge carriers acquire sufficient energy to generate
electron-hole pairs. These energetic secondary carriers are also able to create new e-h pairs.
Thereby an avalanche of holes and electrons will travel through the semiconductor and a sudden
increase of the reverse current in the diode will be observed. This process is called avalanche
multiplication. ([37] p.523).
The avalanche phenomenon led to the development of avalanche photodiodes (APDs). The
latter is a photodetector which converts the incident photons to electric charges, and the charges
are then accelerated by a reverse bias below the breakdown voltage. As a result, the charge
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Fig. 1.5: Schematic process of holes avalanche multiplication
carriers undergo avalanche multiplication. An internal current is read out and can be enhanced
further by an external amplifier ([38] Ch.13.6). The difference between an APD and a regular
photodiode is that the APDs can support higher electric fields. Thus, APDs take advantage of
internal gain (avalanche multiplication) and they can also measure the optical signal intensity.
The amount of charge carriers generated is characterized by the avalanche gain, which is typi-
cally between tens and hundreds ([38] Ch.13.6). Fig. 1.5 illustrates a schematic graph of a linear
mode avalanche process where the incident photon is absorbed, and the generated charges are
multiplied during their drift across the sample ([38] Ch.13.6). APDs can be considered as an
analog of photomultiplier tubes, but with higher photon detection efficiency ([39] Ch.10.3, [40]
p.265).
To ensure a high quantum efficiency avalanche photodetector, the semiconductor should fea-
ture good photoconductive properties to absorb the incident photons [2]. At the same time, the
material should be preferably an insulator in the dark (low dark current) [2]. Due to the stochas-
tic nature of ionization processes, the extra noise that is always associated with the avalanche
photodiodes is called excess noise (F). This noise can be calculated with the McIntyre formula
[41]
F = kM +
(
2
1
M
)
(1 K) (1.1)
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Fig. 1.6: Electron excess noise factor versus multiplication factor for diﬀerent k [2]
where k is the impact ionization coeﬃcient ratio for electrons α and holes β (k = β/α), and M
is the avalanche gain. Fig. 1.6 demonstrates the electron excess noise versus avalanche gain
for diﬀerent k factors [2]. It can be seen that the lowest electron excess noise can be obtained
when k = 0. In this case, only electrons participate in avalanche multiplication so that the
electron impact ionization coeﬃcient α is much higher than the corresponding value for holes
β. This makes the k factor very close to zero. Conversely, multiplication of both carriers, k 1,
results in higher noise in APDs. Therefore, the appropriate choice of material is critical in the
development of high eﬃciency avalanche photodiodes. To obtain the most eﬃcient detector,
there have been numerous studies on various materials that feature avalanche multiplication.
Many studies have been done to achieve low excess noise and high gain in the technologi-
cally available semiconductors including S i, InP, GaAs, AlxIn1 xAs, AlxGa1 xAs, S iC, GaInP
and HgCdTe [42, 43, 44, 45]. However each crystalline semiconductor has its own pros and
cons, though the non-crystalline semiconductors present additional advantages which attract the
attention of the electronics market. One of the major beneﬁts of disordered semiconductors is
the feasibility of these materials to be produced in a large area with economic cost ([35] Ch.1).
Amorphous semiconductors can be prepared in thin layers to save on material cost. Another ad-
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vantage is that amorphous layers can be deposited at lower temperatures than what is required
for crystal growth. For instance, hydrogenated amorphous Silicon can be deposited at a very
low temperature, about 80≤C, while crystal Silicon growth requires temperature higher than
1000≤C. This low temperature allows the use of plastic as the substrate, and as a consequence
it leads to the mass production of devices such as solar panels with low cost [46].
The latter characteristics of disordered materials favour the selection of amorphous Selenium
for application to photodetectors in desirable sizes with favourable costs. In addition to this, the
charge transport mechanism also plays a signiﬁcant role in feasibility of impact ionization in
a-Se. In the next, a quick review of the electronic properties of crystalline and non-crystalline
Selenium is provided. Detailed discussions of the electronic structure and band-localization of
Selenium are provided in Chapter 3.
Amorphous and crystalline semiconductors share the same basic electronic and optical prop-
erties [47]. However, in contrast to crystals, there are fundamental properties associated with the
disordered materials that limit the ability of amorphous semiconductors to exhibit the avalanche
multiplication phenomenon. The disorder potential in amorphous selenium causes strong elec-
tron scattering and eventually electron localization, in which the wavefunction is conﬁned to a
small volume rather than being extended ([12] p.13). The wavefunction representation is illus-
trated in Ch. 3, where we show that the long range disorder in a-Se results in localization of the
band edges. This can be inferred from analysis of density of states (DOS).
The corresponding density of states for crystal and amorphous solids is shown in ﬁgure 1.7.
DOS denotes the number of electron states per unit energy per electron in a material. The
shaded area in Fig 1.7b corresponds to the band tails due to the localized states. Unlike the
extended states, electrons in the localized states are not free to travel anywhere in the material
and therefore their mobility is limited [48].
The mobilities of charge carriers in a periodic structure are higher than ones in a disordered
structure. Scattering of charge carriers from the random disorder potentials in amorphous mate-
rials limits the charge carriers drift mobilities. The hole mobility in trigonal Selenium is in the
range of 6..28 cm2/Vs while the corresponding value in amorphous phase of Selenium is about
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Fig. 1.7: Schematic illustration of (a) DOS of crystalline Se[48], (b) DOS models in a-Se proposed by
Mott [49]
0.1 cm2/Vs [33]. In addition to scattering with disorder potential, the electron trapping which
is governed by localized states, limits the mobility of carriers in disordered solids [50]. The
latter facts show that not many amorphous semiconductors are able to feature the avalanche of
charge carriers. Among various amorphous semiconductors, avalanche multiplication is clearly
reported only in amorphous Selenium (a-Se) at practical electric fields about 80 V/µm [33, 34].
However amorphous Silicon hydrogenated (a-Si:H) has been also reported to exhibit avalanche
multiplication, the required high electric field about 150 V/µm [51] suppresses development of
practical applications.
This avalanche phenomenon in a-Se has found a variety of applications in medical imaging
systems. The next section reviews the avalanche-based and non-avalanche based amorphous
Selenium photodetectors.
1.3 Application of amorphous Selenium based photodetectors in medical
imaging
Today, amorphous Selenium as a photodetector is employed into two categories of imaging
devices. In the first category, it is used as an x ray photoconductor in the development of
direct conversion flat panel detectors (Direct FPDs) where the incident x ray is absorbed by
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Fig. 1.8: Direct conversion a-Se based photodetector (left image), An indirect conversion photodetector
(right image) .
Selenium and, it is then converted directly to electric charges (see Fig. 1.8) [52, 53, 54]. FPDs
are used as imaging devices in digital radiography [55, 56] and digital mammography [57].
Other conventional FPDs utilize a scintillator such as Cesium iodide in order to convert the
x ray to light. Light is then subsequently detected by the pixel photodiodes and stored in the
form of electronic charge in the capacitors associated with each pixel[58] (see Fig. 1.8). The
relative performance of direct and indirect digital radiographic systems influences their clinical
effectiveness. Therefore a specific comparison of FPD performance is required.
The modulation transfer function (MTF) is a measure of the transfer of contrast from the
subject to the image. In other words, it measures how faithfully the imager reproduces details
from the object to the image produced. Direct FPD yields a superior MTF over the indirect
FPD [59]. In addition, the indirect detector ends up with a degraded image and low spatial
resolution due to the possible loss of photons as a result of two steps conversion processes
and light scattering [59]. Fig. 1.8 illustrates direct conversion and indirect conversion based
photodetectors.
The second category of a-Se detectors are based on avalanche multiplication. Avalanche
multiplication in Selenium was first observed by Juska and Arlauskas in 1980 [33]. Their ex-
periment used an a-Se sample sandwiched between two insulating layers, which prevent charge
injection from the electrodes to the sample. Avalanche phenomenon in amorphous Selenium
was commercialized by Tanioka [60] in 1987 through development of high gain avalanche rush-
ing photoconductor (HARP) for TV camera tubes. Inside a HARP pick up tube, an electric field
of about 100 V/µm accelerates the holes, and the hot carriers generate additional e-h pairs by
impact ionization through the a-Se layer [61]. This can provide a sensitivity of about 100 times
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Fig. 1.9: The HARP camera (left image) is 600 times more sensitive than a standard camera (right
image)[63].
greater than conventional CCD cameras. The relatively low noise produced by the avalanche
process leads to a high sensitivity of the camera. Due to the internal amplification system, each
incident photon results in a significant electrical output. Therefore, the HARP camera is capable
of capturing bright images even at low intensity light [62].
The HARP camera also entered the medicine world. A new HARP camera which is about
600 times more sensitive than the conventional cameras can be used as the display system in
ophthalmic surgeries [63]. In cataract or intraocular lens surgeries where the high intensity can
cause damages to the eye’s retina, the HARP camera allows the surgeon to operate at a safe low
light. Fig. 1.9 shows two comparative images of an eye taken by a HARP and a conventional
camera under the same light conditions.
Amorphous Selenium based avalanche photodiodes have great potentials in applications of
nuclear medical imaging. Positron emission tomography (PET) is an imaging technique used to
take images of functional processes in the body. A radionuclide attached to a tracer is injected
into the patient. The most common tracer for PET imaging is Fluorodeoxyglucose (FDG) which
carries a radioactive isotope of Fluorine-18 with a half life of 109 min on a basis of glucose [64].
The target structure of FDG is glucose metabolism cells i.e. brain and kidney. Different types of
cells consume different level of FDG based on their metabolic activities. For example, cancer
cells uptake more FDG than normal cells. The radionuclide in FDG undergoes a beta decay and
a pair of γ rays with 511 keV energy moving in approximately opposite directions are emitted
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Fig. 1.10: (a) PET scanner detector ring and locating the tumor by coincident detection of pairs of gamma
rays (b) block detector design involving scintillator crystall and four shared PMTs.
after the annihilation of a positron and electron ([65] Ch.1-2). PET imaging is based on the co-
incident detection of those pairs of γ rays [65, 66]. A PET scanner is used to evaluate cancer,
blood flow, and take functional images of the organs [67, 68, 69, 70].
Figure. 1.10-a demonstrates a conventional PET detector ring which surrounds the patient.
Multiple diagrams are depicted to illustrate the events rate from two coincident detectors. The
location of the annihilation process in the tissue is reconstructed by means of the line of response
that is assigned to each event detected ([65] Ch.1-2). A conventional photodetector design is
shown in Fig. 1.10-b. Inside the detector, the γ ray is first converted to photon lights by the
scintillators. These created photons are then converted to electric charges, and subsequently
are multiplied through the photomultiplier tubes. The widely used scintillators in PET scanners
are sodium iodide (NaI(Tl)), bismuth germanate (BGO) and cerium lutetium oxyorthosilicate
(LSO) crystals [65] p.32-34.
The traditional PET detector design is a block detector which consists of a scintillator par-
tially cut depth-wise attached to four photomultiplier tubes (see Fig. 1.10-b). The depths of
the cuts yield a spatially linear distribution of light among the four PMTs ([65] p.50-54). The
position at which the γ-ray strikes the scintillator is determined by Anger logic ([65] p.51). The
major advantage of this design is that it allows an array of many small detector elements sharing
only four PMTs instead of utilizing one PMT for each element ([40] Ch. 10).
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A PET scan only provides the location of the tracer and it doesn’t provide anatomical details
of the organs. It is therefore essential to combine the PET imaging with computed tomography
(CT) or magnetic resonance imaging (MRI) to have both anatomical and functional information.
CT provides the anatomical structure while MRI differentiate between different types of tissues.
A Combination of PET-CT has been already constructed and commercialized [71, 72, 73]. De-
velopment of PET-MRI is an advanced desired goal due to the absence of ionization radiation
in this system and the excellent soft tissue contrast recognition of MRI [74].
Unfortunately, combining PET and MRI is challenging since the conventional PET imagers
utilize PMTs which are not compatible with magnetic fields. The presence of the magnetic
field in MRI machines will cause the electric charges to deviate from their paths to the PMT’s
dynodes.
Several approaches to develop PET-MRI have been proposed and studied. One method is to
use optical fibers to transfer scintillation light outside of the MRI field of view [75]. PMTs are
then placed outside the magnetic field and thus no interference between magnetic field and the
metal parts of PMTs occurs [75]. However this approach degrades the overall PET performance.
Another alternate approach is relied on a special magnet design where the magnet is shut down
during PET data acquisition [76]. A drawback of the latter set up is its limited performance for
high resolution MRI images, where a strong magnetic field is required.
The first clinical PET-MRI system has been based on avalanche photodiodes that are not
sensitive to magnetic fields. APDs can replace the photomultiplier tube in PET photo-detectors
[77]. Silicon APD-based PET detectors built into MRI scanners have been developed and stud-
ied for improved performance of small-animal imaging [74, 78].
Feasibility of avalanche multiplication in a-Se suggests the development of Selenium based
PET detector for the purpose of combined PET-MRI systems. This design consists of a scintil-
lator (i.e. LYSO), and an a-Se photosensor. Detected γ radiation is absorbed by the scintillator
crystals and a burst of optical photons is produced, which imping on the a-Se layer. The photons
are absorbed in a-Se and generate electron-hole pairs. An applied electric field above 70 V/µm
causes the generated charges carriers undergo avalanche multiplication [79, 80, 81]. Therefore,
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understanding the physics of avalanche multiplication in Selenium has practical importance for
further achievement of this technology.
1.4 Thesis motivation and outlines
The interest in Selenium experienced a new resurgence after the observation of avalanche mul-
tiplication in a-Se. Combination of the latter with the photoconducting properties of Selenium
suggested the development of avalanche based a-Se photosensors. Although numerous experi-
mental studies have been done to investigate technological aspects of a-Se APDs, the theory of
charge multiplication in disordered materials still remains a challenge.
The question is why amorphous Selenium among all other amorphous materials features
avalanche process at practical electric fields.
Several theories, numerical and analytical, have been proposed to explain the impact ioniza-
tion in crystalline and non-crystalline solids [82, 83, 84, 85, 86]. The latest one, the so called
lucky-drift model, attempted to explain the high-field charge transport in amorphous solids
[87, 88, 85, 86]. This model introduced two scattering mechanisms and tried to explain the
low mobility of disordered materials by the elastic scattering processes. The impact ionization
coefficients derived from this model are in good agreement with experimental results. However,
this model is still not a self-sustainable theory due to the presence of free parameters (mean free
paths as fitting parameters), and it lacks the predictive power.
The key to further improvement of the lucky drift model lays in analysis of the energy depen-
dent mean free path, which is related to the scattering mechanism. This thesis aims to study the
inelastic scattering process in t-Se and a-Se in an attempt to elaborate the high-field transport
theory for disordered solids.
Moreover, it is attempted to understand what makes holes undergo avalanche multiplication
at lower electric fields than electrons. The latter fact provides a basis to propose the single car-
rier multiplication in Selenium. Single carrier avalanche is a performance requirement of APDs
with low excess noise. For that, the impact ionization processes were studied in t-Se using its
band structure. This also provides a new perspective in order to apply Selenium electronic char-
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acteristics to other semiconductors for development of novel functional materials in application
of APDs.
In addition, though the low excess noise is a requirement for development of Selenium-
based avalanche detectors, at the same time the energy resolution is another important factor
for Selenium-based direct conversion detectors. Energy resolution can be determined by Fano
factor. Therefore, the Fano factor and pair creation energy were also studied for trigonal and
amorphous Selenium in this thesis.
The current chapter gives a brief introduction of amorphous and crystalline structures, the
impact ionization and avalanche multiplication processes in semiconductors and an overview of
applications of APDs in electronics and medical imaging. The rest of the thesis is divided into
four chapters.
Chapter 2 discusses the lucky-drift model as a successful theory that describe the impact ion-
ization in ordered and disordered materials. It will be explained how this model treats the scat-
tering process in amorphous solids. Inelastic scattering with optical phonons is characterized as
an energy loss mechanism which suppresses impact ionization. The study of electron-phonon
interaction for analysis of the latter fact will be introduced.
Chapter 3 includes the methods of calculations and the framework of the project. It is ex-
plained that t-Se was undertaken for the study in this project, and the results can be extended to
a-Se. In order to justify the latter assumption, a discussion of the density of states and phonon
density of states in both a-Se and t-Se is provided. At the end, density functional theory is
presented as the computational tool for performing the calculations.
Chapter 4 is organized in 3 sections so that it represents two published papers and one arX-
ived communication. In the first section, the electronic structure of t-Se is calculated, and the
electron-phonon interaction is studied. The corresponding matrix elements are related to the
phonon scattering rate. This research is a preliminary study for development of the energy
dependent lucky drift model.
In the second section, the calculated electronic dispersion of t-Se from previous section is
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investigated for the impact ionization events that fulfill energy and momentum conservation
principles. The reason for this work is the interesting and peculiar band structure of Selenium,
which leads to single carrier impact ionization. It is suggested that this can be achieved by
confinement of the excess energy range of charge carriers.
In the third section, the ionization threshold energies found in the second section are used in
conjunction with the Selenium density of states in order to analyze the electron-hole pair cre-
ation energy and Fano factor in Selenium. The latter plays an important role in determination
of the energy resolution in radiation detectors.
2. THEORY OF CHARGE TRANSPORT AT HIGH-FIELDS
2.1 Impact ionization in solids
Hot electrons at very high electric fields (in the range of 20..200V/µm) show a different charge
transport properties than that observed at low fields. A charge carrier accelerates in the electric
field and gains kinetic energy W = qFd, where F is the applied field, q is the electric charge,
and d is the distance that the carrier drifts. Once the carrier gains an excess energy greater than
the binding energy of a valence electron, it can collide with the lattice atoms and breaks the
covalent bond to produce an electron-hole pair [84]. This process is called impact ionization,
and it is characterized by the impact ionization coefficient (IIC), α, which is the number of e-h
pairs generated by a mobile carrier per unit length in the applied field [82]. The secondary
charges have also the potential to initiate impact ionization. As a result of successive impact
ionization, the avalanche multiplication of electric charges occurs in the circuit. The acquired
reverse current in the circuit is characterized by the multiplication factor or current gain M,
which is defined as the ratio of total current to the injected current.
The theory of secondary ionization was motivated by McKay and McAfee’s experiments on
Silicon and Germanium p-n junctions [89], where they observed charge multiplication below
the breakdown voltage. To explain this phenomenon, Wolff [90] translated the gas discharge
theory into the breakdown process in the solid state p-n junctions. He used the Boltzmann
equation which governs the distribution of electrons at high electric fields. Calculation of this
distribution function for a real band semiconductor is not straightforward. Therefore, Wolff
neglected the real band structure of Silicon and approximated spherical, non-degenerate energy
bands with equal masses for electrons and holes [90]. As a result, he obtained the ionization
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coeﬃcient varied with electric ﬁeld in
α ′ exp( b
F2
) (2.1)
where b is a ﬁtting parameter. However, when Wolﬀ ﬁtted his calculated IIC curve on an ex-
perimental data for Silicon, there were two objections to his theory. First, this model is over
simpliﬁed and the parabolic band structure is not a valid assumption for bands remote from the
band edge. Second, Wolﬀ assumed that the impact ionization is attributed to the electrons at
equilibrium distribution, although impact ionization is more likely associated with the energetic
non-equilibrium electrons [82].
To improve Wolﬀ’s theory, Shockly provided his model in 1961 [84]. He modiﬁed the Wolﬀ
theory by introducing the ionization probability distribution in the context of lucky electrons.
He proposed that if an electron obtains suﬃcient threshold energy Ei it is able to generate
an electron-hole pair via the impact ionization process. To do so, the carrier should gain the
required energy in a ballistic motion. In such a motion the electron avoids any scattering events
until it reaches the ionization threshold energy [87]. The distance that such a carrier travels is
characterized by the mean free path λ. The Shockley’s ionization coeﬃcient is then given by
α =
eF
Ei
exp(
Ei
eλF
). (2.2)
where F is the applied ﬁeld. Shockley’s ionization coeﬃcient shows a ﬁeld dependence behav-
ior similar to the formula obtained empirically
α = α0 exp(
F0
F
) (2.3)
where α0 and F0 are parameters to be ﬁtted using experimental data.
The lucky electron model gives no explanation to the quantitative value of ionization thresh-
old energy [87]. It is kept as a ﬁtting parameter. In addition, the main objection to his theory is
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that Schockley assumed that the electrons gain excess energy during their ballistic motions [82].
In this type of motion, the charge carrier travels a distance of λi = EieF avoiding any scattering
until its energy reaches Ei. The path between two optical phonon collisions is about 4..7nm
in major semiconductors [91, 92, 93]. Given the ionization threshold energy is equal to the
band gap energy in crystalline semiconductors, and using the range of electric field in which
avalanche multiplication is observed, one can see that λi
λop
≈ 10..20. This great ratio of λi
λop
does
not let electrons move ballistically without scattering. Based on the latter interpretation, this
theory does not provide enough ballistic electrons to cause avalanche multiplication to explain
the experiments. Therefore, a better model was required.
Baraff introduced his numerical model in 1962 [83]. To understand his approach, consider an
electric field applied to a group of electrons with energy equal to zero. Electrons start moving
and they undergo collisions with phonons and other electrons during their drifts in the semicon-
ductor. The key assumptions of Baraff’s theory are [88]: 1. Charge carriers gain kinetic energy
by drifting in the applied electric field. 2. Charge carriers undergo elastic collisions which are
characterized by the energy independent elastic mean free path λm. 3. Charge carriers undergo
inelastic collisions if their kinetic energy becomes greater than optical phonon energy Eop. The
latter is also characterized by the same mean free path as the elastic one, λm= λop. 4. Scattering
events are isotropic. 5. Once the carrier’s kinetic energy reaches ionization threshold energy,
Ei, impact ionization is initiated.
Baraff converted the Boltzmann transport equation to an integral equation for the space and
energy dependent collision density [83]. He solved this integral numerically to obtain the im-
pact ionization coefficient. As a consequence of Baraff’s work, it turned out that neither of
Shockley’s model nor Wolff’s theory are valid. The electrons distribution function is too sharp
for Wolff’s approximation at high electric fields [83], and electrons are drifting in the field
rather than following Shockley’s ballistic motion [94]. Baraff’s theory has been a great point
of interest for experimentalists because of its remarkable fit to the experimental results [82].
The next sections describe the further improvement of the lucky drift model for crystalline and
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noncrystalline solids.
2.2 Lucky drift model in crystalline solids
The theory of impact ionization in crystalline semiconductors was well established with devel-
opment of the lucky-drift model by Ridley in 1983 [82]. This theory replaced Baraff’s numeri-
cal approach with an analytical method. Ridley’s lucky drift model was successful to reproduce
Braff’s curves. The main key to the lucky-drift model is understanding the specific distinction
between the rate of momentum relaxation and energy relaxation. After elastic scattering, the
electron relaxes its momentum without relaxing its energy. On the other hand, after inelastic
scattering, both momentum and energy of carrier are relaxed.
It is more probable that electrons undergo momentum relaxing collisions than energy relax-
ing ones ([95] p.84). The latter can be expressed in terms of τm < τE, where τm and τE are
momentum relaxation and energy relaxation time constants respectively [82]. In general, if t is
the time associated with the carrier’s motion, the lucky drift model can be stated as τm < t < τE.
It is clear that the case 0 < t < τm recovers Shockly’s ballistic motion that electrons avoid any
collisions.
In conclusion, the concept of lucky electrons in this theory refers to those carriers which
relax their momentums (τm < t), but avoid any energy relaxation collisions (t < τE). In other
words, this model let electrons reach the ionization threshold energy by drifting instead of mov-
ing ballistically. Only lucky electrons take part in impact ionization, and the contribution of
unlucky electrons, which are in a steady state, are neglected [82].
2.3 Lucky drift model in disordered materials
The fundamental works of Wolff [90], Shockley [84] and Baraff [83] provided a solid basis
for high-field charge carrier transport in crystalline semiconductors. The theory of high-field
transport was advanced further by Ridley’s drift model [82].
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Fig. 2.1: Carrier trajectory with relevant elastic and inelastic scattering [3].
Observation of avalanche multiplication in amorphous solids (i.e. a-Se, a-Si:H) [34, 96, 51]
required a theory to explain the impact ionization of carriers in disordered materials. It was
widely believed that the latter phenomenon is inherent only to crystalline semiconductors where
the carriers mobility is higher than that in amorphous semiconductors. Arkhipov et al in 2000
attempted to apply Shockley’s theory to interpret the field dependence of the impact ionization
coefficient in a-Se [97]. His work resulted in an unrealistic value of Ei = 0.55 eV while the en-
ergy gap of a-Se is about 2eV. Therefore, Rubel et al [87] and Kasap et al [85] were inspired to
modify Ridley’s lucky drift model in order to develop a theory that is applicable to amorphous
solids as well. Next, this modified LD model is described.
In the original lucky drift model only scattering with phonons was considered. As it was
explained in the first chapter, the disorder is the characteristic that distinguish an amorphous
from a crystal structure. The lucky drift model was extended to amorphous semiconductors
by taking into account the role of this disorder in charge transport. The collision of electrons
with both phonons and disorder potentials is considered [87]. It is assumed that scattering on
disorder potential is the dominant mechanism of the momentum relaxation of hot carriers in
amorphous semiconductors [3].
Figure 2.1 illustrates a schematic trajectory of a charge carrier drifting in the electric field.
The lucky and unlucky events are defined as follow. Unlucky carriers are those whose velocities
have a negative projection on the field direction after scattering (θ > pi/2), and hence the carriers
lose their kinetic energies by traveling against the field [87]. On the other hand, lucky carriers
with scattering angle θ < pi/2 gain energy from the field after collisions and they have oppor-
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Fig. 2.2: Carrier kinetic energy diagram. Scattering with optical phonon results into an energy loss cor-
responding to the phonon energy [88] .
tunity to build up their energies up to Ei for initiating impact ionization. Elastic and inelastic
scattering are characterized by the energy independent mean free paths λd and λE respectively.
λd is associated with interaction of electrons with the disorder potential and acoustical phonon.
Acoustical modes represent a lower frequency than optical modes. The acoustic modes energy
in Selenium are about 5 10 meV and the optical modes are about 30 meV [98]. Due to the
small energy of acoustic phonons with respect to the lattice thermal energy that is about 25
meV at room temperature, the equipartition approximation can be assumed for acoustic phonon
scattering. According to this approximation, the scattering rates are the same for either phonon
absorption or phonon emission. Therefore the energy exchange rate remains almost constant
in scattering with acoustic phonons (See ref [99]page 470). The latter discussion let us assume
that the acoustical phonons do not provide significant contribution in energy loss mechanism.
On the other hand, each collision with optical phonons changes the kinetic energy of a carrier
by Eop. The particle’s energy E = qFd reduces to E = qFd ER after a phonon emission
scattering (see Fig. 2.2). A carriers initiates impact ionization immediately after it builds up its
kinetic energy to the ionization threshold energy.
Scattering with optical phonons is the only energy loss mechanism that controls the energy
exchange rate in semiconductors. This interaction is responsible for full energy relaxation of
charge carriers. The energy relaxation time τE in crystalline semiconductor is the sum of optical
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phonon relaxation times [88].
τE =
E
~ωop
τop (2.4)
where E/~ωop is the number of released phonons. A parameter γ = λop/λm was introduced in
order to account for τm ≪ τop in amorphous solids. Thereby, the energy relaxation was modified
to [88]
τE =
E
~ωop
γτop (2.5)
Using Eq. 2.5, the energy relaxation mean free path can be derived from λE = vd(E)τE(E),
where vd(E) is the group velocity [88]
λE =
eγλ2mF
2~ωop
(2.6)
Equation 2.6 leads to the calculation of ionization coefficient for disordered materials. Fig-
ure 2.3 shows that the fitted calculated α for Selenium using this model is in agreement with the
experimental results. In this modified lucky drift theory, the ionization threshold energy Ei, and
the mean free paths λm and λop are the adjustable parameters.
Although the modified theory agrees with the experiments remarkably well, there are still
challenges being to overcome. It is clear from Figure 2.3 that the theory predicts a stronger
dependence of the impact ionization coefficient on the electric field than what is observed ex-
perimentally. In addition, the existence of mean free paths as adjustable parameters reduces
the self sustainability of the theory. The latter parameters are inspected by fitting the experi-
mental data. However, the best fit is achieved once the energy dependence of mean free paths
is considered [85]. Therefore, analysis of carriers energy loss transition is essential in order
to develop a parameter-free theory for impact ionization in a-Se. The next section introduces
electron-phonon interaction, which is used to study the charge carriers scattering rate.
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Fig. 2.3: The impact ionization coefficient in a-Se as a function of the inverse electric field. Symbols
represent the experimental data from various authors and the solid line is the theoretical fit [88]
2.4 Electron-phonon interaction
Atoms are not fixed at defined places in a real semiconductor and they are constantly vibrating.
Each certain type of these atomic motions, that are characterized by the direction and frequency
of oscillating atoms, is called phonon ([100] Ch. 4). Dispersion of Phonons can be derived by
solving the equations of motion for adjacent atoms in a lattice. The numerical calculation of
phonon modes in Selenium is presented in chapter 4.
Phonon vibrations modify the electron behavior in a solid. A certain vibration of atoms
causes a modification in the potential that is screened by electrons. This potential is associated
with a spatial dependence of the same form as that of the lattice vibration. The latter poten-
tial (deformation potential) enter the electron Hamiltonian and gives a coupling between the
electrons and phonons ([100] Ch. 4). This interaction is described as ([101] p.132)
Hep = Ξnk
uq
a
(2.7)
where Hep is the electron phonon Hamiltonian, uq represents the phonon displacement vector,
a is the lattice constant, and Ξnk is the deformation potential.
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The coupling between electron and phonon is mainly associated with acoustic phonons for
a carrier with an excess energy below 25 meV. Charge carriers start to lose energy to optical
phonons as they get to higher excess energy ([102] Ch. 4). A further analysis of electrons
coupling to acoustic phonons is provided in Ch.4 through discussion of a volume deformation
potential in amorphous Selenium. Here, the coupling of carriers to optical phonons and the
corresponding energy loss rate is discussed.
The scattering rate due to absorption and emission of a phonon can be obtained through
Fermi’s Golden rule. Fermi’s golden rule gives the probability of transition of electrons per
unit time from one state of energy into another state due to a perturbation in the system. This
transition rate is given by ([100] p. 414)
Ri∝ f =
2π

∣∣∣Mif ∣∣∣2ρ f (2.8)
where Ri∝ f is the transition rate from the initial eigenstate i into the ﬁnal state f , ρ f is the
density of ﬁnal states which takes into account the degeneracy of eigenstates, and
∣∣∣Mif ∣∣∣ is the
electron-phonon matrix element. Eq. 2.8 can be modiﬁed to
Ri∝ f =
2π

∑
k,n,l,∓
√〉 f√Ve p√i| √2δ(E f Ei) (2.9)
where ∓ includes both phonon absorption and emission, and the summation takes into account
the matrix elements of all initial and ﬁnal Bloch states, √ink| and √fn{k{ | in bands n and n{, with
momentums k and k{ before and after scattering respectively. l indicates the summation over
all phonon modes, and delta function holds the energy conservation principle during scattering.
The energy of the initial state is
Ei = nk (2.10)
and the energy of the ﬁnal state after emission or absorption of an optical phonon with energy
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ωl is
E f = n{k{ ∓ ωl (2.11)
The electron phonon matrix elements in Selenium with six optical modes and three atoms per
unit cell is then given by [103]
Ve p =
6∑
l=1
3∑
τ=1
√

2mωl
{
alulτ + al u
±
lτ
}
.
∂Ve
∂rτ
(2.12)
where al and al are the phonon absorption and emission operators respectively. ulτ and u
±
lτ
are the corresponding phonon displacement vectors, and ∂Ve
∂rτ
is the derivative of the electronic
potential with respect to the displacement of atom τ. Using Eq.(2.12), the electron phonon
interaction matrix element in Eq.(2.9) can be formulated as
〉 f√Ve p√i| =
6∑
l=1
3∑
τ=1
√

2mωl
{
alulτ + al u
±
lτ
}
×Hτkk{ ,nn{ (2.13)
where Hτkk{ ,nn{ = 〉 f√∂Ve∂rτ√i| is the atom speciﬁc matrix element that can be calculated directly
from density functional theory. Density functional theory will be discussed in Ch. 3. Hταkk{ ,nn{
describes the change in the potential caused by displacement of atom τ in direction α. Combin-
ing Eq.(2.13) with Eq.(2.9), the carrier scattering rate from state √nk| into all √n{k{| by phonon
absorption can be evaluated by [103]
Rnk(enk) =
π
mωl
∑
k{
6∑
l=1
3∑
τ=1
√ulτ(k k{) ×Hτkk{ ,nn{√2 ∗ n(en{k{ enk) (2.14)
where ulτ(k k{) is phonon displacement vector with momentum q = k k
{, and n is the phonon
density of states which is given by the Bose-Einstein distribution at temperature T [103]
nl =
1
eωl/kBT 1
(2.15)
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A similar equation can be derived for phonon emission collisions [103]
R+nk(enk) =
π
mωl
∑
k{
6∑
l=1
3∑
τ=1
√ulτ(k k{) ×Hτkk{ ,nn{√2 ∗ [n(enk en{k{) + 1] (2.16)
The total scattering rate is the sum of phonon emission and absorption rates
Rnk(nk) = Rnk(nk) + R
+
nk(nk) (2.17)
In an attempt to modify the lucky drift model for amorphous Selenium, the best ﬁt to the
experimental data was obtained by assuming an energy dependent mean free path, however the
quantitative insight into this dependence remained a question [85]. Therefore, the analysis of
optical phonon scattering in Eq. 2.17 is an essential part to understand the energy dependence
of the mean free paths, and to develop this model for amorphous solids.
The most important component of Eq. 2.14 and Eq. 2.16 is the electron-phonon matrix ele-
ments. The corresponding calculation for t-Se is presented in Ch. 4. Though the latter calcu-
lations are performed for trigonal Selenium, Ch. 3. justiﬁes the validity of results to be also
extended to amorphous Selenium.
3. METHODS AND FRAMEWORKS
3.1 Electronic properties of crystalline and amorphous Selenium
Ordered solids which benefit from periodicity in their structures can be analyzed theoretically
through the study of their unit cells. The electronic properties calculated based on these unit
cells can be applied to the whole corresponding solid since the super-cells are constructed via
repeating those unit cells in a certain pattern.
Unfortunately, disordered systems raise a complexity in theoretical calculations. Unit cell
is not defined due to the lack of periodicity and symmetry in amorphous structures. Therefore,
for analysis of electronic properties of an amorphous material, a large sample of atoms that re-
semble a disordered structure is needed. Moreover, simulating a theoretical amorphous sample
is a time consuming effort for structural optimization and atomic force relaxations. There have
been various studies for simulation of amorphous Selenium using Monte Carlo simulation and
ab initio molecular dynamics [104, 14, 105, 16].
Here, we use another approach for Selenium that reduces those technical difficulties. We
suggest to study a periodic lattice and the outcome is also translatable to the non-periodic Sele-
nium. In the following, the density of states, phonon density and the electronic structure of both
ordered and disordered Selenium are compared and their similarities are discussed to justify our
assumption.
A criticism to our assumption could be the different charge carrier mobilities in a-Se and
t-Se [106, 107]. To address this question, we should clarify that the low mobility of carriers in
a-Se is attributed to the carriers momentum relaxation due to elastic interaction with disorder
potentials. However, the part of mobility that is controlled by electron-phonon interaction is the
same for the amorphous and crystalline state of a material ([108] and [102] p. 161). The latter
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(a) (b)

Unshared orbitalhybrid 4p-like
Fig. 3.1: (a) Crystal structure of trigonal Selenium, and (b) the arrangement of hybrid 4p-like and un-
shared LP orbitals[4]
allows us to suggest an analysis of the electron-phonon mechanism in t-Se, and to interpolate
the results toward a-Se without concerning about the mobilities.
3.2 Electronic structure of crystalline and amorphous Selenium
The most thermodynamically stable and dense allotropic form of selenium is trigonal Selenium
with a melting point about 217≤C [109, 110]. t-Se has a hexagonal crystal lattice which consists
of helical chains oriented along the c-axis. The unit cell contains three atoms covalently bonded
to two neighbouring atoms [111]. The chains are held together by a Van der Waals type bonding.
The crystal structure of Selenium is shown in Figure 3.1(a). The corresponding atomic structure
will be discussed in detail in the next chapter.
The orbital conﬁguration of Selenium is 4s24p4, which provides 6 valence electrons. Core
electrons are not involved in chemical bonding. When atoms combine to form a solid, the
electron interaction splits the valence states into bonding and anti-bonding states. Bonding con-
ﬁguration of Silicon and Selenium after hybridization is illustrated in ﬁgure 3.2. This provides
a better understanding of electronic structure of chalcogenide materials.
Four Silicon valence electrons form sp3 orbitals which bond to adjacent atoms. It is not
always possible to arrange all the valence electrons in bonding orbitals since four is the max-
imum number of orbitals that can be made from s and p states [13]. In Selenium, which has
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Fig. 3.2: Bonding configuration of Silicon and Selenium atoms constructed from hybridized orbitals [12]
six valence electrons, sp3 hybridization is not the lowest energy configuration. Instead of hy-
bridization, two electrons of s state lie deep in the energy configuration, and two electrons of p
state will form the covalent bond, splitting into bonding and antibonding states (See Fig. 3.2).
The remaining two electrons of p state contribute in forming the lone pair state (LP), which lies
in energy range between the bonding and anti-bonding states (Fig. 3.2) [112]. These LP states
remain unshared and do not participate in chemical bonding [12].
Arrangement of hybrid 4p like and unshared LP orbitals in Selenium is shown in fig-
ure 3.1(b). The existence of this lone pair state is inherent in chalcogenide materials [113]. The
presence of these states in Selenium and their weak electronic interactions result in favourable
charge transport for avalanche multiplication of holes. More detailed discussion is provided in
the next chapter.
The behavior of electrons in a solid can be determined by means of an energy-momentum
dispersion called the electronic band structure. The latter describes the available eigenstates of
energy in the momentum space, which are created after hybridization ([101] p. 17). A schematic
representation of the band structure in semiconductors is given in figure 3.3. A fundamental
property of semiconductors is the presence of an energy gap separating the anti-bonding states
(conduction bands) from the bonding states (valence bands). This forbidden gap in Selenium
can be measured by luminescence method or optical absorption techniques [114, 115].
In amorphous materials, the band edges are replaced by a broadened tail of states which are
extended into the forbidden gap. In other words, localized states which are the eigenstates of
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Fig. 3.3: (a) Simple band structure of direct gap semiconductor with a parabolic approximation. (b)
Schematic representation of a realistic band structure for an indirect gap semiconductor, (b1)
illustrates a crystal and (b2) illustrates an amorphous structure.
the disordered potentials, replace the extended states in non-crystalline semiconductors ([116]
Ch.3), and consequently modify the mobility gap and the charge transport properties. Figure 3.3
visualizes our discussion by comparing the band structure of a crystalline semiconductor with
an amorphous one.
Band structure is the dispersion of energy states in momentum space p = k where k
is the wave-number. The wave-functions of those electronic states are the solutions to the
Schrodinger’s equation

2
2m
† 2ψ + V(r)ψ = Eψ (3.1)
where E is the electron energy and Vr is the potential energy. The Bloch function is a solution
for the periodic potential in ordered crystals. (See Ch.2 [117] for further details)
ψ(r) = U(r) exp(ik.r) (3.2)
This wavefunction has a well deﬁned momentum k. It is widely believed that the momentum
k is no longer a good quantum number in amorphous structures due to the lack of periodic
potentials in these materials (See Ch.6 [118], and Ch.10 [119]). In other words, the Bloch
solution for the Schrodinger equation does not apply to amorphous semiconductors because the
electronic potential is not periodic anymore. As a consequence, according to this argument the
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Fig. 3.4: Illustration of extended states and localized state wavefunctions in crystal and amorphous [12]
disordered solids do not feature band dispersion.
Electronic band dispersion is used for analysis of the impact ionization process inside the
Brillouin zone. The numerical simulation of this process is studied and is discussed in the next
chapter. Although it is necessary to explain how our initial assumption about similar charge
transport in t-Se and a-Se is still valid despite the arguments against the existence of band
dispersion in a-Se.
A more detailed analysis of the electronic structure of crystalline and non-crystalline ma-
terials reveals a different perspective. Wavefunctions of the extended and localized states in
amorphous and crystal phases are illustrated in figure 3.4. In crystal, the wavefunction is ex-
tended throughout the crystal with a constant phase change. However no periodic function for
localized states can be defined due to the presence of the disorder, the dispersion of the extended
states wavefunctions for crystalline and amorphous Selenium are comparable [12]. This leads
to the fact that the momentum may not be a valid quantum number for the localized states, but
it still applies to the extended states in the amorphous structure.
A more quantitative discussion can be provided by studying the bonding properties. The
electronic bands are most strongly influenced by the chemical bonding and the short range
order [120], and these bonding types and the short range order are similar in both disordered
and ordered materials. The absence of periodicity in amorphous structure can be considered as
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a small perturbation [12]. The latter was clearly stated by Weaire and Thorpe in 1971 through
a tight binding Hamiltonian for Silicon bonding [121, 122]. They showed that the interacting
wavefunctions have the form of √ψi j| 〉ψi{ j{√which involves the information of atoms in the same
bond. Hence, describing Hamiltonian includes only the short range bonding and it contains no
information about the long range order. In better word, both amorphous and crystalline phases
can be described by the same Hamiltonian.
In conclusion, the preservation of the short range order in non-crystalline solids leads to a
similar electronic dispersion of extended states for both amorphous and crystalline solids ( See
Fig. 3.3) ([12] p.10). Taking advantage of the latter fact, we propose to perform the calculations
of electron-phonon interaction based on the crystalline Selenium structure. This lets us avoid
the complexity of modeling a disordered structure.
Although the structural properties of a-Se and t-Se favours our assumption, detailed anal-
ysis of density of states and phonon density of states are required. These quantities enter the
electron-phonon interaction through Eq. 2.16.
3.3 Density of states of crystalline and amorphous Selenium
According to Eq. 2.8 and Eq. 2.16, calculations of the electron-phonon interaction include in-
formation of the density of states (DOS) and the phonon dispersion (PDOS). Diﬀerent DOS
and PDOS in crystal and non-crystal can result in a diﬀerent electron-phonon mechanism in
these materials. In the following, it is justiﬁed that the similarity of DOS and PDOS in both
crystalline and amorphous Selenium favours our suggestion in extending the electron-phonon
interaction results from t-Se to a-Se.
Density of states is deﬁned as the number of available states at each energy level to be
occupied by electrons. In analysis of the optical phonon scattering, Fermi’s golden rule (Eq. 2.9)
takes into account the scattering of electron from band nwith momentum k, which is represented
by state √nk| , to the state √n{k{| . According to this relation, if the density of these initial and ﬁnal
states in t-Se is diﬀerent from that in a-Se, calculations of crystalline Se will be diﬀerent from
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Fig. 3.5: a-Se and t-Se density of states [4]
that of the a-Se, and it cannot be translated into disordered structure.
Several studies have been done to determine the density of states of t-Se and a-Se [123, 124,
125, 126, 127, 4]. Valence band and conduction band spectra have been measured by means of
ultraviolet photoemission spectroscopy (UPS) and inverse photoemission spectroscopy (IPES)
[4]. Photoemission spectroscopy is based on the photoelectric effect. The material of interest
is first exposed to a beam of ultraviolet or x-ray radiation, which ionizes electrons through the
photoelectric effect, and then the energies of the emitted photoelectrons are detected. The latter
energies are characteristic of the original electronic states of the electrons.
Figure 3.5 illustrates a comparative presentation of the density of states for t-Se and a-Se.
The band gap of trigonal Selenium is reported to be about 1.85 eV [114, 115, 128], while the
band gap for a-Se is not well defined due to the presence of the tail states, and it lies in the
range of 2.1..2.3 eV [129, 130]. The peaks below the energy gap in Fig 3.5 correspond to the
lone pair states and 4p bonding states respectively. The peak after the gap corresponds to the
anti-bonding state. It can be seen from Fig. 3.5 that the electronic structure of amorphous Se
is similar to that of trigonal Selenium since they both feature a similar spectra for 4p like
bonding, LP and 4p like anti bonding states.
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Fig. 3.6: Comparison of the phonon density of states for trigonal Selenium with that of vitreous and
amorphous Selenium [131]
3.4 Phonon density of states in crystalline and amorphous Selenium
In phonon collisions, the charge carrier is scattered from one state of energy into another by
emitting or absorbing a phonon. According to Eq. 2.16, the rate of this phonon emission de-
pends on the density of phonons. Therefore, to have the calculations of trigonal Se comparable
to a-Se, it is required that both amorphous and crystalline phases represent a similar dispersion
for phonon density of states.
The PDOS can be directly measured using the coherent inelastic neutron scattering method
from Selenium powder [131]. In neutron scattering, the initial and final states of the neutron are
described by a wavefunction. The square of the wavefunction’s amplitude is the probability that
a neutron occupies a particular location. The transferred energy from the inelastic scattering
of the neutron will be expended on the stimulation of the vibrational motions. This depends
on relative distances between atoms and gives information about the phonons frequencies (See
Ch.1 [132]). Figure 3.6 shows the phonon density of states in Selenium [131].
A similar phonon dispersion for both crystalline and disordered Selenium can be seen in
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this figure. The first peak in Fig. 3.6, in the range of 24..32 meV, corresponds to the breathing
and stretching optical modes. The second peak corresponds to the degenerate optical bending
modes, and the third peak is related to the liberation mode. Liberation mode is the lowest
energy optical mode. The fourth peak, in the range of 4..10 meV represents the longitudinal
and transverse acoustics modes. The detailed analysis of these vibrational modes including
their visualizations and calculations of their energies are provided in the next chapter. The
optical branch of amorphous Se is shifted by about 3 meV from that of the trigonal Se which is
not crucial for the purpose of our study.
These similarities in the density of states and the phonon spectra for both phases of Selenium
lead to the fact that Fermi’s golden rule (Eq. 2.8,and Eq. 2.9) is applicable to the both ordered
and disordered Selenium, and the transport mechanism calculated from one phase is translatable
to the other phase. For the sake of conservation of computational efforts, crystalline Selenium
was chosen for the case of the presented study. In the next section, density functional theory is
introduced as a first principle method for calculation of the corresponding matrix elements in
trigonal Selenium.
3.5 Density functional theory
Density functional theory is a theoretical approach to the solution of the Schrodinger’s equation
in order to describe the quantum behavior of atoms and molecules. Walter Kohn [133] and
John Pople won the Nobel prize in chemistry in 1998 for the development of this theory and its
practical advantage in computational methods for quantum chemistry. Using DFT theory, the
properties of a many-electron system can be determined by employing functional of the elec-
tron density. This functional is the exact solution of the Schrodinger equation. Therefore, DFT
theory is a first-principle method which allows predictive studies of a wide range of materials.
This theory found a broad applications in physics, material science, chemical engineering, ge-
ology and other disciplines. According to the Science Citation Index, the number of published
literatures taking advantage of DFT calculations is about 6, 000 before 1988 and 104, 000 until
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2012. This growing rate indicates the popularity of density functional theory as a computational
tool among theoretical and experimental scientists.
In order to describe the quantum properties of the material of interest where electrons and
nuclei interact with each other, the problem is split into two steps. First, the electron motions
are studied for ﬁxed positions of the nuclei in order to ﬁnd the lowest energy conﬁguration (the
ground state energy). In the second step, the vibrations of atoms are then included to take into
account the complete electron-phonon interactions [134].
The time independent Schrodinger equation which describes the ground state energy is given
by ([134] p. 9)
[

2
2m
N∑
i=1
† 2i +
N∑
i=1
V(ri) +
N∑
i=1
∑
j<i
U(ri, r j)]ψ = Eψ (3.3)
where m is the electron mass. The ﬁrst term in the bracket is the electron’s kinetic energy,
the second term is the potential energy between each electron and the collection of atomic
nuclei, and the last term represents the interaction of electrons with each other. E is the ground
state energy of the electrons, and ψ is the Hartree approximation deﬁned as the product of the
individual electron wavefunctions ψ = ψ1ψ2,××, ψN [135, 136].
In the case of Selenium with 34 electrons, only the analysis of the unit cell which includes 3
atoms in 3 dimensions requires an analysis of a 3∗ 3∗ 34 = 306-dimensional full wave function.
The latter indicates that highly intensive calculations are needed to solve the Schrodinger equa-
tion for a practical material. In addition, the wave function for any particular electron cannot be
directly observed ([137] p. 74). Regarding those issues, there is a need for a practical method
to reduce the complexity of the calculations.
A quantity of interest which can be experimentally observed is the electrons density ([138]
p. 171). This can be given by ([134] p. 10)
n(r) = 2
∑
i
ψ±i (r)ψi(r) (3.4)
where the factor 2 is related to the occupancy of the electronic states, which is a consequence
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of the Pauli exclusion principle.
The basis of density functional theory lies in a mathematical theorem by Kohn and Ho-
henberg. It states that the ground state energy from Schrodinger’s equation is a unique func-
tional of the electron density Eq. 3.4. In other words, there is a one-to-one mapping be-
tween the ground state wave function and the ground state electron density [139]. There-
fore, the ground state energy E can be expressed via a functional of the electron density, n(r)
as E[ψi] = EKH[ψi] + EXC[ψi] (See [140] pp.573-592), where the energy functional is split into
two contributions. The Kohn-Hohenberg interactions are described as follow ([134] p. 12)
EKH[ψi] =

2
2m
∑
i=1
∫
ψ±i † 2ψid3r +
∫
V(r)n(r)d3r+
e2
2
∫ ∫
n(r)n(r{)
√r r{√d
3rd3r{+Eion (3.5)
where the ﬁrst term on the right is the electron kinetic energy, the second term is the electron-
nuclei Coulomb interactions, the third term is the electron-electron interactions, and the last
term is the nuclei-nuclei interaction.
The second part of the ground state energy EXC includes two energy terms, exchange energy
and correlation energy. In a non-magnetic material all spins are aligned antiparallel. In order to
achieve a parallel orientation of spins, the electrons which undergo a spin ﬂip have to occupy
higher lying states according to the Pauli exclusion principle. At the same time, electrons with
parallel spin are on average further away from each other, which results in a reduced Coulomb
repulsion. This reduced electrostatic Coulomb repulsion between electrons of the same spin
with respect to the antiparallel spin alignment is called exchange energy ([141] p.524).
The second energy component in EXC is the correlation energy, which can be explained as
a correction to the Hartree-Fock energy. The Hartree-Fock self-consistent-ﬁeld orbital model
theory is the most common approach to study the electronic structure of molecules and crystals
([138] p. 99). However, the instantaneous interaction between electrons (electron correlation) is
neglected in this model. The correlation energy is important in accurate calculation of orbitals
energies (See Ch.1 [142]). For example, the Hartree-Fock method underestimates atomization
energies since it neglects electron correlation, and the correlation energy is larger for molecules
than for atoms ([143] p.548). Thus, an improvement to this model is achieved by adding the
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correlation energy. The latter can be given by the difference between the exact solution of the
non-relativistic Schrodinger equation and the Hartree-Fock energy (Ch. 1 [134]).
The exact form of the exchange-correlation functional does not have a simple analytical
form. Instead, several approximations for EXC have been developed to solve the Kohn’s equation
numerically ([144] p.41).
The XC functional is known for the homogenous electron gas since the electron density
is constant for a uniform electron gas. In real materials, the values of the electron density is
different at each point in space ([145] Ch. 5.2). In one approximation, the density can be
treated locally as an uniform electron gas, and therefore the electron gas XC functional can be
extended to real materials [146]. The latter is called the local density approximation (LDA)
where the XC potential at each point in the system is the same as that of an uniform electron
gas of the same density (Ch. 1 [134] p. 14). This can be formulated as
VXC(r) = VelectrongasXC [n(r)] (3.6)
LDA employs the electron gas XC potential for every point in space regardless of the uni-
formity of the charge density. The XC potential can deviate notably from the uniform result if
the material charge density is nonuniform. A correction to the non-uniformity can be provided
by expressing this deviation in terms of the gradient of the electron density. The latter is an-
other successful approximation for exchange-correlation energy called the generalized gradient
approximation (GGA) [147].
There are various numbers of GGA functionals. Two of the most commonly used functionals
are the Perdew-Wang functional [148, 149] and the Perdew-Burke-Ernzerhof functional [150].
There are also more complicated functionals such as the meta-GGA which takes into account
the second order gradient of the charge density [151], and the local spin density approximation,
which is the extension of LDA to include the electron spins (See Ch.8 [152] for more function-
als). Development of the exchange-correlation functionals is an important and active research
area.
Different approximations give partially different results for specific configuration of atoms
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and molecules. Therefore it is essential to choose the proper functional based on the required
properties of interest to get the most accurate results. Each functional has its own pros and cons.
For example, LDA overestimates the binding energy, resulting in an underestimated lattice pa-
rameters, while GGA is vice versa. A detailed comparison of all available XC functionals with
exact results are provided in the Ch. 6 of [153]. Although the band gap energy can not be
determined reliably via density fucntional theory, both LDA and GGA interpret the electronic
structure well enough [154]. For the sake of the current research on Selenium, both LDA and
GGA methods were utilized and the results were compared in chapter 4. Next, the computa-
tional algorithm of DFT theory is described.
According to the Hohenberg-Kohn theorem [139], the full solution of the Schrodinger’s
equation can be achieved using the true electron density. Instead of solving Eq. 3.3 for the
coupled wave functions, Kohn and Sham showed that the corresponding electron density can be
found through solving a set of equations, where each equation involves a single electron wave
function. The Kohn-Sham equations can be derived from [155]
[

2
2m
† 2 + V(r) + e2
∫
n(r{)
√r r{√d
3r{ + VXC(r)
]
ψi(r) = eiψi(r) (3.7)
This equation has a form similar to that of the Eq. 3.3, where the summation is converted to a
single electron wave function calculation. The ﬁrst two terms are the electrons kinetic energy,
and the Coulomb interaction between electrons and the nuclei respectively. The third term is
the Hartree potential for Coulomb repulsion similar to that of Eq. 3.5, and VXC is the exchange
correlation potential.
To solve the Kohn-Sham equation (Eq. 3.7), one needs to deﬁne the Hartree potential and to
do that the knowledge of the electron density is required. The information of the electron density
requires the knowledge of the single electron wave function, and to get this wave function one
need to solve the Kohn-Sham equation!
To overcome this circular trend, an initial electron density is deﬁned and an iterative com-
putational method is utilized. First, a trial electron density, n(r), is deﬁned. The Kohn-Sham
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equation is then solved using that density to ﬁnd the single particle wave function, ψi(r). The
obtained wave function is used to ﬁnd the electron density, nKS (r) = 2
∑
i
ψ±iψi. The last step
is to compare the calculated nKS (r) with the initial n(r). The ground state electron density is
achieved if these two densities are equal, and the algorithm can proceed toward calculation of
the total energy. If the two densities are diﬀerent, the trial density should be updated and the
whole process repeated again until the last step condition is satisﬁed ([134] Ch. 1).
In this section, density functional theory was introduced as a useful computational tool to
evaluate the quantum properties of materials. The Kohn-Hohenberg theorem was introduced
where the ground state energy can be expressed via functionals of the electron density. Energy
functionals, GGA and LDA, were discussed. Finally the Kohn-Sham single particle wave func-
tion theorem and its computational algorithm were explained. The next section explains the
methods for DFT calculations including the utilized software techniques.
3.6 Computational ab initio analysis
The ﬁrst principle calculations were performed using the DFT theory implemented in the ABINIT
package [156, 157], which is a common project of the Universite Catholique de Louvain.
ABINIT is an open source program that allows the calculation of the electron density, total
energy, electronic structure and other specialized properties including the electron phonon ma-
trix elements. The material of interest can be optimized in terms of geometry to ﬁnd the most
accurate lattice parameters. The structure can be then relaxed according to the atomic forces.
Pseudo-potentials and planewave methods are utilized together with the optimized structure to
enable the analysis of the response function. Response function can determine various physical
properties including the phonon vibrations, electron-phonon interaction, dielectric constant and
piezoelectricity.
In order to solve the Kohn-Sham equation for a real material, the engaged numerical DFT
calculation should be accurate enough and computationally eﬃcient. One successful approach
is the plane wave pseudo-potential method where the orbitals are represented via a plane wave
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Fig. 3.7: Schematic illustration of the replacement of the all-electron wavefunction and core potential
by a pseudo-wavefunction and pseudopotential [159]
basis set, and nuclei and core electrons are treated with the pseudo-potentials ([158] Ch. 3).
The Bloch states experience rapid oscillations close to the crystal nuclei and smoother changes
at the outer regions close to the valence electrons. To describe those rapid changes at the core
region, plane waves with small wavelengths are required, which enforce a large cut off en-
ergy for calculations. This increases the computational time required by the problem. Use of
pseudo-potentials can reduce this computational effort. The latter employs a set of pseudo-
wavefunctions to solve the Kohn-Sham equation([158] Ch. 3).
The motivation for the pseudo-wavefunctions theory was that the core electrons do not par-
ticipate in chemical bonding and the valence and conduction properties are mainly due to the
electron wavefunctions at the outer orbitals rather than the core electrons. Therefore, the all
electron full potential can be replaced by an effective potential so that the core electrons (in
case of Selenium 18Ar3d10) are treated as if they are bound to the nucleus. Hence, the valence
electrons (in case of Selenium 4s24p4) are affected by the remaining potential.
In Figure 3.7, a wavefunction in the Coulomb potential of a nucleus, with V ≈ Zr , is com-
pared to the one in the corresponding pseudopotential. It is clear that the true potential and
the pseudopotential represent the same dispersion after the core cut off radius Rc. Using this
method in ABINIT, electronic structure of Selenium can be acquired. Details of this calculation
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is provided in the next chapter and the results are compared with the experimental data to ascer-
tain their validity. The optimized structure is then used for analysis of the electronic structure
and the electron-phonon interaction by means of the response function method.
Density functional theory performs the zero temperature calculation to obtain an atomic
structure at the equilibrium. This means that atoms are localized at the minimum energy po-
sitions (Ch.5 [134]). It is important to note that in the context of classical mechanics, atoms
are relaxed at their minimum energy positions at zero temperature, and they start vibrating
around these equilibrium positions as the temperature increases. However, in quantum me-
chanics, a system undergo ﬂuctuations even in its ground state at zero temperature. This is the
lowest possible energy of the system and it is characterized by the zero-point energy ([160]
p.74). The latter atomic vibrations of system can be described in terms of phonon displace-
ments. Phonons energy in Selenium can be measured experimentally via spectroscopy tech-
niques [131]. These phonon vibrations play a major role in electron-phonon scattering. The
calculation of the phonon frequencies and electron-phonon matrix elements is done using the
response function approach [161, 162]. A quick overview of this method is presented here. The
numerical results for Selenium are presented in the next chapter.
The response function is the analysis of the second derivatives of total energy with respect to
diﬀerent perturbations. The response of the total energy to the perturbations including phonons,
electric ﬁeld and strain can determine the physical properties of the materials. For example,
phonon dynamical matrix, dielectric tensor, and piezoelectricity are related to the listed pertur-
bations respectively. A simple response function calculation for atomic displacement can be
described as follow ([134] Ch. 5). Consider two atoms that are bound together with the bond
length b. The total energy of this molecule expanding around the equilibrium bond length, b0,
can be Taylor expanded as ([134] Ch. 5)
E = E0 + (b b0)
[
dE
db
]
b=b0
+
1
2
(b b0)2
[
d2E
db2
]
b=b0
+ ××× (3.8)
Newton’s law gives the force F = ma, where a = d2b
/
dt2, and force is related to energy via
3. Methods and frameworks 57
F = ∂E/∂b. Substituting the given formula in Eq. 3.8, one can obtain
d2b
dt2
=
1
m
}∂E/∂b + b ∂
2E
∂b2
b0
∂2E
∂b2
+
1
2
2(b b0)
∂2E
∂b2
+
1
2
(b b0)2
∂3E
∂b3
+ ×××〈 (3.9)
The ﬁrst term is the ﬁrst derivative of energy, which is zero at the equilibrium bond length.
Ignoring the higher order terms, we can obtain
d2b
dt2
=
2
m
∂2E
∂b2
(b b0) (3.10)
The solution of the Eq. 3.10 is b = b0 + A cosωt. A is a constant and ω is the displacement
frequency given by
ω =
√
2α
m (3.11)
where α = d
2E
db2
∣∣∣∣
b=b0
. It is clear from Eq. 3.11 that the phonon frequency is related to the sec-
ond derivative of the total energy. Therefore in DFT calculations, the optimized structure ﬁrst
provides the minimum bond length, and then the response function calculates the second deriva-
tive of total energy to facilitate the acquiring of the essential pieces of information for further
analysis.
In this chapter the density of states and the phonon dispersion were discussed for both crys-
talline and amorphous Selenium. It was justiﬁed that the electron-phonon calculations in t-Se
are also applicable to the amorphous structure. Density functional theory was described as a
successful computational tool in order to study the electronic properties of materials. Kohn-
Hohenberg and Kohn-Sham theories were explained as the basis of the DFT theory. Exchange-
correlation energies, GGA and LDA, were discussed. The ABINIT package in which the
planewave pseudopotential DFT method is implemented was introduced. ABINIT takes ad-
vantage of the response function approache to analyze the phonon perturbation theory. The
next chapter provides the results of the phonon perturbations calculation in t-Se along with the
analysis of electronic structure of t-Se and a-Se.
4. RESULTS AND DISCUSSIONS
Chapter one discussed the interest in a-Se and its application in medical imaging. Photocon-
ducting properties of Selenium combined with the feasibility of impact ionization in a-Se make
a-Se a promising material for development of high energy radiation photosensors. To under-
stand the high-field charge transport in Selenium, the lucky drift model, was introduced in the
second chapter. Further improvement of this model to a self-sustainable theory requires ad-
vanced analysis of energy dependent mean free paths. In addition, it has been still remained
an open question that what makes a-Se to feature impact ionization among other amorphous
materials. The key is to study the electron-phonon interaction and the electronic structure of
Selenium. To undertake these problems, density functional theory was introduced in the third
chapter as our computational method. Chapter four provides the results of analysis along with
their interpretations. This chapter is organized in three sections. Each section is representative
of a published paper.
4.1 Interaction of hot carriers with optical phonons in Selenium
4.1.1 Structural model of trigonal Selenium
The structure of t-Se consists of parallel helical chains arranged with a hexagonal symmetry as
it can be seen in figure 3.1. The structure can be characterized by two lattice constants a, c and
the radius of the chain ρ. Calculations of the electronic structure and electron phonon matrix
elements were performed in the framework of density functional theory (DFT) implemented
in the ABINIT package. Planewave method and Troullier-Martins pseudopotentials were em-
ployed. Two approximations for the exchange correlation functional were used: local (LDA)
and generalized gradient (GGA) density approximations.
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The full structural optimization was performed to get the most accurate structural model of
Selenium before proceeding with the electron-phonon interactions. To get the most optimum
structure, convergence tests were performed with respect to the planewave cutoﬀ energy Ecut
and the k-mesh density.
For a periodic structure, the Bloch’s theorem gives the electron wavefunction as follow [163]
ψk(r) =
∑
G
Ck,Gei(G+k)×r (4.1)
where k is the wavevector and G is the reciprocal lattice vector. The cutoﬀ energy Ecut, which
controls the number of planewaves at a given k point can be found from [163]
(G + k)2
2
∼ Ecut (4.2)
The k-mesh was generated inside the Brillouin zone bymeans of theMonkhorst-pack method
[164]. The Monkhorst-pack grid let us to deﬁne a set of k-points in a rectangular grid with di-
mensions of Mx ∗ My ∗ Mz where these points are distributed evenly throughout the space. The
higher the number of the grid points is, the ﬁner and more accurate the sampled Brillouin zone
will be. On the other hand, the increase in the dimensions of the grid will cost an increase in the
computational time. Therefore, the convergence tests are required to ﬁnd a trade oﬀ between
the structural accuracy and the computational eﬀorts.
The convergence was reached at Ecut = 25 Ha and 4∗ 4∗ 4 k-point mesh. The calculated val-
ues of the lattice parameters are listed in Table 4.1. Results are compared with the experimental
values. As it was described in Ch.3, LDA functional overestimates the binding energy, result-
ing in an underestimated lattice parameter. While LDA calculates the lattice constant a about
10% less than the experimental value, the GGA results show a superior agreement with the
experimental data. Only less than 3% deviation from measured values can be seen in GGA cal-
culations. Therefore, GGA approximation was chosen for further calculations of the electronic
structure and the matrix elements.
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Tab. 4.1: Lattice parameters of t-Se obtained theoretically using DFT with two diﬀerent approximations
(LDA and GGA) for the exchange correlation functional.
Lattice Parameters (Å)
a = b c ρ
Experimental 4.366a 4.953 1.86
4.277b 4.974
GGA 4.544 5.055 1.88
LDA 3.879 5.080 1.89
a Room-temperature data [165]
b Results of the measurements are extrapolated to T = 0 K [166]
4.1.2 Optical phonon perturbations in Selenium
The phonon-speciﬁc matrix element part of the Eq. 2.14 and Eq. 2.16 is given by
Ml,n∝ n{ (k ∝ k + q) =
∑
τ
uτl (q) ×Hτn∝ n{(k ∝ k + q) (4.3)
Where uτl (q) is the phonon displacement vector of mode l with momentum q = k
{ k. The
latter determines the amplitude of atomic vibrations for the phonon mode l. The general set of
matrix elements H is dependent on atom τ. These matrix elements were calculated explicitly
for nine perturbations caused by the displacement of the three atoms in three directions. Next,
the corresponding optical phonon perturbations are discussed.
The unit cell of t-Se consists of three atoms, leading to a total of nine phonon branches: three
acoustical and six optical [167, 168]. The corresponding phonon eigenvectors for Selenium
were derived by Nakayama [5]. The optical vibrations are illustrated in Fig. 4.1. A1 and A2 are
called breathing and rocking modes respectively. The breathing mode corresponds to the atomic
displacements in x y plane. The rocking mode is associated with twisting the chain along the
z axis (see Fig 4.1). E1 and E2 are degenerate modes. The corresponding phonon frequencies
are listed in table 4.2. Only four optical modes are listed because of the degeneracy. Modes A1
and E1 are the highest energy modes corresponding to the ﬁrst peak of Fig 3.6. Comparison of
our calculated phonon energies with the experimental observations are provided in table 4.2.
The calculated frequencies are in agreement with the experimental values, which gives a
conﬁdence in our structural model. In the following we focus the attention on modes E1 and
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Fig. 4.1: Schematic illustration of the six optical vibration modes of Selenium [5].
A1. These two modes are expected to play a major role in the energy relaxation of hot carriers
in Selenium, since they both have the highest energy and the highest density of phonon states
[131] (See Fig 3.6). Next, we perform the calculations of the electronic structure and matrix
elements.
Tab. 4.2: Phonon frequencies at Γ-point of t-Se obtained theoretically, and experimental data.
Optical Phonon Frequency (cm 1)
A1 A2 E1 E2
Experimentala 237 103 233 144
GGA 230 84 218 126
a Nakayama [5]
4.1.3 Electronic structure of trigonal Selenium and the electrons and holes matrix elements
To calculate the electronic band structure, the Kohn-Sham equation must be solved for different
k points along different lines of the Brillouin zone. The Selenium Brillouin zone with a hexag-
onal symmetry along with the high symmetry points are shown in Fig 4.2a. The corresponding
eigenvalues calculated from the Kohn-Sham equation represent the band structure (Fig 4.2b).
It is clear from this figure that the conduction bands are separated from the valence bands by
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Fig. 4.2: (a) Hexagonal Brillouin zone and (b) electronic band structure of t-Se
a gap of energy. The energy gap determined by the DFT theory is not estimated well and it
requires correction. The blue curves represent the lone-pair states which do not contribute in
the chemical bonding. The rest of the valence bands correspond to the p-type bonding states.
The conduction bands are associated with the antibonding states.
As it is seen in the Fig 4.2b, Selenium is an indirect semiconductor which the valence band
maximum is located at L-point while the conduction band minimum is located at H-point. Our
band dispersion is consistent with the other structures calculated from a tight binding theory
[169, 170]. Also electrons transition measurement in t-Se at symmetry points H, K and Γ
validates our electronic structure [171]. Having the information of the bands and the k-vectors,
we can now calculate the phonon speciﬁc matrix elements of Eq. 4.3.
In our analysis, we limited our study to the relaxation that involves small q vectors, i.e. the
case of q = 0 corresponds to energy relaxation of charge carriers, but not their momentum
(k = k{). This assumption allows us to eliminate a complex integration in q space. The energy
conservation is enforced by considering only diagonal elements, i.e. Ml,m∝ m.
The matrix elements for A1 and E1 phonon modes are shown together with the band structure
of t-Se in Fig 4.3. The band structure data are shown in 2 eV range of excess energy for electrons
and holes, since the minimum excess energy required to ionize the electron-hole pair is about
the energy gap [172].
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a b
Fig. 4.3: Band structure (a) and the square of the optical phonon matrix element (b) for t-Se. Values in
the numerator and denominator on panel (a) correspond to the matrix element squared for A1
and E1 modes, respectively.
Fractional data in Fig. 4.3a shows a general trend for a limited selection of high symmetry
k points. Values in the numerator and dominator correspond to the matrix element squared
for A1 and E1 modes respectively. It can be seen from Fig. 4.3a that the absolute values of
the square of matrix elements in the valence band are by an order of magnitude lower than that
in the conduction band. This indicates that electrons show a stronger coupling to the phonon
perturbation than holes.
More representative data can be obtained by performing the calculation on a denser mesh
of 64 k points. Further averaging for each band taking into account the weight of individual
k points was applied. The corresponding band-average squared matrix elements are shown in
Fig. 4.3b. The bands 7 9 in Fig. 4.3b correspond to the top of the valence bands, lone pair
states, and the bands 10 12 are the bottom of the conduction band.
An overall stronger electron-phonon coupling can be seen for mode A1 than E1 in Fig. 4.3b.
This is attributed to a break of the lattice symmetry in mode E1 which affects the deforma-
tion potential screened by electrons ([173] Ch.3.3, [174]). The square matrix elements in the
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conduction band is by an order of magnitude greater than that for the top of the valence band.
Since the scattering rate is proportional to the corresponding matrix elements via Eq. 2.14 and
Eq. 2.16, the energy relaxation time due to the emission/absorption of optical phonons for holes
will be longer than that for electrons. In other words, the inelastic scattering rate for electrons
will be greater than that for holes. As a result, this intense electron energy loss will suppress
the impact ionization of electron. This result correlates with the experimental observation that
holes undergo avalanche at lower electric ﬁelds than electrons [34].
Excess energy of a charge carrier can be increased by traveling to the energy states further
from the band edges in the valence or conduction bands. One can see from Fig. 4.3b that the
absolute value of square of the matrix element increases with an increase of the excess energy
of holes and electrons. Similar observations were made for an acoustical phonon deformation
potential [3]. It was shown that a higher deformation potential can be seen for electrons than
for holes, and the deformation potential increases by increasing the excess energy of the charge
carriers. These characteristics associated with the both acoustical and optical phonons can be
interpreted by means of a tight-binding model.
Atomic states become combined and their corresponding energy states will be shifted when
atoms are brought together to form molecules or solids. Hybridization in Selenium splits the
atomic p states into bonding and antibonding states, and it leaves an unshared lone-pair states on
top of the bonding states (Fig. 3.2). In discussion of solving the time independent Schrodinger
equation Hψ(r) = Eψ(r), the ground state energy which is the minimum energy of the system
can be represented by the an eigenstate corresponding to the lowest available energy level. The
latter can be found by calculating the average energy, 〉ψ√H√ψ|〉ψ√ψ| ([175] Ch.1). Expanding this for
the adjacent atoms and minimizing the entire expression to get the lowest energy eigenvalues,
one obtains a set of equations which their solution gives the bonding and antibonding states
energies as follow [175] p.6
E∓ =
H11 + H22
2
©
√(H11 H22
2
)2
+ H12H21 (4.4)
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Fig. 4.4: (a) Illustration of Vppσ and Vppπ overlapping orbitals [176] (b) Uniform displacements of atoms
will aﬀect the position of the energy bands while the lone-pair states are least aﬀected. Solid
and dashed lines correspond to the unstrained and strained lattice respectively [3].
where E+, and E correspond to the bonding and antibonding states respectively. Here we took
advantage of the notation Hi j =
〈
ψi√H√ψ j
〉
, which gives the matrix element of the overlapping
orbitals [175] Ch.1. The valence and conduction bands are formed essentially by p states in
Selenium. Therefore, splitting of the energy levels depends on orientation of p orbitals in Se-
lenium [3]. The corresponding interatomic matrix elements for adjacent atoms in Selenium are
Vppσ and Vppπ (Fig. 4.4a). A detailed study of the valence bands formation by Harrison 1975
proved that all the interatomic matrix elements vary approximately as d 2 where d is the inter-
atomic spacing [175] p.48. Hence, a phonon perturbation can cause a change in the spacing
length and as a result the level of energy splits will change. A schematic explanation of this
theory was represented by Rubel et al [3]. In this simple illustration (Fig. 4.4b), a uniform
atomic expansion/contraction will cause a reduce/increse of both Vppσ and Vppπ that result in
a shift of bonding and antibonding bands towards/away one another. It is clear that the lone-
pair states are the least aﬀected bands to these phonon perturbations since they are not involved
in any chemical bonding. This weak response of upper valence states to lattice perturbations
consequence in a lower deformation potential and matrix elements for holes than for electrons
in both acoustical and optical perturbations. Our calculated results are in agreement with this
model in Fig. 4.4b, which lead to a favorable high-ﬁeld charge transport in a-Se, where holes
undergo avalanche multiplication in a lower electric ﬁelds than electrons.
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In this section, the electron-phonon matrix elements in trigonal Selenium were calculated for
optical phonon modes. These calculations were also compared to previous studies of acousti-
cal modes. The results suggest that energetic holes, as opposed to energetic electrons, should
experience a weaker interaction with phonons perturbations. The latter results for holes are at-
tributed to the weak interaction of lone-pair states with atomic displacements. This conclusion
for lone-pair states is based on the analysis of t-Se structure. However it was justiﬁed that the
calculation of phonon interaction in t-Se is translatable to amorphous phase (See chapter 2),
there is a question to the eﬃciency of this assumption.
In the next subsection, an a-Se structure was constructed, and the corresponding pair distribu-
tion function was analyzed in order to validate the accuracy of the simulations. This constructed
structure was used to study the absolute volume deformation potential in a-Se. The deformation
potential was also computed for crystalline Selenium. The aim of the latter was to verify that
the response of the electronic structure to phonon perturbations is similar in both trigonal and
amorphous Selenium. This is another evidence that justiﬁes the trustworthy of our assumption,
in which the electron-optical phonon calculations for t-Se can be also applied to the study of
a-Se.
4.1.4 Simulation of the amorphous Selenium structure
Liquid and amorphous Selenium keep deﬁnite values of bond angle θ and bond length r similar
to those in crystalline state in order to preserve the short range order [177]. The bond angle θ
and the bond length r in helical chain crystalline Selenium have ﬁxed values of θ = 102 106≤
[15, 178] and r = 2.3 2.4Å [15, 179] respectively. To make a Selenium molecule, consider the
following steps: The ﬁrst atom is located at the origin. The second and third atoms are bonded
to the ﬁrst atom with deﬁnite value of θ and r as shown in Fig. 4.5a. These three atoms are
found in a plane which makes the dihedral angle φ with the plane constituted of atoms 2, 3 and
4. The dihedral angle has a value of φ = 100 103≤ in crystalline Selenium [15, 179].
When the fourth atom is linked to the third atom, there are two choices for the dihedral angle,
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Fig. 4.5: (a) Illustration of dihedral angle cis-conformation +φ and trans-conformation φ in Selenium
structure (b) Construction of t-Se crystalline structure with successive trans-conformation dihe-
dral bonding [15].
whether the fourth atom is located at the same side to the first atom (+φ cis-conformation) or
at the opposite side to the first atom ( φ, trans-conformation). t-Se is formed by successive
trans-conformation dihedral bonding (See Fig. 4.5b). On the other hand, a disordered chain
model can be constructed when the dihedral angle between atoms in the same chain is random
[15]. This random change in the phases of the dihedral angle is on order to avoid any long range
order in a-Se structure.
The simulation cell in this work consists of 50 atoms placed in a cubic supercell with peri-
odical boundary conditions (See Fig. 4.6). The creation of a-Se structure involves two steps.
First, a preliminary structure of a-Se was created using the self-avoiding random-walk model
(the disordered chain model) [15, 180, 178]. In this model, the chains of atoms are built by
arranging atoms such that the nearest-neighbor distances and the bond angles correspond to the
equilibrium experimental values, while the dihedral angle between atoms in the same chain is
random. Second, the structural relaxation was performed using a full-potential linearized aug-
mented plane-wave method implemented in the WIEN2k package [181]. WIEN2k is a program
package that allows to perform electronic structure calculations of solids using density func-
tional theory (DFT). GGA [182] was used for the exchange-correlation functional. The energy
to separate core and valence electrons was set to 6 Ry. The product of the atomic sphere ra-
dius and plane-wave cutoff in k-space was equal to 7. The Brillouin zone was sampled using a
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Fig. 4.6: Simulated structure of a-Se including 50 atoms in the cell.
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Fig. 4.7: Calculated pair distribution function for amorphous Selenium (left panel), and its comparison
with one obtained from molecular dynamics simulation and experiments (right panel [183]).
2 ∗ 2 ∗ 2 Monkhorst-Pack mesh [164]. The internal degrees of freedom were relaxed by mini-
mizing the total energy and forces acting on atoms. In the ﬁnal structure, the residual forces did
not exceed 2 mRy/Bohr. Next, the validity of our simulated structure was conﬁrmed by analysis
of the pair distribution function.
The radial distribution function g(r) was calculated in order to verify the simulated structure.
g(r) is given by Eq. 4.5, where n(r) is the mean number of atoms in a shell of width dr at
distance r, and ρ is the mean atom density. This function is calculated for every atom in the
structure, and then averaged out over all atoms in the system.
g(r) = n(r)
/
ρ4πr2dr (4.5)
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Fig. 4.7 shows the calculated pair correlation function for a-Se. Two prominent peaks can be
seen at 2.3 Å and 3.65 Å which corresponds to the ﬁrst and second nearest neighbor in a-Se.
The latter is sign of the short range order in the structure. Our results are in good agreement
with theoretical and experiential investigations (See Fig. 4.7 right panel) [183, 16, 104]. The
atomic correlation is lost at further distances (r > 4 Å) due to the lack of long range order.
4.1.5 Volume deformation potential in amorphous Selenium
In the discussion of the electron-phonon interaction, the response of t-Se electronic structure
to optical vibrations were studied in previous subsection. However the results from t-Se are
applicable to a-Se, one further step is to analyze the electron-phonon interaction in actual a-Se
structure. The present subsection aims not to repeat the calculations of optical phonons, but
instead to study an acoustical mode in amorphous Selenium. It is shown that the results of a-Se
is in agreement with that of t-Se. This conﬁrms the validity of our assumption discussed in the
second chapter.
Scattering of electrons with low excess energy occurs predominantly with small wavenumber
phonons (acoustics phonons) ([100] p.391). Scattering with optical phonons occurs less often
due to the higher required excess energy of carrier for this interaction. The electrons interaction
with acoustic phonons can ordinarily be described in terms of a volume deformation potential.
A small uniform expansion of the lattice by δV will shift the energy of electronic bands Enk by
an amount of ( [101] p.125)
δEnk = Ξnk(
δV
V
) (4.6)
where Ξnk is the volume deformation potential. Scattering of electrons with phonons is derived
from the Fermi’s golden rule (Eq. 2.8), where
∣∣∣Mif ∣∣∣2 is the squared of the electron-phonon
interaction matrix elements. The corresponding matrix elements for transition of electrons from
state √i| with momentum k to a ﬁnal state √f | with momentum k{ = k + q can be described in
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terms of deformation potential ([100] p. 415)
∣∣∣Mkq∣∣∣2 = nq~q22ρV Ξk2Nω (4.7)
where nq is the phonon Bose-Einstein distribution in Eq. 2.15, ~ω is the phonon energy, N is
the number of atoms in the lattice, ρ is the density and V represents the volume. It is clear
form Eq. 4.7 that the scattering rate between two states for the electron will be proportional the
square of the deformation potential. Hence, the volume deformation potential for a-Se and t-Se
was calculated in this subsection.
The absolute deformation potential can be evaluated from Eq. 4.6 by calculating the relative
change in the eigenvalues Enk of the strained and unstrained electronic structure of Selenium.
The energy levels of 1s core states were averaged out for 50 atoms and it was taken as a reference
energy assuming that these core states are not sensitive to the volume deformation [184].
The results of calculation for a-Se and t-Se are shown Fig. 4.8 as a function of the excess
energy of a charge carrier. The excess energy is in the range of upper valence band and bottom
of the conduction band widths (see Fig.4.3a). An overall higher deformation potential can be
seen for electrons than for holes in both trigonal and amorphous Selenium. This implies that
the lone-pair states are least affected by the atomic vibrations. This low response of lone-pair
states to phonon modes can be interpreted via a tight bonding model discussed in the subsection
4.1.3. The latter is in agreement with calculated electron-optical phonon matrix elements (see
Fig.4.3b). This confirms the validity of our assumption discussed in Ch. 2.
Results for t-Se are also in correlation with previous studies of longitudinal acoustical de-
formation potential [3]. A parabolic dependence of deformation potential on the excess energy
can be seen for both electrons and holes in t-Se [3].
Comparing two electronic structures in Fig. 4.8, a relatively higher deformation potential for
electrons can be seen in a-Se than in t-Se. The latter resulting in a higher elastic scattering of
electrons in a-Se is due to the disorder in amorphous structure.
In order to connect this discussion to the lucky drift model, the energy dependence of the
volume deformation potential and the electron-optical phonon matrix elements on the mean
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Fig. 4.8: Dependence of the squared of volume deformation potential on the excess energy for electrons
and holes in t-Se (left panel) and a-Se (right panel).
free paths are considered. The mean free paths are inversely proportional to the scattering rates,
and the inelastic and elastic scattering rates are proportional to the M2 via Eq. 2.8 and Eq. 4.7
respectively. Therefore, it can be concluded from Fig. 4.8 that the momentum relaxing mean
free path for holes increases with an increase in their excess energy. An opposite dependence is
seen for electrons. This increase in the holes mean free path favours the avalanche multiplication
of holes in a lower electric ﬁeld than electrons.
Further analysis can be obtained from Kasap et al study to extend the lucky drift impact
ionization model to a-Se [85]. It was attempted to describe the impact ionization coeﬃcient α
as a function of reciprocal ﬁeld 1/F for holes and electrons in a-Se. The application of lucky
drift model with energy independent mean free path led to a quite small ionization threshold
energy in a-Se (Ei Eg/3) [97]. The best ﬁt to the experimental data was obtained by assuming
an energy dependent mean free path in a form of [85]
λE = λE0 + AE
s (4.8)
where λE0 is the constant low energy value of λE, s is some characteristics scattering index, and
B is a constant that is a measure of the dependence of λE on energy E. An excellent ﬁt to the
experimental data can be obtained with selection of s = 1, λE0 = 0.377 nm and A = 2.92 nm
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(eV) 1. In nearly all combination cases of these parameters, one obtains λE 4 6 nm. This
is successful in interpreting observed data taking into account that the mean free path increases
with the carrier excess energy (See Eq. 4.8). The latter is consistent with our calculation of
deformation potential in a-Se, where our interpretation suggests that mean free path for holes
increases by an increase in their excess energies .
In this subsection, an a-Se structure was constructed and the volume deformation potential
was studied for the simulated amorphous phase. We showed that the lone-pair states response
is in conjunction with that of t-Se results presented in the latter subsection.
The interesting dispersion of Selenium electronic states, which was calculated in this section,
combined with the feasibility of avalanche multiplication in a-Se provides a basis to propose
a new perspective in semiconductor research. In the next section, development of functional
materials that feature single carrier multiplication is suggested via analysis of the Selenium band
dispersion. In single carrier multiplication only one type of electric charges, either electron or
hole, participate in impact ionization. The latter has practical advantage in application of low
noise avalanche photodiodes.
4.2 Single carrier impact ionization favored by a limited band dispersion
4.2.1 Conﬁnement of the carriers excess energy by a limited width of the energy bands
Impact ionization in semiconductors and subsequent avalanche multiplication of charge carri-
ers is widely exploited in avalanche photodiodes (APDs) (See Ch.1). Chapter one explored a
quick look at the wide range of applications of this phenomenon in high-sensitivity photore-
ceptors. APDs generally operate in a linear mode at a bias voltage lower than the breakdown
voltage, where the output current is linearly proportional to the incident photon ﬂux[185]. The
requirements to semiconducting materials for linear APDs include high gain and low excess
noise. Variations in avalanche gains result in an excess noise in the detector. The corresponding
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excess noise factor in an electron-avalanche based detector can be given by
F = kM +
(
2
1
M
)
(1 k) (4.9)
where k is the ratio of the hole impact ionization rate to that of electrons (so-called k-factor),
and M is the avalanche gain. One can see from Eq. 4.9 that in case of avalanche multiplication
of both carriers, k = 1, a huge excess noise appears at the terminal (F = M). This factor can
be decreased to its minimum (F < 2) if only electrons take part in impact ionization process
(k 0). Hence, in order to fulﬁll the requirements of high gain and low noise, semiconductors
that feature a single-carrier multiplication are needed.
Unfortunately, k-factor is far from its ideal value for the majority of technologically-relevant
semiconductors, such as Si [186], GaAs (Ref. [187], p. 320) , InP [188]. In the following,
we show that the single-carrier avalanche multiplication can be achieved as a result of a limited
dispersion for one of the carriers and/or fundamental restrictions, such as energy and momentum
conservation. This opens an avenue for the design of materials with the electronic structure that
favors single-carrier avalanche multiplication.
The hypothetical electronic band structure of a material with high k-factor is shown on
Fig. 4.9. Its characteristic feature is a limited width of the conduction band, which prevents
free electrons from gaining the excess energy enough to initiate the impact ionization. The
presence of a gap of energy in conduction band conﬁnes the energy range of hot electrons. In
contrast to free electrons, the valence band dispersion permits the impact ionization initiated by
holes. A schematic illustration of hole impact ionization is displayed in Fig. 4.9. Successful
ionization event is caused by the primary hole 1 and results in creation of the electron-hole pair
2 and 2’. A material that feature such an electronic dispersion will exhibit full suppression of
the counterpart carrier multiplication. In order to illustrate feasibility of the proposed concept,
the electronic structure of trigonal Selenium (t-Se) in the framework of a DFT theory was ana-
lyzed. It is shown that the presence of an energy gap in the conduction band limits the electron
participation in the impact ionization, while the extended dispersion of lone-pair states in the
valence band favors the hole impact ionization.
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Fig. 4.9: Hypothetical band structure of a material with frustrated avalanche multiplication of electrons.
4.2.2 Principle conservation rules in impact ionization
A necessary condition for the impact ionization to occur is that all initiating and resultant parti-
cles should satisfy the energy and momentum conservation requirements.
E(k1, n1) + E(k2, n2) = E(k1{ , n1{) + E(k2{ , n2{) , (4.10)
k1 + k2 = k1{ + k2{ , (4.11)
where ki is the electron wave vector, ni is the band index and E(ki, ni) is the corresponding
energy eigenvalue. The indices 1, 2 and 1’, 2’ represent the initiating and resultant carriers,
respectively. The ionization energy corresponds to the excess energy of the primary carrier 1.
Further analysis of the ionization threshold for electrons and holes in t-Se requires detailed
knowledge of the band structure, which was obtained self-consistently using DFT in the former
section. Selenium electronic dispersion along high-symmetry points in the Brillouin zone is
shown in ﬁgure 4.10. Bonding σ, antibonding σ± and lone-pair (LP) states are indicated. The
calculated band gap was corrected to the experimental value of Eg = 1.85 eV by means of a
so called scissor operator. The shaded areas in ﬁg 4.10correspond to the optical gap and the
gap between two conduction bands (from bottom to top, respectively). One can see that the
valence band beneﬁts from a continues dispersion while the conduction band, the blue curves,
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Fig. 4.10: Electronic band structure of t-Se, Shaded areas correspond to the optical gap and the gap
between two conduction bands (from bottom to top, respectively
is split by a gap of energy. This gap in the conduction band is about 2 eV. The necessary
precursor for impact ionization is a low threshold energy of a primary charge carrier. The entire
Brillouin zone of Selenium was sampled using 6,400 k-points (20 ∗ 20 ∗ 16 mesh) in order to
ﬁnd the ionization threshold. The threshold energy is identiﬁed as the lowest possible ionization
energy that satisﬁes the conservation rules. Next we analyzed all possible ionization events by
generating combinations of four k-points that obey Eq. 4.11. For each set of k-points and the
combination of four bands (n1, n2, n{1 , n
{
2 ) involved in the impact ionization event, the energy
conservation criterion Eq. 4.10 was evaluated using a Gaussian approximation for the delta
function with the smearing of 50 meV. This approach provides the resolution of approximately
20 meV for the ionization energy, which is suﬃcient for the purpose of our discussion.
The analysis of the electronic structure of t-Se yields the ionization threshold of 1.85 eV for
electrons as primary charge carriers. The charge carriers with the lowest ionization energy are
located along H L H segment of the Brillouin zone. Fig. 4.11 shows the band structure
along H L H segment with four particles involved into the electron ionization event near
to the threshold. The resultant carriers 1’, 2 and 2’ occupy states in the valence band maxi-
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Fig. 4.11: The electronic band structure of t-Se along H-L-H segment.
mum (L-point) and the conduction band minimum (H-point), which ensures the lowest possible
ionization energy Eth,e = Eg, providing a sharp contrast with the parabolic band approximation
[189], which predicts Eth = 1.5Eg.
Results of our calculations suggest that the ionization energy for primary holes amounts to
1.95 eV (Eth,h = 1.05Eg), which is slightly greater than that for electrons. The interpretation of
this result requires further analysis of the valence band dispersion. For the energy threshold to
be equal to the band gap, the resultant carriers 1’, 2 and 2’ should not have any excess energy,
i.e., occupy the valence band maximum and the conduction band minimum (L and H points,
respectively). In this case, the momentum conservation dictates that the wave vector of the
primary carrier k1 should be either at H or S point (see Fig. 4.12). Apparently, the excess energy
of holes in H and S points of the lone pair band does not exceed the band gap (see Fig. 4.10),
which precludes their participation in the impact ionization. Therefore, the wave vectors of
particles participating in the impact ionization of holes near to the threshold deviate from these
high symmetry points as shown in Fig. 4.12, resulting in the value of ionization energy slightly
higher than Eg, but still lower than 1.5Eg.
4.2.3 Eﬀective density of states for impact ionization
The low ratio Eth/Eg 1 is a consequence of an indirect band structure inherent to t-Se, which
is a positive factor for the avalanche gain. However, the insuﬃcient disparity between the values
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Fig. 4.12: Top view of the Brillouin zone with k-points involved into the hole ionization event near to the
threshold.
of Eth,e and Eth,h can aﬀect the feasibility of operation in the single-carrier multiplication mode.
It has been indeed observed experimentally [190] that the avalanche multiplication in polycrys-
talline t-Se is dominated by holes with the ratio β/α→ 10. This result implies that factors other
than the ionization threshold are responsible for the nearly single-carrier multiplication in t-Se.
The impact ionization rate for a carrier with the energy equal to or above the ionization
threshold is proportional to the value of a corresponding Auger matrix element and an eﬀective
density of states. In the following, we focus our discussion on the energy dependence of the
eﬀective density of states (DOS), assuming that the matrix element does not vary signiﬁcantly
near to the threshold energy [191]. The eﬀective DOS for four-particles inverse Auger process
represents the relative number of possible ionization events as a function of excess energy of
the primary carrier.
The relative number of possible ionization events that satisfy the conservation rules is plotted
on Fig. 4.13 as a function of the excess energy of the primary carrier. Apparently, the eﬀective
DOS for primary holes increases faster than that for electrons as the excess energy exceeds the
threshold. Furthermore, the DOS for primary electrons exists only in the narrow range of excess
energies 1.85 2.65 eV, which is related to a limited width of σ± antibonding states in t-Se. The
eﬀective DOS for holes shows no discontinuity at higher excess energies due to the absence of
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Fig. 4.13: Effective density of states for impact ionization as a function of the excess energy of primary
electrons and holes
the energy gap between lone-pair and bonding σ states as can be seen at Fig. 4.10.
The results of our calculations suggest that the suppression of electrons’ avalanche multi-
plication in t-Se can be caused by peculiarities of its electronic structure. In conjunction with
the week electron-phonon coupling inherent to holes in t-Se [192, 3], these properties favor the
single-carrier impact ionization.
According to calculations of the electronic structure of a-Se [193], it also features a gap
in the conduction band analogous to that in t-Se, which can be a possible explanation for the
observed high disparity between impact ionization coefficients for electrons and holes in a-Se.
The K-factor for amorphous selenium ranges between 10 and 100 depending on the electric
field strength [86]. However, the field corresponding to the onset of avalanche multiplication in
a-Se is about 70 V/µm [33], which is significantly higher than that in the polycrystalline form
(15 . . . 20 V/µm [190]). This difference is attributed to intense elastic scattering due to disorder
inherent to the amorphous structure [87, 85].
Another prominent class of materials that demonstrated a well-separated narrow conduction
band similar to Fig. 4.9 are quaternary chalcogenide I2-II-IV-VI4 semiconductors [194, 195,
196]. Specific examples include Cu2ZnGeS4 and Cu2ZnSnSe4 compounds, which are currently
studied as an active material for thin-film solar cells [197]. In these structures, the lowest con-
duction band has the width of 1 2 eV, and it is separated by the energy gap of approximately
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the same magnitude from the rest of the conduction band [194, 195, 196]. The topmost valence
band, on the other hand, is much wider than the optical energy gap. Bearing in mind that the
optical energy gap in these materials is of the order of 1.5 eV, this material class show a great
promise for single-carrier (holes) avalanche multiplication, because the electron multiplication
should be fully suppressed.
In previous section, calculation of the electron-phonon matrix elements and the weak re-
sponse of the lone-pair states to phonon perturbation suggested a favorable high-ﬁeld charge
transport for holes. In this section, we moved one step further by analyzing the density of states
for impact ionization in Selenium. Also, the ionization threshold energies for electrons and
holes in t-Se were computed based on its electronic structure. It was shown that the single-
carrier multiplication regime, which is a requirement for the development of linear APDs with
high gain and low noise, can be achieved by conﬁnement of the kinetic energy for the counter-
part charge carrier. In other word, the good combination of valence band continues dispersion
with presence of the lone-pair states favors the impact ionization of holes in Selenium. How-
ever, the limited band width of the conduction band along with the intense inelastic scattering
rate with optical phonons suppress the electrons impact ionization. Similar peculiarities of the
electronic band structure are found in compound chalcogenide I2-II-IV-VI4 semiconductors that
makes them a promising candidate for the active material in high-sensitivity photoreceptors.
Moreover, Our results suggest that the excess energy of the primary carrier required to
generate the secondary electron-hole pair in t-Se is approximately equal to the energy gap
(Eth,e/h Eg) that is signiﬁcantly diﬀerent from the result predicted by the parabolic band ap-
proximation (Eth,e/h = 1.5Eg).
Results from analysis of the ionization threshold energy lead to an advanced study of pair
creation energy for a-Se in the next section. In the following, calculation of pair creation energy
in Selenium based on its electronic structure is presented. The latter factor plays a major role
in development of Selenium-based direct conversion photodetectors for high-energy radiation
applications.
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4.3 Modeling the radiation ionization energy and energy resolution of
trigonal Selenium and amorphous Selenium from ﬁrst principles
4.3.1 Pair creation energy
Semiconductors are widely used as functional materials in high-energy radiation detectors. The
direct conversion based detectors including Se and (CdZn)Te detectors attracted a vast atten-
tions in medical and industrial imaging, dosimetry and security [198, 199, 200]. Amorphous
Selenium-based ﬂat-panel x-ray detectors and their principles were reviewed in the ﬁrst chapter.
The sensitivity of these detectors is determined by their ability to convert high-energy photons
into electron-hole pairs. The corresponding characteristic of the material is the pair-creation
energy, W0∓, which is the ratio between the radiation-ionization energy and the average number
of electron-hole pairs created (quantum yield). W0∓ is empirically about 3 times the band gap
energy Eg of the semiconductor.
The theory of electron-hole pair production by impact ionization in semiconductors was ini-
tially introduced by Shockly [84] and further reﬁned by Klein [201] in the context of electron-
hole pair generation by ionizing radiation. According to Klein [201], W0∓ is related to the semi-
conductor energy gap Eg, the average residual kinetic energy of resultant carriers 〉Ek| , and the
average energy loss to optical phonons 〉Eph| between two ionization events in the following
way
W0∓ = Eg + 2〉Ek| + 〉Eph| . (4.12)
It is assumed that the energy of the ionizing radiation is spent on creation of excited electrons
and holes. When one of these particles reaches a ﬁnal states where it can no longer excite
another e-h pair due to its low energy below the ionization energy Eth, it thermalizes by phonon
emission. Each available state is assumed equally likely to be a ﬁnal state, and the density of
states ρ(E) is then ρ(E) ′
∇
E. Considering energy and momentum conservation requirements
during the pair production event [202], and assuming a parabolic band dispersion along with
the random-k approximation [203], the following expression is obtained for the average of the
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residual kinetic energy [201]
〉Ek| =
Eth∫
0
Eρ(E)dE
Eth∫
0
ρ(E)dE
=
Eth∫
0
E3/2dE
Eth∫
0
E1/2dE
=
3
5
Eth , (4.13)
One can obtain W0∓ by submitting Eq. 4.13 in Eq. 4.12 using the parabolic band assumption for
the ionization threshold energy Eth = 3/2Eg
W0∓ = Eg + 2
3
5
Eth + 〉Eph| = Eg +
9
5
Eg + 〉Eph| , (4.14)
W0∓ 2.8Eg + 〉Eph| , (4.15)
The average phonon energy loss is usually assumed to be in the range of 〉Eph| = 0.5 . . . 1 eV
for the majority of semiconductors [84].
In spite of the number of approximations involved, Eq. (4.15) provides a good representation
of the experimentally observed linear dependence of W0∓ on the energy gap in most semiconduc-
tors [201]. The notable exception is amorphous Selenium, for which Eq. (4.15) overestimates
the pair-creation energy by approximately 2 eV [204]. In particular, the mobility gap of a-Se
is about 2.3 eV [205], which, through Eq. (4.15), leads to the theoretical W0∓ 7.0 . . . 7.5 eV.
However, the experimental intrinsic value of W0∓ in a-Se is approximately 4 . . . 6 eV [206].
Que and Rowlands [204] proposed to resolve this inconsistency in a-Se by assuming that the
ionization threshold energy, Eth, is equal to the energy gap. This assumption implies loosening
the requirement of momentum conservation, which is motivated by the disordered structure of
a-Se. Accordingly, Eq. (4.15) is transformed into [204, 84]
W0∓ Eg + 2
3
5
Eg + 〉Eph| , (4.16)
W0∓ 2.2Eg + 〉Eph| , (4.17)
The latter expression is consistent with the experimental data for the pair production energy in
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a-Se.
Our analysis of the electronic structure of trigonal Selenium in previous section indicates
that Eth Eg for both types of charge carriers as a result of the indirect band structure [207].
Therefore, the assumption regarding violation of momentum conservation is not necessarily
required for interpretation of the low W0∓ in a-Se.
In this section, a detailed calculations of the electron-hole pair creation energy in t-Se and
a-Se from ﬁrst principles is reported. Unlike previous calculations [204], which were based on
the parabolic band structure approximation, our calculations include realistic density of states
and ionization threshold energies that result in more accurate and reliable prediction of the pair
creation energy. Furthermore, we report theoretical values of the Fano factor, a measure of the
dispersion of the probability distribution of W0∓. The calculated intrinsic Fano factor turns out
to be lower than that in (CdZn)Te indicating a high potential for a good energy resolution in a-
Se. In the discussion we specially emphasize the statistical role of recombination as a limiting
factor of the energy resolution.
The generation of charge carriers by ionizing radiation is generally viewed as a two-step
process. The ﬁrst step involves the absorption of a high-energy photon and the subsequent
creation of primary energetic electrons and holes. In the second step, the primary charge carriers
lose their kinetic energy mainly by impact ionization leading to the production of secondary
electron-hole pairs. The process continues until the excess kinetic energy of the secondary
carriers falls below the ionization threshold. The main challenge in theoretical calculation of
the pair production energy using Eq. (4.12) is ﬁnding an accurate approximation for the average
kinetic energy of residual charge carriers while taking into account the electronic structure of
the material in question.
Here we use a random-k approximation [203, 208], which is proven to be successful espe-
cially for transitions far from the ionization threshold. This approximation implies a uniform
distribution of ﬁnal carriers in k-space, which translates into the probability for a resultant car-
rier of falling in the energy interval (E, E + dE) to be proportional to the density of states ρ(E).
4. Results and Discussions 83
The average kinetic energy of residual electrons can then be expressed as [202]
〉Ek,e| =
∫ Eth,e
ECBM
(E ECBM) ρ(E) dE∫ Eth,e
ECBM
ρ(E) dE
, (4.18)
where Eth,e is the ionization threshold energy for electrons and ECBM is the energy position
of the conduction band minimum. It is straightforward to extend Eq. (4.18) for holes to get a
similar equation.
We begin the calculation of the average pair creation energy W0∓ by identifying the values of
its main constituents: the semiconductor energy gap Eg, the average residual kinetic energy of
resultant carriers 〉Ek| and the average energy loss to optical phonons 〉Eph| .
The energy gap of t-Se is 1.85 eV [114, 115, 128]. In amorphous structures, Eg is not well
deﬁned due to the extended band tails. Therefore, we use a range of 1.95 . . . 2.3 eV for a-Se.
The lower bound corresponds to optical absorption measurements [209, 210], whereas the upper
limit is set by transport measurements of the mobility gap [205, 129, 130].
Calculation of the average kinetic energy for residual carriers requires knowledge of the DOS
near the top of the valence band and the bottom of the conduction band, as well as the ioniza-
tion threshold. Calculation of DOS for trigonal Selenium was undertaken in the framework of
the density functional theory implemented in the ABINIT package [211, 157]. The DFT theory
and the ABINIT package were discussed in previous chapter. The generalized gradient approx-
imation (GGA) [182] and Troullier-Martins pseudopotentials [212, 213] were employed. The
valence electron wave functions were expanded using a plane wave basis set with the cut-oﬀ
energy of 25 Ha. The Brillouin zone was sampled using a Monkhorst-Pack [164] 20 ∗ 20 ∗ 18
k-point mesh. Further details regarding the geometry of the model structure and convergence
criteria have been discussed in previous chapter.
Calculation of DOS for a-Se was undertaken using WIEN2K package. Simulation of a-Se
structure in the framework of a density functional theory and a random-walk model was pro-
vided in previous section.
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The DFT energy gap of t-Se is about 1 eV, which is signiﬁcantly underestimated with respect
to the experimental value of 1.85 eV [114, 115, 128]. This inconsistency is attributed to a well-
known shortcoming of explicit density-dependent functionals, which tend to underestimate the
energy gap [154]. In the following analysis, the so-called “scissor operator” (energy oﬀset)
was applied in order to match the theoretical energy gap with its experimental value. The same
energy oﬀset was also applied when calculating DOS for a-Se.
The calculated DOS of t-Se and a-Se are presented in Fig. 4.14. Both densities of states
clearly exhibit the presence of bonding, antibonding and lone-pair states.The width of the cor-
responding bands is about 2.5 . . . 3 eV, which is consistent with previous calculations [124, 125]
and experimental measurements [123, 4]. The lone-pair DOS of t-Se has a characteristic double-
peak structure [124, 125], which is well reproduced in our calculations. In the case of a-Se,
peaks and the band edges are smeared due to the disorder [4]. Nevertheless, it is still possible
to resolve a gap between bonding and antibonding DOS, the presence of which is a signature
of a distorted, but not random dihedral angle [125, 14]. Some sharp features are still present in
a-Se DOS (Fig. 4.14) and can be related to the ﬁnite size of the simulation volume. However,
the latter does not aﬀect the calculation of W∓ due to the averaging procedure in Eq. (??).
The top of the valence band and bottom of the conduction band of t-Se DOS are marked as
EVBM and ECBM, respectively in Fig. 4.14. The shaded area indicates the states, which can be
occupied by residual charge carriers with excess energy not exceeding the ionization threshold
energy for electrons and holes (Eth,e and Eth,h, respectively. The center of mass of the shaded
area corresponds to the average kinetic energy 〉Ek| of residual carriers. The diﬀerence between
these energies is the pair creation energy minus the phonon contribution, W0∓ 〉Eph| . The
calculated DOS for a-Se is shown in Fig. 4.14 for comparison (red dashed line). The Gaussian
broadening of 25 meV was applied in both cases.
The threshold energies for electrons and holes are derived from analysis of t-Se band struc-
ture taking into account energy and momentum conservation requirements (See previous sec-
tion). The results of the calculation suggest that the ionization threshold in t-Se is approximately
equal to the energy gap (Eth,e = Eg and Eth,h = 1.05Eg [207]). This result diﬀers signiﬁcantly
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Fig. 4.14: Density of states in t-Se and a-Se calculated using DFT.
from that predicted by the parabolic band approximation (Eth = 1.5Eg) and can be attributed to
the indirect band structure of t-Se.
Using the ionization threshold energies and the calculated DOS function ρ(E) for t-Se and
a-Se, we calculate the average kinetic energy for residual carriers as a weighted average of the
shaded regions in Fig. 4.14. Using Eq. (4.18) we obtain the ratio 〉Ek| /Eg = 0.54 ∓ 0.04. Here
the margins appear due to the uncertainty of the band gap energies. The diﬀerence between the
average kinetic energy for electrons and holes is marginal and it does not exceed the error-bar.
It should be noted that the obtained average kinetic energy is much less than that predicted by
the parabolic band approximation 〉Ek| /Eg = 0.9. The diﬀerence is largely attributed to the fact
that Eth Eg.
The average energy loss due to phonon-emission 〉Eph| between two successive ionization
events can be estimated based on the average number of phonons emitted 〉r| and the optical
phonon energy ωop. According to Shockly [84], 〉r| is not sensitive to the material compo-
sition and ranges between 10 and 30. The phonon spectra of t-Se and a-Se phases are very
similar [131] with the high-energy peak at 29 and 31 meV for t-Se and a-Se, respectively [214].
In our calculation we take the value of ωop = 30 meV, which results in the average energy
loss to phonons 〉Eph| = 0.3 . . . 0.9 eV. The pair creation energies in t-Se and a-Se calculated
according to Eq. (4.12) are presented in Table 4.3. The expectation value of W0∓ ranges between
4.4 and 5.6 eV depending on the choice of material parameters, Eg and 〉r| . The diﬀerence
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Tab. 4.3: Intrinsic pair creation energy (eV) in t-Se/a-Se assuming various various values of the energy
gap and the average number 〉r| of optical phonons emitted.
〉r| Energy gap (eV)
1.85 2.1 2.3
10 4.4/ 4.7/4.4 5.0/4.5
20 4.7/ 5.0/4.7 5.3/4.8
30 5.0/ 5.3/5.0 5.6/5.1
between the values of W0∓ for a-Se and t-Se is marginal (about 10%), and it can be attributed to
a more uniform DOS of a-Se (Fig. 4.14). This data corresponds to the intrinsic pair creation
energy implying that the electron-hole pair generation and collection is not mediated by re-
combination. The theoretical values of W0∓ agree with those measured experimentally for a-Se:
W0∓ = 4 . . . 6 eV [206], 6 eV [215, 216], 5.4 eV [217]. The results of our detailed calcula-
tions are remarkably close to those obtained using the approximate Eq. (4.17) that explains the
success of Que analysis of x-ray photogeneration in a-Se with the assumption that Eg = Eth.
However, the violation of momentum conservation is not required in our case.
4.3.2 Fano factor
Fluctuations in the number of charge carriers generated as a result of absorption of a high-
energy radiation can be expressed through the Fano factor. It is closely related to the intrinsic
limit of the energy resolution of the detector (Ref. [200], p.377). The Fano factor was calculated
from the variance σ2N in the number N of electron-hole pairs generated per incident high-energy
photon absorbed as follows [218]
F =
σ2N
〉N| . (4.19)
The statistics of electron-hole pair generation was modeled using a Monte Carlo simulation al-
gorithm based on random values of W0∓ and a ﬁxed energy ω0 of the absorbed photon. The
calculations were performed for the photon energy of 10 and 100 keV, but no noticeable diﬀer-
ence in the value of Fano factor was found.
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Random values of the electron-hole pair creation energy were determined according to
W0∓ = Eg + Ek,e + Ek,h + rωop . (4.20)
Here Ek,e and Ek,h are the electron and hole kinetic energies taken randomly in the range 0 . . . Eth
with a probability distribution proportional to the density of states ρ(E) in the conduction and
valence band, respectively. The stochastic nature of energy loss due to the optical phonon
emission is taken into account via a random number of phonons emitted r with the exponential
distribution
p(r) = 〉r| 1e r/〉r| , (4.21)
where 〉r| represents the average number of phonons emitted per electron-hole pair produced.
Using a set of random values W0∓(i), the number of electron-hole pairs N generated per inci-
dent photon was determined from the following condition
0 ∼
⎡⎢⎢⎢⎢⎢⎣ N∑
i=1
W0∓(i)
⎤⎥⎥⎥⎥⎥⎦ ω0 < W0∓(N) . (4.22)
After multiple realizations, we build a statistically viable set of data that allows for evaluation
of the Fano factor using Eq. (4.19).
We proceed with calculation of the Fano factor according to its deﬁnition in Eq. (4.19) using
the same parameters as for the pair creation energy. The results are presented in Table 4.4.
Tab. 4.4: Intrinsic Fano factor for t-Se/a-Se assuming various values of the energy gap.
〉r| Energy gap (eV)
1.85 2.1 2.3
10 0.036/ 0.031/0.044 0.030/0.043
20 0.044/ 0.038/0.051 0.036/0.049
30 0.057/ 0.050/0.063 0.046/0.059
Our calculations suggest that the intrinsic value of the Fano factor in t-Se and a-Se is in the
range of 0.03 . . . 0.06. The Fano factor increases with decreasing energy gap Eg and increasing
number of phonons 〉r| emitted between two consequent pair production events. The disparity
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Fig. 4.15: Dependence of the Fano factor on the recombination probability in a-Se calculated using
Monte Carlo simulation (symbols) and analytically using Eq. (4.23).
between a-Se and t-Se values of the Fano factor is practically negligible and can be assigned
to a broader distribution of energy of resultant carriers in the case of a-Se. It is apparent that
the Fano factor in t-Se and a-Se is superior to the corresponding value in such technologically
prevalent semiconductors as Ge, Si and (CdZn)Te, where the Fano factor amounts to 0.059,
0.067 and 0.089, respectively[219, 220].
One should bear in mind that the intrinsic values of the Fano factor can only be observed
under the circumstances of complete collection of photogenerated charge carriers. Recombina-
tion and charge trapping are two major mechanisms that limit the collection eﬃciency in a-Se
[204, 215, 221]. Even at a relatively strong electric ﬁeld of 10 V/μm, only about 10% of pho-
togenerated carriers survive recombination, which is evident from the high value of the pair
creation energy W∓ 40 eV [222] compared to the intrinsic value of W0∓ 5 eV.
Provided recombination is the only stochastic factor that governs variation in the number N
of electron-hole pairs created, statistics of the charge conversion are then described by a bino-
mial distribution with the variance of Np(1 p) and mean N(1 p), where p is the recombination
probability. Hence, according to Eq. (4.19), the Fano factor is given by F = p. This simple
result sets the lower statistical limit for the Fano factor due to recombination.
In order to account for recombination as an additional source of variance in the number of
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electron-hole pairs generated, we include the recombination probability p as a parameter into
the Monte Carlo algorithm for the calculation of the Fano factor. The simulated dependence of
the Fano factor on the recombination probability is presented in Fig. 4.15. The shaded region
represents the uncertainty in the intrinsic value of the Fano factor according to the range of
data in Table 4.4. The dashed line corresponds to the recombination-limited value of the Fano
factor F = p. The arrows indicate an approximate value of the recombination probability taken
from Refs. [204] and [222] for the speciﬁed electric ﬁelds. In the limit of small recombination
probabilities, the Fano factor approaches its intrinsic value. The Fano factor then deteriorates
progressively, approaching the limit of F = p, as the fraction of carriers that recombine in-
creases.
Using a heuristic approach, we derived a general expression for the Fano factor
F = F0(1 p) + p . (4.23)
that captures both eﬀects: statistical ﬂuctuations of the pair creation energy included in the
intrinsic Fano factor F0 and the carrier loss due to recombination. Equation (4.23) successfully
reproduces results of the Monte Carlo simulation as shown in Fig. 4.15.
Our analysis suggests that the nearly intrinsic value of the Fano factor can only be achieved
if one manages to keep the recombination probability below 0.1 for a-Se, or more generally
p  F0. In practice, the recombination can be controlled by the strength of an external electric
ﬁeld applied to the sample. The pulse height spectroscopy experiments performed on a-Se
at a ﬁeld of 20 V/μm indicate a broad distribution of Ns [222], which is consistent with the
recombination-limited statistics. Apparently, electric ﬁelds much greater than 60 V/μm are
required in order to lower the Fano factor down to its intrinsic limit (see Fig. 4.15).
In the case of single photon detectors when the energy of the incident radiation is concerned,
the most important factor is the energy resolution, which is given by (Ref.[223], p. 118)
R = 2.35
√
F/〉N| . (4.24)
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Apparently, the lower Fano factor of the photoconductor directly translates into a better energy
resolution of the detector. However, when the detector operates in the integration mode, one of
the main performance factors is the detective quantum eﬃciency (Ref. [224], p. 26). The latter
is proportional to the Swank factor AS, which also depends on the Fano factor and the average
number 〉N| of electron-hole pairs collected
AS =
〉N|
F + 〉N| . (4.25)
Given the number of created charge carriers is much greater than the Fano factor, AS in a-Se
comes very close to unity [56], its ideal value. In this case, the Fano factor does not play a
signiﬁcant role in determining the detector characteristics.
The objective of our theoretical study in this section was the calculation of the charge pair
production energy and the Fano factor in t-Se and a-Se. The calculation was based on the elec-
tronic structure of t-Se and a-Se, which was obtained self-consistently from ﬁrst principles in
the framework of a density functional theory. The statistics of the electron-hole pair genera-
tion were modeled using a Monte Carlo simulation technique and a random-k approximation to
determine the ﬁnal state of resultant charge carriers.
Results of our calculations suggest that the intrinsic theoretical value of the pair creation
energy W0∓ in a-Se and t-Se ranges between 5 and 6 eV. The value is practically insensitive to
structural order of Selenium. The uncertainty is related to the ﬂexibility in the choice of ma-
terial parameters, such as the energy/mobility gap and the average number of phonons emitted
between two consequent pair production events. Obtained values agree well with experimental
data available in the literature for a-Se. The puzzling overestimation of W0∓ by Klein’s [201]
traditional formula is attributed to a relatively low average kinetic energy of resultant charge
carriers. This observation is closely related to low ionization threshold energies for both charge
carriers in t-Se as a consequence of its indirect band structure. Our interpretation provides an
alternative to violation of the momentum conservation, which was put forward previously in the
literature to explain the deviation of W0∓ from Klein’s [201] formula.
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According to theoretical predictions, the intrinsic value of the Fano factor F0 in Selenium is
confined within the range of 0.03 . . . 0.06, which is superior to the corresponding characteristic
in Si, Ge and (GdZn)Te. However, achieving these values practically can be challenging due to
the recombination of photogenerated charge carriers, which is present to a large extent in Sele-
nium even at strong electric fields (10 . . . 60 V/µm). We propose a correction to the Fano factor
that takes into account effect of the carrier loss due to recombination. The analysis suggests
that the nearly intrinsic value of the Fano factor can only be achieved, when the recombination
probability is reduced below F0. Otherwise, the Fano factor and, correspondingly, the energy
resolution of a detector is limited by a recombination statistics rather than by fluctuations in the
pair creation energy.
5. SUMMARY
The objective of this thesis was to investigate the high-field charge carrier transport properties
in amorphous Selenium. The energy loss mechanism that prevents the carriers from gaining
sufficient kinetic energy to initiate impact ionization is inelastic scattering of electrons with
optical phonons. Calculation of electron-phonon matrix elements in trigonal Selenium was
performed for optical phonon modes.
Here, we assume that the calculated results based on crystalline Selenium structure can be
also translated into the amorphous structure. This was supported through studies of density of
states and phonon density of states in both amorphous and crystalline phases of Selenium. In
addition, an amorphous Selenium structure was simulated and the volume deformation poten-
tial was studied for both trigonal and the simulated amorphous lattice. As a consequence, we
showed that a similar energy dependence of deformation potential for electrons and holes can
be seen in both trigonal and amorphous Selenium. This further confirmed the validity of our
assumption.
Results from calculation of electron-phonon matrix elements suggest that the energetic holes
should experience an interaction by an order of magnitude weaker than that of electrons. The
results for holes are attributed to the weak interaction of lone-pair states with the corresponding
phonon modes and linked to the favorable high-field transport of holes in amorphous Selenium
Furthermore, we showed that the single-carrier multiplication regime can be achieved by
confinement of the kinetic energy for the counterpart charge carrier. This hypothesis was
demonstrated through a detailed analysis of the electronic structure of trigonal Selenium. This
investigation involved studies of all possible inverse Auger transitions for both electrons and
holes in the Selenium Brillouin zone. The precursor of the latter calculations is finding the ion-
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ization threshold energy. The ionization threshold energies for electrons and holes in t-Se were
computed based on its electronic structure. Our results suggest that the ionization threshold
energy for both holes and electrons in t-Se is approximately equal to the energy gap, which is
significantly different from the result predicted by the parabolic band approximation.
Following the latter analysis, we showed that the effective density of states for the impact
ionization with holes as a primary carrier can exceed by 3 orders of magnitude the correspond-
ing value for electrons. This result is due to the presence of an energy gap in the conduction
band that limits electrons from acquiring high kinetic energy. This is consistent with the exper-
imental observation of dominant holes avalanche multiplication in poly-crystalline Selenium.
In addition, the calculated threshold energies were used in conjunction with the Selenium
density of states in order to analyze the electron-hole pair creation energy and Fano factor in
t-Se and a-Se. Results of our calculations suggest that the intrinsic theoretical value of the pair
creation energyW0∓ in a-Se and t-Se ranges between 4.4 and 5.6 eV. Obtained values agree well
with experimental data available in the literature for a-Se. We also proposed a correction to the
Fano factor that takes into account effect of the carrier loss due to recombination. The analysis
suggests that the nearly intrinsic value of the Fano factor in the range of 0.003 0.006 can only
be achieved, when the recombination probability is reduced below F0. Otherwise, the Fano
factor and, correspondingly, the energy resolution of a detector is limited by a recombination
statistics rather than by fluctuations in the pair creation energy.
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