A combinatorial abstraction of the linear complementarity theory in the setting of oriented matroids was first considered by M.J. Todd. In this paper, we take a fresh look at this abstraction, and attempt to give a simple treatment of the combinatorial theory of linear complementarity. We obtain new theorems, proofs and algorithms in oriented matroids whose specializations to the linear case are also new. For this, the notion of sufficiency of square matrices, introduced by Cottle, Pang and Venkateswaran, is extended to oriented rnatroids. Then, we prove a sort of duality theorem for oriented matroids, which roughly states: exactly one of the primal and the dual system has a complementary solution if the associated oriented matroid satisfies "weak" sufficiency. We give two different proofs for this theorem, an elementary inductive proof and an algorithmic proof using the criss-cross method which solves one of the primal or dual problem by using surprisingly simple pivot rules (without any perturbation of the original problem).
Introduction
The linear complementarity problem (LCP) is to find vectors wand Z III Rn satisfying w = Az + b, Z 2 0, w 2 0 ( 1.1)
where b is a given rational n-vector, and A is a given rational n x n matrix.
The theory of linear complementarity, introduced by Cot tie [7] , Cottle and Dantzig [8] and Lemke [20] , has been extensively studied for the last two decades. One main importance of this theory lies in the fact that it provides a unified framework for the two important optimization problems with wide applications, linear programming and convex quadratic programming.
It is known, however, that solving a general LCP (1.1) is hard: it is NP-complete, see [5] . The main difficulty lies in the fact that we don't know any easy way to recognize when the problem has no solution. For an LCP to he solved efficiently, it is necessary that a polynomially verifiable condition exists which is true if and only if the LCP has no solution. Such a condition may be called a good characterization of the nonexistence of solutions. There are several different classes of matrices A for which such a characterization is known. The P-matrices and the positive semi definite (PSD-) matrices constitute such classes. The LCPs arising from linear programming problems or convex quadratic programming problems have PSD-matrices. The class of sufficient. matrices, which has been recently introduced by Cottle, Pang and Venkateswaran [9, 10] , contains properly the two classes and admits also a good characterization of the nonexistence of sol1ltions (The definition of sufficient matrices will be given in Section 2). There are two major approaches in developing algorithms for such "good" classes of LCPs, the classical pivoting approach and the recent interior-point approach [19, 29] . While polynomial-time algorithms for LCPs have been obtained only by the latter approach, a satisfactory foundation of linear complementarity theory depends strongly on the combinatorial nature of the former approach.
Todd [26, 27] was the flrst to explain the essence of combinatorics used in the classical pivoting algorithms for LCPs and extend many fundamental results on LCP to the notion of oriented matroids. In order to achieve these he obtained elegant characterizations of symmetric matrices, P-matrices and PSD-matrices in terms of sign conditions on the linear subspaces associated with the extended matrix [-A I] . Another difficulty he had to overcome was to generalize perturbcLtion techniques to oriented matroids, since the usual pivoting algorithms for LCP rely heavily on nondegeneracy.
On the other hand, the recent studies by Klafszky and Terlaky [17, 18] , Fukuda and Terlaky [15] and den Hertog, Roos and Terlaky [11] showed that the nondegeneracy assumption is not necessary for the finiteness of pivoting algorithm if the criss-cross type of "minimum-index" pivot strategy is employed.
In this paper, we attempt to do two things. The first thing is to obtain a general theorem, called the duality theorem, of complementarity in the setting of oriented matroids, which gives as a corollary a good characterization of the nonexistence of a solution for LCPs with sufficient matrices. For this, a certain combinatorial abstraction of sufficient matrices is useful for the simplicity of the statement and also for a short elementary proof. The second thing is to study essential conditions on oriented matroids under which the crisscross method [18] , a natmal extension of the criss-cross method for linear programming [24, 25, 28] solves the associated complementarity problem. For this purpose, we extract the combinatorial ideas u,ed in [ll] . It turns out that if an oriented matroid satisfies essentially the same assumption as for the duality theorem, the criss-cross method solves the complementarity problem, and hence gives a constructive proof of the duality theorem. It is noteworthy that we do not depend on the nondegeneracy assumption. And therefore, we not only generalize some theorems of Cottle et al [9] and Todd [26, 27] , but simplify their proofs, and obtain a new algorithm which is extremely simple.
LCP Duality Theorem
In order to write the LCP (1.1) in a form that will be convenient for extending it to the setting of oriented matroid s, we set 
CUO)
One can easily see that this theorem is self-dual, i,e" replacing l;" by V.l yields the same theorem, This self-duality makes the statement look simple, and quite importantly it makes a short elementary proof possible, Also, this theorem suggests us to consider the dual problem of the LCP (2,2)",(2.4): In fact, the sufficient matrices are exactly those matrices with these properties. More explicitly, an 11 x n matrix A is called column sufficient if
and called suffiCient if it is both column and row sufficient. Clearly, the row-sufficiency of A is equivalent to the column-sufficiency of AT. Theorem 2.1 implies that for any sufficient matrix A and any vector b, exactly one of statements (a') or (b') holds.
As an example of linear subspaces V satisfying the conditions (2.9) and (2.10), we can It should be noted that Theorem 2.1 can be considered as a generalization of the wellknown LP duality theorem and Cottle's QP duality theorem [6] since they correspond to certain subclasses of PSD-matrices. Readers interested in these relations are suggested to see [27] for reformulations of the LP and QP duality theorems in the complementarity framework.
In the following section, we will see how the duality theorem, Theorem 2.1, can be generalized and proved in purely combinatorial fashion using the notion of oriented matroids.
Oriented Matroids and Complementarity
Let E be a finite set. A signed vector X on E is a vector in {+, 0, ~ }E. The opposite ~ X of a signed vector X is defined in the obvious way: ~(~o ~ ++) = (+0 + ~~). Let X and Y be signed vectors on E. An element j E E is said to separate X and Y if X) and lj are nonzero and opposite iI~ signs. The set of elements separating X and Y is denoted by
The support X of X is the ,et {j E E : X.l f-O}.
(j E E).
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An oriented matroid on E is a pair M = (E,F), where E is a finite set and F is a set of signed vectors 011 E satisfying the following axioms:
(where 0 denotes the zero vector)
We call each member of F a vector of the oriented matroid. Each vector with minimal nonempty support is called a circuit. One can define oriented matroids in terms of circuits, see [2, 3J. Note that the notion of oriented matroids was introduced independently by Bland-Las Vergnas [3J and Folkman-Lawrence [12J. The definition of oriented matroids above is due to Edmonds, Fukuda and Mandel [13, 21] .
For a vector x E RE, we denote the signed incidence vector of x as 8(:1'), i.eo, It will be convenient to define the 
The dual M* is also an oriented matroid, and
There are two basic operations on oriented matroids which will be lIsed frequently in this paper. For a subset S of E, let
where X\S denotes the subvector (X J : j E E\S) of X. It is easy to see from the definition, both (E,F\S) and (E,F/S) are oriented matroids, which are denoted by M\S and M/S, respectively. When S is a singleton set {e}, Af\{ e} and M / {e} will be denoted by M\e and M/e, respectively. The following relations hold for any oriented matroicl M = (E,F):
For a nonnegative integer n, let E2n denote a set of 2n elements partitioned into pre- {1,2, ... ,2n} and {0,1,2, . .. ,2n} with 9 = 0, respectively, where z = i + n if 1 :::; i :::; n, and z = i -n if n < i :::; 2n.
For a given oriented matroid M = (E 2n , F) with n 2: 0, the complementa1·ity problem
Here, we use the inequality 2: in the obvious way and we shall do so in the sequel. The conditions (3.6), (3.7) and (3.8) are straightforward abstractions of (2.2) The following theorem is a combinatorial generalization of the duality theorem, Theorem 2.1. Proof. We prove by contradiction. Suppose the conclusion is false, i.e., two of the four statements hold. We have six cases to consider but because of the duality (3.1), (3.4) and This completes the proof.
• Now we are ready to prove the duality theorem.
Proof of Theorem 3.1. 'Ne use induction on n. If n = ° then the theorem is obvious.
Let n > 0, and suppose that the theorem is true for all smaller values of n. Assume the assumptions (3.1:3) and (3.14) are satisfied. In the previous section, we have proved the duality theorem by an elementary inductive argument. The proof was very simple and, in fact, it gives some general idea of how the OMCP can be solved; once you solve two subproblems jyl(e) and M(e), then one of the two solutions will yield a solution to the original OMCP.
In this section, we will see how this simple idea can be extended to a finite algorithm. For this, we need the notion of basis, as this is essential in pivoting algorithms for the linear complementarity problem. 
The replacement of a tableau T(B) by an 'adjacent" tableau T(B') is called a pivoi operation on the position (1', s).
Now we come back to the complementarity problem, Let NI = (£211,F) be an oriented matroid with n :::: O. For the complementarity problems for which we give an algorithm, we assume that 
(1) If Bisfeasible, then X(B,g) is feasible, and if in addition complementary then X(B,g) is cornplementary as ludl and solves the OMCP. (2) If B is cofeasible, then Y'(N, r) is cofeasible, and if in addition B is complementary and
YeN, rh' = tre = 0, t'un Y (N, 1') solves the dual OMCP, where l' is a basic element fOT which t Ty < 0, and t'J ::; ° f01' all j E N. A basis B or tableau T(B) is called terminal if B is complementary and either feasible or cofeasible. We shall prove the theorem above using the following algorithm, called the criss-cross method, which will be shown to find a terminal tableau after a finite number of steps if the assumptions are satisfied.
In order to describe the algorithm, the following lemma is important. (1) trg i-° implies irr 2 0;
(2) trg = -, t"r = tsr = 0 and t,·s = + imply isy = -and iss = +; • Figure 4 .2 illustrates the meaning of the lemma. 
Proof.
Let B be a complementary basis produced by the criss-cross method for which the exchange pivots (**) are executed. Let r, s, p be indices chosen for B by the algorithm.
First consider the case p = T. Since (**) is executed, l' > s, t"g = -, t"r = 0 a.nd t,·s = +. These four cases (El), (E2), (L1), (L2) fit exactly the cases (a1), (b1), (a2), (b2) of Lemma 4.8, respectively. By the same lemma, no two of the four statements can occur, and no two of (El), (E2), (L1) and (L2) can occur, a contradiction. Therefore, the criss-cross method must terminate. Clearly, when it terminates, the final basis is either a complementary feasible basis or a complementary cofeasible basis.
•
The duality theorem, Theorem 4.5, is a straightforward consequence of Theorem 4.9.
It is interesting to note that in [16] Grave gave a finite pivot method for LCPs with PSDmatrices, which is somewhat similar to our algorithm. The critical difference is that Grave's algorithm depends on the actual values of tableau entries and it assumes nondegeneracy.
Concluding Remarks
The cri ss-cross method we described in the previous section is merely Olle of finite algorithms for the OMCP (satisfying the conditions of Theorem 4.9). As for the special case of the Oriented Matroid Programming case, one can design different finite pivoting algorithms. In some sense, the criss-cross method is it most rigid algorithm among them, since each pivot operation is uniquely determined and a sequence of complementary bases generated is completely determined once a linear order of complementary pairs {e, e} is fixed.
One way to see the possibility of relaxing the algorithm is to prove the finiteness of the criss-cross method more constructively as in [14] In fact, we can show that some binary number associated with each iteration of the algorithm increases monotonically. 
and L' is larger than L in the last subscript j for which they differ. Obviously, if L j = 0 for some J, then L + j is lex greater than L.
Let us consider the following updating of L at each iteration of the cri ss-cross method: set L=O initially, and update L by L+p (fi.1)
where p is the larger element max{ r, s} between ·;he two basic elements l' and s chosen at each iteration. ... = Ljk = O. One can easily see that the linear order among the indices (complementary pairs) is not essential at this stage. So one can pretend that each zero intervals are not ordered, and one can just set any linear ordering on a zero interval whenever necessary.
For the case of linear programming, interesting experimental results supporting the practicality of some flexible version of the cri ss-cross method have been reported in [22] .
