A class of methods for the numerical solution of high-order differential equations with Lidstone and complementary Lidstone boundary conditions are presented. It is a collocation method which provides globally continuous differentiable solutions. Computation of the integrals which appear in the coefficients is generated by a recurrence formula. Numerical experiments support theoretical results.
Introduction
We consider the general even-order boundary value problem as follows: Problems of these kinds model a wide spectrum of nonlinear phenomena. For this reason they have attracted considerable attention by many authors who studied existence of solutions using different methods. Often special boundary conditions are considered, under some restrictions on f. Some authors treat particular cases of problem of kind 1.1 as nonlinear eigenvalue problems 4, 5 or apply finite difference methods, shooting techniques, spline approximation or the method of upper and lower solution 6-11 . In 12 a collocation method for the numerical solution of second order nonlinear two-point boundary value problem has been derived. Problems of kind 1.2 were introduced in 3 and then they have been studied in 2 .
In this paper, for the numerical solution of problems 1.1 and 1.2 , as an alternative to existing numerical methods, we propose collocation methods which produce smooth, global approximations to the solution y x in the form of polynomial functions.
In Section 2 we consider even-order BVPs 1.1 and give an a priori estimation of error. For n 1 we derive a method to solve second order BVPs, like, for example, the classical Bratu problem. Then, for n 2, we construct a method for the solution of the following kind of BVPs as follows:
1.4
This problem is used to describe the deformation of an elastic beam its two ends of which are simply supported.
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In Section 3 we propose a class of methods for the numerical solution of odd-order BVPs and, particularly, we construct an approximating polynomial for the solution of the fifth-order problem as follows:
1.5
Fifth-order boundary value problems generally arise in the mathematical modeling of viscoelastic flows 13, 14 .
In order to implement the proposed method, in Section 4 we propose an algorithm to compute the numerical solution of 1.1 and 1.2 in a set of nodes. Finally, in Section 5, we present some numerical examples to demonstrate the efficiency of the proposed procedure.
The Even-Order BVP
Let's consider the even-order BVP 1.1 .
Preliminaries
Let y x be the solution of 1.1 . If y x ∈ C 2n 0, 1 , then, from Lidstone interpolation 1 , we have
where Q 2n−1 is the Lidstone interpolating polynomial 1 of degree 2n − 1 as follows:
satisfying the conditions
The error term T x is given by
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2.5
{Λ k x } k∈N is the sequence of Lidstone polynomials in the interval 0, 1 , which can be defined by the following recursive relations: 
Derivation of the New Method

The Error
In what follows for all y ∈ C 2n m a, b we define the norm 15 with the following:
and the constants 
2.17
For the global error the following theorem holds. 
Proof . By deriving 2.8 and 2.9 s times, s 0, . . . , q, we get
2.19
Now, since 1
and from the property B 2k 1 1 −
Hence
2.22
Thus
2.23
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2.24
It follows that
and inequality 2.18 follows.
Example 1: The Second-Order Case
Now let us consider the case of second-order BVPs
2.26
In this case the Lidstone interpolating polynomial 2.2 has the following expression
and the Green's function is
and integrating by parts, we have
Example 2: The Fourth-Order Case
Now let us consider the case of fourth-order BVPs, that is problem 1.4 . In this case the Lidstone interpolating polynomial 2.2 is
2.33
Using relations 2.29 and integrating by parts, we have
2.34
Hence 
The Odd-Order BVP
Let y x be the solution of the odd-order BVP 1.2 . If y x ∈ C 2n 1 0, 1 , from complementary Lidstone interpolation 2, 3 , it is well known that y x P 2n x R x , where P 2n is the complementary Lidstone interpolating polynomial 3 of degree 2n as follows
3.2
The residue term R x 3 is given by R x 1 0
h n x, t y 2n 1 t , where with R m y 2n 1 , t the remainder term in the Lagrange interpolation of y 2n 1 on the nodes {x i }.
If y ∈ C 2n m 1 0, 1 , and LH n,m < 1 where L is defined as in 2.16 , similarly like in the proof of Theorem 2.2, it's easy to prove that
Example: The Fifth-Order Case
Now let us consider the case of a fifth-order BVP, that is problem 1.5 . In this case the Lidstone interpolating polynomial 3.1 has the following expression
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The Green's function is 
Algorithms and Implementation
To calculate the approximate solution of problems 1.1 and 1.2 by, respectively, 2.9 and 3.4 at x ∈ 0, 1 , we need the values y , V n x Q 2n−1 x and a n,i x q n,i x in the case of even order; V n x P 2n x and a n,i x p n,i x in the case of odd order BVPs. We observe that, putting 
For the existence and uniqueness of solution of 4.4 we have the following. 
4.6
Moreover, if Y is the exact solution of the system,
Y ν m − Y ≤ T ν 1 − T Y 1 m − Y 0 m . 4.7 Proof. If V V 0 , . . . , V q T , V k v k 1 , . . . , v k m and W W 0 , . . . , W q T , W k w k 1 ,. . ., w k m , then G V − G W ≤ ML A ∞ V − W . If ML A ∞ < 1, G
Numerical Computation of the Entries of Matrix
We can easily compute
For s > 0 the following recurrence formula holds 17
Numerical Examples
Now we present some numerical results obtained by applying the proposed method to find a numerical approximation of the solution of some test problems. For the solution of the nonlinear system 4.4 the so-called modified Newton method 18 is applied the same Jacobian matrix is used for more than one iteration . The initial value for the iterations is y 0 . The stopping criterion is |y k 1 − y k | < δy k , where δy k is the solution of the system As the true solutions are known, we considered the error functions e x |y x − y n x |. In Examples 5.1 and 5.2 fourth-order problems are considered, and for each problem the solution is approximated by polynomials of degree, respectively, 6 and 9. Examples 5.3, 5.4, and 5.5 concern fifth-order problems, and the approximating polynomials have degree, respectively, 7 and 10. In Example 5.6 a sixth-order BVP is considered and the solution is approximated by polynomials of degree 8 and 11. The last two examples compare the proposed methods with other existing procedures. In all the considered examples equidistant points are used. Almost analogous results are obtained using as nodes the zeros of Chebyshev polynomials of first and second kind. Example 5.1. Consider
5.2
with solution y t log 1 t . Table 1 shows the error in some points of the interval 0, 1 for m 3 polynomial of degree 6 and m 6 polynomial of degree 9 . 3.07 · 10 The results are displayed in Table 4 .
Example 5.5. Consider
with solution y t 1 − t sin t Table 5 . 2.14 · 10 
5.7
with solution y t e t . Table 6 shows the errors for m 3 polynomial of degree 8 and m 6 polynomial of degree 11 . and p, r, s are some positive integers ≥ 1. Then y x sin πx is a solution of 5.8 . 9.12 · 10 Let p 1, r 2, s 3 and σ i x 0.1 cos πx , i 1, 2, 3. In Table 7 we compare the results obtained with the presented method 2.9 for several values of m, with the results obtained with the method in 9 for different values of the step h. To demonstrate the accuracy of our method we show the maximum absolute error in the two cases. Further, method 2.9 provides an explicit expression of the approximate solution. Tables 8 and 9 show the error, respectively for λ 1 and for λ 2, in some points of the interval 0, 1 . Observe that the degree of the approximating polynomials is m − 1. The last columns shows the error when the method proposed in 19 is applied.
Conclusions
This paper presents a general procedure to determine collocation methods for boundary value problems of 2n-th order with Lidstone boundary conditions and of 2n 1 -th order with complementary Lidstone boundary conditions. In both cases, starting, respectively, from 
