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Non-Hermitian phase transition and eigenstate localization induced by asymmetric
coupling
P. Wang, L. Jin,∗ and Z. Song†
School of Physics, Nankai University, Tianjin 300071, China
We investigate a uniformly coupled non-Hermitian system with asymmetric coupling amplitude.
The asymmetric coupling equals to a symmetric coupling threaded by an imaginary gauge field. In
a closed configuration, the imaginary gauge field leads to an imaginary magnetic flux, which induces
a non-Hermitian phase transition. For an open boundary, the imaginary gauge field results in an
eigenstate localization. The eigenstates under Dirac and biorthogonal norms and the scaling laws are
quantitatively investigated to show the affect of asymmetric coupling induced one-way amplification.
However, the imaginary magnetic flux does not inevitably induce the non-Hermitian phase transi-
tion for systems without translation invariance, this is elucidated from the non-Hermitian phase
transition in the non-Hermitian ring with a single coupling defect. Our findings provide insights
into the non-Hermitian phase transition and one-way localization.
I. INTRODUCTION
The parity-time (PT ) symmetry confinement enables
purely real spectrum of non-Hermitian system [1–8]. In
PT symmetric non-Hermitian systems, the degree of
non-Hermiticity determines a phase transition [9] at the
exceptional points [10–19], where the system is defec-
tive and the intensity polynomial increases [20]. Ex-
ceptional points are valuable in quantum metrology and
sensing [21–23]. The intensity of initial excitation os-
cillates in the exact PT -symmetric phase with purely
real eigenvalues [24–26]. In the broken PT -symmetric
phase, the eigenvalues become conjugation pairs and the
intensity exponentially increases. The non-Hermitian
systems exhibit many intriguing dynamical phenomena
due to the nonorthogonality of the eigenmodes. The
coherent perfect absorption [27], unidirectional invisibil-
ity/reflectionless [28, 29], unidirectional perfect absorp-
tion [30], unidirectional propagation [31], and unidirec-
tional lasing [31–33]. The nonlinear non-Hermitian sys-
tems with asymmetric structures exhibit intriguing non-
reciprocal property [34].
The PT -symmetric gain and loss are experimentally
realized in atomic system [35], optical waveguide [26, 29,
36–38], resonator [39–41], and photonic crystal [42, 43],
electronic circuit [44], acoustics systems [45, 46]. By
employing the gain, optical isolation [47], single mode
lasing in PT -symmetric coupled resonators [48], unidi-
rectional lasing due to asymmetric backscattering [49],
topological lasing [50] have been experimentally demon-
strated. Other non-Hermitian elements include the pure
imaginary coupling and the asymmetric coupling. The
pure imaginary coupling iγ has been realized in the
atomic systems to demonstrate the anti-PT -symmetry
[51]. The asymmetric coupling of directional amplifi-
cation or attenuation [52, 53] in coupled resonators, or
atomic gases [54]. Recently, non-Hermitian topologi-
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cal systems have received extensive attention [55–83], in
particular, for systems with asymmetric coupling. The
asymmetric coupling induces all the eigenstates local-
ized at the system boundary, which is called the non-
Hermitian skin effect [84–91]. The skin effect and edge
mode in non-Hermitian system are revealed in using
Green’s function method [81]. The non-Hermitian Su-
Schrieffer-Heeger models with stagger asymmetric cou-
pling with and without chiral-inversion symmetry are
investigated in Ref. [86]. The way of non-Hermiticity
appearance is revealed to be critical. The one-way
amplification or attenuation induces the nonzero non-
Hermitian Aharonov–Bohm (AB) effect and the skin ef-
fect. The chiral-inversion symmetry protect the bulk-
boundary correspondence in the non-Hermitian topolog-
ical systems, and prevents the non-Hermitian skin ef-
fect. In non-Hermitian topological systems, the non-
Hermitian AB effect induces the non-Hermitian phase
transition and topological phase transition [84–88]; how-
ever, whether the non-Hermitian AB effect induces non-
Hermitian phase transition in the non-Hermitian system
in general cases is an interesting question.
In this work, we investigate the non-Hermitian phase
transition induced by asymmetric coupling amplitude.
The asymmetric coupling effectively generates a gauge
invariant imaginary field; the imaginary gauge field in
a closed area induces an imaginary magnetic flux, which
does not inevitably result in a non-Hermitian phase tran-
sition; in particular, for the non-Hermitian systems that
are not translation invariant. This is elucidated through
a non-Hermitian nonuniform ring system with single de-
fective coupling. The situation dramatically differs from
that in the translation invariant topological systems,
where the imaginary gauge field enters the wave vector.
The momentum becomes a complex number and induces
the non-Hermitian phase transition. The non-Hermitian
skin effect found in topological systems has renewed the
research interest for the localization effect. We consider
a uniform chain to quantitatively investigate the non-
Hermitian localization without the influence of system
topology. We concentrate on capturing the properties of
2asymmetric coupling induced eigenstates localization; al-
ternatively, the localization is a unidirectional amplifica-
tion. Therefore, the averaged inverse participation ratio
(IPR) under the definition of Dirac norm is investigated.
At weak non-Hermiticity, the averaged IPR is inversely
proportional to the system size when system size is small;
at large non-Hermiticity, the eigenstates are tightly local-
ized at the system boundary and the IPR is insensitive
to the system size. In contrast, the gauge invariant field
does not affect the biorthogonal norm of the eigenstates;
the biorthogonal IPR is inversely proportional to the sys-
tem size as the extended states although the Dirac prob-
ability distributions are localized. Our findings provide
insights for the non-Hermitian asymmetric coupling, non-
Hermitian skin effect, and non-Hermitian phase transi-
tion.
The paper is organized as follows. In Sec. II, we in-
troduce the non-Hermitian system with asymmetric cou-
pling. In Sec. III, we exactly solve the system and show
its energy spectrum. In Sec. IV, we study a nonuni-
form case with single coupling difference. In Sec. V,
the eigenstates of system under open boundary condi-
tion are investigated, the scaling law of the eigenstates
is presented. In Sec. VI, the biorthogonal IPR of the
eigenstates is discussed. Our results are summarized in
Sec. VII.
II. MODEL
Before introducing the non-Hermitian system, we first
consider a discrete one-dimensional tight-binding lattice
system with uniform coupling strength. The coupling
amplitude has a Peierls phase factor eiϕ in the front, the
system Hamiltonian reads
H0 = κ
N∑
j=1
(eiϕa†jaj+1 +H.c.), (1)
where a†j (aj) is the creation (annihilation) operator of
site j. The tight-binding system is schematically illus-
trated in Fig. 1(a) in a closed ring configuration under
periodical boundary condition aj = aj+N and a
†
j = a
†
j+N
for total system size N . The Peierls phase factor eiϕ in
the couplings induces a magnetic flux Nϕ in the N -site
ring system. The dispersion relation is given by
E = 2κ cos (k + ϕ) , (2)
where the wave vector k in the momentum space is dis-
crete, being k = 2npi/N with integer n = 1, · · · , N . The
corresponding eigenstate for E is a plane wave with mo-
mentum k in the form of |ψk〉 =
√
1/N
∑N
j=1 e
ikja†j |vac〉.
Under the influence of the magnetic flux Nϕ, the momen-
tum effectively shifts by a value ϕ; however, the disper-
sion relation remains unchanged. The energy spectrum
of the uniform ring under the influence of magnetic flux
is depicted in Fig. 1(b) for an N = 8 system. Eight
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FIG. 1. (a) Schematic of the uniform ring enclosed with mag-
netic flux Nϕ. (b) Energy spectrum of a uniform ring under
the influence of magnetic flux. The system size is chosen
N = 8 and the parameter is κ = 1 in the plot. (c) Schematic
of the uniform ring with asymmetric coupling strength. The
green (red) arrow indicates the tunneling in the clockwise
(counterclockwise) direction. The asymmetric coupling mim-
ics a gauge field, which induces the imaginary magnetic flux
−iNφ.
energy levels are all changed to their opposite energies
after their momentum shifted by pi at ϕ = pi.
In Fig. 1(c), the uniform tight-binding lattice with
non-Hermitian asymmetric coupling is shown. The asym-
metric coupling strength indicates the different ampli-
tudes when particles or photons tunneling in opposite
directions. The Hamiltonian readsH =
∑N
j=1(αa
†
jaj+1+
βa†j+1aj). Considering real α, β > 0 without loss of
generality, the coupling amplitudes can be rewritten as
α =
√
αβ
√
α/β and β =
√
αβ
√
β/α. The Hamiltonian
reduces into another form of
H =
√
αβ
N∑
j=1
(eφa†jaj+1 + e
−φa†j+1aj), (3)
where eφ =
√
α/β; the Hamiltonian H has a uniform
symmetric coupling, but threaded by an imaginary mag-
netic flux [86]. The nonreciprocal amplification or at-
tenuation factor accumulates when particles or photons
circling along one direction in the ring configuration; the
factor accumulated after circling one round gives e±Nφ
in opposite direction. The accumulation can be under-
stood from the view point of imaginary gauge field and
imaginary magnetic flux, which are both gauge invariant
under gauge transformations [52, 53]. The coupled ring
resonator array is a physical realization of H [52], where
the main resonators are evanescently coupled through
3auxiliary resonators. To introduce effective asymmetric
coupling between the main resonators, the auxiliary ring
resonators have half perimeter gain and half perimeter
loss. Photons tunneling between the main resonators are
thus direction dependent, amplified in one direction and
attenuated in the opposite direction; this results in the
asymmetric coupling in H . In the coupled resonator ar-
ray, the light intensity distribution of eigenstate reflects
the localization effect.
Set b¯j = e
−jφa†j , bj = e
jφaj , the operators satisfy the
commutation relation [bl, b¯j ] = [al, a
†
j ] = δlj . We ob-
tain a uniform ring Hamiltonian with symmetric coupling
strength
√
αβ except one asymmetric coupling at the
connection between the head and tail. The only asym-
metric coupling is
√
αβe±Nφ associated with the ampli-
fication or attenuation factor e±Nφ. The non-Hermitian
Hamiltonian is in the form of H =
√
αβ[
∑N−1
j=1 (b¯jbj+1 +
b¯j+1bj) + e
iΦb¯Nb1 + e
−iΦb¯1bN ], where the amplification
or attenuation factor is given by eiΦ = (
√
α/β)N , which
yields an effective imaginary magnetic flux Φ = −iNφ
threaded in the ring configuration. A particle or photon
circling one round in the ring accumulates an additional
amplification (attenuation) factor eiΦ (e−iΦ) on its wave-
function in the clockwise (counterclockwise) directions.
III. ENERGY SPECTRUM
The eigenvalues of the non-Hermitian system are ob-
tained after applying a Fourier transformation
a†k =
1√
N
N∑
j=1
eikja†j , (4)
where k = 2pin/N with integer n = 1, · · · , N . The
Hamiltonian H in the momentum space is given by
H =
√
αβ
∑
k
[eik+φ + e−(ik+φ)]a†kak. (5)
Then, the eigenvalues of H are given by
E = 2
√
αβ cos (k − iφ) . (6)
The energy spectrum of the non-Hermitian lattice with
an imaginary magnetic flux has an identical form of
expression in comparison with the Hermitian system
threaded by a real magnetic flux. In contrast to the
real magnetic field that shifts the wave vector k in the
momentum space, the imaginary magnetic field results
in the wave vector extended into the complex plane.
This induces a non-Hermitian phase transition. The
Aharonov-Bohm effect occurs only if the gauge field is
enclosed in the ring. In an open chain, the eigenvalues
are E = 2
√
αβ cos[npi/(N+1)], not affected by the imag-
inary gauge field.
The energy spectrum of the non-Hermitian lattice [Fig.
1(c)] is depicted in Fig. 2 as a function of the degree of
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FIG. 2. Complex energy spectra of the unform coupled non-
Hermitian lattice with asymmetric coupling. (a) Real, (b)
imaginary, and (c) absolute values of the spectrum in the
closed ring configuration. (d) Real, (e) imaginary, and (f) ab-
solute values of the spectrum in the open chain configuration.
The system size is N = 20, αβ = 1.
coupling asymmetry. Under periodical boundary condi-
tion, the asymmetry in the coupling (α 6= β) leads to a
complex spectrum in Figs. 2(a)-2(c) (except the momen-
tum k = pi, 2pi). The imaginary part of energy spectrum
is enlarged as the degree of coupling asymmetry (imag-
inary magnetic flux) increases. Under open boundary
condition, the degree of asymmetry in the coupling does
not influence the spectrum and the spectrum is entirely
real.
IV. NONUNIFORM SYSTEM
The non-Hermitian asymmetric coupling does not in-
evitably induce the non-Hermitian phase transition. In
this section, we discuss a uniform non-Hermitian system
with single different coupling between the head and tail
4of the periodical system. The Hamiltonian reads
HNon =
√
αβ[
N−1∑
j=1
(eφa†jaj+1 + e
−φa†j+1aj)
+Jeφa†Na1 + Je
−φa†1aN ], (7)
where eφ =
√
α/β, J is an enlarged/diminished am-
plitude, indicating the strength difference between the
normal uniform coupling and the abnormal coupling.
Considering HNon in a gauge field, the energy spec-
trum ofH =
√
αβ[
∑N−1
j=1
(
b¯jbj+1 + b¯j+1bj
)
+JeNφb¯Nb1+
Je−Nφb¯1bN ] is studied. The dispersion relation still in
the form of En = 2
√
αβ cos kn. From the Schro¨dinger
equations, we obtain the critical equation for the mo-
mentum kn, which is a transcendental equation in the
form of
2J cosh (φN) sin kn = sin [kn (1 +N)]+J
2 sin [kn (1−N)] .
(8)
We set kn = 2npi/N + θn. For a large N , Nθn is nonzero
finite and θn ≈ 0. Equation (8) reduces to
sin (ηn + θnN) = 2J cosh (φN) sin (2npi/N) /ξn, (9)
(except for n = N/2, N), where ηn satisfies
{
sin ηn =
(
1 + J2
)
sin (2npi/N) /ξn
cos ηn =
(
1− J2) cos (2npi/N) /ξn , (10)
and
ξn =
√
(1− J2)2 + 4J2 sin2 (2npi/N). (11)
Therefore, the condition of spectrum with complex en-
ergy level is the occurrence of complex θn; which indi-
cates the non-Hermitian phase transition [6] and requires
|sin (ηn + θnN)| > 1. The condition for the energy level
n to be complex is given by
sinh2 (φN) >
(
1− J2)2
4J2 sin2 (2npi/N)
, (12)
the most fragile energy level is the one with 2npi/N that
most close to pi/2. For fixed φ, taking system size N =
4n as an illustration, where 2npi/N = pi/2 at n = N/4
and the critical coupling amplitude Jc for exceptional
points [11] is
Jc = ±e±φN . (13)
The real and imaginary parts of the energy levels at
the parameter
√
α/β = 1.05 are depicted in Figs. 3(a)
and 3(b). In Fig. 3(a), as J increases, two energy levels
are out of the energy bands, forming the bound states.
In Fig. 3(b), we notice four critical Jc, the regions with
zero imaginary part inside the central two Jc and outside
the outer two Jc are phase with entirely real spectrum.
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FIG. 3. (a) Real and (b) imaginary parts of energy spectrum
of a nonuniform non-Hermitian system with single different
coupling. The black circles are Jc from Eq. (13). (c) Degree
of complex energy levels in the spectrum. (d) Phase diagram
on the parameter J-φ plane. The yellow area indicates the en-
tirely real spectrum, while the white area indicates the com-
plex spectrum. The system size is N = 20, and the parameter
is
√
α/β = 1.05 in (a), (b), and (c).
At different J , the number of complex energy levels dif-
fers, which can be seen in Fig. 3(b). Considering Eq. (8)
in the case of odd N , the spectrum of system with −J
possesses pi shift of momentum (k → k + pi) for system
with J ; thus, the spectrum of system with −J is inversed
(Ek → −Ek) in comparison to system with J . This con-
clusion is not valid for even N . The number of complex
energy levels differs at J = ±1, this attributes to the en-
ergy level n = N , N/2. In the case of n = N or N/2, Eq.
(8) reduces to
2J cosh (φN) sin θn =
(
1 + J2
)
sin θn cos (θnN)
+
(
1− J2) cos θn sin (θnN) .(14)
For an odd N and n = N , Eq. (14) reduces to
cos (θnN) = cosh (φN) at J = 1, obviously, θn = iφ;
at J = −1, we have θn = pi + iφ. This indicates that
one real energy level exists for odd N when |J | = 1. For
even N and n = N/2, N , θn = iφ for J = 1 only. For
J = −1, Eq. (14) reduces to cos (θnN) = − cosh (φN),
one can rewrite it as
cos [Nθn + (N − 1)pi] = cosh (φN) , (15)
we can obtain θn = iφ + (N − 1)pi/N . Thus, all the
energy levels are complex at J = −1, and two real energy
levels exist at J = 1 [Fig. 3(b)].
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FIG. 4. The eigenstates of the non-Hermitian lattice with
asymmetric coupling. We select three eigenstates in the open
chain system at a certain asymmetric coupling. The eigen-
states are localized at the lattice boundary in (a), (b), and
are extended in (c). The parameter is
√
α/β = 2 in (a), (c);
and
√
α/β = 5/4 in (b).
We define the number of complex energy levels over the
total number of energy levels as the degree of complex
energy levels [92], which is depicted as a function of J in
Fig. 3(c). The degree of complex energy levels is depicted
as the signature of plateau, this is a result of the finite size
effect. The plateau turns steep when J approaches to Jc
in the middle because the imaginary parts of energy levels
become sensitive as depicted in Fig. 3(b). The phase
diagram for non-Hermitian phase transition is depicted
in Fig. 3(d). The yellow areas are regions with entirely
real spectrum; the white areas are regions with complex
energy levels. The non-Hermitian phase transition occurs
at the black curves. At J = 4 in the yellow region, the
system lies in the phase with entirely real spectrum in
spite of the nonzero imaginary magnetic flux is present.
At J = 1, any nonzero imaginary magnetic flux leads to
the non-Hermitian phase transition. This reflects that
the imaginary magnetic flux does not inevitably induce
the non-Hermitian phase transition for the nonuniform
lattice with a single coupling defect.
V. THE EIGENSTATES IN OPEN SYSTEM
The imaginary gauge field does not influence the sys-
tem energy spectrum under open boundary condition at
J = 0 of Hamiltonian Eq. (7), where the spectrum is
entirely real. Although the eigen spectrum is unchanged
under open boundary condition as depicted in Figs. 2(d)-
2(f), the imaginary gauge field induces all the eigenstates
localized at one system boundary. The scaling law of the
localization effect only depends on the strength of the
imaginary gauge field. The localization is a one-way am-
plification that robust to disorder.
Under open boundary condition, the Hamiltonian
reads
Hchain =
√
αβ
N−1∑
j=1
(eφa†jaj+1 + e
−φa†j+1aj). (16)
The coupling between the head and tail is absent.
We assume the eigenstates as
∣∣ψRn 〉 = 1Ωn
N∑
j=1
fnj a
†
j |vac〉 , (17)
the amplitude fnj of the eigenstate is in the form of
fnj = e
−φj sin (knj) , (j = 1, 2, ...N), (18)
and the renormalization factor is
Ωn =
√√√√ N∑
j=1
e−2jφ sin2 (knj). (19)
The detailed calculation is in the Appendix. The Dirac
norm of the eigenstates is defined as 〈ψRn
∣∣ψRn 〉, notice
that 〈ψRn
∣∣ψRn 〉 = 1 for the right eigenstate ∣∣ψRn 〉 with the
renormalization factor Ωn. The eigenstates are not or-
thogonal in the non-Hermitian system [24]; thus the time
evolution is nonunitary. The scalar light wave function in
optical system under the paraxial approximation analo-
gies the Schro¨inger equation that characterizing the par-
ticle dynamics [93]. The light intensity is a physical ob-
servable, being the Dirac norm of wave. The light inten-
sity oscillates in the exact PT -symmetric phase, known
as the power oscillation [26].
In Figs. 4(a) and 4(b), we depict the Dirac norm prob-
ability distribution of typical eigenstates in a system with
size N = 40, all the eigenstates are localized at one
boundary of the non-Hermitian lattice, known as the
non-Hermitian skin effect [84–91]. The skin effect is be-
cause of the directional amplification or attenuation of
the asymmetric coupling, thus eigenstate amplitude is
one-way amplified (α > β).
To investigate the localization effect induced by the
asymmetric coupling, the inverse participation ratio
(IPR) is studied. The IPR for eigenstate
∣∣ψRn 〉 is defined
as
χn =
∑N
j=1
∣∣fnj ∣∣4(∑N
j=1
∣∣fnj ∣∣2
)2 . (20)
The IPR is valuable in capturing the localization proper-
ties of eigenstates. The IPR of the localization states is
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FIG. 5. The averaged IPR of the eigenstates. The curves
are for different degrees of asymmetry. The solid black√
α/β = 2.5, the dash-dotted green
√
α/β = 1.03, the dashed
red
√
α/β = 1.02, and the dotted blue curve is for the uniform
ring with symmetric coupling as comparison. The asymptotic
value at large N is indicated by the dotted black lines. In-
sert: The averaged IPR as a function of coupling asymmetry
at N = 40. The red points are obtained through numerical
simulation and the black lines are plotted from Eq. (22).
insensitive to the system size; in contrast, the IPR of the
extended states is inversely proportional to the system
size. We employ the averaged IPR to reveal the localiza-
tion properties of the eigenstates, χ = (1/N)
∑N
n=1 χn,
which is
χ =
1
N
N∑
n=1
1
Ω4n
N∑
j=1
e−4φj sin4 (knj) . (21)
We can obtain the asymptotic value of the averaged IPR
at the limit N →∞ in the form of
χc =
1
4
tanhφ
(
sech4φ tanhφ− 8 tanhφ+ 6 tanh2 φ+ 6) ,
(22)
which only depends on the asymmetric coupling strength.
In Fig. 5, we depict the averaged IPR as a function of
the system size and asymmetric coupling strength. The
asymptotic values of the averaged IPR [Eq. (22)] at dif-
ferent asymmetric couplings are indicated by the dotted
black lines. The scaling behavior of average IPR reflect
the localization effect of the eigenstates. At small sys-
tem size, the slope of IPR approaches −1; the exponen-
tial decay of the eigenstates and the localization effect
are not obvious to be observed at weak coupling asym-
metry. Therefore, the eigenstates exhibit extended be-
havior, being inversely proportional to the system size.
At large system size or at large coupling asymmetry, the
slope of IPR in Fig. 5 goes to zero; the localization effect
is obvious and the averaged IPR becomes insensitive to
the system size. At significantly strong asymmetry, the
eigenstates are tightly localized at several sites near the
system boundary (solid black line). Insert of Fig. 5 de-
picts the relation between the asymptotic values of the
averaged IPR and the asymmetric coupling; the system
size is chosen N = 40; χc is approximately proportional
to 1−
√
α/β. The localization length of the eigenstates
is [ln(
√
α/β)]−1 [94].
VI. THE BIORTHOGONAL IPR
The real gauge field does not influence an open sys-
tem; although the Dirac norm of eigenstate distribu-
tion and the IPR are affected by the asymmetric cou-
pling, the gauge invariant properties of imaginary field
are reflected from the biorthogonal basis. To better un-
derstand the influence of asymmetric coupling and the
imaginary gauge field, we investigate the biorthogonal
norm of the eigenstates. According to the right eigen-
states in Eq. (17), the left eigenstates of the uniform
chain satisfies the Schro¨dinger equation H†chain
∣∣ψLn〉 =
ε∗n
∣∣ψLn〉. The left eigenstates are given by ∣∣ψLn〉 =
(Ωn/Λn)
∑N
j=1 f˜
n
j a
†
j |vac〉 with
f˜nj = e
φj sin (knj) ,Λn =
N∑
j=1
∣∣∣f˜nj fnj
∣∣∣ , (23)
the left and right eigenstates satisfy the biorthogonal re-
lation
〈ψLm
∣∣ψRn 〉 = δmn, (24)
for any integer m,n ∈ [1, N ]. The biorthogonal norm of
the right eigenstates
∣∣ψRn 〉 is defined as 〈ψLn ∣∣ψRn 〉. Typi-
cal eigenstates distribution under the biorthogonal norm
is plotted in Fig. 4(c), where we observe the extended
states in the form of sinusoidal functions.
Under the biorthogonal norm, the imaginary gauge
field has no influence in the system under open bound-
ary condition; in contrast, under the Dirac norm, the
real gauge field has no influence in the system under
open boundary condition. This reflects the gauge invari-
ant properties of the imaginary gauge field induced by
the asymmetric coupling. The biorthogonal IPR, defined
from both the left and right eigenstates, is given by
χ˜n =
∑N
j=1
∣∣∣f˜nj fnj
∣∣∣2(∑N
j=1
∣∣∣f˜nj fnj
∣∣∣)2
. (25)
Correspondingly the averaged biorthogonal IPR is given
by χ˜ = (1/N)
∑N
n=1 χ˜n. Through a direct simplification
7after substituting the expressions of fnj and f˜
n
j , we obtain
the averaged biorthogonal IPR as
χ˜ =
3
2 (N + 1)
. (26)
The averaged biorthogonal IPR is inversely proportional
to the system size, which implies that the eigenstate is ex-
tended and reveals that the asymmetric coupling induces
a gauge field under the biorthogonal norm. In contrast,
the intensity localization under the Dirac norm indicates
the one-way amplification or attenuation. The average
IPR efficiently evaluates the localization of eigenstates.
The proposed asymmetric coupling provides a new route
toward nonreciprocal phenomena in photonics, which are
valuable for the unidirectional light modulation and op-
tical isolation.
VII. CONCLUSION
In summary, we investigate a uniform non-Hermitian
lattice with asymmetric coupling. The asymmetric cou-
pling induces an imaginary magnetic flux enclosed in
a closed ring configuration, this directly leads to the
non-Hermitian phase transition that all the eigenval-
ues become complex except for the special momentum
k = pi, 2pi; however, for system with a nonuniform cou-
pling, the imaginary magnetic flux does not inevitably
induce the non-Hermitian phase transition. Under open
boundary condition, the eigen values are not influenced
by the asymmetric coupling; however, the eigenstates are
localized at the system boundary due to the amplifica-
tion or attenuation effect of the asymmetric coupling.
The scaling law for the eigenstates is shown by employ-
ing the averaged IPR. The left eigenstates and biorthog-
onal norm are studied. The biorthogonal probability dis-
tribution of eigenstates is a sinusoidal function, being
extended. The averaged biorthogonal IPR defined from
both left and right eigenstates is inversely proportional
to the system size. Our findings reflect the underlying
physics induced by the asymmetric coupling and are valu-
able for further investigations of nonreciprocity and non-
Hermitian phase transition in photonics and beyond.
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APPENDIX
In the Appendix, we show the way of obtaining eigen-
state of the system in detail. The Schro¨dinger equations
of the Hamiltonian H
∣∣ψRn 〉 = √αβεn ∣∣ψRn 〉 yield a set of
linear equations
fnj+1 − e−φεnfnj + e−2φfnj−1 = 0, (27)
for 2 < j < N − 1; at the lattice boundary, we have two
other equations
{ −εnfn1 + eφfn2 = 0
−εnfnN + e−φfnN−1 = 0
. (28)
We rewrite Schro¨dinger equation fnj+1 − e−φεnfnj +
e−2φfnj−1 = 0 as
fnj+1 − µfnj = λ
(
fnj − µfnj−1
)
, (29)
where j = 2, · · · , N − 1, and {fnj − µfnj−1} is ageomet-
ric series. Compared the coefficients with the original
Schro¨dinger equation, we obtain
{
µ+ λ = e−φεn
λµ = e−2φ
, (30)
µ, λ are the roots of the above equations
µ, λ =
εn ±
√
ε2n − 4
2eφ
. (31)
According to Eqs. (29) and (31), we get
{
fnj − µfnj−1 = λj−2 (fn2 − µfn1 )
fnj − λfnj−1 = µj−2 (fn2 − λfn1 ) . (32)
Substituting the second line into the first line we obtain
the expression
fnj =
(fn2 − µfn1 )λj−1 − (fn2 − λfn1 )µj−1
λ− µ . (33)
Assuming fn1 = 1, based on one boundary condition
εne
−φfn1 = f
n
2 and the first line of Eq. (30), Eq. (33)
reduces to
fnj =
λj − µj
λ− µ . (34)
After substituting fnj into anther boundary condition
εnf
n
N = e
−φfnN−1, employing Eq. (30), we obtain
(
λeφ
)2(N+1)
= 1, (35)
which means
λeφ = eikn , (36)
for kn = npi/ (N + 1) with n = 1, · · · , N . From Eq. (31),
we obtain εn+
√
ε2n − 4 = 2eikn or εn−
√
ε2n − 4 = 2eikn .
In any case, the energy is given by
εn = 2 cos kn. (37)
8Substituting εn into f
n
j and considering the normaliza-
tion factor, we obtain the wave functions
fnj = e
−φj sin (knj) , (38)
where j = 1, · · · , N . The Dirac normalization factor is
Ωn =
√√√√ N∑
j=1
e−2jφ sin2 (knj). (39)
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