China's automotive industry has developed dramatically in recent years as more and more major multinational corporations (MNCs) in this industry began to invest in China. Most of these investments have developed in the form of joint-ventures with Chinese state owned enterprises (SOEs). This paper contributes to the current literature by studying the effect of foreign direct investment (FDI) on the productivity of the automotive industry in China using panel data during the 1999 -2008 period. Channels through which FDI may directly and indirectly affect the productivity are investigated using pooled ordinary least squares model (POLS) and fixed effects model (FES) to estimate the influence of FDI on productivity in the automotive industry. The results suggest that FDI plays a negative role in this industry and suggests that there is a need for Chinese government to modify its policies and practices in order to improve the productivity of such a key industry in the Chinese economy.
Introduction
Automobile industry has been the main driver of the intensification of technological changes in the 19 th century (Womack, Jones, and Roos, 1990 ). In 2009, China produced more than 13 million vehicles, which was equivalent to 18 % of the total world production, and thus became the largest automotive producer surpassing the US and Japan (Chang, 2010) .
According to previous literature, FDI plays an important role in the development of China's automotive industry. In theory, FDI promotes the host country's industrial productivity through the following: 1) the development of new products and processes; 2) the demonstrationimitation effect; and 3) the linkages effect and the worker training effect (Romer, 1990; Grossman and Helpman, 1991; Markusen and Venables, 1999) .
However, previous literature have also suggested that at times the industrial productivity in a host country may not benefit from FDI because of technology diffusion restrictions imposed by MNCs, particularly those with affiliations in the host countries that decrease the linkage effects or keep the skills and the know-how secret (Teece, 1977; Das, 1987; Caves, 1996) Section III, the model, data and methodology are described. In Section IV, the results are discussed and in Section V, the conclusion, the limitations of the present research as well as recommendations for further research are presented.
II. II. Literature Review
According to the surveyed literature of theories on the FDIproductivity links, there are five interrelated modes through which FDI may impact a host country's productivity directly and indirectly (Caves, 1996; Markusen and Venables, 1999 
III. Model, Data and Methodology
We employ the widely adopted
Cobb-Douglas production function model to test the relationship and the link between productivity and FDI.
Since changes in technology add value (Romer, 1990; Grossman and Helpman, 1991; Barro and Sala-i-Martin, 1995) 
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Likelihood ratio (LR) test is used to determine which model is better (POLS or FES). We favor the FES estimation since the value of LR is significantly different from zero.
IV. Empirical Results
The empirical results from the POLS and FES model are summarized in the following (in Table 1 Notes: (1) Standard errors are in parentheses.
(2) *** significant at 1%, ** significant at 5%, * significant at 10%. 
V. Conclusion
This paper focuses on the effects of FDI on the productivity of the 
Regression Output

Conduct, Interpret and Test the Regression
Estimation Command: 
F-Testing
Hypothesis:
In the regression output, the probability of F-statistic=0, so we can reject at 1% level. Therefore, the overall fit of the equation is statistically significant at 1% level.
Hypothesis Testing
1. Test the sign and significance of Ln(L) at the 1%, 5% and 10% level.
Hypothesis: ≤0, >0
The slop coefficient of Ln(L) is positive as we expected. The P-value is 0.3403 for one tail, which is insignificant at 1%, 5% and 10% level. Therefore, we cannot reject at all levels.
Test the sign and significance of
Ln(K) at the 1%, 5% and 10% level.
Hypothesis: ≤0, >0
The slope coefficient of Ln(K) is negative as we unexpected. The P-value is 0.1613 for one tail, which is insignificant at 1%, 5% and 10% level. Thus, we cannot reject at all levels.
Test the sign and significance of
Ln(H) at the 1%, 5% and 10% level.
Hypothesis: ≤0, >0
The slope coefficient of Ln(H) is negative as we unexpected. The P-value is 0.015 for one tail, which is insignificant at 1% level of confidence, however is significant at 5% and 10% level of confidence. Therefore, we cannot reject at all levels.
Test the sign and significance of
Ln(R) at the 1%, 5% and 10% level.
Hypothesis: ≤0, >0
The slope coefficient of Ln(R) is positive as we expected. The P-value is 0.00125 for one tail, which is significant at 1%, 5% and 10% level. As a result, we can reject at all levels.
Test the sign and significance of
Ln(F) at the 1%, 5% and 10% level.
Hypothesis: ≤0, >0
The slope coefficient of Ln(F) is negative as we unexpected. The P-value is 0.0167 for one tail, which is insignificant at 1% confident level but 5% and 10% level. Therefore, we cannot reject at all levels.
6. Test the sign and significance of Ln(S) at the 1%, 5% and 10% level.
The slope coefficient of Ln(S) is positive as we expected. The P-value is 0.3725 for one tail, which is insignificant at 1%, 5% and 10% level. As a result, we cannot reject at all levels.
7. Test the sign and significance of Ln(G) at the 1%, 5% and 10% level.
The slope coefficient of Ln(G) is positive we expected. The P-value is 0.0158 for one tail, which is insignificant at 1% level but significant at 5% and 10% level. Therefore, we cannot reject at 1% level but we can reject at 5% and 10% level.
Test the sign and significance of
Ln(E) at the 1%, 5% and 10% level.
Hypothesis: ≤0, >0
The slope coefficient of Ln(E) is positive as we expected. The P-value is 0 for one tail, which is significant at 1%, 5% and 10% level. Thus, we can reject at all levels. To sum up, the variable Ln(K) should belong to this equation. To sum up, the variable Ln(S) should belong to this equation. 
Irrelevant Variables and Omitted Variables Testing Ln(L)
Testing Ln(H)
Dependent
Testing Ln(G)
T-test:
The P-value of Ln(G) for one tail is 0.0158, which is significant at 5% level. Thus, it should belong to the equation. To sum up, the variable Ln(G) should belong to this equation. To sum up, the variable Ln(E) should belong to this equation.
Testing Ln(E)
Serial correlation
Durbin-Watson testing
The D-value from the regression output is 2.1685, N=50, and K=8.
There is potential of serialcorrelation, since the data set contains time-series data.
: =0 (no serial correlation), (serial correlation)
1.93
Since 4 >D-value=2.1685 > , the result is inconclusive, we cannot be sure if there exists serial-correlation in the equation at 5% level. Thus, General Least Square model is not required.
