Expected term bases for generic multivariate Hermite interpolation by Dumnicki, Marcin
ar
X
iv
:m
at
h/
05
03
70
1v
1 
 [m
ath
.A
G]
  3
0 M
ar 
20
05
EXPECTED TERM BASES FOR GENERIC
MULTIVARIATE HERMITE INTERPOLATION
MARCIN DUMNICKI
Institut of Mathematis, Jagiellonian University,
Reymonta 4, 30-059 Kraków, Poland
E-mail address: Marin.Dumnikiim.uj.edu.pl
Abstrat. The main goal of the paper is to nd an eetive estimation
for the minimal number of generi points in K
2
for whih the basis for
Hermite interpolation onsists of the rst ℓ terms (with respet to total
degree ordering). As a result we prove that the spae of plane urves
of degree d having generi singularities of multipliity ≤ m has the ex-
peted dimension if the number of low order singularities (of multipliity
k ≤ 12) is greater then some r(m,k). Additionally, the upper bounds
for r(m, k) are given.
1. Introdution.
We denote by N the set of nonnegative integers, by K a eld of har-
ateristi zero. Let In := {1, 2, . . . , n}. We will use the natural one-to-
one orrespondene between monomials xα ∈ K[x1, . . . , xn] and multiindies
α ∈ Nn. For any two multiindies α, β we will write β ≤ α if α− β has only
nonnegative entries.
By a Ferrers diagram F we understand a nite subset F ⊂ Nn suh that
if α ∈ F , β ≤ α then β ∈ F .
Let F = {Fj}
r
j=1 be a nite sequene of Ferrers diagrams, let P = {pj}
r
j=1
be the sequene of parwise dierent points in K
n
. The interpolation ideal
assigned to F and P is the ideal
I =
{
f ∈ K[x1, . . . , xn] :
∂|α|f
∂xα
(pi) = 0, α ∈ Fi, i = 1, . . . , r
}
.
Let us introdue the multivariate Hermite interpolation problem, that is the
problem of nding a basis B = B(F,P) of K[x1, . . . , xn]/I as a vetor spae
over K. The lassial approah is to ompute the Gröbner basis of I with
respet to an admissible ordering (f. [4℄). This method gives a minimal
basis (with respet to the hosen admissible ordering) of the quotient spae.
However, due to time omplexity, it is not very pratial.
Consider the sequene of Ferrers diagrams F and an admissible ordering.
The basis B depends on the sequene of points P ∈ (Kn)r, but there exists
one speial basis (alled the generi basis) whih is the same for almost all
P, that is for P in a Zariski open, dense subset of (Kn)r. The problem
of nding the interpolation basis (generi or not) for the lexiographial
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ordering without using the Buhberger's algorithm was solved in [5℄ (the
non-generi ase) and [3℄ (the generi ase).
For a total degree ordering the methods of nding the interpolation basis
without the Buhberger algorithm are not known. An important question
that arises here is:
How an we haraterize the sequenes of Ferrers diagrams for whih the
generi basis B of interpolation is ontained in the set {α : |α| ≤ d}? If we
assume that all Ferrers diagrams are of the form {α : |α| ≤ m} then this
problem is losely related to the problem of nding the atual dimension
of the spae of hypersurfaes (in K
n
) of degree d having generi singulari-
ties of multipliity m (homogeneous generi singularities problem) or up to
multipliity m (inhomogeneous generi singularities problem).
The last problem was solved by J. Alexander and A. Hirshowitz ([1℄, [2℄)
who showed that for the number of singularities large enough this dimension
is the expeted dimension, however they do not give a bound for the number
of singularities needed. For some ases the problem was studied in many
other papers. The homogeneous ase for n = 2, m ≤ 12 is ompleted in
[6℄, the inhomogeneous ase for n = 2, m ≤ 4 in [8℄. A more omputational
approah to this problem an be found in [10℄ and [9℄.
We present an eetive riterion for the sequene F to have the desired
form of the basis B. As a result we present new proofs for the inhomogeneous
generi singularities problem for m ≤ 12 together with the bound for the
number of singularities needed. Moreover, for arbitrary m we give the bound
for suient number of singularities of multipliity k ≤ 12:
Theorem 1. Let Γd,p0,...,pm denote the spae of all plane urves of degree d
passing through p0 generi points and having pj generi singularities of order
j, for j = 1, . . . ,m. Let 0 ≤ k ≤ 12, k ≤ m. There exists r(m,k),
r(m,k) ≤ max
{
6(m+ 1),
4(m+ 1)(2m + 1)
(k + 1)(k + 2)
}
suh that if pk > r(m,k) then Γd,p0,...,pm has the expeted dimension (as a
vetor spae over base eld) equal to
dimΓd,p0,...,pm = max
{
0,
(d+ 1)(d+ 2)
2
−
m∑
k=0
pk
(k + 1)(k + 2)
2
}
.
We disuss the method of nding suh bounds, and present the strit
values for k,m ≤ 7. Our method is a new one, we do not refer to the
methods used in other papers.
In setions 24 we introdue the methods and prove lemmas used in setion
5, whih is the main setion for this paper. An example of using our method
for nding the basis B for arbitrary sequene of Ferrers diagrams appears in
setion 6.
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2. Generially orret problems.
For any monomial xα ∈ K[x1, . . . , xn], α ∈ N
n
, a multiindex β ∈ Nn and
a point a = (a1, . . . , an) ∈ K
n
we dene
ϕ(xα, β, a) =
{
α1!·····αn!
(α1−β1)!·····(αn−βn)!
aα1−β11 · · · · · a
αn−βn
n , if β ≤ α,
0, otherwise.
ϕ(xα, β, a) is just a partial derivative of xα with respet to β taken at the
point a.
Let p1, . . . , pr be r distint points (nodes) in K
n
. Let F = {Fi}
r
i=1. Dene
a set of onditions
CF = {(p, β) ∈ K
n ×Nn : ∃i∈Ir p = pi, β ∈ Fi}.
The ardinality of CF (denoted by c) is equal to the sum
∑r
i=1#Fi. Let
us assume that the set of monomials B ⊂ K[X1, . . . ,Xn] of ardinality c is
given. We an order sets CF = {(p, β)1, . . . , (p, β)c} and B = {x
α1 , . . . , xαc}
and dene the matrix
M =
[
ak,ℓ
]ℓ=1,...,c
k=1,...,c
,
where ak,ℓ = ϕ(x
αℓ , β, p), (p, β) = (p, β)k. We say that the interpolation
problem for the sequene of Ferrers diagrams F and the set of monomials B
is orret (shortly (F, B) is orret) if detM 6= 0. Of ourse the orretness
of the interpolation problem does not depent on ordering of F and B.
Let us make the following observation. The interpolation problem is or-
ret if and only if the following is true:
For any set of values (of ardinality c) we an nd a polynomial P in the
linear spae spanned by B over K having presribed values and derivatives
in eah node. The matrix M is just the matrix of the linear equation solving
this problem, and B is the basis of the quotient spae K[x1, . . . , xn]/I, where
I is the interpolation ideal.
The determinant of the matrix M an be onsidered as a polynomial of
nr oordinates of nodes, say detM ∈ K[p11, . . . , p
n
1 , p
1
2, . . . , p
n
2 , . . . , p
1
r , . . . , p
n
r ].
We say that the interpolation problem (F, B) is generially orret if detM
is a nonzero polynomial.
Observe that (F, B) is generially orret if and only if there exists a set
of nodes P for whih (F, B) is orret, and if and only if it is orret for
the set of points from a Zariski open, dense subset of (Kn)r. Hene B is a
generi basis for interpolation.
Let F be a Ferrers diagram, B a set of monomials, B′ = {xα1 , . . . , xαk} ⊂
B, #B′ = #F . We say that B′ is exeptional in B with respet to F if the
following onditions are fullled:
1. For any P = {xβ1 , . . . , xβk} ⊂ B, P 6= B′ suh that
∏k
i=1 x
αi =
∏k
i=1 y
βi
the problem ({F}, P ) is not generially orret,
2. The problem ({F}, B′) is generially orret.
Theorem 2. Let (F, B) be a generially orret interpolation problem, let P
be a set of monomials, let F be a Ferrers diagram. Denote F′ = F∪{F} (this
is not the sum of sets, but adding an element to the sequene), B′ = B ∪ P .
If B ∩P = ∅, #F = #P and P is exeptional in B′ with respet to F , then
the problem (F′, B′) is generially orret.
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In the proof we will use the following Lemma:
Lemma 3 (generalized Laplae rule). Let M ∈ M(n, n;K) be a square
matrix, let k ∈ N, 1 ≤ k < n. Denote
M =
[
M1
M2
]
,
where M1 ∈M(k, n;K) and M2 ∈ M(n− k, n;K). Let
S = {(a1, . . . , ak) : ai ∈ In, a1 < a2 < · · · < ak}
be the set of all possible hosing of k olumns (without order). Let mS1 be the
minor of M1 determined by S ∈ S, m
S
2 be the n − k × n − k minor of M2
determined by In \ S. Then
detM =
∑
S∈S
sgn(s(S))mS1m
S
2 ,
where sgn(s(S)) = ±1, s(S) being a permutation
s(S) =
(
1 2 . . . k k + 1 . . . n
a1 a2 . . . ak b1 . . . bn−k
)
with b1, . . . , bn−k being numbers from In \ S in inreasing order.
Proof. (Theorem 2). Denote by M the matrix orresponding to the prob-
lem (F, B), byM ′ the enlarged matrix orresponding to the problem (F′, B′).
Let c = #P , s = #B. Observe that M ′ is of the following form:
M ′ =
[
M K1
K2 N
]
,
where K1 is the matrix with s rows orresponding to the onditions from CF
and c olumns assigned to new monomials from P , K2 is the matrix with c
rows orresponding to the onditions from F and s olumns orresponding
to the monomials from B. The matrix N is just the matrix of the ({F}, P )
problem. In the last c rows we have the new indeterminates (adding F to F
is adding a new independent node to interpolation). From the generalized
Laplae rule the determinant of M ′ is the sum of all possible c-minors (i. e.
minors of rank c) from the matrix [K2 N ] multipliated by a suitable minor
from the matrix [M K1] (with oeients 1 or −1) (see Lemma 3). It is easy
to see that every c-minors from [K2 N ] is a monomial with oeient (pos-
sibly equal to 0). This monomial is determined only by hoosing c olumns
(that is, c monomials from B′) and is equal to the produt of hosen c mono-
mials divided by some monomial depending only on F . The determinant of
N is a monomial with nonzero oeient (this follows from the assumption).
If any other minor gives the same monomial then the produt of c hosen
monomials is equal to the produt of c last monomials, hene this minor is
zero (this follows from the assumption that P is exeptional). Consequently
onsidering detM as a polynomial of new indeterminates with oeients
being old indeterminates, the monomial detN has a oeient detM whih
is nonzero. 
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Proof. (Lemma 3). Let Sj denote the group of permutations of Ij . We
have the orrespondene
Sk × Sn−k × S ∋ (η1, η2, S) 7−→ η1 ◦ η2 ◦ s(S) ∈ Sn,
where
η1(i) =
{
η1(i), i ≤ k
i, i > k
,
η2(i) =
{
η2(i− k) + k, i > k
i, i ≤ k
.
Observe that the above orrespondene is one-to-one. Let M =
[
ai,j
]
. From
the denition
detM =
∑
σ∈Sn
sgn(σ)a1,σ(1) · · · · · an,σ(n).
We an identify η1 with η1, η2 with η2. Proeeding with the deteminant we
have
detM =
∑
S∈S
∑
η1∈Sk,η2∈Sn−k
sgn(s(S)) · sgn(η1) · sgn(η2)·
·a1,η1(S(1)) · · · · · ak,η1(S(k)) · ak+1,η2(S(k+1)) · · · · · an,η2(S(n)).
Now we an sum up this equation with respet to η1 obtaining the minor of
M1 given by S, and then we an do the same for η2 nishing the proof. 
Dene Fnd = {α ∈ N
n : |α| < d}. The ardinality of Fnd is equal to(
n+d−1
n
)
. We need the following lemma:
Lemma 4. Let n, d ∈ N, n ≥ 1, d ≥ 1. Consider the set B of
(
n+d−1
n
)
monomials. The exponents of monomials from B form a set B′ in Nn. Then
the interpolation problem ({Fnd }, B) is generially orret if and only if the
set B′ does not lie on a hypersurfae of degree d− 1. In partiular, for d = 1
({Fn1 }, {x
α}) is generially orret.
Proof. The determinant of the matrixM assigned to the problem ({Fnd }, B)
is a monomial with oeient. It is enough to alulate this oeient. Let
B′ = {ai = (a
i
1, . . . , a
i
n), i = 1, . . . , r}. For every ondition α ∈ F
n
d and point
ai the assigned entry in M is equal to
ai1(a
i
1 − 1)(a
i
1 − 2) · · ·︸ ︷︷ ︸
α1
· ai2(a
i
2 − 1)(a
i
2 − 2) · · ·︸ ︷︷ ︸
α2
· · · · · ain(a
i
n − 1)(a
i
n − 2) · · ·︸ ︷︷ ︸
αn
,
where i is the index of the olumn. Observe that by adding a suitable linear
ombination of rows assigned to all β ≤ α we an obtain eah entry equal to
(ai1)
α1(ai2)
α2 . . . (ain)
αn .
Sine we take all α ∈ Fnd , we will nd inM all possible produts of a
i
1, . . . , a
i
n
up to degree d− 1. Now
detM 6= 0 ⇐⇒ the rows of M do not satisfy linear equation with
nonzero oeient
⇐⇒ the points from B′ do not satisfy an equation of
degree d− 1.

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3. Interpolation on the plane.
Assume now that n = 2, Fd := F
2
d . For any nite sequene a1, . . . , ak,
ai ∈ Ii we dene the diagram of type (a1, . . . , ak) by
F = {α ∈ N2 : ∃i∈Ik |α| = i− 1, α2 < ai}.
Observe that the diagram of type (0) is the empty diagram. For exam-
ple, F of type (1, 2, 2) is equal to {(0, 0), (1, 0), (0, 1), (2, 0), (1, 1)}. Dene
the type (a, a1, . . . , ak) := (1, 2, . . . , a, a1, . . . , ak). For example (3, 4, 3, 2) =
(4, 3, 2) = (1, 2, 3, 4, 3, 2). Fd is of type (d) = (1, 2, 3, . . . , d). We say that
the diagram has at most k steps if it is of type (a, a1, . . . , ak), a ≥ a1 ≥ a2 ≥
· · · ≥ ak ≥ 0. Any diagram with at most k steps is a Ferrers diagram. We
say that the diagram F is k-diagram if k(k + 1)/2 |#F and F has at most
k steps.
The lowest degree problem. With every Ferrers diagram F we an
assign a set of monomials SF = {x
α : α ∈ F}. Now we restrit our studies
to the following situation:
Let d ≥ 1. We want to solve an interpolation problem for a sequene of
diagrams Fd, that is, we want to nd a good set of monomials B suh that
the problem ({Fd}k, B) is generially orret. By good we understand the
set given by a Ferrers diagram (of ardinality c = kd(d+1)/2) with at most
1 step. This restrition is natural:
For the purpose of interpolation we want to use the set of c rst monomials
with respet to total degree ordering. If the number of nodes multiplied by
the ardinality of Fd oinides with the ardinality of some Fℓ than we want
this Fℓ to be a good set of monomials. It is not always so, for example
one an show that ({F2}2, F3) is not generially orret for interpolation.
However one an expet that for the number of nodes large enough the
problem is generially orret for good set of monomials. We will solve this
problem in the ases d = 1, . . . , 13, i. e. we will show that interpolating
values and partial derivatives up to order 12 an be done using polynomials
with the lowest possible degree. For d = 1, 2, 3 all initial ases will be proven
here, for 4 ≤ d ≤ 13 a suitable omputation an be done using a omputer
program.
We will say that the problem ({Fd}k, F ) is generially orret if the prob-
lem ({Fd}k, SF ) is generially orret. For a generially orret problem
({Fd}k, F ) we will say that F is good for interpolating in k nodes of type
Fd.
4. Redutions.
We say that a d-diagram F of type (a, a1, . . . , ad), (ad > 0), is d-reduible
if the following holds: there exist v1, . . . , vd ∈ N suh that
vi = max{ℓ : ℓ ∈ {1, . . . , d}, ℓ ≤ ai, ℓ 6= vj for i < j ≤ d}.
If F is d-reduible then the diagram r(F ) of type
(a, a1 − v1, . . . , ad − vd)
will be alled a d-redution of F .
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We say that a d-diagram F of type (a, a1, . . . , ad) is proper if a ≥ d and
∀i=1,...,k−1 ai = ai+1 =⇒ ai ≥ d. A proper d-diagram is safely proper if it is
of type (a, a1, . . . , ad), a ≥ 2d, ad > 0.
Remark. Observe that (3, 3, 3) is not a proper 3-diagram, suh as (4, 1, 1),
but (3, 3, 3, 3) is.
Remark. Observe how we an nd a sequene (v1, . . . , vd) for reduing
proper diagram. We start from vd and then dene all the vi in dereasing
order. As long as ai is stritly smaller than vi we take vi = ai. When ai ≤ d
for vi we hoose the greatest number between 1 and d that has not been used
before.
If E is a nite set of monomials then by degred(E) we will denote the
degree of a produt of monomials from E,
degred(E) = deg
∏
xα∈E
xα.
Now we will show useful lemmas and a proposition:
Lemma 5. Every proper d-diagram is d-reduible.
Lemma 6. If F is a safely proper d-diagram then the d-redution of F is a
proper d-diagram.
Proposition 7. Let F be a proper d-diagram, let F ′ be the d-redution of
F . Let S be the set of monomials assigned to F , S′ be the set of monomials
assigned to F ′. Then S \ S′ is exeptional in S with respet to Fd.
Proof. (Lemma 5). Assume that F of type (a, a1, . . . , ad) is proper but
not reduible. Then there exists i, j ∈ Id, i < j suh that ai = vj . But then
ai ≤ aj implies ai ≥ d, so it must exist vi suitable for ai, ontradition. 
Proof. (Lemma 6). It is easy to see that the d-redution of a diagram
with at most d steps is a diagram with at most d steps. Also #r(F ) =
#F − d(d+1)/2, so r(F ) is again a d-diagram. Let F be a diagram of type
(a, a1, . . . , ad), ad > 0, a ≥ d. Applying the redution (v1, . . . , vn) to F we
have the following:
vi = ai =⇒ vj = aj for j > i, vi < ai =⇒ v1 < v2 < · · · < vi.
So some of ai will be anelled to 0, all weak inequalities redue to strong
ones and all equalities ai + 1 = ai+1 redue to weak inequalities. The last
may happen only for ai ≥ 2d, so if ai − vi = ai+1 − vi+1 then ai − vi ≥ d. 
Proof. (Proposition 7). This proposition is fundamental. Together with
Theorem 2 it allows the indution step.
Let E = S \ S′. We want to show that the problem ({Fd}, E) is generially
orret. The exponents of monomials (onsidered as points in N
2
) lie on d
skew lines L1, . . . , Ld (with equations y + x + k = 0 for some k). We may
assume that the line Li ontains exatly i points from E. Suppose that
there exists a urve C of degree d − 1 ontaining all these points. Then
the intersetion of Ld with C has at least d points, and then (by Bezout's
theorem, see [7℄) Ld must be a part of C. Indutively the equation of C must
ontain a produt of all Li, so it has degree at least d, ontradition.
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Now we want to satisfy the rst ondition. We will show that the method
of hoosing vi used in the redution gives stritly maximal possible degree
(degred(E)) of produt of redued monomials not lying on a urve of degree
d − 1. In fat we will show (by indution with respet to k) that having
hosen vk, . . . , vd the proedure desribed above used for v1, . . . , vk−1 gives
the maximal possible degree.
Assume that vk, . . . , vd have been hosen using the above proedure, and
v′k−1 6= vk−1 is given. If v
′
k−1 > vk−1 then ak−1 ≥ d. Consider the following
ases:
v′k−1 > d means that more than d points lie on a line, so the remaining
d(d+ 1)/2 − v′k−1 < d(d− 1)/2 points lie on a urve of degree d− 2 and all
points lie on a urve of degree d− 1.
v′k−1 ≤ d means that v
′
k−1 = vi for some i ≥ k. In this ase d(d + 1)/2 −
i(i+1)/2 points lie on d− i lines, two sets (eah onsisting of i) points lie on
two additional lines, and the remaining i(i+1)/2− 2i = (i− 1)(i− 2)/2− 1
points lie on a urve of degree i− 3. In onlusion all points lie on a urve
of degree i− 3 + 2 + (d− i) = d− 1.
The ase v′k−1 > vk−1 has been exluded, now assume v
′
k−1 < vk−1. We
will apply the above method to obtain the maximal degree of produt of
redued monomials. Consider two ases.
Case 1. ak−1 ≥ d. We will hoose vi for redution. In the upper line we
will write the original hoie, in the lower that following v′k−1:
vd . . . vk vk−1
vd . . . vk v
′
k−1
.
Of ourse the next number hosen in the upper line will be vk−2. In the lower
line we hoose the maximal possible number (by indution we know how to
hoose to obtain the maximal degree), whih is now vk−1. We an follow this
until the hoie of v′k−1 in the upper line is made. If this happens, we have
used the same numbers in both lines, and from now on we are hoosing the
same way:
vd . . . vk vk−1 vk−2 . . . vk−ℓ v
′
k−1 vk−ℓ−2 . . . v1
vd . . . vk v
′
k−1 vk−1 . . . vk−ℓ+1 vk−ℓ vk−ℓ−2 . . . v1
Denote the degree of the largest redued monomial by s, let p = s− d. The
degree of the produt while reduing as in the rst line is
D1 =
d∑
i=k
vi(p+ i) +
k−1∑
i=k−ℓ
vi(p + i) + v
′
k−1(p+ k − ℓ− 1) +
k−ℓ−2∑
i=1
vi(p + i).
The same for the seond line is
D2 =
d∑
i=k
vi(p+ i) + v
′
k−1(p+ k − 1) +
k−1∑
i=k−ℓ
vi(p+ i− 1) +
k−ℓ−2∑
i=1
vi(p+ i).
D1 −D2 =
k−1∑
i=k−ℓ
vi(p + i− (p+ i− 1))+
+v′k−1(p+ k − ℓ− 1− (p+ k − 1)) =
=
( k−1∑
i=k−ℓ
vi
)
− v′k−1ℓ >
( k−1∑
i=k−ℓ
v′k−1
)
− v′k−1ℓ = 0,
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whih proves ase 1.
Case 2. ak−1 < d means ak−1 = vk−1 and for some k− 1 > i > ℓ1 we have
ai = vi, so we hoose this vi in both lines. Now in eah step we hoose the
largest possible number, whih an be the same in both the upper and lower
line for i = ℓ1, . . . , ℓ2.
vd . . . vk vk−1 vk−2 . . . vℓ1+1 vℓ1 vℓ1−1 . . . vℓ2
vd . . . vk v
′
k−1 vk−2 . . . vℓ1+1 vℓ1 vℓ1−1 . . . vℓ2
Originally, in the upper line, we now hoose vℓ2−1. In the lower line we an
hoose vk−1, whih is now the greatest and has not been hosen yet. Then
we hoose with a shift until vℓ3 = v
′
k−1 in the upper line is hosen. When
this happens the same situations ours in both lines.
. . . vk vk−1 vk−2 . . . vℓ2 vℓ2−1 vℓ2−2 . . . vℓ3 vℓ3−1 . . . v1
. . . vk v
′
k−1 vk−2 . . . vℓ2 vk−1 vℓ2−1 . . . vℓ3+1 vℓ3−1 . . . v1
Let s denote again the greatest degree of redued monomial, let p = s − d.
Then
D1 =
d∑
i=k
vi(p+ i) + vk−1(p+ k − 1) +
k−2∑
i=ℓ2
vi(p+ i)+
+
ℓ2−1∑
i=ℓ3+1
vi(p+ i) + vℓ3(p+ ℓ3) +
ℓ3−1∑
i=1
vi(p+ i),
D2 =
d∑
i=k
vi(p+ i) + v
′
k−1(p+ k − 1) +
k−2∑
i=ℓ2
vi(p+ i)+
+vk−1(p+ ℓ2 − 1) +
ℓ2−1∑
i=ℓ3+1
vi(p + i− 1) +
ℓ3−1∑
i=1
vi(p+ i).
D1 −D2 = vk−1(p+ k − 1)− v
′
k−1(p + k − 1)+
+vℓ3(p+ ℓ3)− vk−1(p+ ℓ2 − 1) +
ℓ2−1∑
i=ℓ3+1
vi >
> vk−1(k − ℓ2) + vℓ3(ℓ3 − k + 1) +
ℓ2−1∑
i=ℓ3+1
vℓ3 =
= vk−1(k − ℓ2) + vℓ3(ℓ3 − k + 1 + ℓ2 − ℓ3 − 1) =
= (k − ℓ2)(vk−1 − vℓ3) ≥ 0.
We have shown the following: Let F be a reduible d-diagram of type
(a, a1, . . . , ad) with redution v1, . . . , vd. Choose a set E
′
of monomials from
F having the three following properties:
(1) #E′ = d(d + 1)/2,
(2) exponents of monomials from E′ do not lie on a urve of degree d−1,
(3) degred(E′) = degred(E).
Let δ = max{deg xα : xα ∈ F}. Let wi = #{x
α : xα ∈ E, deg xα = i}. Then
wδ−j = vd−j for j = 0, . . . , d− 1. In onlusion, if we want to hoose the set
of monomials E′ with above properties, we must hoose vd monomials with
maximal degree, vd−1 monomials with degree δ−1 and so on. Among hosen
monomials with presribed degrees our redution hoses the monomials with
the greatest possible produt of the seond oordinate. This proves that E
is exeptional. 
Now we an formulate and prove the main tehnial theorem.
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Theorem 8. Let p, d be positive integers. Assume that for every proper
d-diagram F of ardinality pd(d+1)/2 the following onditions are satised:
(1) F is safely proper,
(2) the problem ({Fd}p, F ) is generially orret.
Then for any k ≥ p the diagram F of ardinality kd(d + 1)/2 with at most
1 step is good for interpolation, that is the problem ({Fd}k, F ) is generially
orret.
Proof. Let F be a diagram of ardinality kd(d+1)/2 with at most 1 step.
Assume that the problem ({Fd}k, F ) is not generially orret. Naturally F
is a proper diagram and an be redued k − p times to a proper d-diagram
G of ardinality pd(d+ 1)/2 (Lemmas 5 and 6). Eah redution produes a
diagram whih is not good for interpolation (Proposition 7 and Theorem 2).
Hene the problem ({Fd}p, G) is not generially orret, whih ontradits
the assumption. 
5. Main results.
Now we solve the problem for d = 1, 2, 3 by showing all initial ases. For
d = 1 (Lagrange interpolation) it is enough to observe that every 1-diagram
is 1-reduible and eventually redues to the diagram of type (1).
Theorem 9. The problem ({F2}k, F ) is generially orret for F with at
most 1 step if and only if k /∈ {2, 5}. In other words, we an interpolate
values and rst order derivatives using polynomials with the lowest possible
degree in any number of points apart from the ase of 2 or 5 points.
Proof. We an hek by diret omputation that all 2-diagrams of ardinal-
ity 18 are good for interpolation. However we present here another method
not requiring omputation of any determinant. A 2-diagram of ardinality
15 is one of the following: F1 = (5), F2 = (4, 4, 1), F3 = (4, 3, 2). It is
easy to see that the rst diagram an be obtained as a redution of a proper
2-diagram of type (5, 2, 1) only. The (5, 2, 1) diagram an be obtained only
from (5, 3, 3) whih is not a redution of another proper 2-diagram. In on-
lusion if we redue a 2-diagram with at most one step to the diagram of
ardinality 15 we obtain either F2 or F3. So it is enough to prove that these
diagrams are good for interpolation. Both F2 and F3 redue to (4, 2). Then
the redution goes as follows:
(4, 2)→ (3, 3)→ (2, 2, 1)→ (2)
whih is obviously good for interpolating in one point. In view of Theorem
8 we have proven our statement for k > 5. For k = 1, 3, 4 the orresponding
diagrams are (2), (3, 3), (4, 2) and we have shown they are good. For k = 2, 5
we an alulate the determinant, but the next remark will prove that ase.

Remark. Consider a plane urve (an be reduible) of degree d. It has
(d + 1)(d + 2)/2 monomials. If d is not divisible by three then the last
number is divisible by three, let p = (d + 1)(d + 2)/6. If p > 5 (whih
gives d > 4) then the problem ({F2}p, Fd) is generially orret. Hene for
a generi set of p points the determinant is nonzero, so the only solution for
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a set of values and derivatives equal to 0 is a zero polynomial. This shows
that a urve of degree greater than 4 (and not divisible by 3) annot have
(d + 1)(d + 2)/6 singularities in general position. For the ase d = 4 we
an take the double oni passing through general 5 points, and for d = 2
the double line passing through any 2 points, so determinant of the matrix
in these ases is equal to 0. For d = 3n we have the following: the urve
of degree d having ((d + 1)(d + 2) − 2)/6 generi singularities annot pass
through additional generi point.
Remark. We an onsider the problem of interpolating values in p1 nodes
and values with rst order derivatives in p2 nodes, that is the problem
({F1, . . . , F1︸ ︷︷ ︸
p1
, F2, . . . , F2︸ ︷︷ ︸
p2
}, F ), where F is a omplementary diagram with at
most one step. If p2 /∈ {2, 5} then we an rst 1-redue the diagram F p1
times to obtain a diagram with at most 1 step and then use Theorem 9. It is
easy to see that the only not 2-reduible diagram of ardinality greater than
2 is of type (a, 1, 1). If it is a redution of another diagram then a = 1, and
the last diagram is good for interpolating values in 3 points. We have shown
that if p1 ≥ 3 or p2 /∈ {2, 5} then F is good for interpolation. In fat only
(p1, p2) ∈ {(0, 2), (0, 5)} annot be interpolated by a diagram with at most
1 step.
Theorem 10. The problem ({F3}k, F ) is generially orret for F with at
most 1 step if and only if k /∈ {2, 5}.
Proof. Again we will onsider all 3-diagrams of ardinality 30 (that is
diagrams for interpolating in 5 points) that an be ahieved as a sequene
of redutions of a 3-diagram with at most 1 step. Here are the list of them:
(5, 5, 5, 5), (6, 3, 3, 3), (6, 4, 3, 2), (6, 4, 4, 1),
(6, 5, 3, 1), (6, 5, 4), (6, 6, 2, 1), (6, 6, 3).
In fat there are three another diagrams of ardinality 30 with at most 3
steps: (6, 5, 2, 2), (7, 1, 1), (7, 2). Two of them are not proper, the last an
be obtained from one of the following:
F1 = (7, 3, 3, 2) F2 = (7, 4, 3, 1) F3 = (7, 5, 2, 1).
F1 annot be obtained from a 3-diagram, F2 is a redution of (7, 5, 5, 4) whih
is not a redution of a 3-diagram, F3 an be produed from (7, 6, 4, 4) whih
again is not a result of redution.
The diagram (5, 5, 5, 5)1 redues to (5, 4, 3, 2) → (5, 3) whih is good for
interpolating in 3 nodes (Lemma 11). Another redutions:
(6, 3, 3, 3) → (6, 2, 1) → (5, 3),
(6, 4, 3, 2) → (6, 3) → (4, 4, 4) → (3, 3, 2, 1) → (3),
(6, 4, 4, 1) → (6, 2, 1),
(6, 5, 3, 1) → (6, 3),
(6, 5, 4) → (5, 5, 3, 1) → (5, 3),
(6, 6, 2, 1) → (6, 3).
1
This diagram is not safely proper, but every diagram that redues to it is safely proper.
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The last (6, 6, 3) diagram will be done in Lemma 12. This shows the or-
retness of an interpolation problem for at least 6 nodes. For k = 1, 3, 4
the orresponding diagrams are (3), (5, 3) and (6, 3), whih are also good for
interpolation. 
Remark. Again we an onsider the problem of interpolating values in p1
point, values and rst order derivatives in p2 points, values and derivatives
up to order two in p3 points. It it easy to see that for suitably large pi for
some i ∈ I3 the problem is generially orret. Using the above tehniques
one an show that p1 > 9, p2 > 5 or p3 > 5 is enough. All exeptional triples
also an be found:
(0, 2, 0) (0, 5, 0) (0, 1, 1) (1, 1, 1) (0, 0, 2) (1, 0, 2) (2, 0, 2)
(3, 0, 2) (0, 1, 2) (0, 3, 2) (0, 1, 4) (1, 1, 4) (0, 0, 5).
Lemma 11. The problem ({F3}3, (5, 3)) is generially orret.
Proof. To F = (5, 3) we apply the redution (1, 3, 2) instead of (1, 2, 3).
Let D be the degree of a produt of redued monomials. In this ase D = 25.
Let us hoose 6 monomials from F suh that the degree of their produt is
greater or equal to 25. Moreover, assume that these monomials do not lie on
a oni. The only possibility to do that is to hoose 2 monomials of degree 5,
3 of degree 4 and 1 of degree 3 (like in our redution (1, 3, 2)), the other is to
hoose 3 monomials of degree 5. But now the degree of the rst oordinate
in the produt of hosen monomials is at least 12, while originally it is equal
to 10. This shows that the set of hosen monomials is exeptional.
(5, 3)
(1,3,2)
−→ (3, 3, 2, 1) → (3),
whih ompletes the proof. 
Lemma 12. The problem ({F3}5, (6, 6, 3)) is generially orret.
Proof. Again the rst redution will be (1, 3, 2) redution. In this ase the
same argument works, namely the degree of the rst variable in produt of
hosen monomials is equal to 17, while the produt of three monomials of
maximal degree gives 18. So
(6, 6, 3)
(1,3,2)
−→ (5, 5, 3, 1) → (5, 3)
and use Lemma 11. 
Now we an formulate the main theorem for the homogeneous onditions.
Theorem 13. Let 1 ≤ d ≤ 13. For any set of nodes of ardinality k greater
than six the interpolation problem ({Fd}k, F ) is generially orret for F
with at most 1 step. Additionally, if d ≤ 9 then the problem ({Fd}6, F ) is
generially orret for F with at most 1 step.
Proof. For d ≤ 3 the proofs were presented here. For greater value of d
more ompliated omputations are needed. To deal with all initial ases we
used a suitable omputer program. First, it produed all proper d-diagrams
for k1 points. All these diagrams, being safely proper, were then redued to
ℓ(k1, k2) safely proper d-diagrams for k2 < k1 points (this operation greatly
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redued the number of determinants to be omputed). To that list all re-
dutions of diagrams with at most 1 step for 6, . . . , k1−1 points were added.
Finally the program heked all determinants. Here is the table whih on-
tains the number of ases (#ki denotes the number of proper d-diagrams for
ki points):
d k1 #k1 k2 #k2 ℓ(k1, k2)
2 6 2 −− −− 2
3 6 4 −− −− 4
4 13 52 6 9 4
5 20 899 6 21 5
6 20 6471 6 60 7
7 20 48274 6 175 12
8 20 369629 6 524 23
9 20 2887492 6 1571 41
10 16 5755270 6 4811 189
11 14 15296608 6 14918 714
12 13 53382738 6 46707 2349
13 11 71128794 6 147123 19787
Remark. The same method an be used for larger values of d, but the
time used for omputation is deteriorating. For d = 10, . . . , 13 the problem
({Fd}6, F ) for F with at most one step is not generially orret. We need
at least 7 nodes.
If we want to interpolate with "mixed" onditions we an use the following
Theorem.
Theorem 14. Let S = {F j} be a nite sequene of diagrams, F j = Fs(j).
Let n(ℓ) = #{j : s(j) = ℓ}. Assume that for some d, p the problem
({Fd}p, F ) is generially orret for any d-diagram F . Let D = max{ℓ :
n(ℓ) 6= 0}. Dene h as the least natural number suh that
h ≥ 2D, h(h + 1) > (p− 1)d(d + 1).
Take q ∈ N suh that
q >
h(h − 1) + 2D(h − 1)
d(d+ 1)
.
If n(d) ≥ q then the problem (S,F ) is generially orret for a suitable F
with at most 1 step.
Proof. We want to redue F with all needed e-redutions for e 6= d to F ′,
then d-redue F ′ to one of the d-diagrams. To do so, we must rst know that
every e-redution is possible for e ≤ D. It is true as long as the diagram being
redued is of type (a, a1, . . . , aD), a ≥ 2D. If a < 2D then the D-diagram of
type (a, a1, . . . , aD) has at most (2D − 1)2D/2 +D(2D − 1) points. On the
other hand our diagram has at least qd(d+ 1)/2 points, ontradition. Now
assume that F ′ is of type (a, a1, . . . , aD). While F
′
has more than d steps
the d-redution does not hange a. It is enough to hoose a suh that every
diagram of type (a, a1, . . . , ad) ontain more than (p − 1)d(d + 1)/2 points.
The ardinality of suh diagram is at least a(a + 1)/2. We an see that q
was hosen to allow both to redue F to F ′ and then safely d-redue F ′. 
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Remark. For d = 1 it is enough to take q > 2D(2D − 1), for d = D taking
q ≥ p is also enough, provided that all d-diagrams for p points are safely
proper.
Now we are able to proof the Theorem 1.
Proof. Observe that, following the notations from Theorem 14, if h = 2D
then
q >
h(h− 1) + 2D(h− 1)
d(d+ 1)
=
4D(2D − 1)
d(d+ 1)
.
Otherwise, if h > 2D and D ≥ 2 then
h(h − 1) + 2D(h − 1)
d(d + 1)
<
Dh(h − 1)
d(d + 1)
≤
D(p− 1)d(d + 1)
d(d+ 1)
,
so taking q > D(p − 1) is enough. For D = 1 also q > D(p − 1) is enough.
Now taking D = m+ 1, d = k + 1 and p = 7 we omplete the proof. 
Remark. Here are the exat values of r(m,k) for small m,k:
k 0 1 2 3 4 5 6 7
m
0 0 − − − − − − −
1 0 5 − − − − − −
2 3 5 5 − − − − −
3 8 6 5 6 − − − −
4 15 6 5 6 5 − − −
5 24 8 6 7 5 7 − −
6 35 11 6 7 6 7 6 −
7 48 16 8 7 6 7 6 7
All exeptions were found by a omputer program using bounds from The-
orem 14 and redution methods. If the redution fails the determinant was
omputed. This, together with some more sophistiated methods
2
, allows to
redue the time of omputation onsiderably.
The values omputed with Theorem 14 are ertainly not optimal. We an
better them by rening arguments used in the proof of Theorem 14 or by
investigating "mixed initial ases":
Theorem 15. Let p, d,D be nonzero natural numbers. Assume that every
diagram F of ardinality pd(d+1)/2 with at most D steps has the following
properties:
(1) F is safely proper (with respet to D),
(2) the problem ({Fd}p, F ) is generially orret.
Let S be any sequene of Ferrers diagrams ontaining at least p diagrams of
type (d) and only diagrams of type (k) for k ≤ D. Then the diagram F of
suitable ardinality with at most 1 step is good for interpolation, that is the
problem (S,F ) is generially orret.
2
for example one an reate a list of good diagrams for small number of points and
then try to redue to one of these diagrams
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Proof. Use tehniques similar to that used in proof of Theorem 8. 
Remark. It is enough to assume that F is proper (not neessarily safely
proper) with respet toD. Here are the values of bounds for r(m,k) obtained
from Theorem 15:
k 0 1 2 3 4 5 6 7
m
0 0 − − − − − − −
1 2 5 − − − − − −
2 9 5 5 − − − − −
3 18 6 5 6 − − − −
4 30 10 6 6 5 − − −
5 45 15 7 7 5 8 − −
6 63 21 10 7 6 7 7 −
7 84 28 14 8 6 7 6 7
6. Constrained orretness.
For a nite sequene S of Ferrers diagrams, S = {F i}ki=1, F
i = Fdi , dene
the diagram
FS = {(α1 + · · ·+ αk, β) ∈ N
2 : (αi, β) ∈ F
i, i = 1, . . . , k}.
Eah level in FS is a sum of levels of diagrams from S. The ardinality of
FS is equal to
∑k
i=1 d(i)(d(i)+1)/2, so we an onsider the problem (S,FS).
Theorem 16. The problem (S,FS) is generially orret.
Remark. The diagram FS is the minimal diagram for generi interpolation
for lexiographial ordering (see [3℄).
Proof. Let S′ = {F i}k−1i=1 . Dene R = FS \ FS′ . It is easy to see that R is
a set of multiindies from FS with d(k) points on the lowest level (N×{0}),
d(k) − j points on the level N × {j}. The same method as in the proof of
Proposition 7 an be applied. Namely, we hoose d(k)(d(k)+1)/2 monomials
with the lowest possible seond exponent, not lying on a urve of degree
d(k) − 1. Among them we hoose the monomials with the greatest rst
exponent. The only possible hoie to do that is to hoose the set R. Also
monomials from R do not lie on a urve of degree d(k) − 1. Hene, R is
exeptional in FS with respet to Fd(k) and we use indution. 
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