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Abstract; Compound stochastic processes are constructed by taking the superpositive of inde- 
pendent copies of secondary processes, each of which is initiated at an epoch of a renewal pro- 
ces called the primary process, Suppose there are M possible k-dimensional secondary processes 
1;5V(t): t 2 o}, u = 1, 2, .‘., A._. v At each epoch of the renewal process {A(t): t 2 0) we initiate a 
random number of each of the M types. Let {ml. ’ ’ ia 1) be a sequeuce of M-dimensional 
random vectors whose components pecify the numCer of secondary processes of each type 
initiated at the various epochs. The compound process we study is 
A(t) M J& 
Y(t) = g c cgt- Ti), t 2 0, 
fi=l v=l j=l 
where the$.c) are independent copies of tr+‘, mlv is the vth component of m and { 71: la 1 j
are the epoc s of the renewal process. Qur interest in this paper is to obtain functional central 6 
limit theorems for (Y(t): t > 0) after appropriately scaling the time parameter aad state: space. 
AL variety of applicatiaas are discussed. 
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I. Lntroductisn and slamnary 
Compodand stochastic processes (c.s.p.‘s) are constructed by taking 
the superposition of independent copies of secondary processes, each of 
which is initiated at an epoch of a renewz;l process called the primary 
process. Suppose there are M possible k-dimensional secondary processes 
{g*(t): r> O),, v= 1, 2, . . . . M. At each epoch of the renewal Process 
U(t): t 2 CO, we initiate a random number of each of the M types. Let 
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{ ml: 2 Z 1) be a sequence of M-dimensional random vectors whose com- 
ponents specify the number of secondary processes of each type initi- 
ated at the various epochs. The compound process we study is 
(1) 
I=1 v=l j=l 
where the S;(e) are independent copies of gv, ml,, is the vth component 
of ml, and 14~~: 2 > 11 are the epochs of the renewal process. We shall 
frequently use superscripts in this manner and not mean powers. The 
clontext should prevent confusion. Our interest in this paper is to obtain 
functional central limit theorems (f.c.1. t.‘s) for {Y(t):: t 2 0) after al’)- 
propriately scaling the time parameter and state space. 
In this paper, we shall only rescale the time parameter of the primary 
process, and let the secondary processes run in their original time scale. 
Tothisend,wesetA,(t)EA(nt)forO<t< landn=1,2,_..Ifthe 
renewal process (A(t): t 2 01 has an arrival rate (the reciprocal of the 
expected time between epochs) of h (which we shall always assume is 
nositive and finite), then the renewal process {A,(t): 0 G t < 11 has . 
a-rival rate rtX. Hence the effect of resealing tlhe primary process is to 
geatly speed up the rate at which secondary processes are generated. 
Thus when we consider the c.s.p. {Y,(t): 0 < t G 11 with primary pro- 
cess M,(t): 0 < t G 1) , we shall be studying the case in which there is 
a high rate of generation of secondary processes. The limit theorems 
obtained as n goes to infinity can then be viewed as approximation for 
a c.s.p. with a high arrival rate. In a sequel to this paper, we shall con- 
sider the situation in which both the primary and secondary process 
time parameters are resealed. 
We shall assume that secondary processes have sample paths in the . 
slpace Dk, the Cartesian product of k (2 1) copies of D[O, 11 I= D, the 
sipace of right-continuous functions on [ 0, 11 having kft limits. The 
Bore1 sets of Dk ;rre denoted by Vk, where the topology on Dk is the 
product topology formed from the Skorohod topology on D. The pro- 
cesses of interest, {Y,, : vl> 11 7 also have paths in Dk and are defined 
bY 
4&t) M mlv 
( ) 2 Y,(t) = c c c &yt-Tpz)), OG tG 1, 
I=1 v_=l /“I 
where r&n) = r,/tz. Under appropriate moment assumptions we shall 
fj 2. Preliminorit3 13 
show that n- U2 ( Yn -nh) converges weakly to a certain k-dimensional 
Gaussian process, where h is a given deterministic function. Sim liar re- 
sults can be obtained for non-homogeneous renewal processes on [ 0, 1 ] 
by defining r&n) = h(rJ’n), where X is a strictly increasing continuous 
mapof [0, I] onto [0, I]. 
A large literature exists on c.s.p.‘s for very special secondary processes; 
see, for example, Takacs [ 141, Parzen [ 11, $4.51, Borovkov [ 3 1 and 
Port [ 12; IS]. The method used in this paper was suggested by 
Borovkov’ [ 31, who studied the many server queue as the number of 
servers becomes large. Mere we shall discuss as applications an urn model 
with immigration, the cl/G/= queue, shot noise, and several other 
models. We note in passing that the c.s.p. includes as special cases par- 
tial sums of random variables, renewal processes, and random sums of 
random variables. 
The organization of this paper is as follows: Section 2 deals with the 
construction of the probability space and a number of preliminary re- 
sults. In Section 3, the convergence of finite-dimensional distributions is 
treated. Section 4 deals with tightness of the process (Y,, : rz 2 II. Final- 
ly, in Section 5 we discuss applications of these results for specific 
secondary processes. 
2. Preliminaries 
The probability space that will support the basic compound processes 
(e:q. 2) is constructed as follows. For r! = 1, 2, . . . . set 52: = R+X f@f, 
wlhere R, = [ 0, =) and IN* is the set of M-dimensional vectors with non- 
negative components. Let R, and NM be the corresponding Bore1 sets, 
where the topology on R, is induced by tkre Euclidean metric and the 
topology on IV’ is the discrete topology. Set F: = R, X NM, the product 
BUeJ field (B.F.), and let pi be a probability measure (p.m.) on F: 
which is identical for all I = 1, 2, . . . . 
Next takle 
(the product measure). Now let 
14 D.L. Igleha,rt, Ccjmpourzd stochastk processes, I 
where _Di” = Dk, 0; = Pk. and PI,, is a p.m. on Vk which is identical for 
all values of j = 1, 2, . . . . Let 
and set 
Finally, the large space (p2, F’, P) is taken to be (a1 X Q2, F1l X F2, 
PiI x P2). 
Let u = (~1, ~2) be a generic point of a. Then ol. = (wt , wi, . ..) 
withw: =(wli, c3 i ,, 
hand, m2 = (UT, ti2, 5 
) where 0: 
12 
E is, and 41~ E w. On the other 
2 2 . ..) with o1 = (qr , q2, . . . . 
(c’&, 69cz, . ..). where qVj 
w&)andwf = 
2 E Dk We define the coordinate fu&tions 
i+(w) = Ok, m&w) = wf2 and s;(w) = w& for 2 = 1, Z!, .. . . v= 1, 2, . . . . M, 
andj= 1, 2, . . . . The random variable (rv) u1 will represent he time be- 
tween the Zth and (I- l)st epochs of the rene,wal process, ml will be the 
M.=dimensional r ndom vector with non-negative components which spe- 
cifies the number of secondary processes of each type generated at the 
I& epoch of the renewal process, and the 6; will be inldependent copies 
of the V* type secondqry process. 
To sum up, we allow dependence between uz and ml, although the 
sequences {(q, ml): I> 1) and (5;: v = 1, . . . . M; I, j = 1, :‘, . ..) consist 
of independent random elements and are indeperident of each other. 
The renewal process {n(t): r 2 0) is defined in the usual way in 
terms of the z$s. Let r0 = 0, r, = tll + . . . + u, (n 3 1) and define for 
00 
n on (7, < t< T~+~I 
A(t) = 
We shall llet E{u,} = X-r, where 0 < X < 00, and A,(t) f A(nt) for 
0 6: t G 1 and n = 1, 2, . . . . Also we assume E (k(f) < 00. 
.For anv vector X, with or without subscripts or superscripts, we de- 
note the I Gh component by xi. We take x to be a column vector and x’ 
the corresponding row vector. Let the and assume that 
0 <Z pi < = for i = 1, 2, . . . . M. We assume that 
covariance matrix 
rni) < 00 and that the 
)‘) is finite and positive definite. 
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Next we give some easy limit theorems for the processes {Tn : rz 2 1) 
defined by 
A ,@I 
(3) T,(t)=& c ml, CkItG 1. 
I=1 
Denote by p the metric of uniform convergence on Dk, 
p(x,:y)=max{Sup[Ixi(t)-yi(t)II 10 .G tG 11: 1 G t<k), 
where x, y E D nk. ‘We use the symbol =+ to denote weak convergence. Let 
t, be the linear function ct on [ 0, 11, where c is a constant vector. 
Lemma 2.1. 1:im p(T, , LA,,) = 0 a. e. 
n+m 
Proof. For a fixed t E [ 0, 1 ] , T,(t) + Apt a.e. by the strong laws for 
sums of random vectors and for renewal processes. The argument for 
the uniform convergence is standard; cf. [ 8, Theorem 3.11. 
Lemma 2.2. If f is bounded and measurable then for 0 < t < 1, 
1 f(T) c&,,(T) == X/J,, j f(a)dr 
0 0 
Proof. Since f is bounded and measurable, T,,(t) -, hpvt a.e. for all 
t E [O, 1 ] , and Lebesgue measure has no atoms, we have by virtue of 
weak convergence (cf. [ 2, Theorem 5.2]), 
lim j f(r)dT&) = hp, jf(T:dr a.e. 
n-- 0 0 
To complete the proof> it suffices to show that 
(cf. [ 5, Theorem 4.5.2]). Since 
D. L. IgIehart, Compound stochastic processes, I 
where I fI < C, we need to show that the sequence E{ T,i$l): rz 2 1) is 
bounded. Recall that E (7”&( 1)) = E{ ~-*@zIV + . . . * rnAqCnI,)*) . Next we 
compute E{ [(mI,- p,) + .*. + (mA~a.tI,v - or,)]* I. For convenience, let 
?* -CL* = x,. Then 
00 
‘7 
E((xl + .a. +x~(~,+~)“) = ), s (Xl + 3.. +x# dpl 
k=l {A(n)+l=k) 
i-l 
= 2 (Eix: I P[A(n) + I 2 iI + ME pl iA~n~l,i) XjdP’ 
i=l 
.- 
A 
= 02(rnlv) EiAfn) + 11, 
where we have used the fact that Xi and the indicator function 
{A(n)+ 1 > i) are independent r.v.‘s. Using the c,-inequality we obtain 
G 2E((xl + l ** +x&)+1, )*I + :2p* E{(A(n) + 1 )*I. 
Since n- * E((A(n)+ l)*} is bounded (cf. [ 5, p. 1271), so is 
n-2 Mm, -e . . . + m,(,,)+l,V )*) and hence allso E U’&( 1) 1. This completes 
the proof. 
As a simple corollary of this lemma we have 
Corollary 2.3. If pv(*) = E@v(+) is bounded and measurable for v = 1, 
2 , . . . . M, then as n + =a, 
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roof. Since 
iYni(t)) = 5 E 
A,(t) mlv 
G x 
t)=l I=1 j=l 
{~~i(t-r~(rl)) 
@t--r) dT&) 
17 
a simple application of the lemma yields the result. 
In a similar, but vastly more complicated manner, the above lemma 
can be used to obtain an asymptotic expression for cov {Y,i(S), Y,,.(t)1 II 
It also grows like n. 
Now define the ranclom element T,* of Dk as 
A Jt) 
(4) T,*(t) = n-112 c ml - nX p t, 0 < t G 1. 
I=1 1 
Recall that C = E{(q - p) (ml -p)‘} , the covaaiance of ml. 
Lemma 2.4. Ti * V/2 C/2 q * = q, as n + *, where 
I’= C-t (A2E{+ + l)p$ - XpE$m;) -- AE(Uln!,) 01’ 
and q* has components that are independent, s AndarId LlrowniGYr 
motions on [ 0, 1 ] . 
Proof. Write T,* (t) as follows: 
AW) 
(5) 7I,*(t) = n-l12 C (ml - Xup) 
I=1 
X n-1/2Ap[nt-(ul + . . . +u.ll(ntj)] l 
Th.e random vectors {ml --k+~: I> 1) are independent, identically di+ 
tributed (i.i.d.) by construction and have mean 0, covariance r. By the 
vector version of the fc.1.t. for random sums (cf. [ 7, Theorem 91) the 
first term of (5) converges welakly to q. The second term of (5) con- 
verges weakly to 0 (cf. [ 8, Th.eorem 4.11). The proof is completed by 
the “Converging Together Th.eorem” ([ 2, Theorem 4.. 11). 
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Finally, for the sake of convenience we state two results that will be 
required later. A proof of the first lemma due to Liggett and Rose’n can 
be found in [9, Lermma 3.4, and of the second in [ 7, Theorem 51. 
Here, C f C[ 0, 1 ] and 
wx(S) = sup(lx(:F) -X(t)l: Is-4 c 61, o< 6 g 1. 
Lemma 2.5. Let I X,,l be a sequence of random functions in (D, P), and 
.X a random .function such thGlt P{ X E Cl = 1. If Xn * X, then ( Xn ) is 
C-tight: for all positive e and *,Q, there exists 16 (0 < 6 < 1) and integer 
jylo such that 
P{wx (6i)2e)<Q for n>no. 
n 
Lemma 2.6. Let (XJ and X be random functions on (Dk, Qk). Then 
(i) and (ii) are necessary and sufficient conditions jfbr Xn * X: 
(8 Cxn Ctl)9 l .9 xn(tk)) =* (x(tl), . . . . x(tk)) whenever 
1'1 , . . . . tk E TX, where TX = , l] : P[lK(,t) # X(t-)] = 01. 
(ii) The sequence of marg,inal f&m&tins ( Al,i } , i = 1, i. ., k, on (D, D) 
are tight. 
3. Convergence of f’inite-dimensional distributions 
Our goal in this section is to prove that the If.d.d.‘s of the processes 
il Yn : n 2 11 converge weakly, under appropriate moment assumptions, 
to those of a certain vector-valued Gaussian ;prlocess. 
We begin by introducing some notation for the moments of the 
sIecondary processes. The time points, s, t, u shiall always satisfy 
0 < s < t G u G 1. For v = 1, 2, l <. , M, and 1, j == 1, 12, . .. , let 
5 ;w . {‘zii(t)i3}, i = 1, 2, .,,,, k. 
8 3. Convergence of finite-dimensional distributions . 19 
We shall assume that # is a rea:-valued function of bounded variation 
on [ 0, 11, and that c$(*, 0) is a bounded measurable function for each 
i, j and v. 
Next define the vector-valued function h on [ 0, 1 ] as 
h,(r)=$ P,jpy(r)dr. O< t< 1, i= 1,2 ,..., k, 
v=l 0 
and the sequence of processes { Xn : n 2 11 in Dk as 
Xni(t) = n---l12 (Y,ti(t) - nh&t)), 0 G t < 1, i = 1, 2, . . . . k. 
Let { Xl(t): 0 < t < 11 be a k-dimensional centered Gaussian process 
with covariance function 
rl(s, t) = EtXl(s)(Xl(t))'), 0~ SG t < 1, 
whose elements $s, t) are given by 
$s, t) = X g /A 
V 
v=l 
j $.(~--7, t-r)dr 
0 
Let {X2(t): 0 < t < 1) be a k-dimensional centered Gausian process 
expressible in terms of the following stochastic integrals: 
x;(t) = 5 j jqt -r)dq,(T), 0~ if< 1, i= 1, 2, ..rY k. 
v=l () 
With this notation in hand, we proceed to qrove the following result on 
the convergence of the f.d.d.‘s of CX, : n > 1). 
Theorem3.1.If~~(t)~C~<=forO<t<1,~=1,2,...,M,end 
i = 1, 2, . ..) k, then the finite dimensional distributions of ( Xn : M 2 11 
2 
converge weakly to those of X1 + fl, where X1 and X are independent 
copies of the centered Gaussian processes described above. 
oaf. It suffices to show convergence of the two-dimensional distribu- 
tions since the extension to the general case is routine, although tedious. 
Select time points s and t (0 \< s G t < 1) set 
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(7) f,<u, U: s, 0 = E texp[i(u’X,(s)iu’X,(t)):~} 
for vectors u: o) e Rk:. We shall carry out this integration of a bounded 
function using Fubi:ni’s theorem, integrating first with respect o P2 for 
each fixed ~31 and then with reispect to PI. For a fixed ~1, let &(ol) 
be the integral with respect o 1p2 of the expression i  braces on the 
right-hand side of (7). A simple! calculation shows that 
A,(s) M 
I,(J) = I-I II I$@, u; s--r,(n), t-r&n))ImIV 
I=1 u=l 
X exp { -inr12(aa’b(s) + v%(t))}, 
where 
~;(a, U; s, t) = E{exp[in-1/2(u’~v(s) + u’kv(t)]} . 
T<aking logarithms we have 
A&I M 
(8) i InI, = C C mlylnqi(u, v; s-q(n), t-r&n)) 
I=1 v--l 
A,(t) M 
+ C z m,lnq#I, v;s--7j(n), t-7&1)) 
Z=A,(s)+ 11 v= 1 
- in1~2(u’b(s) + u%(t)). 
By In we shall always mean the (determination f the logarithm with 
angle in (-n, n] . 
Since Jr(t) < max{C:: i = 1, *.*, k, v = 1, . . ..MI = CC 00, we can ex- 
pand the In q: as follows 
- i n-l {uY(s, s)u + 226) 
+ I3 
k 
.__ ” AK r(luJ + Iql) 3, 
6nW ( 4)3 [ j=< I 
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for II sufficiently large, where 0 is a generic complex number with 
I8 I < 1. For the estimate of the remainder term see [ 6, p. 203 1. 
Us.ng (4) and (9) in (8) yields the expression 
M s 
(10) InI&& = i: c $ u’cr*(s---7) dT:Jr) 
v=l 0 
M t 
+ i c s v’pr”(t -7) dT,*Jr) 
v=l 0 
M s 
1 -- 
2 w 
v=1‘0 
u~~*(s--7, s-r)udTnv(r) 
M s 
- cs z&(s--7, t-r)vdT,Jr) v=l 0 
M t 
1' -- 
2 
?f 
v’E*(t-7, t-r)vdTnv(T) 
u=l 0 
k n4 
C (I u~I + I iii 1) 
i=l I 
3 nml” *ql Tnv(t), 
for y1 sufficiently large, uniformiy in ~3~. Now let 22 + 00. Using Lemma 
2.1 and the definition of weak convergence, we see that tne last four 
terms on the right-ha.nd side of ( 10) converge a.e. Ito 
1 -; h g pv\j Ill)&--7, s-r)u+2u’:~*(s--7, t-r)v)dr 
v=l 0 
t 
+ 8 v’z*(t-7, t-r)vdr . 
0 I 
Next we consider the first two terms on the right-hand-side of ( IO). Ltt 
g:(r) = h*(r) and g:(r) = v’p*(r) and define the mappings$ 
(D, P) + (R1, R’) for i= 1, 2, v = 1, . . . . M, and t E [0, l] by 
fi,(x) (t) = &(O)x(t) -#)x(o) + j x(t--r)dg’y(r). 
0 
Now for our fixed s and t let f: (ok, Ilk) + ( R1 , R1 1 be given by 
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Observe that f is continuous at those points x E Ck’, since then Skorohod 
convergence implies uniforlm convergence (consult [ 2, p. 1121). Lemma 
2.4 shows that Ti *qandP{q~C~) = 1. Thus by the Continuous 
Mapping Theorem [ 2, Theorem 5. f ] , f( T,:) * f(q) as y2 + ~0. Recall that 
the stochastic integral 
i 9(t-?)dE(T) =g(O)[Ct) -g(t)[(O) +J ;Ht-T)dg(T) a.e., 
0 0 
where t is Brownian motitiii and g is of bounded1 variation on [ 0, 1 ] (see 
[ 10, p. 11). Thus 
j &W-r)dqJr) +j u+‘(t--7)dqJr) 
0 
= u’X2(s) + v)X2(t). 
Since the r.v. In is bounded, we have 
lim f,(u,u;s, t) := E{exp[i(zr’X1(s) + u’XW1) 
R+- # 
x ECexpWXW + V’S(t)]}, 
;Jhich completes the proof. 
An examination of the proof shows that the X1 (Xl!) p:rocess in the 
limit is due to the fluctuations of the secondary proce:sses (primary pro- 
cess plus random numbe-87 1a of each type). If the secondary processes are 
deterministic (II?(s, t) = 0), then X* does not appear in the limit. If, in 
addition, the p(t) are constant in t, this result is simply the c.1.t. for the 
random sum of random vectors. On the other hand, if the renewal 
epochIs are deterministic at :I, 2, . . . . the ml, E 1, A4 = 1 and {;fi (t) = Xl 
for all t E [ 0, 1 ] (where f X, : I 3 1) is a sequence of i.i.d. random vec- 
tors), then this result is the \zonvergence of f.d.d.“s of the processes 
which arise in the vector version of Donsker’s Theorem in II[ 0, 1 ] (cf. 
[:2, p. 1371). 
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4. Tightness acid weak convergence 
TO complete the proof that Xn * X1 + X2 ? we must sh,ow that the se- 
quence of processes rXn : n 2 1) is tight. However, before doing this, 
we first deal with tightness in D [ 0, 1 ] in general. The fact that a se- 
quence of processes is tight essentially guards against extremely wild 
fluctuations in small intervals of time. When working with applications, 
the easiest conditior s to check for tightness are those expressed in terms 
of product mompqts. For convenience in exposition we state the follow- 
ing slight variant of [ 2, Theorem 15.6 and p.’ 1331. To that end, let 
{Z,:n> 1) and.Zb e e 1 ements of II and let T, consist of thiose 
TV [0, l] for which 
PCZ(t) # Z(t-jj = 0. 
Recall that the points 0 and 1 always belong to Tz. 
Lemma 4.1. Suppose that the following conditions hold: 
(iI (zn(tl)9 ...9 &(tk)) * (z(t,), . . . . z(t,)) whenever t,, . . . . tk d be- 
long to Tz. 
(ii) P{Z(l)f Z(l-)I = 0. 
(iii) There exists an integer tie su ich that 
for 0 < s < t G u Zc 1 and n 2 no, where 7 2 0, cy > i and the Fn 
(n 2 no) are nondecreasing functiorzs on [ 0,1] which converge point- 
wise to F, a nondecreasing right-continuous function on [ 0, 11. 
Then Z,, * 2. 
The observation that the function on the right-hand side of the in- 
equality in (iii) can be allowed to depend on n was made by Bickel and 
Wichura [ 1, p. 16661 o 
We return now to our c.s.p.*s CX, 
k = M = 1 and let ml1 
: n 2 1) . First consifg the case 
=ml, Elml} = y and T,(t) = n-1 I$,$ ml. In view 
of condition (iii) of Lemma 4.1, it is natural to hope that a product 
moment asz,dmption of this type on the secondary processes will imply 
the same thing for the compound process. In other words, the super- 
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position of secondary processes with mild fluctuations will not result in 
fluctuations of the compound process large enough lto destrl:)y tightness. 
‘This hope is borne out in the next lemma. We let K denote 21 generic 
positive constant, not always the same. 
Lemma 4.2. Suppose the followaizg conditions hold: 
(i)Il((t)=OforaUtE [OJ]. 
(ii) P@(O)= 0) = 1. 
(iii) E{[[(t)--&)]12} < K(t-$a forallO< s< t:< 1, where~ = f. 
(iv) WE(t)-gXs)]* [&&--[(t)]2> G K(t-s)a(u---t)a forall 
O<s<t<u<l. 
(v) Etm;} <-=, 
Thehv condition (iii) of Lemma 4.1 holds for the process & with 7 = 2, 
Fn(tj= 112KEW~(1)}+n~1KE~T,Jl)~~1/2Qt,andj~(t)=Kt. 
P’roof. For a fixed value of ~31, VT compute the expected value of 
[X,(P)--X,(S)]* [X,(u)-Xn(t)J- vith respect to Pz and call it J,(ol)* 
Using (i)-(iv) and the independence of the secondary processes, we ob- 
tain, after a lengthy computation involving liberal use of the Cauchy- 
Schwarz inequality, the following inequality: 
CR 1) Jn < (12KTi(l) + nvlKT,(l)I (t-s)“(u--t)” . 
Next taking the expectation with respect to P1 , we heave 
EI[X,(t)--X,,(s)]’ [Xn(u)-Xn(t)]2) 
Now use condition (v) and the method of Lemma 2.2 to conclude that c 
E ITi( 1)) --) (h~)~. Of course n- lE{T (1)) + 0. HenceF,(l)+ F(t) n 
and the proof is complete. 
It should be possible to generalize conditions (iii) and (iv) of Lemma 
4.2 to permit t, say, to be replaced by G(t), where G is a non-decreasing, 
right-continuous function on [ 0, 11. However=, this generalization re- 
quires many additional technical details that do not add to our under- 
stand.ing of the situation. Furthermore, the stated co:nditions (iii) and 
(iv) are satisfied by all our examples. 
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We have assumed that our secondary processes exist as random ele- 
ments in D. It should be remarked that condition (iii) of Lemma 4.2 
(together with the consistency of the f.d.d.‘s) implies that 5 exists as a 
random element of D; see [ 2, Theorem 15.7 and eq. ( 15.44)]. 
Now we can proceed to the proof of weak convergence of the se- 
quence (X, : n > 1) . For convenience, let kV denote a generic secondary 
process of type v and set 6” = gV -@‘. 
Theorem 4.3. Suppose that the following conditions hold: 
(i) &Y(t) < q < 00. 
(ii) P{&(O) = 01 = 1. 
(iii) E{ [P:(t) ---&(~)]~l G K(t-s)“. 
(iv) E{ [P?(t) -Q(s)12 [p:(u) - Py(t)]2I G K(t-s)“(u- t)“. 
(v) E{r& 1 < =, where Q > 2 and (i)-(v) are to hold for all 
OGsGtGuG l,v=l,..., M,andi=l,..., k. 
ThenX, *Xl +X2. 
Proof. We have shown in Theorem 3.1 under condition (i) that the 
f.d. i.‘s of X, converge to those of Xh. + X2. By Lemma 2.6, it will suf- 
fice to show that the sequences rx,i: 12 > 1) , i = 1, . . . . k, are tight. We 
can write 
Next write x”,,(t) as 
(12) c A, (t) qv fi!-li2 C C /3ii(t_T&n)) I=1 j=l 1 _ 
t 
J 
“. Cli(t-T)dTn*v(T) = o,4t) + E,(t). 
0 
Using Lemma 2.4, the continuous mapping theorem and the argument 
used in Theorem 3.1, we have 
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En *E, 
where 
vvith.P(E~ Cli. = 1 . Hence by Lemma 2.5 for each e9 q > 0 there exists 
6 (0 < 6 < 1) and no such that ..k . 
Using the same method employed in Theorem 3.1, we can show that the 
f.Id.d.‘s of D, converge to those of D, where P(D E (71 = 1. Conditions 
(ii) and (iii) imply, using Lemma 4.2, that condition (iii) of Lemma 4.1 
hs,,lds. Hence D, * D and by Brohorov’s theorem (cf. [ 2, Theorem 6.21) 
(D, : n 2 1 f is tight. By Lemma 2.5, again ( 12) ho”rds for D,. Since 
(13) also holds for Pti and by the same argument for Xti. Finally, since 
X,,(O) = 0, (Xni: n 2 11. is tight by [ 2, Theorem 15.5]. 
The next corollary follows immediately from Theorem 5.5 of [ 21 by 
talking h,(x) = yt --1/2x and h(x) = 0. 
Corollary 4.4. If the hypotheses of Theorem 5.5 hold, then as n -L 00, 
n-l Yn * b. 
5. Applications 
In this section, we apply the SNeak convergence result of Theorem 4.3 
to a number of compound stochastic processes with specific secondary 
processes. 
,C. I. An urn model with immigration. This example uses the full general- 
ity of our c.s.p. Consider a k-urn model, k > 1, into which balls immi- 
grate. Initially the urns are empty, but at the epochs of a renewal pro- 
cess, a random number of balls is placed in each urn. Oncl: the balls are 
in the urns, they move (migrate) independently from urn to urn accord- 
ing to a k-state continuous parameter Markov chain (h4.c.j. The immigra- 
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tjon and migration mechanisms are assumed to be independent. Assume 
that the Mc. has transition probabilities &(t): t > 3, i, j = 1, . . . . k L Let 
the vfi secondary process have components IjT: yv(r)=i), where YV is the 
?%c. starting in state v and IA is the indicator function of the set A. 
Hence t”(t) is a vector with all components zero except for a one in the 
component corresponding to the state of th.e M.c. at time t. Thus Y(t) 
is the random vector describing the nurnber of balls in the various urns at 
time t. It is easy to check that Eri(t) = q,(t). $.(s, t) = p,i(S) 
X [p,(t-s) --p&)1, and {r(t) G 1. Using the inequalities 
which are valid for all i, j, and 0 < s G t (cf. [ 4, p. 130]), we can show 
that 
E ‘T,“(t) -p,“(sj121 G K(t-s) 
and 
W&(t) -pi”(s)12 [pi”(u) -&(t)12} < K2(t-s)(w), 
where O< K< 00. The covariance of X1 is 
r&S, t) = g Js pvi(S-Tj I[Pij(t-S-T) -pv&t-7)1] dl 
v=l 0 
and 
Theorem 4.3 is satisfied with ~172 1 and hence X,, * X1 +s . 
At the expense of making some of the calculations more difficult, we 
could assume that the migration process is governed by a semi-Markov 
rzhain. A model similar to this one was studied by Port Q. 12; 131. This urn 
model has a great number of applications. Essentially, any time one has 
people or objects entering a system at random epochs and moving to 
different classes according to a M.c. this model holds. If one of the urns 
is considered an absorbing state in the M.c., then the model can accom- 
modate departures from the system as well as arrivals. Hospitals, judicial 
28 D. L. Igiehart, Compound stochast,ic processes, I 
systems, personnel sysiems, k-lane freeways, and university faculties are 
among examples of such systems. 
5.2. The GI/G/m queue. Consider the queueing problem in which custo- 
mers of% types arrive as in our c.s.p., a customer of type to has positive 
service time uv with d.f. NV, and there are an infinite number of servers. 
We assume that the continuous part of kP has a coatinuous density and 
satisfies Hv(t)-W(s) < K(t-s)“, where ar > i. Let the secondary pro- 
cess of type v be given by 4” = 11~ 8 #I. Then k = 1 and Y(t) is simply 
the number of customers in Ithe sys’cem attime t. 
This example also has an interpretation as a type II counter. We can 
easily show that 
/f(t) = Pit < uV) = 1 -W(t), 
uV(s, t) = W(s) [ 1 - W(t)] , 
Ptpv(o) = 0 1 = 1, 
E t [P”(t) - ~'Ys)l 2l 4 H”‘(t) - HW, 
for 0 < s < t < u < 1. Thus X1 has covariance function 
+(S, t) = h 5 j H”(s-7) [ 1 -diV(t-T)] dT 
Iv=1 0 
and 
X2(t) = g j [ 1 -W(t-r)] d+), 
v=l ‘0 
Again Theorem 4.3 is satisfied and hence Xn * X1 + @. 
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5.3. Shot noise. A well-known example of a c.p.s. is the current gener- 
ated in a vacuum tube as electrons pass from cathode to anode. The 
c.p.s. Y(t) represents the current at time t when the secondary process 
is given by t(t) = Xe-*, where a is a positive constant and X 
with finite fourth moment. In this case k = M = 1 and rnfl = 1. Then 
P(t) = E {X le+, 
U(S, t) = O2 {X)eeds+t), 
Em(t) - M~)121 G u2 (Xl[B(t) -B(s)] $ 
< E{(X-E{Xl)4? [B(t) -B(s)] [B(u) -B(t)], 
where B(t) = 1 -e- % Of course, B(t) -B(s) < a(t-s). The covariance of 
XB is 
q ($9 0 = Au2 {x) i e-Q(s+t-T)&- 
0 
= $2-1 Au* {X) (e*-l)e-Q@+tJ, 
anId 
S(t) = a(q) x 312 E (X } s t e-Q(t-r)dq* (r), 
0 
where q* is standard one-dimensional Brownian motion. Theorem 4.3 is 
custisfied with cu = 1 and hence Xn * Xl +X2. 
5.4. BrGwnian motion. For simplicity we take k = M = 1 and the 
secondary process t to be standard Brownian motion on [ 0, % ] . Thus 
Y(t) is the sum of the displacements of Brownian travelers beginning 
their sojourns at random epochs. Recall that 
PW = 0, 
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ds, 0 = W(s)HtN = s, 
c(t) = E i I e(t) 13 1 = 4( 2n)-‘12 W, 
W[t(t) -&M2) = t--s, 
Em(u) -W)12 I~W-f(s)12~ =(t-s)(u-t) 
forO<s\<t<u< l.HenceX2 z 0 and X1 has covariance function 
~‘(s, 1’) given by 
The conditions of Theorem 4.3 are clearly satisfied with clc = 1. Hence 
xn *XL 
This example could easily be generalized to permit t to be Brownian 
motion with drift (or even more general Gaussian processes) and k, 
M> 1. 
5.5. B~owniavt bridge. Again take k = M = 1 and let the secondary pro- 
cess to be Brownian bridge or the so-called tied-down Brownian motion. 
Recall that r* can be constructed from Brownian motion ij by taking 
~“(t)=&t)-t[(l)forOGt< 1 (cf. [2,~.65]).Then 
a(s, t) = s( 1 - t), 
f(t) = 4(2n)--112 [t--( 1 - t)]3/2, 
E(i[to(t) -+(s)]~) = (t-s)(l -(t-s)) G t--s 
for 0 < s < t < 1. A tedious calculation shows that 
El [[Q(t) -- p(s)14~ G 14(t-sp ; 
hence, using Cauchy-Schwarz, 
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