Embedded polarizing filters to separate diffuse and specular reflection by Jospin, Laurent Valentin et al.
Embedded polarizing filters to separate diffuse and
specular reflection
Laurent Valentin Jospin, Gilles Baechler, and Adam Scholefield
Ecole Polytechnique Fe´de´rale de Lausanne, Switzerland
School of Computer and Communication Sciences
Audiovisual Communications Laboratory
laurent.jospin@alumni.epfl.ch
Abstract. Polarizing filters provide a powerful way to separate diffuse and spec-
ular reflection; however, traditional methods rely on several captures and require
proper alignment of the filters. Recently, camera manufacturers have proposed to
embed polarizing micro-filters in front of the sensor, creating a mosaic of pixels
with different polarizations. In this paper, we investigate the advantages of such
camera designs. In particular, we consider different design patterns for the filter
arrays and propose an algorithm to demosaic an image generated by such cam-
eras. This essentially allows us to separate the diffuse and specular components
using a single image. The performance of our algorithm is compared with a color-
based method using synthetic and real data. Finally, we demonstrate how we can
recover the normals of a scene using the diffuse images estimated by our method.
Keywords: Polarizing micro-filter · Diffuse and specular separation · Photomet-
ric stereo.
1 Introduction
The light reflected from a scene can be broadly classified into diffuse and specular
terms. While the diffuse term is slowly varying for different pairs of viewing and light-
ing angles, specularities take the form of strong highlights that can vary quickly as either
angle changes. Separating these two components is useful in many different imaging
applications. For example, photometric stereo [1] estimates surface normals from im-
ages taken under different illuminations; however, like many algorithms, the process
assumes that the scene is Lambertian, i.e the reflection is purely diffuse.
As a second example, consider the problem of estimating spatially-varying bidirec-
tional reflectance distribution functions (SVBRDFs). The knowledge of the complete
SVBRDF enables the reproduction of objects from any viewing direction and under
variable lighting conditions. Typically, one fits a parametric model to samples obtained
by capturing images with different viewing and lighting directions. Although for very
simple materials the specular and diffuse components of the model can be fit from only
the shape of the SVBRDF, often this process can be done much more accurately if
the two components are separated prior to model fitting. Other applications that benefit
from this separation include tracking, object recognition and image segmentation.
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Fig. 1. Illustration of the concept of a filter array with different polarization orientations. The
micro-filters are represented with disks and the arrow indicates the direction of polarization.
1.1 Related work
There are a number of approaches to perform this separation, using either a single or
multiple images [2]. Most single-image approaches are color-based: this process was
pioneered by Shafer [3], with the so-called dichromatic reflection model. A key obser-
vation is that, for dielectrics, the spectrum of the specularity is similar to the spectrum
of the light source, whereas the diffuse spectrum also encompasses information about
the color of the surface: this results in a T-shaped space [4] whose limbs represent the
diffuse and specular components in the dichromatic reflection model. Approaches based
on this model [5,6] assume that the scene has been segmented into different parts with
a uniform diffuse distribution, which make them unpractical for highly textured scenes.
More recent work alleviates the need for segmentation by integrating spatio-temporal
information [7]. Similar approaches with different color spaces such as HSI [8], rotated
RGB [9], or custom spaces [10,11,12] have also been proposed. As well as color-based
techniques, the so-called neighborhood analysis methods [13,14,15] leverage the infor-
mation from neighboring pixels to infer the reflective component at a given point.
Multi-image approaches use strategies as varied as structured illumination [16,17,18],
different viewing angles [19,20], or light-field imaging [21,22]. Another multiple image
approach makes use of polarizing filters. With a single filter in front of the lens, Na-
yar et al. [23] recast the separation problem as a linear system using multiple captures
under different polarizations. Building on their work, a number of methods propose
to combine color information with polarizing filters to separate the reflective compo-
nents [17,24,25,26].
Ma et al. [17] and Debevec et al. [27] suggest the use of filters both in front of the
camera and the light sources, which leads to a slightly different model for the recorded
intensity.
Recently, cameras have been proposed with an array of polarizing micro-filters
placed just in front of the image sensor [28,29,30,31]. Analogously to a Bayer filter,
the micro-filter of each pixel is oriented in one of a finite number of possible direc-
tions (see Fig. 1). Potentially, this can enable the separation of the diffuse and specular
components from a single image with the accuracy and robustness of multi-image po-
larization methods.
Embedded polarizing filters to separate diffuse and specular reflection 3
1.2 Proposed approach
In this paper, we investigate the feasibility of using these types of cameras for the sep-
aration of specularities by proposing an algorithm to demosaic images generated with
polarizing micro-filter arrays. As well as regular patterns, we also study random ar-
rangements with varying numbers of orientations and show that these arrangements
offer advantages over regular patterns.
In addition to demosaicing, we demonstrate the usefulness of micro-filter arrays
for photometric stereo. Using a light dome with several light sources having different
polarizing orientations, we show that the separation of the diffuse and specular compo-
nents using our design can significantly improve the estimation of the surface normals
of objects. This approach is essentially the dual of [32], where a camera with micro-
polarizers is combined with a multi-view approach to infer the shape of objects.
The code and data required to reproduce all the results presented in this paper will
be made available online with the camera-ready version.
2 Problem statement
Polarization is a physical property of light that characterizes the orientation of electro-
magnetic transverse waves in space. A wave is said to be polarized when its orientation
follows a regular pattern in space: for example, when the wave oscillates in a fixed di-
rection it is called linearly polarized. In contrast, unpolarized light is composed of a
mixture of electromagnetic waves with different orientations. A linear polarizing filter
(or polarizer) is a physical device that only lets through light with a given polarization.
Given a light wave polarized in direction φ with initial intensity I0, the polarizing filter
will project it onto its orientation θ. This is summarized by Malus’ law, which quantifies
the light intensity I after it goes through the filter: I = I0 cos2(φ−θ). Unpolarized light
can be thought of as containing all orientations equally, hence the resulting intensity is
simply I0/2, which is the mean value of I0 cos2(φ− θ) over all orientations.
Polarization is of interest here because the diffuse and specular reflections affect po-
larization differently. Specular reflections are caused by direct reflection of the incom-
ing light at an object’s surface. Therefore, this type of reflection preserves the polariza-
tion of the incoming light. Diffusion is slightly more complex. The diffusion created
by the surface reflections can be thought of as the combination of several specular re-
flections in all orientations due to the rough nature of most materials at the microscopic
level. The polarization of the light reflected by this microfacet model is not preserved.
On the other hand, some of the light is also scattered inside the medium; the polariza-
tion of such light is retained. We can leverage this observation to separate diffuse and
specular reflection. In fact, we separate polarized and unpolarized light, which we can
associate to the specular and diffuse components as long as the subsurface scattering is
relatively weak.
In particular, suppose we have a scene illuminated by a single light source polarized
with an angle φ; this can be achieved by placing a linear polarizer in front of it. For
now, assume that φ is known; later, we show that this is unnecessary as it can be easily
estimated. Furthermore, suppose we have a digital camera with a filter array of linear
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polarizers with K different orientations in front of its sensor. We describe the image
formation process as follows. Let Xk ∈ RN×N , k = 1, 2, ...,K, be a collection of K
images, each filtered with a distinct orientation θk. From Malus’ law, we can express
each individual image as the sum of a constant diffuse term and a specular term that is
modulated according to the polarization of the filters:
Xk =
1
2
Zd + Zs cos
2(φ− θk), (1)
where Zd and Zs are the diffuse and specular components, respectively. Equivalently,
we can rewrite (1) by flattening Xk into a vector xk = vec(Xk)1:
xk =
[
1
2I cos
2(φ− θk)I
]︸ ︷︷ ︸
Ck
[
zd
zs
]
. (2)
Here, zd = vec(Zd) ∈ RN2 , zs = vec(Zs) ∈ RN2 and Ck ∈ RN2×2N2 is the matrix
that modulates the specularity with the correct attenuation and combines the diffuse and
specular terms.
To model a camera with a micro-array of polarizing filters, we need to select only
one polarization orientation for each pixel. To model this, let yk = Akxk, where Ak ∈
RN2×N2 is a mask that zeroes the measurements that we do not have access to; it has
the form of a diagonal matrix with a 1 where the pixel is selected and a 0 otherwise.
Note that, since we have one polarizing filter per pixel,
∑K
k=1Ak = I. At this stage,
we make no assumption about the filter orientations: they can be regularly or irregularly
structured over the array. Finally, the measured image is given by
y =
K∑
k=1
yk = AC
[
zd
zs
]
, (3)
where
A = [A1,A2, . . . ,AK ] ∈ RN2×KN2 ,
C = [C1,C2, . . . ,CK ]
> ∈ RKN2×2N2 .
Using this formulation, our aim is to estimate zd and zs given the measurements y
and the downsampling matrixS = AC. To simplify notation we write the “superimage”
with both diffuse and specular components as z = [zd, zs]>.
3 Algorithms
We propose a general approach to separate the diffuse and specular components. Find-
ing both components using only a single image is an under-constrained problem, which
1 Note that we use bold uppercase letters for matrix notation and the same letter in lowercase for
its flattened version. Throughout this chapter, we interchangeably use both notations to denote
the same object.
Embedded polarizing filters to separate diffuse and specular reflection 5
we propose to regularize using the TV norm:
zˆ =argmin
x
‖y − Sz‖22 + T (z), (4)
where T (z) = γd ‖Zd‖TV + γs ‖Zs‖TV is the regularization term. Here γd, γs are
regularization parameters and ‖ · ‖TV is the total variation (TV) norm2. Typically, the
TV norm is defined as the `1 norm of the first order differential operator, although
some authors also consider the `2 norm of the same differential operator. A com-
promise between the two approaches is the Huber norm or Huber loss, defined as
L(z) =
∑
L(xi), where
L(x) =
{
1
2x
2 for |x| < 1
|x| − 12 otherwise.
(5)
We show below how to solve (4) with these different variations of the TV norm.
The advantage of the `1 approach is that, since it favors solutions that have a sparse first
order derivative, it maintains edges in the image. In contrast, the `2 approach can blur
edges but performs well on other parts of the image. The `2 formulation can also lead
to faster algorithms.
3.1 Minimizing the `2 TV norm
Although general optimization packages can be used to solve (4), the sampling matrix S
is very large and therefore these techniques are limited to relatively small-sized images.
In order to overcome this, we observe that (4) can be expressed as a sparse linear system.
To see this, note that T (·), in the case of the `2 TV norm, can be written as
T (z) = z>D>WDz, (6)
where D is the 2D discrete differential operator matrix and W encapsulates the effect
of γd and γs. Finally, setting the derivative of (4) to zero yields the following sparse
linear system:
(S>S+D>WD)zˆ = S>y. (7)
Although this system is very large, the matrix S>S + D>WD is sparse, symmetric
and positive definite, and thus can be efficiently solved using approaches such as the
conjugate gradient method. This leads to an algorithm that has linear complexity in the
number of pixels.
3.2 Minimizing the `1 TV norm
Unfortunately, unlike the `2 case, we cannot find a closed form solution with the `1
norm. Instead, we propose to use the split Bregmann method [33] to solve (4) iteratively.
In particular, (4) can be written as
zˆ = argmin
z,d
‖y − Sz‖22 + γd ‖dd‖1 + γs ‖ds‖1 s.t.
[
dd
ds
]
= D
[
zd
zs
]
, (8)
2 Technically, the TV norm is only a semi-norm.
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so that each step of the Bregmann iteration algorithm consists of solving
(zk+1,dk+1) = argmin
z,d
‖y − Sz‖22 + γd ‖dd‖1 + γs ‖ds‖1 + λ
∥∥d−Dz− bk∥∥2
2
,
(9)
where bk+1 = bk + (Dzk+1 − dk+1). To solve (9), we can alternate between mini-
mizing over z and d:
zk+1 = argmin
z
‖y − Sz‖22 + λ
∥∥dk −Dz− bk∥∥2
2
, (10)
dk+1 = argmin
d
γd ‖dd‖1 + γs ‖ds‖1 + λ
∥∥d−Dzk+1 − bk∥∥2
2
. (11)
The main advantage of this approach is that (11) is now decoupled over space,
and thus has a closed form solution. Additionally, (10) is now an `2 minimization,
which again has a closed form solution. In practice, only a few iterations of the split
Bregmann algorithm are needed to converge so the method is acceptably fast and has
linear complexity in the number of pixels in the image.
3.3 Minimizing the Huber TV norm
When using the Huber norm regularization, the minimization problem (4) becomes
zˆ = argmin
z,d
‖y − Sz‖22 + γdL (Dszd) + γsL (Dszs) . (12)
Setting the derivative to 0, we obtain
2S>Sz− 2S>y + γdDd>L′ (Dszd) + γsDs>L′ (Dszs) = 0. (13)
As L(z) is twice differentiable, (13) is easy to solve using, for example, Newton’s
method. To initialize the iteration, we propose to use the solution of the `2 TV norm.
3.4 Unknown light polarization
In the above description, we assumed that the polarization angle φ of the incoming light
was known. Although it can be directly measured in controlled experiments, this is not
necessary since it can be accurately estimated using the following procedure. First, for
each image zk, we estimate its mean from the available pixels:
µk =
N2∑
n=1
[yk]n/
N2∑
n=1
[Ak]nn. (14)
Using the linearity of the mean, we have
µ1
µ2
...
µK
 = µd +

cos(φ− θ1)2
cos(φ− θ2)2
...
cos(φ− θK)2
µs, (15)
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Fig. 2. Influence of the number of orientations with a random filter design: comparison of our
proposed algorithm, which performs the separation in one shot, with a two stage approach, which
first interpolates the different channels and then extracts the specularity by fitting a cosine. Both
methods use the `2 TV-norm as regularizer.
where µd and µs are the mean values of zd and zs. For K > 3, this set of non-linear
equations is overdetermined, and finding φ, µd and µs corresponds to solving the fol-
lowing minimization problem: φˆµˆd
µˆs
 = argmin
φ,µd,µs
K∑
k=1
(
µk − µd − µs cos(φ− θk)2
)2
. (16)
4 Practical considerations
Before evaluating and comparing our proposed approach to existing methods, we dis-
cuss below a few algorithmic and design choices.
4.1 One-step vs. two-step algorithm
Our proposed algorithm separates the components and interpolates the images in a sin-
gle step. One might wonder how much we gain by performing this estimation in a single
step as opposed to a two-stage approach where we first demosaic every individual im-
age Xk and then fit a cosine to the interpolated images to identify the specular and
diffuse components.
Figure 2 shows a comparison between our direct reconstruction algorithm and the
two-stage approach. Here, the same `2 TV norm regularization is used for both the
direct approach and the interpolation step of the two-stage approach.
Even though the two approaches are close in performance when the number of ori-
entations is 4, the two-stage approach performance clearly worsens when the number of
orientations increases. Also, the two-stage approach peaks at 39.7 dB, whereas the di-
rect reconstruction continues to increase to 40.95 dB. While the observed performance
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Fig. 3. Filter designs with 4 different orientations: example of (a) a regular grid vs. (b) a random
grid design. Simulated image acquisitions using (c) a regular grid and (d) a random grid filter
design. The last column illustrates the estimation of the diffuse component using our algorithm.
gain is not huge, it is significant for many applications. The versatility of our algorithm
over the two-stage approach is also an advantage when investigating different filter de-
sign patterns. In this regard, we observe that the direct reconstruction saturates at around
8-10 orientations, suggesting that existing camera designs based on 4 orientations are
not optimal. In the rest of this paper, we exclusively use the single-step approach.
4.2 Comparison of the different regularizers
As stated earlier, the TV norm is typically defined in terms of the `1 norm, which leads
to sharper edges, while the `2 norm formulation is faster and can perform better on
certain regions of the image. Finally, the Huber norm provides a tradeoff between the
`1 and `2 variants. To quantify these differences, we ran a comparison of the results
obtained with the three proposed norms. The results are given for one image in Fig. 4.
As we can see, there is not much difference in terms of PSNR, particularly between the
`2 and Huber norm regularization. We also observe that the `1 regularized image is a
bit sharper but also slightly noisier. In terms of performance, the `2 and Huber norm
algorithms are 5.7x and 3.3x faster than the `1 algorithm, respectively. Based on these
observations and computational speed, we choose to favor the `2 norm for the rest of
the experiments.
4.3 Filter design patterns and number of orientations
There are a number of ways to design the micro-filter array, including (pseudo) ran-
dom patterns and regular grids. Examples of images acquired with these designs are
depicted in Fig. 3c and 3d. To obtain these images, we use Blender with the raytracing
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Fig. 4. Reconstructed diffuse and specular parts with (a) `2, (b) `1 and (c) Huber norms.
engine Cycles [34] and create ground truth diffuse and specular images from different
render passes. We then simulate the effect of the filters by appropriately weighting and
mixing the diffuse and specular components. The corresponding estimated diffuse com-
ponents are shown in Fig. 3e and 3f. Additionally, in Fig. 5, we compare the average
performance of these two designs for a selection of synthetic images. Overall, we ob-
serve that the filter design does not significantly influence the peak signal-to-noise ratio
(PSNR). Nevertheless, as shown in Fig. 3e and 3f, random patterns lead to a slightly
better qualitative estimation and, more importantly, the reconstruction artifacts induced
by random patterns are more pleasing to the eye.
4.4 Cost of introducing the filter array
Finally, it is also interesting to investigate how much is lost by using a polarizing micro-
filter, compared to a traditional camera, when one does not wish to separate the diffuse
and specular components. In Fig. 6, we see that the sum of our diffuse and specular
estimations is very close to the original image, suggesting that, even if the separation
fails, the sum is almost indistinguishable from the output of a traditional camera.
5 Experiments
We test our `2 TV norm-based algorithm in three different scenarios: rendered images,
real images with simulated polarizing filters, and real images with real polarizers. Sim-
ulated data is again generated with Blender Cycles raytracing engine [34]. The second
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Fig. 5. Comparison of the reconstruction error on the diffuse component with regular versus ran-
dom grid designs.
scenario consists of real images captured by Shen and Zheng [11]: the ground truth of
the diffuse components is provided along with the original images. We also provide our
own captured images, taken under fixed polarized light sources, using a Nikon D810
DSLR camera with a polarizer in front of its lens. Note that even though the polariz-
ing filter is not placed directly in front of the sensor, we neglect the effect that the lens
might have on the light polarization. In practice, it may slightly change the polarization
phase, but this would be accounted for in the device calibration. To obtain a diffuse
ground truth, we capture one image with the polarizing filter oriented orthogonal to
the light’s polarization. For all setups, we first generate all complete images Xk for
k = 1, 2, . . . ,K and then apply the downsampling operator A to simulate the effect of
the polarized filter array.
5.1 Single image diffuse and specular separation
Given the results from Fig. 5, we focus on a random filter array design and 16 orien-
tations for our algorithm. For all experiments, we set γd = 0.01 and γs = 0.002. It is
possible to obtain slightly improved results with parameter tuning, but we avoided it.
To provide context, we compare our approach with the single image color-based
technique proposed by Shen and Zheng in [11]. We should emphasize that their method
takes as input a standard image while ours takes an image captured with the proposed
filter array. Rather than being a fair comparison between algorithms, this experiment
allows us to quantify the performance improvement offered by the proposed setup.
Performing this comparison raises a number of challenges in terms of color man-
agement. In particular, our algorithm operates in a linear color space, whereas [11] uses
the sRGB space. To deal with this, we run our algorithm in the linear space and con-
vert our estimated images to sRGB for comparison. Additionally, the images provided
by [11] are in sRGB format and we convert them to a linear color space to apply our
algorithm.
Figures 7 and 8 depict the results for two images from each of the three different
scenarios previously mentioned. For all images, our custom setup significantly outper-
forms [11]. This is particularly true for images with complex surfaces such as Fig. 7b
and 8b.
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Fig. 6. Comparison of (a) the ground truth image to (b) the sum of our diffuse and specular
estimations (PSNR = 43.8 dB). The difference (c) is almost zero suggesting that very little is lost
by introducing a polarizing micro-filter.
5.2 Photometric stereo
Photometric stereo [1] infers surface normals from multiple images under different
lighting by assuming that the surface of the objects are Lambertian materials. Unfortu-
nately, this assumption is rarely satisfied as scenes often contain specular components
and occlusions. In this section, we use our algorithm to first obtain a solid approxima-
tion of the diffuse part of the scene and then use it to recover the surface normals.
For this experiment, we use a light dome that is composed of 58 lamps spread on a
hemisphere surrounding the object of interest. A digital camera is placed at the zenith
of the hemisphere. We install linear polarizing filters with unknown orientation in front
of each light source as well as in front of the camera. We capture several images, one
under each illumination of the fixed lights for four different polarization orientations
of the filter positioned in front of the camera; these four orientations are used to create
mosaiced images on which we apply our algorithm to estimate the diffuse component.
These diffuse images are then fed to the photometric stereo algorithm [1]. In Fig. 9,
we compare the normal map generated by our algorithm with the normal map obtained
from unprocessed images (i.e. with no separation of the diffuse component) as well
as from Shen and Zheng’s algorithm [11]. Note that the ground truth normal maps are
computed using the non-mosaiced images. In all scenes, the gain of using our algorithm
is clearly noticeable.
6 Conclusion
We have studied the benefits of using a camera equipped with polarizing micro-filters
for the separation of diffuse and specular terms. We presented a simple algorithm to
demosaic images produced by such cameras and extract the diffuse term. Regarding the
diffuse extraction, we have shown that our relatively simple algorithm can significantly
outperform other single-image based techniques. A more accurate knowledge of the
diffuse term can then be leveraged in other imaging applications such as photometric
stereo; we demonstrate that our technique improves the estimation of the normal maps
on various scenes. For future work, we believe that including more elaborate priors
based on, for example some of the existing color-based techniques, will improve the
estimation.
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Fig. 7. Performance evaluation on two synthetic images and one real image with a simulated
polarizer: (a) the Stanford dragon [35], (b) a digital painting with a computer-generated normal
map, and (c) the fruits image from [11].
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Fig. 8. Performance evaluation on three real images, one with a simulated polarizer and two with
real polarizers: (a) the animals image from [11], (b) a jade dragon, and (c) a painting.
14 Jospin et al.
Real images with real filter
O
ri
g
in
a
l 
im
a
g
e
G
ro
u
n
d
 t
ru
th
 n
o
rm
a
ls
U
n
p
ro
ce
ss
ed
 n
o
rm
a
ls
O
u
r 
a
p
p
ro
a
ch
 n
o
rm
a
ls
S
h
en
 &
 Z
h
en
g
 n
o
rm
a
ls
Synthetic
Fig. 9. Estimation of the normal map of three different scenes: (a) a rendered painting, (b) an owl
figurine, and (c) a close-up of a real painting. From top to bottom, we show the original image, the
ground truth normals, the normal estimation using the original image, the normal estimation using
the proposed diffuse estimate and the normal estimation using the diffuse estimate from [11].
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