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Abstract
The Lachlan-Woodrow Theorem identifies ultrahomogeneous graphs up to iso-
morphism. Recently, the present author and D. Hartman classified MB-homo-
geneous graphs up to bimorphism-equivalence. We extend those results in this
paper, showing that every IB-homogeneous graph is either ultrahomogeneous
or MB-homogeneous, and thus all the IB-homogeneous graphs are known up to
bimorphism-equivalence.
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1. Introduction
The notion of homomorphism-homogeneity was introduced by Cameron and
Nešetřil in [1] as a generalization of ultrahomogeneity. A relational structureM
is homomorphism-homogeneous if every homomorphism between finite induced
substructures is restriction of an endomorphism of M .
Not long afterwards, Lockett and Truss [2] introduced finer distinctions in the
class of homomorphism-homogeneous L-structures, characterized by the type
of homomorphism between finite induced substructures of M and the type of
endomorphism to which such homomorphisms can be extended. In total, they
introduced 18 morphism-extension classes, partially ordered by inclusion. For
countable structures, the partial order is presented in Figure 1.
As usual, we call a relational structure M XY-homogeneous if every X-
morphism between finite induced substructures extends to a Y-morphism M →
M , where X ∈ {I,M,H} and Y ∈ {H, I,A,E,B,M}. The meaning of these sym-
bols is as follows:
∗ H: homomorphism.
∗ M: monomorphism, an injective homomorphism.
∗ I: isomorphism; an isomorphism M →M is also called a self-embedding.
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Figure 1: Morphism extension classes of countable structures, ordered by ⊆.
∗ A: automorphism, a surjective isomorphism.
∗ E: epimorphism, a surjective homomorphism.
∗ B: bimorphism, a surjective monomorphism.
The partial order of morphism-extension classes depends on the type of
structures that one considers (graphs, partial orders, directed gaphs, etc.), and
so for each type of relational structure we can ask its partial order of morphism-
extension classes, or, more ambitiously, a full classification of homomorphism-
homogeneous structures, by which we mean a countable list of structures in each
homomorphism-homogeneity class, up to some suitable equivalence.
The ideal equivalence relation for the classification of any given morphism-
extension class is given by the uniqueness conditions in the Fraïssé theorem of
the class, but such classification is not always possible. For example, limits in the
classical Fraïssé theorem are unique up to isomorphism, but there are uncount-
ably many such structures, and so the classification of ultrahomogeneous di-
rected graphs by Cherlin [3] contains an uncountable class. Since all morphism-
extension classes of graphs except IA and HI contain uncountably many isomor-
phism types of graphs, we will always find some class with uncountably many
pairwise non-isomorphic elements. In the case of MB-homogeneous graphs, it
is known that there exist uncountably many classes up to B-equivalence (this
is the uniqueness condition in MB) in the bimorphism-equivalence class of the
Rado graph. We proved in [4] that, with the exception of four ultrahomoge-
neous graphs, every MB-homogeneous graph is bimorphism-equivalent to the
Rado graph.
So far a full classification of homomorphism-homogeneous graphs has eluded
us. The present paper is part of an effort to produce such a classification. At
this point, we know the partial order of morphism extension classes of countable
graphs and countable connected graphs (figure 2). We also know all the graphs
in HI, IA (the Lachlan-Woodrow theorem, [5]), MI, and MB (see [4]). In this
paper, we extend this partial classification to include IB-homogeneous graphs
up to bimorphism-equivalence (Theorem 17).
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Figure 2: Morphism extension classes of connected countable graphs (left) and count-
able graphs, ordered by ⊆.
2. Represented Morphisms
The purpose of this section is to introduce the notion of a represented mor-
phism and rephrase the definition of IB-homogeneity in terms of sets of repre-
sented monomorphisms.
We will need some notation and conventions. Recall that the age of a rela-
tional L-structure M is the class Age(M) of all finite L-structures that embed
into M . In this work, we will think of the age of M as containing only one
representative from each isomorphism type of L-structures embeddable into M .
There is no real loss in this approach, and it has the salubrious effect of trans-
forming all statements about the proper class Age(M) into statements about a
countable set.
Notation 1.
1. We will use A @M to indicate that A is a finite subset of M . We identify
a finite subset of M with the induced substructure on it.
2. The edge relation in a graph will be denoted by ∼.
3. We will denote the restriction of a function F to a subset X of its domain
by FX instead of the more usual F  X.
4. The left inverse of an injective function g will be denoted by g. We reserve
the notation g−1 for two-sided inverses.
5. We will use Gothic letters for the elements of Age(M). If A @M , then A
is the unique element of Age(M) isomorphic to A.
6. Bi(G) is the bimorphism monoid of G.
Throughout the paper, we will use the phrase local morphism (or homomor-
phism, monomorphism, etc.) to refer to a morphism whose domain is a finite
induced substructure of the ambient L-structure.
When compared with other morphism-extension classes, the six classes
marked in bold in Figure 1 have a mismatch between the type of local ho-
momorphism and the type of endomorphism.
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To understand what we mean by “mismatch,” note that all the morphism-
extension classes are defined by a promise of the form “every local X-morphism
is restriction of a global Y-morphism.” All restrictions of an endomorphism
are homomorphisms; likewise, the restrictions of a monomorphism or a bi-
morphism will be monomorphisms. The mismatch lies in the fact that when
XY∈ {IH, IM, IE,MH, IB,ME}, the restrictions of an endomorphism of type Y
define a larger class of local homomorphisms than X. It is for this reason that
Coleman’s approach in [6] did not yield a Fraïssé theorem for these six classes.
What the mismatch tells us is that we should not be looking at X-morphisms
exclusively, but accept a larger class. We call these morphisms represented
morphisms, and define them formally below.
We think of elements of Age(M) and morphisms between them as archetypes
for finite induced substructures of M and local morphisms in M . We reflect
this idea in our notation by using Gothic typeface for elements of the age and
functions between them.
Definition 1. LetM be a relational L-structure, A,B ∈ Age(M), and eA : A→
M, eB : B→M be embeddings with images A,B respectively.
1. A monomorphism f : A → B is manifested by f : A → B over eA, eB, if
eB ◦ f = f ◦ eA; in this case, we will also say that f is a manifestation of
f over eA, eB. Thus, any local monomorphism is a manifestation of some
monomorphis between elements of the age over a pair of embeddings.
2. A monomorphism f : A→ B is represented in Bi(M) over eA, eB if there
exists a bimorphism F ∈ Bi(M) such that f is manifested by FA : A→ B.
We will that F represents f.
3. Given relational L-structures A and B, we use Mon(A,B) to denote the
set of all monomorphisms A → B; similarly, Emb(A,B) denotes all em-
beddings A→ B.
4. We use Mon(e, e′)BiM to denote the set
{f ∈ Mon(A,B) : ∃F ∈ Bi(M)(Fim(e) ◦ e = e′ ◦ f)},
that is, the set of monomorphisms represented in Bi(M) over e, e′.
We can use these notions to give an alternative definition of IB-homogeneity.
Proposition 2. A relational structure M is IB-homogeneous if and only if for
all A ∈ Age(M), and all embeddings e, e′ : A→M , Aut(A) ⊆ Mon(e, e′)BiM .
Proof. Suppose M is IB-homogeneous, and let s : A→ A be an automorphism.
Take any embeddings e, e′ : A → M, and let A,A′ be their images. Then i :=
e′ ◦ s◦e : A→ A′ is a local isomorphism, which by IB-homogeneity is restriction
of some bimorphism I. It follows that IA ◦ e = e′ ◦ s and so s is represented in
the bimorphism monoid of M by I.
Now suppose that the condition from the statement is satisfied, and let
i : A → A′ be a local isomorphism. Choose embeddings e : A → A, e′ : A → A′.
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Now s := e′ ◦ i ◦ e is an automorphism of A. By hypothesis s is represented in
Bi(M), which means that i is restriction of a bimorphism of M .
Proposition 3. Suppose M is an IB-homogeneous relational structure and
A,B ∈ Age(M). Let i, i′ : A → M and e, e′ : B → M be embeddings. Then
f ∈ Mon(i, e)BiM iff f ∈ Mon(i′, e′)BiM .
Proof. Let A,B be the images of i, e and A′, B′ be the images of i′, e′. Suppose
f ∈ Mon(i, e)BiM . Then there exists F ∈ Bi(M) such that FA ◦ i = e ◦ f. Since
i, i′, e, e′ are embeddings, there exist isomorphisms j : A′ → A and k : B → B′
which moreover satisfy j ◦ i′ = i and k ◦ e = e′. By IB-homogeneity, j and k are
restrictions of bimorphisms J,K.
We claim that K ◦ F ◦ J represents f over i′, e′. To see this, note that
G := (K ◦ F ◦ J)A′ = k ◦ FA ◦ j. Thus,
G ◦ i′ = (K ◦ F ◦ J)A′ ◦ i′ = k ◦ FA ◦ (j ◦ i′) = k ◦ (Fa ◦ i) =
= (k ◦ e) ◦ f = e′ ◦ f,
and f is represented over i′, e′. The same proof works in the other direction as
well.
In an IB-homogeneous structure M , the sets Mon(e, e′)BiM do not depend on
the embeddings e, e′, but only on the isomorphism type of their domain. In
other words, if a monomorphism f is represented in the bimorphism monoid of
an IB-homogeneous structure, then any manifestation of f in M is restriction
of a bimorphism of M .
Notation 2. We will writeMon(A,B)BiM insteadMon(eA, eB)
Bi
M (where eA : A→
M, eB : B→M are embeddings) when M is IB-homogeneous.
3. IB-homogeneous graphs
In this section we will prove that any IB-homogeneous graph is either ul-
trahomogeneous or MB-homogeneous. It follows from the Lachlan-Woodrow
theorem [5] and the classification of MB-homogeneous graphs in [4] that all
IB-homogeneous graphs are known up to bimorphism-equivalence.
The complement of a graph G = (V,E) is G = (V, V 2 \ (D ∪ E)), where
D = {(g, g) : g ∈ G}. Observe that we assume G and G have the same vertex
set.
Definition 4. Let G,H be graphs. A function f : G→ H is an antibimorphism
if it is bijective and u 6∼ v in G implies f(u) 6∼ f(v).
Observation 5. Let G,H be graphs and suppose that F : G → H a bijective
function. The following are equivalent:
1. F is a bimorphism G→ H,
2. F is an antibimorphism G→ H,
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3. F−1 is a bimorphism H → G,
4. F−1 is an antibimorphism H → G.
Proof. It suffices to show 1⇒ 2⇒ 3 because (F−1)−1 = F and G = G.
(1⇒ 2) Suppose that F is a bimorphism, so it preserves edges. Now u 6∼ v in G
iff u ∼ v in G, and u ∼ v in G implies F (u) ∼ F (v) in H, or equivalently
F (u) 6∼ F (v) in H.
(2⇒ 3) Suppose u ∼ v in H. Since F preserves nonedge, F−1(u) 6∼ F−1(v) is
not posible, so we must have F−1(u) ∼ F−1(v).
Remark 1. Let Bi(G) be the set of inverses of bimorphisms of G, that is, the
antibimorphisms of G. When G = H, we obtain from Observation 5 that the
following four conditions are equivalent:
1. F ∈ Bi(G),
2. F ∈ Bi(G),
3. F−1 ∈ Bi(G),
4. F−1 ∈ Bi(G).
The easy proposition below will be in the background for most of the paper.
Proposition 6. If M is an IB-homogeneous structure, then the left inverse of
every finite represented monomorphism can be extended to an antibimorphism.
Proof. If g : Y → X is the left inverse of g : X → Y , then by IB-homogeneity
g is restriction of some bimorphism G : M → M , and G−1 is an extension of
g.
Lemma 7. If G is an IB-homogeneous graph, then so is G.
Proof. If f : X → Y is a local isomorphism in G, then so is f−1 : Y → X, where
we think of X and Y as embedded in G. By IB-homogeneity, f−1 is represented
in G, so it is restriction of a bimorphism F of G. The rest follows from Remark
1, as F−1 is a bimorphism of G that extends f .
Recall that in an ambient graph G we call a vertex v a cone over X ⊂ G if
v ∼ x for all x ∈ X. Similarly, we call v a co-cone over X if v /∈ X and v 6∼ x
for all x ∈ X.
Notation 3. The monomorphism mapping a nonedge to an edge will be de-
noted by m.
Observation 8. If G is an IB-homogeneous that does not represent m, then G
is ultrahomogeneous.
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Proof. Every isomorphism between finite substructures extends to a bimor-
phism, which cannot map any nonedge to an edge, as in that case m would
be represented in Bi(G). It follows that all bimorphisms of G are automor-
phisms, and by IB-homogeneity every local isomorphism is restriction of an
automorphism of G.
Proposition 9. If G is IB-homogeneous and represents m, then G also repre-
sents m.
Proof. LetM be any bimorphism that represents m in Bi(G). Then by Remark
1, the same permutation of vertices is an antibimorphism of G mapping an edge
to a nonedge and so M−1 is a bimorphism of G that represents m.
Lemma 10. Let G be an IB-homogeneous graph that represents m. Then for
every X @ G there exist F,M ∈ Bi(G) such that the preimage of X under F is
an independent set and the image of X under F is a clique. In particular, G
embeds arbitrarily large cliques and independent sets.
Proof. Suppose that G is IB-homogeneous and represents m, and let X ⊂ G be
any finite subset of G. We will show that G embeds a clique of size |X|.
If X is a clique, then we are done. Otherwise, there is a nonedge x 6∼ y in X.
Let u ∼ v be any edge. Since m is represented in Bi(G), the map x 7→ u, y 7→ v
is restriction of a bimorphism F0, by Proposition 3. The image of X under F0
is a set of size X with strictly more edges than X. Iterating this procedure and
composing the bimorphisms from each step, we obtain a bimorphism F that
maps X to a complete graph on |X| vertices.
We can use tha partial result from the preceding paragraph now. By Lemma
7, G is IB-homogeneous, so there is a bimorphism M ∈ Bi(G) that maps the
graph induced on X to a clique. The inverse of M is a bimorphism of G by
Remark 1, and it maps an independent set of size |X| to X.
Definition 11.
1. The independence number of a graph is
α(G) = sup{|X| : X ⊂ G is an independent set}.
when that number is finite, and ∞ otherwise.
2. The star number of a graph G is
σ(G) = sup{n : K1,n ∈ Age(G)}
when that number is finite, and ∞ otherwise.
3. A graph G has Property (4) if every finite X ⊂ G has a cone.
4. A graph G has Property (∴) if G has (4).
Fact 12 (Proposition 3.6 in [7]). If G satisfies (4) and (∴), then G is MB-
homogeneous.
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Since MB-homogeneous graphs are HH-homogeneous, we obtain the follow-
ing fact as a special case of Corollary 21 from [4].
Fact 13. If G is an MB-homogeneous graph with infinite independence number,
then G has (4).
Lemma 14. If G is an IB-homogeneous graph with infinite star number that
represents m, then G is MB-homogeneous.
Proof. We know from Lemma 10 that any IB-homogeneous graph G that rep-
resents m embeds arbitrarily large independent sets. As noted in Remark 10
the proof actually implies that in any such graph, there is always a bimorphism
mapping an independent set of size k to any subset of size k.
Thus, if the star number of G is ∞, then every finite independent set has a
cone. By Lemma 10, every finite induced subgraph is image of an independent
set under a bimorphism, and so every A @ G has a cone. This proves that G
satisfies (4).
Now, the complement of G also represents m (Proposition 7) and therefore
the same argument proves that G satisfies (4), or, equivalently, G satisfies (∴).
Fact 12 now tells us that G is MB-homogeneous.
Lemma 15. Let G be an IB-homogeneous graph with finite star number that
represents m. Then G is MB-homogeneous.
Proof. By Lemma 10, any IB-homogeneous graph that represents m embeds
arbitrarily large independent sets. This implies that G satisfies (4), by Fact
13. Now we prove that G also satisfies (∴).
Claim 16. There are no finite ⊆-maximal independent sets in G.
Proof. Suppose that A is a finite maximal independent subset of G. By Lemma
10, there exists a strictly larger finite independent set B embedded in G. Let
A′ be any subset of B of size |A|. Then a bijection A→ A′ is an isomorphism,
and thus there exists a bimorphism F that extends it. Consider any b ∈ B \
A′; its preimage is a co-cone over A, contradicting the maximality of A as an
independent subset.
Let I be a maximal independent set in G, so for any vertex in v ∈ G \ I, the
set N(v) ∩ I is nonempty. Since the star number is finite, we know that for all
v ∈ G, |N(v) ∩ I| ≤ σ(G). Therefore, for any finite X ⊂ G we have∣∣∣⋃ {N(x) ∩ I : x ∈ X \ I}∣∣∣+ |X ∩ I| ≤ σ(G) · |X|.
By Claim 16 I is infinite, and so any element of I \⋃{N(x)∩ I,X ∩ I : x ∈ X}
is a co-cone over X. It follows that G satisfies (∴), so by fact 12, G is MB-
homogeneous.
Theorem 17. If G is IB-homogeneous, then G is MB-homogeneous or ultra-
homogeneous.
8
Proof. If G represents m, then G is MB-homogeneous by Lemmas 14 and 15.
Otherwise, G is ultrahomogeneous by Observation 8.
It is not true for general relational structures that IB is the union of IA and
MB. All the examples that we know where IB is not IA∪MB have the property
that there is a partition of the language L = L0 ∪L1 such that the L0-reduct of
M is ultrahomogeneous and the L1-reduct is MB-homogeneous. This motivates
the following two questions.
Question 18. Is it true that for all languages L containing only one rela-
tion, every countable IB-homogeneous L-structure is ultrahomogeneous or MB-
homogeneous? If not, then what is the least arity such that a single-relation lan-
guage has countable IB-homogeneous structures that are not ultrahomogeneous
or MB-homogeneous?
Question 19. Is it true that if M is an IB L-structure, then there exists a
partition of L into L1, L2 such that the L1-reduct of M is ultrahomogeneous and
the L2-reduct of M is MB-homogeneous?
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