Abstract. The main goal of this paper is to generalize several results concerning cardinal invariants to the statements about the associated families of sets. We also discuss the relationship between the additive properties of sets and their Borel images. Finally, we present estimates for the size of the smallest set which is not strongly meager.
Introduction
The purpose of this paper is to study additive properties of sets of reals. By reals we mean the Cantor set 2 ω , real line R or interval [0, 1]. We will be working in the space 2 ω with addition modulo 2, but most of the results would translate to the interval [0, 1] and R.
We will use the standard notation. Let Q be the canonical countable dense set in the spaces mentioned above. It is the set of rationals in case of R or [0, 1] and a collection of 0-1 sequences that are eventually equal to zero in case of 2 ω . We will often be using trees on 2 <ω . A subset T ⊆ 2 <ω is a tree if for every t ∈ T and n < |t|, t↾n ∈ T . We will also require that T does not have terminal nodes. Let T ↾n denote the n-th level of T and for n < m and s ∈ T ↾n let succ T,m (s) = {t ∈ T ↾m : s ⊆ t}.
For a tree T and s ∈ T let T s = {t ∈ T : s ⊆ t or t ⊆ s} be the subtree determined by s.
For a set A ⊆ 2 <ω let
[A] = {x ∈ 2 ω : ∀n x↾n ∈ A or x contains a terminal node from A}.
Note that in case of a tree, [T ] coincides with the set of branches of T . On the other hand, for s ∈ 2 <ω , [s] is the basic open set in 2 ω determined by s. If T ⊆ 2 <ω is a tree as above and n ∈ ω we define the tree T n as For a set H ⊆ 2 ω × 2 ω and x, y ∈ 2 ω let (H) x = {y : x, y ∈ H} and (H) y = {x : x, y ∈ H}. By M and N we denote the σ-ideals of meager and Lebesgue measure zero sets respectively. Definition 1.1. Suppose that J is an ideal of subsets of the real line. A Borel set H ⊆ 2 ω × 2 ω is called a J -set if (H) x ∈ J for all x ∈ 2 ω . We say that X ⊆ 2 ω is an R J set if for every J -set H,
A set X ⊆ 2 ω is an SR J set if for every J -set H,
Consider the space 2 ω with group operation + defined as addition modulo 2. A set X is J -additive if for every set F ∈ J , X + F ∈ J and is not J -covering if for every F ∈ J , X + F = 2 ω . Let J ⋆ denote the ideal of J -additive sets.
Traditionally the sets which are not N -covering are called strongly meager while the sets which are not M-covering are called strong measure zero sets. Let SZ denote the ideal of strongly measure zero sets and SM the collection of strongly meager sets.
It is well known that strong measure zero sets form an ideal whereas it is not clear whether the collection strongly meager sets is an ideal.
We have the following easy observation: .
In particular, Following [20] , let b and d denote the sizes of the smallest unbounded and dominating families in ω ω respectively. We have the following lemma:
It is easy to see that H is a Borel set and that
Note that we have the following easy observation:
Proof Implication (←) is obvious. On the other hand suppose that G is a Borel set such that 2
Note that
Finally we will need the following theorem concerning representation of M-and N -sets.
ω is a Borel set.
Assume (H) x is meager for all x. Then there exists a sequence of Borel sets
{G n : n ∈ ω} ⊆ 2 ω × 2 ω such that (a) (G n ) x is a closed nowhere dense set for all x ∈ 2 ω , (b) H ⊆ n∈ω G n . 2. For every ε > 0 there exists a Borel set B ⊆ 2 ω × 2 ω such that (a) H ⊆ B, (b) (B) x is open for every x, (c) µ((B \ H) x ) < ε for every x.
Proof
For completeness we present a sketch of the proof here. Let G be the family of Borel subsets G of 2 ω × 2 ω such that (G) x is open for every x ∈ 2 ω . (1) Let J be the σ-ideal of subsets of the plane generated by Borel sets F such that (F ) x is closed nowhere dense for all x.
Consider the family Σ of subsets E of the plane such that there are two Borel sets G, H of which G ∈ G, H ∈ J and E△G ⊆ H. By induction on Borel class we will show that Σ contains all Borel sets. In particular, it follows that all M-sets are in J , which will finish the proof.
Clearly Σ contains all open sets and is closed under countable unions. We want to show that Σ is also closed under complements.
For a set G ∈ G let
is a set whose vertical sections are closed and nowhere dense. It follows that in order to show that Σ is closed under complements it is enough to check that G ′ is a Borel set. Let {U n : n ∈ ω} be a recursive enumeration of a countable base for the family of open subsets of 2 ω . Note that the following are equivalent:
1 definition which means that it is a Borel set. (2) Let Σ be the collection of all sets H satisfying the conclusion of the theorem. We will show that Σ is a σ-algebra containing all open sets. In particular, all Borel sets are in Σ. It is enough to show that (i) unions of finitely many rectangles are in Σ,
Condition (i) is clear. To show (ii) fix ε > 0 and let B n witness that A n ∈ Σ with ε n = ε2 −n . Let B = n∈ω B n .
(iii) Fix ε > 0 and let B n witness that A n ∈ Σ with ε/2. For n ∈ ω let
In this section we will characterize SR M sets. We will need the following characterization of meager sets. and a strictly increasing function f F ∈ ω ω such that
Moreover, B(f, x) ⊆ B(g, y) if and only if 
2. X is M-additive iff for every increasing function f ∈ ω ω there exists g ∈ ω ω and y ∈ 2 ω such that
(1) Follows readily from the Miller-Truss result that add(M) = min{cov(M), b} and the fact that cov(M) is the least cardinal of any set F ⊆ ω ω such that there is no h ∈ ω ω such that
See [10] and [3] . (2) Follows from 2.1 and the fact that B(f, x) + z = B(f, x + z). We will now characterize SR M sets. To show the second part let F be a homeomorphism (Borel isomorphism is enough) between 2 ω \ Q and the set of increasing functions in ω ω . Let H = { x, y : y ∈ B(F (x), x)}. Suppose that f is a Borel mapping of X into ω ω such that the family f (X) is unbounded. Without loss of generality we can assume that f (X) consists of increasing functions. Let Y = F −1 (f (X)). By 1.4, Y is an SR M set and by 2.1,
This contradiction finishes the proof of one implication.
ω is a Borel M-set. Thus, by 1.7(1) we can assume that H = n∈ω G n , where each set G n has closed nowhere dense sections. Moreover, by combining 2.1 and 1.7(1), we can find a Borel mapping F such that for every
. By the assumption, the family {f z : z ∈ X} is bounded.
Without loss of generality we can assume that f z = f for z ∈ X. By 2.2(2), there exists a function g ∈ ω ω and real y ∈ 2 ω such that
It is clear that
which finishes the proof. 2
SR N sets
In this section we characterize SR N sets. We start with the following well-known fact:
<ω with |S(n)| ≤ n for all n, such that
Note that the characterization of non(N ⋆ ) above is an easy corollary of the equivalence between (1) and (3) in the theorem below.
We get a similar characterisation of N -additive sets but the proof is much harder. We will present it here for completeness.
The following conditions are equivalent:
for every increasing function f ∈ ω ω there exists a tree T ⊆ 2 <ω such that for all n, |T ↾n| ≤ f (n) and for every x ∈ X there exists n such that x ∈ [T n ], 3. for every increasing function f ∈ ω ω there exists a sequence
The function g that we are looking for will be g(n) = n2 n . Let f ∈ ω ω be an increasing function such that for all n,
We will start with a construction of a measure zero set having strong combinatorial properties.
Lemma 3.3. For every n there exists a family
f (n) } are probabilistically independent for every family
Proof Such a family may be constructed in many different ways. Below is one such construction.
Fix a family of sets {I s : s ∈ 2 f (n) } such that
Define a sequence of trees {T m : m ∈ ω} using the following condition:
In particular, the set H = 2 ω \ m∈ω [T m ] has measure zero. Since X is a null additive the set X + H has measure zero. Passing to complements we conclude that the set x∈X x + m∈ω t. Since t x depends only on x↾f (n) the sets {x↾f (n) : x ∈ Xs ,m } and {t x : x ∈ Xs ,m } have the same size. It follows that succT ,f (n+1) (t) = succ Tm,f (n+1) (t x ) + x↾f (n + 1) : x ∈ Xs ,m .
The sequences t x are all different and therefore sets succ Tm,f (n+1) (t x ) represent probabilistically independent sets. Thus their translations are also independent thus computing measures (relativised to [t] ) and using the fact that the sets on the right hand side are independent we get
.
In particular we get that for all n ≥ |s|,m,
Let {X k : k ∈ ω} be enumeration of the family {X s,m :
Let g(n) = n · 2 n+1 for all n. Define for n ∈ ω,
It is clear that the sequence {I n : n ∈ ω} has the required properties. Note that we have proved the following:
Lemma 3.4. Suppose that f ∈ ω ω is strictly increasing and that for each n we have a disjoint family {I s : s ∈ 2 f (n) } of subsets of [f (n), f (n + 1)) of size n. Let
Then H has measure zero and if X is any set such that X + H has measure zero then there are sets J n ⊆ 2 f (n) such that |J n | ≤ n2 n and
Implication (3) → (2) is very easy.
(2) → (1) Let H ⊆ 2 ω be a measure zero set. The following lemma is well-known:
By 3.5, there exists a sequence F n : n ∈ ω such that F n ⊆ 2 n for n ∈ ω,
ω be an nondecreasing function with lim n→∞ f (n) = ∞ such that
Let T be a tree from 3.2(2) for this function. Note that |T n ↾k| ≤ 2 n f (k) for all n, k ∈ ω.
By the choice of f the measure of [
Since n is arbitrary we conclude that X + H has measure zero which finishes the proof. 2
As a consequence we have:
Theorem 3.6 (Shelah [19] 
Clearly, B(f ) is a measure zero set. Let H = { x, y : y ∈ B(F (x))}. Suppose that f is a Borel mapping of X into ω ω such that the family f (X) is unbounded. Without loss of generality we can assume that f (X) consists of increasing functions. Let Y = F To show the other implication we need the following fact. Theorem 3.8 (Rec law [17] ). Let X ⊆ 2 ω be a set such that for every Borel func-
Now we are ready to finish the proof of the theorem 3.7. Suppose that F is a Borel mapping of X into ω ω . By the assumption the set F (X) is bounded. Let f be a function such that F (X) is bounded by the function 2 f (n+1)−f (n) . Identify 2 f (n+1)−f (n) with 2 [f (n),f (n+1)) for all n. In this way we can identify F (X) with a subset of 2 ω . Part (3) of 3.2 and 3.8 conclude the proof. 2
Note that the assumptions that Borel images of X into ω ω are bounded in 2.2 and 3.7 are necessary. It follows immediately from the following theorem:
Theorem 3.9 (Rec law [18]). Assume Martin's Axiom. Then the real line is a Borel image of some N -additive set X. 2
In particular, the set X from 3.9, is N -and M-additive but is neither a SR Nnor SR M set. It is also consistent (see [13] ) that there exists a set X ∈ SR N such that all Borel images of X are null-additive.
R M sets
In this section we will study R M sets. All the results of this section can be found in [4] . They were also proved by Pawlikowski and Rec law in [16] and [15] and Rec law in [17] .
ω has Rothberger's property (is a C ′′ set) if for every sequence of open covers of X, {G n : n ∈ ω} there exists a sequence {U n : n ∈ ω} with U n ∈ G n such that X ⊆ n∈ω U n .
Note that Rothberger's property is the topological version of strong measure zero. We have the following: Theorem 4.2 (Fremlin, Miller [12] ). The following are equivalent:
1. X ⊆ 2 ω has Rothberger's property 2. X has strong measure zero with respect to every metric which gives X the same topology. 2
Let C ′′ be the collection of subsets of 2 ω which have Rothberger's property. It is easy to see that C ′′ is a σ-ideal. [4] , [17] , [16] ). The following conditions are equivalent:
for every Borel function
x ; Y x , f x ∈ [ω] ω × ω ω there exists g ∈ ω ω such that ∀x ∈ X ∃ ∞ n ∈ Y x f x (n) = g(n).
Every Borel image of X has Rothberger's property. 2
As a consequence we get:
In this section we will study R N sets. Most of the results of this section were obtained independently (and earlier) by Pawlikowski.
Let us start with the following definition.
Definition 5.1. A set G ⊆ 2 ω is called small if there exists a sequence of disjoint intervals {I n : n ∈ ω} and a sequence {J n : n ∈ ω} such that for all n ∈ ω,
We denote the set {x ∈ 2 ω : ∃ ∞ n x↾I n ∈ J n } by (I n , J n ) ∞ n=0 . For a function f ∈ ω ω such that f (n) > 0 for all n and a series
For the rest of this section we will assume that ε n = 2 −n for all n. Note that by setting f (n) = 2 |In| and S(n) = J n we can identify the set {x ∈ 2 ω : ∃ ∞ n x↾I n ∈ J n } with the set {z ∈ X f : ∃ ∞ n z(n) ∈ S(n)}.
Definition 5.2. Let H be the ideal of all sets X ⊆ 2 ω such that every Borel image of X into ω ω is bounded.
By replacing "Borel" by "continuous" we get a weaker property introduced by Hurewicz as E ⋆⋆ ([8]) We will start with the following forcing characterization of R N sets. Recall that for a model M , R(M ) denotes the set of random reals over M . 
Proof
Recall that H(λ) is the collection of sets hereditarily of size < λ. If λ is a regular, uncountable cardinal then H(λ) is a model for a large fragment of ZFC. Moreover, in this context, M [x] is a "closure" of M ∪ {x}.
(←) Let H be an N -set. Choose M containing the code of H and let z be as above. Then z ∈ x∈X (H) x .
(→) Let M |= ZFC ⋆ be a countable model. Consider the set
M is countable and can be coded as a real. Note that y ∈ R M [x] is equivalent to the statement "there exists a code for a null set F ∈ M [x] such that y ∈ F ". Since M is countable this statement is arithmetical (in M ). It follows thatH is a Borel set. Let z be such that z ∈ (H) x for x ∈ X. Clearly z is the real we are looking for. 2
Theorem 5.4. Suppose that X ∈ H. The following are equivalent:
for every function f ∈ ω ω and every Borel mapping x ; S x ∈ Σ f there exists a function g ∈ X f such that
(2) → (1) The proof is based on techniques from [2] .
Lemma 5.5. There exist increasing interleaved sequences {n k , m k : k ∈ ω} and families {J
Proof By 1.7(2), we can find a sequence of Borel sets {B n : n ∈ ω} such that (H) x ⊆ ( n∈ω B n ) x for x ∈ X and ∀x ∈ X ∀ ∞ n µ (B n ) x < 1 2 n . Thus we can work with B n 's rather than with H.
The rest of the proof is the repetition of the proof of theorem 2.2 in [2] (using the fact that X ∈ H). 2
As in [2] , define for k ∈ ω and x ∈ X sets
and for k > 0
The mapping x ; {S
. As before we easily check that the assumption about X yields that there exists a real y such that
As in the proof of 2.2 in [2] we check that
Theorem 5.6 (Pawlikowski [14] ). Suppose that X ∈ H. Then X ∈ R N iff for every measure zero set E ∈ N , E ∩ X ∈ R N .
The implication (→) is obvious.
To show the other implication consider the space X f = n∈ω f (n) equipped with its standard product measure.
We will work in the space 2 ω × X f .
By 5.4 it is enough to show that for every function f ∈ ω ω and every Borel mapping x ; S x ∈ Σ f there exists a function g ∈ X f such that
Suppose that a function f and a Borel mapping as above are given. Let H ⊆ 2 ω × X f be the Borel set such that (H) x = {h ∈ X f : ∃ ∞ n h(n) ∈ S x (n)}. Construct a sequence of elements of X f , {g n : n ∈ ω} and a sequence of measure zero sets {E n : n ∈ ω} such that
The existence of these sequences follows from Fubini's theorem and the assumption about X. Note that the set {(H) x : x ∈ E 0 ∪· · ·∪E n } does not have full measure.
For x ∈ X define h x ∈ ω ω as follows:
Note that h x (n) is defined for all except finitely many values of n. Since the mapping x ; h x is Borel we can find an increasing function h ∈ ω
It is easy to see that
As a corollary we get:
It is enough to show that X ∈ H. Suppose that F : 2 ω −→ ω ω is a Borel mapping. We can find a sequence of compact sets {A n : n ∈ ω} such that 1. F ↾A n is continuous, 2. n∈ω A n has full measure.
Let E = 2 ω \ n∈ω A n . Since E ∩ X ∈ SR N , it follows from 3.7 that F (E ∩ X) is bounded. On the other hand, F ( n∈ω A n ) is also bounded, which finishes the proof. 2
ω is a Sierpiński set if X ∩ H is countable for every measure zero set H ⊆ 2 ω .
Theorem 5.8 (Pawlikowski [14] ). Every Sierpiński set is strongly meager.
All countable sets are in SR N and all R N sets are strongly meager. 2
We do not know if the R N sets form an ideal. In fact we do not know if R N ∩ H is an ideal. We only have the following result:
Proof Suppose that {X n : n ∈ ω} is an increasing sequence of elements of R N ∩ H. We will show that X = n∈ω X n ∈ R N . We will use 5.4. Let f ∈ ω ω and suppose that x ; S x ∈ Σ f is a Borel mapping. By the assumption, for every n there exists a function g n ∈ X f such that
As before, for x ∈ X define h x ∈ ω ω as follows:
Since mapping x ; h x is Borel we can find an increasing function h ∈ ω ω such that h
x ≤ ⋆ h for all x ∈ X. Let
It is easy to see that ∀x ∈ X ∀ ∞ n g(n) ∈ S x (n) which finishes the proof. 2
Strongly meager sets
In this section we will estimate the smallest size of a set which is not strongly meager.
We start with the following forcing characterization of strongly meager sets. 
Proof
(1) → (3) Suppose that H ⊆ 2 ω × 2 ω has measure zero. Let y be such that (H) y has measure zero. Since X is strongly meager there exists s such that (X + s) ∩ (H) y = ∅. In particular, y ∈ x∈X (H) x+s .
Clearly s is the real we are looking for.
(2) → (1) Suppose that G is a null set. Let M be a countable model such that cov(Σ f ) = min{|A| : A ⊆ Σ f & ∀g ∈ X f ∃S ∈ A ∃ ∞ n g(n) ∈ S(n)} and cof(Σ f ) = min{|A| : A ⊆ Σ f & ∀g ∈ X f ∃S ∈ A ∀ ∞ n g(n) ∈ S(n)}.
Let non(SM) be the least size of a set which is not strongly meager.
We start with the following fact: 
We shall describe how to modify the set constructed on page 6 to get the required set H.
1. for all n, I n ⊆ 2
[f (n),f (n+1)) , 2. for all n, |I n | ≤ n2 n+1 , 3. ∀x ∈ Y ∀ ∞ n x↾ f (n), f (n + 1) ∈ I n .
Note that if Y has the above property then Y + T + Q = ω . This is guaranteed by 6.4(4). Let z ∈ 2 ω \ (Y + T + Q). Clearly
Now we can characterize strongly meager sets.
Theorem 6.5. min f cov(Σ f ) ≤ non(SM) ≤ min f cof(Σ f ).
The first inequality is proved like 5.4 (see [2] for details).
Fix f ∈ ω ω . Let A ⊆ Σ f be a family of size cof(Σ f ) such that ∀g ∈ X f ∃S ∈ A ∀ ∞ n g(n) ∈ S(n).
By increasing f and doing some elementary coding we can assume that there is a function f such that f (n) = 2f (n+1)−f (n) for all n. For S ∈ Σ f define P S = x ∈ 2 ω : ∀ ∞ n x↾ f (n), f (n + 1) ∈ S(n) ,
where S(n) is treated as a subset of 2 [f (n),f(n+1)) . Let H be the set from 6.3. Note that 6.4 gives us enough freedom to ensure that P S + H has measure zero for all S ∈ Σ f . This is because in 6.4(4) we can replace the clause |X| < n2 n+1 by |X| < g(n), where g is an arbitrary fixed function. (cf. [6] , lemma 9).
For each S ∈ A choose x S ∈ 2 ω such that P S + x S ⊆ H. We claim that X = {x S : S ∈ A} is not strongly meager and show that X + H = 2 ω . Suppose that y ∈ 2 ω \ (X + H). Let S ∈ A be such that y ∈ P S . Now y ∈ P S ⊆ H + x S ⊆ H + X.
Contradiction. 2
A forcing notion P has Laver property if it does not "increase" cof(Σ f ). In other words, if P has Laver property then for every g ∈ V P ∩ X f there exists S ∈ V ∩ Σ f such that g(n) ∈ S(n) for all n.
In this language we can formulate the previous theorem as follows:
Theorem 6.6. Suppose that V ′ is a generic extension of V obtained by a forcing notion which has Laver property. Then the set V ∩ 2 ω is not strongly meager in
