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Özet. Bu makalede, Türkçe cümlelerin kural tabanlı ba÷lılık analizi yöntemi ile 
ayrıútırılmaları sonucunda elde edilen baúarım sunulmaktadır. Çalıúma, test ve-
risi olarak kullanılan ODTÜ-Sabancı A÷aç Yapılı Derlemi'nin bütünü üzerinde-
ki ilk kural tabanlı sonuçları içermektedir.  Uygulanan ayrıútırma algoritması ve 
kural yapıları detaylı olarak verilmiútir. Sonuçlar Türkçe'nin Ba÷lılık Analizi 
konusunda yapılacak çalıúmalara temel olma niteli÷indedir. 
1   Giriú
Cümle Analizi yöntemlerinden biri olan Ba÷lılık Analizi, kökleri çok eskiye dayan-
masına ra÷men “Do÷al Dil Ayrıútırması (DDA)” alanında ancak son yıllarda popüler 
hale gelmiú bir yöntemdir. Özellikle farklı diller için ba÷lılık gramerleri kullanılarak
oluúturulan derlemlerin (Arapça[1], Çekçe[2], Danimarkaca[3], øtalyanca[4], Japon-
ca[5], Slovakça[6], Türkçe[7]) sayısının artması ile birlikte, bu konuda yapılan araú-
tırmalar da hız kazanmıútır. Bunlara ek olarak birçok çalıúmada da, di÷er gramer yön-
temleri kullanılarak iúaretlenmiú derlemler ba÷lılık gramerine uygun bir yapıya
dönüútürülmüú ve ba÷lılık analizleri yapılmıútır. Nivre ve Nilsson[8]'un  Çekçe, Kudo 
ve Matsumoto[9][10]'nun ve Sekine ve ark.[11]'nın Japonca, Yamada ve 
Matsumoto[12]'nun øngilizce, Nivre[13]'nin øsveççe, Oflazer[14]'in ve Eryi÷it ve 
Oflazer[15]'in Türkçe için yaptı÷ı çalıúmalar bu konuda yapılan araútırmalara örnek 
olarak gösterilebilir. 
Modern Ba÷lılık Grameri Teorisinin Tesnière'in 1959'daki çalıúmasına dayandı÷ı
söylenebilir. Tesnière'e göre “Cümle, kendisini oluúturan ö÷eleri sözcükler olan dü-
zenli bir topluluktur”[16]. “Zihin, cümleyi oluúturan sözcükler ve komúuları arasında 
iliúkiler bulur ve bu iliúkilerin bütünü cümlenin iskeletini oluúturur. Her bir iliúki bir 
alt terimi bir üst terime ba÷lamaktadır.” Günümüzde DDA alanında kullanılan Ba÷lı-
lık Gramerlerinde bu iliúki ba÷ımlı(alt terim)-sahip(üst terim)1 iliúkisi olarak tanım-
lanmaktadır. ùekil 1'de Türkçe bir cümlenin ba÷lılık iliúkileri gösterilmektedir. Söz-
cükler arasında çizilen oklar ba÷ımlı sözcükten sahip sözcü÷e do÷ru olan ba÷lılı÷ı ve 
bu ba÷lılı÷ın tipini göstermektedirler. 
                                                          
1 Literatürde, Dependent-Head veya Subordinate-Governor iliúkisi olarak da geçmektedir. 
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ùekil. 1. Ba÷lılık øliúkileri
Bu çalıúmada, önceden oluúturulmuú kurallar ve gerekirci bir ayrıútırma algoritma-
sı kullanılarak gerçekleútirilen Türkçe'nin Ba÷lılık Analizinin sonuçları sunulmakta-
dır. øleriki bölümlerde sırasıyla Türkçe'nin özellikleri, Ba÷lılık Analizi yöntemleri, 
üzerinde çalıúan derlemin özellikleri, kullanılan kural tabanlı ayrıútırıcının yapısı ve 
elde edilen baúarım verilecektir. 
2   Türkçe 
Bitiúken bir dil olan Türkçe'de, sözcüklerin sonlarına ardarda ekler konularak yüzler-
ce farklı sözcük oluúturulabilir. Cümlelerin, sözcük diziliúleri itibari ile büyük ço÷un-
lukla ÖNY(Özne-Nesne-Yüklem) veya NÖY kalıplarına uymasına ra÷men, ö÷eler an-
latılmak istenen içeri÷e ve vurguya ba÷lı olarak  cümle içerisinde serbestçe yer 
de÷iútirebilirler. Bozúahin[17] çalıúmasında Türkçe'nin bu yapısını detaylı olarak in-
celemiútir. 
Türkçe'de sözcükler sonlarına eklenen eklerle farklı tipte sözcüklere dönüúebilirler; 
fiiller isimlere, isimler fiillere vb...  Ba÷lılıkları sadece sözcükler arasında göstermek 
ayrıútırma iúlemi için yeterince anlamlı bilgi taúımamaktadır. ùekil 2'de küçük odada-
yım cümlesi içerisindeki ba÷lılık gösterilmektedir. Sözcüklerin kökleri ve biçimbirim-
sel çözümlemeleri sözcüklerin aúa÷ısında verilmektedir. Verilen örnekte küçük olan, 
odadayım sözcü÷ü de÷il oda'dır. odadayım isimden fiile dönüúmüú bir sözcüktür. øki 
sözcük arasında kurulan ba÷lantı odadayım sözcü÷ünün fiile dönüúmeden önceki isim 
halinden kaynaklanmaktadır.Bu durum sıfatların genel olarak isimlere ba÷lanması ku-
ralından ötürüdür. Ba÷ımlı-Sahip iliúkisini sadece sözcükler arasında göstermek, sıfat-
ların fiillere ba÷landı÷ı gibi yanlıú bir kanı ortaya çıkarabilir. Özellikle kuralların veya 
istatistiklerin bir derlemden otomatik olarak çekildi÷i yöntemlerde bu tip bir gösterim 
baúarımı önemli ölçüde düúürmektedir[15]. 
Türkçe'nin bu yapısı literatürde [7][14][15][18] sözcüklerin çekim gruplarına(ÇG)
ayrılması ile gösterilmektedir. Bu gösterimde, tip de÷iútiren sözcükler türetim sınırla-
rından(TS) bölünerek ÇG'lere ayrılırlar. Her çekim grubu ilgili sözcük bölümüne ait 
biçimbirimsel bilgiyi barındırır. ùekil 2'deki odadayım sözcü÷ü iki ÇG'den oluúmak-
tadır:
                                    
2
                                                          
2 1.t.k - 1. tekil kiúi, 3.t.k. - 3. tekil kiúi, ú.z. - úimdiki zaman 
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ùekil. 2. Çekim Grubu Yapıları
3   Derlem 
Bu çalıúmada test verisi olarak ba÷lılık grameri yapısına uygun hazırlanmıú ODTÜ-
Sabancı A÷aç Yapılı Derlemi[7] kullanılmıútır. Derlem, biçimbirimsel çözümleyici-
den geçirilmiú ve farklı biçimbirimsel çözümler arasında belirsizlik giderme iúlemi 
yapılmıú sözcüklerden oluúan 5635 adet cümle içermektedir. Derlemde ba÷lılıklar 
ÇG'ler arasında kurulmuútur. Ba÷lılıklar, ba÷ımlı sözcügün son ÇG'sinden baúlayarak 
sahip sözcü÷ün herhangi bir ÇG'sinde sonlanabilirler. 
Türkçe genelde ve özellikle yazım dilinde “sahip-sonda”3 bir dil olarak nitelendiri-
lebilir. Nitekim derlemdeki ba÷lılıkların %95'i bu tip ba÷lılıklardan oluúmaktadır.  
Türkçe'de bir sözcü÷e ait biçimbirimsel özellikler büyük ço÷unlukla o sözcü÷ün içeri-
sinde bir çekim eki olarak yer almaktadırlar. Ancak bazı ekler (“de, mi, ki”4) sözcü÷e
ait biçimbirimsel özellik taúımalarına ra÷men sözcükten sonra ve sözcükten ayrı ola-
rak yazılırlar  ve kendilerinden önce gelen sözcü÷e ba÷lanırlar. Bu ba÷lılıklar bir öniú-
lemci yazılarak rahatlıkla bulunabilir. Bu iúlemin sonucunda “sahip-sonda” kuralına 
uymayan ba÷lılıkların oranı %5'den %3'e inmektedir. 
Son birkaç yıla kadar, ba÷lılık analizi yaklaúımlarında yapılan genel varsayımlar-
dan biri cümlelerin izdüúel5 olmayan ba÷lılıklar içermeyece÷i yönündedir. Buna kar-
úın, farklı dillere ait birçok derlemde izdüúel olmayan cümlelere rastlanmaktadır. Bu 
nedenle son yıllarda bu tip cümleleri de içerecek yöntemler üzerinde çalıúılmakta-
dır[8][20]. Bir sahip sözcü÷e ba÷lanmamıú noktalama iúaretleri gözardı edildi÷inde, 
Türkçe derlemdeki cümlelerin %7.2'sinin izdüúel olmayan ba÷lılıklardan oluútu÷u
saptanmaktadır.  
                                                          
3 Sahip sözcü÷ün, Ba÷ımlı sözcükten sonra gelmesi (birbaúka deyiúle Ba÷ımlı sözcü÷ün sa÷ ta-
rafında yer alması) durumu 
4 de/da, mi soru ekinin kiúi ve zaman ekleri almıú tüm varyasyonları, ki 
5 izdüúel(projective): kesiúen veya Ba÷ımlı ĺ Sahip ba÷lılık oku altında Sahip sözcükten ba-
÷ımsız herhangi bir sözcük barındırmayan[19] 
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4   Kural Tabanlı Ayrıútırıcı
Ayrıútırcı, bir cümlenin ba÷lılık a÷acını oluúturmak amacıyla olası bütün ba÷lılık
kombinasyonları içerisinden optimum olanı bulmaya çalıúır. Ayrıútırcıların genel ola-
rak iki bölümden oluútukları söylenebilir: 1-Ayrıútırma Algoritması 2-Ayrıútırma 
Modeli. Ayrıútırma algoritmaları, en iyi a÷acı oluúturmak üzere ayrıútırma modelin-
den faydalanırlar. Son yıllara kadar, özellikle istatistiksel ayrıútırma alanında birinci 
bölümde çeúitli dinamik programlama algoritmaları kullanılmıútır. Bu algoritmalar 
ayrıútırma modelinin kendilerine verdikleri ikili ba÷lılık olasılıklarını kullanarak, 
arama uzayında yer alan en yüksek olasılıklı ayrıútırma a÷acını bulmaya çalıúırlar. Bu 
yöntemden tamamen farklı olan bir baúka yaklaúım da gerekirci ayrıútırma algoritma-
ları kullanmaktır. Birçok çalıúmada[9][12][14][19] bu algoritmaların yüksek baúarımı
raporlanmıútır. Gerekirci ayrıútırma algoritmaları, ayrıútırıcının her adımında bir son-
raki hareketin ne olaca÷ına ayrıútırma modeli yardımıyla karar verirler. Bu durumda 
ayrıútırma modeli herhangi bir makine ö÷renimi sınıflandırıcısı olabilece÷i gibi kural 
tabanlı bir sınıflandırıcı da olabilir. Aúa÷ıdaki bölümlerde kullanılan gerekirci ayrıú-
tırma algoritması ve modeli verilmektedir. 
4.1   Ayrıútırma Algoritması
En sık kullanılan gerekirci ayrıútırma algoritmaları basit ötele-indirge algoritmasının
çeúitli varyasyonlarıdır. Bu algoritmalar genelde cümleyi soldan sa÷a do÷ru, iki farklı
veri yapısından faydalanarak ayrıútırırlar: 1- øúlenmekte olan sözcüklerin tutuldu÷u
yı÷ın yapısı 2-øúlenmek üzere bekleyen sözcüklerin tutuldu÷u kuyruk yapısı. Bu ça-
lıúmada Nivre[13]'nin arc-standard gerekirci algoritmasına benzer bir algoritma 
Türkçe'nin ba÷lılık yapısına uygun olacak úekilde oluúturulmuútur. 
Ayrıútırma sırasında ayrıútırıcı ÇG'ler arasında iliúkiler oluúturmaya çalıúır. Bu ne-
denle yı÷ında ve kuyrukta tutulan elemanlar sözcükler de÷il ÇG'lerdir. Algoritmanın
iúleyiúi úöyledir (i=yı÷ının en üstünde duran ÇG'nin indisi, j=kuyrukta bekleyen sıra-
daki ÇG'nin indisi): 
Kuyrukta bekleyen ÇG oldu÷u sürece tekrarla{ 
e÷er Yı÷ın boú ise 
Ötele(Yı÷ın)
de÷il ise 
hareket=Ayrıútırma_Modeli(i,j) 
e÷er hareket==Ötele ise
Ötele(Yı÷ın)
e÷er hareket==B ĺ S ise 
Ba÷lılık_Kur(i ĺ j) 
Çek(Yı÷ın) 
e÷er hareket==S ĸ B ise 
Ba÷lılık_Kur(j ĺ i) 
Kuyrukta bekleyen sıradaki ÇG'ye ilerle 
}
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Ayrıútırıcı6 her adımında 3 farklı hareketten (Ötele, B ĺ S, S ĸ B) birini gerçek-
leútirir (Hareketler sonrasında yı÷ının ve kuyru÷un durumu ùekil 3'de gösterilmiútir).
Ayrıútırıcının bir sonraki hareketinin ne olaca÷ına, ayrıútırma modeli “i” ve “j” indisli 
elemanların özelliklerine bakarak karar verir. Bu iúlem sırasında kullanılan özellikle-
rin neler oldu÷u Bölüm 4.2'de anlatılmaktadır. “Ötele”me iúleminde kuyrukta bekle-
yen eleman yı÷ına itilir. Bu iúlem yı÷ının boú oldu÷u durumlarda veya “i” ve “j” in-
disli elemanlar arasında herhangi bir ba÷lılık kurulamadı÷ı durumlarda gerçekleúir.
“Bĺ S” iúlemi “i” indisli eleman ile cümle içerisinde sa÷ tarafında yer alan “j” indis-
li eleman arasında ba÷ımlı-sahip iliúkisi oldu÷u durumlarda gerçekleúir. “S ĸ B” iú-
lemi ise sahip sözcü÷ün ba÷ımlının sol tarafında yer alması durumlarında kurulan 
ba÷lılıklar için geçerlidir. Bu iúlemlerin her birinde iliúkiler yı÷ının en üstünde yer 
alan sözcük ile kuyru÷un en baúında yer alan sözcük arasında kurulmaktadır. Bunlara 
ek olarak ayrıútırma modeli, “j” yi yı÷ının en üstünde olmayan bir “h” elemanına ba÷-
lama kararı da alabilir. Bu durumda ayrıútırıcıya basit  “S ĸ B” hareketini döndür-
meden önce kendi içerisinde “S ĸ* B” iúlemi yürütür. Bu iúlem yı÷ında “h” nin üze-
rinde yer alan tüm elemanları “h” nin ba÷ımlısı haline getirir ve bu elemanları
yı÷ından çeker. Böylece iúlem sonunda “h” yı÷ındaki en üst eleman haline gelir. Bun-
dan sonra basit “S ĸ B” hareketi döndürülür. Bir baúka deyiúle bu hareket 
j
BS
h m m  ba÷lılı÷ına karar verildi÷inde (h < x < j) “h” ve “j” arasında yer alan 
tüm “x” leri “h” ye ba÷lamak anlamındadır.
ùekil. 3. Ayrıútırma Algoritması
                                                          
6 - Bu algoritma sadece izdüúel ba÷lılıkları bulmaya yöneliktir. 
  - cba
BSBS mm mm  tipinde ba÷lılıkların derlemde görülme sıklı÷ı %0.1'den daha 
azdır. Bu nedenle bu algoritma bu tip ba÷lılıkları oluúturmayacak úekilde tasarlanmıútır.
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4.2   Ayrıútırma Modeli 
Ayrıútırma modeli, yı÷ının en üstünde(i) ve kuyru÷un en baúında(j) bulunan elemanla-
rın özelliklerine bakarak bir sonraki hareketin ne olaca÷ına karar verir. Bu karar sıra-
sında kullanılan özellikler ilgili elemanın sözcük bilgisi, tip bilgisi, o ana kadar yapı-
lan iúlemler sonucunda kendisine ba÷lanmıú olan ba÷ımlı elemanların özellikleri veya 
komúularının özellikleri olabilir.  
Model ilk olarak, sözcükten ayrı yazılan ve çekim eklerinden dolayı oluúan sahip 
baúta türünde ba÷lılıkları bulmaya çalıúır. Bu durumda e÷er “j” elemanı bir vurgulayı-
cı(de, da), soru eki (mi, mu, mısın vb...), iliúkilendirici (ki) veya olumsuzluk (de÷il)
belirten bir ek  [7] ise “S ĸ B” hareketi döndürülür.  
Ayrı yazılan çekim ekleri kontrolü yapıldıktan sonra, ayrıútırıcı elle yazılmıú 26 
adet kuralı kullanarak “i” ve “j” sözcükleri arasında “B ĺ S” iliúkisi kurmaya çalıúır.
Bu kurallar, “sıfat yanındaki isime ba÷lanır”, “zarf yanındaki fiile ba÷lanır” tipinde 
kurallardır. Birden fazla ÇG'ye sahip olan sözcükler içerisinde yer alan ÇG'lerin, aynı
sözcük içerisinde sa÷ taraflarında yer alan ilk ÇG'ye ba÷landıkları varsayılır. Bu du-
rumda ayrıútırma modeli “B ĺ S” hareketi döndürür. Kurulan bu tip ba÷lılıklar baúa-
rım ölçümünde puanlanmazlar. 
“i” ve “j” sözcüklerinin “B ĺ S” kurallarından hiçbirine uymaması durumunda 
e÷er “j” elemanı isim soylu ise ve “j”den sonra bir noktalama iúareti geliyorsa, ayrıú-
tırma modeli sahip baúta tipinde bir ba÷lılık bulmaya çalıúır. Derlemde yer alan sahip 
baúta türündeki ba÷lılıkların %83'ü bu tipte ba÷lılıklardır. Bu durumda, yı÷ının en üs-
tündeki elemandan baúlanarak eylem soylu bir eleman bulunmaya çalıúılır. j'nin yı÷ın
içerisinde yer alan ilk eylem soylu “h” elemanına ba÷lanmasına karar verilir. E÷er “h” 
yı÷ının en üstteki elemanı de÷ilse bu durumda “h”nin üzerindeki birimlerin yı÷ından 
çekilerek bir yere ba÷lanmaları gerekir. Bu durum izdüúellik prensibinin gere÷idir. 
Ayrıútırma algoritması, “h” yı÷ının en üstüne gelene dek, bu elemanları “h” sahip 
elemanına ba÷lar. Ve daha sonra “S ĸ B” hareketi döndürülür.  
Yukarıda belirtilen hareketlerden hiçbirinin bulunamaması durumunda model “öte-
le” hareketi döndürür. Ayrıútırmanın tamamlanabilmesi için cümle içerisindeki kök 
sözcük (derlemde genelde en sonda yer alan noktalama iúareti) hariç tüm sözcüklerin 
bir sahip sözcü÷e ba÷lanmaları gerekmektedir. Ayrıútırma sonucunda kuyrukta bekle-
yen hiçbir eleman kalmamasına ra÷men yı÷ında birden fazla eleman bulunuyorsa, bu 
elemanlar yı÷ının en üstündeki elemana ba÷lanırlar.
5   Baúarım ve Karúılaútırma
Bölüm 2'de de÷inildi÷i üzere, Türkçe bir ayrıútırıcının baúarısı ölçülürken, ba÷ımlı
sözcü÷ün do÷ru sahip sözcü÷ün do÷ru ÇG'sine ba÷lanma oranı(ÇG-ÇG oranı) hesap-
lanmalıdır. Bu bölümde literatürde yer alan di÷er çalıúmalarla karúılaútırma yapabil-
mek amacıyla hem ÇG-ÇG oranı hem de sadece do÷ru sahip sözcü÷e ba÷lanma (S-S 
oranı) oranı verilmektedir. Baúarım ölçümü yapılırken, noktalama iúaretlerine ve söz-
cük içerisindeki ÇG'lere ait ba÷lılıklar hesaplanmamaktadır. Sonuçlar ba÷lılık tipi gö-
zetmeksizin sadece do÷ru ÇG'ler arasında ba÷lılık tespiti oranlarını yansıtmaktadır.
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Tablo 1. Baúarım
Türkçe'nin ba÷lılık analizi konusunda yapılan ilk çalıúma Oflazer[14]'in kural ta-
banlı gerekirci ayrıútırıcısıdır. Ancak literatürde buradaki çalıúmada kullanılan derlem 
üzerinde test edilmiú sadece iki ba÷lılık ayrıútırıcısı bulunmaktadır. Bunlardan birinci-
si Eryi÷it ve Oflazer[15]'in basit ikili ba÷lılık olasılıklarına dayalı istatistiksel ayrıútı-
rıcısıdır. Bu çalıúmada, Türkçe'nin Ba÷lılık Analizi konusunda detaylı incelemeler 
yapılmıú ve sonuçlar derlemin filitrelenmiú bir bölümü üzerinde verilmiútir. Ayrıútırı-
cı sadece izdüúel ve sahip sonda tipinde ba÷lılıklar içeren cümleler üzerinde test edil-
miútir. Sonuçları karúılaútırabilmek üzere, Tablo 1'deki baúarımlar hem bu 
filitrelenmiú bölüm üzerinde hem de tüm derlem üzerinde verilmiútir. økinci ayrıútırıcı
ise Nivre[13]'nin Maltparser isimli ayrıútırıcısıdır. Bu ayrıútırıcı Türkçe'nin ÇG yapı-
sına uygun olarak yeniden modellenmiú ve Ayrıútırma modeli'nde sınıflandırıcı olarak 
Karar Destek Makineleri kullanılmıútır. Tabloda yer alan her üç ayrıútırıcı da en kü-
çük ayrıútırma birimi olarak ÇG'leri kullanmaktadırlar. Kural Tabanlı ayrıútırıcımızın
baúarımı ÇG-ÇG oranı olarak Eryi÷it ve Oflazer[15]7'in  ayrıútırıcısı ile aynı seviye-
dedir. S-S oranının bu ayrıútırıcıdan biraz daha iyi oldu÷u görülmektedir. Buna karúın, 
ikili ba÷lılık olasılıklarına dayanan bu modele nazaran daha baúarılı oldu÷u kanıtlan-
mıú karar destek makinelerini kullanan Maltparser'ın baúarımı her iki ayrıútırıcıya gö-
re oldukça yüksektir. 
6   Sonuç 
Bu çalıúmada, ODTÜ-Sabancı A÷aç Yapılı Derlemi üzerinde test edilmiú kural taban-
lı ba÷lılık ayrıútırıcısı sunulmuútur. Elde edilen baúarımlar, Türkçe'nin Ba÷lılık Anali-
zi konusunda bundan sonra yapılacak çalıúmalar için önemli bir temel oluúturma nite-
li÷indedir. Bundan sonraki aúama olarak, ayrıútırıcının kurallarının ba÷lılık tiplerini 
de belirlemek üzere geliútirilmesi hedeflenmektedir. Ba÷lılık analizindeki baúarımları
oldukça yüksek olan istatistiksel modellerin, kural tabanlı modellerle birleútirilerek
kullanılmasının baúarımı daha da artıraca÷ı öngörülmektedir. Bu nedenle, Türkçe için 
bu tip modeller oluúturulması hedeflenmektedir. 
Teúekkür
Bu çalıúma Tübitak BAYG ve øTÜ BAP birimi tarafından desteklenmektedir. 
                                                          
7 Aynı çalıúmada temel modellerden biri olarak, buradaki ayrıútırıcıya benzer kural tabanlı bir 
ayrıútırıcının sonuçları verilmiútir. Ancak baúarımı Tablo 1'de birinci kolonda yer alan sonuç-
lardan daha da düúüktür.
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