ABSTRACT
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Computations can also be performed in a cluster, allowing the parallel simulation of multiple 153 parameters.
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Entities and their ecological setup 
169
Each location can hold a single bacterial cell and several phage cells. Free space is the bacterial 170 resource to be consumed, and it is freed whenever bacteria die. Bacterial death can be 171 intrinsic (e.g., of old age) or explicit (e.g., exposure to antibiotics or predation by phage) (Fig 1D) .
When a free space is available, the neighboring bacteria compete for reproduction. The outcome 173 of the competition is chosen through a roulette wheel method that accounts for the fitness of each 174 bacterium. The successful bacterium generates an offspring into the free space ( Fig 1E) . Bacteria 
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according to a probability that can be low but non-null throughout the simulation (stochastic 180 prophage induction) and that can also be influenced by the level of antibiotic stress to which the 181 host is exposed. Phage can transduce bacterial genes to other bacteria by generalized or 182 specialized transduction (depending on phages' characteristics, Fig 1F) .
Input, output and documentation of the model

184
The inputs of each simulation are two text files that define the general parameters and also the 185 ecological setup of the environment (types and numbers of bacteria and/or phage, along with their 186 attributes). The statistics collected at different time points are stored in dictionaries and dataframes (using matplotlib and seaborn) or created as an output file. 
Random Forest Analysis
227
Phages present in the plates were indicative of the original culture being lysogenized by the phage. 
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host range is defined in a matrix where each phage has a probability of infecting a given bacterial species. C) Superinfection exclusion 236 is the probability that infection by a given phage aborts when a given type of prophage is present. D) The basal probability of bacterial 12 death can increase by antibiotic exposure or phage infection. Phages decay in function of the period of time spent outside a bacterial 238 host. E) Bacteria compete to reproduce to empty locations, with the fittest bacteria being more likely to produce an offspring. The 239 offspring inherits the traits of the parent cell, but can undergo mutations and is placed into the free location. F) The type of phage 240 infection is determined by the lifestyle of the phage, with virulent following an obligatory lytic cycle, whilst temperate phage can 241 undertake the lytic or the lysogenic cycle following a stochastic decision affected by the density of phages in the environment. The 242 probability of specialized transduction is computed during excision, leading eventually to the incorporation into the phage DNA of a 243 neighboring gene. Generalized transduction occurs before the burst, and a virion has the probability to incorporate random genes from 244 its host, instead of its own DNA. Transduced genes can be used by the subsequently infected bacterial hosts. G) The main cycle of a typical simulation within the model. See complete ODD in Supplementary Material. (Fig S1) . However, when either antibiotics (Fig 2A) or phage ( Fig 2B) were 258 introduced in the environment, the resistant population rapidly increases to fixation. Predation by 259 phage leads to an initial increase in their numbers, because of the abundance of sensitive bacteria, 260 but also to their subsequent rapid extinction when sensitive hosts become unavailable ( Fig 2B) . A 261 combined treatment of antibiotics and virulent phages leads to the extinction of both populations 262 because none has the ability to survive both selective pressures ( Fig 2C) . However, the decrease 263 of the antibiotic sensitive population is slower in the presence of phages because of lower 264 competition from antibiotic resistant cells, which are killed by the phage (Fig S2A) .
Results and Discussion
265
Our model allows to test explicitly the effect of spatial structure on community composition. Spatial 266 structure affects the ability of individuals to diffuse freely in the environment and is known to affect 267 population dynamics [35, 36] . Here, spatially structured environments assume that bacteria are 268 fixed in their locations, and can divide only to their immediately adjacent locations. Likewise, we infecting nearby bacteria. Antibiotics applied homogeneously in spatially structured communities 271 delay the extinction of the sensitive bacteria in comparison to non-structured environments (Fig   272   S2B ). However, antibiotics are more likely to be applied non-homogeneously when environments 273 are structured. The delayed extinction is more pronounced in these conditions leading to long term 274 coexistence between sensitive and resistance bacteria (Fig S3) . The effect of phage predation on 275 community dynamics is markedly different between well-mixed and spatially structured 276 environments because the latter decreases dispersion leading to "predation waves" that produce 277 spatial arrangements of dead cells akin to those observed in phage plaque assays (see Fig S4   278 and Video S1). Ultimately, spatial structure results in delayed extinction of phage susceptible cells
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( Fig 2E vs Fig 2B) . Similar to well-mixed environments, presence of antibiotics and phage in 280 spatially structured environments leads to a much slower extinction of antibiotic resistant bacteria 281 compared to environments with antibiotics but lacking phages ( Fig 2F vs Fig 2D) . However, the 282 presence of phages and antibiotics in spatially structured environments leads to a faster extinction 283 of antibiotic sensitive populations, compared to well mixed environments (Fig 2F vs 
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are co-inoculated with the bacteria at time 0. In C) and F), both selective regimes are applied, with antibiotics applied at the indicated 295 time and virulent phage co-inoculated with bacteria at time 0. In A), B) and C), the environment is homogeneous (well-mixed), as in 296 liquid culture. In D), E) and F), the environment is spatially structured. In D) and F) antibiotics are applied homogenously in the structured environment, and in E) and F) each of the 10 phage particles is initially placed randomly in the biofilm. The complete set of 298 parameters for these simulations is show in supplementary data.
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The introduction of mutations in the model, eventually reversing the susceptibility to antibiotics or 301 phages, tends to stabilize the bacterial populations (Fig S5A-B) . Nevertheless, some populations 302 still go extinct because of the loss of rare mutants by genetic drift or because no adaptive 303 mutations occurred in the time span. Under pressure of antibiotics and phages, double resistant 304 cells emerge only when the mutation rate is very high (Fig S5C) . The impact of the environmental 305 structure in the dynamics of predation (Fig 2) led us to analyze how it affects the emergence of 306 resistant lineages (Fig 3) . Whilst single resistant mutants increase in frequency slower in 307 structured environments (Fig S5D) , double mutants resistant to antibiotics and phage are much 308 more likely to emerge (Fig 3A-D) for intermediate rates of mutation (Fig 3E) . This is because in 309 structured environments, the rare mutants resistant to antibiotics benefit from the resources 310 available from neighboring dead cells and rise in frequency without contact with phages (that 311 diffuse less efficiently). This increases the span of time available for the acquisition of secondary 312 mutations conferring resistance to phages, especially if the initial number of phages is not very 313 high (Fig S6) . Hence, the acquisition of multiple adaptive mutations is more likely to occur in 314 structured environments. 
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The ability of bacteria to evolve resistance to phage might be futile if phage can also adapt 326 sufficiently fast to overcome these changes [44] . When we allowed bacteria and phage to evolve in our simulations (Fig S7A) , we observed co-evolutionary arms races similar to both theoretical 328 expectations [33] and experimental observations [45] . Spatially structured environments showed 329 slower co-evolution dynamics and higher variability between simulations than well-mixed ones
330
( Fig S7B) . Heterogeneous antibiotics added in structured environments further delayed the co-331 evolution dynamics (Fig S7C-D) , due to the death of a significant part of the bacterial population.
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Importantly, and as before (Fig 3) 
360
The advantage of lysogens in the colonization of an environment of resident sensitive bacteria
361
was recently demonstrated in the mouse gut and was suggested to depend on the initial ratio 362 between invaders and resident cells [29] . Indeed, our simulations considering different initial ratios 363 of invading lysogens versus resident non-lysogens showed that the latter were more likely to 364 survive as lysogens when more abundant in the beginning of the process (Fig S9) 
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and how it can impact the competition between different phages (Fig S10) . We recreated the 392 conditions for autotransduction within our model, by introducing two strains with similar initial 393 population sizes: a non-lysogenic strain resistant to antibiotics ("residents") and a strain of 394 lysogenic antibiotic sensitive "invaders" (Fig 5A) . After initial growth, antibiotics are applied in the 395 environment and, as in the experimental study [27] , the invaders survive because they acquire the 396 resistance gene by generalized transduction (Fig 5A-B) . The analysis of the bacterial genomes in 397 the simulations indicates multiple successive transduction events from the resident to the invader 398 cells (Fig 5C) . These events are random (i.e., transduction can transfer any part of bacterial DNA), but natural selection results in over-representation of those transferring antibiotic resistance genes. Overall, invaders lead residents to extinction in most simulations (62%), but sometimes infection, 70% increase in MSE), because they increase the reach and efficiency of infection by phage and, subsequently, the likelihood of generalized transduction (Fig 6C, Fig S11B) . In and Fig S11I for 
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are shown in Fig S11) . In the left y-axis, and as strip plot of grey dots, is the distribution of the frequency of the invader population in 439 all simulations. In the right y-axis, and as red dots and lines, is the median of this frequency across the simulations.
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To better understand the relationship between two of the most important parameters, generalized 442 transduction and probability of phage attachment, we explored their space of parameters at a 443 higher resolution than before (Fig 7A) , while fixing all other parameters. We found that a critical 444 combination of high adsorption efficiency (>1%) and high (between 0.01% and 80%) probability is frequently observed, the frequency of invaders can be influenced by both the probability of 466 adsorption and the probability of generalized transduction (Fig S13) . The different frequencies of 
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suppressed when we performed simulations without the generation of new lysogens (Fig S14A- 
D)
. This is experimentally corroborated with the observed release of phage particles from the 474 surviving resident clones at the end of the co-culture, when these are exposed to mitomycin C mechanism responsible for the coexistence between the two strains and validates the predictions 477 of the model.
Our simulations further suggest that structured environments (Fig S12A) provide an additional Fig S12B-C) . These high rates are biologically implausible for viable phages, but not for defective phages or for gene transfer agents [48] . Finally, extinctions of both strains were more frequent 482 when the probability of adsorption was high and transduction was low, suggesting that an inducible 483 phage that is highly infective but a poor transducer is more likely to lead to the collapse of both 484 the invaders and the antibiotic resistant populations. The likelihood of double extinctions is higher 485 in structured environments (Fig S12A, Fig S15 and Fig S16) or in the absence of lysogenization
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of the resident bacteria ( Fig S14E-F and Fig S17) . Our results suggest that ecological interactions 487 between strains invading communities of susceptible bacteria can be very diverse, depending on 488 the rates of infection, transduction, lysogenization and population structure. 
