INTRODUCTION
Qualitative properties of the solutions of first and higher order neutral delay differential equations, i.e., equations in which the highest order derivative of the unknown function appears both with and without delays, have been studied by several authors in recent years. For discussions of the existence and uniqueness of solutions and some applications of these equations, in addition to how the behavior of their solutions differs from the behavior of solutions of delay equations, the reader is referred to [l-19] .
In this paper we study asymptotic properties of the solutions of the second order nonlinear neutral delay differential equation (;RAEF, GRAMMATIKOPOULOS, AND SPIKES where P, Q: [I,, \w) + R are continuous with neither P nor Q identically zero on any half line [t, co ), Q(t) 3 0, t and G are nonnegative constants, ,f: R --t R is continuous, and uf(u) > 0 for u # 0. Recently results of this type have been obtained in for first and higher order neutral delay differential equations. However, most of these results are for the case when f(u) zz u and, except for some results in [9] , none of the previous work applies to equations of type (1) with Q(t) 3 0. Consequently, the results in this work are new and, in some instances, extend results for (1) when f(M)% u.
Throughout this paper we assume that every solution y(t) of (1) under consideration is continuable and nontrivial, i.e., v(t) is defined on [t,., co) for some t,,>te and sup{jy(t)j :t>t,}>O for every t,>t,. Such a solution is said to be oscillatory if its set of zeros is unbounded from above and is said to be nonoscillatory otherwise.
GROWTH OF NONOSCILLATORY SOLUTIONS
In this section we obtain upper bounds on the rate of growth of the nonoscillatory solutions of (1) when ! x Q(s)ds<cc (2) and f is sublinear in the sense that there exist positive constants i < 1, A, and B such that If(u)I 6-4 1~1' for In\ b B.
THEOREM 1. Let y(t) be a nonoscillatory solution qf (1) and suppose that (2), (3)?
and f'(u)>0 for all u#O (5) are satisfied. Then y(t) satisfies the following:
(a) For any constant E > 0, I y(t)1 d ct"(' ~ ') for all sufficiently large 1.
(b) If Ct "'I -')1/P(t) is bounded, then y(t) is bounded.
(c) zf[t"''-"']/P(t)+0 as t -+ 00, then y(t) -+ 0 as t + co.
Proof: There is a number t, > to such that y(t-z-a)#0 on [t,, co).
Suppose that y( t -z -a) > 0, for t > t i . Since z"(t) = Q(t) f( y( t -G)) b 0, then z'(t) is increasing which, together with (4), implies that z(t) = y(t) + P(t) y( t -T) is monotonic and positive on [t,, co). Thus there are two cases to consider.
Case I. If z'(t) 6 0 on [tl, co), then z(t) is bounded from above and hence ,v( t) is bounded since 0 < y(t) d z(t). Clearly (a)-(c) hold in this case.
Case II. If z'(t) is eventually positive, say z'(t) > 0 for t > t, 2 t, , then clearly z(t) + cc as t + 00 since z'(t) is increasing.
Hence by (3) there exists T> t2 such that f(z(t)) 6 AZ"(t) for t > T. Define W(t) = z'(t)/f(z(t)) for t > T; then
Now y(t-o)<z(t-o)<z(t), so (5) implies thatf(y(t-a))<f(z(t)) and therefore we have from (2) that sp [Q(s)f(y(so))/f(z(s))] ds< 00. Integrating (6) we obtain w(t) + j' Ws) f'(z(s)) ds = j' [Q(s) fMs -~)Vf(4~))1 ds + WV T T which implies that s cc
Thus W(t) approaches a finite limit as t --f co. Since f is increasing and z(t) + cc as t + co, then either f(z(t)) -+ cc or f(z(t)) -+ L, < co monotonically as t + 00. If the latter holds, an integration of (1) yields
contradicting f(z(t)) + cc as t + E. Thus, if f(z(t)) + cc as t -+ cc, then L, = 0. Hence for any given constant E > 0 there exists T, 3 T such that
and integrating we have
for t > Tz. The last inequality implies that ~'-~(t) <E'-'t for t 2 T, = max{T,, 2z*-
Clearly (a)-(c) follow from (8) since y(t) <z(t) and P(t) ~(t -z) <z(f). The argument when y(t) is eventually negative is similar and will be omitted. (9) hold. For each nonoscillatory solution y(t) of (l), we have the following: (a) (y(t)1 <b, t for some constant b, > 0 and all sufficiently large t. (b) If t/P(t) is bounded, then y(t) is bounded. (c) Zf t/P(t) +O as t + CD, then y(t) +O as t + co.
Proof. Let y(t) be a nonoscillatory solution of (1) . Note first that (9) implies (2), so all the hypotheses of Theorem 1 are satisfied. From the proof of Theorem 1 we have jz(t)( <t"('P"J and If(y(t-o))\ <If(z(t))l for all sufficiently large t. Thus, by (3) and (5), If(y(t -a))1 <.4t""-" and therefore (9) implies that 1" Q(s) )f(y(s-cr))l ds< co. Integrating (1) To illustrate Theorem 1 and Corollary 2, consider the following examples. In each example r = 1, e = 2, I is the quotient of odd positive integers such that 0 < /z < 1, and f(u) = u'. Therefore (3) and (5) are both satisfied.
The equation
where
and
has the unbounded nonoscillatory solution y,(t) = ln(cosh t") for every constant c1> 1. Note that for x=2 l/(t-2)2"< Q(t) <2"[eP'+4]/(t-2)*" and hence (2) is satisfied if and only if A> i. Thus (E, ) satisfies all the hypotheses of Theorem l(a) for CI = 2 and i< 1< 1. Furthermore, yi(t) < t2 < t*t(*'-"A' -') = t"(' ~ '). Note that Corollary 2(a) cannot be applied to (E,) with a = 2 and A> i since (9) is not satisfied. Moreover, yi(t) > t2/2 > b, t for every constant b, > 0.
Note that all the hypotheses of Corollary 2(a) are satisfied for 0 <A < 1 and that its conclusion holds with b, = 1.
For the equation
we have Thus (2) holds for 0 < A < 1 and [t"('~ ') ]/P(t) is bounded. Therefore we can conclude by Theorem l(b) that every nonoscillatory solution of (E2) is bounded. This conclusion cannot be obtained from either part (b) or part (c) of Corollary 2 when (,,,k-1)/2 <A< 1 since (9) is not satisfied. Neither can it be obtained from Theorem l(c) since [t"" -"'/P(t)] -+ 1 as t -+ cc. Observe that y*(t) = (t + 2) "(I Pi.) is a solution of (E,) satisfying y*(t) + 0 as t -+ x8. It is also interesting to observe that Corollary 2(c) does imply that y2(f) --$ 0 as t + co for 0 < A < (&-1)/2. The equation
satisfies all the hypotheses of Corollary 2(b) for 0 <A < 3 and has the bounded nonoscillatory solution y3( t) = (t + 1 )/t. This conclusion cannot be obtained from Theorem 1 (b), since [t"(' ~ "'/P(t)] -+ cg as t -+ ~ci. We can conclude from Theorem l(c) that all nonoscillatory solutions of converge to zero as t + cc for $ < A < 1 (in fact for all I in (0, 1)). Furthermore, Corollary 2(c) does not apply to (E4) for 1 in (3, 1) since (9) is not satisfied. On the other hand $ Cy(O+Wn(t-1)) y(t-111
satisfies all the hypotheses of Corollary 2(c) for 0 <A < i, but Theorem l(c) does not apply to (E,) since [ t"(' -')/P(t)] + co as t + co. Note that y4(t) = t-"(I -') is a solution of (E4) and y5(t) = l/in t is a solution of (E,).
Remark. It is interesting to observe that some type of restriction on the growth of Q is necessary in order to obtain the conclusion of Theorem 1. For example, the equation satisfies all the hypotheses of Theorem l(a) except (2) and has the nonoscillatory solution y(t) = e' which does not satisfy the conclusion of Theorem l(a). In this connection we point out that the present authors [6, Th. 31 obtained similar growth conditions for the solutions of (1) with Q(t) d 0 without imposing any conditions on the growth of Q(Z) nor condition (3) on f(u). We note that if we replace conditions (3) and (5) in the hypotheses of Theorem 1 by f bounded on R, then an easy modification of the proof of Theorem 1 shows that every nonoscillatory solution of (1) satisfies the stronger conclusion of Corollary 2.
FURTHER ASYMPTOTIC AND OSCILLATORY RESULTS
Here we will establish some oscillatory and asymptotic properties of the solutions of (1). In doing so, we will ask that f(u) is bounded away from zero if u is bounded away from zero (10) and s OrJ Q(s) ds = 0~.
We begin with a lemma.
LEMMA 3. Suppose that (10) and (11) hold and that there exists a constant P, ~0 such that P, 6 P(t)<O.
(a) If y(t) is an eventually positive solution of (l), then z'(t) is increasing and either lim z(t) = lim z'(t)= co, Proc$ Let y(t) be an eventually positive solution of (1). Then there exists t , 3 t, such that y( t -T -cr) > 0 for t >, r , . Note first that from (1) we havez"(t)=Q(r).f'(Y(t-a))>Ofor tbt,,soz'(t)isincreasingon [t,,co). Now suppose that there exists t, 3 t, such that z'(tZ) 2 0. Then there exists t3 > t, such that z'(t) > z'([~) > 0 for t > t3, and an integration shows that z(t) + a3 as t -+ co. Thus y(t) -+ co as t + 03 since y(t) > z(t). Integrating (1) we have z'(t) = z'(tj) + j"' Q(J) f(y(s -~1) ds I?
which, in view of (10) and (1 1 ), implies that z'(t) -+ cc as t --t CC and hence (13) holds. If z'(t) < 0 for t 2 t, , then z'(t) -+ L for some constant L 6 0. Integrating (1) over [It, A,], tat,, and then letting A, + CC yields
Thus we see that jp" Q(s) f(y(s -(T)) ds < ok and it follows from (10) and (11) that lim inf y( 1) = 0. (17) I-tX If L < 0, then z'(t) < L < 0 for t > t, which implies that P(t)y(t-T)<Z(t)<Z(t,)+L(t-t,)<L,t for some negative constant L, and all sufficiently large t. But the last inequality, together with (12), implies that y(t) -+ co as t + CC contradicting (17) . Hence we conclude that L = 0, i.e., z'(t) + 0 as t -+ co.
Next observe that if there exists t4 L t, such that z(tq) 6 0, then z(t) < z(T)<0 for t> T>t,, or
By (17) , there is an increasing sequence {t,} such that y(t, -T) -PO as n ---t co. This, together with (12) and the last inequality, implies that there exists N such that y( fN) < z( T)/2 < 0 contradicting y(t) > 0 on [t,, co). Thus we conclude that z(t) > 0 for t 2 ti, Since z(t) is decreasing, z(t) + 12 0. If 1> 0, then y(t) >, z(f) 2 1 contradicting (17). Thus (14) holds and (a) is proved. The proof of (b) is similar to the proof of (a) and will be omitted.
Remark. The conclusion of Lemma 3 is the best possible under its hypotheses. This is illustrated by the equation where a is any constant and y is the ratio of odd positive integers. First observe that y,(t) = 2eO" and y2(t) = -2ear are both nonoscillatory solutions of (E6) 18) or Y31 and a < 0.
Moreover, when (18) holds z,(t)=yr(t)-(e"'/2) yr(t-r)=e"' satisfies (13) and z2(t) = y2(t) -(e"'/2) y2(t-z) = -e"' satisfies (15); whereas z,(t) satisfies (14) and z2(t) satisfies (16) when (19) holds.
Remark. Results analogous to Lemma 3 were obtained in [6, Lemma l] for (l), where Q(f) < 0.
We are now ready to study the behavior of the solutions of (1). 
then every nonoscillatory solution y(t) of (1) satisfies 1 y(t)1 -+ co as t + co.
Proof
If y(t) is an eventually positive solution of (1) such that y(t) f* 00 as t -+ co, then (13) cannot hold since z(t) < y(t). Thus, by Lemma 3, (14) holds. Now choose t, > to so that y(t -r -a) > 0 for t > t, . Note that since Y(t) = z(t) -P(r) y(t - 7) d Z(f) -P, y(t - 7) we have for some positive constant K,. Now let E > 0 be given. Since 0 < -P, < 1 the series C,"=, (-P,)'t-, converges, so there exists a positive integer N, such that B,<e/3 for nbN,. Also, since I-P,+(-P,)'+ . ..+ (-P,)"< l/(1 + P,) and (14) implies z(t)--+0 as t--f co, there exists a positive integer N2 such that z(t +mz) < (1 + P,) 43 for n 2 N,, i.e., A, <s/3. Finally for any fixed t there exists a positive integer N3 so that (-P,)"'y(t)<~/3. Therefore for n>N=max{N,, N,,N,) we have y(t+n~)<s. Hence we have (for each fixed t) that ~~(r++nt)+O as II-+ CC which implies that y(t) -+ 0 as t + co. Therefore (a) is proved for y(t) eventually positive.
To prove (b) for the case y(t) > 0, we again assume y(t) ft CC as t + co. Then, as noted above, (14) holds. Moreover, from the proof of (14) we have (17) holding. But O<z(t)=y(t)+P(t) y(t-z)dy(t)-y(t-t), so y(t) > y(t -z) which contradicts (17) . This contradiction completes the proof for y(t) > 0. The proofs of (a) and (b) are similar for y(t) < 0.
Remark. Equation (EJ also illustrates Theorem 4. Note that if (18) holds, then (20) is satisfied if az < In 2 and in this case yl(t) = 2e" + CC and y*(t) = -2e"* -+ -CC as t + co. If (19) holds, then (20) is satisfied and both yl(t) and yz(t) converge to zero as t + co. However, a necessary condition for (21) to be satisfied for Eq. (E6) is that a > 0 which implies that y,(t) -+ co and y*(t) -+ -co as t--t co. (24) to s-07 THEOREM 5. Zf, in addition to (20) and (22)-(24), o > 0, then eoery nonoscillatory solution y(t) of (1) satisfies either ) y(t)/ + co or y(t) + 0 as t+cQ.
Proof: If y( t) is a nonoscillatory solution of (1 ), then there exists t, > to such that y( t -0 -z) # 0 and y( t -22) # 0 for t 2 t, . Suppose y(t) > 0 on [t,, co) and that y(t) does not tend to zero or increase without bound as t + co. Since z"(t) = Q(t) f (y(t -a)) 2 0, z'(t) is increasing and z(t) is monotonicon[t,,co).Nowify(t)+P(t)y(t-z)=z(t)dOfortBt,,then (20) implies y(t) < -PI y(t -T) so y(t + z) < -P, y(t). It then follows by induction that for each t > t, y(t+nr)d(-P,)" y(t) for every positive integer n. But the last inequality implies that y(t) + 0 as t + CE contradicting one of our initial assumptions on y(t). Thus we conclude that z(t) > 0 on [t, , co). Note also that if there exists tz > t, such that z'(t,) 3 0, then there exists t3 3 t, such that z'(t) 3 z'( t3) > 0 for t > t,. But this is impossible since the last inequality implies that y(t) 2 z(t) -+ CC as t -+ CC which is again contrary to our initial assumptions on y(t).
Therefore we have z(t) > 0 and z'(t) < 0 on [t, , x ). Integrating (1) we obtain
Multiplying the last inequality by l/'(z(t-a)) and then integrating we have (1) is either oscillatory or converges to zero as t --f m.
The next two results discuss the behavior of the unbounded solutions of (1) when P(t) either satisfies (20) or when there exists a constant P3 such that
THEOREM 7. rf (20) holds, then every unbounded solution y(t) of (1) is either oscillatory or satisfies (y(t)\ --, CC as t --f co.
Let y(t) be an unbounded solution of (1) that is eventually positive and let tr > to be such that y(t -z -CJ) > 0 for t b t,. Since .z"( t) > 0 on [t,, co), then z'(t) is increasing and hence z(t) is monotonic. It then follows that z(t)>0 on [t2, co) for some t2 2 t,. Otherwise, there exists t,>t, such that y(r)+P(t)y(t--)=z(t) <O for t>t, and (20) implies that y(t) d -P, y(t -T) < y(t -5).
But the last inequality implies that v(t) is bounded contradicting our initial assumption. Now z(t) is positive on [t2, co) and moreover z'(t) is eventually positive. Otherwise, z(t) is decreasing and hence is bounded from above, say 0 <z(t) < K2 for some constant K,. Therefore v(t) = z(t) -P(r) v( t -z) 6 K2 -P, ~(t -z). Since y(t) is unbounded, there is an increasing sequence {sn} such that s,, + co and ~(3,) + CC as n --f cc and Y(s,) 2 max,>< rGs,, y(t). We then have yts,) 6 -P, y(s, -z) + K, d -P, yts,) + K2 or (1 +f',) ~ts,)<K, for all n which is impossible in view of (20). Finally, observe that z'(t) increasing and eventually positive implies that z(t) -P cc as t + cc and hence y(t) -+ co as t + co since y(t) 2 z(t). This completes the proof when y(t) is eventually positive. The proof for y(t) < 0 is similar.
Remark. Note that if 0 <a < (In 2)/r, then (E6) satisfies all the hypotheses of Theorem 7 and has the nonoscillatory solutions v,(t) = +2e"' which all satisfy IyJt)j + co as t--f co. (1) is either oscillatory or satisfies 1 y(t)1 + cc as t -+ co.
Proof: Let y(t) be an eventually positive solution of (l), say y(t-r-a)>0 for t>t,>t,.
Then z(t)= y(t)+P(t)y(t-z)>O and z"(t)>0 for t> t,, so z'(t) is increasing and z(t) is monotonic on [t,, a).
If z'(t) is not eventually positive, then z'(t) < 0 for t > t,. Thus z(t) is bounded from above which contradicts the hypothesis that y(t) is unbounded. Therefore we conclude that eventually z'(t) > 0 which, together with the fact that z'(t) is increasing, implies that z(t) + co as t -+ co. Since z(t)<y(t)+P,y(t-z)<y(t)+P,z(t--)<P,z(t)+y(t), we have (1 -P3)z(t) Gy(t) which, in view of (25), implies y(t) -+ cc as t -+ co. The proof when y(t) is eventually negative is similar.
The equation $[y(t)+y(t-r),/2]-a2e3uu(l+2e"') y3(t-a)/2eU7eZa'=0 (E,) satisfies the hypotheses of Theorem 8 for any positive constants r and CJ and constant u # 0. Note that y(t) = P is a nonoscillatory solution of (ET) satisfying the conclusion of Theorem 8 for a>O. It is also interesting to observe that y(t) is a bounded solution of (E,) for CI < 0. Next we give sufficient conditions to ensure that all bounded solutions of ( 1) are oscillatory. 
.s there are constants P, and P, such that
for every positive constant c, then all bounded solutions of (1) are oscillatory.
ProoJ Suppose the conclusion of the theorem is false. Then (I) has a bounded solution y(t) such that / y(t -r -a)[ > 0 for t b t, > t,. If y( t -r -a) > 0 on [tr , co), then z"(t) > 0. Hence z'(t) is increasing and z(t) is monotonic on [tr , co).
We show first that z(t) is eventually negative. If there exists t2 3 t, such that z(t,)>O, then by (28)
It then follows by induction that y(t2 + nT) 2 ( -pJ y(td for each positive integer n. And so y(t2 + nr) + CC as n + co contradicting the boundedness of y(t). Therefore we conclude that z( t -r -a) < 0 for t 3 Ta tr -r -0 which implies that z'(t -T -CJ) < 0 on [T, co). We then have 0 > z(t) > P, y( t -T) from which it follows that y(t) > z(t + T)/Ps > 0. which, in view of (29), contradicts (27). The proof when y(t) < 0 is similar.
By restating the conclusion of part (b) of Theorem 4, we see that the conclusion of Theorem 9 is valid with (22) and (28) replaced by the slightly weaker conditions (10) and (21), condition (27) replaced by the stronger condition (ll), and (26) and (29) We conclude with another result for the bounded solutions of (1) (1) is either oscillatory or satisfies y(t) -+ 0 as t-+cO.
Prooj
Let y(t) be a bounded nonoscillatory solution of ( 1 ), say y(t) > 0 for t > t, 2 to. Then there exists t, 3 t, such that z(t) = y(t) + py( t -z) > 0, w(t)=z(t)+pz(t-r)>O, and y(t-2r-a) >0 for t>t2. For tat, we have w"(t) + pw"( t -z) -Q(t) ,f(w( t -cr)) 2 Q(t) fM-0)) + QQ(t -T)f(Y(t -5 -g)) -+ p2Q(t -22) f(y(t -2~ -0)) -Q(t) fMt -0)) -'@QW(y(t-r-+p* Q(t)fMt-2T-a)) 3 0.
NOW z"(t) b 0 so z'(t) is increasing and z(t) is monotonic. Hence if y(t) f, 0, z(t) t, 0 and so z(t) is bounded away from zero, say z(t) > I > 0 for t > t3 for some t3 > t2. It follows that w(t -a) 2 L > 0 for t 3 T for some T>, t3 and some L > 0. Thus there exists M > 0 such that f(w(t -a)) 2 M for t 3 T. We then have w"(t)+pw"(I.--)>MQ(t)
for t > T. Note next that z"(t) 3 0 also implies that w"(t) > 0, so w'(t) js increasing. Integrating (34) we obtain w'(t)-w'(T)+pw'(t-t)-pw'(T-2) 2 MS; Q(s) d s which shows that eventually w'(t) > 0. It then follows from the definition of w(t) and the fact that z'(t) is increasing that z'(t) is eventually positive and hence z(t) + co as t -+ 00. Thus lim sup, _ m y(t) = cc contradicting the fact that y(t) is bounded. Therefore y(l) + 0 as t --) 00 and the theorem is proved.
