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Social network analysis (SNA) is widely used to study multidisciplinary collaboration among 
healthcare professionals. Most of the earlier works have however relied on survey and observational 
data, which do not scale, and have been limited to only descriptive studies without providing insight 
on how to improve patient outcomes. However, since the widespread adoption of electronic health 
records (EHR) for care delivery, there has been progressively increasing interest in exploiting the 
rich collection of activity data that are captured in EHR systems. Ability to exploit EHR data has the 
potential to offer unprecedented capacity to study and improve multidisciplinary teams. 
Unfortunately, the methodologic approaches used so far have had significant limitations, which have 
hampered the realization of this promise.  
In this dissertation, I describe a novel, process-mining based methodologic approach for applying 
SNA to study multidisciplinary collaboration using metadata of clinical activities captured in EHR. 
First, I described the process of linking the EHR activity metadata to trauma registry data, which is 
rich in quality clinical and encounter data to produce a linked dataset that was used for the 
dissertation. Second, I described and applied the methodology to identify collaborative EHR usage 
patterns and correlated them to patient outcomes. I demonstrated that a more collaborative EHR 
usage pattern were associated with shorter emergency department length of stay, in the process, 
identifying meaningful insight that can be the focus of further research or intervention. And finally, I 
described and applied a modification of the methodology to identify and compare diurnal variations 
in collaborative care teams at various locations in the hospital. I demonstrated the presence of multi-
team systems and described how the composition and collaborative patterns of the multi-team 




This dissertation provides a promising new direction for harnessing EHR data, and in doing so, sets 
the stage for future studies. 
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Multidisciplinary collaboration involving various healthcare professionals (HCP) (e.g. physicians, 
nurses, physical therapists, social workers) is the mainstay of the delivery of modern healthcare as it 
enables the provision of holistic, well-coordinated, safe, and quality care [1]. Compared to 
management by independent care teams, management by collaborative multidisciplinary care teams  
has been shown to improve symptoms in patients with depression and anxiety [2], glycemic control 
in patients with diabetes [3], overall health in patients with multiple chronic conditions [4], and in 
reducing mortality among severely injured trauma patients [5]. Effective multidisciplinary care teams 
are however not commonplace [6-9], and identifying ways to improve the organization and function 
of multidisciplinary care teams is a prominent research area. 
Social network analysis (SNA) is widely used to study collaboration among healthcare professionals 
[10-12]. SNA facilitates the understanding of the complex collaboration patterns that is typical in 
healthcare settings by providing a way to represent the members of a multidisciplinary care team and 
to explore the relationships among them. Previous studies that employed SNA to study 
collaboration among healthcare professionals were typically accomplished using either survey or 
observational data [13]. However, these data sources are limited in that they are labor-intensive to 
collect and are not scalable [14], and have difficulty in capturing the intricate details of collaboration 
within healthcare facilities [15]. 
In the past five years, with the pervasive adoption of electronic health record (EHR) systems for 




behind this is that the EHR is a longitudinal record of care that implicitly or explicitly captures 
collaboration among HCPs [17-21], and the ability to harness this data offers a scalable approach to 
evaluate multidisciplinary collaboration over larger populations and time periods than feasible 
through surveys or direct observation. This includes efforts to identify collaborative care teams [15, 
17-20], and quantify patterns of collaboration that are associated with positive outcomes [22-24]. 
The common goal of these efforts is to gain new insights that may enhance collaborative work and 
consequently improve patient outcomes. Most of these efforts, however, have been mostly 
descriptive, have important methodologic limitations (e.g. failure to address temporality, coarse 
representation of healthcare professionals), and have not offered meaningful insight into how to 
improve multidisciplinary collaboration in order to improve patient outcomes. 
The aims of this dissertation are to describe a novel methodologic approach for applying SNA to 
study multidisciplinary collaboration using EHR data, and to demonstrate that meaningful insights 
can be obtained from EHR data to improve multidisciplinary collaboration.  
This dissertation is divided into three research papers: 
1. Linking electronic health record and trauma registry data: Assessing the value of 
probabilistic linkage. 
In this paper, I described the process of linking EHR and trauma registry data at the institutional 
level to obtain the linked dataset that was used for subsequent work in this dissertation. Specific 
questions addressed in the paper are: 
I. What combination of available variables is best for linking EHR to registry data via 
deterministic linkage? 





2. Evaluating multidisciplinary collaboration in pediatric trauma care using EHR data. 
In this paper, I identified collaborative EHR usage patterns among healthcare professionals and 
determined how the identified patterns are related to patient outcomes adjusted for patient and 
encounter characteristics. The specific question addressed in this paper is: “Are collaborative EHR usage 
patterns related to patient outcomes?” The working hypothesis was that “collaborative EHR usage patterns data 
are related to patient outcomes”. 
3. Examining diurnal differences in collaborative care teams at a pediatric trauma center 
using EHR data. 
In this paper, I identified and described diurnal differences in composition and organization of 
collaborative care teams at various care locations at a Level I pediatric trauma center. The specific 
question addressed was: “What are the diurnal differences in the composition and patterns of collaboration 
among collaborative care teams?” 
 
Relevance of this dissertation 
This dissertation introduces a new methodologic approach for applying SNA to study 
multidisciplinary collaboration using EHR data. This new methodology addresses several of the 
limitations of prior approaches. This research effort also demonstrates that meaningful insights that 
can be used to identify opportunities for improving multidisciplinary collaboration or to direct and 
focus future research efforts can be obtained from EHR data. Overall, this dissertation provides a 
promising new direction for harnessing EHR data to study and improve multidisciplinary care teams, 







2.1 Multidisciplinary collaboration 
Due to the rapid explosion of medical knowledge and the proliferation of specialties, the delivery of 
healthcare has transitioned from an era in which a single doctor could provide comprehensive care 
to an era in which HCPs from different disciplines are required to collaborate to provide holistic, 
safe and quality care to patients [25]. Also called interdisciplinary collaboration [26], the term 
multidisciplinary collaboration can be explained by its constituent words: multidisciplinary means 
that healthcare professionals from two or more disciplines are involved in care delivery [27, 28], 
while collaboration refer to the “planned or spontaneous engagements that take place between 
individuals or teams of individuals, whether in-person or mediated by technology, where 
information is exchanged in some way (either explicitly, i.e. verbally or written, or implicitly, i.e. 
through shared understanding of gestures, emotions, etc.), and often occur across different roles (i.e. 
physician and nurse) to deliver patient care” [29]. There are two aspects to multidisciplinary 
collaboration: the composition of the multidisciplinary care team (i.e. team structure) and the nature 
of the relationships among constituent members (i.e. team dynamics) [30, 31]. 
The outcomes of patients managed by multidisciplinary care teams have been shown to be superior 
to the outcomes of patients managed otherwise for various health conditions [2-5].  Management by 
multidisciplinary care teams provided better control of symptoms in patients with depression and 
anxiety [2], resulted in better glycemic control in patients with diabetes [3], improved overall health 




trauma patients [5]. Nevertheless, effective multidisciplinary care teams are not commonplace [32]. 
There is the tendency for HCPs to function in silos, focusing solely on their unique aspect of care, 
giving rise to in fragmented and un-coordinated care, and collaboration breakdown, which is a threat 
to patient safety and quality care [33, 34]. Consequently, finding ways to assess and subsequently 
improve collaboration among members of the multidisciplinary care team members is crucial.  
 
2.2 Social network analysis of healthcare professionals 
Social network analysis (SNA) is a quantitative methodology that is widely used to study collaboration 
among healthcare professionals [10-13]. SNA provides a way to represent and understand the complex 
interactions among members of a multidisciplinary care team. The intricacies of SNA are described in 
details by Knoke and Yang [35] and Wasserman and Faust [36]. The application of SNA to study 
collaboration among healthcare professionals has had two important limitations. First, most of the 
studies have been descriptive, describing network structures. These studies have mostly did not 
explore the relationship of network structures to patient outcomes and failed to offer insight into how 
network structures can be improved or can be leveraged to improve patient outcomes [10, 12, 13]. 
Chambers and colleagues [13], in their systematic review, concluded that there is “an absence of 
evidence to demonstrate that using SNA can enable intelligent targeting of key relationships and 
collaborations to facilitate better uptake and utilization of knowledge”. Recently, Bae and colleagues 
[10], in another systematic review, also concluded that studies were descriptive and provided no 
suggestions of interventions to improve network structures in order to improve patient outcomes [10]. 
Second, most of the studies employed survey or observational data, which are labor intensive to collect 
and do not scale [14], and are limited in their ability to capture the intricate details of collaboration in 




With the ubiquitous adoption of EHR for care delivery, there has been increasing interest in the 
exploitation of routinely collected EHR data to study multidisciplinary collaboration [16]. This is partly 
stemming from the fact that the EHR is a longitudinal record of care that either explicitly or implicitly 
captures interactions among healthcare professionals caring for patients. In addition, ability to exploit 
the EHR data offers an unprecedented and scalable opportunity to study multidisciplinary 
collaboration among healthcare professionals over larger populations and time periods and to a greater 
extent than feasible through surveys or direct observation. Consequently, there has been efforts to 
identify collaborative care teams [15, 17-20], and quantify patterns of collaboration that are associated 
with positive outcomes [22-24] using EHR data. The common goal of these efforts is to gain new 
insight that may enhance collaborative work and consequently improve patient outcomes. 
One of the earliest efforts to use EHR data for SNA was by Gray and colleagues [20], who 
developed a platform called the “Digital Crumb Investigator” that employed EHR access logs to 
characterize the structure of care teams in a bid to identify ways of improving patient outcomes. The 
platform was used to study the structure of nursing handoffs in the neonatal intensive care unit at 
their institution and their relationship to family satisfaction [19]. They were able to develop a novel 
metric: Mean Repeat Caregiver Interval that provided a valid and valuable way of measuring care 
continuity at their institution. 
Another notable SNA effort was by Soulakis and colleagues [15], who visualized collaborative EHR 
usage for hospitalized patients with congestive heart failure. They constructed a provider-patient 
network by making the assumption that a time-stamped access and updates of a patient's EHR record 
reflected a provider-patient interaction. The authors then created a second provider-provider network 
by considering shared patient record access by different providers as provider-provider interaction. 




of individual patients and obtained descriptive network statistics for the modularity of provider 
interactions and provider cliques. They concluded that further research may lead to how record-access 
can be used to strategically guide care coordination for patients with congestive heart failure. In a 
follow-up study, Carson and colleagues [23], using EHR data from emergency department, and patient 
satisfaction as an outcome variable, construct a social network and calculated a novel metric, the 
Shared Positive Outcome Ratios (SPOR) that quantified the concentration of positive outcomes 
between a "pair" of healthcare providers over a set of shared patient encounters [23]. 
In another study, Chen and colleagues investigated whether it was possible to identify patient care 
teams from EHR data [17]. They developed a data-mining framework that employed latent topic-
modeling and social network analysis to infer patterns of collaborative care teams, which were 
assessed for plausibility by clinicians. They identified 34 care teams across their institution out of 
which 27 were considered plausible by clinicians. They concluded that collaborative care teams can 
be mined from EHR data. In a follow-up study, Chen and colleagues employed spectral co-
clustering to infer patterns of interactions of healthcare professionals from EHR access log data and 
correlated the identified interactions patterns to hospital length of stay of trauma patients adjusted 
for patient and encounter characteristics [22]. They identified three distinct interaction patterns. The 
pattern with the greater degree of collaboration was associated with shorter hospital stay suggesting 
that greater collaboration resulted in shorter hospital stays. However, they did not identify causative 
factors that could be the target of an intervention or provide insight on how to improve 
collaboration among HCPs. 
Lastly, Conca and colleagues conducted a study to understand patterns of collaboration between 
physician, nurses and dietician that care for patients with diabetes mellitus [24]. They employed 




patterns that differed in the care team composition and degree of participation by each team 
member. The collaboration pattern in which physicians, nurses and dietitians participated in a 
balanced manner correlated with higher proportions of patients with acceptable glycemic control 
suggesting that effective multidisciplinary collaboration resulted in improved patient outcomes. 
However, a major limitation of their study was that their assessment was limited to collaboration 
among just three healthcare professionals involved in the care of diabetic patients. In addition, they 
did not control for patient factors such as severity of the condition and the presence of co-
morbidities. 
 
2.3 Limitations of prior studies 
Four important limitations were identified from the review of prior studies:  
1. Use of EHR access log data: Most of the previous studies have employed data from EHR 
access logs, which all certified EHRs are required to maintain in order to be compliant with the 
Health Insurance Portability and Accountability Act (HIPAA) [37, 38]. All accesses of patients’ 
records including time of access, data element accessed, identity of actor, and type action 
performed are captured in EHR access logs with the aim of providing an immutable event trail 
to facilitate security audits [39, 40]. However, a simple access of a patient’s record does not 
necessarily imply being on the patient’s care team [41]. For example, inadvertent patient record 
access. In addition, a single patient record access may spawn multiple records in the access log, 
which makes analysis of EHR access logs difficult [17, 22]. Furthermore access logs are known 
to have considerable data quality issues that sometimes limit their usefulness [42]. These factors 




2. Limited representation of HCPs: Previous studies have represented HCPs in a coarse or 
incomplete manner that is not reflective of reality, and this limits the ability to discern 
interactions among HCPs. For example, Gray and colleagues [20] categorized HCPs into five 
coarse groups: attending physicians, nursing professionals, medical trainees (e.g. fellows, 
residents and medical students), other clinicians (e.g. physical therapist, respiratory therapist), 
and administrative staff. Such coarse and arbitrary groupings implicitly equates the roles and 
responsibilities of healthcare professionals within each group, hence the nature and manner of 
their interactions, which is not in concordance with actual clinical practice. Conca and colleagues 
[24], on the other hand, limited their evaluation to physicians, nurses and dietitians when many 
more HCPs are typically involved in care of a patient with diabetes. Furthermore, they made no 
attempt to distinguish the different types of physicians (e.g. nephrologists, cardiologists) that 
were involved with the patients. Representation of HCPs in a fashion that is close to actual 
clinical practice is likely to lead to increased ability to discern the way HCPs collaborate. 
3. Failure to address temporality: EHRs are used to capture longitudinal record of care, 
consequently, in order to appropriately utilize EHR data for assessing collaboration among 
healthcare professionals, the temporal nature of the data must be considered. However, this has 
not been the case with many of the previous studies. Past studies have not addressed temporality 
and have assumed that all healthcare professionals were collaborating with one another, 
regardless of time, which does not reflect actual clinical reality. For example, within a two-day 
hospital stay, it is likely that different healthcare professionals will be involved at different stages 
of care and at different locations in the hospital. Chen and colleagues [22] and Soulakis and 
Colleagues [15] cited the lack of consideration of temporal relationships and the inability to take 
length of stay into account as a limitation of their studies, respectively. Prior studies have shown 




[43], and addressing temporality in network construction can lead to more reflective and 
interpretable patterns.  
4. Inability to relate network structures to patient outcomes and identify opportunities for 
improvement: As revealed by systematic reviews of studies on SNA among HCPs [10, 12, 13], 
most of the published studies have been descriptive and unable to use SNA findings to improve 
care or direct future efforts. Although, recent studies by Chen and colleagues [22], and Conca 
and colleagues [24], have attempted to relate network structures to patient outcomes, they fell 
short of identifying opportunities to improve care or to direct focus for further investigations 
that could lead to improvement in patient outcomes. 
 
2.4 Contributions of this dissertation 
This dissertation introduces a novel methodologic approach that addresses the identified limitations 
of previous studies. The methodology uses an alternative EHR data type that is of higher quality, 
more consistent and closely reflects actual clinical care team composition. In addition, healthcare 
professionals are represented at a granular level that mimics clinical reality while considering the 
temporal nature of their involvement in patient care. Most importantly, the methodology enables the 











3.1 Study context 
This dissertation was conducted as part of a larger project titled: “Care Transition and Teamwork in 
Pediatric Trauma: Implications for Health Information Technology Design” [44]. The parent project 
is an Agency of Healthcare Research and Quality (AHRQ) funded 5 year R01 study at three Level I 
pediatric trauma centers in the United States: Johns Hopkins Children’s Center, Baltimore, Maryland; 
University of Wisconsin-American Family Children’s Hospital, Madison, Wisconsin; and Johns 
Hopkins All Children’s Hospital, St. Petersburg, Florida. The overall goal of the parent project is to 
design the next generation health information technology (HIT) systems that would more effectively 
support cognitive teamwork around care transitions of pediatric trauma patients to and from the 
pediatric ICU (PICU). The specific aims of this project are: (1) Describe the cognitive teamwork 
involved in care transitions of pediatric trauma patients; (2) Develop and test design requirements for 
future health IT that supports cognitive teamwork for enhancing safety, quality, and family-
centeredness of care. The parent study employs both qualitative and quantitative methods and 
provided a unique opportunity for this dissertation. This dissertation was conducted at the Johns 
Hopkins Children's Center (JHCC), which is a Level I pediatric trauma center in the state of Maryland 
that manages about a 1000 pediatric trauma patients every year.  
Unintentional injury is the leading cause of morbidity and mortality in children in the United States 
(US) [45, 46]. The Center for Disease Control (CDC) calls pediatric trauma one of "the most under-




are evaluated and treated in emergency departments for traumatic injuries resulting in about 225,000 
admissions and approximately 10,000 deaths [48]. Children who survive trauma face the lifelong 
possibility of living with disability [49]. The economic costs of pediatric trauma is estimated to top 
$200 billion annually [48]. Appropriate care of pediatric trauma patients is essential in order to achieve 
good outcomes [49]. Pediatric trauma care is inherently multidisciplinary as pediatric trauma patients 
typically sustain multiple injuries requiring specialized care by various health care professionals that 
must coordinate care in order to achieve good outcomes [50, 51]. Consequently, it provides a suitable 
population and context for this dissertation.  
 
3.2 Methodologic overview 
3.2.1 EHR data 
This study employed the metadata reflecting actual clinical activities that were performed by 
healthcare professionals and captured in the EHR. For example, when an order is placed, a 
corresponding record containing details of the order is captured in the EHR. The collected metadata  
include data fields such as the encounter ID, the timestamp when the order was placed, the ID and 
generic role (e.g., attending, resident) of the HCP that placed the order, and the care location where 
the order was placed. The metadata of five different clinical activities that constitute the majority of 
direct patient care activities captured in the EHR were collected. These included notes (45 different 
types), procedures orders, medication orders, medication administration records, and flowsheet 
entries. The data fields obtained for each clinical activity type are listed in Table 3.1. Results data 
generated in response to these orders, such as laboratory results, and imaging reports, were deemed 





Table 3.1. EHR metadata collected and the data fields available for each metadata. 










Encounter ID Yes Yes Yes Yes Yes 
Timestamp Yes Yes Yes Yes Yes 
HCP ID Yes Yes Yes Yes Yes 
HCP Role Yes Yes Yes Yes Yes 
HCP Service Yes No No No No 
Care location No Yes Yes Yes No 
Activity description Yes Yes Yes Yes Yes 
 
3.2.2 Representation of healthcare professionals 
In real-life clinical practice, collaboration among healthcare professionals are determined by 
“functional roles” they occupy and multiple individuals can occupy these functional roles at the 
same or different times [52]. To mirror reality, HCPs were represented at the level of functional 
roles. To this end, HCPs were categorized in two broad types: 
1. Unit based HCPs: These are HCPs that work in well-defined and largely fixed units, such as 
ED or PICU, where they take care of patients. Examples include nurses, social workers, and 
respiratory therapists. 
2. Non-unit based or specialty based HCPs: These are HCPs that take care of patients 
irrespective of the units. These HCPs tend to be specialty based (e.g. neurosurgery, plastic 




The steps taken to identify functional roles for unit-based and specialty-based services are given in 
Figure 3.1. For unit-based HCPs, a patient encounter timeline was obtained for each patient and the 
frequency distribution of the care locations (unit) where each HCP performed activities across all 
patient encounters were obtained. The mode (i.e., location where the HCP performed most of the 
activities) of the frequency distribution was taken as the unit of the HCP. For specialty based 
services, the service of each identified attendings was first identified by taking the mode of the 
frequency distribution of the service information in the notes metadata. If the service could not be 
identified due to missing service information in the notes, chart review and institution provider 
directory lookup were conducted. Next, attendings' service information was used to obtain the 
services of nurse practitioners and fellows by taking the mode of the frequency distribution of the 
services of the attendings that co-signed the notes that nurse practitioners and fellows authored. As 
residents frequently rotated though various services as part of their training, it was assumed that the 
service was variable. Consequently, the service of residents was obtained on an encounter basis by 
taking the service of the resident for that particular encounter as the service of the attending that co-






Figure 3.1. Determination of service information for healthcare professionals. 
3.2.3 Addressing temporal nature of EHR data 
Temporality was addressed by taking a process mining approach. Process mining is a field of data 
science that “aims to discover knowledge from process logs in order to discover, monitor and improve 
real processes” [53-56]. Process mining  is an emerging research field that focuses on providing 
evidence-based process analytic techniques and tools for effective process management [54]. Process 
mining techniques make use of the data in event logs to carry out detailed analysis on the behavior of 
operational processes [57]. It has been applied by many organizations across many various fields 
including banking, insurance, government, education and transportation [54-56, 58, 59]. Process 
mining is used for process discovery, conformance checking, and process enhancement [60]. Process 
mining supports four analytical perspectives; control-flow, organization, time and case perspective 
[56]. 
This dissertation focuses on the organizational perspective. The organizational perspective involves 




human, play in process enactment [61], and supports the derivation of social networks from event 
logs [62]. An event log is the starting point of process mining [63]. An event log is a collection of 
activities, with each activity representing a well-defined step in a particular process. Each activity is 
also related to a case (i.e. an instance of the process), and is usually associated with a timestamp when 
the activity occurred. All events belonging to a case are ordered chronologically and this sequence of 
events represent as an instance of the process. Well-defined “metrics” that are based on the sequence 
of events can be used to define relationships between actors associated with activities in an event log 
to derive social networks [62]. 
 
3.2.4 Correlating with patient outcomes and deriving insight 
The methodology employs two approaches to enable the correlation of network structures with 
patient outcomes: 
1. Use of clinical data from trauma registry: In addition to the EHR, data were obtained from 
the Johns Hopkins pediatric trauma registry. Every trauma center is required to maintain a 
trauma registry. Trauma registries are rich in clinical data that are well-defined, carefully 
abstracted and validated, with stable semantics. Data fields obtained from the trauma registry 
included key outcome variables such as ED, PICU and hospital LOS. Although LOS data can 
obtained from admission, discharge, and transfer (ADT) data, LOS data was obtained from the 
trauma registry because it is more accurately captured. ADT-based data may overestimate the 
LOS because medical records are usually started for patients prior to arrival in order to facilitate 
prompt care. Data fields such as age, gender, trauma activation, origin, mode of arrival, injury 
type, injury severity score, Glasgow Coma Scale (GCS) were also obtained. These data fields are 




2. Patient-centered approach: Multidisciplinary collaboration was evaluated in a patient-centered 
fashion rather than a cohort-centric fashion. This allowed for the ability to classify collaboration 
patterns associated with patient encounters and identify characteristics of collaboration patterns 
and encounters that were correlated with positive patient outcomes.  
 
3.3 Overview of subsequent chapters 
The next three chapters are manuscripts authored and submitted to peer-reviewed journals as part of 
this dissertation. Each manuscript builds on the preceding manuscript and details a specific aspect of 
this dissertation. Chapter 4, describes the process of linking the EHR and trauma registry data to 
obtain the linked/merged dataset that was used to enable subsequent chapters. The chapter 
describes the context, challenges, and the approach taken to enable the linkage. Chapter 5 describes 
the process of representing patient-centered multidisciplinary collaboration as network structures of 
EHR utilizations patterns, correlated the network structures to patient outcomes, and generated 
insights that can be the focus of further investigative efforts. Chapter 6 investigates the presence of 
multi-team system structures by comparing collaborative care team composition and collaboration 












Linking Electronic Health Record and 


















Background: Electronic health record (EHR) systems contain large volumes of novel heterogeneous 
data that can be linked to trauma registry data in order to enable innovative research not possible with 
either data source alone.  
Objective: To describe an approach for linking electronically extracted EHR data to trauma registry 
data at the institutional level, and, assess the value of probabilistic linkage.  
Methods: Encounter data were independently obtained from the EHR data warehouse (n = 1,632) 
and the pediatric trauma registry (n = 1,829) at a Level I pediatric trauma center. Deterministic linkage 
was attempted using nine different combinations of medical record number (MRN), encounter ID 
(visit ID), age, gender, and emergency department (ED) arrival date. True matches from the best 
performing variable combination were used to create a gold standard, which was used to evaluate the 
performance of each variable combination, and to train a probabilistic algorithm that was separately 
used to link records unmatched by deterministic linkage and the entire cohort. Additional records that 
matched probabilistically were investigated via chart review and compared against records that 
matched deterministically.   
Results: Deterministic linkage with exact matching on any three of MRN, encounter ID, age, gender, 
and ED arrival date gave the best yield of 1,276 true matches while an additional probabilistic linkage 
step following deterministic linkage yielded 110 true matches. These records contained a significantly 
higher number of boys compared to records that matched deterministically and etiology was 
attributable to mismatch between MRNs in the two datasets. Probabilistic linkage of the entire cohort 




Conclusion: The combination of deterministic and an additional probabilistic methods represents a 
robust approach to linking EHR data to trauma registry data. This approach may be generalizable to 
studies involving other registries and databases. 




















The trauma registry has been a driving force behind trauma care improvement over the past decades 
[64, 65]. The widespread adoption of electronic health record (EHR) systems however, has created 
large volumes of heterogeneous clinical data, structured (e.g. problem list, care team) and unstructured 
(e.g. radiology reports), that are not captured in trauma registries. These novel data types, when used 
in combination with trauma registry data, can enable innovative research to improve trauma care. 
Unfortunately, as with other registries, trauma registries are poorly interfaced with EHR systems, 
which poses an obstacle to leveraging both data sources [66, 67]. 
Trauma researchers have often combined EHRs and trauma registry data via manual chart reviews 
using unique identifiers obtained from the trauma registry. However, this approach is not feasible for 
obtaining large volumes of heterogeneous data from EHRs. In addition, many institutions have 
switched EHR vendors [68]; meaning some legacy EHR data may be unavailable in operational EHR 
systems, or the legacy EHR systems may be unavailable for chart review [69, 70]. Alternatively, data 
could be electronically extracted from EHR systems via structured queries and then computationally 
linked to registry data. This approach is scalable, flexible, inexpensive [71, 72], and produces an EHR 
extract that is, at a minimum, of equal quality to that obtained from chart review. Furthermore, the 
latter approach can be superior to chart review in case ascertainment [71]. 
Records can be computationally linked using two common approaches: (1) Deterministically, which 
usually involves exact or approximate matching on data such as medical record number (MRN) and 
patient demographics [73, 74]; and, (2)  Probabilistically, which involves comparing records over the 
set of available and common data in order to determine the likelihood that any two records from the 
compared datasets are for the same entity [73-75]. The accuracy of deterministic linkage depends on 




less than desirable [76], which can result in linkage errors (i.e. missed matches or wrong matches) that 
can bias studies based on the linked dataset [77]. Although the performance of probabilistic linkage 
depends on the discriminative power of available data, it is often more reliable given the common low 
quality data in healthcare [76], and is often used to supplement deterministic linkage, particularly in 
the presence of limited patient identifiers [74]. 
To the extent of our knowledge, published studies [78, 79] on linking trauma registry to other 
independent databases within the same institution have relied on deterministic linkage.  Probabilistic 
linkage has not been attempted, even when a significant number of records were unmatched. 
Moreover, as most patient identifiers and demographic information that are often used for 
deterministic linkage are protected health information (PHI) [37], and are increasingly not available to 
researchers due to privacy concerns [80, 81],  it is often unclear which combination of available 
variables will perform best deterministically and if there is a role for probabilistic linkage.  
 
Objectives 
The primary objective of this study is to describe a process for linking electronically extracted EHR 
data to trauma registry data at the institutional level. The secondary objective is to assess the value of 
probabilistic linkage by determining (1) if it provides better performance over deterministic linkage 
when used as the single linkage method; and (2) if it provides additional improvement in performance 









Johns Hopkins Children’s Center (JHCC) is a Level I pediatric trauma center in Baltimore, Maryland 
that receives approximately 1,000 pediatric trauma patients in its emergency department (ED) 
annually. Incoming patients are triaged to one of four trauma activation levels: Alpha, Bravo, Consult 
and ED Response that determine the composition of the multidisciplinary trauma team assigned to 
these patients. Alpha is triggered for severely injured patients with life-threatening injuries while Bravo 
is initiated for moderate-to-severely injured patients without life-threatening injuries. Consult is 
activated for three types of patients: inter-facility transfers of relatively unstable patients that require 
a modified trauma team activation (i.e. Critical Trauma Transfers); inter-facility transfers of relatively 
stable patients that do not require trauma team activation (i.e. Regular Trauma Transfer); and stable 
patients received directly in the ED that require non-urgent trauma team review. ED Response is 
activated for patients with minor injury that can be managed alone by ED providers.  
Due to the nature of traumatic injuries and limitations of existing systems for pre-hospital notification, 
incoming trauma patients frequently remain unidentified during the initial in-hospital trauma care 
period. JHCC follows a common workflow for working with such patients. Following trauma 
activation, a medical record is started using an alias name (e.g. John Doe, Jane Doe) in order to enable 
pre-arrival preparation and facilitate prompt treatment on arrival. During in-hospital care, once patient 
identity is verified, an attempt is made to determine if the patient has an existing medical record. If a 
medical record is found, the index encounter record is merged into the existing medical record either 
when the patient transitions between care locations or sometime after hospital discharge. Following 




the older record. If no previously existing medical record is found, the alias record is updated with 
patient details and becomes the official record for the patient, along with the associated MRN. 
 
Data sources 
Electronic health record system 
Prior to August 2014, the EHR in the ED was the Allscripts HealthMatics ED (HMED) and the EHR 
in the inpatient settings was the Allscripts Sunrise Clinical Manager (SCM). In August 2014, the ED 
transitioned to Epic and in July 2016, the inpatient settings transitioned to Epic as well. During and 
post-EHR transition, MRNs, which uniquely identifies a patient, were kept backward-compatible 
between the old and new EHR systems; however, encounter IDs (EID), also known as visit ID, which 
uniquely identifies a patient encounter, were not. HMED and SCM are no longer available for chart 
review due to operational reasons. All EHR data were extracted from Epic data warehouse (i.e. Epic 
Clarity database), which is managed by a center within the institution that is also responsible for 
providing access to the data for research purposes. Data is typically provided to researchers as “limited 
datasets” that do not contain PHI. However, MRN and EID are sometimes provided to enable fixing 
of data quality issues via chart review. 
 
Pediatric trauma registry 
The pediatric trauma registry has been in operation since 1992 and it is managed by the pediatric 
trauma program. Currently, two full-time employees are responsible for concurrent data entry (i.e. 
data collection and entry while patient is still admitted [82]) and data validation. The inclusion criteria 




[83]. All data are manually abstracted from various sources that include the institution’s paging system, 
the state’s ambulance records system, the operational EHR, and a manually maintained spreadsheet 
for tracking patients. Prior to August 2014, ED-related EHR data were abstracted from HMED while 
inpatient-related EHR data were abstracted from SCM. During EHR transition (between August 2014 
and June 2016), however, ED-related data were captured from Epic while inpatient-related EHR data 
(including EID) were captured from SCM. Since July 2016, all EHR data are abstracted from Epic. 
 
Study population and cohort selection 
The linkage was conducted at the patient encounter level, thus independent encounters for the same 
patient were treated as separate encounters. All encounters from September 1, 2014 through 
December 31, 2017 that involved a true trauma team activation was our desired cohort. This translated 
to encounters with a trauma activation of Alpha, Bravo or Critical Trauma Transfer. We collected 
records of these trauma activations from the trauma registry. However, some unknown number of 
encounters with trauma activation of Regular Trauma Transfer were included as they could not be 
reliably distinguished from Critical Trauma Transfer encounters. To obtain EHR dataset, The data 
warehouse was queried for encounters involving pediatric patients (0 – 18 years) that had a trauma 
activation documented in their ED care timeline, a chief complaint containing case-insensitive 
“trauma” or a trauma activation (e.g. Alpha), or had documentation of primary or secondary survey 
of trauma resuscitation. From this master EHR dataset, records of the desired trauma activations were 
selected. However, records with missing trauma activation were included to prevent premature 
exclusions based on missing data. By restricting both the EHR and registry datasets to be as close as 
possible to the desired cohort, we perform a form of blocking on trauma activation in order to increase 





Three types of variables were available in both datasets: 
1. Direct identifiers, which included MRN and EID. Since linkage was at the level of patient 
encounter, MRNs did not necessarily uniquely identified patients due to possibility of multiple 
encounters for the same patient and the possibility of mismatch between MRNs in the datasets 
due to the workflow for working with unidentified patients. Although EIDs should uniquely 
identify patients, however, due to EHR transition, EIDs are not consistent captured across 
the study period. In addition, due to the data entry errors, multiple duplicated values were 
noted in the trauma registry dataset on inspection. 
2. Indirect identifiers: Patient age (in years) and gender (male or female). 
3. Clinical data: Trauma activation, mode of arrival, ED attending name, ED disposition, hospital 
disposition, and four timestamps (ED arrival, ED discharge, first operating room (OR) 
admission (if any), and hospital discharge).  
 
Deterministic linkage 
Nine different combinations of MRN, EID, age, gender, and ED arrival date that were informed by 
the literature, clinical context, and available data were tested and these combinations are listed in Table 
4.1. Records from each dataset were classified as a match if they matched in a one-to-one fashion with 
the other dataset. When MRN or EID was used in isolation during a step of the matching process, 
de-duplication (removal of all duplicated values, which was done programmatically) of both the EHR 
and registry datasets was performed prior to completing the linkage as the presence of duplicated 
values for these identifiers did not meet the one-to-one matching criteria. However when MRN or 




additional requirement of matching on other variables that reduces the potential for false matches. 
Exact matching was required on age and ED arrival date wherever they were used as trials of 
approximate matching resulted in poorer performance. 
Table 4.1. The nine variable combinations that were used for deterministic linkage. 
No Variable combination Alias 
1 De-duplicated MRN MRN 
2 De-duplicated EID EID 
3 Two-step linkage using de-duplicated MRN in the first step and 
de-duplicated EID in the second step. 
MRN-then-EID 
4 Two-step linkage using de-duplicated EID in the first step and 
de-duplicated EID in the second step. 
EID-then-MRN 
5 Single-step linkage using MRN and EID  MRN-and-EID 
6 Age, gender, and ED arrival date (match all) AGED 
7 MRN, age, gender, and ED arrival date (match any 3) MRN-AGED 
8 EID, age, gender, and ED arrival date (match any 3) EID-AGED 
9 MRN, EID, age, gender, and ED arrival date  
(match any 3) 
MRN-EID-AGED 
 
Preliminary manual review of the greatest number of matches generated by deterministic linkage was 
conducted by AD and GSD via comparison of variables to identify discrepant values and flag records 
for chart review, which was conducted by AD. False matches were identified and excluded to create 




were subsequently evaluated against the gold standard records and the sensitivity (recall) and positive 
predictive value (precision) of each variable combination were obtained. 
 
Probabilistic linkage 
Probabilistic linkage was first described by Newcombe [84, 85] and formalized by Fellegi and Sunter 
[86]. It involves comparing records in one dataset against records in another dataset. For every pair of 
records that are compared, a match weight, which is an estimation of the likelihood that the two 
records belong to the same entity based on agreement or disagreement over the set of compared 
variables, is calculated. The calculation of the match weight depends on the estimation of two 
conditional probabilities for each linking variable: 
1. m probability: The probability of agreement given that both records belong to the same 
encounter. This probability depends on the quality of the data. 
2. u probability: The probability of agreement given that both records do not belong to the 
same encounter. This can be approximated by the probability of chance agreement or 
calculated based on the frequency distribution of values. 
Using the m and u conditional probabilities, the weight of agreement, given as log2 (m/u), and the weight 
of disagreement, given as log2 ((1 – m)/ (1 – u)) is calculated for each linking variable. The match weight 
is obtained as the sum of the weights of agreement and disagreement across all linking variables. 
Records belonging to the same entity will agree on many variables and have large positive match 
weights. Records for different encounters will disagree on many variables and have large negative 
match weights. The distribution of the match weights gives a characteristic bimodal distribution with 
a large peak consisting of non-matching comparison pairs and a smaller peak consisting of matching 




indeterminate for human review, and non-matches, a single threshold match weight can be determined 
for this distribution above which comparison pairs are considered as matches and below which they 
are considered as non-matches. This approach obviates the need for human review [87]. 
To determine a single threshold, an initial threshold match weight can be obtained by a method 
elaborated by Cook et al. [88] that uses the Odds form of Bayes Theorem: Posterior Odds (initial threshold) 
= Prior Odds x Likelihood Ratio. The prior odds can be estimated using: log2 (E / ((NA X NB) – E)) where 
NA is the size of records in dataset A, NB is the size of records in dataset B, and E is the expected 
(guessed or approximated) number of matches. The likelihood ratio of a match can be calculated as 
log2 (P/ (1- P)), where P is the desired positive predictive value (PPV) of linkage quality. The 
multiplication of the prior odds and likelihood ratio gives the initial threshold match weight that can 
be calibrated as needed. A higher threshold match weight will maximize specificity and give fewer 
number of total matches, fewer number of false matches, and more number of missed matches while 
a lower threshold match weight will maximize sensitivity and give a larger number of true positive 
matches but more false positives matches. The selection of an appropriate threshold is a decision that 
is informed by the needs of the study [73]. 
 
Data preprocessing 
The mode of arrival, ED disposition, and hospital disposition used a slightly different definition in the 
EHR compared to the trauma registry. The values of these variables were mapped to the National 
Trauma Data Standard (NTDS) [89] definitions for the variables. Mapping of registry values was 
enabled using the definitions in the Maryland Trauma Registry Data Dictionary for Pediatric Patients 
[83], while mapping of EHR values was decided by LP, who is the head of the trauma registry team, 




Training the probabilistic linkage algorithm 
The proportion of EHR records that matched deterministically, DP, was calculated and taken as the 
estimate of the true proportion of matches in the entire cohort. False matches were generated in the 
gold standard records by intentionally mismatching randomly selected matched records to create a 
development dataset containing true matches and false matches in the estimated proportion DP. This 
development dataset was randomly divided into a training dataset (70%) and validation dataset (30%). 
The training dataset was used to obtain m and u probabilities; u probabilities were calculated based on 
the frequency distribution of values for each variable. Twelve variables including initial trauma 
activation, age, gender, ED admission date, mode of arrival, ED provider, ED length of stay (LOS), 
ED disposition, hospital LOS, hospital disposition and time-to-first-OR admission were used for 
linking. Agreement for time-based variables (e.g. ED LOS) was taken as approximate matching within 




We employ a single-threshold approach with maximization of specificity. The initial threshold match 
weight was obtained using DP to estimate the prior odds of a match and using a PPV of 99% to 
estimate the likelihood ratio. This initial threshold match weight was finely calibrated to a final 
threshold match weight that gave a false positive match rate of 1 in 400. The training process was 
repeated 100 times by randomly selecting 90% of the training dataset and the median final threshold 
weight across all iterations was obtained as the threshold match weight. Using this threshold, the 
algorithm was ran against the out-of-sample, novel, validation dataset to confirm reproducibility of 




review of matched records by guaranteeing the desired performance on test data. Blocking was not 
employed by the algorithm at any stage. 
 
Deploying the probabilistic algorithm 
The probabilistic algorithm was ran against the unmatched records from deterministic linkage, and 
against the entire cohort, separately. Chart review of additional records matched by probabilistic 
linkage was conducted by AD. Registry review of EHR records unmatched after probabilistic linkage 
was conducted by LP. 
 
Statistical analysis 
Descriptive analyses were performed for the demographic, injury, and encounter characteristics of the 
records in both datasets. We compared EHR data to registry data, and records linked deterministically 
to the records linked probabilistically following deterministic linakge, using Wilcoxon-Ranksum tests 
and Pearson’s Chi-Square tests to examine differences between interval and categorical variables, 
respectively. An alpha of <0.05 determined to be statistical significance. Analyses were performed in 
Stata 13 [90]. 
 
Ethical Considerations 
The use of both EHR and registry data for research was approved by the institution review board of 






There were 1,829 and 1,632 records in the registry and EHR dataset, respectively. In the registry 
dataset, there were 7 (0.4%) and 51 (2.8%) missing trauma activation and injury severity score (ISS) 
values, respectively, while in the EHR dataset, there were 16 (1.0%) and 395 (24.2%) missing gender 
and initial trauma activation values, respectively. The two datasets were significantly different in the 
trauma activation, median time-to-first-OR, and median ICU LOS, which reflected the inexactness of 
cohort determination (Table 4.2). 
Table 4.2. Comparison of characteristics of encounters in the two datasets 
Variable Registry 
N = 1829 
HER 
N = 1632 
Age (years), median (IQR) 7 (2 – 12) 7.5 (3 – 12)  
Gender, n (%) 
        Male 





1, 042 (64.5) 
574 (35.5) 
Initial trauma level, n (%) * 
        Alpha 
        Bravo 









ED LOS (minutes), median (IQR) 247 (163.5 – 349) 251 (167 – 356) 
ICU LOS (days), median (IQR)* 2 (1 – 3) 2 (1 – 4)  
Time-to-first-OR (hours), median (IQR)* 9 (2 – 19)  14.5 (4 – 60) 




ED: Emergency Department; LOS: Length of stay; ICU: Intensive Care Unit; OR: Operating room. 
* Statistically significant at 0.05. 
 
Deterministic matching 
As shown in Table 4.3, the greatest performance was offered by linking on any 3 of MRN, EID, age, 
gender and ED arrival date, which matched 1,279 records. Chart review of these matches revealed 
three false matches, which were excluded to create a gold standard containing 1,276 true matches. 
Against the gold standard, all variable combinations had 100% PPV but different sensitivities, which 
are given in Table 4.3.  
Table 4.3. Performance of the various combinations of variables attempted for deterministic linkage 





















1279 (70.0) 352 (21.5) 1,276 100.0 
2 MRN-AGED 1278 (69.9) 353 (21.6) 1,275 99.9 
3 MRN-then-EID 1245 (68.1) 387 (23.7) 1,149 90.0 
4 AGED 1234 (67.5) 398 (24.4) 1,229 96.3 




6 EID-then-MRN 1231 (67.3) 401 (24.6) 1,140 89.3 
7 MRN 1090 (59.6) 542 (33.2) 1,007 78.9 
8 EID 630 (34.4) 1002 (61.4) 586 45.9 




The median final threshold match weight on the training dataset was 19.1 (probability = 0.95). At this 
threshold, the probabilistic algorithm had a sensitivity of 99.0%, specificity of 98.7%, PPV of 99.7% 
and negative predictive value of 96.4% against the validation dataset, and matched an additional 120 
records left over from deterministic linkage. The distribution of match weights on the left over records 
from deterministic linkage is given in Figure 4.1. Chart review of the matched records revealed 10 
false positive matches, which puts the production PPV of the algorithm at 91.7%. The true positive 
matches included encounters involving patients that had a previously existing medical record (with a 
different MRN) prior to the trauma encounter. Compared to records that matched deterministically, 
the probabilistically matched records contained a statistically significant higher proportions of boys (p 
= 0.005) (Table 4.4). Against the entire cohort, the algorithm matched 1,375 records out of which 12 





Figure 4.1. Frequency distribution of match weights showing the characteristics bimodal distribution 
and cutoff threshold at 19.1. 
Table 4.4. Comparison of deterministically and probabilistically matched records. 
Variable Deterministically linked 
N = 1276 
Probabilistically 
linked 
N = 110 
Age (years), median (IQR) 7 (3 – 12) 9 (2 – 13)  
Sex, n (%) * 
        Male 







Trauma activation, n (%) 








        Bravo 





GCS, median (IQR) 15 (15 – 15) 15 (15 – 15)  
Injury type, n (%) 
        Blunt 
        Penetrating 
        Others 
 







ISS, median (IQR) 4 (1 – 9) 4 (1 – 9) 
ED LOS (mins), median (IQR) 240 (155 – 336.5) 248 (148 – 350) 
ICU LOS (days), median (IQR) 2 (1 – 4) 2 (1 – 7) 
Hospital LOS (days), median (IQR) 1 (1 – 2) 1 (1 – 3) 
GCS = Glasgow Coma Scale; ISS = Injury Severity Score; LOS = Length of Stay; ED: Emergency 
Department; ICU: Intensive Care Unit. * Statistically significant at 0.05. 
Deterministic linkage followed by probabilistic linkage offered the greatest number of true matches at 
1,386 records (84.9% of EHR and 75.8% of registry records) leaving 246 (15.1%) EHR and 443 
(24.2%) registry records unmatched, respectively. Of the 246 unmatched EHR records, 78 existed in 
the trauma registry. Based on registry data, 6 of these records categorically met the inclusion criteria 
for this study and did not match (known missed matches). Of the 168 EHR records that did not exist 
in the trauma registry, 83 were not pediatric trauma cases (falsely included in the EHR extract), 64 
were either cases of burns and were captured in the burn registry, or trauma cases that did not meet 
the criteria for inclusion in trauma registry, 4 records were pediatric trauma cases that existed in the 
registry with a different MRN (missed matches), while 17 records were pediatric trauma cases that met 





EHR systems contain large volumes of data that exist mostly as narrative text, which are difficult to 
accurately and reliably extract [91]. In addition, the semantics of the captured data changes when 
EHR systems changes [92]. In contrast, registries contain well-defined structured data with fairly 
stable semantics that have been carefully abstracted, collected and validated. Utilizing data from both 
sources can enable innovative research that is either not previously possible or difficult to conduct 
appropriately using either data source alone [66]. To this end, we linked electronically extracted EHR 
data to trauma registry data of the same cohort at a Level I pediatric trauma center and created a 
linked dataset that will enable further studies that will take advantage of the collective data from 
both data sources.  
The findings of this study are applicable to other projects using registries and EHR systems as these 
data sources lack interoperable interfaces thus requiring record linkage whenever data from both 
data sources is needed. In trauma care, such endeavor is frequently undertaken to assess data quality 
in trauma registries [93], and linkage to EHR system data is often desired by trauma registrars [94]. 
This study provides insight into possible problems researchers at other institutions may face when 
trying to computationally link electronically extracted EHR data to registry data and approaches to 
consider.  
In this study, most of the matched records matched deterministically due to availability of unique 
identifiers and identifying information. Exact matching on any three of MRN, EID, age, gender and 
ED arrival date provided the best performance matching with 1,276 (92.1%) records, and was only 
better than any three of MRN, age, gender and ED arrival date by one record, which is a suitable 
alternative. The combination of age, gender and ED arrival date matched 45 fewer records than the 




reasonable performance of deterministic linkage is possible. Deterministic linkage using unique 
identifiers performed poorly. The poor performance of EID is explainable by the presence of 
discrepant EIDs in the two datasets due to the EHR transition. However, MRNs, which were 
maintained across EHR transition, matched only 1090 (78.5%) records. Linking using both EID and 
MRN, which should ideally be the gold standard, matched just 474 (34.1%) records, the fewest of 
any combinations. This reflected the potentiation of the limitations of using either MRN or EID 
alone. However, using these identifiers sequentially (i.e. one after another separately; not as a 
combination), in any order, gave decent performances that were only different by 14 records. 
Probabilistic linkage following deterministic linkage yielded an additional 110 (7.9%) true matches. 
This additional yield of matches is important in obtaining a desired sample size and ensuring that 
records are not unintentionally and systematically excluded, which may lead to bias. For example, in 
this study, compared to the records that matched deterministically, probabilistically matched records 
had a statistically significant higher number of boys. If only records that matched deterministically 
were used for subsequent studies, it is possible the results may reflect an underestimation of the 
male gender. Interestingly, the PPV of the probabilistic linkage algorithm on the unmatched records 
from deterministic linkage was lower than calibrated. However, the PPV against the entire cohort 
was close to desired. This suggested that the matched records from the left over from deterministic 
linage were of lower data quality compared to other records in the cohort, which is one likely reason 
why the records did not match deterministically. In addition, review of these records showed 
mismatches of that they were often for encounters involving patients that had pre-existing medical 
records but were initially managed as unidentified. This finding suggests that many retired MRNs 
were captured in the registry, which explains the low performance of deterministic linkage using 




Up to 299 or 21.4% of MRNs in the matched dataset were mismatches (difference between total 
records that matched and records that matched using MRN alone). This finding is an unintended 
consequence of the workflow for enabling care of unidentified patients with concurrent registry data 
capture. Alias-based workflows are the norm in trauma care, and ED-based care delivery in general. 
Many trauma centers operate variants of the workflow we described [95-98]. Concurrent data entry 
is the recommended approach for capturing trauma registry data [99] and the MRN is one of the 
earliest data elements to be captured. As demonstrated in this study, the capture of retired MRNs 
impacts the ability to easily link trauma registry data to the EHR records using deterministic linkage. 
In addition, it may impact the ability to accurately determine or validate readmissions within the 
trauma registry [100], or the ability to link the trauma registry to other databases maintained by 
departments within the same institution. One way to address this is to notify trauma registrars to 
update registry MRN with the older MRN whenever a record merger occurs, or to add MRNs to the 
list of data elements trauma registrars routinely validate. 
There are a number of limitations to this study. First, this was a single site study and some context at 
other institutions may be different such that the findings in this paper may not hold at other 
institutions. Nevertheless, the descriptions in this study will be useful. Second, we were liberal in 
determining our cohorts in order to increase the yield of matches. It is possible that the results 
obtained may be different with better defined cohorts. In addition, by blocking on the trauma 
activation during cohort selection, it is possible we might have inadvertently omitted desired records 
that, due to data entry errors, had undesired trauma activations. Third, the availability of demographic 
data, such as patient name and date of birth, could have resulted in better deterministic linkage 
performance. However, as institutional review boards continue to tighten rules regarding the release 
of identifying information, the need for probabilistic linkage will likely increase. Finally, we were 




those that matched probabilistically. It is possible that these two groups of patients may have other 
clinically-important statistically significant differences. 
 
Conclusion 
Transitions from one EHR to another, the use of tentative identifiers and concurrent registry data 
capture have the potential to create inconsistencies between identifying information in trauma 
registries and EHR systems within the same institution. Linking electronically extracted EHR data to 
trauma registry data is best accomplished using a combination of deterministic and probabilistic 
linkages. A single probabilistic linkage of entire cohort is a preferable alternative over deterministic 
linkage. Researchers should anticipate the need for probabilistic linkage when planning to use data 
from an EHR and registry that lack interoperable interfaces and prepare their research design and 
analysis accordingly. 
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Evaluation of Multidisciplinary Collaboration 



















Objectives: To identify collaborative electronic health record (EHR) usage patterns for pediatric 
trauma patients, determine how the usage patterns are related to patient outcomes, and identify 
factors that are predictive of these usage patterns. 
Materials and Methods: A process mining-based network analysis was applied to EHR metadata 
and trauma registry data for a cohort of pediatric trauma patients with minor injuries at a Level I 
pediatric trauma center. The EHR metadata were processed into an event log that was segmented 
based on gaps in the temporal continuity of events. A usage pattern was constructed for each 
encounter by creating edges among functional roles that were captured within the same event log 
segment. These patterns were classified into groups using graph kernel and unsupervised spectral 
clustering methods. Demographics, clinical and network characteristics, and emergency department 
(ED) length of stay (LOS) of the groups were compared. 
Results: Three distinct usage patterns that differed by network density were discovered; fully 
connected (clique), partially connected, and disconnected (isolated). Compared to the fully 
connected pattern, encounters with the partially connected pattern had an adjusted median ED LOS 
that was significantly longer (242.6 vs 295.2 minutes), more frequently seen among day shift arrivals, 
and involved otolaryngology and ophthalmology services, and child life specialists. 
Discussion: The clique-like usage pattern was associated with decreased ED LOS for pediatric 
trauma patients with minor injuries suggesting greater degree of collaboration resulted in shorter 
stay.  
Conclusion: Further investigation to understand and address causal factors can lead to 
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BACKGROUND AND SIGNIFICANCE 
Unintentional injury is the leading cause of morbidity and mortality among children in the United 
States. In 2016, over 7.3 million cases of non-fatal injuries and over 11,000 fatal injuries were 
recorded among children less than 18 years [45, 46]. The annual cost of these injuries to the U.S. 
economy is estimated to be at least $50 billion in direct medical spending [101]. Delivery of optimal 
pediatric trauma care is important in improving clinical outcomes and containing costs [102]. 
Pediatric trauma care is multidisciplinary involving various healthcare professionals (HCP) that 
coordinate across time and care location [102]. Patients arriving at the emergency departments (ED) 
of trauma centers are met by multidisciplinary trauma teams that provide life-saving resuscitation, 
stabilization, and definitive treatment. The presence of a trauma team has been shown to reduce 
time to diagnostic procedures (e.g. CT scanning), time to operating room (OR), ED length-of-stay 
(LOS) and preventable deaths in severely injured children [103], and the incidence of delayed 
diagnoses of injury [104], by improving the coordination of care [103]. Nevertheless, gaps in care 
delivery are common, particularly for patients with multiple injuries requiring care from multiple 
specialty services [105-107]. Individual specialties tend to operate in silos, and transitions between 
care teams are often fraught with disruptions [108]. In addition, the unique needs of children, such 
as access to allied HCPs (e.g. social worker, chaplain), are often not met [108, 109].  
Improving multidisciplinary collaboration is contingent on ability to identify opportunities for 
improvement. Social network analysis is widely used to evaluate collaboration among HCPs [10-13]. 
With the widespread adoption of electronic health record (EHR) systems in care delivery, there has 
been efforts to assess collaboration by exploiting routinely captured EHR data [16], as it offers a 
scalable approach to evaluate multidisciplinary collaboration over larger populations and time 




collaborative care teams [15, 17-20], and quantify patterns of collaboration that are associated with 
positive outcomes [22-24]. The common goal of these efforts is to gain new insight that may 
enhance collaborative work and consequently improve patient outcomes. In this study, we extend 
this area of research by employing social network analysis to investigate multidisciplinary 
collaboration in pediatric trauma care. Specifically, we set out to characterize collaborative EHR 
usage patterns [15], understand predictive factors, and to determine how these usage patterns relate 

















MATERIALS AND METHODS 
Study setting 
The Johns Hopkins Children’s Center (JHCC) is an accredited Level-I pediatric trauma center in 
Maryland. JHCC receives approximately 1,000 pediatric trauma patients annually from Maryland and 
surrounding region. Incoming patients are triaged to a trauma activation level that determines the 
composition of the trauma team that receives patients in the pediatric ED (PED) trauma bay. Alpha 
activation occurs for children with severe and potentially life-threatening injuries such as airway 
problems. It mobilizes staff, from the pediatric intensive care unit (PICU), general pediatrics surgery 
(GPS) service, and ancillary support staff (e.g. chaplain, social worker) to the ED. Bravo activation 
occurs for children with less critical injuries mobilizing clinicians from the ED and the GPS service. 
Relatively stable patients activate a “Consult” for GPS service, which includes patient transfers from 
other facilities, while patients with very minor injuries that can be handled solely by ED staff prompt 
an ED response. Specialty services such as neurosurgery and orthopedic surgery are consulted as 
needed. Following resuscitation, patients not requiring inpatient care are moved from the trauma bay 
to the main PED area where they are assigned a bed and a care team. The care team is responsible 
for coordinating care among all managing services to ensure timely discharge. 
 
Study population 
The unit of analysis was the patient encounter; different encounters for the same patients were 
treated as independent. Pediatric trauma encounters received in the ED from October 1, 2016 
through December 31, 2017 that were triaged to either alpha or bravo, and ended in direct discharge 
from the ED without any inpatient care (OR, floor or PICU admission), were included. This cohort 




needs may differ, this cohort is bounded by a common care goal of discharge within four hours of 
ED arrival [112], and can be considered as homogeneous. 
 
Data sources 
Data were independently obtained from the EHR data warehouse (i.e. the Epic Clarity database) and 
the pediatric trauma registry. The pediatric trauma registry is maintained by the pediatric trauma 
program and the inclusion criteria and data fields are defined in the Maryland State Trauma Registry 
Dictionary Pediatric Trauma Patients [83]. From the trauma registry, we obtained demographic and 
encounter data including age, gender, trauma activation level (alpha, or bravo), patient origin (scene 
of injury or transfer), injury type (blunt, penetrating or others), Glasgow Coma Scale (GCS) score, 
injury severity score (ISS), and ED LOS. From the EHR we collected the metadata of captured 
clinical activities including notes (45 different types, except radiology reports), procedure orders, 
medication orders, flowsheet entries, and medication administration entries. For each EHR metadata 
type, we collected the encounter identifier, the activity timestamp, and the unique identifier, the 
generic role(s) (e.g. attending, resident), and service (notes only) of the HCP that performed the 
activity. The trauma registry and EHR data were linked by a record linkage process with high 
sensitivity and specificity (Durojaiye et al., unpublished). The Johns Hopkins Medicine Institutional 
Review Board approved the study (# IRB00076900). 
 
Process mining 
We employed a process mining approach – a data science approach that “aims to discover, monitor 




supports the analyses of different perspectives of processes including organizational perspective, 
which deals with understanding relationships among actors involved in the execution of processes 
[61], and is the perspective on interest in this study. The starting point for process mining is an event 
log, which contains a collection of events. Each event represents a discrete activity (e.g. note writing) 
in a given process (e.g. clinical care), performed by an actor (e.g. ED resident), and relates to a case 
(e.g. patient encounter). Each event is timestamped (e.g., medication administered at 10/16/2010 
06:52) allowing all events for a patient encounter to be ordered chronologically [55]. Social networks 
can be constructed from the event log by applying one of four “metrics” to define relationships 
between actors [62]. 
 
Identification of functional roles 
In clinical care, collaboration among individuals is determined by “functional roles” (e.g. ED nurse, 
neurosurgery resident, PICU fellow). Multiple individuals may occupy these functional roles at the 
same or different times but perform the duties of that functional role [52]. Consequently, we 
considered collaboration at the level of functional roles rather than at the level of individuals. In 
determining functional roles, we identified the service (e.g. orthopedic service, ophthalmology 
service) to which each identified HCP belonged. This service could be unit-based (e.g. ED, PICU, or 
general care floor) or a non-unit/specialty-based service that operates across various care locations 
(e.g. GPS service, physical therapy). The service information was prepended to the HCPs’ generic 
role (e.g. resident, attending) to obtain the functional role defined in our analyses. 
The services of attendings, fellows, physician assistants, and specialty-based nurse practitioners, 
which are largely fixed, were determined from their notes. When the service could not be identified 




residents, which changes frequently as they rotate through various services as part of their training, 
were determined on an encounter basis based on the service of the attending that co-signed the 
patient notes they authored. 
 
Generation of event log 
We randomly assigned a case ID to each encounter and normalized all timestamps by replacing them 
with time (in minutes) from ED arrival (time zero). The different EHR metadata were processed 
into an event log consisting of the randomly-assigned case ID, the normalized time, the activity type, 
the unique ID and functional role of the HCP. Simultaneous events were generated from notes, 
procedure orders and medication orders that involved multiple HCPs. As notes were typically 
signed-off late after they were started, we considered the note’s creation time as the note’s 
completion time. Activities performed by student roles (e.g. nursing student, medical student) were 
excluded as student roles are not directly responsible for patient care. Activities with missing data 
and activities that were initiated by the EHR system or by individuals whose services could not be 
determined were excluded. Activities that were registered before ED arrival were also excluded. 
 
Network representation 
We defined relationships (i.e. edges) between functional roles (i.e. nodes) based on the “working 
together” metric [62]. The working together metric counts how frequently two actors (i.e. functional 
roles) work together on same cases. We selected the working together metric because it has been 
shown to be useful in understanding relationships among a large set of actors in unstructured 




temporal distance between actors. For example, Actor A could be involved with a patient in the ED 
in the morning and Actor B could be involved the same patient in the evening without ever directly 
working together (or having the opportunity) because of no temporal overlap between actors. The 
classic working together metric credits both actors A and B as working together.  
In this study, we distinguish this by defining the “working closely together” metric to account for 
temporal distance between actors. In operationalizing this metric, we considered the shift rotation as 
the unit of clinical work and collaboration. We assumed that functional roles that were involved in 
the care of a patient during a shift had the opportunity of working together while functional roles 
that were captured in the EHR within a similar time interval during the same shift were likely 
“working closely together”. This translates to functional roles that were jointly involved in 
completing the same tasks such as placing orders or functional roles that were completing disparate 
tasks at the same time. 
To implement “working closely together”, we obtained the normalized timeline from ED arrival to 
ED discharge for each encounter, divided the timeline into shift rotations (morning: 7am – 7pm, 
night: 7pm – 7am) numbered 0 (arrival shift) to N (discharge shift), and labeled the events in the 
event log with the corresponding shift number. Events within each shift were further partitioned 
into segments representing “collaborative sessions” based on “natural breaks” (significant time gaps 
between consecutive events) in the temporal continuity of events. We assume a natural break to be a 
minimum of 30 minutes between consecutive events in the event log in order to accommodate for 
lag between occurrence of activities in real-life and registration in the EHR. The Jenks Natural Break 
Optimization algorithm [115] was used to determine the optimal break interval for each shift from 
between 30 to 120 minutes in 5 minutes increments. The Jenks optimization objective is to minimize 




all pairwise combinations of identified functional roles within each event log segment. Unique edges 
across all event log segments and all shifts were obtained as the usage pattern. The overview of the 
entire process is depicted in Figure 5.1. 
 
Figure 5.1. Summary of the methodological approach to network representation. Each colored 
circle represents a unique functional role. 
 
Network visualization and analysis 
We used the igraph 1.1.2 package [116] in R 3.4.0 [117] to create and visualize the usage patterns. 
From each usage pattern, we obtained basic networks metrics including node count (total number of 
functional roles involved), edge count (total number of relationships between functional roles), 
network density (proportion of present relationships between functional roles relative to maximum 
number of relationships possible) and average degree (the average number of relationship per 





Usage pattern classification 
We compared usage patterns using the connected graphlet algorithm described by Shervashidze et 
al. [118] that is provided in the graphkernels 1.4 R package [119] and obtained a similarity matrix of 
the usage patterns. The connected graphlet algorithm measures similarity between two graphs 
(networks) by comparing the distribution of graphlets (sub-networks) within the two networks 
rather than node and edge labels, and has been shown to give competitive performance on unlabeled 
networks [118]. Using the kernlab 0.9.25 R package [120], we applied spectral clustering [121] on the 
similarity matrix and classified the usage patterns into groups. Spectral clustering performs 
dimensionality reduction on the eigenvalues of a similarity matrix before clustering using k-means 
clustering. Spectral clustering was selected because it has been shown to generally out-perform older 
clustering algorithms [121]. Spectral clustering requires the specification of the optimal number of 
clusters and the Eigengap heuristic [121] and the elbow method [122] were used to determine the 
optimal number of clusters.  
 
Statistical analysis 
We obtained descriptive statistics of the demographic, encounter, network and service composition 
characteristics of each pattern group and examined for differences using Kruskal-Wallis test [123] 
and Fisher’s exact tests for interval and categorical variables, respectively. Statistical significance was 
set at <0.05. When a statistical significance test was obtained, post-hoc tests were conducted using 
adjusted p-values to identify the specific groups/levels where the difference existed. The ED LOS 
was log transformed and normality was confirmed with the Shapiro Wilk’s test. Multivariate linear 
regression was used to obtain ED LOS adjusted for patient and encounter variables. Analysis was 





There were 249 encounters in the cohort and the demographic and encounter characteristics of the 
cohort is summarized in Table 5.1. The majority of the patients were boys (n = 164; 65.9%) and the 
median age was 9 years. Almost all (n = 247; 99.2%) of the encounters were bravo traumas and 
almost all (n = 238; 95.8%) suffered blunt injury. Both weekday (Monday – Friday) arrivals and day 
shift (7:00Am – 6:59PM) arrivals accounted for 180 (72.3%) of encounters. 
Table 5.1. Demographic and encounter characteristics of the cohort. 
Variable Value (N = 249) 
Age (years), median (IQR) 9 (4 – 12) 
Male gender, n (%) 164 (65.9) 
Weekday arrivals, n (%) 180 (72.3) 
Day shift arrivals, n (%) 180 (72.3) 
Bravo trauma activation, n (%) 247 (99.2) 
Blunt injury, n (%) 238 (95.8) 
ISS, median (IQR) 2 (2 – 5) 
GCS, median (IQR) 15 (15 – 15) 
ED LOS (mins), median (IQR)  265 (202 – 344) 
 ED: Emergency Department; ISS: Injury Severity Score; GCS: Glasgow Coma Scale; LOS: Length 
of stay; IQR: Interquartile range. 
The initial event log contained 67,889 events. Exclusions included 1,518 (2.2%) pre-ED arrival 
events were excluded and 39 events because of inability to determine the HCP functional role. There 
were 66,332 events in the final event log with flowsheet entries accounting for 59,077 (89.1%) as 




common functional roles are shown in Figure 5.3.  The ED’s nurse, attending, and resident were 
captured in 249 (100.0%), 246 (98.8) and 230 (92.4%) of encounters, respectively. 
 





Figure 5.3. The top 20 functional roles involved across all encounters. ED: Emergency 
Department; GPS: General Pediatric Surgery; RN: Registered Nurse; AT: Attending; R: Resident; 
Rad_Tech: Radiology Technician; F:Fellow; NP: Nurse Practitioner; RN_Tech: Nurse Technician; 
SW: Social Worker; Peds: Pediatrics; Ortho: Orthopedics; ENT: Ear, Nose, and Throat 
(Otolaryngology); PA: Physician Assistant. 
 
Usage patterns 
Spectral clustering (Eigengap heuristics and elbow method) suggested the presence of three clusters 
as seen in Figure 5.4. Consequently, three usage patterns were described according to their group 
sizes and network density, and iconic examples are visualized in Figure 5.5 using the Large Graph 
Layout [125]. The “fully connected” pattern where edges existed among all nodes, known as a 




degree of edges among constituent nodes and accounted for 106 encounters (42.6%). Last, the 
“disconnected pattern” that was a collection of isolated node pairs consisted of 6 encounters (2.4%).  
 
Figure 5.4. Determining optimal number of clusters in the similarity matrix. Left: Plot of the 10 
smallest eigenvalues showing an eigengap at 3. Right: Elbow method showing an elbow at 3. 
 
Figure 5.5. Iconic example of each usage pattern. Left to right: Fully connected (clique-like); 
Partially connected; Disconnected. ED: Emergency Department; GPS: General Pediatric Surgery; 




The differences in the network, demographic, and encounter characteristics of the three usage 
patterns is characterized in Table 5.2. There were no significant differences among the three usage 
patterns types in terms of age, gender, day of week at arrival, number of shifts patient received care, 
trauma activation, injury type, ISS and GCS. However, compared to the partially connected pattern, 
the fully connected pattern had a decreased unadjusted (239 vs 315 minutes) and adjusted (242.6 vs 
290.5 minutes) median ED LOS. The median ED LOS of disconnected usage pattern was not 
significantly different from the other two patterns. Compared to fully connected pattern, the 
partially connected pattern was significantly seen among encounters that arrived during day shift 
(67.2% vs 81.1%). 
Table 5.2. Comparison of the demography, encounter characteristics of the three usage patterns. 
Variable Fully connected 
n = 137 
Partially 
connected 
n = 103 
Disconnected 
n = 6 
Demographic and encounter 
characteristics 
   
Age (years), median (IQR) 9 (5 – 12) 8 (3 – 12) 3.5 (1 – 9) 
Male gender, n (%) 90 (65.7)  71 (67.0) 3 (50.0) 
Weekday arrivals, n (%) 98 (71.5) 78 (73.6) 4 (66.7) 
Day shift arrivals, n (%) * 92 (67.2) 86 (81.1) 2 (33.3) 
Shift count, median (IQR) 2 (2 – 2) 2 (2 – 2) 2 (2 – 2) 
Origin from scene of injury, n (%) 136 (99.3) 105 (99.1) 6 (100.0) 
Bravo trauma activation, n (%) 136 (99.3) 105 (99.1) 6 (100.0) 




ISS, median (IQR) 2 (1 – 5) 2 (1 – 5) 2 (2 – 5) 
GCS, median (IQR) 15 (15 – 15)  15 (15 – 15) 15 (15 – 15) 
Network characteristics    
Node count, median (IQR) * 6 (6 – 8) 8 (6 – 9) 4.5 (4 – 5) 
Edge count, median (IQR) * 15 (11 – 21) 17 (12 – 24) 3.5 (2 – 4) 
Avg. degree, median (IQR) * 5 (4 – 6) 4 (3 – 5) 1 (1 – 1) 
Density, median (IQR) * 1 (1 – 1) 0.73 (0.67 – 0.81) 0.40 (0.33 – 0.40) 
Outcome characteristics    
Unadjusted ED LOS (mins),  
median (IQR) * 
239 
(187 – 306) 
315 
(252 – 401) 
200.5 
(153 – 285) 
Adjusted ED LOS (mins), 
median (IQR) * 
242.6  
(229.2 – 250.0) 
290.5 
(275.6 – 395.7) 
186.9 
(167.9 – 201.9) 
* Statistically significant at <0.05. ISS: Injury Severity Score; GCS: Glasgow Coma Scale; IQR: 
Interquartile range. 
 
Care team composition of the pattern groups 
Encounters with the partially connected usage pattern were significantly different from encounters 
with the fully connected pattern in that they more frequently involved the otolaryngology service 
(12.6% vs 1.4%), ophthalmology service (5.7% vs 0.7%), and child life specialists (42.5% vs 26.3%). 
Physical therapists, occupational therapists, psychologists, case managers, home care coordinators, 







We applied social network analysis to identify and correlate collaborative EHR usage patterns to ED 
LOS at a Level I pediatric trauma center using a novel methodology that employed metadata of 
clinical activities captured in the EHR. The methodology is unique in using metadata of clinical 
activities in the EHR rather than the access logs that are limited to capturing individuals that 
accessed patients’ records but did not necessarily work as part of the care team [41]. Metadata of 
clinical activities captures HCPs that were intimately involved in providing care to patients.  We 
considered relationships at the level of functional roles rather than at the level of individuals. This 
was aligned with prior research that asserts that networks represented at the level of functional roles 
better reflect clinical practice and produces more tractable network structures [52]. Another 
important contribution of this work was how temporality was treated.  We addressed the temporal 
nature of care and HCP involvement by employing a process mining approach and re-imagining the 
working together metric to account for temporal distance among activities of HCPs. This led to the 
use of patient-focused shift duty as the unit of collaboration rather than the entire patient encounter. 
Prior research has shown that accommodating for temporality produces clearer and simpler 
networks [43], and as shown in this study, allowed us to better triangulate collaboration and obtain 
simpler and clearer networks. Last, unlike previous studies [22-24], we were able to identify simple 
pattern groups, a pattern group that was associated with less desirable patient outcome, and 
provided direction for further investigation and process improvement efforts. Our study thus 
demonstrates that meaningful insight that can be used to improve multidisciplinary collaboration can 
be obtained from EHR data. 
We resolved 494 unique HCPs that provided care for pediatric trauma patients that were discharged 




the functional roles. Encounters that left behind a fully connected usage pattern accounted for over 
half (55.0%) of the cohort and had an adjusted median ED LOS that approximately met the target 
goal of 240 minutes, and was 47.9 minutes shorter than the median ED LOS of encounters that left 
behind a partially connected usage pattern. This suggested that when functional roles functioned 
essentially as a clique, they were faster in providing care to patients; better collaboration resulted in 
shorter ED stays.  
The partially connected usage pattern was more frequently seen among encounters that arrived 
during the day shift, suggesting that a higher workload during the day may have negatively impacted 
multidisciplinary collaboration. These encounters also significantly involved the child life specialists, 
who are trained professionals responsible for providing emotional support to patients and their 
family [126], particularly before and during potentially painful procedures that induce anxiety such as 
laceration repair [127, 128] and orthopedic casting [126]. One possible explanation for this is that 
multidisciplinary collaboration is adversely affected when patient and or family experience significant 
psychological stress requiring the services of child life specialists, which typically leads to longer ED 
stay. Encounters with the disconnected usage pattern, which suggested HCPs functioned in silos, 
had the shortest ED LOS; but these were only six in number. This suggested that they are 
exceptions rather than the norm and may benefit from further examination using a larger cohort.  
Our findings are similar to a study conducted by Chen et al. [22] at a Level-I adult trauma center; 
three “interaction patterns” were identified with the highly collaborative interaction pattern 
associated with a shorter hospital stay. Our study also has several implications. We were able to 
identify specific encounters that left behind the less desirable usage pattern that was associated with 
longer ED LOS, and potential factors that were predictive of these encounters. These encounters 




addition, usage patterns can be periodically audited as a proxy measure for multidisciplinary 
collaboration to identify potential cases to be reviewed at process improvement meetings or aspects 
of collaboration that needs improvement. However, additional work (such as implementation of 
differential weighting of EHR activities, and introduction of edge weights and node sizes in network 
construction) is needed to make these patterns robust, and to validate them as a proxy measure for 
multidisciplinary collaboration. This will be important in representing and understanding more 
complex collaboration patterns.  
There are several limitations to this study. First, this was a single site study and replication at other 
centers is needed, possibly with larger sample size. Second, we depended on care activities that were 
captured in the EHR and did not take into account collaboration activities that were not captured in 
the EHRs, such as face-to-face conversations and telephone calls. A recent study showed that 
telephone conversations constitute a significant aspect of clinical workflows [129]. Ability to exploit 
this data source may further enhance the ability to quantitatively discern multidisciplinary 
collaboration in a robust manner. In addition, care activities captured in the EHR may not 
necessarily reflect the time they occurred in real life. This depends on both the clinical and EHR 
workflow and other contextual factors, such as workload and the importance of an entry [130]. This 
is particularly critical when using timestamps of EHR-extracted clinical notes. However, timestamps 
of other activities such as orders and medication administration are more likely to reflect actual times 
that the events occurred as they are captured close to or in real-time. Furthermore, functional roles 
that less frequently enter data in the EHR are less likely to be captured in our analysis, (e.g. 
attendings versus residents). Third, each data clustering technique has strengths and limitations. We 






We described a novel methodology to identify usage patterns from metadata of clinical activities 
captured in EHR, correlate the patterns to ED LOS, and identified factors that can be focus of 
future studies and interventions to improve multidisciplinary collaboration. We showed that a clique-
like usage pattern is associated with a decreased ED LOS suggesting that greater collaboration 
resulted in more timely provision of care for pediatric trauma patients with minor injuries at our 
institution. Additional research is however required to validate our approach at other institutions and 
to improve the robustness of the methodology. 
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Objectives: To identify and describe diurnal variation in multiple care teams’ composition and 
collaborative patterns at a pediatric trauma center (PTC) using electronic health record (EHR) data. 
Materials and Methods: Metadata of clinical activities were extracted from the EHR and processed 
into an event log, which was divided into six different event logs based on shift-location 
combinations: shift with two levels, day or night; and location with three levels, emergency 
department (ED), pediatric intensive care unit (PICU), and floor. Networks were constructed from 
each event log by creating an edge between functional roles captured within the same time interval 
during a shift, from which overlapping communities were identified. Day and night network 
structures for each care location were compared and validated via member checking interviews with 
clinicians.  
Results: There were 413 encounters in the one-year study period with 272 (65.9%) and 141 (34.1%) 
beginning during day and night shifts, respectively. Compared to the day networks, allied healthcare 
professionals were absent on the care teams at nights in the PICU and on the floor. A single 
community was identified in all locations during the day, and only in the PICU at night, while 
multiple communities corresponding to individual specialty services were identified in the ED and 
on the floor at night. Members of the trauma service belonged to all the communities suggesting 
they were responsible for care coordination. Clinicians found the networks to be largely accurate 
representations of the composition of the care teams and the interactions among them. 
Conclusion: EHR utilization was successfully employed to identify and describe differences in care 
team composition and collaborative patterns a in a trauma care multi-team system. 
Keywords: pediatric trauma, multidisciplinary teamwork, multi-team system, network analysis, 





Healthcare is increasingly being delivered by multiple care teams working towards the same 
overarching goal, also known as a multi-team systems (MTS) [131, 132], [133]. MTSs are different 
from traditional teams in that constituent teams are interdependent, work across boundaries, share 
accountability, and function through a hierarchy of goals that determines how lower goals are 
accomplished to realize the higher goal(s) [133]. MTS have three attributes: (1) compositional 
attributes (e.g. number of teams, size of teams, changes in team composition) (2) linkage attributes 
(e.g. interdependence, hierarchical structure, communication structure), and (3) developmental 
attributes (e.g. changes in team membership over time) [134], which support the specialization and 
flexibility that allows constituent teams to pursue lower goals while trying to achieve higher goals 
[135].  
MTS and are often seen in environments where tasks are ambiguous, multifaceted, dynamic, and 
urgent [135]. In healthcare, one such system is found in the care of trauma patients. Care of trauma 
patients is time-sensitive requiring multidisciplinary collaboration among healthcare professionals 
(HCP) and teams of specialists [136]. Emergency department (ED) team, pediatric intensive care 
unit (PICU) team, surgery team etc. can all be thought as ‘component’ teams, working towards the 
overarching goal of providing the best possible care for the trauma patients, while each are 
performing markedly different tasks simultaneously or sequentially.  
In this paper, we argue that MTS are dynamic; depending on variations in situational factors (e.g. 
changes in availability of resources and staffing), and that MTS self-organize themselves to get the 
work done. To the best of the research team’s knowledge, no previous study has investigated how 
the organization of a MTS change depending on situational factors. For example, staffing levels at 




non-essential may not be available during “off hours” (e.g., nights and weekends) [137-140]. These 
types of situational factors may necessitate changes and adaptation in MTS structure and 
organization to be able to still get the work done, while the impact of these staffing decisions on 
team processes may not be fully or formally recognized by organizations. 
Assessment of MTS across various situational factors is important to gain a better understanding of 
how the teams are actually functioning and self-organizing under different circumstances and to 
identify potential improvement opportunities[131]. Social network analysis can enable the 
understanding of MTS at the compositional and sub-team levels [131, 141]. Typically, such 
assessment is done through observation and self-reported survey [135], which are limited in their 
ability to provide rich details [133]. The ability to exploit “digital traces” [142], which may provide 
opportunities over survey data [14, 143]. Electronic health record (EHR) systems offer the 
opportunity to study the composition and organization of collaborative care teams [17]. In fact, 
EHRs capture many clinical activities that are performed by HCPs in the process of care delivery 
[17, 20], and previous studies have shown the feasibility of obtaining plausible information on 
collaborative care teams from EHR data [17]. This study aims to demonstrate how the  
compositional and organizational structures of multiple teams in an MTS change with varying 
situational factors by describing diurnal differences in  multiple care teams’ functioning at various 










This study was conducted at the Johns Hopkins Children Center (JHCC), which is a Level I 
pediatric trauma center in Baltimore, Maryland. JHCC receives approximately 1,000 pediatric trauma 
patients per year. JHHC triages incoming patients into one of four trauma activation levels: alpha, 
bravo, consult (includes inter-facility transfer of “stable” but critically injured patients known as 
critical trauma transfers) and ED response, which is exclusively handled by the ED staff. These 
levels are ordered by decreasing acuity and need for multidisciplinary care.  
The trauma activation levels determine the composition of the trauma team. The trauma team is 
derived from the ED staff, the general pediatric surgery (GPS) service, the pediatric intensive care 
unit (PICU), and includes ancillary support staff (e.g. child life specialist, chaplain, social worker). As 
required by the state of Maryland [83], a GPS attending surgeon is on call during night shift and is 
required to respond to alpha trauma activations within 30 minutes of notification.  
Following resuscitation, if inpatient admission is required, patients with single-system injuries are 
admitted under the appropriate specialty service. Patients with multi-system injuries are however 
admitted under the GPS service, which is responsible for coordinating care among managing 
specialty services (e.g. neurosurgery, orthopedic surgery).  
The Johns Hopkins Medicine institutional Review Board approved the study. 
 
Dataset 
Data was extracted from the pediatric trauma registry and the EHR data warehouse (i.e. Epic’s 




and critical trauma transfers that were managed between January 1 and December 31, 2017. 
Demographic and encounter data including age, gender, origin of patient, trauma activation level, 
injury severity score (ISS), and Glasgow Coma Scale (GCS) score were collected from the registry. 
Admission, Discharge and Transfer (ADT) data, and metadata of five clinical activities (i.e., notes, 
procedure orders, medication orders, flowsheet entries, and medication administration entries) 
captured in the EHR were collected from the EHR data warehouse. For each EHR activity type, we 
obtained the encounter ID (visit ID), the activity timestamp, and the unique ID and generic clinical 
role(s) (e.g. attending, resident), of the HCP that performed the activity. The note data included the 
service of the author(s) while the procedure orders, medication orders, and medications 
administration entries included the care location (e.g. ED, PICU) where the activity was performed. 
 
Data preparation 
Each encounter was assigned a randomly generated unique study ID. Timestamps of EHR’s meta-
data were normalized by replacing them with time (in minutes) from ED arrival, which ensured that 
the temporal sequence of events was maintained for each encounter. Activities without the full 
complement of data were excluded. Activities that were initiated by the EHR system, initiated by 
student roles (e.g. nursing student, medical student) were also excluded as they bore no 
accountability for patient care. As notes were typically signed-off much later from when they were 
started, we considered the note creation time as the note completion time. As flowsheet and note 
data lacked care location data, we inferred the care location for each activity from the ADT data. To 
achieve adding location metadata, for each encounter, a timeline  was generated from the ADT data 
(i.e., sequence of admissions to various hospital locations from ED arrival to hospital discharge). 




related to the encounter timeline and the corresponding care location was taken as the care location 
where flowsheet and note activities were performed.  
 
Identification of functional roles 
We considered collaboration at the level of functional roles (e.g. ED nurse, neurosurgery resident, 
PICU fellow, surgery attending) rather than individuals as past studies have shown the reality of 
functional roles in clinical practice [52]. To determine functional roles, we identified the service (e.g. 
orthopedic service, ophthalmology service) to which each identified HCP belonged and prepended it 
to their generic role (e.g. resident, attending). This service could be a service that is bound to a care 
location (e.g. ED, PICU, or general care floor) or a service that operates across care locations (e.g. 
GPS service, physical therapy). 
We assumed that the services of certain functional roles (e.g., attendings, fellows, physician 
assistants, and nurse practitioners working on specialty services) were fixed as determined from their 
notes. Chart review and directory lookup was conducted to identify the services of individuals whose 
services could not be determined from extracted metadata. The services of medical residents, which 
frequently change as they rotate through various services for their training, were determined on an 
encounter-basis derived from the service of the attendings that co-signed the notes. The services of 
registered nurses, unit-based nurse practitioners and allied healthcare professionals (excluding 
radiology technicians) were determined by taking the mode of the frequency distribution of the 
location of the activities they performed. The services of radiology technicians were determined in 




Activities by individuals whose services could not be determined were excluded. Since the location 
of flowsheet and note activities were inferred, the records were excluded if the inferred location did 
not correspond to the base unit of HCPs.  
 
Methodologic Approach 
We employed a process mining approach, which is a field of data science that “aims to discover, 
monitor and improve real processes by extracting knowledge from event logs” [113]. The starting 
point for process mining is an event log, which contains a collection of events. Each event 
represents a discrete activity (e.g., note writing) in a given process (e.g. clinical care), performed by 
an actor (e.g. ED resident), and relates to a case (e.g. patient encounter). Each event is timestamped 
(e.g. order placed on 01/22/2000 at 10:45:00) allowing all events for a patient encounter to be 
ordered chronologically [55]. By applying various “metrics” to define relationships between actors in 
an event log, social networks were obtained [62]. 
“Working together” is a commonly used metric for representing collaboration in unstructured 
processes with frequent ad hoc behavior such as in healthcare[114]. The working together metric 
counts how frequently two actors work together on same cases [62]. In its regular form, the working 
together metric does not accommodate for temporal distance between actors, which is important in 
healthcare where different HCPs are involved in patient care at different stages of care. 
Consequently, we defined a variant of the working together metric, referred as “working closely 
together”, to account for temporal distance among actors. The working closely together metrics 
counts the number of times two actors worked closely together relative to the number of times the 
two actors had the opportunity of working together. To operationalize this metric, we considered 




that were involved in the care of a patient during a shift had the opportunity of working together 
while functional roles that were captured in the EHR within a similar time interval were “working 
closely together”. Therefore, this metric translates to functional roles that were jointly involved in 
completing the same tasks or were completing disparate tasks at the same time. 
 
Generation of event logs 
EHR metadata were processed into an event log consisting of the study ID, the normalized time, 
EHR activity type, unique ID and functional role of the HCP, and care location. Multiple same-time 
events were generated from notes, procedures and medication orders that involved multiple HCPs. 
The encounter timeline was divided into shift rotations (morning: 7:00am – 6:59pm, night: 7:00pm – 
6:59am) numbered 0 to N, and each event in the event log was labeled with the corresponding shift 
number and shift type (day or night). Events within each shift were partitioned into segments based 
on “natural breaks” in the continuity of events. We assume a natural break to be a minimum of 30 
minutes between adjacent events in the event log in order to accommodate for lag between 
occurrence of activities in real-life and registration in the EHR. The Jenks Natural Break 
Optimization algorithm [115] was used to determine the optimal break interval from between 30 to 
120 minutes in 5 minutes increments. The event log was divided based on shift type and care 
location to obtain individual event logs for ED morning and ED night, floor morning and floor 








For each individual event log, an undirected edge (relationship between nodes) was created for all 
pairwise combinations of identified functional roles within each event segment. Unique edges across 
all segments across all shifts across all encounters were obtained as the collaboration network. The 
weight of the edges were obtained by dividing the number of shifts an edge was present between 
two functional roles by the number of shifts the two functional roles were both involved. This 




In order to prevent the capture of spurious edges (edges that do not really exist or edges with 
spurious weights), a threshold number of shared encounters between nodes (functional roles) is 
usually applied to constructed networks. Eventual network structure is sensitive to the selected 
threshold. Various approaches that have been used to determine this threshold are subjective [16], 
and include arbitrary selection [15], clinician-informed [23], and retaining only a fixed top percentage 
of strongest edges [144]. In this study, we took a more objective approach to threshold 
determination by introducing a heuristic method akin to the elbow-method [122], which is used for 
determining the optimal number of clusters in k-means clustering. For each event log, we obtained 
and plotted the rate of change of the total number of edges removed as the threshold value is 
incrementally increased from 2 to 20 and obtained a LOWESS-smoothed curve of the plot. The 
elbow point – the threshold value at which the rate of change becomes insignificant or constant – 
was taken as the optimal threshold. The underlying assumption of this method is that as the 




network structure changes up to a point where further increases in threshold value result in minimal 
removal of edges with little or no change in network structure. At this threshold point, it is assumed 
that the network structure is relatively stable and only significant edges and nodes remain.  
 
Network visualization and analysis 
We used the igraph 1.1.1 package [116] in R 3.4.0 [117] to create and visualize the networks. From 
each network, we obtained the node count (number of functional roles) and edge count (number of 
relationships between functional roles). We used the linkcomm package 1.0.11 [145] to identify 
overlapping communities in the networks.  A community is a sub-network that contains a high 
density of edges among members but fewer edges with members of the larger network, thus 
represents a tightly knit sub-group [146]. The linkcomm package is an R implementation of the 
algorithm by Ahn et al. [147] that – as opposed to other community detection algorithms that cluster 
nodes – clusters edges assuming a node can belong to multiple communities hence enabling the 
discovery of overlapping and nested communities. It is the most commonly used overlapping 
community detection algorithm and tends to give superior performance if multiple ad-hoc behaviors 
result in high degree of overlapping in derived networks (as commonly seen in healthcare settings) 
[148, 149]. The algorithm uses anhierarchical clustering method to produce a dendrogram that, in 
the default setting, is cut at a level that maximizes modularity [150]. We parameterized the algorithm 
with the McQuitty hierarchical clustering method, also known as the Weighted Pair Group Method 
with Arithmetic Mean (WPGMA) [151], so that edge weights can be considered in community 
determination, and obtained community-depicted networks produced at maximum modularity. The 
linkcomm package offers a unique visualization that uses different colors to depict edges and nodes 




belongs with larger nodes belonging to more communities. Nodes belonging to more than one 
community are also presented as pies with the pies divided and colored based on the proportion of 
the edges for that node in various communities that the node belongs. 
 
Statistical analysis 
We obtained and compared descriptive statistics of encounters, demographics, and injury 
characteristics of encounters that began during the day shift to encounters that began during night 
shift. Differences between interval and categorical variables were examined using Wilcoxon-
Ranksum and Pearson’s Chi-Square tests, respectively. An alpha of <0.05 taken to be statistically 
significant. Analysis was performed in Stata 13 [124]. 
 
Validation 
Two forms of validation were conducted. In the first validation step, we compared the results of this 
study with the results of a prior study [152] in which we developed a “role-location matrix” the 
detailed functional roles and the inpatient locations in which they typically worked via semi-
structured interview with clinicians (n=21) and subject matter experts (n=22), and review of 
institutional and trauma registry protocol. We compared the functional roles and the locations in 
which the functional roles were found. In a second validation step, we validated the collaborative 
care team patterns via member-checking interviews (n=6) with clinicians that were involved in 
pediatric trauma care, including the pediatric trauma program director (n=3). The interviews were 
conducted by AD, KW, and GSD, and AG as a group. During each session, the collaborative care 




on: (1) The accuracy and completeness of the roles that were captured; (2) Whether the collaborative 
patterns mirrored reality or not; (3) Whether the differences between day and night patterns were 





















There were 413 encounters in the cohort out of which 272 (65.9%) and 141 (34.1%) began during 
day and night shift, respectively. Compared to patients that arrived during day shifts, patients that 
arrived night shifts were significantly older (7 vs 10 years; p = 0.041), had higher proportion of 
critical trauma transfers (8.8% vs 26.2%; p < 0.001), and had higher proportion of penetrating 
injuries (1.8% vs 7.8%; p < 0.001) (Table 6.1). There were no significant differences in gender, ISS, 
GCS, OR and PICU admission, ED, PICU and hospital LOS, and mortality.  
Table 6.1. Comparison of demographic and encounter characteristics of arrivals by shift. 
Variable Day 
n = 272 
Night 
n = 141 
Age (years), median (IQR) * 7 (3 – 11) 10 (3 – 13) 
Male gender, n (%) 184 (67.7) 83 (58.9) 
Trauma activation, n (%) * 
    Alpha 
    Bravo 









Origin, n (%) * 
    Scene of injury 
    Transfer 









Injury type, n (%) * 








    Penetrating 





ISS, median (IQR) 5 (2 – 10) 5 (2 – 9) 
GCS, median (IQR) 15 (15 – 15) 15 (15 – 15) 
ED LOS (mins), median (IQR) 253.5 (187 – 361) 254 (146 – 374) 
OR admission, n (%) 41 (15.1) 22 (15.6) 
PICU admission, n (%) 43 (15.8) 27 (19.2) 
PICU LOS (days), median (IQR) 1 (1 – 3) 1 (1 – 2) 
Hospital LOS (hours), median (IQR) 7 (4 – 32) 14 (4 – 41) 
Mortality, n (%) 7 (2.6) 2 (1.4) 
ISS: Injury Severity Score; GCS: Glasgow Coma Scale; OR: Operating room; PICU: Pediatric 
Intensive Care Unit; LOS: Length of stay; IQR: Interquartile range. *Significant at alpha <0.05 
Comparison of sub-logs obtained based in shift type and care location: Only 1,564 events were excluded due to 
inability to resolve the functional role of the actor. There were 835,754 events in the initial event log 
with flowsheet entries accounting for 89.5% of all events. The composition of the individual sub-
logs for each care location and shift duty is given in Figure 6.1. The proportions of various activities 
in the day and night logs for each care location were largely similar with some notable differences. 
The ED night log contained more medication administration orders than the ED day log, which 
contained more flowsheet events. The floor day log contained more medication administration than 
the floor night, which contained more procedure order events. The PICU day contained more notes 






Figure 6.1. Comparison of the composition of various activity types by care location and shift type. 
A total of 1,647 unique HCP occupying 110 functional roles were identified out of which 58 
functional roles were recorded in at least 20 (5%) encounters. The ED registered nurse was recorded 
in all 413 encounters while the ED attending, ED resident, and ED radiology technician were 
recorded in 407 (98.5%), 385 (93.2%) and 333 (80.6%) encounters, respectively.  
Threshold selection: Figure 6.2 shows the plots of rate of change of total edges removed against 
increasing threshold values. For both ED day and ED night, the threshold was determined as 9. For 
the floor, 11 and 10 were selected as the threshold for day and night, respectively, while for the 





Figure 6.2. Determination of encounter threshold for each event log. The gray line and point plot 
shows the difference in edges removed as the threshold is increased while the smooth black line is 
the LOWESS curve. Some LOWESS curve such as the ED morning and PICU night have sharply 
defined elbows while others have gently defined elbows. The red vertical lines indicate the selected 
threshold number of shared encounter by HCPs for each event log. 
Collaboration patterns of care teams in the pediatric ED. Figure 6.3 shows the collaborative care teams 
pattern in the ED during the day and at night visualized using the Kamada Kawai layout algorithm 
[153], which is a force-directed algorithm. The day pattern contained 18 nodes and 87 edges while 
the night pattern contained 28 nodes and 160 edges. The night pattern was distinctively star-shapped 
and had five overlapping communities with the ED attending, resident, nurse, and radiology 




communities. The day pattern had a less distinctively defined star-pattern and had only one 
community. Attending-resident pair from neurosurgery and orthopedic surgery services, and allied 
HCPs including the social worker, chaplain, and child life specialist were at the periphery in both 
patterns. Attending-resident pair from otolaryngology and plastic surgery were seen only in the night 
pattern and belonged to separate communities, while only the resident from the ophthalmology 
service was seen in the night pattern. The PICU nurse, resident and the Imaging Data Coordinator 
(IDC) were also seen in the night pattern. 
 
Figure 6.3. Collaborative care team patterns in the ED. Left: Day shift; Right: Night shift. A single 
community is seen in the day shift pattern but five communities are seen in the night shift pattern 
with functional roles from the ED and GPS belonging to all five communities. In the night pattern, 
the neurosurgery resident and attending are part of the largest community that includes the ED 
personnel and allied healthcare workers. Legend: ED: Emergency department; Neurosurg: 
Neurosurgery; Ortho: Orthopedic surgery; GPS: General Pediatric Surgery; AT: Attending; F: 




Rad_Tech: Radiology Technician; SW: Social worker; CLS: Child Life Specialist; Peds: Pediatrics; 
IDC: Imaging Data Coordinator; PICU: Pediatrics Intensive Care Unit. 
Collaboration patterns of care teams in the floor. Figure 6.4 shows the collaboration pattern in the floor 
during the day and at nights visualized using the Large Graph Layout [125]. The day pattern 
contained 24 nodes and 135 edges while the night pattern contained 19 nodes and 55 edges. The 
bedside nurse was at the center of both patterns. Functional roles present in the day pattern but 
absent in the night pattern were the home care coordinator (HCC), case manager (CM), social 
worker (SW), child life specialist (CLS), occupational therapy (OT) and dietitian (DT). The ED 
resident was present in the night pattern but not in the day pattern. One community was identified 
in the day pattern while five overlapping communites were identified in the night pattern with the 
neurosurgery, orthopedic surgery, and pediatric service having separate communities and the GPS-
resident and GPS attending belonging to all five communities. 
 
Figure 6.4. Collaborative care team pattern on the floor. Left: Day; Right: Night. Legend: 




Attending; F: Fellow; R: Resident; RN: Registered Nurse; NP: Nurse Practitioner; RN_Tech: Nurse 
Technician; Rad_Tech: Radiology Technician; SW: Social worker; CLS: Child Life Specialist; CM: 
Case manager; PPS: Pediatric Pain Service; HCC: Home Care Coordinator; Pharm: Pharmacist; 
Peds: Pediatrics; DT: Dietitian; OT: Occupational Therapist; PT: Physical Therapist. Only one 
community was identified in the day pattern while five communities (different colors) were 
identified in the night pattern. 
Collaboration patterns of care teams in the PICU. Figure 6.5 shows the day and night collaborative care 
team pattern in the PICU visualized using the Frutchterman-Reingold layout algorithm [154]. The 
day pattern contained 30 nodes and 283 edges while the night pattern contained 24 nodes and 175 
edges. Both collaboration patterns had a large spherical core made up of functional roles from the 
PICU, GPS, neurosurgery, and neurology services (day pattern only), and few “appendages” that 
include functional roles from the orthopedic surgery, ophthalmology and pediatric pain servive. One 
community was identified in both patterns. Functional roles present in the day pattern but absent in 
the night pattern were me the unit case manager, social worker, and the occupational therapist and 
dietitian. Functional roles present in the night pattern but absent in the day pattern include the ED 





Figure 6.5. Collaborative care team patterns in the PICU. Left: Day; Right: Night. Legend: ED: 
Emergency department; PICU: Pediatric Intensive Care Unit; Neurosurg: Neurosurgery; Ortho: 
Orthopedic surgery; GPS: General Pediatric Surgery; Oph: Ophthalmology; Anes: Anesthesia; PMR: 
Physical Medicine and Rehabilitation; Neuro: Neurology; AT: Attending; F: Fellow; R: Resident; 
RN: Registered Nurse; NP: Nurse Practitioner; RN_Tech: Nurse Technician; Rad_Tech: Radiology 
Technician; SW: Social worker; CLS: Child Life Specialist; CM: Case manager; PA: Physician 
Assistant; PPS: Pediatric Pain Service; HCC: Home Care Coordinator; Pharm: Pharmacist; Peds: 
Pediatrics; DT: Dietitian; OT: Occupational Therapist; PT: Physical Therapist.  
 
Validation 
In the prior study [152], we identified 56 roles across all care locations. In this study, we identified a 
total of 110 functional roles and 58 frequent functional roles across all locations. Eight functional 
roles were identified in the prior study but not in this study included. These roles were: ED 




manager, perfusionist, and inhospital transport team. Fifty-four functional roles were identified in 
this study but not in the prior study. Most of these roles belonged to specialty services roles that 
were not frequently involved in patient care. Of the 58 frequent roles we identified in this study, 15 
were not identified in the prior study. These includes the dietitian, imaging data coordinator (IDC), 
home care coordinator, and roles  from the ophthalmology, otolaryngology, neurology, pediatric 
pain service and plastic surgery services.  
The functional roles and locations where they were found mostly matched. Comparisons against the 
prior study confirmed that the ED nurse and ED resident did go to the floor and the PICU, and the 
PICU nurse also go to the floor. On the other hand, the PICU attending, fellow, and respiratory 
therapist respond to alpha traumas in the ED both during the day and at nights and this was not 
captured, and the ED technicians accompany patients to the PICU and floor. These presences were 
not captured.  
Clinicians found the composition of the derived care teams were deemed to be largely accurate. It 
was unexpected for experts to understand why ophthalmology attendings were not identified as part 
of the care team at night (Figure 6.3), as experts confirmed that the ophthalmology attendings did 
not take night calls. However, some functional roles were not accurately captured. For example, the 
PICU attending, PICU fellow, and respiratory therapists were not identified in the ED collaborative 
care teams (Figure 6.3), although both the experts and prior study confirmed center confirms this as 
inaccurate. Furthermore, the collaborative care team for the PICU night did not capture the ED 
social worker, which usually covers the PICU at night by accompanying patients transitioning from 
ED to PICU, while the floor care teams were missing functional roles from anesthesia.  
Regarding interactions between roles and communities that were identified, in line with the 




understood why they belonged to multiple communities. Clinicians could understand why only one 
community was identified in the PICU because there has been concerted effort to improve 
coordination of care between the PICU and surgical services, and the PICU characteristically 
performed multidisciplinary rounds with other non-surgical services and allied HCPs. They however 
acknowledge that there was room for improvement regarding collaboration with the orthopedic 
service, particularly in the PICU. Clinicians confirmed that the neurosurgery service was well 














We compared diurnal differences in the composition and organization of collaborative care teams at 
three care locations at a Level I pediatric trauma center using EHR data. Our study is unique in a 
couple of ways. First, we introduced a heuristics for determining threshold number of shared patient 
encounters for interaction between HCPs. This heuristics provide a more objective approach for 
determining this critical value. Second, we employed an overlapping community detection algorithm 
that allowed a functional role to be part of multiple communities in order to reflect ad-hoc clinical 
collaborations that clinicians form to address unique needs of patients. Third, we confirmed the 
presence of multi-team teams using EHR data. We also showed that the use of EHR data offered a 
better opportunity for identifying functional roles than the interview data. 
There were important differences between the observed collaborative care teams in the ED during 
the day and at nights. Compared to the day pattern, the night pattern had a better defined core team 
made up of ED and GPS personnel and involved more specialty services, which was reflective of 
the nature and severity of injury of patients presenting at night. In addition, the neurosurgery team 
was part of both day and night pattern. However, in the night pattern, the neurosurgery team was 
part of the main community that included the core tam and allied HCPs. This suggested that the 
neurosurgery team has close bonds with the trauma team in the ED and this was validated by 
clinician. In addition, the collaborative care team in the ED at night included roles that were not in 
the day pattern. These include the IDC, a role that is responsible for uploading imaging data from 
transferring hospitals that do not use an interoperable EHR, which is explained by the significant 
higher number of trauma transfers arriving at night, and the PICU resident and PICU nurse, which 




orthopedic surgery attending and resident, and the ED resident and ED nurse were captured by 
night pattern in the PICU but not during the day, which suggested greater involvement at night.  
Compared to the day pattern, multi-team structures were more pronounced at night. Constituent 
teams consisted of at least attending-resident pair, except the ophthalmology service, which 
consisted only the resident. Validation with clinicians confirmed that ophthalmology attendings do 
not take night duty calls. Consequently, patients that are received at night that require 
ophthalmology review are reviewed only by the residents or admitted overnight for additional review 
by the attending the next day. This sometimes resulted in delay in diagnosing ophthalmological 
problems or instituting appropriate care. Pronounced multi-team structures at night also suggested 
specialty services tended to operate in silos with the GPS team (attending, fellow and resident), as 
expected, coordinating care among the various services. In the ED, since ancillary support services 
were present at night, this may be reflective of the greater needs of the patients received at night and 
the difficulty in coordination care among the various services. On the floor, where ancillary support 
services are not present at night, this suggested that ancillary support staff play important roles in 
coordinating care and ensuring the various teams functioned as a unit. This was however not the 
case at the PICU where the night collaboration pattern was essentially similar to the day pattern 
despite the absence of ancillary support staff at night, save for differences in present functional 
roles. 
There are several implications of this study. The methodology can be used to identify and study 
MTS structures in various settings in a more efficient manner than possible with observations and 
survey data. The methodology can also be adapted to study how MTS evolve over the care timeline 
of patients and identify areas in need of improvement. It can provide insight to support 




and care teams actually organize themselves, rather than how they are supposed to organize 
according to protocols. Such insight can be used to inform staffing decisions, or complement or 
inform further qualitative efforts to improve collaboration. In addition, by comparing temporal 
patterns, it is possible to assess and evaluate changes in MTS structures following interventions to 
improve collaboration.  
 
There are several limitations to this study. First, by using only EHR data, we did not capture other 
important teamwork-related activities such as face-to-face and telephone conversations, which are a 
major part of clinical activities [129]. Furthermore, we were less likely to capture functional roles that 
documented less frequently in the EHR. For example, we were unable to capture the PICU 
attending and PICU fellow in the ED patterns for both day and night as these two roles rarely used 
the EHR for documentation while in the ED. In addition, our method for determining functional 
roles was based on heuristics. Consequently, it is possible that not all possible roles were identified 
and that some of the assigned functional roles were inaccurate. Future EHR systems should be 
designed to support functional roles, which is the appropriate unit of clinical collaboration, rather 
than individuals. Such system has the potential to optimize collaborative work to deliver improved 
care and enable robust research using EHR data. 
 
Conclusion 
We identified and described diurnal variations in collaborative care teams and multi-team structures 
at various locations in a pediatric trauma center using EHR data, and showed that the derived 
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