Free energy potential and temperature with information exchange by Gagliardi, Alessio & Di Carlo, Aldo
ar
X
iv
:1
30
5.
21
07
v1
  [
co
nd
-m
at.
sta
t-m
ec
h]
  9
 M
ay
 20
13
Free energy potential and temperature with information exchange
Alessio Gagliardi, Aldo Di Carlo∗
Department of Electronic Engineering,
University of Rome ”Tor Vergata”, CHOSE
Via del Politecnico 1, 00133, Rome, Italy
gagliardi@ing.uniroma2.it, Tel: (+39) 06 7259-7367,
Fax: (+39) 06 7259-7939.
(Dated: July 31, 2018)
In this paper we develop a generalized formalism for equilibrium thermodynamic systems when an
information is shared between the system and the reservoir. The information results in a correction
to the entropy of the system. This extension of the formalism requires a consistent generalization of
the concept of thermodynamic temperature. We show that this extended equilibrium formalism in-
cludes also non-equilibrium conditions in steady state. By non-equilibrium conditions we mean here
a non Boltzmann probability distribution within the phase space of the system. It is in fact possible
to map non-equilibrium steady state in an equivalent system in equilibrium conditions (Boltzmann
distribution) with generalized temperature and the inclusion of the information potential correc-
tions. A simple model consisting in a single free particle is discussed as elementary application of
the theory.
PACS numbers: May be entered using the \pacs{#1} command.
In the last fifty years, a big effort has been devoted
in trying to extend the thermodynamic formalism be-
yond equilibrium conditions [1–9]. Similar studies have
been carried out about the definition of a non-equilibrium
temperature [10, 11]. Moreover, our civilization is go-
ing in the direction of diffuse information sharing where
information technology is ubiquitous. The inclusion of
information sharing effects within conventional thermo-
dynamic systems is then of paramount relevance [12, 13].
In this work we present a formalism to extend the con-
cept of free energy when, beside heat or particles, the
system exchanges also information with the reservoir [14].
The extension of the formalism requires a consistent gen-
eralization of the concept of thermodynamic tempera-
ture. The sharing of information between system and
reservoir can be interpreted as the presence of a Maxwell
Demon which is able to reduce the internal entropy of the
system. The formalism can be also extended to include
steady state non equilibrium systems where the probabil-
ity distribution (PD) within phase space does not follow
Boltzmann distribution.
Information is the central quantity in our work and
it is already present within the definition of conven-
tional entropy. Entropy S is an extensive quantity
which measures the internal disorder of the system: S =
−k ∫ p(~x) ln (p(~x)) d~x, where k is the Boltzmann constant
and p(~x) the probability of the system to be in the ~xth
microstate. Every microstate configuration has a well de-
fined energy E(~x), where E(~x) is the Hamiltonian of the
system. The nature of ~x degrees of freedom depend on
the problem at hand, for example, for a gas, they repre-
sent the collection of particle positions and momenta.
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From the knowledge of the entropy function it is pos-
sible to construct free energy potentials, which tell the
amount of energy within the system that can be effec-
tively used to make work. Helmoltz free energy is defined
as: F = E¯ − TθS, with E¯ average internal energy and
Tθ the thermodynamic temperature. The relation be-
tween entropy and thermodynamic temperature is equal
to: ∂S/∂E¯ = T−1θ . We can define another temperature,
kinetic temperature (Tk), related to the average energy
per degree of freedom ξ¯ = E¯/N , with N number of de-
grees of freedom. ξ¯ ∝ kTk.
The two temperatures, kinetic and thermodynamic,
must be equal to the reservoir temperature T0 in equi-
librium conditions. This is assured by the equipartition
theorem [15] for the kinetic temperature and by the equi-
librium PD for the thermodynamic temperature. In non
equilibrium conditions, when the PD is different from
the Boltzmann distribution, the two temperatures can
be different and not equal to the reservoir temperature.
Even more important, Narayanan and Sanistrava [16]
have demonstrated for a Langevin model that the differ-
ences between these three temperatures have very deep
meaning:
∆Q ∝ T0 − Tθ and ∆W ∝ Tθ − Tk, (1)
where ∆Q and ∆W are the heat and mechanical work of
the system exchanged with the reservoir, respectively. A
positive value means that the system is absorbing energy,
a negative that it is giving energy to the reservoir. In
equilibrium conditions the fluxes are both zero.
The extension of conventional thermodynamic equi-
librium formalism to information based and non-
equilibrium conditions make use of informational theory
concepts. This is possible thanks to the deep link that
exists between Shannon entropy, H(~x), and thermody-
namic entropy [17]. The two are formally equivalent,
2apart for the immaterial Boltzmann constant, i.e. H(~x)
= S/k. In Shannon entropy, ~x represents the set of pos-
sible vectors of symbols (words) that can be emitted by
an information source.
The use of information theory concepts in thermody-
namics (and viceversa) is not new [18–24]. We extend
previous works to include the effect of information within
both temperature and free energy, we will show that
those are the correct ingredients to include also the non-
equilibrium case in steady state.
In order to make a connection between information
theory and thermodynamics we start making a link be-
tween phase space in statistical physics and the space of
possible words of an information source. The phase space
is the set of configurations (microstates) of a system con-
sidering all its relevant degrees of freedom. The occu-
pancy of different microstates is controlled by the PD,
p(~x). The PD defines which configurations of the system
are most likely or are forbidden. If a system is in contact
with an external reservoir with temperature T0, then the
equilibrium PD, for a classical system, follows Boltzmann
distribution. The relation between phase space and en-
tropy is described by the fundamental postulate,
|Ω(~x)| = eSk , (2)
where |Ω(~x)| is the volume of the allowed microstates
within the phase space. The link between information
theory and thermodynamics is given by the Asymptotic
equipartition principle (AEP) [17]. This states that if we
have a source which is emitting vector of symbols, then,
in the limit of a vector of infinite size (equivalent to a
thermodynamic limit) only a fraction collects almost all
the probability. The so called typical set has a volume
which depends on the Shannon entropy of the source,
exactly in the same form as in eq. (2) [21], |Ω(~x)| = eH(~x).
This condition can be further generalized by introduc-
ing correlation between vectors of random variables. Lets
assume that we have two vectors ~x (of a system X) and
~y (system Y ) which are correlated. An outcome of ~y
gives information about the estimation of the state ~x.
This means that the entropy of X is reduced by this
correlation. This reduction is quantified by the mutual
information, I(~x ∧ ~y) [25]:
I(~x ∧ ~y) =
∫ ∫
p(~x, ~y) ln
(
p(~x, ~y)
p(~x)p(~y)
)
d~xd~y. (3)
The difference between the entropy of X and mutual in-
formation relates to the conditional entropy, H(~x|~y) =
H(~x) - I(~x ∧ ~y), which is always smaller than the full
entropy H(~x).
The connection with thermodynamic systems depends
on the interpretation we give to ~x and ~y. There are fun-
damentally two cases. In both cases ~x collects all the
degrees of freedom of the system and ~y represents exter-
nal variables which are correlated with the system. In the
first case ~y represents a set of probes of the systemX that
measures its internal state. An outcome of ~y allows to
better estimates the microstate of the system reducing its
entropy. In this first case the reservoir gains only infor-
mation, but does not perturb the Hamiltonian, i.e. E(~x)
is independent of ~y. This means that the average energy
of the system is not perturbed: E¯ =
∫
p(~x, ~y)E(~x)d~xd~y =∫
p(~x)E(~x)d~x. On the contrary the thermodynamic tem-
perature and the entropy are changed. This first case
describes a system in equilibrium, sharing information
with the reservoir. This case will be called ”Information
and equilibrium” (Ieq).
A second case occurs if ~y affects also the Hamiltonian,
E(~x, ~y). Then we expect that the average energy E¯Neq is
different from the equilibrium value. This second case,
including a modification of the Hamiltonian, represents
a steady state non equilibrium condition (Neq).
To make a simple example of the two cases we assume
a gas of heavy atoms measured sending photons. The
photons are then collected by a photo detector. The out-
come of the sensor depends on the details of the photons
collected (~y) which are affected by many random sources,
such as thermal noise, but are also correlated to the posi-
tions and momenta of the atoms (~x). If the photons only
negligible perturb the dynamics of the particles then the
reservoir is only probing the system, but not affecting its
Hamiltonian. On the contrary, with high energy photons,
we expect that the impacts between atoms and photons
also perturb the dynamic of the system and then the
Hamiltonian of the particles. The perturbation is now
genuinely driving it out of equilibrium.
When the system X is controlled by two sets of ran-
dom variables, ~x and ~y, and by their joint probability,
p(~x, ~y), the typical set must be replaced by the joint typ-
ical set. The joint typical set is the set of typical vectors
~z = (~x, ~y). The typical ~z vectors are formed by typical
vectors ~x and ~y which are also jointly typical. In fact not
all the typical vectors within the X and Y phase spaces
alone are also jointly typical. For a rigorous mathemati-
cal definition of joint typical set we refer to [17]. The joint
typical set is linked to the joint entropy by a similar rela-
tion as for AEP [17], |Ω(~x, ~y)| = eH(~x,~y), where the joint
entropy is given by H(~x, ~y) = H(~x) +H(~y)− I(~x ∧ ~y).
However, ~y does not belong to the systemX . The joint
typical volume must be normalized with respect to the
volume of the typical set of Y :
|Ω(~x, ~y)|
|Ω(~y)| = |Ω(~x|~y)| =
eH(~x,~y)
eH(~y)
= eH(~x)e−I(~x∧~y). (4)
The entropy is substituted by conditional entropyH(~x|~y)
in both cases. H(~x) is the total entropy. The external
correlation with ~y, whatever it represents just a collection
of information (Ieq) or a genuine perturbation (Neq), has
the effect, considering the fundamental postulate (eq. 2),
of compressing the volume of the relevant phase space of
X by a factor exp(−I(~x ∧ ~y)).
Generalized free energy potentials cannot be developed
irrespective of an equal generalization of thermodynamic
3temperature related to conditional entropy:
1
kTθ
=
∂H(~x|~y))
∂E¯
. (5)
In this paper we concentrate on a special case of eq. (5)
which links entropy to a central quantity in estimation
theory. This particular generalization has been developed
in the work of Narayanan and Srinivasa [16]. We have
further extended their concept assuming also conditional
probability which includes the situation with information
sharing and full non equilibrium.
This link between thermodynamic temperature and in-
formation theory is given by the De Bruijn’s identity. De
Bruijn’s identity states that if we add an infinitesimal
perturbation to the random variable vector ~x, i.e. ~x →
~x +
√
ǫ~z [31], with ǫ → 0+, then we get [17]:
∂H(~x+
√
ǫ~z)
∂ǫ
=
Tr[J(~x)]
2
. (6)
In eq. (6) Tr[J(~x)] is the trace (Tr) of the Fisher infor-
mation matrix.
Fisher information matrix, J(~φ), was introduced in the
twenties [26] and gives a different information compared
to Shannon entropy. Consider a system with a PD that
depends on a vector of parameters ~φ: p(~φ, ~x). We can
wonder which is the information contained in a statisti-
cal sampling about the value of ~φ, assuming that the real
values are unknown. This information is not related to
the estimation of ~φ, but more to its variance. Estima-
tion theory states that the best possible ~φ estimator has
a covariance matrix equal to the inverse of the Fisher
information matrix. This is the result of Cramer-Rao
theorem [27].
A particular case of Fisher information matrix is of
great relevance, when ~φ reduces to a set of location pa-
rameters [26], p(~φ, ~x) = p(~x − ~φ). In this case Fisher
information matrix components are equal to:
Jij(~x) =
∫
1
p(~x)
(
∂p(~x)
∂xi
∂p(~x)
∂xj
)
d~x, (7)
which is the Fisher information matrix used in eq. (6).
The De Bruijn’s identity holds for many important PD
(i.e. Gaussian PD) but not for all. Further generaliza-
tions of this relation between entropy derivative and sta-
tistical operators is currently under investigation [28, 29].
Starting from the relation between entropy and tem-
perature we can link Tθ to the inverse of the Fisher in-
formation matrix:
∂H(~x)
∂E¯
=
∂H(~x)
∂ǫ
∂ǫ
∂E¯
=
Tr[J(~x)]
2
∂ǫ
∂E¯
=
1
kTθ
. (8)
In this work we further extend this definition of ther-
modynamic temperature to conditional entropy:
∂H(~x|~y)
∂E¯
=
∂H(~x, ~y)
∂ǫ
∂ǫ
∂E¯
− ∂H(~y)
∂ǫ
∂ǫ
∂E¯
∂H(~x|~y)
∂E¯
=
Tr[J(~x, ~y)]
2
∂ǫ
∂E¯
, (9)
which leads to the thermodynamic temperature equation:
Tθ =
2
k(Tr[J(~x, ~y)])
∂E¯
∂ǫ
. (10)
This definition of thermodynamic temperature reduces
to the conventional one if the PD is the Boltzmann, but
can be different in other cases, like non-equilibrium con-
ditions (Neq) and equilibrium with information sharing
(Ieq).
The generalization of both entropy and thermody-
namic temperature allows to extend the concept of free
energy potential for the two cases under discussion (Ieq
and Neq). It is possible to demonstrate, after some ma-
nipulations, that in general [16]:
∂E¯
∂ǫ
=
1
2
Tr
[〈
∂2E
∂xi∂xj
〉]
, (11)
where 〈 ... 〉 denotes averaging respect to the PD. This
derivation remains the same also when the PD is a non
equilibrium distribution p(~x, ~y), because the perturba-
tion of ~z affects only the ~x random variable vector.
To evaluate the Fisher information matrix we start
making a transformation for the generalized joint PD in
a Boltzmann shape:
p(~x, ~y) =
e−βE˜(~x,~y)
Z(~x, ~y)
. (12)
In eq. 12, E˜ does not represent the real energy microstate
but only a functional to reproduce the correct PD and
Z(~x, ~y) =
∫
exp(−βE˜(~x, ~y))dxdy is the generalized parti-
tion function to normalize the distribution. β is equal to
1/kT0. Evaluating the components of the Fisher infor-
mation matrix J(~x, ~y) we get:
Jij(~x, ~y) = β
〈
∂2E˜(~x, ~y)
∂xi∂xj
〉
. (13)
Starting from the Helmoltz free energy potential we
can finally define the generalized potential taking into
account the conditional entropy and the conditional ther-
modynamic temperature:
F = E¯ − kTθH(~x|~y) = E¯ − kT0γ (H(~x|~y)) , (14)
where the coefficient γ is equal to:
γ =
Tr
[〈
∂2E
∂x2i
〉]
Tr
[〈
∂2E˜(~x,~y)
∂x2i
〉] = Tθ
T0
. (15)
The free energy differences, ∆FIeq and ∆FNeq , respect
to the equilibrium case, Feq, are:
∆FIeq = kT0 ((1− γ)H(~x) + γI(~x ∧ ~y)) , (16)
∆FNeq = ∆E¯Neq +∆FIeq . (17)
4This is the main result of the present work. Depending
if we are simply sharing information in equilibrium con-
ditions or fully going out of equilibrium, the variation in
free energy changes. In the first case the increase of free
energy is related to temperature variation and entropy re-
duction. In the second case (Neq), the free energy change
is related to changes in the average energy ∆E¯Neq also.
If the thermodynamic temperature can be approx-
imated to the reservoir temperature T0 (γ ≃ 1) the
variation in free energy reduces to the mutual infor-
mation kT0I(~x ∧ ~y) [14, 30] in the equilibrium case or
∆E¯NEQ+kT0I(~x∧~y) in non-equilibrium conditions. The
limit γ ≃ 1 occurs when ~x and ~y are close to be indepen-
dent.
In order to show an application of the formalism for Ieq
we apply it to a very simple model: a single free particle
moving in one dimension. The Hamiltonian of the system
E reduces to Ax2, where A = 1/2m (with m mass of the
particle) and x = p, momentum of the particle. The
equilibrium distribution is a normal distribution with 0
mean value and a variance σ2x = kT0/2A.
In the model we assume that the reservoir can probe
the momentum of the particle with a sensor. We assume
also that the measurement made by the sensor is affected
by noise, than it is described by a second random vari-
able y. To simplify the model also y follows a normal
distribution with 0 mean value and variance σ2y.
Because the outcome of y is correlated with the PD
of x the two variables follows a joint bivariate normal
distribution:
p(x, y) =
e
−
1
2(1−ρ2)
(
x2
σ2x
−
2ρxy
σxσy
+ y
2
σ2y
)
2πσxσy
√
1− ρ2
. (18)
where the correlation coefficient ρ = σxy/σxσy mea-
sures the level of correlation between the signal of the
probe and the particle real momentum. σxy is the cross-
variance and the value of ρ2 runs between 0 (independent
variables) and 1 (completely correlated variables).
The entropy of x, H(x), is the gaussian Shannon en-
tropy, H(x) = 0.5 ln
(
2πeσ2x
)
, with mutual information:
I(x ∧ y) = −0.5 ln (1− ρ2) [17].
Other quantities can be easily calculated, such as the
average energy, E¯ = Aσ2x and average energy derivative
∂E¯/∂ǫ = A. E˜ can be evaluated from p(x, y):
E˜ = −kT0 ln(p(x, y))− kT0 ln(Z(x, y)). (19)
The average of the second derivative of E˜ , eq. (13), is
then equal to: 〈
∂2E˜
∂x2
〉
=
kT0
(1− ρ2)σ2x
. (20)
This allows to calculate both Fisher information J(x)
= σ−2x and J(x, y):
J(x, y) = β
〈
∂2E˜
∂x2
〉
=
1
(1− ρ2)σ2x
, (21)
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FIG. 1. (color online) Kinetic (kTk = kT0) and thermody-
namic (kTθ) thermal energy (in eV) for different values of
the correlation coefficient ρ. The reservoir temperature is as-
sumed to be 300 K, for kT0 = 0.025 eV.
which leads to γ equals to:
γ =
2A(1− ρ2)σ2x
kT0
= (1− ρ2) = Tθ
T0
. (22)
The thermodynamic temperature is reduced respect to T0
by increasing the correlation (see figure 1). The average
energy on the contrary is not affected by the correlation
and then kinetic temperature Tk = T0. Because the heat
and work exchanged depend on different temperatures
(eq. 1), in this particular case we obtain that ∆Q = -∆W
∝ (T0−Tθ). This means, as should be, that in equilibrium
condition, even when information is acquired, the total
energy flux ∆Q + ∆W is zero. However, we observe that
the single fluxes are not zero, in particular the system
absorbs heat (∆Q > 0) and makes mechanical work to
the reservoir (∆W < 0).
The explanation of the example is the following. Us-
ing the information about the momentum of the particle,
the reservoir can extract mechanical work from it. For
example using a small mill, that can be rotated by the
particle. In equilibrium conditions the impacts between
particle and mill do not produce net mechanical work, be-
cause there are equal impacts in one direction and in the
opposite. However, if the reservoir can estimate the dy-
namical state of the particle with more accuracy, then can
use the mill to extract work when the particle moves in
one direction and block the mill when the particle comes
from the opposite direction. The impact transfers energy
from the particle to the reservoir in form of a net mechan-
ical work. The particle cools down because its average
energy is reduced by the series of impacts. However, the
particle is also in thermal contact with the reservoir, if
the temperature of the particle gets lower than the reser-
voir, a heat transfer occurs increasing again the average
energy of the particle.
So, even if the net flux of energy is zero, the entropy
flux is not. The system absorbs energy with high en-
tropy (heat) and gives back to the reservoir energy with
5a lower entropy (work). This is consistent with the fact
that, thanks to the information due to correlation with
the microstate, the system behaves with respect to the
reservoir more and more like a deterministic system. Its
internal average energy can be exploited to make work.
In fact, in the limit of perfect correlation Tθ = 0 and F
= E¯.
It is important to stress that this is not implying any
violation of the second principle of thermodynamics. The
reduction of entropy performed in the system occurs only
thanks to the information obtained. The harvesting and
elaboration of this information requires work made at the
expense of the reservoir. The variation of entropy due to
this elaboration more than compensate the local reduc-
tion in entropy in the system. Then the total entropy
variation, system plus reservoir, is still non negative.
In this work a generalization of the free energy poten-
tial has been presented. This formalism makes use of in-
formational theory concepts in order to extend the ther-
modynamic theory to systems which share information
with the reservoir or are in steady state non-equilibrium.
The core point is the concept of mutual information and
conditional Fisher information, which allow to general-
ize both entropy and thermodynamic temperature defi-
nitions, respectively. A simple model, describing a sin-
gle free particle, has been discussed showing the effect
of shared information over the thermodynamics between
system and reservoir. Increasing the correlation between
measure and microstate allows to consider the system
more and more as deterministic. Then its internal en-
ergy can be entirely converted into work.
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