We extend the notion of dissipative dynamical systems to formalize the concept of the nonlinear analog of strict positive realness and strict bounded realness. In particular, using exponentially weighted system storage functions with appropriate exponentially weighted supply rates, we introduce the concept of exponential dissipativity. The proposed results provide a generalization of the strict positive real lemma and the strict bounded real lemma to nonlinear systems. We also provide a nonlinear analog to the classical passivity and small gain stability theorems for state space nonlinear feedback systems. These results are used to construct globally stabilizing static and dynamic output feedback controllers for nonlinear passive systems that minimize a nonlinear nonquadratic performance criterion.
Introduction
One of the most basic issues in system theory is the stability of feedback interconnections. Two of the most fundamental results concerning stability of linear feedback systems are the positivity and small gain theorems [1, 11, 16, 21] . The positivity theorem states that if G and G c are (square) positive real transfer functions, one of which is strictly positive real, then the negative feedback interconnection of G and G c is asymptotically stable. Alternatively, the small gain theorem implies that if G and G c are asymptotically stable finite-gain transfer functions, one of which is strictly finite gain so that |||G||| ∞ |||G c ||| ∞ < 1, then the negative feedback interconnection of G and G c is asymptotically stable.
In an attempt to generalize the above feedback interconnection stability results to nonlinear state space systems, Hill and Moylan [9] introduced the novel concepts of input strict passivity, output strict passivity, and input-output strict passivity using notions of storage functions with appropriate supply rates from dissipativity theory for nonlinear dynamical systems [19] . In particular, Hill and Moylan [9] show that if the nonlinear dynamical systems Ᏻ and Ᏻ c are both input strictly passive, are both output strictly passive, or Ᏻ is passive and Ᏻ c is input-output strictly passive, then the negative feedback interconnection of Ᏻ and Ᏻ c is asymptotically stable. However, these nonlinear feedback stability results do not represent an exact nonlinear extension to the positivity and small gain theorems discussed above. Specifically, specializing the notions of input strict passivity, output strict passivity, and input-output strict passivity to linear systems yields stronger conditions than strict positive realness and strict bounded realness.
In this paper, we extend the notion of dissipative dynamical systems to formalize the concept of the nonlinear analog of strict positive realness and strict bounded realness. In particular, using exponentially weighted system storage functions with appropriate exponentially weighted supply rates, we introduce the concept of exponential dissipativity. Furthermore, we develop nonlinear Kalman-Yakubovich-Popov conditions for exponentially dissipative dynamical systems with quadratic supply rates. In the special cases where the system dynamics are linear and the quadratic supply rates correspond to the net system power and the weighted input and output system energy, the Kalman-YakubovichPopov conditions specialize to the strict positive real lemma [18] and strict bounded real lemma [2] . Furthermore, using exponential dissipativity concepts, we present several stability results for nonlinear feedback systems that provide a nonlinear analog to the classical positivity and small gain theorems for linear feedback systems. In the special case where we consider a quadratic supply rate corresponding to the net system power, our notion of exponential dissipativity (with minor additional assumptions on the system storage) collapses to the notion of exponential passivity introduced in [4] . However, it is important to note that results developed in [4] predominantly focus on passivity, feedback equivalence, and stabilizability of exponentially minimum phase systems. In contrast, the results of the present paper develop nonlinear extensions to the KalmanYakubovich-Popov conditions for exponential dissipativity as well as stability results for feedback interconnections of dissipative and exponentially dissipative systems. For an excellent treatment of passivity and minimum phase systems, the reader is referred to [3] .
Using the extended Kalman-Yakubovich-Popov conditions for exponentially passive systems, we extend the H 2 -based positive real controller synthesis methods developed in [6, 14] to nonlinear passive dynamical systems. Specifically, globally stabilizing static and dynamic exponentially passive output feedback nonlinear controllers are constructed for nonlinear passive systems that additionally minimize a nonlinear nonquadratic performance criterion involving a nonlinear nonquadratic, nonnegative-definite function of the state and a quadratic positive-definite function of the control. In particular, by choosing the nonlinear nonquadratic weighting functions in the performance criterion in a specified manner, the resulting static and dynamic controllers are guaranteed to be exponentially passive. In the dynamic output feedback case, we show that the linearized controller for the linearized passive system is H 2 optimal.
Exponentially dissipative dynamical systems
In this section, we extend the notion of dissipative dynamical systems to formalize the concept of the nonlinear analog of strict positive realness and strict bounded realness. In particular, using exponentially weighted system storage functions with appropriate exponentially weighted supply rates, we introduce the concept of exponential dissipativity. First, however, we establish a standard notation used throughout the paper. Specifically, let R and C denote the real and complex numbers, R n the set of n × 1 real column V. Chellaboina and W. M. Haddad 27 vectors, R m×n the set of m × n real matrices, S n the set of n × n symmetric matrices, (·) T and (·) * transpose and complex conjugate transpose, respectively, and I n or I the n × n identity matrix. Furthermore, we write · for the Euclidean vector norm, σ max (·) (resp., σ min (·)) for the maximum (resp., minimum) singular value, V (x) for the Fréchet derivative of V at x, and M ≥ 0 (resp., M > 0) to denote the fact that the Hermitian matrix M is nonnegative (resp., positive) definite. Let
∼ is used to denote a minimal realization. Finally, let C 0 denote the set of continuous functions and C n the set of functions with n continuous derivatives.
In this paper, we consider nonlinear dynamical systems Ᏻ of the forṁ
where
, and J(·) are continuously differentiable mappings and f (·) has at least one equilibrium so that, without loss of generality, f (0) = 0 and h(0) = 0. Furthermore, for the nonlinear dynamical system Ᏻ, we assume that the required properties for the existence and uniqueness of solutions are satisfied; that is, u(·) satisfies sufficient regularity conditions such that the system (2.2a) has a unique solution forward in time. For the dynamical system Ᏻ given by (2.2), a function r : R m × R l → R such that r(0,0) = 0 is called a supply rate [19] if it is locally integrable; that is, for all input-output pairs u ∈ R m and y ∈ R l , r(·,·) satisfies is satisfied for all t ≥ t 0 with x(t 0 ) = 0. A dynamical system Ᏻ of the form (2.2) is dissipative with respect to the supply rate r(u, y) [19] if the dissipation inequality (2.3) is satisfied with ε = 0.
Next, we give an extension of the notion of an available storage introduced in [19] . Specifically, define the available exponential storage V a (x 0 ) of the nonlinear dynamical system Ᏻ by Recall that V a (x 0 ,t 0 ) given by (2.5) defines the available storage function for nonstationary (time-varying) dynamical systems [10, 19] . As shown above, in the case of exponentially time-invariant dissipative systems, V a (x 0 ,t 0 ) = e εt0 V a (x 0 ).
Next, we establish an analogous result to dissipative systems given in [19] for exponentially dissipative systems. Specifically, we show that the available exponential storage given by (2.4) is finite if and only if Ᏻ is exponentially dissipative. In order to state this result, we require two additional definitions. 
The proof is similar to the proof given in [19] 
The following theorem provides conditions for guaranteeing that all exponential storage functions of a given exponentially dissipative nonlinear dynamical system are positive definite.
Theorem 2.7. Consider the nonlinear dynamical system Ᏻ given by (2.2) 
The proof is identical to the proof given in [8] for dissipative systems.
Remark 2.8. If V s (·) is continuously differentiable in Corollary 2.6, then an equivalent statement for exponential dissipativeness of Ᏻ with respect to the supply rate r(u, y) iṡ
whereV s (·) denotes the total derivative of V s (x) along the state trajectories x(t), t ≥ 0, of (2.2a). Furthermore, note that exponential dissipativity implies strict dissipativity; that is, V s (x(t)) < r(u(t), y(t)), t ≥ 0, but the converse does not necessarily hold.
Remark 2.9. The notion of exponential dissipativity introduced in this paper is more general than the notion of exponential passivity introduced in [4] . Specifically, in [4] , a nonlinear dynamical system Ᏻ is exponentially passive if it is strictly passive; that is, there exist an r-continuously differentiable storage function V s (·) and a positive-definite function S(·) such that 10) and there exist positive scalars α 1 , α 2 , and α 3 such that
In the case where there exists an r-continuously differentiable storage function V s (·) with supply rate r(u, y) = u T y such that (2.11) is satisfied, our notion of exponential dissipativity specializes to the notion studied in [4] .
Specialization to exponentially dissipative systems with quadratic supply rates
In this section, we present a result which shows that exponential dissipativeness of a system of the form (2.2) can be characterized in terms of the system functions f (·),
G(·), h(·), and J(·).
For the following result, we consider the special case of exponentially dissipative systems with quadratic supply rates. Specifically, let Q ∈ S l , R ∈ S m , and S ∈ R l×m be given and assume r(u, y) = y T Qy + 2y T Su + u T Ru. Furthermore, we assume that there exists a function κ :
, and there exists a continuously differentiable available storage V a (x), x ∈ R n , for the dynamical system Ᏻ. 
If, alternatively, 
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Proof. The proof of equivalence between exponential dissipativity of Ᏻ and (3.1) is similar to the proof given in [8] for dissipative systems with quadratic supply rates. To show (3.3), note that (3.1) can be equivalently written as
Now, for all invertible -∈ R (m+1)×(m+1) , (3.4) holds if and only if -T (3.4)-holds. Hence, the equivalence of (3.1) to (3.3) in the case when (3.2) holds follows from the (1,1) block of -T (3.4)-, where 
Hence, the undisturbed (u(t) ≡ 0) nonlinear dynamical system (2.2a) is asymptotically stable. If, in addition, there exists scalars α,β > 0 and
Next, we specialize Theorem 3.1 to passive and finite-gain dynamical systems. To state these results, two key definitions of nonlinear dynamical systems which are exponentially dissipative with respect to supply rates of a specific form are needed. 
Proof. The result is a direct consequence of Theorem 3.1 with l = m, Q = 0, S = I m , and R = 0. Specifically, with κ(y) = −y, it follows that r(κ(y), y) = −2y T y < 0, y = 0, so that all the assumptions of Theorem 3.1 are satisfied. Finally, we present a key result on linearization of exponentially dissipative systems. For this result, we assume that there exists a function κ : R l → R m such that κ(0) = 0, r(κ(y), y) < 0, y = 0, and the available storage V a (·) belongs to C 3 .
Theorem 3.8. Let Q ∈ S l , S ∈ R l×m , and R ∈ S m and suppose that Ᏻ given by (2.2) is completely reachable and exponentially dissipative with respect to the quadratic supply rate r(u, y) = y T Qy + 2y T Su + u T Ru. Then, there exist matrices P ∈ R n×n , L ∈ R p×n , and W ∈ R p×m , with P nonnegative definite, and a scalar ε > 0 such that
The proof is similar to the proof of [7, Theorem 2.1] and hence is omitted.
Connections to strict positive real and strict bounded real dynamical systems
In this section, we specialize the results of Section 3 to the case of linear systems and provide connections for the frequency domain versions of exponential passivity and exponential finite gain. Specifically, we consider linear systems
with a state-space representatioṅ
, and D ∈ R l×m . To present the main results of this section, we first give several standard definitions. Now, we present the key results of this section connecting the nonlinear notion of exponential passivity and exponential finite gain to strict positive realness and strict bounded realness, respectively, of a linear dynamical system. 
with input u(·) and output y(·). Then the following statements are equivalent: (i) G(s) is strictly positive real; (ii) G(s) is exponentially passive; that is,
, and W ∈ R p×m , with P positive definite, and a scalar ε > 0 such that
Furthermore, G(s) is strongly positive real if and only if there exists n × n positive-definite matrices P and R such that
Proof. The equivalence of (i) and (iii) is standard; see [12] for a proof. The fact that (iii) implies (ii) follows from Corollary 3.6 with
is exponentially passive, then it follows from Theorem 3.8 with
, and R = 0 that there exist matrices P ∈ R n×n , L ∈ R p×n , and W ∈ R p×m , with P positive definite, such that (4.4) are satisfied. Finally, with the linearization given above, it follows from (3.8) that G(s) is strongly positive real if and only if there exists a scalar ε > 0 and a positive-definite matrix P ∈ R n×n such that
Now, if there exists a scalar ε > 0 and a positive-definite matrix P ∈ R n×n such that (4.6) is satisfied, then there exists an n × n positive-definite matrix R such that (4.5) is satisfied. Conversely, if there exists an n × n positive-definite matrix R such that (4.5) is satisfied, 
Next, we present an analogous result for strictly bounded real systems. 
with input u(·) and output y(·). Then the following statements are equivalent: (i) G(s) is strictly bounded real; (ii) G(s) is exponentially finite gain; that is,
(iii) there exist matrices P ∈ R n×n , L ∈ R p×n , and W ∈ R p×m , with P positive definite, and a scalar ε > 0 such that
(4.12)
Furthermore, G(s) is strongly bounded real if and only if there exist n × n positive-definite matrices P and R such that
The proof is analogous to that of Theorem 4.3 and hence is omitted.
Exponentially dissipative systems

Stability of feedback interconnections of exponentially dissipative dynamical systems
In this section, we consider stability of feedback interconnections of exponentially dissipative dynamical systems. The treatment here parallels that of Hill and Moylan [9] with the key difference in that we do not use the notions of input strict passivity, output strict passivity, and input-output strict passivity. Alternatively, using the notion of exponentially dissipative dynamical systems, with appropriate exponential storage functions and supply rates, we construct Lyapunov functions for interconnected dynamical systems by appropriately combining storage functions for each subsystem. We begin by considering the nonlinear dynamical system Ᏻ given by (2.2) with the nonlinear feedback system Ᏻ c given byẋ
where 
then the negative feedback interconnection of Ᏻ and Ᏻ c is globally exponentially stable.
Proof. The proof follows from standard Lyapunov stability and invariant set theorem arguments using the Lyapunov function candidate V (x,x c ) = V s (x) + σV sc (x c ).
V. Chellaboina and W. M. Haddad 37 The following corollary is a direct consequence of Theorem 5.2. For this result, note that if a nonlinear dynamical system Ᏻ is dissipative (resp., exponentially dissipative) with respect to the supply rate r(u, y) = 2u T y, then, with κ(y) = −k y, where the scalar k > 0, it follows that r(u, y) = −k y T y < 0, y = 0. Alternatively, if a nonlinear dynamical system Ᏻ is dissipative (resp., exponentially dissipative) with respect to the supply rate r(u, y) = γ 2 u T u − y T y, where γ > 0, then, with κ(y) = 0, it follows that r(u, y) = −y T y < 0, y = 0. Hence, if Ᏻ is zero-state observable, it follows from Theorem 3.1 that all storage functions (resp., exponential storage functions) of Ᏻ are positive definite. 
Optimal static output feedback control for passive systems
In this section, we construct globally optimal, stabilizing static output feedback controllers for nonlinear passive dynamical systems. In order to address this problem, consider the nonlinear system given by (2.2a) with the nonlinear nonquadratic performance criterion
where L 1 : R n → R and R 2 ∈ R m×m are such that L 1 (x) ≥ 0, x ∈ R n , and R 2 > 0. The optimal nonlinear feedback controller u = −φ(x) that minimizes the nonlinear nonquadratic performance criterion (6.1) is given in [17] . For the statement of this result, define the set of regulation controllers, for x 0 ∈ R n , by
Theorem 6.1 [15, 17] . Consider the nonlinear dynamical system (2.2a) with performance functional (6.1) . Assume that there exists a continuously differentiable radially unbounded function V : 
is globally asymptotically stable with the negative feedback control law 
The following result gives globally stabilizing static output feedback controllers for nonlinear passive dynamical systems that additionally minimize a nonlinear nonquadratic performance functional of the form given by (6.1). 
7)
and the performance functional
is minimized in the sense that
Proof. Since Ᏻ is passive, zero-state observable, and completely reachable, it follows from Corollary 3.6 that there exists a continuously differentiable, positive-definite storage function V s (·) such that (3.7a) and (3.7b) hold with ε = 0. Now, substituting
3) and using (3.7a) and (3.7b), it follows that a solution to (6.3) . Next, since Ᏻ is zero-state observable, it follows that Ᏻ is zero-state observable with h(x) replaced by L 1 (x), x ∈ R n , so that all the conditions of Theorem 6.1 are satisfied. Hence, it follows from Theorem 6.1 and (3.7b) that the zero solution x(t) ≡ 0 to (2.2) with the nonlinear output feedback control law
is globally asymptotically stable and the performance functional (6.8) is minimized.
Remark 6.3.
Although the equivalence between passivity and state feedback optimality discussed in [15] would lead one to surmise that the result of Theorem 6.2 is immediate, this is not the case since Theorem 6.2 gives an optimal output feedback controller.
Of course, since Ᏻ is assumed to be passive, any u = −K y, K > 0, will be a stabilizing controller. However, (6.7) additionally minimizes the nonlinear nonquadratic performance functional (6.8).
It is interesting to note that in the case where Ᏻ is a linear passive system, it follows from Theorem 6.2 that the optimal output feedback controller is characterized by a single Riccati equation as opposed to the coupled modified Riccati and Lyapunov equations characterizing optimal static output feedback controllers [13] . Specifically, it follows from Theorem 6.2 with (6.11) that the optimal control gain is given by
2 . To see that the output feedback controller u(t) = −R 2 C, recall that a static optimal output feedback controller minimizing (6.1) with L 1 (x) = x T R 1 x, where R 1 ≥ 0, is given by [13] 12) where the n × n positive-definite matrices P and Q satisfy
13) 14) where
, where E denotes expectation. Now, if
is positive real and
2 C, where L satisfies (4.4a) with ε = 0, it follows that Cν ⊥ = 0 and hence the solution P to (6.13) is also a solution to the Kalman-YakubovichPopov equations (4.4a) and (4.4b) with ε = 0. In this case, the optimal output feedback given by (6.12) collapses to K = R −1 2 and (6.14) is superfluous. Hence, we note that in the case where the plant is positive real, there exists an optimal static output feedback controller minimizing (6.1) with
where L satisfies (4.4a) with ε = 0, if and only if (A,B) is stabilizable and (A,R 1 ) is observable.
Locally optimal and globally stabilizing dynamic output feedback compensation for passive systems
In this section, we extend the results of Section 6 to address the problem of locally optimal and globally stabilizing nonlinear dynamic output feedback compensators for nonlinear passive dynamical systems. To show local optimality, we require the positivity LQG-based V. Chellaboina and W. M. Haddad 41 result given in [14] which shows that if the plant is positive real and the LQG design weights are chosen in a specified manner, then the resulting LQG controller is guaranteed to be positive real. For the statement of this result, let f (x) = Ax, G(x) = B, h(x) = Cx, and J(x) = 0 so thatẋ 
(iii) The transfer function G c (s) is strictly positive real. Note that since the plant is positive real and the negative feedback compensator is strictly positive real, condition (i) is automatically satisfied [11] . Furthermore, note that J(A c ,B c ,C c ,x 0 ) can be written as , and V 1 ∈ R n×n and V 2 ∈ R l×l are arbitrary design weights such that V 1 ≥ 0 and V 2 > 0, and proceed by determining controller gains that minimize (A c ,B c ,C c ) trP V . Now, using the approach proposed in [6, 14] , we have the following result for constructing strictly positive real compensators that minimize the H 2 cost (A c ,B c ,C c ) .
Theorem 7.1 [6, 14] . Assume that
is positive real and let L andL satisfy (4.4a) and (4.7) with ε = 0, respectively. Furthermore, assume that there exist n × n positive-definite matrices X and Y satisfying
where R 1 , R 2 , V 1 , and
Then the negative feedback dynamic compensator
is strictly positive real and satisfies the design criteria (i) and (ii (7.9) are satisfied with A, B, and C given by (3.12) and
, it follows from (3.7a) and (3.7b) that V (x) = V s (x) is a solution to (6.3). Now, using (3.7b) and (7.14), it follows that
Next, using (3.7a), (3.7b), and (7.14), it follows that
Now, using (3.7a), (3.7b), (7.15) , and (7.16) with
2 h(x c ), it follows that Ᏻ c given by (5.1) with nonlinear gains given by (7.14) is exponentially passive. Hence, it follows from Corollary 5.4 that the negative feedback interconnection of Ᏻ and Ᏻ c is globally asymptotically stable.
To show local optimality of the closed-loop system with respect to (A c ,B c ,C c ), where (A c ,B c ,C c ) ∈ , note that since (A,C) is observable, it follows from Theorem 3.8, with Q = R = 0 and S = I m , that there exist matrices P ∈ R n×n and L ∈ R p×n and a scalar ε > 0, such that P = ∂ 2 V s /∂x 2 > 0 and L = ∂ /∂x| x=0 , satisfying (4.4a) and (4.4b), with (A,B,C) given by (3.12) . Hence, the triple (A,B,C) is strictly positive real. Now, since L 1 (x) = T (x) (x) + εV s (x) + h T (x)R Finally, since the triple (A,B,C) given by (3.12) is strictly positive real, it follows from (4.7) and (4.8) that there exist Q P −1 ∈ R n×n andL P −1 L T ∈ R n×q , with Q positive definite, and a scalar ε > 0 such that
where V 1 =LL T + εQ + BV −1
Conclusion
Using exponentially weighted system storage functions with appropriate exponentially weighted supply rates, we introduce the concept of exponential dissipativity to formalize the nonlinear analog of strict positive realness and strict bounded realness. The proposed results provide a generalization of the strict positive real lemma and the strict bounded real lemma to nonlinear systems. We also provide a nonlinear analog to the classical positivity and small gain stability theorems for state-space nonlinear feedback systems. The results were used to extend the H 2 positive real synthesis techniques of Lozano-Leal and Joshi [14] to nonlinear passive dynamical systems.
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