Abstract -Quasi-static time-series (QSTS) simulation provides an accurate method to determine the impact that new PV interconnections including control strategies would have on a distribution feeder. However, the QSTS computational time currently makes it impractical for use by the industry. A vector quantization approach [1-2] leverages similarities in power flow solutions to avoid re-computing identical power flows resulting in significant time reduction. While previous work arbitrarily quantized similar power flow scenarios, this paper proposes a novel circuit-specific quantization algorithm to balance speed and accuracy. This sensitivity-based method effectively quantizes the power flow scenarios prior to running the quantized QSTS simulation. The results show vast computational time reduction while maintaining specified bounds for the error.
INTRODUCTION
The interest in distributed solar photovoltaic (PV) systems has grown rapidly, providing generation closer to the demand. However, distribution system feeders with high penetration levels can experience negative impacts from the variability and unpredictability of the power generation, which causes operational challenges. In certain installations, PV production can create reverse power flow on the feeder by exceeding the local demand, and the resulting voltage profiles can be difficult to manage. Furthermore, feeders with voltage-regulating devices can experience excess operation or create extreme voltages in the circuit. Thus, it is important to fully understand the impact of a new PV interconnection prior to its connection. An IEEE guide [3] to conducting distribution impact studies for distributed resource interconnections describes a time-series simulation capable of modeling: a) operation of voltage regulating devices, b) regulating device delays, and c) hosting capacity duration metrics such as number of hours of overvoltage per year or number of tap operations per year. By chronologically solving static power flows at a specific granularity, QSTS simulations are able to capture the temporal aspects. Scenario-based simulations, traditionally used by system planners, cannot accurately model the mentioned temporal effects.
A yearlong QSTS simulation at one-second resolution is recommended by [4] to accurately model the seasonal behavior of the electricity demand as well as the fast fluctuation of solar PV and their impact on voltage regulating devices. However, this QSTS simulation represents solving 31.5 million consecutive power flows which can take 10-120 hours on conventional computers. For this simulation to be used by the industry, there is an interest in reducing its computational time, but there are multiple challenges in doing so [5] . Specifically, it is very difficult to model the operation of voltage regulating devices without running the time-series simulation since their controllers often include deadbands and delays.
Reducing the computational time of QSTS simulations can be achieved by either reducing the computational time of the power flow solver or by reducing the number of power flow computations. For instance, the speed of the power flow solver can be increased through circuit reduction [6] -reducing the number of buses in the circuit -or with an A-diakoptics method [7] -dividing a large feeder into sub-networks. The number of computed power flows can be reduced with a variable time-step method [4] -increasing the step size -or by vector quantization [1] , [8] - [10] . The vector quantization approach leverages similarities in power flow solutions to avoid re-computing the non-linear AC unbalanced three-phase power flow equations. This paper focuses on the vector quantization algorithm in [1] and expands on the work presented at PVSC 2017 [2] .
By clustering similar power flow solutions based on their input values (feeder conditions), the number of power flow computations can be reduced, therefore reducing simulation time. Each power flow solution can be defined by the current feeder conditions that impacts the voltage on the feedernamely, the power injections (i.e. load and PV output based on respective time-series profiles) and the states of voltageregulating devices are considered in this work. Since there is a discrete number of states for each regulating device, computational time reduction can be achieved by quantizing the power injection profiles. Vector quantization consists of introducing a rounding error (i.e. quantization error) to cluster similar values together in the load and PV irradiance time-series profiles to increase the number of repeated values. The higher the quantization error (i.e. fewer discrete values), the faster the algorithm will perform. However, this introduced error will appear in the power flow solution (i.e. the nodal voltage) and the operation of voltage regulating devices with voltage-based controls could also be impacted depending on the magnitude of the error. As a result, this error can affect the accuracy of various metrics reported by the QSTS simulation -number of controller actions, voltage extremes, line losses, etc. Thus, there must be a balance of speed and accuracy of the simulation where more discrete values in each profile provide higher accuracy but also require more power flows computations.
In both papers ( [1] , [2] ), the profiles (time-series datasets for the load and PV injections) are quantized to have the same number of possible values each regardless of their impact on the feeder. Obviously, simulation results show that higher resolution in the profile yields more accurate QSTS simulation. However, one limitation to the previous algorithm is that the profiles do not have the same impact on the feeder and additional computational time reduction could be achieved by quantizing each profile in a different way. This paper focuses on a novel methodology to quantize the load and PV profiles ('vector quantization strategy' hereafter) based on their impact on the feeder. This pre-processing mechanism optimizes both the speed and the accuracy of the QSTS simulation. This paper is organized as follows. In Section II, the notion of the vector quantization algorithm along with the effects of vector quantization on the simulation results are briefly discussed to provide the necessary background to the work. A sensitivitybased vector quantization strategy is proposed in Section III and tested in Section IV. Its significance is discussed in Section V.
II. BACKGROUND

A. Vector quantization algorithm
The vector quantization (VQ) algorithm discussed in reference [1] and [2] takes advantage of the daily and seasonal cyclical behavior of the load and PV system to avoid recomputing identical power flow solutions. At each time step throughout the time horizon, the algorithm determines whether the power flow solution given the specific conditions of the feeder (ℎ ) at that time-step has already been computed. If the solution ( ℎ ) has already been computed, the stored solution is assigned to that time-step to avoid the time-consuming iterative power flow solver, as illustrated in red in Fig. 1 . Refer to reference [1] for further details on the algorithm.
By reducing the resolution in the profile ahead of the simulation (i.e. quantizing the profiles), the number of times the algorithm bypasses the power flow solver increases, providing a reduction in computational time. For instance, the PV profile is quantized to different resolutions and the resulting quantized profiles are plotted in Fig. 2 . 
B. Effects of Vector quantization
The quantization error introduced in the profile can be correlated to an error in a static power flow solution. A small error in the profile will create a small variation in the voltage magnitude and the power flow on the feeder. If the objective of the QSTS simulation is to capture the voltage extremes on the feeder, the quantization error can be correlated to the error in the QSTS metric. On the other hand, if the objective of the QSTS simulation is to capture the number of controller actions in a voltage regulating device (e.g. tap changers), an error in the power flow solution may or may not trigger an action depending on whether it occurs near a voltage regulator decision threshold. Thus, this creates a significant challenge in estimating the number of controller actions based on the introduced quantization error.
The importance of an efficient vector quantization algorithm can be demonstrated based on simulation results from [1] where the load and the PV profile can be quantized differently. The percent reduction in computational time is similar for the first two simulations in the table below but the error in the reported number of tap changes with respect to the true value (brute force approach to the QSTS simulation [1] ) is impacted. Furthermore, the error is more impacted by the resolution in the load profile than that of the PV profile in this simulation test case.
Although the correlation between the number of discrete values in the profiles and the error in the number of tap changes cannot easily be correlated without running the time-series simulation, a method to quantize each profile is proposed to provide improved speed and accuracy in the algorithm. In the previous two publications ( [1] , [2] ), the vector quantization algorithm required the quantization level of each profile to be arbitrarily chosen prior to running the simulation. However, the results discussed in the previous section showed that some simulations with quantized profiles performed better than others even though the computational time reduction is similar. In this section, an efficient vector quantization method ('strategy') is proposed and compared to two simple vector quantization strategies.
A. Uniform vector quantization method
The simplest vector quantization strategy is to quantize all the profiles equally to have the same number of discrete values, regardless of their impact on the feeder. For example, this approach is used in [1] on the modified IEEE 13 bus test case simulations by quantizing the load and PV profiles into 101 values each. This strategy would be used if no information is available about the specific feeder model or the magnitude of the profiles. Although it may not yield the most accurate simulation results for a given speed, this VQ strategy is discussed in this paper as a reference to other strategies.
B. kVA-based vector quantization method
A more intelligent vector quantization strategy is to quantize the different profiles based on the kVA value associated with it. For instance, in the modified IEEE 13 bus test case [1] , the profiles for the load and the PV system are reported in per unit of nominal power but the PV system is sized at ~40% of peak load. Thus, if the profiles are both quantized to create 101 values (0.01 p.u. resolution), an incremental jump of 0.01p.u. in each profile would not create the same change in net power injection change on the feeder. A vector quantization strategy can be based on the kVA value by simply quantizing the profile respectfully and an incremental jump from one discrete value to another would be equivalent to the same net power injection change in each profile. For instance, if the load profile is quantized to create 101 clusters (or rounded to the nearest 0.01 p.u.), the PV profile would be quantized to create 41 clusters (rounded to the nearest 0.025 p.u.).
C. Proposed vector quantization method
The number of controller actions is arguably the most challenging metric to be captured by the QSTS simulations because of the discontinuous nature of the controllers, their time dependencies, and more importantly their complex interactions. Each profile will affect the various controllers differently based on their kVA value as well as many other factors, such as power factor of the power injections and the location of the power injections. While the kVA-based vector quantization strategy quantizes the profiles based on their power injections, one crucial aspect that is not included with this approach is the consideration of the location of the power injection and its power factor. For instance, the location of a PV system can impact the operation of a capacitor bank differently based on its proximity and how it affects the power factor at the monitored bus. Thus, the proposed vector quantization strategy is to perform a sensitivity analysis of the impact that each profile has on each controller, which considers the characteristics of the power injection. This is done by introducing a small disturbance in each profile individually and recording the controller input signals. The perturb-and-observe sensitivity analysis characterizes the variation in each controller input signals that a profile creates. In other words, this analysis provides an understanding of the variation in the controller input signals that is created when a profile jumps from one discrete value to another.
To conduct this sensitivity analysis on a new test circuit, each profile n is first set to their mean value ( ). The power flow equations are first solved with the controllers enabled to determine feasible states within their deadbands. The controllers are then disabled to avoid any variations in the power flow solution due to a change of state. For each profile, two power flow solutions are computed when a small disturbance ( ) is introduced into the profiles individually and the input voltage signal to each controller c ( , ) is recorded to compute the sensitivity. The change in the input voltage signal is then normalized with respect to the disturbance. The algorithm of this sensitivity analysis is illustrated in Fig. 3 . The resulting voltage sensitivity represents the input control voltage variation that a 0 to 1 per unit change in the profile would create in each controller. Because controllers are often programmed with deadbands to avoid oscillations, this value is normalized with respect to the controller deadbands (Δ ) to determine how sensitive a controller is to a specific profile. Each profile can then be quantized according to the highest impact it has on any controllers. Thus, this sensitivity-based vector quantization strategy can be implemented prior to the time-series simulation to quantize the profiles as shown in the flow chart in Fig. 1 . Note that only the unique combinations of profile values are loaded into OpenDSS reducing the memory requirement to run the simulation (see [2] for further details on scalability of the algorithm).
IV. SIMULATION
A. Simulation test case
This sensitivity analysis is carried out on the modified IEEE 13 bus test case ( [4] ). A centralized 3-phase PV system (~40% of peak load) is located at the end of the feeder. Each phase of the load tap changer at the substation are controlled individually and the switching capacitor bank is controlled based on phase A. The circuit (Fig. 7) is modeled in OpenDSS and simulated MATLAB through the GridPV toolbox [11] .
B. Sensitivity analysis results
In TABLE II, the sensitivity analysis is reported as a percentage of the deadband that a 0 to 1.0 p.u. change in each profile would create. For instance, if the PV output power were to change from 0 to 100% of its nominal power, the capacitor bank would see a change in its controller input signal of 113% (of the deadband) -or 3.39V120base. Note that the load creates a negative variation in the controller input signals and the PV system creates a positive variation in the controllers because of the direction of the power flow injection affecting the voltages. The profiles would need to be quantized in such a way that the difference between each discrete value is less than 100% of the deadband. For example, if the profiles were quantized to create 11 discrete values each ([0:0.1:1 p.u.]), the variation in the controller signal created by the change between each value would be 1/10 th of the percentage in the table above. The proposed approach is to quantize the profiles based on the ratio of their highest impact (5.0:1 ratio between Reg3 and Cap1 for the load and PV profile respectfully). Furthermore, they can be quantized in such a way that the highest variation created by that profile in any controller input signals would be below a predetermined percent threshold for all controllers. For instance, the load and PV profiles would need to be quantized into 57 and 12 discrete values, respectively, to maintain an absolute change from one value to another below 10% of the respective deadbands (see TABLE ) . In other words, if either the load or PV output were to change from one discrete value to another, the largest variation in any controller's signal proportional to the deadband would be -9.9%, which is below the targeted 10%. 
Reg1
Reg2 Reg3 CAP1
Load (57 clusters) -7.7 % -7.7 % -9.9 % -6.2 % PV (12 clusters) 6.7 % 6.8 % 7.0 % 9.4 %
C. QSTS simulation results
To test the effect of vector quantization on the accuracy of the QSTS simulation, the load and PV profiles in the modified IEEE 13 bus test circuit [4] are quantized at different levels and the number of controller actions over a yearlong time horizon by the load tap changer on phase a (REG1) are reported for each simulation in Fig. 4 . Note that each pixel represents a yearlong QSTS simulation and a total of 576 QSTS simulations are represented in the figures. In addition, the computational time reduction is reported in Fig. 5 .
Three traces highlight simulations that follow one of the three strategies discussed in this paper. The uniform vector quantization strategy would have a 1:1 ratio in terms of number of discrete values in the load and PV profiles. Since the PV system is sized at 40% of peak load, the 5:2 ratio trace highlights the simulations that would follow the kVA-based vector quantization strategy. Finally, the 5:1 ratio trace is representative of the proposed sensitivity-based vector quantization strategy. The results in the figures above show that the load profile has a more significant impact than the PV profile on the accuracy of the reported metric. Note that the three marked simulations (Point A, B, & C) have the same computational speed but reported different metric accuracies. Thus, quantizing each profile equally may not optimize speed and accuracy. Furthermore, the simulation results based on the proposed strategy show a marginal improvement in accuracy compared to the kVA-based strategy. 
D. Value of Proposed Algorithm
The efficacy of the proposed sensitivity-based approach can be further highlighted by plotting the maximum voltage variation in the controller signal created by either profile changing from one discrete value to another (Fig. 6 ). This figure was generated solely by performing the voltage sensitivity analysis in Fig. 3 for the couple profiles, showing the same trends and results as performing the hundreds of detailed QSTS simulations shown in Fig. 4 . By quantizing both profiles according to the 5:1 trace, their impact on the controller voltage input signal of REG1 will be very comparable. Furthermore, this figure follows a similar behavior to the error reported by the QSTS simulation in Fig. 4 and the noise in the results is associated to the complex interaction between voltage-regulating devices [5] .
V. DISCUSSION
The results for the modified IEEE 13 bus test case show that the proposed sensitivity-based strategy provides marginal improvements on the kVA-based strategy. Thus, one argument against the proposed method is that the kVA-based approach is much simpler and does not need to solve any power flows ahead of the simulation. Although the proposed strategy is more detailed than the kVA-based approach, this sensitivity-based method does not impact the computational time of the algorithm since only 2 power flows are required to compute the sensitivities which is extremely rapid (< 0.1 seconds).
The advantage of the proposed strategy is that the analysis is circuit specific and considers all the parameters of the simulation (e.g. power factor of the injection, controller settings, etc.). For example, two identical circuits with the same nominal load and PV output power but with different deadbands for their controllers would be quantized identically for both circuit by the kVA-based strategy, but the proposed vector quantization strategy would consider that difference. The proposed algorithm would also correctly handle cases where the kVA injections have the same magnitude but different power factors, so depending on the X/R ratio of the feeder, one kVA injection may impact the voltage more than another. Moreover, the proposed strategy also considers the location of the power injection and controllers on the feeder. This is tested by studying the variation in the voltage input signal of the capacitor bank created by the PV system if the PV system is moved to two other locations (Fig. 7) . Note that in all three simulations, the size of the PV system is identical. Obviously, the capacitor bank is more significantly impacted when the PV system is located at the same bus and the further the PV system is from the capacitor bank, the less it is impacted. While the kVA-based vector quantization strategy would yield the same quantization for each of the simulations, the proposed vector quantization strategy considers the impacts of the PV system location and quantizes the profile differently based on its largest impact on the controllers.
Note that since the location is varied, the impact of the PV system on the LTC does not significantly change (TABLE &  TABLE ) . In the scenario that the PV system is at bus 680, the capacitor bank would still be the most sensitive to the PV profile. On the other hand, if it is closer to the LTC, the PV system would have a smaller impact on the capacitor bank than on the LTC, thus changing how the profile is quantized. Since this strategy is sensitivity-based, the user does not need to factor in the characteristics of the power injection respective to the different controllers since the algorithm would automatically consider it. 
VI. CONCLUSION
In this paper, a novel methodology to quantize the load and PV profiles is proposed to efficiently balance the computational speed and accuracy of QSTS simulations. Previously, the vector quantization algorithm quantized the profiles regardless of their impact on the feeder, which yielded suboptimal computational speed. The proposed methodology quantizes the profiles based on their impact on controller input signals by running a perturband-observe sensitivity analysis prior to the QSTS simulation.
This sensitivity-based vector quantization strategy is compared to a uniform quantization strategy and a kVA-based strategy, and simulation results show that the proposed strategy yields more accurate results for similar computational speed. The advantage of this analysis is that it is embedded within the vector quantization algorithm discussed in [1] , [2] and does not require extensive knowledge on how the algorithm operates by the user. Ultimately, the work presented in this paper is targeted to make the algorithm standalone and implementable within commercial-grade distribution planning software such as OpenDSS or CYME. This is left for future work.
VII.
