Multimodal dialog systems can be defined as computer systems that process two or more user input modes and combine them with multimedia system output. This paper is focused on the multimodal input, providing a proposal to process and fusion the multiple input modalities in the dialog manager of the system, so that a single combined input is used to select the next system action. We describe an application of our technique to build multimodal systems that process user's spoken utterances, tactile and keyboard inputs, and information related to the context of the interaction. This information is divided in our proposal into external and internal context, user's internal, represented in our contribution by the detection of their intention during the dialog and their emotional state.
Introduction
Research on multimodal interaction has grown considerably during the last decade, as a consequence of the development of innovative input interfaces, as well as the advances in research fields such as speech interaction and natural language processing [1, 2] . However, multimodal fusion has not evolved at the same rate, which has lead to minor advances at the different possibilities of combining input modalities [3, 4] .
Multimodal dialog systems [5] [6] [7] are dialog systems that process two or more combined user input modes. According to [8] , fusion of input sources in these systems must be approached in a global way: from the point of view of the architecture of a multimodal system as a whole, then, from the point of view of multimodal dialog modeling, and finally from an algorithmic point of view.
The architectural perspective focuses on necessary features of an architecture to allow usability in the integration of a fusion engine. Most of the current systems have been developed following the basis for multimodal interaction defined by important projects like Smartkom [7] . Smartkom's interaction metaphor was based on the idea that the user delegates a task to the virtual communication assistant which is visualized as a life-like character. Among the input modalities considered there were spoken dialog, graphical user interfaces, gestural interaction, facial expressions, physical actions, and biometrics. In the output, it provided an anthropomorphic user interface that combined speech, gesture, and facial expressions.
Multimodal dialog modeling refers to the module of the multimodal system that controls the interaction: the dialog manager. This module decides the next action of the multimodal system [9] [10] [11] , interpreting the incoming semantic representation of each input modality in the context of the dialog. In addition, it resolves ellipsis and anaphora, evaluates the relevance and completeness of user requests, identifies and recovers from recognition and understanding errors, retrieves information from data repositories, and decides about the next system's response. Fusion techniques in multimodal dialog systems are usually integrated in the dialog manager [12] .
Finally, the algorithmic perspective studies logic and algorithms used to integrate data coming from different input recognizers into an application-usable result. Fusion of input modalities can be achieved at a number of different levels of abstraction, as well as considering increasing levels of complexity. Multi-sensor data fusion can be performed at four different processing levels, according to the stage at which the fusion takes place: signal level, pixel level, feature level, and decision level [13] .
In this paper we propose a general-purpose approach to cost-efficiently develop an adapt a multimodal dialog system. The main objective is to reduce the effort required for both the implementation of a new system and the adaptation of systems to deal with user's specific features, a new task or modality. Our proposal follows an architecture that integrates several modules dealing with input modalities, as speech or visual and tactile interaction, and also the context of the interaction. We differentiate between two types of context: internal and external. The former describes the user state, modeled in our proposal by the user's intention during the dialog and the user's emotional state, whereas the latter refers to the environment state (e.g. location and temporal context).
We also propose a multimodal fusion methodology that is integrated in the dialog manager of the system. This module takes the input information sources into account to generate and encode a single input used for the selection of the next system action.
Proposal for Developing Multimodal Dialog Systems
The general architecture used for the development of multimodal applications can be separated in four different components: input modalities and their recognizers, output modalities and their respective synthesizers, the integration committee, and the application logic [8] . Indeed, using multimodality efficiently implies a clear abstraction between the results of the user's input analysis, the processing of this input, answer generation and output modalities selection.
