Let Ω be an open, possibly unbounded, set in Euclidean space R m , let A be a measurable subset of Ω, and let γ ∈ (0, 1). We investigate whether the solution vΩ,A,γ of −∆v = γ1Ω−A − (1 − γ)1A, v ∈ H 1 0 (Ω) changes sign. Bounds are obtained for |A| in terms of geometric characteristics of Ω (bottom of the spectrum of the Dirichlet Laplacian, torsion, measure, or R-smoothness of the boundary) such that vΩ,A,γ is either non-negative or is sign changing. We also study the shape optimisation problem of the optimal location of A (with prescribed measure) which minimises the essential infimum of vΩ,A,γ. Surprisingly, if Ω is a ball, a symmetry breaking phenomenon occurs.
Introduction
Let Ω be an open, possibly unbounded, set in Euclidean space R m with boundary ∂Ω. It is well-known [3] that if the bottom of the Dirichlet Laplacian defined by λ(Ω) = inf
is bounded away from 0, then
has a unique solution denoted by v Ω , which satisfies,
The m-dependent constant in the right-hand side of (2) has been improved in [12] and subsequently in [20] . We denote by P (Ω) = Ω v Ω , the torsional rigidity or torsion of Ω. Note that, under the assumption λ(Ω) > 0, the solution of an equation like in (1) with a right-hand side f ∈ L ∞ (Ω) can be defined by approximation on balls for the positive and negative parts of f .
For a measurable subset A ⊂ Ω, and 0 < γ < 1, we denote by v Ω,A,γ the solution of
Equations of the form (3) show up in a variety of situations. See for example [7] , [11] , [15] and [18] . By the maximum principle we have that
This paper investigates whether the solution of (3) satisfies essinf v Ω,A,γ < 0. Whether this holds depends both on the size and location of the set A ⊂ Ω. If v Ω,A,γ is sign changing then we investigate the problem of finding optimal location(s) of A among all subsets of Ω having prescribed measure, such that the essential infimum of v Ω,A,γ is minimal. This question can be interpreted both as a (rather non-standard) shape optimisation problem or as an optimisation problem in a prescribed class of rearrangements. From the perspective of the shape optimisation, we refer the reader for instance to [9] . We point out that our problem is different since the functional to be minimized is not an energy of the problem. This then can be viewed as an optimisation problem in a class of rearrangements, see e.g. [1] . We also refer to the paper of Burton and Toland [8] for models of steady waves with vorticity, where the distribution of the vorticity is prescribed. From this perspective, the solution to our problem can be interpreted as a vorticity stream function. The vorticity takes the values We denote the Lebesgue measure of a Borel set E ⊂ R m by |E|. The complement R m \ E of the set E is denoted E c . Furthermore, B r (x) := {y ∈ R m : |x − y| < r} denotes the ball centered at x of radius r. If x = 0, we simply write B r . We set ω m = |B 1 |.
We focus our attention on the following quantity. We obtain results in several directions.
Estimates for lower bounds. In Examples 1, 2 and 3 we show that, in general, we have to assume some smoothness of Ω in order to have C(Ω, γ) > 0. In particular, for triangles and for unbounded domains with finite measure we have C(Ω, γ) = 0. In Theorem 4 we make the assumption that Ω has a smooth boundary and satisfies an interior R-rolling ball condition (see Definition 2 below). We prove that C(Ω, γ) ≥ C(B R , γ). Theorem 5 yields an explicit lower bound for
Upper bounds. In Theorem 7 we show that C(Ω, γ) ≤ γ|Ω|, and prove that the coefficient γ in front of |Ω| is sharp, with equality on balls. In Theorem 8 we show that there exists a constant T (m, γ) depending only on m and on γ such that
A natural question, in the spirit of the Kohler-Jobin inequality, is to find the optimal value of T (m, γ), and to prove (or disprove) optimality for balls.
Domains with large diameters. Theorem 9 states results for the case where Ω has a large, possibly infinite diameter, and A = Ω \ B R for R > 0 is fixed. We find an explicit positive constant d(R, m, γ) < ∞, independent of Ω, such that the solution of the corresponding Poisson equation in Ω is negative for all x with |x| > d(R, m, γ).
Shape optimisation problems. Theorem 10 states results for the shape optimisation problem of, given Ω and γ, finding the set A with prescribed measure c such that essinf v Ω,A,γ is minimal. The answer to the question about existence of an optimal set relies on a concavity property of the shape functional A → essinf v Ω,A,γ . We point out that concavity alone is not a sufficient argument, and has to be supplemented by the analysis of optimality conditions in relationship with the PDE. If Ω is a ball B then, depending on the value of c, the optimal location may be radial or not. The symmetry breaking phenomenon occurs for c just above the critical value C(B, γ), and is detected by analytical/numerical computations.
Main results
In this section we describe the results of the paper. The proofs are given in the subsequent sections.
The following examples show that it is possible to have C(Ω, γ) = 0.
Example 3.
If Ω ⊂ R m is an open unbounded set with finite measure, then
The proof of this fact is deferred to Section 7. There it is shown that this assertion follows from Theorem 9.
We recall the following definition [2, p.280] .
Our main results are the following. 
Theorem 5 implies that
We remark that the hypothesis λ(Ω) > 0 in both Theorem 4, and Theorem 5 is not optimal, and can be weakened. We merely require that (1) has a non-trivial solution.
Theorem 4 and Theorem 5 imply that if
The result below is a substantial improvement for that bound on |A|.
be an open set with finite measure and a C 2 , R-smooth boundary. Let γ > 0 and let v Ω,A,γ be the solution of (3). If either m ≥ 3, and |A| ≤ m
or m = 2, and
then Ω v Ω,A,γ ≥ 0.
Theorem 7.
If Ω is an open set in R m with finite Lebesgue measure, then C(Ω, γ) ≤ γ|Ω|. Moreover the coefficient γ of |Ω| is sharp. Equality holds if Ω is a ball. 
where f is measurable with −1 ≤ f ≤ 1 and lim |x|→+∞ f (x) = −1 then, for diam(Ω) sufficiently large, v has to have negative values on points lying beyond some distance from the origin. More precisely, given R > 0 we let
R ,γ is negative for |x| sufficiently large.
We have the following. 
has a solution.
This paper is organised as follows. Theorem 4 is proved in Section 4. Theorems 5 and 6 are proved in Section 4. The proofs of Theorems 7, 8 (and Example 3), 9 and 10 are deferred to Sections 5, 6, 7 and 8 respectively.
Proof of Theorem 4.
Let us start by observing that the following covering property holds: for every x 0 ∈ Ω, there exists a ball B of radius R such that x 0 ∈ B ⊂ Ω. Indeed, let x 1 ∈ ∂Ω be one of the points such that |x 1 − x 0 | = d(x 0 , ∂Ω). Since the boundary of Ω is of class C 2 , then x 1 − x 0 is normal to the boundary ∂Ω at
to the ball of radius R tangent to ∂Ω at x 1 . Note that this covering property is not a consequence of just the rolling R-ball condition. Indeed, the open set {x ∈ R 2 : |x| < 3 2 R, |x| = 1 2 R} satisfies the rolling R-ball condition, but not the covering property above for the points inside the small disc of radius 1 2 R. Assume for contradiction that
For every ε > 0 such that C(Ω, γ) + ε < C(B R , γ), there exists a set A ε ⊂ Ω such that |A ε | ≤ C(Ω, γ) + ε and essinf v Ω,Aε,γ < 0, the infimum being attained in x ε . Taking a sequence ε → 0, we may assume (up to extracting suitable subsequences) that
Then Ω g = C(Ω, γ). Denoting v Ω,g,γ the solution of
we get that
uniformly on Ω. This is a consequence of the elliptic regularity of the solutions, which are uniformly bounded in
we can modify g slightly to find a new functiong, such that
From the density of the characteristic functions, we can find a sequence of setsÃ δ such that 1Ã δ →g weakly- * in L ∞ , and
This contradicts the definition of C(Ω, γ). Consequently, v Ω,g,γ (x * ) = 0. There are two possibilities: either x * ∈ Ω, or x * ∈ ∂Ω. Assume first that x * ∈ Ω. As a consequence of the covering property, there exists a ball B of radius R such that x 0 ∈ B ⊂ Ω. In particular, this implies that v Ω,g,γ ≥ 0 on ∂B. The maximum principle gives that
Case 1. In case v B,g,γ (x * ) < 0, we immediately get a contradiction since, as above, we can build a sequence of setsÃ δ ⊂ B such that 1Ã
, and |Ã δ | = B gdx. By the uniform convergence, we get that
Case 2. In case v B,g,γ (x * ) = 0, we claim that either g is itself a characteristic function, or we can find another functiong such that
Assume that g is a characteristic function. Then g = 1 A . Taking a new set A ⊂Ã ⊂ B, such that |A| < |Ã| < C(B R , γ) we get by the maximum principle that v B,Ã,γ (x * ) < 0, in contradiction with the definition of C(B R , γ). Assume that g is not a characteristic function on B. Then, for some value δ > 0 the set U δ = {x ∈ B : δ ≤ g(x) ≤ 1 − δ} has positive Lebesgue measure. Then, we putg = g + s1 U δ , where s > 0 is small enough such that g < C(B R , γ). By the maximum principle, we get v B,g,γ (x * ) < 0. In this case, we are back to Case 1.
Assume now that x * ∈ ∂Ω. Let n x * be the outward normal vector at x * . Let x ε the projection on ∂Ω of x ε . Since Ω is of class C 2 , we get x ε → x * and that there exists a point y ε on the segment [x ε , x ε ] such that ∇v Ω,Aε,γ (y ε ) · n xε ≥ 0. Passing to the limit, we get
Meanwhile, x * is a minimum point of v Ω,g,γ so that
Using the rolling R-ball condition at point x * , the ball B of radius R tangent at ∂Ω at x * from inside, stays in Ω. Since v Ω,g,γ ≥ 0, by the maximum principle we get v Ω,g,γ ≥ v B,g,γ and from the Hopf principle applied to v Ω,g,γ − v B,g,γ on B at the minimum point x * ∈ ∂B we have either that
In the first situation,
which means that v B,g,γ takes negative values close to x * . Then, we conclude as in Case 1, above. In the second situation, if we find a point x ∈ ∂B ∩ Ω, we can conclude as in Case 2 since v B,g,γ (x) = 0. The alternative is that ∂B ⊂ ∂Ω so that Ω = B and we have a contradiction.
Proofs of Theorems 5, 6.
Proof of Theorem 5. We first consider the case m ≥ 3. We denote the Green function of Ω by G Ω (x, y), x ∈ Ω, y ∈ Ω. The Green function for the open half-space H, x ∈ H is given by
where x * is the reflection of x with respect to ∂H, and
The Green function is non-negative, symmetric in x, y, and monotone in Ω. By (3),
where Hx is the half-space tangent to Ω atx ∈ ∂Ω, and |x −x| = min{|x − z| : z ∈ ∂Ω}. Note that |x * −x| = |x − x|. Moreover by convexity of Ω, |x − y| ≤ |x * − y|, y ∈ Ω. Hence,
Let
By (10), (11), (12), and radial rearrangement of A about x we have that
The following will be used throughout.
Lemma 11.
If Ω is an open set in R m , m ≥ 2 which satisfies an interior rolling R-ball condition, and if λ(Ω) > 0, then
Proof. Recall that
We first consider the case |x −x| > R. Then, by domain monotonicity of the torsion function and (14) v
We next consider the case |x−x| ≤ R. Since Ω is R-smooth there exists B R (c x ) ⊂ Ω such that |c x −x| = R. Hence, by (15) ,
In either case we conclude (15) .
By (14) and (15) we have that
The right-hand side of (16) is non-negative for r A ≤ γR/(4m). This is, by (13), equivalent to (4). We next consider the case m = 2. Then
By the triangle inequality,
The remaining arguments follow those of m ≥ 3, as the right-hand side above equals the right-hand side of (14) .
Proof of Theorem 6. First consider the case m ≥ 3. By Lemma 11 and the coarea formula that for a > 0,
where H m−1 (∂Ω θ ) denotes the (m − 1)-dimensional Hausdorff measure of the parallel set {x ∈ Ω : |x −x| = θ.} It was shown in Lemma 5 in [2] that for an open bounded set Ω with a C 2 , R-smooth boundary,
By (17) and (18) we see that
Optimising over a yields,
By the isoperimetric inequality we have that,
Since Ω contains a ball of radius R, |Ω| ≥ ω m R m . Hence, by (19) and (20),
This, together with (19) yields that
By Talenti's theorem
By (3), and (21), (22) we have that
This implies that Ω v Ω,A ≥ 0 for all measurable A ⊂ Ω satisfying (5).
Next consider the planar case. By Lemma 11 we have for any α ∈ (0, 1) that
By the coarea formula, Lemma 11, and (18) we find that
By Lemma 5 in [2] ,
By the coarea formula, and (26) we find that
Putting (24), (25), and (27) together gives that
We choose α = 1 6 (5 − √ 7) as to maximise the above right-hand side, and obtain that
Formula (22) for m = 2, (28), and the first equality in (23) yield,
The above right-hand side is non-negative for all measurable A ⊂ Ω satisfying (6).
Proof of Theorem 7
Let Ω ⊂ R m be an open set with finite measure. Assume A ⊂ Ω is a measurable set such that v Ω,A,γ ≥ 0. We shall prove that |A| ≤ γ|Ω|. ,γ is radially symmetric and satisfies the equation ,γ one gets that v (r 2 ) ≤ 0. Hence,
Finally, one gets that |A| ≤ γ|Ω|.
As a byproduct of the computation, we observe that the constant γ in Theorem 7 is sharp, and that equality holds for the ball. As soon as, r 1 < (1−γ) 1 m r 2 , one gets that v (r 2 ) > 0. This means that as v(r 2 ) = 0 the solution is not positive near the boundary of the ball.
Proof of Theorem 8
Since P (Ω) < +∞ the spectrum of the Dirichlet Laplacian acting in L 2 (Ω) is discrete, and λ(Ω) > 0 , then by Lemma 12 in [4] . We proceed with the following. 
the constant C 1 (m) can be read-off from (34) below.
Proof. The proof relies on some basic facts on the connection between torsion function and heat kernel which we recall below. These have been exploited elsewhere in the literature. See for example [5] . We recall that (see [10] , [13] , [14] ) the heat equation ∆u(x; t) = ∂u(x; t) ∂t , x ∈ Ω, t > 0, has a unique, minimal, positive fundamental solution p Ω (x, y; t), where x ∈ Ω, y ∈ Ω, t > 0. This solution, the heat kernel for Ω, is symmetric in x, y, strictly positive, jointly smooth in x, y ∈ Ω and t > 0, and it satisfies the semigroup property
for all x, y ∈ Ω and t, s > 0. If Ω 1 ⊂ Ω 2 are open subsets of R m then, by minimality,
It is a standard fact that for Ω open in R m ,
whenever the integral with respect to t converges. We have that
By the heat semigroup property we have that for x ∈ Ω, y ∈ Ω, t > 0
Furthermore, for all s ∈ (0, t)
So choosing s = t/2 in (31), and subsequently using (30) gives that
Putting (29) gives that both the diagonal heat kernels in the right-hand side of (32) 
Integrating both sides of (33) with respect to t over [0, ∞) gives that
We now prove the following assertion. Let c 1 > 0. There exists c 2 > 0 depending on c 1 , m, and on γ such that for every Ω ⊂ R m , P (Ω) ≤ c 2 , there exists A ⊂ Ω, |A| ≤ c 1 , such that essinf v Ω,A,γ < 0. Let r 1 be the radius of a ball of volume 
We note that since the torsion of Ω is finite the result of Lieb holds for both bounded and unbounded sets Ω. The Kohler-Jobin inequality asserts that for every open set Ω with finite torsional rigidity, we have
where C 2 (m) is a dimensional constant (see for instance [6] ). This, together with the Lieb inequality, implies that
We put A = B r2 (x) ∩ Ω and A = B r1 (x) ∩ Ω.
We estimate the sum of v Ω,A,γ on the set A as follows.
By the maximum principle we have that
For all x ∈ A , and for all y ∈ Ω \ A we have that
By Lemma 12 and the preceding inequality
Henceforth,
As c 1 is fixed, for λ(Ω) large enough, the quantity on the right hand side above becomes negative. Since, by Kohler-Jobin,
we find a suitable value of c 2 depending only on c 1 , γ and m such that A v Ω,A,γ < 0.
In order to finish the proof of Theorem 8, we fix c 1 = 1 and take the value of c 2 given above. Let now Ω ⊂ R m be some open set with finite torsion. By rescaling, we find t such that P (tΩ) = c 2 , i.e.
We have that
From homogeneity, we have that
We conclude the proof with T (m, γ) = 
Proof of Theorem 9
Let us consider an open set Ω ⊂ R m , such that Ω contains points "far from the origin", beyond a certain distance C to be determined, and such that v has positive value at some point of Ω beyond this distance. In fact, without loss of generality, we may assume that v > 0 in all of Ω, otherwise, we replace Ω with the set v > 0, for which all the hypotheses above are still satisfied. We can moreover assume that Ω is smooth and bounded, by inner approximation and γ-convergence arguments.
As in [7, Appendix A], we introduce the function
Then M is Lipschitz (since v is Lipschitz), and it satisfies
in the viscosity sense on (R, +∞). Let d be the maximal distance from the origin to a point of ∂Ω. We introduce the equation 
Summing this inequality from R to d, we get
We first estimate M (R). For this purpose, we use the result of Theorem 7 and the notation introduced in its proof. We start by observing that M (R) ≤ v ∞ . Since our assumption was that v ≥ 0, we can use the result of Theorem 7 to get that |Ω \ B R | ≤ γ|Ω|.
Hence, there exist some values 0 < r 1 < r 2 such that |B r1 | = |Ω ∩ B R |, |B r2 | = |Ω|, and by Talenti's theorem we get that
,γ is attained for r 1 = R, r 2 = R γ . Finally, equation (35) becomes
Splitting the cases m = 2 and m ≥ 3, we conclude the proof of Theorem 9.
Proof of Example 3. Let c > 0. We need to prove that there exists A ⊂ Ω, with |A| ≤ c, such that essinf v Ω,A,γ < 0. Let R > 0 be such that
and define A = Ω \ B R . Since Ω has finite measure, such a value of c exists. We can apply Theorem 9, and know that for x ∈ Ω far enough from the origin, at distance larger than d(R, m, γ), we have that v Ω,B c R ,γ (x) < 0. Since by hypothesis Ω is unbounded, such a point can be found. Note that from the smoothness of ∂Ω, we know that v Ω,A,γ ∈ C 1,α (Ω). As a first step, we extend the shape functional m, on the closure of the convex hull of
Denote by
One naturally extends the functional m to the set F, by defining v Ω,f,γ as the solution of −∆v = f in H 1 0 (Ω). We shall prove in the sequel that the relaxation of the shape optimisation problem (7) on the set F has a solution in F. Precisely, we solve min{m(f ) : f ∈ F}.
Clearly, F is compact for the weak-L ∞ -topology, so that we can assume that (f n ) n is a minimizing sequence which converges in weak-L ∞ to f . We know, by the Calderon-Zygmund inequality, that v Ω,fn n are uniformly bounded in W 2,p (Ω), for every p < ∞. In particular, for p large enough, this implies that v Ω,fn converges uniformly to v Ω,f . Consequently, this implies that m(f n ) converges to m(f ) so that f is a solution to the optimisation problem (37).
As second step we now prove that there exists some set A such that f = γ1 Ω\A − (1 − γ)1 A . To prove this we exploit both the concavity property of the map f → m(f ), and the structure of the PDE. Assume for contradiction that the set
has non-zero measure, for some ε > 0. Let A 1 , A 2 ⊂ A ε be two disjoint sets, such that |A 1 | = |A 2 |. We consider the functions f 1 = f + t1 A1 − t1 A2 and f 2 = f − t1 A1 + t1 A2 , for t ∈ (−ε, ε). Then, f 1 , f 2 ∈ F, and by linearity we have
Consequently,
with strict inequality if the point x * where v Ω,f,γ is minimised also minimises v Ω,f1,γ and v Ω,f2,γ . Moreover, we have v Ω,f,γ (x * ) = v Ω,f1,γ (x * ) = v Ω,f2,γ (x * ). We distinguish between two situations: v Ω,f,γ (x * ) = 0, and v Ω,f,γ (x * ) < 0. If we are in the first situation, then x * could belong to ∂Ω. In this case, for all admissible sets A we have v Ω,A,γ ≥ 0, the minimal value, which is 0 being attained on ∂Ω. In this case, every admissible set A is a solution to the shape optimisation problem.
If we are in the second situation, then necessarily x * ∈ Ω. By linearity, from
In particular, for every pair of points x, y ∈ A ε \ {x * } with density 1 in A ε we get
Since G Ω is harmonic on Ω \ {x * }, we get that G Ω is constant in Ω \ {x * }, in contradiction with the fact it is a fundamental solution.
Finally, this implies that |A ε | = 0 for every ε > 0. Hence f is a characteristic function. Remark 1. Clearly, the solution of the shape optimisation problem above is in general not unique. If the minimal value is 0, then any admissible set A is solution. If the minimal value is strictly negative, there are situation with non uniqueness: for instance the case in which Ω is the union of two disjoint, equal balls. In this case A is a subset of one ball.
Remark 2.
Assume Ω = B R , and |B R | ≥ c ≥ γ|B R |. The solution to the shape optimisation problem (7) is given by the (concentric) ball B rc , of mass c, c = |B rc |. Indeed, there are two possibilities. In the case that A ⊂ B R has measure c and v B R ,A,γ ≤ 0, we can use directly Talenti's theorem to conclude (applied to −v B R ,A,γ ).
Assume now that v B R ,A,γ changes sign on B R . We define the sets Ω + = {v B R ,A,γ > 0} and Ω − = {v B R ,A,γ < 0}. In view of Theorem 7 we have that
We use Talenti's theorem on Ω − , and get that the essential infimum of the function v B R ,B r ,γ is not larger than the infimum of v B R ,A,γ , where B R , B r are the balls centered at the origin of measures |Ω − |, |Ω − ∩ A|, respectively. We claim that v B R ,Br c ,γ ≤ v B R ,B r ,γ . Indeed, making a suitable rescaling by a factor t ≥ 1 such that |t(Ω − ∩A)| = c ≥ γ|B R |, the function v tB R ,tB r ,γ has an essential infimum lower that of v B R ,B r ,γ . We finally notice that v B R ,Br c ,γ ≤ v tB R ,Br c ,γ . Indeed, this is a consequence of the fact that v tB R ,Br c ,γ is equal to min{−δ, v B R ,Br c ,γ } + δ, for a suitable δ > 0. where, for a radial set E ⊆ B R , we define (with abuse of notation), 1 E (r) being the value of 1 E on the sphere of radius r.
Since for all r ∈ (0, R), is equal to 0. Meanwhile, there exists a non-radial set A which gives a lower essential infimum. This fact is observed numerically, if for instance the set A is a disc, centered at (0.52, 0) of radius r c = 0.432. Of course, the fact that in this case the essential infimum is strictly negative can be directly deduced from estimates of the Poisson formula. In Figures 1 and 2 below, we display the (rescaled) numerical solutions computed with MATLAB. If c is less than the critical value, the infimum is equal to 0, and is attained for an infinite number of solutions to the shape optimisation problem. The solution of these two problem is immediate. Indeed, one can observe that
Consequently, the position of the set A is a suitable lower/upper, level set of v Ω .
