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Abstract 5 
This work explores the influence of lateral heat losses from a phase change material (PCM) storage 6 
tank on the performance of a storage integrated solar thermophotovoltaic (SISTPV) system by means 7 
of an analytical model. As done in previous SISTPV works, silicon was chosen as the PCM material 8 
owing to its attractive features of high melting temperature (which improves TPV power conversion 9 
efficiency) and high latent heat (to enable compact long duration energy storage). The heat losses 10 
from the lateral surface of the PCM tank were modelled using Newton’s law of cooling by prescribing 11 
a heat loss coefficient (h) on the lateral surfaces. The results showed that at high heat losses (h = 1 12 
W/m2-K), low thermal efficiencies were realised. Correspondingly larger solar concentrations (>1000) 13 
were required to fully melt the PCM tank. At low heat losses (h = 0.01 W/m2-K), such as can be 14 
expected with using thermal insulation on the lateral surfaces, around 40% thermal efficiency could 15 
be realised. The results also demonstrate that having a high absorber-area-to-length-of-PCM-tank-16 
squared (SR) ratio enables the system to have a high thermal efficiency. For a high SR, low heat loss 17 
design case; having a high taper ratio TR (between absorber and emitter areas), high area ratio 18 
between absorber area and inlet hole area (AR) and small PCM tank length (L) all enable achieving 19 
higher thermal efficiencies. It is expected these SISTPV systems will be designed at steady state to be 20 
fully molten in order to maximise thermal energy storage via the latent heat of the PCM. The 21 
analytical model developed here can be used to predict the design conditions under which the PCM 22 
tank will be fully molten. Therefore, future work can focus on using an optimisation routine (such as 23 
the Nelder-Mead algorithm) to predict the best design conditions to maximise system efficiency and 24 
thermal energy storage. 25 
 26 
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 29 
Nomenclature 30 
h Heat loss coefficient (W/m2) 31 
k Thermal conductivity (W/m-K) 32 
q Heat flux (W) 33 
x Spatial coordinate along length of tank (m) 34 
A Cross sectional area (m2) 35 
AR Ratio of the absorber area to the inlet hole area (-) 36 
L Length of phase change material (PCM) tank (m) 37 
Gs Average solar flux on Earth’s surface (1000 W/m2) 38 
GF Geometric factor relating slant length of PCM tank and vertical distance from the absorber (-) 39 
SR Ratio of absorber area to length of PCM tank squared (-) 40 
T Temperature (K) 41 
TR Taper ratio or emitter-to-absorber-area-ratio (-) 42 
SUBSCRIPTS 43 
a Absorber 44 
e Emitter 45 
h Inlet hole 46 
in Input to PCM tank 47 
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loss Heat loss 48 
liq Liquid 49 
m Melting point 50 
sol Solid 51 
th Thermal 52 
SYMBOLS 53 
 Thermal efficiency54 
 Stefan-Boltzmann Constant (= 5.6704 × 10-8 W/m2-K4) 55 
1. Introduction 56 
Solar energy systems offer a clean alternative to fossil based power. One of the main issues with using 57 
solar energy for power production is its inherent intermittency. Therefore, modern day concentrating 58 
solar power (CSP) applications integrate thermal storage within the system to avoid this problem. 59 
However, plant sizes need to of the order of 10s or 100s of MWs in order for these conventional CSP 60 
plants, which rely on a thermodynamic cycle (often a steam based Rankine cycle), in order to be cost 61 
effective (Timilsina et al. 2012). In several remote areas in Australia, there is a need for a portable 62 
clean energy system which can operate in the sub kilowatt range. Therefore, modular systems which 63 
are based on solid state power conversion such as thermoelectric (Miljkovic and Wang 2011) and 64 
themophotovoltaic (Datas and Algora 2012) generators are preferable. Storage integrated solar 65 
thermophotovoltaics (SISTPV) (Datas et al. 2013; Veeraragavan et al. 2014) offer one such solution, 66 
wherein, a phase change material (PCM) is used to store the solar energy as latent heat of the molten 67 
material. More importantly, SISTPVs employ photovoltaics for the power conversion, which lends 68 
itself more naturally to scaling in size than conventional turbogenerator systems. SISTPVs were first 69 
proposed in the early 1990s (Stone et al. 1995; Stone et al. 1994; Stone et al. 1994; Stone et al. 1996) 70 
and consist of a PCM tank which receives energy from the concentrated sunlight and an emitter that 71 
3 
  
 
radiates heat onto a thermophotovoltaic system with usually a low bandgap PV module. This system 72 
was discussed in detail in previous works (Chubb et al. 1996; Datas et al. 2013).  73 
 74 
One of the main features of the SISTPV system is the ability to store the solar energy in the form of 75 
the latent heat of the PCM. In the previous works, silicon was the PCM of choice owing to its high 76 
melting temperature (~1400 oC) and high latent heat of fusion (~1800 kJ/kg). Silicon has also been 77 
recently receiving interest in other applications (space propulsion) for the same attractive thermal 78 
attributes (Gilpin et al. 2011; Gilpin et al. 2014). TPV technology’s efficiencies typically improves at 79 
higher operating temperatures, hence a high temperature material is necessary. The PCM tank 80 
proposed for SISTPVs had a converging area from the side that receives the solar energy (the 81 
absorber) to the side that delivers the radiation flux to the PV system (the emitter), as this has been 82 
shown to achieve higher efficiencies (Chubb et al. 1996; Datas et al. 2013; Veeraragavan et al. 2014). 83 
SISTPV systems can also be incorporated with advanced radiation tailoring (Lenert et al. 2014) and 84 
multi-junction cell concepts (Datas 2015) to improve its performance. 85 
 86 
In order to optimally design a SISTPV system, it is necessary to have a thermal model that can 87 
account for the extent of melting of the PCM tank under different operating conditions and to be able 88 
to predict the thermal efficiency of the system. PCMs have been used in several heat transfer 89 
applications (Zalba et al. 2003), and have consequently been modelled to various degrees of detail. 90 
Ranging from the simplified models such as the effective NTU models (Belusko et al. 2012), and the 91 
lumped parameter models (An and Su 2013) that allow the rapid exploration of the parametric space 92 
to the detailed numerical simulations accounting for natural convective effects (Brent et al. 1988; 93 
Rösler and Brüggemann 2011). Previous SISTPV models utilized an analytical model that could be 94 
used to optimise the different geometric parameters and PV bandgap to achieve simultaneously a high 95 
efficiency as well as maximum thermal energy storage (TES). This was implemented using the 96 
Nelder-Mead algorithm (Lagarias et al. 1998). These analytical models for SISTPVs were based on an 97 
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energy balance at the absorber/emitter surfaces along with solving the steady state heat equation for 98 
the PCM tank (Chubb et al. 1996; Datas et al. 2013). For transient cases (such as night time 99 
solidification), a quasi-steady approach was undertaken (Veeraragavan et al. 2014) similar to other 100 
works in the literature for  different PCM applications (Kalaiselvam et al. 2012; Lipnicki and 101 
Weigand 2012). The SISTPV analytical model for steady-state (Datas et al. 2013) predicted the 102 
temperatures of the absorber and emitter along with the position of the solid/liquid melt interface. 103 
These could then be used to estimate the efficiency of the system and the thermal storage capacity. 104 
However, the analytical models assumed an idealised PCM tank from which no heat was lost from the 105 
lateral (side) surfaces. The only form of heat losses was from the absorber back to the ambient via 106 
radiation. In practical SISTPV systems, thermal insulation will be applied to the PCM tank. However, 107 
in reality some heat loss would still occur from the side surfaces. Therefore, this paper focuses on 108 
improving the thermal modelling of heat losses from the PCM tank and develops an analytical model 109 
that can be applied as a first-cut design engineering tool for identifying system optimums. 110 
 111 
2. Model Description 112 
 113 
Figure 1 shows a typical SISTPV system consisting of: an inlet hole through which concentrated 114 
sunlight is sent through onto the absorber surface, a PCM storage tank and an emitter that radiates 115 
Figure 1: Storage integrated solar TPV system with heat losses. 
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onto a PV device. The ideal reflectors surrounding the inlet hole allow for an area expansion between 116 
the hole and the absorber without increasing the radiative heat losses. The cross section area of the 117 
PCM tank is a square (see Appendix A), that tapers uniformly from the absorber to the emitter. As 118 
mentioned in section 1, in this work we account for heat losses from the lateral surface of the thermal 119 
storage tank. The model makes the same assumptions as done in the previous works (Datas et al. 120 
2013; Veeraragavan et al. 2014), along with which the heat loss modelling is included. The main 121 
assumptions are: thermal equilibrium (steady state), quasi-1D formulation for the heat transfer and the 122 
melting interface orientation (i.e. perpendicular to the tank’s length vector) between the solid and 123 
liquid portions, radiative losses from the absorber and emitter side using Stefan-Boltzmann’s law (T4) 124 
for a blackbody, ideal reflectors surrounding the inlet hole to absorber area (allows for losses only via 125 
the hole area), constant thermophysical properties (required to enable analytical modelling), negligible 126 
influence of natural convection in the liquid portion of the tank owing to the vertical orientation, and 127 
lateral heat losses using Newton’s law of cooling. The thermal conduction of the tank’s structure is 128 
ignored and different values of lateral heat losses are explored in this work. This is analogous to 129 
applying different insulation on the outer surface of the SISTPV tank. Since the focus is on the 130 
thermal modelling (in particular developing a model for heat losses), the present work did not 131 
implement the photovoltaic power conversion and only reports the thermal efficiencies.  132 
 133 
 134 
The energy balance of the storage tank (for either the liquid or solid portion) can be written in terms 135 
of the heat fluxes entering and leaving a control volume as shown in Figure 2. 136 
Figure 2: Control volume analysis of heat transfer in the PCM tank. 
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 137 
𝐸𝑛𝑒𝑟𝑔𝑦 𝑖𝑛 =  𝐸𝑛𝑒𝑟𝑔𝑦 𝑜𝑢𝑡      (1) 138 
 139 
𝑞𝑐,𝑥 = 𝑞𝑐,𝑥+𝑑𝑥 + ℎ𝑙𝑜𝑠𝑠       (2) 140 
 141 
𝑞𝑐,𝑥 = 𝑞𝑐,𝑥 +
𝑑𝑞
𝑑𝑥
𝑑𝑥 + ℎ𝑙𝑜𝑠𝑠      (3) 142 
 143 
Where qc, x is the conductive heat flux and hloss is the lateral surface heat loss given by 144 
 145 
𝑞 =  −𝑘𝑙𝑖𝑞,𝑠𝑜𝑙  
𝑑𝑇
𝑑𝑥
 𝐴(𝑥)     (4) 146 
 147 
ℎ𝑙𝑜𝑠𝑠 = ℎ 𝑎𝑠𝑖𝑑𝑒  𝑑𝑠 (𝑇 − 𝑇∞)      (5) 148 
 149 
where kliq,sol is the thermal conductivity (of either the liquid or solid silicon as the case may be), A(x) is 150 
the cross-section area h is heat coefficient, T∞ is the ambient temperature and assumed equal to 300 K, 151 
ds is the elemental side length (which is derived in detail in terms of dx in Appendix A), aside = 4w , 152 
and w is the length of each side of the square cross-section. Therefore, 𝐴(𝑥) = 𝑤2, and hence 𝑤 =153 
|√𝐴(𝑥)|. Following (Datas et al. 2013), the cross-section area is given by 154 
 155 
𝐴(𝑥) = 𝐴𝑎(1 + 𝑇𝑅 − 2√𝑇𝑅)(
𝑥
𝐿
−
1
1−√𝑇𝑅
)
2
= 𝐶1 (
𝑥
𝐿
− 𝐶2)
2
  (6) 156 
 157 
Where 𝐶1 = 𝐴𝑎(1 + 𝑇𝑅 − 2√𝑇𝑅) =  𝐴𝑎(1 − √𝑇𝑅)
2, 𝐶2 =
1
1−√𝑇𝑅
 , Aa is the absorber area, TR is the 158 
taper ratio (Ae/Aa), x is the distance from the absorber and L is the length of the tank. Using Eqs. 2-5 in 159 
Eq. 1 and substituting for ds from Eq. A-8 in appendix A and simplifying gives  160 
 161 
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𝑘𝑙𝑖𝑞,𝑠𝑜𝑙 
𝑑
𝑑𝑥
(
𝑑𝑇
𝑑𝑥
𝐴(𝑥)) = ℎ (4 |√𝐴(𝑥)|) (𝑇 − 𝑇∞) 𝐺𝐹   (7) 162 
 163 
Note that the entire right hand side of the above equation would be set to zero for the case of no lateral 164 
heat losses as was done in (Chubb et al. 1996; Datas et al. 2013; Veeraragavan et al. 2014). 165 
Expanding the derivative gives 166 
 167 
𝑘𝑙𝑖𝑞,𝑠𝑜𝑙 (
𝑑𝑇
𝑑𝑥
)
𝑑𝐴(𝑥)
𝑑𝑥
+ 𝑘𝑙𝑖𝑞,𝑠𝑜𝑙 𝐴(𝑥)
𝑑2𝑇
𝑑𝑥2
= ℎ (4 |√𝐴(𝑥)|) (𝑇 − 𝑇∞) 𝐺𝐹  (8) 168 
 169 
Differentiation of A(x) with respect to x gives: 170 
 171 
𝑑𝐴(𝑥)
𝑑𝑥
=
2𝐶1
𝐿
(
𝑥
𝐿
− 𝐶2)     (9) 172 
 173 
Substituting Eq. 9 in Eq. 8 and rearranging gives: 174 
 175 
2 𝑘𝑙𝑖𝑞,𝑠𝑜𝑙  𝐶1
𝐿
(
𝑥
𝐿
− 𝐶2) (
𝑑𝑇
𝑑𝑥
) + 𝑘𝑙𝑖𝑞,𝑠𝑜𝑙 𝐶1 (
𝑥
𝐿
− 𝐶2)
2 𝑑2𝑇
𝑑𝑥2
= 4ℎ|√𝐶1| |
𝑥
𝐿
− 𝐶2| (𝑇 − 𝑇∞) 𝐺𝐹   (10) 176 
 177 
a minus sign is added to the right hand side to allow for the moduli to be removed as the product of 178 
the two variables under the moduli is always positive for all values of TR, when the minus sign is 179 
included. This can be easily verified by substitution. Using this, we get 180 
 181 
2 𝑘𝑙𝑖𝑞,𝑠𝑜𝑙  𝐶1
𝐿
(
𝑥
𝐿
− 𝐶2) (
𝑑𝑇
𝑑𝑥
) + 𝑘𝑙𝑖𝑞,𝑠𝑜𝑙 𝐶1 (
𝑥
𝐿
− 𝐶2)
2 𝑑2𝑇
𝑑𝑥2
= −4ℎ√𝐶1 (
𝑥
𝐿
− 𝐶2) (𝑇 − 𝑇∞) 𝐺𝐹   (11) 182 
 183 
Multiplying both sides by  
𝐿
𝐶1(
𝑥
𝐿
−𝐶2)
 and substituting for GF using equation A-11 from appendix A, we 184 
get 185 
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 186 
2 𝑘𝑙𝑖𝑞,𝑠𝑜𝑙 (
𝑑𝑇
𝑑𝑥
) + 𝑘𝑙𝑖𝑞,𝑠𝑜𝑙 (𝑥 − 𝐶2𝐿)
𝑑2𝑇
𝑑𝑥2
= −4 ℎ 
  𝐿
√𝐶1
 √1 + 𝑆𝑅
(1−√𝑇𝑅)2
2
(𝑇 − 𝑇∞)  (12) 187 
 188 
Here SR ( = Aa/L
2) is a ratio that comes out of the geometric factor GF analysis as shown in appendix 189 
A. It is important to note that the ratio SR enters the governing equation only due to the presence of 190 
lateral heat loss and as such was not a variable in the formulations in previous works that had no 191 
lateral heat losses (Chubb et al. 1996; Datas et al. 2013; Veeraragavan et al. 2014). In the equation 12, 192 
𝐿
√𝐶1
 can be rewritten as  
𝐿
√𝐶1
=
𝐿
√𝐴𝑎(1−√𝑇𝑅)2
=
𝐿
√𝐴𝑎
1
√(1−√𝑇𝑅)2
=
1
√𝑆𝑅
1
(1−√𝑇𝑅)
.  Substituting this back into 193 
Eq. 12 gives the governing heat equation for the PCM tank at steady state with heat losses as 194 
 195 
2 𝑘𝑙𝑖𝑞,𝑠𝑜𝑙 (
𝑑𝑇
𝑑𝑥
) + 𝑘𝑙𝑖𝑞,𝑠𝑜𝑙 (𝑥 − 𝐶2𝐿)
𝑑2𝑇
𝑑𝑥2
=
−4 ℎ 
√𝑆𝑅 (1−√𝑇𝑅)
√1 +
𝑆𝑅 (1−√𝑇𝑅)2
2
(𝑇 − 𝑇∞)  (13) 196 
 197 
3. Solution 198 
 199 
Equation 13 is solved analytically using Wolfram Mathematica® and the resulting solution for the 200 
temperature profile can be expressed as 201 
 202 
𝑇(𝑥) = 𝑇∞ + 𝐸 × 𝐺(𝑥) + 𝐹 × 𝐻(𝑥)     (14) 203 
 204 
Where E and F are unknown constants of integration that need to be evaluated. The functions G and H 205 
are given by 206 
 207 
 208 
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𝐺𝑙𝑖𝑞,𝑠𝑜𝑙(𝑥) = −2
3
4√
ℎ√2 + 𝑆𝑅 (−1 + √𝑇𝑅)
2
𝑘𝑙𝑖𝑞,𝑠𝑜𝑙 × √𝑆𝑅 × (−1 + √𝑇𝑅)
2
(𝐿 + (−1 + √𝑇𝑅)𝑥)
 209 
× 𝐵𝑒𝑠𝑠𝑒𝑙𝐾
[
 
 
 
 
1, 2 × 2
3
4√
ℎ√2 + 𝑆𝑅 (−1 + √𝑇𝑅)
2
(𝐿 + (−1 + √𝑇𝑅)𝑥)
𝑘𝑙𝑖𝑞,𝑠𝑜𝑙  √𝑆𝑅 (−1 + √𝑇𝑅)
2
]
 
 
 
 
 210 
      (15) 211 
 212 
 213 
𝐻𝑙𝑖𝑞,𝑠𝑜𝑙(𝑥) =
2
3
4√
ℎ√2 + 𝑆𝑅 (−1 + √𝑇𝑅)
2
𝑘𝑙𝑖𝑞,𝑠𝑜𝑙 × √𝑆𝑅 × (−1 + √𝑇𝑅)
2
( 𝐿 + (−1 + √𝑇𝑅)𝑥)
× 𝐵𝑒𝑠𝑠𝑒𝑙𝐼
[
 
 
 
 
1, 2 × 2
3
4√
ℎ√2 + 𝑆𝑅 (−1 + √𝑇𝑅)
2
(𝐿 + (−1 + √𝑇𝑅)𝑥)
𝑘𝑙𝑖𝑞,𝑠𝑜𝑙  √𝑆𝑅 (−1 + √𝑇𝑅)
2
]
 
 
 
 
 215 
  (16) 214 
 216 
The boundary conditions that need to be applied have to be selected based upon the state of the silicon 217 
in the tank. There are three cases possible: A) partly liquid/partly solid B) fully liquid (molten) and C) 218 
fully solid. The constants, E and F in the temperature equation can be found by applying boundary 219 
conditions. These are discussed for each case below. 220 
 221 
 222 
3.1 Case A (Partly Liquid/ Partly Solid)  223 
The temperature equations of solid phase and liquid phase have to be solved separately and since the 224 
thermal conductivities for solid and liquid are different. Liquid thermal conductivity (𝑘𝑙𝑖𝑞) is used in 225 
𝑇𝑙𝑖𝑞(𝑥) while solid thermal conductivity ( 𝑘𝑠𝑜𝑙) is used in 𝑇𝑠𝑜𝑙(𝑥) below. 226 
 227 
𝑇𝑙𝑖𝑞(𝑥) = 𝑇∞ + 𝐺𝑙𝑖𝑞(𝑥)𝐸𝑙𝑖𝑞 + 𝐻𝑙𝑖𝑞(𝑥)𝐹𝑙𝑖𝑞    (17) 228 
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 229 
𝑇𝑠𝑜𝑙(𝑥) = 𝑇∞ + 𝐺𝑠𝑜𝑙(𝑥)𝐸𝑠𝑜𝑙 + 𝐻𝑠𝑜𝑙(𝑥)𝐹𝑠𝑜𝑙    (18) 230 
 231 
The boundary conditions for the liquid portion in this case are: 𝑇 =  𝑇𝑎  𝑎𝑡 𝑥 = 0 (absorber surface), 232 
and 𝑇 =  𝑇𝑚 𝑎𝑡 𝑥 = 𝑥𝑚 (melting interface location). These can be written out as 233 
 234 
𝑇𝑎 = 𝑇∞ + 𝐺𝑙𝑖𝑞(0)𝐸𝑙𝑖𝑞 + 𝐻𝑙𝑖𝑞(0)𝐹𝑙𝑖𝑞     (19) 235 
 236 
𝑇𝑚 = 𝑇∞ + 𝐺𝑙𝑖𝑞(𝑥𝑚)𝐸𝑙𝑖𝑞 + 𝐻𝑙𝑖𝑞(𝑥𝑚)𝐹𝑙𝑖𝑞    (20) 237 
 238 
𝐸𝑙𝑖𝑞 𝑎𝑛𝑑 𝐹𝑙𝑖𝑞 can be found by solving equations 19 and 20 simultaneously. Hence, 239 
 240 
𝐸𝑙𝑖𝑞 =
𝐻𝑙𝑖𝑞(0)(𝑇𝑚−𝑇∞)−𝐻𝑙𝑖𝑞(𝑥𝑚)(𝑇𝑎−𝑇∞)
𝐻𝑙𝑖𝑞(0)𝐺𝑙𝑖𝑞(𝑥𝑚)−𝐺𝑙𝑖𝑞(0)𝐻𝑙𝑖𝑞(𝑥𝑚)
     (21) 241 
 242 
 243 
𝐹𝑙𝑖𝑞 =
𝐺𝑙𝑖𝑞(0)(𝑇𝑚−𝑇∞)−𝐺𝑙𝑖𝑞(𝑥𝑚)(𝑇𝑎−𝑇∞)
𝐺𝑙𝑖𝑞(0)𝐻𝑙𝑖𝑞(𝑥𝑚)−𝐺𝑙𝑖𝑞(𝑥𝑚)𝐻𝑙𝑖𝑞(0)
    (22) 244 
 245 
The boundary conditions for the solid portion of the tank are: 𝑇 =  𝑇𝑚 𝑎𝑡 𝑥 = 𝑥𝑚 𝑎𝑛𝑑 𝑇𝑒 𝑎𝑡 𝑥 = 𝐿. 246 
That is, 247 
 248 
𝑇𝑒 = 𝑇∞ + 𝐺𝑠𝑜𝑙(𝐿)𝐸𝑠𝑜𝑙 + 𝐻𝑠𝑜𝑙(𝐿)𝐹𝑠𝑜𝑙     (23) 249 
 250 
𝑇𝑚 = 𝑇∞ + 𝐺𝑠𝑜𝑙(𝑥𝑚)𝐸𝑠𝑜𝑙 + 𝐻𝑠𝑜𝑙(𝑥𝑚)𝐹𝑠𝑜𝑙    (24) 251 
 252 
𝐸𝑠𝑜𝑙  𝑎𝑛𝑑 𝐹𝑠𝑜𝑙  can be found by solving the equations 19 and 20 simultaneously. Hence, 253 
11 
  
 
 254 
𝐸𝑠𝑜𝑙 =
𝐻𝑠𝑜𝑙(𝐿)(𝑇𝑚−𝑇∞)−𝐻𝑠𝑜𝑙(𝑥𝑚)(𝑇𝑒−𝑇∞)
𝐻𝑠𝑜𝑙(𝐿)𝐺𝑠𝑜𝑙(𝑥𝑚)−𝐺𝑠𝑜𝑙(𝐿)𝐻𝑠𝑜𝑙(𝑥𝑚)
     (25) 255 
 256 
𝐹𝑠𝑜𝑙 =
𝐺𝑠𝑜𝑙(𝐿)(𝑇𝑚−𝑇∞)−𝐺𝑠𝑜𝑙(𝑥𝑚)(𝑇𝑒−𝑇∞)
𝐺𝑠𝑜𝑙(𝐿)𝐻𝑠𝑜𝑙(𝑥𝑚)−𝐺𝑠𝑜𝑙(𝑥𝑚)𝐻𝑠𝑜𝑙(𝐿)
    (26) 257 
 258 
There are three unknowns in the temperature equations xm, Ta and Te. Once these are obtained, the 259 
temperature profiles 𝑇𝑙𝑖𝑞(𝑥) and 𝑇𝑠𝑜𝑙(𝑥) can be fully obtained. To determine the three unknowns, 260 
three equations are required. The first equation is found at the melt interface (𝑥 =  𝑥𝑚), where the 261 
heat flux balance at the liquid- solid interface is given by 262 
 263 
𝑘𝑙𝑖𝑞 𝑇𝑙𝑖𝑞
′ (𝑥𝑚) = 𝑘𝑠𝑜𝑙  𝑇𝑠𝑜𝑙
′ (𝑥𝑚)      (27) 264 
 265 
The second equation is obtained at the absorber surface (𝑥 = 0), where the heat flux in to the PCM 266 
tank at the absorber surface should equal the difference between the radiation energy absorbed and 267 
energy radiated back through the inlet hole. This is expressed as 268 
 269 
−𝑘𝑙𝑖𝑞𝑇𝑙𝑖𝑞
′ (0)𝐴𝑅 = 𝐶𝐺𝑠 − 𝜎 (𝑇𝑎
4 − 𝑇∞
4)    (28) 270 
 271 
Here AR is the ratio of the absorber area to the inlet hole area (AR = Aa/Ah). The third equation is 272 
obtained at the emitter surface(𝑥 = 𝐿), where the heat flux out of the PCM tank at the emitter surface 273 
should be the same as the energy radiated out. That is 274 
 275 
−𝑘𝑠𝑜𝑙𝑇𝑠𝑜𝑙
′ (𝐿) = 𝜎 (𝑇𝑒
4 − 𝑇∞
4)      (29) 276 
 277 
12 
  
 
Solving equations 27 – 29 simultaneously in Wolfram Mathematica® gives xm, Ta and Te and thereby 278 
completing the analytical solution. 279 
 280 
3.2 Case B (Fully Liquid) 281 
Since the PCM tank is fully molten, the equation for the temperature profile can be written as 282 
 283 
𝑇𝑙𝑖𝑞(𝑥) = 𝑇∞ + 𝐺𝑙𝑖𝑞(𝑥)𝐸𝑙𝑖𝑞 + 𝐻𝑙𝑖𝑞(𝑥)𝐹𝑙𝑖𝑞    (30) 284 
 285 
The boundary conditions for this case are: 𝑇 =  𝑇𝑎  𝑎𝑡 𝑥 = 0 and 𝑇 =  𝑇𝑒 𝑎𝑡 𝑥 = 𝐿. These can be 286 
written out as 287 
 288 
𝑇𝑎 = 𝑇∞ + 𝐺𝑙𝑖𝑞(0)𝐸𝑙𝑖𝑞 + 𝐻𝑙𝑖𝑞(0)𝐹𝑙𝑖𝑞    (31) 289 
 290 
𝑇𝑒 = 𝑇∞ + 𝐺𝑙𝑖𝑞(𝐿)𝐸𝑙𝑖𝑞 + 𝐻𝑙𝑖𝑞(𝐿)𝐹𝑙𝑖𝑞    (32) 291 
 292 
𝐸𝑙𝑖𝑞 𝑎𝑛𝑑 𝐹𝑙𝑖𝑞 can be found by solving the equations 31 and 32 simultaneously.  293 
 294 
𝐸𝑙𝑖𝑞 =
𝐻𝑙𝑖𝑞(𝐿)(𝑇𝑎−𝑇∞)−𝐻𝑙𝑖𝑞(0)(𝑇𝑒−𝑇∞)
𝐻𝑙𝑖𝑞(𝐿)𝐺𝑙𝑖𝑞(0)−𝐺𝑙𝑖𝑞(𝐿)𝐻𝑙𝑖𝑞(0)
    (33) 295 
 296 
      𝐹𝑙𝑖𝑞 =
𝐺𝑙𝑖𝑞(𝐿)(𝑇𝑎−𝑇∞)−𝐺𝑙𝑖𝑞(0)(𝑇𝑒−𝑇∞)
𝐺𝑙𝑖𝑞(𝐿)𝐻𝑙𝑖𝑞(0)−𝐺𝑙𝑖𝑞(0)𝐻𝑙𝑖𝑞(𝐿)
          (34) 297 
 298 
In this case, there are only two unknowns in the temperature equations (Ta and Te), as since the PCM 299 
tank is fully molten there is no liquid-solid interface position to be evaluated. Once Ta and Te are 300 
known, the temperature expressions for 𝑇𝑙𝑖𝑞(𝑥) and 𝑇𝑠𝑜𝑙(𝑥) can be fully evaluated. To determine the 301 
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two unknowns, two equations are required.  The two equations that are to be solved to evaluate the 302 
unknowns are energy balances at the absorber and the emitter, respectively. These are given by 303 
 304 
−𝑘𝑙𝑖𝑞𝑇𝑙𝑖𝑞
′ (0)𝐴𝑅 = 𝐶𝐺𝑠 − 𝜎𝜀(𝑇𝑎
4 − 𝑇∞
4)    (35) 305 
 306 
−𝑘𝑙𝑖𝑞𝑇𝑙𝑖𝑞
′ (𝐿) = 𝜎𝜀(𝑇𝑒
4 − 𝑇∞
4)     (36) 307 
 308 
3.3 Case C (Fully Solid) 309 
Since the PCM tank is fully solid, the equation for the temperature profile can be written as 310 
 311 
𝑇𝑠𝑜𝑙(𝑥) = 𝑇∞ + 𝐺𝑠𝑜𝑙(𝑥)𝐸𝑠𝑜𝑙 + 𝐻𝑠𝑜𝑙(𝑥)𝐹𝑠𝑜𝑙   (37) 312 
 313 
The equation is similar to that of case B, the only difference is that the thermal conductivity used is 314 
that of the solid state, 𝑘𝑠𝑜𝑙 rather than 𝑘𝑙𝑖𝑞. The boundary conditions for this are also 𝑇 = 𝑇𝑎  𝑎𝑡 𝑥 =315 
0, 𝑎𝑛𝑑 𝑇 = 𝑇𝑒 𝑎𝑡 𝑥 = 𝐿. 316 
 317 
𝑇𝑎 = 𝑇∞ + 𝐺𝑠𝑜𝑙(0)𝐸𝑠𝑜𝑙 + 𝐻𝑠𝑜𝑙(0)𝐹𝑠𝑜𝑙    (38) 318 
 319 
𝑇𝑒 = 𝑇∞ + 𝐺𝑠𝑜𝑙(𝐿)𝐸𝑠𝑜𝑙 + 𝐻𝑠𝑜𝑙(𝐿)𝐹𝑠𝑜𝑙    (39) 320 
 321 
𝐸𝑠𝑜𝑙  𝑎𝑛𝑑 𝐹𝑠𝑜𝑙  can be found by solving equations 38 and 39 simultaneously. Hence, 322 
 323 
𝐸𝑠𝑜𝑙 =
𝐻𝑠𝑜𝑙(𝐿)(𝑇𝑎−𝑇∞)−𝐻𝑠𝑜𝑙(0)(𝑇𝑒−𝑇∞)
𝐻𝑠𝑜𝑙(𝐿)𝐺𝑠𝑜𝑙(0)−𝐺𝑠𝑜𝑙(𝐿)𝐻𝑠𝑜𝑙(0)
     (40) 324 
 325 
      𝐹𝑠𝑜𝑙 =
𝐺𝑠𝑜𝑙(𝐿)(𝑇𝑎−𝑇∞)−𝐺𝑠𝑜𝑙(0)(𝑇𝑒−𝑇∞)
𝐺𝑠𝑜𝑙(𝐿)𝐻𝑠𝑜𝑙(0)−𝐺𝑠𝑜𝑙(0)𝐻𝑠𝑜𝑙(𝐿)
         (41) 326 
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The two unknowns Ta and Te are solved by applying the energy balance (as done for case B) at the 327 
absorber and emitter surfaces as 328 
 329 
−𝑘𝑠𝑜𝑙𝑇𝑠𝑜𝑙
′ (0) 𝐴𝑅 = 𝐶𝐺𝑠 − 𝜎𝜀(𝑇𝑎
4 − 𝑇∞
4)    (42) 330 
 331 
−𝑘𝑠𝑜𝑙𝑇𝑠𝑜𝑙
′ (𝐿) = 𝜎𝜀(𝑇𝑒
4 − 𝑇∞
4)      (43) 332 
 333 
3.4 Evaluation Algorithm 334 
For a given set of choices of the input parameters, it is not possible to pre-determine whether the 335 
solution will result in case A, B or C. Therefore, we employ a decision making algorithm for 336 
determining which case needs to be solved for. The algorithm is shown diagramatically in Figure 3. 337 
The problem is solved by first assuming the result is the fully solid case (case C). If the absorber 338 
temperature (Ta) calculated using this assumption is found out to be less than or equal to the melting 339 
temperature (Tm) then this assumption is valid, else we solve the problem for case B and check if the 340 
emitter temperature (Te) is greater than or equal to the melting temperature in which case the 341 
assumption of case B is correct, if this is not true then by the process of elimination we solve for case 342 
A (partly liquid/partly solid). 343 
 344 
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 345 
Once the appropriate case is identified and solved for, various performance metrics can be developed. 346 
The main ones are the thermal efficiency and heat loss efficiency from the lateral surfaces of the PCM 347 
tank. These can be written in normalised form (with respect to incoming solar energy) as 348 
 349 
𝜂𝑡ℎ =
?̇?𝐸𝑚𝑖𝑡𝑡𝑒𝑟
?̇?𝑖𝑛
=
𝜎𝐴𝑒 (𝑇𝑒
4−𝑇∞
4)
𝐶𝐺𝑠 𝐴ℎ 
=
𝜎×𝑇𝑅×𝐴𝑅×(𝑇𝑒
4−𝑇∞
4)
𝐶𝐺𝑠 
   (44) 350 
 351 
𝜂𝐿𝑜𝑠𝑠 =
?̇?𝐿𝑜𝑠𝑠
?̇?𝑖𝑛
=
∫ ℎ(4|√𝐴(𝑥)|) (𝑇−𝑇∞) 𝑄 𝑑𝑥
𝐿
0
𝐶𝐺𝑠 𝐴ℎ 
= 1 −
𝜎×(𝑇𝑎
4−𝑇∞
4)+𝜎×𝑇𝑅×𝐴𝑅×(𝑇𝑒
4−𝑇∞
4)
𝐶𝐺𝑠 
 (45) 352 
 353 
The last part of the Loss expression is developed by combining Eq. 7 (after integrating) with the 354 
boundary conditions and is not shown here explicitly. 355 
 356 
 
 
Figure 3: Decision algorithm to compute the solution. 
Solve Case B
Case A = Liquid/solid state
Case B = Liquid state
Case C= Solid state
Solve Case C
Ta ≤ Tm
Te ≥ Tm
Case CCase A Case B
Input parameters
Yes
No
Yes
No
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4. Results 357 
The analytical solution obtained in the previous section depends on 6 input parameters. These are 1) 358 
Solar concentration (C), 2) Taper ratio (TR), 3) Absorber-inlet area ratio (AR), 4) Absorber surface 359 
area – length of tank squared (SR), 5) Length of the PCM tank (L) and 6) the Heat loss coefficient (h). 360 
In this section we will examine the influence of these parameters on the thermal performance of the 361 
system. The focus will however be on the main heat loss related parameters, i.e., h and SR. For the 362 
numerical evaluation of the results with silicon as the PCM, we assume Tm = 1680 K, ksol = 20 W/m-K 363 
and kliq = 60 W/m-K as was done in previous works (Datas et al. 2013; Veeraragavan et al. 2014). 364 
 365 
4.1. Influence of heat loss coefficient 366 
The analytical solution developed in this work allows for the exploration of the influence of heat 367 
losses from the lateral surface of the PCM tank. Figure 4 shows contours of a) Absorber temperature 368 
b) Emitter temperature c) Thermal efficiency and d) Heat loss from the sides for C vs. SR assuming 369 
other parameters to be constant as indicated in the figure legend.  All scales are shown on a 370 
logarithmic basis (to base 10). The red dash-dot line in the figures maps out the contour along which 371 
the absorber temperature (Ta) equals the melting temperature of the PCM (Tm), i.e. when the absorber 372 
just begins to melt and the blue dashed line denotes the contour along which the emitter temperature 373 
(Te) equals Tm, i.e. the PCM tank is just fully molten. As can be seen from Fig. 4a,b, the absorber and 374 
emitter temperatures increase when either C or SR are increased. The high heat loss coefficient (h = 1 375 
W/m2-K) assumed has a strong influence on the temperatures achieved as well as the maximum 376 
thermal efficiency that can be realised by the system. Additionally, higher solar concentrations 377 
(>1000) are required to fully melt the PCM tank. Since SISTPV systems aim to provide thermal 378 
storage, it is expected that they will be designed to operate under the condition of the tank being just 379 
fully molten (along the blue dashed line). With this in mind, it appears that when heat losses are high, 380 
it is better to operate the system with a high SR to improve the thermal efficiency and reduce the 381 
losses. It is also interesting to note (say following the efficiency contour of 0.325 in Fig. 4c) that the 382 
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efficiency contour has different dependencies on C depending on whether the PCM tank is fully solid 383 
(left of red, dash-dot line), partly solid/partly liquid (between red, dash-dot and blue, dashed lines) or 384 
fully liquid (right of blue, dashed line). This is due to the thermal conductivity differences between 385 
the solid and the liquid, whereas, the heat loss curves (Fig. 4d) do not depend so heavily on the regime 386 
of operation since the heat losses depend primarily on the temperature spread across the tank and the 387 
heat transfer coefficient (see equation 7). 388 
 389 
c   
a) Absorber Temperature (K)   b) Emitter Temperature (K) 
 
  
c) Thermal Efficiency (-)   d) Lateral Heat Loss Efficiency (-) 
 
Figure 4: Results for high heat loss (h = 1.0 W/m2-K) case with TR = 0.01, AR = 100, L = 0.1 m 
for SR vs. C. a) Absorber temperature (Ta), b) Emitter temperature (Te), c) Thermal efficiency 
(), and d) Lateral heat loss (Loss). 
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Figure 5 shows contour plots of the same variables for a lower heat loss coefficient (h = 0.1 W/m2-K). 390 
As can be expected for this case, the PCM tank is fully molten across a lower range of C than with the 391 
higher heat loss coefficient, the thermal efficiency increases and the heat losses are reduced. It is 392 
again noted that increasing SR improves the efficiency. However, beyond an SR value of 1.0, the gain 393 
in efficiency upon further increase in SR is minimal as the shape of the efficiency contour starts to 394 
resemble the temperature contour lines. Since SISTPV systems will aim to be designed to operate 395 
along the fully melted tank configuration in order to maximise thermal storage, the efficiency increase 396 
is limited to a certain upper value of SR. 397 
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 398 
The limitation of efficiency gains by increasing SR is seen more clearly in Figure 6, where the heat 399 
loss coefficient is further reduced to 0.01 W/m2-K. Therefore, it can be seen that based on the 400 
insulation that can be provided to the PCM tank, a certain minimum SR would need to be picked to 401 
maximise the thermal efficiency.  402 
 403 
  
a) Absorber Temperature (K)   b) Emitter Temperature (K) 
 
  
c) Thermal Efficiency (-)   d) Lateral Heat Loss Efficiency (-) 
 
Figure 5: Results for medium heat loss (h = 0.1 W/m2-K) case with TR = 0.01, AR = 100, L = 0.1 
m for SR vs. C. a) Absorber temperature (Ta), b) Emitter temperature (Te), c) Thermal 
efficiency (), and d) Lateral heat loss (Loss). 
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 404 
4.2. Influence of SR 405 
In this subsection we explore the influence of SR versus the other geometric variables for the low heat 406 
loss case. As was noted earlier (in sec. 2), SR is a variable that occurs in this analytical solution owing 407 
to the inclusion of lateral heat losses in the formulation. Therefore, the results are presented from the 408 
point of view of understanding its effect on the thermal performance of the PCM tank for different 409 
designs. 410 
  
a) Absorber Temperature (K)   b) Emitter Temperature (K) 
 
  
c) Thermal Efficiency (-)   d) Lateral Heat Loss Efficiency (-) 
 
Figure 6: Results for low heat loss (h = 0.01 W/m2-K) case with TR = 0.01, AR = 100, L = 0.1 m 
for SR vs. C. a) Absorber temperature (Ta), b) Emitter temperature (Te), c) Thermal efficiency 
(), and d) Lateral heat loss (Loss). 
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 411 
Figure 7 explores the results for SR vs. AR with all other parameters fixed as shown in the figure 412 
legend. It can be seen that both the absorber and emitter temperatures tend to increase as AR is 413 
lowered. At low SR values the temperatures tend to increase upon increasing SR. However, when SR 414 
value is set to around 1.0, the temperatures are invariant to further increase in SR for this set of design 415 
choices. Based again on the premise that the SISTPV system will be designed to operate fully melted 416 
(along the blue dashed line where Te = Tm), it can be seen that as SR is increased the thermal 417 
efficiency increases (to a correspondingly increased AR that allows the system design to be along the 418 
  
a) Absorber Temperature (K)   b) Emitter Temperature (K) 
 
  
c) Thermal Efficiency (-)   d) Lateral Heat Loss Efficiency (-) 
 
Figure 7: Results for low heat loss (h = 0.01 W/m2-K) case with TR = 0.01, C = 1000, L = 0.1 m 
for SR vs. AR. a) Absorber temperature (Ta), b) Emitter temperature (Te), c) Thermal 
efficiency (), and d) Lateral heat loss (Loss). 
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blue dashed line) up to a certain value of SR beyond which the efficiency is nearly invariant of SR. In 419 
the present case, a system thermal efficiency of around 40% is possible. The lateral heat losses are 420 
lower for higher SR. Much higher thermal efficiencies (of around 80%) are possible if the SISTPV 421 
system is designed to operate at high AR and SR (to the right of the red dash-dot line in Fig. 7). 422 
However, in these designs the system will not be able to store any thermal energy in the PCM as 423 
latent heat as the absorber temperature is less than the melting point of the PCM. 424 
 425 
  
a) Absorber Temperature (K)   b) Emitter Temperature (K) 
 
  
c) Thermal Efficiency (-)   d) Lateral Heat Loss Efficiency (-) 
 
Figure 8: Results for low heat loss (h = 0.01 W/m2-K) case with C = 1000, AR = 100, L = 0.1 m 
for SR vs. TR. a) Absorber temperature (Ta), b) Emitter temperature (Te), c) Thermal 
efficiency (), and d) Lateral heat loss (Loss). 
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Figure 8 explores the results for SR vs. TR, again with all other parameters fixed as shown in the 426 
figure caption. It can be seen that the thermal efficiency is fairly independent of SR and depends 427 
primarily on the value of TR. Figure 9 explores the results for SR vs. L with the other parameters 428 
fixed. It can be seen that the choice of L, determines the SR at which the PCM tank will be fully 429 
molten. However, the thermal efficiency is constant at all options and hence the choice of length of 430 
PCM when all other parameters are fixed does not influence the thermal efficiency. However, for a 431 
constant SR the thermal efficiency decreases when L is increased. 432 
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 433 
5. Conclusions 434 
An analytical model was developed to account for lateral heat losses from a storage integrated solar 435 
thermophotovoltaic system’s tank. The model accounted for heat losses via Newton’s law of cooling. 436 
The main findings of the sweep of the parametric space are as follows: 437 
1. Increasing the heat transfer coefficient (h) necessitated an increased solar concentration in 438 
order to melt the phase change material (silicon). 439 
  
a) Absorber Temperature (K)   b) Emitter Temperature (K) 
 
  
c) Thermal Efficiency (-)   d) Lateral Heat Loss Efficiency (-) 
 
Figure 9: Results for low heat loss (h = 0.01 W/m2-K) case with TR = 0.01, AR = 100, C = 1000 
for SR vs. C. a) Absorber temperature (Ta), b) Emitter temperature (Te), c) Thermal efficiency 
(), and d) Lateral heat loss (Loss). 
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2. Increasing the absorber surface area to length squared ratio (SR) enabled achieving higher 440 
thermal efficiencies. This was particularly needed for higher heat losses. 441 
3. In general, the system efficiency is higher at high SR and it appears for different 442 
configurations a certain minimum high value of SR is beneficial for increasing thermal 443 
efficiency. Increasing the SR beyond this value does not appear to provide a significant 444 
increase in thermal efficiency. 445 
4. Increasing the absorber area to inlet hole area ratio (AR) increases the thermal efficiency 446 
when all other parameters are held constant. 447 
5. Increasing the length of the thermal storage tank (L) decreases the thermal efficiency when all 448 
other parameters are held constant. 449 
6. Increasing the emitter-area-to-absorber-area-ratio (TR) increases the thermal efficiency when 450 
all other parameters are held constant. 451 
7. With proper insulation, thermal efficiencies of around 40% are achievable. 452 
8. Future work will implement the PV modelling and an optimization routine (such as the 453 
Nelder-Mead algorith) and perform global optimization of power conversion efficiency along 454 
with maximising thermal storage. 455 
 456 
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Appendix A: Geometric Analysis of PCM Tank 515 
The PCM container is a square frustum with absorber at the top (and as shown in previous works) 516 
with an area that is greater than the emitter at the bottom. Since the heat loss from the lateral surfaces 517 
to the surrounding has to be determined, the lateral surface area is one of the variables that needs to be 518 
estimated. A 3D and side view diagrams are shown in Figure 10. The change in slant height, ds, can 519 
found in terms of the change in the perpendicular height, dx, which is required in Eq. 7. 520 
                         521 
To determine the relationships between ds and dx, the slant height should be found in terms of the 522 
vertical height. The variables of PCM container are shown in Fig. 10 c and d. Where the top area is 523 
𝐴𝑎 = 𝑎
2 and the bottom area is 𝐴𝑒 = 𝑏
2. Also, at x = L; s =H. Considering the (red) right angled 524 
triangle shown in Fig. 10-c it can be seen that 525 
 526 
   
a)      b) 
 
    
c)       d) 
 
Figure 10: a) 3D view of a PCM container b) Side view of the PCM container c) 3D view 
with variables used to estimate lateral length d) side of similar triangles used to estimate 
lateral surface area. 
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𝑑2 = 𝑐2 + 𝑐2 = 2𝑐2      (A-1) 527 
 528 
Where, 𝑐 =
𝑎−𝑏
2
. Therefore,  529 
𝑑2 = 2(
𝑎−𝑏
2
)
2
      (A-2) 530 
 531 
Considering the larger triangle in Fig. 10-c, it can be see that 532 
 533 
𝐿2 = 𝐻2 − 𝑑2 = 𝐻2 − 2(
𝑎−𝑏
2
)
2
   (A-3) 534 
 535 
This can be re-written as 536 
 537 
𝐻 = √𝐿2 + 2(
𝑎−𝑏
2
)
2
     (A-4) 538 
 539 
Considering similar triangle and variables shown in Fig 10-d:  540 
 541 
(𝐻 − 𝑠)2 = (𝐿 − 𝑥)2 + [(
𝐿−𝑥
𝐿
)𝑑]
2
= (𝐿 − 𝑥)2 + (
𝐿−𝑥
𝐿
)
2
(
1
2
) (𝑎 − 𝑏)2  (A-5)                542 
 543 
Differentiating both sides with respect to x and re-arranging gives  544 
 545 
                      
𝑑𝑠
𝑑𝑥
=
(𝐿−𝑥)
(𝐻−𝑠)
+ (
1
𝐿
)
2
(
1
2
)
(𝐿−𝑥)
(𝐻−𝑠)
(𝑎 − 𝑏)2    (A-6) 546 
 547 
Using similar triangles, we get  548 
 549 
𝐿−𝑥
𝐿
=
𝐻−𝑠
𝐻
=>
𝐿−𝑥
𝐻−𝑠
=
𝐿
𝐻
    (A-7) 550 
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  551 
Substituting back in equation A-6  and re-arranging gives, 552 
 553 
𝑑𝑠 = (
𝐿
𝐻
+ (
1
𝐿
)
2
(
1
2
)
𝐿
𝐻
(𝑎 − 𝑏)2)𝑑𝑥 = [
𝐿
𝐻
+
(𝑎−𝑏)2
2𝐿𝐻
] 𝑑𝑥 = 𝐺𝐹 𝑑𝑥    (A-8) 554 
 555 
Since 𝑎 = √𝐴𝑎; 𝑏 = √𝐴𝑒; √𝑇𝑅 = √
𝐴𝑒
𝐴𝑎
=
𝑏
𝑎
, we can write (𝑎 − 𝑏)2 = 𝐴𝑎(1 − √𝑇𝑅)
2. Hence, 556 
 557 
𝐻 = √𝐿2 + 2(
𝑎−𝑏
2
)
2
= √𝐿2 +
𝐴𝑎(1−√𝑇𝑅)2
2
    (A-9) 558 
 559 
Using this in GF (from equation A-8) gives 560 
 561 
𝐺𝐹 = [
𝐿
𝐻
+
(𝑎−𝑏)2
2𝐿𝐻
] =
𝐿
√𝐿2+
𝐴𝑎(1−√𝑇𝑅)
2
2
+
𝐴𝑎(1−√𝑇𝑅)
2
2𝐿√𝐿2+
𝐴𝑎(1−√𝑇𝑅)
2
2
  562 
 563 
=
1
𝐿√𝐿2+
𝐴𝑎(1−√𝑇𝑅)
2
2
[𝐿2 +
𝐴𝑎(1−√𝑇𝑅)
2
2
]  564 
 565 
=
√𝐿2+
𝐴𝑎(1−√𝑇𝑅)
2
2
𝐿
= √1 +
𝐴𝑎(1−√𝑇𝑅)2
2𝐿2
     (A-10) 566 
 567 
This can be further expressed as 568 
 569 
𝐺𝐹 = √1 +
𝐴𝑎
𝐿2
(1−√𝑇𝑅)2
2
= √1 + 𝑆𝑅
(1−√𝑇𝑅)2
2
        (A-11) 570 
 571 
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Where, 𝑆𝑅 =
𝐴𝑎
𝐿2
. Using equation A-10 back in equation A-8, the relationship between ds and dx can 572 
be expressed as 573 
 574 
𝑑𝑠 = √1 + 𝑆𝑅
(1−√𝑇𝑅)2
2
 𝑑𝑥      (A-11) 575 
