The total variation (TV) minimization models are widely used in image processing, 16 mainly due to their remarkable ability in preserving edges. There are many methods
Introduction

31
The total variation (TV) image restoration is an important image-processing 32 we extend the error probability model from the traditional Gaussian distribution 6 to other probability distributions, such as Poisson and Laplace (equivalent to L 1 7 norm) distributions. superscript T represents matrix transpose and n = p · q. We use these two notations
14
of an image (i.e., two-dimensional (2D) U and its vectorized u) interchangeably 15 when there is no confusion; an operation on u can be defined using U, and vice
versa. For a function g(u) we use ∇g(u) to denote derivative of g with respect to
17 u and ∇ j g(u) the derivative of g with respect to u j .
18
In this paper, we consider the statistical image restoration. Suppose the true (unobserved) image u is distorted by a blurring mechanism (such as a point spread function), which is denoted by an n × n matrix A. The expected observed image, denoted by an n-vector µ, is given by µ = Au.
However, due to noise contamination, we cannot observe µ directly; instead, we 19 observe the blurred noisy image y. Our aim is to restore u from y. 20 Statistical image restoration depends on the assumed probability model for the observed image and the penalty function (also known as the log prior density function). The penalty is used to restrict the restored image so that it follows certain local smoothness patterns. Assume that y i are independent (given u) and each follows a probability model, i.e.
where p i (·) represents the probability density function (PDF) of y i and µ i = A i u with A i being the ith row of A. The penalized negative log-likelihood objective function Ψ(u) for recovering u is given by
where l i (µ i ) = log p i (y i | µ i ), λ > 0 is the smoothing parameter and J(u) is the penalty function. The restored imageû is given as the minimizer of Ψ(u) subject to u ≥ 0, namelyû will not discuss how to select an optimal smoothing value for λ. Our focus is on 7 how to compute efficiently the solution to problem (2) and how to obtain a good 8 approximation to the target image.
9
The form of data-fitting term in Eq.
(1) depends on the statistical noise model.
10
Three kinds of common noise models are as follows:
11
(1) Gaussian noise model: observed image intensities y i ∼ N (µ, σ 2 ). In this model, after combining variance σ 2 with λ to form a new smoothing parameter, we
(2) Poisson noise model: observed image intensities y i ∼ Poisson(µ i ). This noise model gives
(3) Impulsive noise model: observed image intensities y i ∼ Laplace(µ i , σ 2 ). Similar to the Gaussian noise model example, after combining σ 2 with λ we can write
In this paper, we consider the regularization function J(·) being the TV penalty 12 function. Let · 2 be the Euclidean norm of the relevant space and Ω be the domain 13 of image U. According to [Vogel and Oman (1998) ], the TV penalty J(u) can be 14 written as
16
where R j and C j are respectively the jth row of the n × n matrices R and C. The entries of Ru and Cu represent the first-order differences of U along the row and column directions, respectively. If u j in u corresponds to U s,t in U, then
In Eq. (6), parameter β > 0 is included to avoid degenerate derivative of J(u). half space at every iteration or at the last iteration.
19
Let
We begin with the definition of the proximity operator. For any proper, convex and semicontinuous function φ(·) with range (−∞, +∞], its proximity operator is defined by
The FBS algorithm can be used to solve the minimization problem of the following form
where F 1 is a proper, convex, lower semicontinuous function and F 2 is a convex, 1/γ-Lipschitz continuous differentiable function. The FBS iteration formula for solving Eq. (8) is given as follows
In [Combettes and Wajs (2005) ], the authors show that this FBS algorithm con-
20
verges to the solution of Eq. (8) when 0 < δ < 2γ.
21
We can apply the FBS algorithm to solve problem (2) with the Gaussian noise model, where the penalty term F 1 (u) = λJ(u) and the data fidelity term F 2 (u) = H(u), respectively. In this case, the Lipschitz constant γ = 1/ A T A 2 . The gradient of the data fidelity term is:
is then given by
from any initial u 0 . By definition of the proximity operator (7), the iteration formula (10) is equivalent to
The FBS algorithm (11) converges to the solution of (2) for Gaussian noise removal
). Recall that J(u) is the TV penalty function, so we can apply 2 the Chambolle's denoising algorithm [Chambolle (2004) ] to obtain the minimizer 
We first introduce some notations needed for the derivation of the MITV algorithm below. For any vector function g(u), it can be separated into positive part vector [g(u)]
+ and negative part vector [g(u)] − with their jth entry defined by
where [g(u)] j is the jth component of g (u) . By Eq. (12) Ifû solves optimization problem (2), thenû satisfies the KKT conditions:
for j = 1, . . . , n. Equivalently,û solves the following linear system
where
Using expression (1), Eq. (14) is a linear system of
where a ij ≥ 0 represents the (i, j)th element of matrix A. First, we apply the separation (13) to ∇l i (µ i ) and
where both sides of this equation are now nonnegative.
3 Equation (16) naturally suggests an iterative scheme for solving Eq. (15), and that is
Positively Constrained Total Variation Penalized Image Restoration 7
Here, µ
In Eq. (17) the iteration index k + 1/2 explains that this is merely a temporary updating, and further improvements are necessary to give u k+1 by the following rule
Here, α k ∈ (0, 1] is a positive step size and the direction vector d k is given componentwise by
Substituting Eqs. (17) and (18) into the above equality, we have
Hence, d k is a down-hill direction for Ψ(u) when the denominator δ In order to facilitate Eq. (17) we must provide ∇ j J(u) for the TV penalty function J(u) given in Eq. (6). It is not difficult to derive that
To ensure that the iteration scheme (17) is well defined, we have to explain how to (15) is still maintained.
7
It is possible that u k+1/2 by Eq. (17) does not decrease Ψ(u), i.e., Ψ(u k+1/2 ) ≥ Ψ(u k ). In this case we need a line search step to improve u k+1/2 such that the final update decreases the objective function Ψ(u). In this line search, we must find a 0 < α k ≤ 1 such that
and 
10
We call the iterative scheme defined by Eqs. (21) and (17), where the penalty Under certain regularity conditions, the MITV algorithm is convergent, and 5 moreover, it converges to the solution satisfying the KKT necessary conditions.
6
The proof of the general convergence result is available in [Ma (2010) ]. 
MITV under different image noise models
16 otherwise, using a line search to find a 0 < α k < 1 such that
and then set 
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for j = 1, . . . , n. As in the Gaussian noise above, if the denominator of Eq. (23) 
We apply Type 1 separation to ∇l i (µ i ), then we have [∇l i (µ i )]
, where I A is an indicator function for event A: I A = 1 if A is true, and I A = 0 otherwise. The separation for ∇J(u) is still the Type 1 separation. The updating formula (17) now becomes
for j = 1, . . . .n. It is possible that at an iteration, the denominator of Eq. (24) 
Numerical Results
9
In this section, we apply our MITV algorithm and the FBS algorithm to deblur be reported elsewhere.
15
In our tests, we use two images as shown in Fig. 1 . The satellite image has a size 16 of 176 × 176, and the joke image has a size of 284 × 378. We choose these images 17 because they both contain large zero backgrounds, so we expect that the positivity In all the tests, matrix A is the blurring matrix corresponding to motion blur and is generated by the MATLAB command fspecial('motion', 15, 30).
Gaussian noise is added to the blurry image to obtain the observed one. Denote the 5 noise level by σ, which represents the standard deviation of the Gaussian noise. We 6 test two cases: one has noise level σ = 5, and the other one has noise level σ = 10.
7
Considering the good property of MITV in preserving positivity and the feature 8 of our test images that most of the pixels equal to zero, we propose a projection in 9 each MITV iteration:
Positively Constrained Total Variation Penalized Image Restoration 11
We use the peak signal-to-noise ratio (PSNR) to measure the quality of the restored images, which is defined by PSNR := 10 log 10 255
Here, u andû denote the original and restored images respectively, and n is the 1 total pixel number of the image. noise level σ = 10, we choose η = 9. At each of these ηs, the corresponding PMITV 6 algorithm reaches the highest PSNR value among all the trials that we conducted.
7
The PFBS algorithm is the FBS algorithm with a lower projection, see Eq. (25) give the number of the pixels that are projected to zero at each iteration in the
13
PMITV algorithm. We observe that the number of pixels that are projected tends 14 to stabilize as the iteration number increases. The third columns show the time comparison in relation to the PSNR value. We find that the PMITV always reaches 1 higher PSNR value faster than the PFBS and FBS algorithms. 
Conclusions 3
In this paper, we develop and implement a new approach for total variation image are that it is very easy to derive and implement under different noise models and it 7 respects the positivity constraint. We discuss in the paper how to apply this method 8 to Gaussian, Poisson, and impulsive noise models. In the numerical test, we apply 9 our algorithm to deblur images corrupted with Gaussian noise. The results show 10 that our method gives better restored images than the FBS algorithms.
11
