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Introduction
1 Introduction
1.1 Contexte
Le Radar a Synthese d'Ouverture (RSO) est un equipement imageur actif a micro-
ondes possedant des avantages indeniables car fonctionnant en permanence a longue
distance, sous toutes les conditions meteorologiques possibles ainsi qu'en toutes posi-
tions. Les images haute resolution qu'il fournit integrent de nombreuses caracteristiques
de l'objet cible et, de ce fait, est couramment utilise pour la detection, la classication,
l'identication et la reconnaissance d'objets dans des cas applicatifs aussi bien militaires
que civils. Ces dernieres decennies, les nouvelles geometries bi- et multi-statiques ainsi
que les nouvelles technologies d'imagerie de cible mouvante par Acquisition Compressee
(Compressive Sensing ou CS) ont attirees un intere^t de recherche croissant de part leur
potentiel applicatif dans la reconnaissance automatique de cibles (Auto Target Recog-
nition ou ATR), la surveillance spatiale ainsi que la detection de cible mobile au sol
(Ground Moving Target Identication ou GMTI).
La performance de ces ta^ches est determinee par la qualite des images RSO. Cepen-
dant, la resolution RSO n'est pas seulement limitee par la bande passante et l'angle d'ob-
servation mais est aussi aectee par le bruit (bruit additif et erreurs de modelisation),
l'ambigute du mouvement, les erreurs liees au deplacement, etc.
Les techniques d'imagerie RSO traditionnelles reposent sur l'hypothese non realiste
d'une ouverture et d'une bande passante pleine et ne possedent pas de mecanisme in-
trinseque permettant de corriger imperfections liees au bruit et erreurs de modelisation.
Ainsi, les images RSO conventionnellement reconstruites sont de basse resolution,
presentent des tavelures (bruit de speckle) ainsi que des artefacts de lobe secondaires.
Ces limitations rendent des lors dicile l'emploi des images reconstruites pour des ta^ches
de reconnaissance avancees.
La situation devient encore plus problematique pour les cibles en mouvement. Du
fait du phenomene de migration de cellule distante (Range Cell Migration ou RCM),
les signaux sont dicilement separables du clutter stationnaire ce qui complexie l'em-
ploi des techniques conventionnelles en presence de mouvements speciques complexes
(denommes micromouvements dans cette these). Par ailleurs, la supposee ideale voie
d'acquisition procedant a un echantillonnage uniforme a temps discret dans les do-
maines spatiaux, temporels et frequentiels, amene un haut taux d'echantillonnage et
donc un grand volume de donnees. Ces inconvenients augmentent la complexite du
materiel embarque pour, au nal, gravement degrader les performances des operations
de type GMTI.
Mathematiquement parlant, le probleme de l'imagerie RSO est un probleme mal-pose
de reconstruction d'image d'une scene radar cible a partir de donnees limitees et bruitees.
Les causes intrinseques du probleme rencontre dans les methodes RSO traditionnelles
sont :
1. Le modele de scene est trop simple, usuellement il s'agit d'un modele de points;
2. La modelisation directe (relation entre les signaux recus, les signaux transmis et
les objets images) est linearisee;
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3. Les methodes d'inversions sont trop simples : utilisation de la Transformee de
Fourrier Inverse rapide (IFFT).
Ces methodes ne peuvent ainsi pas relever pleinement les des poses par des scenes
complexes avec un mauvais rapport signal bruit, presentant des mouvements relatifs
complexes entre radars et objets images ainsi que par la voie d'acquisition non ideale.
De part les precedentes observations, il est necessaire d'aborder le probleme d'im-
agerie RSO via un nouveau cadre d'inversion permettant: de tirer prot et d'utiliser
pleinement les informations a priori de la scene ciblee, d'etablir le modele echo radar
ainsi que le modele mathematique ideal et de denir l'inversion a eectuer ainsi que les
algorithmes de calcul correspondants pour, au nal, obtenir une solution satisfaisante.
Dans cette these, nous proposons d'appliquer la methodologie bayesienne a l'imagerie
RSO. Elle permet de surmonter la plupart des inconvenients inherents aux methodes
classiques et permet d'obtenir des images haute resolution, stables et precises ainsi
qu'une estimation plus juste des parametres lies a la reconnaissance de cibles.
L'approche uniee que nous proposons est utilisee pour les problemes inverses dans
les cas d'imagerie RSO mono-, bi- et multi-statiques mais egalement pour l'imagerie
d'objets a micromouvements. Les elements de modelisation a priori adequats permettant
d'ameliorer la detection des caracteristiques des objets pour diverses scenes imagees
sont proposes. Des methodes d'estimation rapides et ecaces employant des elements
a priori simples ou hierarchiques avec hyperparametres sont developpees. Le probleme
d'estimation des hyperparametres est pris en charge dans ce cadre bayesien. Les resultats
sur des donnees synthetiques, experimentales et reelles (MSTAR) demontrent l'ecacite
de l'approche proposee.
1.2 Etat de l'art
Les problemes inverses decoulent de l'observation indirecte d'intere^ts. Comme l'ob-
servation est toujours limitee par la dimension ou la complexite du modele ainsi que par
le bruit, le probleme inverse est systematiquement mal pose.
L'imagerie radar a synthese d'ouverture est un probleme inverse typique. Mal-
heureusement, les methodes deterministes classiques d'imagerie RSO ne prennent pas
en consideration le bruit ainsi que les erreurs de modelisation. Une des methodes d'im-
agerie la plus classique pour le mode Spotlight RSO (Spot-SAR) est l'algorithme de
format polaire (Polar Format Algorithm) qui suppose une ouverture ainsi qu'une bande
passante pleine. L'algorithme de distance doppler traditionnel (Range-Doppler Algo-
rithm ou RDA) requiert egalement des pulsations d'ouverture totale. Cependant, cette
hypothese n'est pas representative de la realite et engendre des defauts tels que basse
resolution, artefacts sur les lobes secondaires ainsi que tavelures. De plus les objets
subissants des mouvements complexes sont dicilement distinguables parmi le clutter.
Cet ensemble d'inconvenients reduit grandement les performances de nombreuses ta^ches
applicatives.
Pour surmonter ces limitations, plusieurs approches ont ete proposees. Une facon
ecace est d'utiliser la methode de regularisation. En transposant le probleme d'im-
agerie RSO en un probleme mal pose et en utilisant des informations a priori comme
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contraintes an de mieux denir la problematique, il sut alors de traiter l'ensemble
comme un probleme d'optimisation. Cependant, le moyen de determiner les parametres
de regularisation est toujours non resolu. Des lors, un moyen ecace permettant de
determiner automatiquement les parametres d'estimations optimums est necessaire.
De nouvelles technologies permettant d'ameliorer la resolution des images RSO sont
l'emploi de la representation parcimonieuse du signal (sparse signal representation) ainsi
que la Detection Compressive (Compressive Sensing ou CS). La dispersion au sein des
images RSO ou de leur frequence est etudiee an d'obtenir une representation parci-
monieuse du signal, de ce fait la charge de calcul liee a l'estimation des parametres est
grandement reduite. En appliquant la technique CS a l'imagerie RSO, la resolution peut
e^tre amelioree en presence de donnees incompletes. Neanmoins, ces methodes dependent
de la precision du modele et necessitent un rapport signal bruit eleve.
De part les precedentes observations, il est grandement necessaire d'aborder le
probleme de l'imagerie RSO via une approche prenant en compte a la fois erreurs et
incertitudes. An de resoudre ces problemes, cette these, s'eloignant des techniques
d'imagerie RSO usuelles, fait emploi d'une nouvelle methodologie bayesienne.
1.3 Organisation de la these
Cette these se deroule de la facon suivante :
La partie I, chapitres 2 et 3 compris, presente les dierents problemes de
modelisation directe ainsi que les methodes d'inversion classiques et celles
que nous proposons.
Dans le chapitre 2, un nouveau modele d'imagerie RSO est etabli. Dans un pre-
mier temps, en se basant sur quelques hypotheses de diusion radar, nous presentons
le modele d'objet. Puis, nous derivons le modele d'echo radar RSO en se basant sur un
modele Spot-SAR tomographique. Pour les geometries RSO mono, bi- et multi-statiques,
un probleme inverse lineaire centre sur la Synthese de Fourier (Fourier Synthesis ou FS)
est presente.
Dans le chapitre 3, nous etudions l'approche bayesienne appliquee aux problemes
inverses, en insistant sur l'attribution d'estimateurs a priori et d'hyperparametres. Tout
d'abord, nous etudions deux classes d'a priori de modelisation de la scene inconnue : les
a priori separables et les a priori Markoviens, correspondant respectivement a des objets
ponctuels et des regions homogenes delimitees par des cotes. Puis, nous considerons les
modeles hierarchiques avec variables cachees. Pour des raisons de praticite, nous de-
vons egalement prendre en compte l'estimation des hyperparametres. En somme, nous
evaluons dierents criteres et leurs dierentes approximations associees ainsi que des
algorithmes de calcul tels que le MAP, le MAP simultane (JMAP), la Marginalisation
et l'approximation bayesienne variationnelle (VBA).
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La partie II, chapitres 4 et 5 compris, presente l'approche proposee pour
les problemes inverses dans dierents systemes d'imagerie RSO.
Dans le chapitre 4, nous considerons les cas mono- et bi-statiques et presentons les
resultats d'inversion obtenus avec les methodes bayesiennes. En particulier, deux cibles
RSO typiques d'objets ponctuels et de regions homogenes se voient assignees leurs a
priori respectifs etablis dans le chapitre 3. Nous analysons l'eet de cette association sur
la performance de reconstruction RSO. Ensuite, nous appliquons nos propres methodes
d'estimation sur dierents jeux de donnees. L'analyse numerique ainsi que les resultats
d'experimentation demontrent alors l'ecacite de la methode proposee.
Dans le chapitre 5, nous considerons le cas d'imagerie RSO multi-statique dans lequel
nous avons plusieurs jeux de donnees. Nous etudions le probleme et son application a des
constellations de satellites RSO. An d'analyser le probleme pose par la reconstruction
de multiples jeux de donnees RSO multifrequences et multi-statiques, nous proposons
trois dierents moyens de fusion. Comparativement, la methode bayesienne de fusion si-
multanee et de reconstruction possede les meilleures performances, en operant l'inversion
sur de multiples jeux de donnees provenant d'une me^me cible observee. En comparai-
son aux methodes eectuant la fusion sur les donnees, la methode de fusion bayesienne
apporte les avantages lies a l'inclusion des informations a priori de la scene originale.
La partie III, en tant que chapitre 6, s'adresse au probleme d'imagerie de
cible a micromouvement.
Dans le chapitre 6, nous etudions le probleme de l'imagerie de cible a micromou-
vement. Au lieu de resoudre directement le dicile probleme d'ambigute radar, nous
formulons le probleme comme un probleme d'estimation de parametres. La technique
CS est adaptee an de trouver la representation la plus parcimonieuse de la cible in-
connue. Nous proposons une approche bayesienne ecace incluant des a priori forcant
la parcimonie et proposons une approche par VBA pour l'estimation hierarchique des
inconnues, des variables cachees ainsi que des hyperparametres du probleme.
Enn, dans le chapitre 7, nous etablissons les conclusions de notre travail et pointons
vers de nouvelles perspectives de recherche.
1.4 Contributions principales
Dans cette these, nous essayons de surmonter les inconvenients des methodes d'im-
agerie RSO conventionnelles par :
1. Des modeles d'objets cibles plus varies;
2. Une modelisation directe plus realiste prenant en compte les incertitudes;
3. Des methodes d'inversion plus ecaces reposant sur la regularisation et l'approche
par inference bayesienne.
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La combinaison de ces trois points produit des images Haute Resolution (HR), plus
stables vis a vis du bruit et plus precises et permet une estimation plus juste des
parametres. Le but nal est d'ameliorer la performance dans divers cas de gure pour
les techniques ATR et GMTI. Les apports de cette these incluent principalement:
1. Nous avons systematiquement elabore un modele mathematique direct d'imagerie
RSO pour dierentes geometries et divers mouvements de cible.
a) Nous avons analyse les caracteristiques de deux scenes radar typiques.
b) Nous avons derive le modele echo RSO pour les cas mono-, bi- et multi-
statiques.
c) Nous avons etabli un modele unie de Synthese de Fourier pour ces trois
geometries.
d) Nous avons etabli un modele de micromouvements pour des objets RSO
en mouvement rotationnel, cas particulier ou le probleme d'imagerie RSO devient
non lineaire et ou les techniques d'imagerie conventionnelles echouent.
2. Nous avons propose une approche bayesienne pour dierents problemes de l'im-
agerie RSO.
a) Nous avons propose les elements a priori suivants : les trois a priori simples
que sont la Gaussienne Generalisee Separable (SGG), la Cauchy Separable (SC)
et la Generalisee de Gauss-Markov (GGM); Deux a priori avec hyperparametres
: Gaussienne Generalisee et a priori parcimonieux ; a priori par Variation Totale
(TV) avec modeles hierarchiques; Deux a priori forcant la parcimonie : a priori
Gaussien Generalise et a priori de Sutdent-t pour les parametres de cible a micro-
mouvement. Nous avons egalement analyse les eets de ces dierents a priori sur
l'inversion.
b) Nous avons developpe dierentes solutions algorithmiques pour ces estima-
teurs, incluant le MAP, le JMAP, la marginalisation et la VBA.
c) Nous avons etudie le probleme de fusion de donnees survenant dans le
cas RSO multi-statique et avons propose une methode de fusion et d'inversion
simultanee puis l'avons comparee avec les deux autres methodes de fusion.
d) Nous avons resolu le probleme de l'imagerie de cible a micromouve-
ment en proposant la methode bayesienne CS (BCS) permettant l'estimation des
parametres et l'imagerie de la cible.
3. Nous avons demontre les performances de l'approche proposee par experimentation
sur des donnees synthetiques, experimentales et reelles. Comparativement aux
methodes d'imagerie RSO conventionnelles et aux methodes de regularisation,
les resultats obtenus demontrent l'ecacite ainsi que la faisabilite de l'approche
bayesienne proposee.
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2 Modelisation directe
2.1 Introduction
L'objectif de ce chapitre est d'etablir le modele direct pour l'imagerie RSO. Les
signaux reechis recus par le recepteur radar passent tout d'abord une etape de
pretraitement incluant un processus de demodulation. L'obtention de l'image RSO est
en fait un probleme de reconstruction de la distribution reective spatiale de la scene
depuis les signaux pretraites retournes par le radar.
Tout d'abord, nous presentons la modelisation de scene. Plusieurs hypotheses sur
la theorie de diusion radar centrale sont presentees. Puis, nous donnons une breve
presentation du modele de scene RSO.
Par la suite, nous nous concentrons sur la modelisation de l'echo, nous partons du
tres simple cas de generation d'un signal echo radar dirige vers une scene composee
de cibles ponctuelles. Puis, en incorporant le mouvement relatif du radar a la scene,
nous derivons le modele echo-RSO en considerant plusieurs facteurs : la geometrie de
l'ensemble Emetteur-Objet-Recepteur (T-O-R), la forme des impulsions radar emises,
la forme du faisceau d'antenne et les caracteristiques de diusion de la cible radar.
Dans le mode Spot-SAR, en considerant un faible angle d'observation, la
modelisation de l'echo RSO peut e^tre expliquee par un modele tomographique. En se
basant sur le theoreme de projection-slice, nous etablissons le modele direct de generation
de l'echo.
Finalement, nous concluons que notre modele est un cas tres general et obtenons la
relation par l'hypothese d'un modele lineaire.
2.2 Modelisation d'objets
La reponse de diusion d'un objet peut e^tre consideree comme la somme des reponses
individuelles des diuseurs dont il est constitue. En partant de la theorie des ondes
electromagnetiques, en considerant la taille relative de la cible imagee vis-a-vis de la
longueur d'onde emise par le radar, il est possible de distinguer deux types de cibles :
les cibles ponctuelles et les cibles etendues.
Les cibles ponctuelles correspondent a des objets dont la taille est relativement petite
comparativement a la longueur d'onde et qui peuvent donc e^tre assimilees a des points
diuseurs. Les vehicules ou les ba^timents s'averent par exemple e^tre de forts points
diuseurs de l'image.
Les cibles etendues correspondent a des objets normalement uniformes (aleatoires)
et homogenes dont la taille est relativement grande comparee a la longueur d'onde. Les
fore^ts, les zones cultivees ou les plaines sont, a ce titre, des regions homogenes peu
diusantes.
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2.3 Modelisation de l'echo RSO pour les cas mono-, bi- et
multi-statiques
Nous utilisons un modele d'observation pour l'imagerie Spot-SAR reposant sur la
formulation RSO tomographique.
Pour le cas mono-statique, dans le domaine du nombre d'ondes, les donnees recues
correspondent aux segments droits de l'angle d'observation  (azimut). Pour l'ensemble
de l'angle d'integration, nous obtenons le support du signal dans le domaine du nombre
d'onde.
Apres echantillonnage dans l'espace de Fourier, les donnees d'un systeme RSO dans
le domaine de la transformee sont contenues dans un petit segment annulaire. Les
echantillons dans la dimension radiale sont proportionnels a la largeur de bande du
signal, les points interieurs et exterieurs sont determines par le contenu frequentiel du
chirp emis. Les echantillons dans la dimension angulaire sont eux proportionnels a l'angle
de coherence ou bien au nombre de pulsation de l'intervalle de traitement coherent.
Si nous changeons la position du recepteur, pour chacune de ses positions, la
geometrie passe dans le cas bi-statique. S'il y a plus d'un seul recepteur, la geometrie
passe dans le cas multi-statique. Pour ces deux cas, nous pouvons distinguer une relation
dont l'apport est limite entre le spectre du signal recu et la transformee de Fourier 2D
de la scene. Trois variables sont importantes : l'angle d'emission, l'angle de reception et
la largeur de bande du signal emis. Mais dans ces cas l'apport du signal dans le domaine
de Fourier devient plus complexe.
2.4 L'imagerie RSO en tant que Synthese de Fourier
D'un point de vue mathematique, le probleme de l'imagerie RSO, apres quelques
simplications, peut e^tre transpose en une Synthese de Fourier (FS) qui consiste a
estimer une fonction f(x; y) inconnue (la scene) depuis les informations incompletes et
tronquees de sa Transformee de Fourier F (kx; ky). An de concentrer notre discussion
sur une methode d'inversion generaliste, nous presentons la relation entre la TF des
signaux observes et la TF spatiale 2D de la scene de la facon suivante :
G(kx; ky) = M(kx; ky)F (kx; ky) (1)
ou
F (kx; ky) =
ZZ
f(x; y) exp j(kxx+ kyy) dx dy: (2)
Ou k =
p
k2x + k
2
y = 2= est le numero d'onde,  sa frequence. Dans le domaine
du nombre d'ondes, F (kx; ky) est la TF de f(x; y), G(kx; ky) est la TF des donnees
observees et M(kx; ky) est une fonction binairement ponderee egale a un pour les points
constituants les donnees et zero ailleurs. En fait M(kx; ky) depend de la frequence radar
et de la geometrie du systeme de mesure. Un signal typique du cas mono-statique RSO
dans le domaine du nombre d'ondes est illustre dans la Figure 1.
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kx
ky
Figure 1 { Apport du signal dans le domaine du nombre d'ondes pour le cas RSO
mono-statique.
2.5 Modele direct general
Si nous representons la cible f(x; y) par un point dans un espace vectoriel F
(represente par le vecteur f quand l'espace est discretise en pixels), les donnees par
un point dans l'espace vectoriel G (represente par le vecteur g), le lien entre eux par la
projection H (ou la matrice H), nous pouvons ecrire :
g = Hf +  ou g =Hf +  (3)
Ou  represente les erreurs. L'operateur H dans notre modele simplie est la trans-
formee de Fourier et donc H , la matrice de la TF 2D.
Le cas general de modelisation directe pour l'imagerie RSO est illustre dans la Figure
2, par laquelle nous pouvons voir que le probleme direct est la cible inconnue ainsi que
la reponse du systeme generant les donnees de l'echo.
Système
radar
Distribution de la 
diffusion dans la scène 
Bruit
Echo radar
f H
 
g Hf  ! "
Figure 2 { Generation de l'echo RSO
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3 Inversion bayesienne
3.1 Introduction
L'objectif de ce chapitre est de developper l'approche par estimation bayesienne en
se basant sur le modele direct etabli dans le chapitre 2.
L'approche bayesienne est un mecanisme naturel de regularisation par le biais d'in-
formations a priori, elle porte donc sur l'incertitude des parametres et essaye d'obtenir
la meilleure estimation. Puisqu'elle est basee sur un modele, elle permet d'ajouter des
donnees de facon sequentielle.
Le processus d'evaluation bayesien peut e^tre presente de la facon suivante :
1. modelisation a priori
Attribution des probabilites de distribution a priori p(gjf) et p(f) an de traduire
notre connaissance sur les donnees g sachant f (modele direct et erreurs ) ainsi
que l'image inconnue f .
2. Calcul de la loi de probabilite a posteriori
Des que l'attribution de p(gjf) et de p(f) est nie, nous pouvons les utiliser via
la loi bayesienne pour trouver p(f jg)
p(f jg) / p(gjf)p(f) (4)
Qui contient toutes les informations des donnees via p(gjf) et forme ainsi un a
priori p(f).
3. Utilisation de cette loi de probabilite a posteriori pour deduire l'inconnue f .
Pour faire le choix de l'estimateur, une option simple est le Maximum A Posteriori
(MAP)
bf = argmax
f
fp(f jg)g = argmin
f
fJ(f)g
ou J(f) =   ln p(gjf)  ln p(f) (5)
3.2 Estimation bayesienne
Modelisation a priori
En se basant sur l'analyse de la composition de deux scenes radar typiques, nous
avons propose:
{ Trois modeles a priori simples : Gaussienne Generalisee Separable (SGG),
Separable Cauchy (SC) et Generalisee de Gauss-Markov (GGM);
{ A priori Gaussiens Generalises et Gaussiens Parcimonieux avec hyperparametres;
{ Un a priori par Variation Totale (TV) et modele hierarchique.
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Inference avec divers a priori
Nous avons implemente :
{ Trois a priori simples : SG, GM et GGM avec estimation par MAP;
{ Deux a priori Gaussiens avec MAP Simultanee (JMAP) et marginalisation pour
estimation simultanee des hyperparametres;
{ A priori TV avec une methode d'optimisation par descente de coordonnee pour
l'estimation.
Resume du calcul bayesien
En addition a la methode MAP simple et an de resoudre le probleme d'estimation
des hyperparametres de  en me^me temps que l'estimation de la cible inconnue f , nous
avons propose la methode JMAP, la Marginalisation et l'approximation variationnelle
bayesienne (VBA).
Le calcul bayesien est resume ci apres :
1. Optimisation simple de p(f j; g) pour le MAP, illustree en Figure 3;
MAP
Algorithme
d'Optimisation
Simple
( | , )p f g f
!
Figure 3 { Calcul du MAP
2. Optimisation simultanee de p(f ;jg) pour la JMAP quand l'estimation des hy-
perparametres est necessaire (techniques non supervisees), illustree en Figure 4;
JMAP
Optimisation
Simultanée( , | )p f g 
f
!
 
!
Figure 4 { Calcul du MAP simultane
3. Marginalisation de p(f ;jg) suivie par l'optimisation de p(f jg;), illustree en
Figure 5;
4. VBA de p(f ;jg) simultanee par un separable p(f ;jg) = q1(f) q2() puis utili-
sation pour l'estimation, illustree en Figure 6;
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Marginalisation
Marginalisation
( | )p g   
( , | )p f g ( | , )f p f g 
!
  
!
f
!
Figure 5 { Calcul de la Marginalisation
VBA
Approximation
bayésienne
Variationnelle
f
 
!
 ( , | )p f g 
1( )q f
2 ( )q  
Figure 6 { Calcul VBA
4 Approche bayesienne pour l'imagerie RSO mono- et
bi-statique
4.1 Introduction
L'objectif de ce chapitre est d'appliquer l'approche par la methodologie bayesienne
proposee aux cas d'imagerie RSO mono- et bi-statiques.
Ce chapitre est organise de la facon suivante : tout d'abord, des a priori simples
avec estimation par MAP sont etudies. Des experimentations sur des donnees aussi bien
simulees que reelles (MSTAR) sont eectuees. Les resultats sont presentes et demontrent
les performances de l'approche proposee. Puis, des experimentations pour l'a priori
par Variation Totale (TV) et l'estimation bayesienne hierarchique sont eectuees. Les
resultats issus des donnees simulees et reelles demontrent la faisabilite de l'approche
proposee.
4.2 A priori simples avec estimation par MAP
Resultats sur donnees simulees
Premierement nous generons quatre cibles divisees en deux groupes, chaque groupe
etant compose d'une cible de regions homogenes et d'une cible ponctuelle.
Pour les masques, nous considerons que les cas simules s'apparentent a la realite, en
representant les signaux avec une largeur de bande et un angle limite. Dierents jeux
de donnees sont generes, analyses et presentes.
Nous denissons une distance relative (erreur relative residuelle) pour examiner les
resultats de reconstruction sur dierents jeux de donnees et les comparer aux methodes
d'imagerie conventionnelles ainsi qu'a la methode de regularisation.
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Resultats avec des donnees reelles
An d'approcher la realite, nous avons egalement conduit ces experimentations sur
des donnees reelles publiques collectees par MSTAR (Moving and Stationary Target
Acquisition and Recognition program).
En particulier, nous avons choisi les jeux de donnees SLICY (HB14957.015) et T72
(HB03333.015). Ceux-ci sont des images RSO a evaluation complexe, de taille 54  54
et 128  128 pour, respectivement, les jeux SLICY et T72. Nous eectuons la FFT,
enlevons les zeros et fene^trons les donnees de l'image et obtenons l'historique de phase.
Les resultats d'experimentation sur les donnees MSTAR sont eux aussi evalues en
considerant la distance relative entre la methode par MAP avec a priori SGG, SC et
GGM. Ils sont compares aux methodes d'imagerie conventionnelles et a la methode de
regularisation.
Analyse et discussions
Les resultats experimentaux demontrent la superiorite de notre approche vis-a-vis
des approches precedentes aussi bien en capacite a fournir des images RSO de haute
qualite qu'en resistance en presence de donnees incertaines ou limitees.
Pour une cible (scene) majoritairement composee de sources ponctuelles
(representant par exemple des objets metalliques de petite taille) il est avise d'utiliser les
a priori SGG ou SC qui permettent de distinguer les caracteristiques des points diuseurs
forts. Au contraire, pour une scene majoritairement constituee de regions (representant
des cibles ou scenes comparativement grandes), il est quasi parfaitement indique d'u-
tiliser l'a priori GGM qui permet alors d'adoucir les regions tout en preservant les co^tes.
4.3 Marginalisation pour l'estimation des hyperparametres
Dans cette section, nous cherchons a estimer les parametres inconnus par le biais
de la methode bayesienne. La Figure 7 illustre le processus JMAP de cette methode
d'estimation reposant sur une optimisation alternee de p(f ;jg).
( ) ( )argmax ( , | )k k
f
f p f gq=
( ) ( )argmax ( , | )k kp f g
q
q q=
Figure 7 { Estimation simultanee de la cible et des hyperparametres
La Figure 8 montre les etapes de marginalisation:
Nous appliquons l'algorithme de marginalisation tel qu'illustre dans la gure 8 en
utilisant les deux a priori Gaussiens etudies dans le chapitre 3. Dans la section suivante,
12
Approche bayesienne pour l'imagerie RSO mono- et bi-statique
Marginalisation
( | )p g   
g ( | , )f p f g 
!
  
!
f
!
Figure 8 { Marginalisation avec hyperparametres
nous montrons quelques simulations reposant sur :
1. un a priori Gaussien quand nous estimons 2 et 
2
f ,
2. un a priori Gaussien Parcimonieux quand nous estimons 2 and 
2
i .
et comparons les resultats d'estimation par marginalisation.
Resultats sur donnees simulees et reelles
En suivant les me^mes procedures que dans la section concernant les a priori simples,
nous conduisons des experimentations utilisant les deux a priori proposes sur des donnees
synthetiques et reelles MSTAR, pour comparaison avec les methodes d'imagerie RSO
traditionnelles ainsi que la methode de regularisation. La distance relative des resultats
demontre l'ecacite de notre methode.
4.4 A priori TV et Estimation bayesienne hierarchique
La Figure 9 montre le modele de graphe avec a priori TV ainsi que le processus
d'estimation associe.
Donnees Synthetiques
Les cibles simulees sont selectionnees an d'avoir une scene composee de regions
homogenes an de verier l'ecacite de notre methode.
Les images sont reconstruites par le biais de la transformee de Fourier inverse (IFFT)
et par la methode TV bayesienne (BTV) avec, respectivement, deux operateurs dierents
D formes par deux ltres.
La distance relative des reconstructions montre, par comparaison entre les trois
resultats de la FFT, de la BTV-d1, et de la BTV-d2, que nous pouvons clairement
distinguer que pour un rapport signal bruit constant, les resultats de reconstruction des
a priori TV est meilleure que la methode conditionnelle par IFFT. En comparant les
resultats pour chaque methode nous avons trouve que les resultats des a priori TV sont
de bonne qualite me^me avec un faible SNR.
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( ) ( ) ( )argmax ( , , )k k k
f
f p f a b=
( ) ( )
( ) ( )
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Figure 9 { Estimation simultanee de la cible et des hyperparametres avec un a priori
TV
Donnees reelles
Cette section presente les resultats de reconstruction bases sur des donnees RSO
reelles publiques en provenance de Sandia, Isleta Lake, Islete Pueblo, New Mexico, et du
jeu T72 MSTAR. Puisque les donnees sont deja une image, nous les avons transformees
dans le domaine de phase complexe en tant qu'echos recus. Les etapes sont realisees de
facon similaire aux experimentations precedentes.
Analyse des resultats d'experimentation
Les resultats sur les donnees reelles et synthetiques montrent que l'a priori TV permet
d'adoucir les regions tout en conservant les co^tes. La raison principale est que l'a priori
TV est un a priori parcimonieux avec l1 sur la dierence spatiale permettant de modeliser
les co^tes dans l'image. Ainsi pour les cibles etendues (regions) nous pouvons utiliser l'a
priori TV pour ameliorer la detection des caracteristiques de leurs co^tes ce qui pourrait
e^tre utile pour des ta^ches telles que l'interpretation d'image ou la reconnaissance de
cible.
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5 Approche bayesienne pour l'imagerie RSO multi-
statique
5.1 Introduction
L'objectif de ce chapitre est d'appliquer la methodologie bayesienne a l'imagerie RSO
multi-statique.
Ce chapitre est organise de la facon suivante : tout d'abord nous proposons trois
schemas de fusion dierents ; Puis, nous conduisons des experimentations sur donnees
simulees et reelles an de demontrer les performances de notre methode.
5.2 Fusion bayesienne
Nous proposons trois dierents moyens pour eectuer la fusion :
{ Methode 1: Inversion separee suivie de la fusion de l'image
G1(kx; ky)
M1(kx; ky)
  Inversion   bf1(x; y)
j
G2(kx; ky)
M2(u; v)
  Inversion   bf2(x; y)
 ! Fusion  ! bf(x; y)  ! bG(kx; ky)
{ Methode 2: Fusion des donnees suivie par l'inversion
G1(kx; ky)
M1(kx; ky)
 
j
G2(kx; ky)
M2(kx; ky)
 
 ! G(kx; ky)
M(kx; ky)
 ! Inversion  ! bf(x; y)  ! bG(kx; ky)
{ Methode 3: Fusion et inversion des donnees simultanee
G1(kx; ky)
M1(kx; ky)
 
j
G2(kx; ky)
M2(kx; ky)
 
 !
Fusion
et
Inversion
 ! bf(x; y)  !   bG1(kx; ky)j
  bG2(kx; ky)
5.3 Resultats et conclusions
Les trois methodes proposees pour la fusion sont evaluees et veriees par
experimentation. Les resultats de ces experimentations indiquent une amelioration signi-
cative des performances en reconnaissance de cible lorsque notre methode est appliquee
a l'imagerie RSO multi-statique.
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En comparant les resultats via l'analyse de donnees simulees et reelles, la methode
de fusion et de reconstruction bayesienne simultanee presente de meilleurs resultats que
les deux autres methodes. Elle permet une estimation optimale de part une observation
complete et surpasse alors les problemes de perte d'information ainsi que de dependance
des donnees rencontres par les methodes conventionnelles. Cette methode possede donc
un potentiel applicatif important pour les constellations radar satellitaires.
6 Approche bayesienne pour l'imagerie de cible a micro-
mouvement.
6.1 Introduction
Dans les chapitres 4 et 5 nous avons etudie le probleme de l'imagerie RSO pour
dierentes geometries. Le probleme est considere comme un probleme inverse lineaire de
Synthese de Fourier (FS). Puis, en appliquant notre connaissance de la scene ou cible
inconnue nous resolvons le probleme d'imagerie dans un contexte bayesien unie.
Toutes les cibles susmentionnees sont considerees comme stationnaires. Pour une
cible mouvante, les problemes deviennent malheureusement plus compliques. La recon-
nue technique RSO d'Indication de Cible Mouvante au Sol (SAR-GMTI), developpee
pour les radars aeriens et satellitaires s'appuie sur le mouvement entre la cible et le
capteur en changeant la mise-au-point et/ou sur le deplacement induit par le mouve-
ment de la cible. Cependant, cette technique ne fonctionne plus lorsque la cible subit
une translation acceleree non-uniforme et devient encore plus inadaptee en presence de
mouvements plus complexes tels que rotations, vibrations, deplacements sinusodaux ou
balancements, denommes micromouvements.
Dans ce chapitre nous adaptons un modele parametrique, considerons le probleme
de l'imagerie de cible a micromouvement et de deplacement arbitraire dans le cadre
d'un probleme de representation parcimonieuse du signal et proposons une approche
bayesienne comme solution.
6.2 Eets des micromouvements sur l'imagerie RSO
Quand une cible subit des micromouvements, les signaux de la cible sont dicilement
separables de ceux lies au clutter stationnaire environnant et sont repartis sur plusieurs
cellules-portees, i.e, Migration de Cellule-Portee (Range Cell Migration ou RCM) ce
qui est un inconvenient pour l'integration de l'energie de la cible. De plus, ils vont
occasionner un repliement du spectre Doppler dans le domaine temporel lent (azimut)
lorsque le micro-Doppler maximal excede la frequence de pulsation repetee. Dans les
deux cas, il n'est pas possible d'eectuer leur estimation dans le domaine de l'image
grise en raison de la perte de la mise au point, de l'apparition de bandes grises, de lignes
desordonnees, de points fanto^mes, de barrieres, de lignes outees, de points deplaces,
etc.
16
Approche bayesienne pour l'imagerie de cible a micromouvement.
6.3 Representation parcimonieuse du signal et CS RSO
La resolution en portee d'une image RSO est directement liee a la largeur de bande
des signaux emis et la haute resolution en azimut requiert un echantillonnage spatial
dense des signaux retrodiuses. Le theoreme d'echantillonnage de Nyquist-Shannon im-
pose qu'un signal soit echantillonne a une frequence au moins deux fois superieure a
sa largeur de bande an d'e^tre reconstruit correctement. Cependant, pour l'imagerie de
cible mouvante cela occasionne des problemes de part une charge de calcul elevee.
Dans ce chapitre nous etudions la methode parametrique pour resoudre le probleme
de l'imagerie de cible a micromouvement. Elle permet de surpasser les lourds in-
convenients mentionnes ci-dessus. Cependant, le modele de diusion centrale, au dela de
la position des cibles, doit egalement inclure les parametres des micromouvements des
cibles. Malgre cela, des dimensions plus elevees compromettent une optimisation rapide
et globale. Heureusement, nous pouvons resoudre ce probleme a l'aide de la parcimonie.
En estimant la parcimonie de la cible et en se basant sur une representation parci-
monieuse du signal, le probleme de l'imagerie de cible a micromouvement devient alors
un probleme de representation du signal par un dictionnaire plus que complet.
6.4 BCS-RSO
L'approche est mise au point an de representer les parametres des micros mouve-
ments de facon parcimonieuse. Cela transpose le probleme d'estimation en un probleme
d'optimisation simultanee de la representation de la position, de l'ampleur et des
parametres des micromouvements (amplitude, frequence et phase initiale) du champ
sous-jacent. Nous devons alors developper un cadre mathematique et proposer une so-
lution iterative pour le probleme d'optimisation.
En se basant sur la technique CS et BCS, l'inconvenient principal est la presence de
centres diuseurs articiels ainsi que la perte d'energie des centres diuseurs reels. En
prenant en compte cette perte d'energie et ces points articiels, une approche bayesienne
avec deux a priori forcant la parcimonie est proposee : Gaussienne Generalisee et Student-
t. Ensuite, nous examinons l'expression des lois a posteriori que sont les estimateurs
Maximum A Posteriori (MAP) et l'approximation bayesienne variationnelle.
6.5 Experimentations et analyses
Plusieurs simulations sont eectuees an de verier les performances de l'approche
proposee :
{ Une matrice aleatoire est selectionnee pour l'echantillonnage aleatoire dans l'im-
agerie RSO reposant sur la technique CS.
{ Pour la premiere experimentation, une scene constituee de trois cibles ponctuelles
sans micromouvement est consideree. Pour la methode conventionnelle par IFFT,
d'importantes variations sont observees sur les lobes secondaires. Les techniques
CS et BCS peuvent quand a elles produire une image claire et recuperer la position
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reelle des cibles.
{ Pour la seconde experimentation, une scene composee de la me^me geometrie
mais dont les cibles ponctuelles subissent des micromouvements est consideree. La
frequence des micromouvements est dierente. Pour la methode conventionnelle
par IFFT, la geometrie generale des cibles est obtenue mais les lobes secondaires
sont tres importants. Les methodes CS et BCS sont la aussi aptes a fournir une
image claire.
{ Pour la troisieme experimentation, une scene composee de diuseurs a la fois sta-
tionnaires et subissant des micromouvements est consideree. La methode conven-
tionnelle par IFFT presente des pixels dominants qui correspondent a la position.
Cependant il y a beaucoup de pixels residuels induisant une certaine ambigute
entre les diuseurs. Les methodes CS et BCS peuvent traiter ce probleme et es-
timer les deux diuseurs precisement.
{ Pour la quatrieme experimentation, un cube a micromouvements est presente
aux methodes par Filtrage Adaptatif (MF). Deux cibles a micromouvements de
frequences dierentes sont considerees. La methode conventionnelle de projection
par slice implique une charge de calcul tres elevee alors que les methodes CS et
BCS fournissent une estimation correcte pour une fraction du temps de calcul.
{ Pour la cinquieme experimentation, une scene composee de deux diuseurs tres
rapproches entre eux est consideree. La methode conventionnelle par IFFT echoue
totalement en raison du haut RCM alors que la methode BCD fourni une im-
age bien plus parcimonieuse. Cela montre que l'approche proposee est capable de
super-resolution.
{ Pour la sixieme experimentation, la performance de reconstruction pour dierents
niveaux de bruit est evaluee. Les resultats indiquent une bonne resistance de la
methode proposee en presence de donnees incertaines, limitees et bruitees.
D'apres ces resultats d'analyse, les avantages de notre approche incluent :
1. L'incorporation de l'imagerie de cible a micromouvement et l'estimation des
parametres dans un cadre bayesien unique d'estimation, ce qui permet de traiter
egalement l'estimation des hyperparametres;
2. Le depassement de la limite usuelle de la resolution de Relay, permettant ainsi la
super resolution;
3. La possibilite d'estimer les parametres de micromouvement depuis une observation
limitee;
4. Une bonne resistance au bruit.
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7 Conclusions
Dans cette these, nous avons propose dierentes contributions a l'approche
bayesienne appliquee aux problemes mal poses survenant dans plusieurs cas d'imagerie
RSO. Nous avons systematiquement formule le modele mathematique pour les cas d'im-
agerie RSO mono-, bi- et multi-statiques. Nous avons etabli une approche bayesienne
uniee applicable a diverses scenes d'imagerie incluant la detection de cibles a micromou-
vements. Nous avons etudie les principes physiques de l'imagerie RSO, avons propose
dierents types d'elements a priori et avons analyse leur impact sur la reconstruction.
Nous avons resolu le probleme d'estimation parametrique lie aux cibles RSO a micro-
mouvements. Nous avons combine les approches bayesiennes proposees avec la theorie
CS et avons developpe la methode d'approximation bayesienne variationnelle permet-
tant de realiser simultanement la reconstruction reective de la scene et l'estimation
parametrique des micromouvements. Nous avons presente des algorithmes d'optimisa-
tion ecaces permettant l'estimation des hyperparametres. Nous avons implemente nos
methodes de facon experimentale sur des donnees RSO simulees et reelles et avons
analyse les performances de nos algorithmes.
Dans le chapitre 2, nous avons etabli un modele tomographique pour l'imagerie
RSO en incorporant les donnees complexes avec les informations de phase. Les methodes
conventionnelles approchent ce probleme en supposant des informations completes dans
le domaine de Fourier, hypothese erronee menant a de serieux inconvenients tels que
basse resolution, artefacts de lobes secondaires importants et mauvaise resistance au
bruit. Nous avons etabli un modele pour deux types de cibles simples : les cibles etendues
et les cibles ponctuelles. Nous avons analyse le probleme de l'imagerie RSO dans un cas
lineaire tel qu'un probleme de Synthese de Fourier (FS) ce qui constitue le fondement
de notre approche par inversion.
Cependant nous sommes conscients que, tel que nous l'avons modelise, le probleme
de Synthese de Fourier n'est pas representatif de la realite car les donnees originelles ne
sont pas placees sur une grille cartesienne rectangulaire. Nous avons cependant voulu
nous concentrer sur un modele direct ideal an d'etudier plusieurs methodes d'inversion
ainsi que leurs performances relatives.
Dans le chapitre 3, nous avons transpose le probleme inverse mal pose de Synthese
de Fourier qui consistait a reconstruire un objet en partant d'une connaissance partielle
de sa Transformee de Fourier (FT) et l'avons applique aux systemes d'imagerie RSO
mono-, bi- et multi-statiques via une approche bayesienne. Cette derniere permet de
traduire simplement notre connaissance prealable de la scene ciblee an d'ameliorer la
justesse de l'estimation. Nous avons propose dierents a priori pour des scenes aussi bien
simples que complexes. Nous avons propose trois a priori simples : Gaussienne separable
generalisee (SGG), separable Cauchy (SC) et generalisee Gauss-Markov (GGM). SGG
ou SC se comportent mieux pour des scenes constituees de sources ponctuelles alors que
GGM est mieux indiquee pour une scene constituee de regions homogenes. Nous avons
etudie la methode de marginalisation pour deux a priori Gaussiens d'estimation d'hy-
perparametres. Nous avons developpe un a priori par Variation Totale (TV) generalise
qui etends la TV classique par la norme l1 derivee du premier ordre du modele MRF.
Nous avons souligne les avantages de notre methode : en utilisant l'a priori TV, les car-
acteristiques des regions sont adoucies alors que les bords sont preserves, par ailleurs le
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bruit est grandement reduit. En particulier, nous avons etudie la parcimonie des cibles
RSO. La justesse du modele a priori permet une reconstruction stable et coherente des
objets originaux a partir d'observations partielles.
Dans le chapitre 4, nous avons applique l'approche proposee aux cas d'imagerie
RSO mono- et bi-statiques. Contrairement aux methodes deterministes d'imagerie et
de regularisation, l'approche bayesienne se comporte comme un outil exible facilitant
l'estimation et l'inference. En prenant en compte les informations a priori correctes des
cibles inconnues, nous avons obtenu des resultats de reconstruction tout a fait satis-
faisants mettant en avant les caracteristiques interessantes des cibles. Nous avons mene
trois types d'experimentations : estimation par MAP sur deux cibles radar usuelles avec
trois a priori simples; Marginalisation avec estimation des hyperparametres sur deux a
priori Gaussiens; Estimation bayesienne hierarchique basee sur un a priori TV.
Nous avons egalement eectue des experimentations sur des donnees reelles et avons
analyse les performances de nos algorithmes.
Dans le chapitre 5, nous avons discute notre approche dans le cas de l'imagerie
RSO multi-statique. Nous avons traite ce cas comme un probleme de fusion de donnees.
Nous avons propose trois techniques de fusion dierentes et avons teste chacune avec des
donnees simulees et des donnees experimentales issues d'une experience de laboratoire
de taille reduite. Nous avons compare les trois techniques de fusion et avons conclu
que la methode de fusion bayesienne jointe suivie de l'inversion possede les meilleures
performances, est resistante au bruit et permet la super resolution.
Dans le chapitre 6, nous avons change notre approche de modelisation directe an
de prendre en charge les cibles mouvantes et, plus particulierement, celles presentant
des micromouvements pour lesquelles le lien entre les signaux transmis, la cible et
l'echo radar recu en retour n'est plus lineaire. Des lors nous avons propose une ap-
proche bayesienne basee sur la technique CS ainsi que la representation parcimonieuse
du signal. Nous avons tout d'abord linearise le modele direct comme une combinai-
son lineaire d'elements gra^ce a un dictionnaire sur-complet. Il est alors essentiel de
trouver les coecients non nuls associes aux parametres de diusion et de micromou-
vements. Puisque les cibles a micromouvements sont parcimonieusement reparties dans
la scene observee, il n'y a que peu de coecients non nuls. Ainsi, cette repartition
parcimonieuse de coecients peut e^tre modelisee par un a priori Gaussien Generalise
ainsi que l'a priori de Student-t. L'approche bayesienne proposee permet d'estimer si-
multanement les parametres des microsmouvements et de diusion. Les resultats de
simulation demontrent l'ecacite de l'approche proposee.
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