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Abstract. In this paper we give a smooth linearization theorem for
nonautonomous difference equations with a nonuniform strong expo-
nential dichotomy. The linear part of such a nonautonomous difference
equation is defined by a sequence of invertible linear operators on Rd.
Reducing the linear part to a bounded linear operator on a Banach
space, we discuss the spectrum and its spectral gaps. Then we obtain
a gap condition for C1 linearization of such a nonautonomous differ-
ence equation. .Our theorems improve known results even in the case
of uniform strong exponential dichotomies.
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1. Introduction
Linearization is one of the most fundamental and important problems in
the theory of dynamical systems. It answers whether a dynamical system
is conjugated to its linear part in the sense of Cr (r ≥ 0). Linearization is
a powerful tool in the discussion of qualitative properties. One of earliest
works was given by Poincare´ ([22]), who proved that an analytic diffeomor-
phism can be analytically conjugated to its linear part near a fixed point if
all eigenvalues of the linear part lie inside the unit circle S1 (or outside S1)
and satisfy the nonresonant condition. Later, Siegel ([28]), Brjuno ([9]) and
Yoccoz ([33]) made contributions to the case of eigenvalues on S1, in which
the small divisor problem is involved. The most well-known result is the
Hartman-Grobman Theorem ([16]), which says that C1 diffeomorphisms in
R
n can be C0 linearized near the hyperbolic fixed points. Later this result
was generalized to Banach spaces by Palis ([19]) and Pugh ([23]).
Sometimes C0 linearization is not effective to discuss more details of dy-
namics, for example, to distinguish a node from a focus and to straighten in-
variant manifolds, which requests results on smooth linearization. In 1950’s
1
2 LINEARIZATION OF NONAUTONOMOUS DIFFERENCE EQUATIONS
Sternberg ([29, 30]) proved that Ck (k ≥ 1) diffeomorphisms can be Cr lin-
earized near the hyperbolic fixed points, where the integer r depends on k
and the nonresonant condition. In 1970’s Belitskii ([7, 8]) gave conditions on
Ck linearization for Ck,1 (k ≥ 1) diffeomorphisms, which implies that C1,1
diffeomorphisms can be C1 linearized locally if the eigenvalues λ1, ..., λn sat-
isfy that |λi| · |λj| 6= |λι| for all ι = 1, ..., n if |λi| < 1 < |λj|. As we know for
structural stability, C1 smoothness of conjugacies is of special significance
in distinguishing various dynamical systems. Hartman ([15]) proved that
all C1,1 contractions on Rn admit local C1,β linearization with small β > 0.
In the early new millennium, conditions on C1 linearization were obtained
in Banach spaces in [10, Corollary 1.3.3] and [13, 24, 25]. Recently, weaker
conditions for C1 linearization were obtained in [34, 35] in R2 and in [36]
in Banach spaces. Differentiable depedence on parameters was discussed in
[26].
The above investigation on diffeomorphisms can be regarded as the prob-
lem of linearization for autonomous difference equations. In this paper we
aim to nonautonomous difference equations, a more general case. A general
first order nonautonomous difference equation having a fixed point at the
origin O is of the form
xm+1 = Amxm + fm(xm),
which is defined by a sequence (Am)m∈Z of invertible linear operators on
R
d and a sequence (fm)m∈Z of smooth functions fm : R
d → Rd such that
fm(0) = 0. Its linearization means the existence of a sequence (hm)m∈Z of
homeomorphisms near O on Rd such that
hm+1 ◦ (Am + fm) = Am ◦ hm, ∀m ∈ Z.
The first nonautonomous version of the Hartman-Grobman Theorem is due
to Palmer [20] but for the differential equation x′ = A(t)x on Rd and un-
der the assumption of (uniform) exponential dichotomy. In [5] Barreira
and Valls discussed Ho¨lder continuous linearization for nonautonomous dif-
ference equations with nonuniform dichotomy, but nothing deals with the
smoothness.
In this paper we give a smooth linearization theorem for nonautonomous
difference equations with a nonuniform strong exponential dichotomy. The
linear part of such a nonautonomous difference equation is defined by a
sequence of invertible linear operators on Rd. As in [2], we construct a
bounded linear operator on a Banach space to convert the linear part in the
nonautonomous setting to an autonomous one, so that we can discuss the
spectrum and its spectral gaps conveniently. Then we obtain a gap condition
for C1 linearization of such a nonautonomous difference equation. We finally
extend the result to compact operators in the infinite dimensional case.
It is worthy mentioning that, in addition to the nonautonomous form
of systems, another contribution of this paper is the nonuniform version
of dichotomies. Although there were published some results ([6, 32]) with
uniform exponential dichotomies, to the best of our knowledge, all the re-
sults of this paper are new even in the particular case that the sequence
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(Am)m∈Z admits a uniform exponential dichotomy and satisfies the condi-
tion that supm∈Zmax{‖Am‖, ‖A
−1
m ‖} < ∞. The principal motivation for
considering the notion of a nonuniform strong exponential dichotomy comes
from its ubiquity in the context of ergodic theory. Indeed, let (Ω,F ,P) be
a probability space and assume that σ : Ω → Ω is a measurable and in-
vertible transformation that preserves P. We recall that this means that
P(A) = P(σ−1(A)) for each A ∈ F . Finally, suppose that P is ergodic, i.e.
that P(A) ∈ {0, 1} for every A ∈ F such that σ−1(A) = A. Let GLd denote
the space of all regular matrices of order d and consider a measurable map
(the so-called linear cocycle) A : Ω→ GLd such that∫
Ω
max{0, log‖A(ω)‖} dP(ω) <∞ and
∫
Ω
max{0, log‖A(ω)−1‖} dP(ω) <∞.
Then, if all Lyapunov exponent of A with respect to P (given by the Os-
eledets multiplicative ergodic theorem [18]) are nonzero, we have that for
P-a.e. ω ∈ Ω, the sequence (Am)m∈Z defined by Am = A(σ
m(ω)), m ∈ Z,
admits a strong nonuniform exponential dichotomy (see [4]). We refer to [3]
for a detailed exposition of the theory of the dynamical systems with nonzero
Lyapunov exponents, which goes back to the pioneering work of Pesin [21].
2. Nonuniform strong exponential dichotomies
Let (Am)m∈Z be a (two-sided) sequence of invertible linear operators on
R
d. It defines the nonautonomous difference equation
xn+1 = Anxn. (2.1)
For each m,n ∈ Z we define
A(m,n) =


Am−1 · · ·An if m > n,
Id if m = n,
A−1m · · ·A
−1
n−1 if m < n.
(2.2)
Then A(m,n) is a fundamental solution operator of (2.1) because for any
initial point x0 the solution of (2.1) can be presented as xm = A(m, 0)x0.
We say that the sequence (Am)m∈Z has a nonuniform strong exponential
dichotomy if there exist projections Pm, m ∈ Z, satisfying
A(m,n)Pn = PmA(m,n) ∀m,n ∈ Z (2.3)
and there exist constants
0 < λ ≤ µ, ε ≥ 0 and D > 0 (2.4)
such that for m ≥ n
‖A(m,n)Pn‖ ≤ De
−λ(m−n)+ε|n|, ‖A(m,n)Qn‖ ≤ De
µ(m−n)+ε|n|,
‖A(n,m)Qm‖ ≤ De
−λ(m−n)+ε|m|, ‖A(n,m)Pm‖ ≤ De
µ(m−n)+ε|m|,
where Qm := Id − Pm for m ∈ Z. Furthermore, we say that the sequence
(Am)m∈Z admits a strong exponential dichotomy with respect to the sequence
of norms (‖·‖m)m∈Z, each of which is a norm on R
d, if there exist projections
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Pm, m ∈ Z, satisfying (2.3) and there exist constants as given in (2.4) with
ε = 0 such that for m ≥ n and x ∈ Rd
‖A(m,n)Pnx‖m ≤ De
−λ(m−n)‖x‖n, ‖A(m,n)Qnx‖m ≤ De
µ(m−n)‖x‖n,
‖A(n,m)Qmx‖n ≤ De
−λ(m−n)‖x‖m, ‖A(n,m)Pmx‖n ≤ De
µ(m−n)‖x‖m,
(2.5)
where Qm := Id − Pm for m ∈ Z. The relationship between those two
concepts of dichotomy is given by the following result.
Lemma 1. (Proposition 2.2 in [1]) Let (Am)m∈Z be a sequence of invert-
ible operators on Rd. The following properties are equivalent:
1. (Am)m∈Z admits a nonuniform strong exponential dichotomy;
2. (Am)m∈Z admits a strong exponential dichotomy with respect to a se-
quence of norms (‖·‖m)m∈Z with the property that there exist C > 0
and ε ≥ 0 such that
‖x‖ ≤ ‖x‖m ≤ Ce
ε|m|‖x‖ (2.6)
and
1
C
‖x‖m ≤ ‖Amx‖m+1 ≤ C‖x‖m, (2.7)
for every x ∈ Rd and m ∈ Z.
For a sequence of norms (‖·‖m)m∈Z on R
d, let
Y∞ =
{
x = (xn)n∈Z ⊂ R
d : sup
n∈Z
‖xn‖n < +∞
}
,
which is a Banach space equipped with the norm
‖x‖∞ = sup
n∈Z
‖xn‖n.
Assume that (2.7) holds and define a bounded linear operator A : Y∞ → Y∞
by
(Ax)n = An−1xn−1, x = (xn)n∈Z ∈ Y∞, n ∈ Z. (2.8)
One can easily verify that A is invertible. Indeed, using the first inequality
in (2.7), we find that the inverse of A is the operator B given by
(Bx)n = A
−1
n xn+1, x = (xn)n∈Z ∈ Y∞, n ∈ Z.
We will also need the following result.
Lemma 2. (Theorem 6.1 in [1]) Let (Am)m∈Z be a sequence of invertible
linear operators on Rd and let (‖·‖m)m∈Z be a sequence of norms on R
d
such that (2.7) holds with some C > 0. Then the following statements are
equivalent:
(i) (Am)m∈Z admits a strong exponential dichotomy with respect to the
sequence of norms (‖·‖m)m∈Z;
(ii) the operator Id−A is invertible on Y∞, where A is given by (2.8).
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3. Spectrum of A
Assume that (Am)m∈Z admits a nonuniform strong exponential dichotomy.
Throughout the following two sections, choose (‖·‖m)m∈Z to be the sequence
of norms given by Lemma 1. Furthermore, consider A defined as in (2.8).
Let σ(A) denote the spectrum of A, i.e.,
σ(A) = {a ∈ C : aId− A is not invertible on Y∞}.
The following result is a direct consequence of Lemma 2.
Proposition 1. Let b ∈ C such that |b| = 1 and a ∈ σ(A). Then, ab ∈ σ(A).
Proof. Assume that ab /∈ σ(A). Hence, abId − A is an invertible operator
on Y∞. Hence, it follows from Theorem 2 that the sequence (
1
ab
Am)m∈Z
admits a strong exponential dichotomy with respect to norms ‖·‖m, m ∈ Z.
However, since |b| = 1 this would imply that ( 1
a
Am)m∈Z admits a strong
exponential dichotomy with respect to norms ‖·‖m, m ∈ Z. Using again
Theorem 2, we would obtain that aId − A is invertible on Y∞ which yields
a contradiction with our assumption that a ∈ σ(A). 
The proof of the following result is inspired by the classical work of Sacker
and Sell ([27]).
Proposition 2. σ(A) ∩ (0,∞) is a union of finitely many disjoint closed
intervals.
Proof. For arbitrary a > 0 and n ∈ Z, let
Sa(n) :=
{
x ∈ Rd : sup
m≥n
1
am−n
‖A(m,n)x‖m <∞
}
.
If a /∈ σ(A), then ( 1
a
Am)m∈Z admits a strong exponential dichotomy with
respect to the sequence of norms (‖·‖m)m∈Z and projections Pm, m ∈ Z. It
is easy to verify that RPm, the range of Pm, satisfies RPm = Sa(m) for all
m ∈ Z. Hence, dimSa(m) does not depend on m and we can write simply
dimSa.
Claim 1 For any a ∈ (0,∞) \ σ(A), there exists ρ > 0 such that for each
b ∈ (a− ρ, a+ ρ), we have that b /∈ σ(A) and dimSa = dimSb.
In fact, since a ∈ (0,∞) \ σ(A), the sequence ( 1
a
Am)m∈Z admits a strong
exponential dichotomy with respect to the sequence of norms (‖·‖m)m∈Z.
Thus, there exist projections Pm, m ∈ Z, satisfying (2.3) and constants as
given in (2.4) with ε = 0 such that for m ≥ n and x ∈ Rd
1
am−n
‖A(m,n)Pnx‖m ≤ De
−λ(m−n)‖x‖n,
1
am−n
‖A(m,n)Qnx‖m ≤ De
µ(m−n)‖x‖n,
1
an−m
‖A(n,m)Qmx‖n ≤ De
−λ(m−n)‖x‖m,
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and
1
an−m
‖A(n,m)Pmx‖n ≤ De
µ(m−n)‖x‖m.
Choose ρ > 0 such that
a
a− ρ
e−λ < 1 and
a+ ρ
a
e−λ < 1.
Then, for each b ∈ (a− ρ, a+ ρ), we have
1
bm−n
‖A(m,n)Pnx‖m ≤ D
(
a
a− ρ
e−λ
)m−n
‖x‖n,
1
bm−n
‖A(m,n)Qnx‖m ≤ D
(
a
a− ρ
eµ
)m−n
‖x‖n,
1
bn−m
‖A(n,m)Qmx‖n ≤ D
(
a+ ρ
a
e−λ
)m−n
‖x‖m,
and
1
an−m
‖A(n,m)Pmx‖n ≤ D
(
a+ ρ
a
eµ
)m−n
‖x‖m,
for m ≥ n and x ∈ Rd. This implies that (1
b
Am)m∈Z admits a strong
exponential dichotomy with respect to the sequence of norms (‖·‖m)m∈Z
and projections Pm, m ∈ Z. Using Lemma 2, we obtain that b /∈ σ(A). In
addition,
Sb(m) = RPm = Sa(m) for each m ∈ Z,
which implies that dimSa = dimSb and proves the claim.
We note that for 0 < a1 < a2, we have that Sa1(m) ⊂ Sa2(m) for each
m ∈ Z. We further need the following.
Claim 2 Assume that 0 < a1 < a2 and a1, a2 /∈ σ(A). The following two
statements are equivalent: (i) dimSa1 = dimSa2 ; (ii) [a1, a2] ∩ σ(A) = ∅.
In fact, assume that dimSa1 = dimSa2 . Hence, sequences (
1
ai
Am)m∈Z,
i = 1, 2, admit the same strong exponential dichotomy with respect to the
same sequence of norms (‖·‖m)m∈Z and the same projections Pm, m ∈ Z.
Then, there exist constants as given in (2.4) with ε = 0 such that for m ≥ n,
x ∈ Rd and i = 1, 2
1
am−ni
‖A(m,n)Pnx‖m ≤ De
−λ(m−n)‖x‖n,
1
am−ni
‖A(m,n)Qnx‖m ≤ De
µ(m−n)‖x‖n,
1
an−mi
‖A(n,m)Qmx‖n ≤ De
−λ(m−n)‖x‖m,
and
1
an−mi
‖A(n,m)Pmx‖n ≤ De
µ(m−n)‖x‖m.
Then, for a ∈ [a1, a2] we have
1
am−n
‖A(m,n)Pnx‖m ≤
1
am−n1
‖A(m,n)Pnx‖m ≤ De
−λ(m−n)‖x‖n,
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1
am−n
‖A(m,n)Qnx‖m ≤
1
am−n1
‖A(m,n)Qnx‖m ≤ De
µ(m−n)‖x‖n,
1
an−m
‖A(n,m)Qmx‖n ≤
1
an−m2
‖A(n,m)Qmx‖n ≤ De
−λ(m−n)‖x‖m,
and
1
an−m
‖A(n,m)Qmx‖n ≤
1
an−m2
‖A(n,m)Pmx‖n ≤ De
µ(m−n)‖x‖m,
for m ≥ n and x ∈ Rd. We conclude that ( 1
a
Am)m∈Z admits a strong
exponential dichotomy with respect to the sequence of norm (‖·‖m)m∈Z and
thus a /∈ σ(A). Let us now assume that [a1, a2]∩σ(A) = ∅ and suppose that
dimSa1 < dimSa2 . Let
c := inf{b /∈ σ(A) : dimSb = dimSa2}.
By Claim 1, it is easy to conclude that c ∈ σ(A) ∩ (a1, a2) which yields a
contradiction. This proves the claim.
Then, the conclusion of our Proposition follows easily Claim 2. 
Theorem 1. Let the linear operator A be defined as in (2.8) by a sequence
of invertible linear operators (Am)m∈Z on R
d with a nonuniform strong ex-
ponential dichotomy. Then there exist real constants
0 < a1 ≤ b1 < a2 ≤ b2 < . . . < ak ≤ bk < 1 < ak+1 ≤ bk+1 < . . . < ar ≤ br
such that
σ(A) =
r⋃
i=1
{z ∈ C : ai ≤ |z| ≤ bi}. (3.9)
Proof. By Lemma 2 and Proposition 1, σ(A)∩S1 = ∅, where S1 denotes the
unit circle in C. Then, using Propositions 1 and 2, we immediately obtain
the conclusion of the theorem. 
4. Nonautonomous smooth linearization
For a differentiable map f : Rd → Rd, we use Df(x) to denote the deriv-
ative of f at a point x ∈ Rd. The following is a main result of our paper.
Theorem 2. Assume that a sequence (Am)m∈Z of invertible linear operators
on Rd admits a nonuniform strong exponential dichotomy and that{
ak+1/bk > max{br, a
−1
1 },
bi/ai < b
−1
k , ∀i = 1, . . . , k, bj/aj < ak+1,∀j = k + 1, . . . , r,
(4.10)
where numbers ai and bi are as in the statement of Theorem 1. Furthermore,
let (fm)m∈Z be a sequence of C
1 functions fm : R
d → Rd such that
• fm(0) = 0 and Dfm(0) = 0 for each m ∈ Z;
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• there exists B > 0 such that
‖Dfm−1(x)−Dfm−1(y)‖ ≤ Be
−ε|m|‖x− y‖, ∀x, y ∈ Rd and ∀m ∈ Z,
(4.11)
where ε ≥ 0 is as in (2.4);
• there exists η > 0 such that
‖Dfm−1(x)‖ ≤ ηe
−ε|m|, ∀x ∈ Rd and ∀m ∈ Z. (4.12)
Then for sufficiently small η > 0 there exists a sequence (hm)m∈Z of C
1
diffeomorphisms on Rd such that
hm+1 ◦ (Am + fm) = Am ◦ hm, m ∈ Z. (4.13)
Proof. Define a map F : Y∞ → Y∞ by
(F (x))m := Am−1xm−1 + fm−1(xm−1), x = (xm)m∈Z ∈ Y∞.
Let us establish several auxiliary results.
Lemma 3. F is well-defined.
Proof of the lemma. By (4.11), we see that
‖fm−1(x)‖ ≤ Be
−ε|m|‖x‖2, ∀x ∈ Rd,∀m ∈ Z. (4.14)
It follows from (2.6), (2.7) and (4.14) that
‖(F (x))m‖m = ‖Am−1xm−1 + fm−1(xm−1)‖m
≤ C‖xm−1‖m−1 + Ce
ε|m|‖fm−1(xm−1)‖
≤ C‖xm−1‖m−1 +BCe
ε|m|e−ε|m|‖xm−1‖
2
≤ C‖xm−1‖m−1 +BC‖xm−1‖
2
m−1,
for all m ∈ Z and all x = (xm)m∈Z ∈ Y∞. We conclude that
sup
m∈Z
‖(F (x))m‖m <∞,
i.e., F (x) ∈ Y∞, and the lemma is proved. 
Lemma 4. The map F is differentiable and
DF (x)ξ = (An−1ξn−1 + Cn−1ξn−1)n∈Z
for each x = (xn)n∈Z and ξ = (ξn)n∈Z ∈ Y∞, where Cn−1 = dxn−1fn−1.
Proof of the lemma. Given x ∈ Y∞, we define an operator L : Y∞ → Y∞ by
Lξ := (An−1ξn−1 + Cn−1ξn−1)n∈Z.
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It follows from (2.6), (2.7) and (4.11) that L is well defined. Moreover,
(F (x+ y) − F (x) − Ly)n
= fn−1(xn−1 + yn−1)− fn−1(xn−1)−Cn−1yn−1
=
∫ 1
0
Dfn−1(xn−1 + tyn−1)yn−1 dt−Dfn−1(xn−1)yn−1
=
∫ 1
0
(
Dfn−1(xn−1 + tyn−1)yn−1 −Dfn−1(xn−1)yn−1
)
dt.
Using (2.6) and (4.11) again, we obtain
‖(F (x + y)− F (x)− Ly)n‖n
≤
∫ 1
0
‖Dfn−1(xn−1 + tyn−1)yn−1 −Dfn−1(xn−1)yn−1‖n dt
≤ Ceε|n|
∫ 1
0
‖Dfn−1(xn−1 + tyn−1)yn−1 −Dfn−1(xn−1)yn−1‖ dt
≤ BC‖yn−1‖
2
n−1.
Hence,
‖F (x + y)− F (x)− Ly‖∞ ≤ BC‖y‖
2
∞,
which implies that
lim
y→0
‖F (x+ y)− F (x)− Ly‖∞
‖y‖∞
= 0.
This completes the proof of the lemma. 
Lemma 5. F ∈ C1,1, i.e.,
sup
x 6=y
‖DF (x)−DF (y)‖
‖x− y‖∞
<∞.
Proof of the lemma. First, by Lemma 4, (4) and (2.6), for any ξ = (ξn)n∈Z ∈
Y∞ satisfying that ‖ξ‖∞ ≤ 1, we have
‖DF (x)ξ −DF (y)ξ‖∞ = sup
n∈Z
‖Dfn−1(xn−1)ξn−1 −Dfn−1(yn−1)ξn−1‖n
≤ sup
n∈Z
(Ceε|n|Be−ε|n|‖xn−1 − yn−1‖ · ‖ξn−1‖)
= BC sup
n∈Z
(‖xn−1 − yn−1‖n−1 · ‖ξn−1‖n−1)
≤ BC‖x− y‖∞ · ‖ξ‖∞
≤ BC‖x− y‖∞.
Thus, ‖DF (x) −DF (y)‖ ≤ BC‖x− y‖∞, and therefore
sup
x 6=y
‖DF (x)−DF (y)‖
‖x− y‖∞
≤ BC <∞.
The proof of the lemma is completed. 
Lemma 6. ‖DF (x) − A‖ ≤ Cη for all x ∈ Y∞.
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Proof of the lemma. By Lemma 4, (2.6) and (4.12),
‖DF (x)ξ − Aξ‖∞ = sup
n∈Z
‖Dfn−1(xn−1)ξn−1‖n
≤ sup
n∈Z
(Ceε|n|‖Dfn−1(xn−1)ξn−1‖)
≤ sup
n∈Z
(Ceε|n|ηe−ε|n|‖ξn−1‖)
≤ Cη sup
n∈Z
‖ξn−1‖n−1
= Cη‖ξ‖∞,
for every ξ ∈ Y∞, which yields the desired conclusion. 
We are now in the position to complete the proof of the theorem. Note
that 0 := (0)n∈Z is a hyperbolic fixed point of F . Indeed, by Lemma 4 and
the assumption Dfn(0) = 0, we have DF (0) = A and, as we have already
noted, A is hyperbolic, i.e. σ(A)∩S1 = ∅. By Theorem 1, Lemmas 4, 5 and
6, and the assumptions of the theorem, we can apply the Global Smooth
Linearization Theorem, given in the Appendix, to F : Y∞ → Y∞, which
implies that there exists a C1 diffeomorphism Φ: Y∞ → Y∞ such that
Φ ◦ F = A ◦ Φ. (4.15)
For a fixedm ∈ Z and v ∈ Rd, define vm = (vn)n∈Z by vm = v and vn = 0 for
n 6= m. Let hm(v) := (Φ(v
m))m. It follows readily from (4.15) that (4.13)
holds.
Further, we claim that hm is differentiable for each m ∈ Z and
Dhm(v)z = (DΦ(v
m)zm)m, v, z ∈ R
d.
In fact,
‖hm(v + y)− hm(v)− (DΦ(v
m)ym)m‖
‖y‖
≤ Ceε|m| ·
‖hm(v + y)− hm(v)− (DΦ(v
m)ym)m‖m
‖y‖m
≤ Ceε|m| ·
‖Φ(vm + ym)− Φ(vm)−DΦ(vm)ym‖∞
‖ym‖∞
.
Letting ‖y‖ → 0, we have ‖ym‖∞ → 0 and the desired claim follows.
Then we continue to establish the smoothness of hm. Note that
‖Dhm(v1)−Dhm(v2)‖ = sup
‖z‖≤1
‖Dhm(v1)z −Dhm(v2)z‖
= sup
‖z‖≤1
‖(DΦ(vm1 )z
m)m − (DΦ(v
m
2 )z
m)m‖
≤ ‖DΦ(vm1 )−DΦ(v
m
2 )‖ · sup
‖z‖≤1
‖zm‖∞
≤ Ceε|m|‖DΦ(vm1 )−DΦ(v
m
2 )‖.
(4.16)
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Therefore, if v2 → v1 in R
d, then vm2 → v
m
1 in Y∞ and thus (by Lemma 5),
DΦ(vm2 )→ DΦ(v
m
1 ). Hence, (4.16) implies that Dhm(v2)→ Dhm(v1). We
conclude that hm is C
1 for each m ∈ Z.
Furthermore, since Φ is a C1 diffeomorphism, we have that
h−1m (v) = (Φ
−1(vm))m for v ∈ R
d and m ∈ Z.
Hence, one can repeat the above arguments and show that h−1m is C
1 for
each m ∈ Z. We conclude that hm is a C
1 diffeomorphism on Rd for every
m ∈ Z.
Thus, the proof of the theorem is completed. 
Remark that our result of C1 linearization, Theorem 2, is obtained in
the sense of nonuniform dichotomies. The nonuniformity, depending on the
initial time in the nonautonomous system, was not considered in [24, 36]. A
known result ([5, Section 3]) on linearization with such a nonuniformity is
concerning a conjugation with a Ho¨lder continuity.
In the statement of Theorem 2, we assume that the sequence (Am)m∈Z
admits a nonuniform strong exponential dichotomy. We emphasize that this
assumption was crucial for our arguments. Indeed, if we were to assume that
the sequence (Am)m∈Z admits a nonuniform exponential dichotomy which
fails to be strong (i.e. only the first and the third inequality in (5) hold),
then the corresponding sequence (‖·‖m)m∈Z of adapted norms, which trans-
forms the nonuniform behaviour into the uniform one, would not necessarily
satisfy (2.7) (see [1] for a detailed discussion). Hence, the operator A could
fail to be a bounded operator acting on the space Y∞ and this would obvi-
ously break all of our arguments. On the other hand, for higher regularity
of conjugation, those known results in [2], [4, Chapter 7] and [5, Section 4]
all require the sequence (Am)m∈Z to admit a nonuniform strong exponential
dichotomy.
Our Theorem 2 gives a result of global linearization. This global result is
based on the known results ([2]) on global C0 and global Ho¨lder continuous
linearization. Similarly to [34, 35, 36], we can also obtain a result of local
linearization with weaker assumptions on (fm).
Appendix: Global smooth linearization
In the proof of Theorem 2 we need a result on global smooth linearization,
which can be extended from the local C1 linearization theorem given in [36].
Let (X, ‖ · ‖) be a Banach space and let F : X → X be a C1,1 diffeo-
morphism fixing the origin 0 and let A := DF (0). Recall that F can be C1
linearized if the functional equation (4.15) has a solution Φ which is a C1
diffeomorphism. Moreover, assume that F satisfies
‖DF (x)− A‖ ≤ η, ∀x ∈ X, (4.17)
12 LINEARIZATION OF NONAUTONOMOUS DIFFERENCE EQUATIONS
where η > 0 is a sufficiently small constant, and that the spectrum σ(A) sat-
isfy (3.9). Then, by the Spectral Decomposition Theory (see, e.g., [14, p.9])
one can further assume that the space X has a direct sum decomposition
X = X− ⊕X+ with A-invariant subspaces X− and X+, that is,
A = diag(A−,A+), (4.18)
where A− : X− → X− and A+ : X+ → X+ are both bounded linear
operators such that
σ(A−) = σ− :=
k⋃
i=1
{z ∈ C : ai ≤ |z| ≤ bi < 1},
σ(A+) = σ+ :=
r⋃
j=k+1
{z ∈ C : 1 < aj ≤ |z| ≤ bj}.
We have the following result.
Global Smooth Linearization Theorem. Let F and A be given above
and assume that the numbers ai and bi given in (3.9) satisfy (4.10). Then
there exists a C1 diffeomorphism Φ : X → X such that equation (4.15) holds,
i.e., F can be C1 linearized in X.
Proof. First of all, we give some notations. Let C0b (Ω, Z2) consist of all
C0 maps h from Ω, an open subset of a Banach space (Z1, ‖·‖), into another
Banach space (Z2, ‖ · ‖) such that supz∈Ω ‖h(z)‖ <∞. Clearly, C
0
b (Ω, Z2) is
a Banach space equipped with the supremum norm ‖ · ‖C0
b
(Ω,Z2) defined by
‖h‖C0
b
(Ω,Z2) := sup
z∈Ω
‖h(z)‖, ∀h ∈ C0b (Ω, Z2).
For a constant γ > 0, let Sγ(Ω, Z2) consist of all sequences u := (un)n≥0 ⊂
C0b (Ω, Z2) such that supn≥0{γ
−n‖un‖C0
b
(Ω,Z2)} < ∞. Then, Sγ(Ω, Z2) is a
Banach space equipped with the wighted norm ‖ · ‖Sγ(Ω,Z2) defined by
‖u‖Sγ (Ω,Z2) := sup
n≥0
{γ−n‖un‖C0
b
(Ω,Z2)}, ∀u ∈ Sγ(Ω, Z2).
Let f := F −A be the nonlinear term of F and let pi− and pi+ be projec-
tions onto X− and X+ respectively.
Our strategy is firstly to decouple F into a contraction and an expansion
by straightening up the invariant foliations. In order to construct the (sta-
ble) invariant foliation, we need to study the Lyapunov-Perron equation (cf.
[11])
qn(x, y−)
= An−(y− − pi−x) +
n−1∑
m=0
A
n−m−1
− {pi−f(qm(x, y−) + F
m(x))− pi−f(F
m(x))}
−
∞∑
m=n
A
n−m−1
+ {pi+f(qm(x, y−) + F
m(x)) − pi+f(F
m(x))}, ∀n ≥ 0, (4.19)
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where qn : X×X− → X is unknown for every integer n ≥ 0. For our purpose
of C1 linearization, we need to find a C1 solution (qn)n≥0 of equation (4.19),
i.e., each qn : X ×X− → X is C
1.
Lemma 7. Let F and A be given at the beginning of this section. Assume
that the numbers ak+1, bk and br given in (3.9) satisfy
bkbr < ak+1. (4.20)
Then, for every neighborhood Ωd ⊂ {(x, x−) ∈ X ×X− : ‖(x, x−)‖ < d} of
0 with a given constant d > 0, equation (4.19) has a unique solution
Qd := (qn)n≥0 ∈ Sγ1(Ωd,X)
such that every qn : Ωd → X (n ≥ 0) is of class C
1, where γ1 is a positive
constant satisfying bk < γ1 < 1.
We leave the proof after we finish the proof of the theorem. Remind that
for every d > 0, we have obtained a solution Qd := (qn)n≥0 ∈ Sγ1(Ωd,X)
of equation (4.19). On the other hand, by [11, Theorem 2.1] we know that,
for every point (x, y−) ∈ X × X−, equation (4.19) has a unique solution
Q˜(x, y−) := (q˜n(x, y−))n≥0 ⊂ X such that
sup
n≥0
{
γ−n1 ‖q˜n(x, y−)‖
}
<∞.
By the uniqueness of (q˜n(x, y−))n≥0 and the fact that (qn)n≥0 ∈ Sγ1(Ωd,X),
we have Q˜|Ωd = Qd. It means that Q˜ is a global C
1 solution of equation
(4.19). Hence the global (stable) invariant foliation can be constructed by
Ms(x) := {x+ q˜0(x, y−) : y− ∈ X−}, ∀x ∈ X.
The unstable invariant foliation can be obtained by considering the inverse
of F under the condition that
a1ak+1 > bk.
Therefore, by [31, Theorem 3.1], there exists a homeomorphism Ψ : X → X,
which and its inverse Ψ−1 : X → X are both C1 such that
Ψ ◦ F = F− ◦ pi−Ψ+ F+ ◦ pi+Ψ,
where F− : X− → X− and F+ : X+ → X+ are both C
1,1 diffeomorphisms
such that DF−(0) = A− and DF+(0) = A+. Recall that A− and A+
are given in (4.18) and have the spectra σ(A−) = σ− and σ(A+) = σ+
respectively. Then we have the following result.
Lemma 8. Let F− and F+ be given above. Assume that the numbers ai and
bi given in (3.9) satisfy
bi/ai < b
−1
k , ∀i = 1, . . . , k, bj/aj < ak+1, ∀j = k + 1, . . . , r.
Then there exist C1 diffeomorphisms ψ− : X → X and ψ+ : X → X that
linearize F− and F+ respectively.
Having found ψ− and ψ+ in Lemma 8, we finally put
Φ = (ψ− ◦ pi− + ψ+ ◦ pi+) ◦Ψ, Φ
−1 = Ψ−1 ◦ (ψ−1− ◦ pi− + ψ
−1
+ ◦ pi+).
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One verifies that Φ : X → X is a C1 diffeomorphism that linearizes F and
the proof of the theorem is completed. 
Proof of Lemma 7. Let
‖x‖ := ‖x−‖+ ‖x+‖, ‖(x, y−)‖ := ‖x‖+ ‖y−‖
for x = x− + x+ ∈ X and y− ∈ X−. Choose two positive numbers γ1 and
γ2 such that
bk < γ1 < 1 < γ2 < ak+1 and γ1br < γ2,
which is possible because of (4.20). Let
E1 := Sγ1(Ωd,X) and E2 := Sγ2(Ωd,L(X ×X−,X))
for short, where L(X×X−,X) is the set of all bounded linear operators map
X ×X− into X. As mentioned at the beginning of the above proof for the
theorem, we understand that E1 and E2 are both Banach spaces equipped
the corresponding norms, denoted by ‖ · ‖E1 and ‖ · ‖E2 respectively. Define
operators T : E1 → E1 and S : E1 × E2 → E2 by
(T v)n(x, y−) := A
n
−(y− − pi−x)
+
n−1∑
k=0
A
n−k−1
− {pi−f(vk(x, y−) + F
k(x))− pi−f(F
k(x))}
−
∞∑
k=n
A
n−k−1
+ {pi+f(vk(x, y−) + F
k(x))− pi+f(F
k(x))} (4.21)
and
S(v,w)n(x, y−) :=
(
diag(0,−An−),A
n
−
)
+
n−1∑
k=0
A
n−k−1
− {D(pi−f)(vk(x, y−) + F
k(x))(wk(x, y−) +DF
k(x))
−D(pi−f)(F
k(x))DF k(x)}
−
∞∑
k=n
A
n−k−1
+ {D(pi+f)(vk(x, y−) + F
k(x))(wk(x, y−) +DF
k(x))
−D(pi+f)(F
k(x))DF k(x)} (4.22)
respectively for all v := (vn)n≥0 ∈ E1 and all w := (wn)n≥0 ∈ E2. We claim
the following:
(A1): The operators T and S are well defined.
(A2): The operator Q : E1 × E2 → E1 × E2 defined by
Q(v,w) := (T v,S(v,w)), ∀(v,w) ∈ E1 × E2, (4.23)
has an attracting fixed point (v∗, w∗) ∈ E1 × E2, i.e.,
lim
n→∞
Qn(v,w) = (v∗, w∗), ∀(v,w) ∈ E1 × E2, (4.24)
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where v∗ ∈ E1 is the fixed point of T and w∗ ∈ E2 is the fixed point
of S(v∗, ·).
Notice that in [36] the same claims were proved in neighborhoods having
sufficiently small diameters d > 0. The only difference in the present version
is that we allow the diameter to be arbitrarily large. This causes a little
change in the estimates, i.e., changing ‖(x, x−)‖ ≤ 1 into ‖(x, x−)‖ ≤ d.
Thus, we obtain the following inequalities from [36]:
γ−n1 ‖(T v)n(x, y−)‖ ≤ d+Kη‖v‖E1 ,
γ−n2 ‖S(v,w)n(x, y−)‖ ≤ 1 +K1‖v‖E1 +K2η‖w‖E2 ,
γ−n1 ‖(T v)n(x, y−)− (T v˜)n(x, y−)‖ ≤ Kη ‖v − v˜‖E1 ,
γ−n2 ‖S(v,w)n(x, y−)− S(v˜, w˜)n(x, y−)‖
≤ (K1‖w‖E2 +K2)‖v − v˜‖E1 +Kη‖w − w˜‖E2 ,
where K1,K2 and K are positive constants. The first two inequalities indi-
cate that T : E1 → E1 and S : E1 × E2 → E2 are well defined, i.e., (A1)
holds. The third one means that T is a contraction since η > 0 is small
and therefore has a fixed point v∗ ∈ E1. Moreover, setting v = v˜ = v∗ in
the last inequality, we see that S(v∗, ·) : E2 → E2 is also a contraction and
therefore (A2) is proved by the Fiber Contraction Theorem (see e.g. [17] or
[12, p.111]).
Having (A1) and (A2), we choose an initial point v˜ := 0 ∈ E1, whose
derivative satisfies Dv˜ = 0 ∈ E2. Moreover, it is obvious that each (T v˜)n is
C1 due to (4.21). Then, by the definitions (4.21)-(4.23) of T ,S and Q, one
checks that Q(v˜, Dv˜) = (T v˜, D(T v˜)), where D(T v˜) := (D(T v˜n))n≥0. This
enables us to prove inductively that
Qn(v˜, Dv˜) = (T nv˜, D(T nv˜)), ∀n ≥ 0. (4.25)
Combining (4.24) with (4.25) we get limn→∞ T
nv˜ = v∗ and limn→∞D(T
nv˜) =
w∗, which implies that v∗ ∈ E1 such that dv∗ = w∗ ∈ E2. Since v∗ is the
fixed point of T , it is a solution of the Lyapunov-Perron equation (4.19).
Thus, the lemma is proved. 
Proof of Lemma 8. According to [36, Lemma 10] we know that such ψ−
and ψ+ exist in a small neighborhood U of 0. We now extend them into the
whole space X. In what follows, we only consider the expansion F+ since
the case of contraction F− can be solved by considering its inverse. Choose
a sphere U0 ∈ U such that U0 ⊂ intF+(U0) ⊂ U, where int denotes the
interior of the set F+(U0), and define
Xi := F
i+1
+ (U0)\F
i
+(U0), V0 := ψ+(U0), Yi := A
i+1
+ (V0)\A
i
+(V0)
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for all i ∈ N ∪ {0}. It is clear that
Xi ∩Xj = ∅, ∀i 6= j, Xi ∩ U0 = ∅, U0 ∪
∞⋃
i=0
Xi = X, F+(Xi) = Xi+1,
Yi ∩ Yj = ∅, ∀i 6= j, Yi ∩ V0 = ∅, V0 ∪
∞⋃
i=0
Yi = X, A+(Yi) = Yi+1.
Then we define
ψ0 := ψ+|X0 , ψi := A+ ◦ ψi−1 ◦ F
−1
+ , ∀i ∈ N,
and define the global solution ψ∗ by
ψ∗(x) :=
{
ψ+(x), ∀x ∈ U0,
ψi(x), ∀x ∈ Xi, ∀i ∈ N,
which is C1 in X. Moreover, one verifies that ψ∗(Xi) = Yi for all i ∈ N∪{0}
because
ψ∗ ◦ F
i+1
+ (U0) = A
i+1
+ ◦ ψ∗(U0) = A
i+1
+ (V0), ψ∗ ◦ F
i
+(U0) = A
i
+(V0).
Thus, ψ∗ : X → X is one-to-one and therefore it is a C
1 diffeomorphism
that linearizes F+. Without loss of generality, we still use ψ+ to denote ψ∗
and the proof is completed. 
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