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Abstract
We introduce the notion of Γ -Lie bialgebras, where Γ is a group. These objects give rise to cocom-
mutative co-Poisson bialgebras, for which we construct quantization functors. This enlarges the class of
co-Poisson algebras for which a quantization is known. Our result relies on our earlier work, where we
showed that twists of Lie bialgebras can be quantized; we complement this work by studying the behavior
of this quantization under compositions of twists.
© 2008 Elsevier Inc. All rights reserved.
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We work over a field k of characteristic 0.
1. Introduction
Recall that a co-Poisson bialgebra is a quadruple (U,m,Δ0, δ), where (U,m,Δ0) is a co-
commutative bialgebra and δ :U → ∧2(U) is a derivation (for m), a coderivation (for Δ0) and
satisfies the co-Jacobi identity. A quantization of (U,m,Δ0, δ) is a bialgebra (Uh¯,mh¯,Δh¯) such
that Uh¯  Uh¯, mh¯ = m + O(h¯), Δh¯ = Δ + O(h¯), Δh¯(a) − Δoph¯ (a) = h¯δ(a) + O(h¯2) (Δoph¯ is
the opposite coproduct).
If (a,μa) is a Lie algebra (μa :∧2(a) → a is the Lie bracket), the co-Poisson bialgebra struc-
tures on U(a) correspond bijectively to the maps δa :a → ∧2(a) such that (a,μa, δa) is a Lie
bialgebra. The quantization of these co-Poisson bialgebras was obtained in [EK].
* Corresponding author.
E-mail addresses: enriquez@math.u-strasbg.fr (B. Enriquez), halbout@math.u-strasbg.fr (G. Halbout).0021-8693/$ – see front matter © 2008 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2008.01.038
B. Enriquez, G. Halbout / Journal of Algebra 319 (2008) 3752–3769 3753To a triple (Γ,a, θa), where Γ is a group, a is a Lie algebra and θa :Γ → Aut(a,μa) is
an action of Γ on a, one associates the Γ -graded cocommutative bialgebra U(a)  Γ . The
Γ -graded co-Poisson bialgebra structures on U(a) Γ correspond bijectively to pairs (δa, f ),
where δa :a → ∧2(a) is such that (a,μa, δa) is a Lie bialgebra, and f :Γ → ∧2(a) satisfies
some conditions (see Section 2); in particular, f (γ ) is a twist of (a,μa, δa) for any γ ∈ Γ . We
call the resulting 5-uple (a,μa, δa, θa, f ) a Γ -Lie bialgebra. The main result of this paper is the
quantization of the corresponding co-Poisson bialgebra structures.
Examples of Γ -Lie bialgebras arise from the following situation: G is a Poisson–Lie group
with Lie bialgebra (a,μa, δa), and Γ ⊂ G is a discrete subgroup. Another example is when
a is a Kac–Moody Lie algebra a, and Γ is the extended Weyl group of a. In the latter case,
a quantization in known [MS].
To achieve our goal, we complement a result obtained in [EnH], namely the compatibility of
Etingof and Kazhdan (EK) quantization functors with twists of Lie bialgebras; this result is based
on an alternative construction of these quantization functors [En]. We describe the behavior of
this quantization under composition of twists (Section 4).
To give an idea of the result of [EnH], we formulate its main consequence: let Q : {Lie
bialgebras} → {quantized universal enveloping (QUE) algebras}, (a,μa, δa) = a → Q(a) =
(Q(a),m(a),Δ(a),1a, εa) be a quantization functor; to each classical twist fa of a (i.e.,
fa ∈ ∧2(a) and (δa⊗ ida)(fa)+[f 13a , f 23a ]+cyclic permutations = 0), one associates F(a, fa) ∈
Q(a)⊗2, with the following properties: (a) it is a cocycle for Q(a), i.e.,1 (F(a, fa) ⊗ 1a) ∗
(Δ(a) ⊗ id)(F(a, fa)) = (1a ⊗ F(a, fa)) ∗ (id ⊗ Δ(a))(F(a, fa)), (εa ⊗ id)(F(a, fa)) = (id ⊗
εa)(F(a, fa)) = 1a; this implies that2 F(a,δa)Q(a) := (Q(a),m(a),Ad(F(a, fa)) ◦ Δ(a),1a, εa)
is a QUE algebra; (b) we have an isomorphism i(a, fa) : F(a,fa)Q(a) → Q(afa) of QUE algebras
(here afa = (a,μa, δa + ad(fa)), where ad(fa) :a → ∧2(a) is x → [fa, x ⊗ 1 + 1 ⊗ x]).
In Section 4, we study the behavior of the assignment (a, fa) → F(a, fa) under the compo-
sition of twists. A composition of twists is a pair (fa, f ′a) such that fa is a twist of a, and f ′a is
a twist of afa . We formulate the main consequence of our results: (a) there exists an invertible
v(a, fa, f
′
a) ∈ Q(a), such that F(fa + f ′a) = v(a, fa, f ′a)⊗2 ∗ i(a, fa)−1(F(afa , f ′a)) ∗ F(a, fa) ∗
Δ(a)(v(a, fa, f
′
a))
−1 (Theorem 4.4); and (b) if (fa, f ′a, f ′′a ) are such that f ′a is a twist of afa
and f ′′a is a twist of afa , then fa + f ′a is a twist of a, and v(a, fa + f ′a, f ′′a ) ∗ v(a, fa, f ′a) =
v(a, fa, f
′
a + f ′′a ) ∗ i(a, fa)−1(v(afa , f ′a, f ′′a )) (Theorem 4.4).
We use these results in Section 5 to construct a quantization of the Γ -graded co-Poisson
bialgebras U(a)  Γ as Γ -graded bialgebras. This quantization is based on the facts that for
γ ∈ Γ , f (γ ) is a twist of a, and for any γ, γ ′ ∈ Γ , (f (γ ),∧2(θa(γ ))(f (γ ′))) is a composition
of twists for a; we then use the results of [EnH] on quantization of twists and those of Section 4
on their composition.
This paper is organized as follows. In Section 2, we define Γ -Lie bialgebras, the correspond-
ing co-Poisson cocommutative bialgebras, and the problem of their quantization. In Section 3,
we recall the formalism of (quasi-multi-bi)props, which is the natural framework of the approach
of [En] to quantization functors and of the results of [EnH] on quantization of twists. In Section 4,
we describe the behavior of composition of twists under quantization (Theorems 4.4 and 4.6). In
Section 5, we apply these results to the construction of quantizations of Γ -Lie bialgebras.
1 We denote by ∗ the product in Q(a)⊗k for k  1.
2 If A is an algebra and u ∈ A is invertible, Ad(u) :A → A is x → uxu−1.
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2.1. Γ -Lie algebras and equivalent categories
Define a group Lie algebra as a triple (Γ,a, θa), where Γ is a group, a is a Lie algebra and
θa :Γ → Aut(a) is a group morphism. Group Lie algebras form a category, where a morphism
(Γ,a, θa) → (Γ ′,a′, θa′) is the data of a group morphism iΓ Γ ′ :Γ → Γ ′ and a Lie algebra mor-
phism iaa′ :a → a′, such that iaa′(θa,γ (x)) = θa,iΓ Γ ′ (γ )(iaa′(x)).
If Γ is a group, a Γ -Lie algebra is a pair (a, θa), such that (Γ,a, θa) is a group Lie algebra.
Γ -Lie algebras form a subcategory of group Lie algebras, where the morphisms are restricted by
the condition iΓ Γ = idΓ .
Define a group cocommutative bialgebra as a triple (Γ,A, i), where Γ is a group, A is a co-
commutative bialgebra, A =⊕γ∈Γ Aγ is a decomposition of A, and i : kΓ → A is a bialgebra
morphism, such that AγAγ ′ ⊂ Aγγ ′ , ΔA(Aγ ) ⊂ A⊗2γ , and i is compatible with the Γ -grading.
A morphism (Γ,A, i) → (Γ ′,A′, i′) is the data of a group morphism iΓ Γ ′ :Γ → Γ ′ and a bial-
gebra morphism iAA′ :A → A′, such that iAA′(Aγ ) ⊂ A′iΓ Γ ′ (γ ′), and iAA′ ◦ i = i
′ ◦ ikΓ,kΓ ′ (where
ikΓ,kΓ ′ : kΓ → kΓ ′ is the morphism induced by iΓ Γ ′ ).
We then define a Γ -cocommutative bialgebra as a pair (A, i), such that (Γ,A, i) is a group
cocommutative bialgebra. Γ -cocommutative bialgebras form a category, where as before
iΓ Γ = idΓ .
The category of group (respectively, Γ -) cocommutative bialgebras contains as a full sub-
category the category of group (respectively, Γ -) universal enveloping algebras, where (A,Γ, i)
satisfies the additional requirement that Ae is a universal enveloping algebra.
Define a group commutative bialgebra (in a symmetric monoidal category S) as a triple
(Γ,O, j), where Γ is a group, O is a commutative algebra (in S) with a decomposition O =⊕
γ∈Γ Oγ , such that OγOγ ′ = 0 for γ = γ ′, algebra morphisms Δγ ′γ ′′ :Oγ ′γ ′′ →Oγ ′ ⊗Oγ ′′ ,
η : k →Oe and ε :Oe → k, satisfying axioms such that when Γ is finite, these morphisms add up
to a bialgebra structure on O; and j :O→ kΓ is a morphism of commutative algebras, compati-
ble with the Γ -gradings and the maps Δγ ′γ ′′ on both sides. We define Γ -commutative bialgebras
as above.
We define the category of group (respectively, Γ -) formal series Hopf (FSH) algebras as
a full subcategory of the category of group (respectively, Γ -) commutative bialgebras in S =
{pro-vector spaces} by the condition theOe (or equivalently, eachOγ ) is a formal series algebra.
Proposition 2.1.
(1) We have (anti)equivalences of categories {group Lie algebras} ↔ {group universal envelop-
ing algebras} ↔ {group FHS algebras} (the last map is an antiequivalence).
(2) If Γ is a group, these (anti)equivalences restrict to {Γ -Lie algebras} ↔ {Γ -universal en-
veloping algebras} ↔ {Γ -FHS algebras}.
Proof. We denote the Γ -universal enveloping algebra corresponding to a Γ -Lie algebra
(Γ,a, θa) as U(a)  Γ . It is isomorphic to U(a) ⊗ kΓ as a vector space; if we denote
by x → [x], γ → [γ ] the natural maps a → U(a)  Γ , Γ → U(a)  Γ , then the bial-
gebra structure of U(a)  Γ is given by [γ ][x][γ−1] = [θγ (x)], [γ ][γ ′] = [γ γ ′], [e] = 1,
[x][x′] − [x′][x] = x, x′, Δ([x]) = [x] ⊗ 1 + 1 ⊗ [x], Δ([γ ]) = [γ ] ⊗ [γ ].
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⊕
γ∈Γ (U(a)⊗ kγ )∗. One checks that these are (anti)equivalences of categories. For example,
if A is a group universal enveloping algebra, then one recovers Γ as {group-like elements of A}
and a as {primitive elements of A}. 
2.2. Γ -Lie bialgebras and equivalent categories
A group Lie bialgebra is a 5-uple (Γ,a, θa, δa, f ) where (Γ,a, θa) is a group Lie algebra,
δa :a → ∧2(a) is3 such that (a, δa) is a Lie bialgebra, and f :Γ → ∧2(a) is a map γ → fγ ,
such that: (a) ∧2(θγ ) ◦ δ ◦ θ−1γ (x) = δ(x) + [fγ , x ⊗ 1 + 1 ⊗ x] for any x ∈ a, (b) fγγ ′ = fγ +
∧2(θγ )(fγ ′), and (c) (δ ⊗ id)(fγ ) + [f 1,3γ , f 2,3γ ] + cyclic permutations = 0.
Group Lie bialgebras form a category, where a morphism (Γ,a, θa, δa, f ) → (Γ ′,a′, θa′ ,
δ′a, f ′) is a group Lie algebra morphism (Γ,a, θa) → (Γ ′,a′, θa′), such that iaa′ :a → a′ is a Lie
bialgebra morphism and ∧2(iaa′)(fγ ) = f ′iΓ Γ ′ (γ ). When Γ is fixed, one defines the category of
Γ -Lie bialgebras as above.
A co-Poisson structure on a group cocommutative bialgebra (Γ,A, i) is a co-Poisson struc-
ture δA :A → ∧2(A), such that δA(Aγ ) ⊂ ∧2(Aγ ). Co-Poisson group cocommutative bialgebras
form a category, where a morphism (Γ,A, i, δA) → (Γ ′,A′, i′, δA′) is a morphism (Γ,A, i) →
(Γ ′,A′, i′) of group cocommutative bialgebras, compatible with the co-Poisson structures. Co-
Poisson group universal enveloping algebras form a full subcategory of the latter category. One
defines the full subcategories of co-Poisson Γ -cocommutative bialgebras and co-Poisson Γ -
enveloping algebras as above.
A Poisson structure on a group commutative bialgebra (Γ,O, j) is a Poisson bialgebra struc-
ture {−,−} :∧2(O) → O, such that {Oγ ,Oγ } ⊂ Oγ and {Oγ ,Oγ ′ } = 0 if γ = γ ′. Poisson
group bialgebras form a category, and Poisson group FSH algebras form a full subcategory when
S = {pro-vector spaces}. One defines the full subcategories of Poisson Γ -bialgebras and Poisson
Γ -FSH algebras as above.
Example. Let G be a Poisson–Lie (e.g., algebraic) group, let Γ ⊂ G be a subgroup (which
we view as an abstract group). We define θγ := Ad(γ ), where Ad :G → AutLie(a) is the adjoint
action. If P :G → ∧2(a) is the Poisson bivector, satisfying P(gg′) = P(g′)+∧2(Ad(g))(P (g′)),
then we set fγ := −P(γ ). Then (a,Γ,f ) is a Γ -Lie bialgebra.
Example. Assume that (a, ra) is a quasi-triangular Lie bialgebra and θ :Γ → Aut(a, ta) is an
action of Γ on a by Lie algebra automorphisms preserving ta := ra + r2,1a . If we set fγ :=
θ⊗2γ (r) − r , then (a, θ, f ) is a Γ -Lie bialgebra (we call this a quasi-triangular Γ -Lie bialgebra).
For example, a is a Kac–Moody Lie algebra, and Γ = W˜ is the extended Weyl group of a.
Proposition 2.2.
(1) We have category (anti)equivalences {group bialgebras} ↔ {co-Poisson group universal
enveloping algebras} ↔ {Poisson group FSH algebras}.
(2) These restrict to category (anti)equivalences {Γ -bialgebras} ↔ {co-Poisson Γ -universal
enveloping algebras} ↔ {Poisson Γ -FSH algebras}.
3 We view ∧2(V ) as a subspace of V ⊗2.
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is given by δA([x]) = [δa(x)], and δA([γ ]) = −[fγ ]([γ ] ⊗ [γ ]). (Here we also denote by
x → [x] the natural map ∧2(a) → ∧2(U(a) Γ ).) One checks that this establishes the desired
(anti)equivalences. 
2.3. The problem of quantization of Γ -Lie bialgebras
Define a Γ -graded bialgebra (in a symmetric monoidal category S) as a bialgebra A (in S),
equipped with a grading A =⊕γ∈Γ Aγ , such that AγAγ ′ ⊂ Aγγ ′ and ΔA(Aγ ) ⊂ A⊗2γ .
Assume that A is a Γ -graded bialgebra in the category of topologically free kh¯-modules,
quasi-cocommutative (in the sense that A0 := A/h¯A is cocommutative). Then we get a co-
Poisson structure on A0. It is Γ -graded, in the sense that δA0((A0)γ ) ⊂ ∧2((A0)γ ). We
therefore get a classical limit functor class : {Γ -graded quasi-cocommutative bialgebras} →
{Γ -graded co-Poisson bialgebras}.
Definition 2.3. A quantization functor for Γ -Lie bialgebras is a functor {co-Poisson Γ -universal
enveloping algebras} → {Γ -graded quasi-cocommutative bialgebras}, right inverse to class.
We define the category of group-graded bialgebras as follows: objects are pairs (Γ,A),
where Γ is a group and A is a Γ -graded bialgebra. A morphism (Γ,A) → (Γ ′,A′) is the pairs
of a group morphism iΓ Γ ′ :Γ → Γ ′ and a bialgebra morphism iAA′ :A → A′, compatible with
the gradings.
One defines similarly the category of group-graded co-Poisson bialgebras and quantization
functors for group Lie bialgebras.
2.4. Relation with quantization of co-Poisson bialgebras
We have inclusions of full subcategories {co-Poisson universal enveloping algebras} ⊂ {co-
Poisson group universal enveloping algebras} ⊂ {co-Poisson bialgebras}.
The classical limit functor is class : {quasi-cocommutative bialgebras} → {co-Poisson bial-
gebras}.
A quantization functor of Lie bialgebras is a functor {co-Poisson universal enveloping al-
gebras} → {quasi-cocommutative bialgebras}, left inverse of class. A quantization functor for
group Lie bialgebras may then be viewed as a left inverse to class with a wider domain.
3. The formalism of props
We recall material from [EnH]. Polynomial Schur functors form a symmetric monoidal
abelian category Sch, equipped with an involution. A prop P is an additive symmetric monoidal
category, equipped with a tensor functor Sch → P , which induces a bijection Ob(Sch)  Ob(P )
[McL]. A prop morphism P → Q is a tensor functor, such that the composition Sch → P → Q
coincides with Sch → Q. A topological prop is defined in the same way, with Sch replaced by
the category of “formal series” Schur functors (i.e., infinite sums of homogeneous Schur func-
tors). If F is a (formal series) Schur functor and P is a (topological) prop, then F(P ) is a prop
defined by (F (P ))(F1,F2) = P(F1 ◦ F,F2 ◦ F).
Props may be defined by generators and relations. We will need the props Bialg of bialgebras,
LBA of Lie bialgebras, LBAf of Lie bialgebras with a twist. Generators of Bialg are m, Δ, ε, η
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LBA are μ, δ (universal analogues of the Lie bracket and cobracket); LBAf has the additional
generator f (universal twist element). LBA and LBAf are graded (μ has degree 0 and δ, f have
degree 1) and can be completed into topological props LBA, LBAf .
We define tensor categories Sch(1) and Sch(1+1) by Ob(Sch(1)) = ∏′n0 Ob(Schn) and
Sch(1+1) = ∏′p,q0 Ob(Schp+q), where Ob(Schn) is the set of polynomial Schur multifunc-
tors Vectn → Vect; the tensor product in these categories is denoted . The bifunctor Sch2(1) →
Sch(1+1) is denoted (F,G) → F G. A multi(bi)prop is an additive symmetric monoidal cat-
egory P˜ with a tensor functor Sch(1) → P˜ (respectively, Sch(1+1) → P˜ ), inducing a bijection
on the sets of objects. A prop P give rises to a multi-prop P˜ via P˜ (F,G) := P(c(F ), c(G)),
where c : Ob(Schn) → Ob(Sch) is induced by the diagonal embedding Vect → Vectn. We in-
troduce the notions of a trace on a symmetric monoidal category, of a quasi-category, we show
that a symmetric monoidal category with a trace and an involution gives rise to a symmetric
monoidal quasi-category (i.e., the compositions are not always defined). In particular, a trace
on a multi-prop gives rise to a quasi-multi-bi-prop (i.e., an additive symmetric monoidal quasi-
category with a morphism from Sch(1+1) inducing a bijection on objects). We define traces on
the multi-props arising from LBA and LBAf ; this gives rise to quasi-multi-bi-props Π , Πf with
Π(F G,F ′ G′) = LBA(c(F ) ⊗ c(G′)∗, c(F ′) ⊗ c(G)∗); the morphisms in Πf are defined
by a similar formula. We also define topological completions Π, Πf . When F, . . . ,G′ are ten-
sor products (in Sch(1)) of irreducible Schur functors, Π(F  G,F ′  G′) is graded by a set
of oriented graphs; the composition of two (or several) morphisms is defined if the composition
of their diagrams is acyclic. For general F ∈ Ob(Schn), . . . ,G′ ∈ Ob(Schp′), one can define the
support of a given element of Π(F G,F ′ G′) (again an oriented graph), and acyclicity is a
sufficient condition for the composition of two (or many) morphisms to be defined. Using this
criterion, one checks that the compositions involved in the future computations all make sense.
The motivation for working with such structures is that when F, . . . ,G′ are tensor products (in
Sch(1)) of tensor Schur functors (i.e., objects of Sch1 of the form V → V ⊗n), Π(F G,F ′G′)
may be viewed as a space of acyclic oriented diagrams; composition is then defined by connect-
ing diagrams, and is of course only defined under acyclicity assumptions. When F, . . . ,G′ are
tensor products (in Sch(1)) of simple Schur functors, the morphisms are obtained from the case
of tensor products of tensor functors by applying projectors in the group algebras of products of
symmetric groups, preserving a partition of the vertices.
4. Compositions of twists
A quantization functor is a prop morphism Q : Bialg → S(LBA) with certain classical limit
properties.
Let Q be an Etingof and Kazhdan (EK) quantization functor. It is constructed as follows. We
define elements mΠ ∈Π((SS)2, SS), Δ0 ∈Π(SS, (SS)2), J ∈Π(11, (SS)2),
R+ ∈Π(S  1, S  S), ma ∈Π((S  1)2, S  1), Δa ∈Π(S  1, (S  1)2).
We define m(i,j)Π ∈Π (((SS)j )i , (SS)j ) as the j th tensor power of the i fold iterate
of mΠ .
We have
mΠ ◦ R2+ = R+ ◦ ma, m(2,2) ◦
(
J (Δ0 ◦ R+)
)= m(2,2) ◦ ((R2+ ◦ Δa
)
 J
)
.Π Π
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We now recall the results from [EnH] on the quantization of twists. We define prop morphisms
κi : LBA → LBAf (i = 1,2) by κ1 : (μ, δ) → (μ, δ) and κ2 : (μ, δ) → (μ, δ + ad(f )).
Define Ξf ∈ Πf (S  S,S  S)× as the universal version of the sequence of maps S(a) ⊗
S(a∗)  U(D(a))  U(D(af ))  S(a) ⊗ S(a∗), based on the Lie algebra isomorphism D(a) 
D(af ). Then
κΠ2 (mΠ) = Ξf ◦ κΠ1 (mΠ) ◦
(
Ξ−1f
)2
, κΠ2 (Δ0) = Ξ2f ◦ κΠ1 (Δ0) ◦ Ξ−1f . (1)
Proposition 4.1. (See [EnH].) There exists (F, v, i) with F ∈Πf (11, (S1)2),v ∈Πf (11,
S  S), and i ∈ Πf (S  1, S  1)×, such that F = 1 + degree > 0, v = 1 + degree > 0, i =
idS1 + degree > 0,
κΠ1
(
m
(2,2)
Π
) ◦ (((Ξ−1f
)2 ◦ κΠ2 (J)
)
 (Δ0 ◦ v)
)
= κΠ1
(
m
(3,2)
Π
) ◦ ((v  v) (κΠ1 (R+)2 ◦ F
)

(
κΠ1 (J)
)) (2)
and
κΠ1 (mΠ) ◦
((
Ξ−1f ◦ κΠ2 (R+) ◦ i
)
 v
)= κΠ1 (mΠ) ◦
(
v  κΠ1 (R+)
)
. (3)
The set of triples (F′, v′, i′) satisfying these relations is given by v′ = κΠ1 (mΠ) ◦ (v 
(κΠ1 (R+) ◦ u)), m(2,2)a ◦ (F′  (Δ ◦ u)) = m(2,2)a ◦ (u2  F), v′ = κΠ1 (v  (κΠ1 (R+) ◦ u)),
i′ = i ◦ Ad(u), where u ∈ Πf (1  1, S  1) has the form u = 1 + degree > 0, and Ad(u) ∈
Πf (S  1, S  1)× is such that ma ◦ (Ad(u) u) = ma ◦ (u idS1).
In [EnH], we prove that this proposition has the following consequence:
Theorem 4.2 (Compatibility of quantization functors with twists). We have
κΠ2 (ma) = i ◦ κΠ1 (ma) ◦
(
i−1
)2
,
κΠ1
(
m(2,2)a
) ◦ (((i−1)2 ◦ κΠ2 (Δa) ◦ i
)
 F
)= κΠ1
(
m(2,2)a
) ◦ (F κΠ1 (Δa)
)
,
κΠ1
(
m(3,2)a
) ◦ ((F 1) ((Δa  idS1) ◦ F
))= κΠ1
(
m(3,2)a
) ◦ ((1 F) ((idS1 Δa) ◦ F
))
.
As before, m(i,j)a is the j th tensor power of the i fold iterate to ma .
We will now study the behavior of the composition of twists under quantization.
Define a prop LBAf,f ′ by generators μ ∈ LBAf,f ′(∧2, id), δ ∈ LBAf,f ′(id,∧2), f,f ′ ∈
LBAf,f ′(1,∧2) and relations: μ, δ, f satisfy the relations of LBAf , and f ′ is such that
(
(123) + (231) + (312)) ◦ ((δ  idid) ◦ f ′ + (μ idT2) ◦
(
(1234) + (1324)) ◦ (f  f ′))= 0.
(4)
Define prop morphisms κij : LBAf → LBAf,f ′ , by κ12 : (μ, δ, f ) → (μ, δ, f ), κ23 : (μ, δ, f ) →
(μ, δ + ad(f ), f ′), κ13 : (μ, δ, f ) → (μ, δ, f + f ′).
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ad(f + f ′)).
Then we have κ1i ◦ κ1 = κ¯1, κi3 ◦ κ2 = κ¯3, κ23 ◦ κ1 = κ12 ◦ κ2 = κ¯2.
Lemma 4.3. We have
κΠ23(Ξf ) ◦ κΠ12(Ξf ) = κΠ13(Ξf ). (5)
Proof. This follows from the fact that if fa is a twist for a and f ′a is a twist for afa , then fa +f ′a
is a twist for a, and (afa)f ′a  (afa)f ′a . 
Theorem 4.4. There exists v ∈Πf,f ′(1 1, S  1), such that v = 1 + degree > 0,
κ¯Π1
(
m(2,2)a
) ◦ (κΠ13(F)
(
κ¯Π1 (Δa) ◦ v
))
= κ¯Π1
(
m(3,2)a
) ◦ (v2  (κΠ12
(
i−1
)2 ◦ κΠ23(F)
)
 κΠ12(F)
)
, (6)
and
κ¯Π1 (ma) ◦
(
v
(
κΠ12
(
i−1
) ◦ κΠ23
(
i−1
)))= κ¯Π1 (ma) ◦
(
κΠ13
(
i−1
)
 v
)
, (7)
Proof. Let us prove (6). Applying κΠ23 to (2), we get
κ¯Π2
(
m
(2,2)
Π
) ◦ ((κΠ23
(
Ξ−1f
)2 ◦ κ¯Π3 (J)
)

(
Δ0 ◦ κΠ23(v)
))
= κ¯Π2
(
m
(3,2)
Π
) ◦ ((κΠ23(v)2
)

(
κ¯Π2 (R+)2 ◦ κ23(F)
)

(
κ¯Π2 (J)
))
. (8)
(1) implies the identities
κ¯Π2 (mΠ) = κΠ12(Ξf ) ◦ κ¯Π1 (mΠ) ◦ κΠ12
(
Ξ−1f
)2
,
κ¯Π2 (Δ0) = κΠ12(Ξf )2 ◦ κ¯Π1 (Δ0) ◦ κΠ12
(
Ξ−1f
)
. (9)
Left composing (8) with κΠ12(Ξ−1f )2 and using these identities, we get
κ¯Π1
(
m
(2,2)
Π
) ◦ (([κΠ12
(
Ξ−1f
) ◦ κΠ23
(
Ξ−1f
)]2 ◦ κ¯Π3 (J)
)

(
Δ0 ◦ κΠ12
(
Ξ−1f
) ◦ κΠ23(v)
))
= κΠ12
(
Ξ−1f
)2 ◦ κ¯Π2
(
m
(3,2)
Π
) ◦ ((κΠ23(v)2
)

(
κ¯Π2 (R+)2 ◦ κΠ23(F)
)

(
κ¯Π2 (J)
))
.
Applying κΠ23 to (3), we get
κ¯Π2 (mΠ) ◦
(
κΠ23(v)
(
κ¯Π2 (R+)
))= κ¯Π2 (mΠ) ◦
((
κΠ23
(
Ξ−1f
) ◦ κ¯Π3 (R+) ◦ κΠ23(i)
)
 κΠ23(v)
)
,
(10)
and applying κΠ to (3), we get12
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(
κΠ12(v)
(
κ¯Π1 (R+)
))= κ¯Π1 (mΠ) ◦
((
κΠ12
(
Ξ−1f
) ◦ κ¯Π2 (R+) ◦ κΠ12(i)
)
 κΠ12(v)
)
.
(11)
(10) then implies
κ¯Π1
(
m
(2,2)
Π
) ◦ (([κΠ12
(
Ξ−1f
) ◦ κΠ23
(
Ξ−1f
)]2 ◦ κ¯Π3 (J)
)

(
Δ0 ◦ κΠ12
(
Ξ−1f
) ◦ κΠ23(v)
))
= κΠ12
(
Ξ−1f
)2 ◦ κ¯Π2
(
m
(3,2)
Π
) ◦ ((κΠ23
(
Ξ−1f
)2 ◦ κ¯Π3 (R+)2 ◦ κΠ23(i)2 ◦ κΠ23(F)
)

(
κΠ23(v)
2) κ¯Π2 (J)
)
= κ¯Π1
(
m
(3,2)
Π
)(((
κΠ12
(
Ξ−1f
) ◦ κΠ23
(
Ξ−1f
) ◦ κ¯Π3 (R+) ◦ κΠ23(i)
)2 ◦ κΠ23(F)
)

(
κΠ12
(
Ξ−1f
) ◦ κΠ23(v)
)2 
(
κΠ12
(
Ξ−1f
)2 ◦ κ¯Π2 (J)
))
.
Applying κΠ12 to (2), we get
κ¯Π1
(
m
(2,2)
Π
) ◦ ((κΠ12
(
Ξ−1f
)2 ◦ κ¯Π2 (J)
)
 κΠ12(Δ0 ◦ v)
)
= κ¯Π1
(
m
(3,2)
Π
) ◦ (κΠ12(v)2 
(
κ¯Π1 (R+)2 ◦ κΠ12(F)
)
 κ¯Π1 (J)
)
. (12)
Therefore “right multiplication” (using mΠ ) of the previous identity by κΠ12(Δ0 ◦ v) yields
κ¯Π1
(
m
(3,2)
Π
) ◦ (([κΠ12
(
Ξ−1f
) ◦ κΠ23
(
Ξ−1f
)]2 ◦ κ¯Π3 (J)
)

(
Δ0 ◦ κΠ12
(
Ξ−1f
) ◦ κΠ23(v)
)
 κΠ12(Δ0 ◦ v)
)
= κ¯Π1
(
m
(4,2)
Π
) ◦ (((κΠ12
(
Ξ−1f
) ◦ κΠ23
(
Ξ−1f
) ◦ κ¯Π3 (R+) ◦ κΠ23(i)
)2 ◦ κΠ23(F)
)

(
κΠ12
(
Ξ−1f
) ◦ κΠ23(v)
)2 
(
κΠ12
(
Ξ−1f
)2 ◦ κ¯Π2 (J)
)
 κΠ12(Δ0 ◦ v)
)
= κ¯Π1
(
m
(5,2)
Π
) ◦ (((κΠ12
(
Ξ−1f
) ◦ κΠ23
(
Ξ−1f
) ◦ κ¯Π3 (R+) ◦ κΠ23(i)
)2 ◦ κΠ23(F)
)

(
κΠ12
(
Ξ−1f
) ◦ κΠ23(v)
)2  κΠ12(v)2 
(
κ¯Π1 (R+)2 ◦ κΠ12(F)
)
 κ¯Π1 (J)
)
,
where the last equality follows from (12).
According to (9), the last term is equal to
κΠ12
(
Ξ−1f
) ◦ κ¯Π2
(
m
(5,2)
Π
) ◦ (((κΠ23
(
Ξ−1f
) ◦ κ¯Π3 (R+) ◦ κΠ23(i)
)2 ◦ κΠ23(F)
)

(
κΠ23(v)
)2

(
κΠ12(Ξf ) ◦ κΠ12(v)
)2 
(
κΠ12(Ξf )
2 ◦ κ¯Π1 (R+)2 ◦ κΠ12(F)
)
 κΠ12(Ξf )2 ◦ κ¯Π1 (J)
)
,
which according to (10) is equal to
κΠ12
(
Ξ−1f
) ◦ κ¯Π2
(
m
(5,2)
Π
) ◦ (κΠ23(v)2 
(
κ¯Π2 (R+)2 ◦ κΠ23(F)
)

(
κΠ12(Ξf ) ◦ κΠ12(v)
)2

(
κΠ(Ξf )
2 ◦ κ¯Π (R+)2 ◦ κΠ(F)
)
 κΠ(Ξf )2 ◦ κ¯Π (J)
)
,12 1 12 12 1
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κ¯Π1
(
m
(5,2)
Π
) ◦ ((κΠ12
(
Ξ−1f
)2 ◦ κΠ23(v)2
)

(
κΠ12
(
Ξ−1f
)2 ◦ κ¯Π2 (R+)2 ◦ κΠ23(F)
)

(
κΠ12(v)
)2 
(
κ¯Π1 (R+)2 ◦ κΠ12(F)
)
 κ¯Π1 (J)
)
.
(11) allows then to rewrite this as
κ¯Π1
(
m
(5,2)
Π
) ◦ ((κΠ12
(
Ξ−1f
)2 ◦ κΠ23(v)2
)
 κΠ12(v)2

(
κ¯Π1 (R+)2 ◦ κΠ12
(
i−1
)2 ◦ κΠ23(F)
)

(
κ¯Π1 (R+)2 ◦ κΠ12(F)
)
 κ¯Π1 (J)
)
.
We therefore get:
κ¯Π1
(
m
(2,2)
Π
) ◦ (((κΠ12
(
Ξ−1f
) ◦ κΠ23
(
Ξ−1f
))2 ◦ κ¯Π3 (J)
)
 (Δ0 ◦ v1)
)
= κ¯Π1
(
m
(3,2)
Π
) ◦ (v21  F1  κ¯Π1 (J)
)
, (13)
where
v1 = κ¯Π1 (mΠ) ◦
((
κΠ12
(
Ξ−1f
) ◦ κΠ23(v)
)
 κΠ12(v)
)
F1 = κ¯Π1
(
m
(2,2)
Π
) ◦ ((κ¯Π1 (R+)2 ◦ κΠ12
(
i−1
)2 ◦ κΠ23(F)
)

(
κ¯Π1 (R+)2 ◦ κΠ12(F)
))
= κ¯Π1 (R+)2 ◦ κ¯Π1
(
m(2,2)a
) ◦ ((κΠ12
(
i−1
)2 ◦ κΠ23(F)
)
 κΠ12(F)
)= κ¯Π1 (R+)2 ◦ F1,
where
F1 = κ¯Π1
(
m(2,2)a
) ◦ ((κΠ12
(
i−1
)2 ◦ κΠ23(F)
)
 κΠ12(F)
)
.
(5) implies that (13) is rewritten as
κ¯Π1
(
m
(2,2)
Π
) ◦ ((κΠ13
(
Ξ−1f
)2 ◦ κ¯Π3 (J)
)
 (Δ0 ◦ v1)
)
= κ¯Π1
(
m
(3,2)
Π
) ◦ (v21 
(
κ¯Π1 (R+)2 ◦ F1
)
 κ¯Π1 (J)
)
. (14)
On the other hand, applying κΠ13 to (2), we get
κ¯Π1
(
m
(2,2)
Π
) ◦ ((κΠ13
(
Ξ−1f
)2 ◦ κ¯Π3 (J)
)

(
Δ0 ◦ v′1
))
= κ¯Π1
(
m
(3,2)
Π
) ◦ ((v′1
)2 
(
κ¯Π1 (R+)2 ◦ F′1
)
 κ¯Π1 (J)
)
, (15)
where
v′1 = κΠ13(v), F′1 = κΠ13(F),
where F′1 = κΠ13(F).
The result of uniqueness (up to gauge) for solutions (F, v) ∈Πf (1 1, SS)× ×Πf (1 1,
S  1)× of Eq. (2), which was established in [EnH], Lemma 5.3, can be generalized as follows.
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Πf,f ′(1  1, S  S), F′′1 = 1 + degree > 1, v′′1 = 1 + degree > 1, is given by v1 = κ¯Π1 (mΠ) ◦
(v′′1  (κ¯Π1 (R+) ◦ v′′)), κ¯Π1 (m(2,2)a ) ◦ (F′′1  (κ¯Π1 (Δa) ◦ v′′)) = κ¯Π1 (m(2,2)a ) ◦ (v′′2  F1), where
v′′ ∈ Πf,f ′(1 1, S  1), v′′ = 1 + degree > 0.
The proof if parallel to that of [EnH], Lemma 5.3. The computation of the co-Hochschild
cohomology of (Un,f )n0 is replaced by that of (Un,f,f ′)n0, where Uf,f ′,n = Πf,f ′(1  1,
(S  S)n), and the argument of the vanishing of LBAf (id,1) is replaced by the vanishing of
LBAf,f ′(id,1).
It follows that there exists v ∈Πf,f ′(1 1, S  1), v = 1 + degree > 0, such that
v1 = κ¯Π1 (mΠ) ◦
(
v′1 
(
κ¯Π1 (R+) ◦ v
))
,
κ¯Π1
(
m(2,2)a
) ◦ (F′1 
(
κ¯Π1 (Δa) ◦ v
))= κ¯Π1
(
m(2,2)a
) ◦ (v2  F1
)
. (16)
The second of these identities is (6).
Let us now prove (7). Right composing (3) with i−1, applying κΠ23, left composing with
κΠ12(Ξ
−1
f ), and right multiplying the resulting identity by κΠ12(v) using κ¯
Π
1 (mΠ), we get
κ¯Π1
(
m
(3,1)
Π
) ◦ ((κΠ13
(
Ξ−1f
) ◦ κ¯Π3 (R+)
)

(
κΠ12
(
Ξ−1f
) ◦ κΠ23(v)
)
 κΠ12(v)
)
= κ¯Π1
(
m
(3,1)
Π
) ◦ ((κΠ12
(
Ξ−1f
) ◦ κΠ23(v)
)

(
κΠ12
(
Ξ−1f
) ◦ κ¯Π2 (R+) ◦ κΠ23
(
i−1
))
 κΠ12(v)
)
.
(17)
Right composing (3) by i−1, applying κΠ12, right composing with κΠ23(i−1), and left multiplying
by κΠ12(Ξ
−1
f ) ◦ κΠ23(v) using κ¯Π1 (mΠ), we get
κ¯Π1
(
m
(3,1)
Π
) ◦ ((κΠ12
(
Ξ−1f
) ◦ κΠ23(v)
)

(
κΠ12
(
Ξ−1f
) ◦ κ¯Π2 (R+) ◦ κΠ23
(
i−1
))
 κΠ12(v)
)
= κ¯Π1
(
m
(3,1)
Π
) ◦ ((κΠ12
(
Ξ−1f
) ◦ κΠ23(v)
)
 κΠ12(v)
(
κ¯Π1 (R+) ◦ κΠ12
(
i−1
) ◦ κΠ23
(
i−1
)))
. (18)
The first identity of (16) is rewritten as
κ¯Π1 (mΠ) ◦
((
κΠ12
(
Ξ−1f
) ◦ κΠ23(v)
)
 κΠ12(v)
)= κ¯Π1 (mΠ) ◦
(
κΠ13(v)
(
κ¯Π1 (R+) ◦ v
))
, (19)
therefore
κ¯Π1
(
m
(3,1)
Π
) ◦ ((κΠ12
(
Ξ−1f
) ◦ κΠ23(v)
)
 κΠ12(v)
(
κ¯Π1 (R+) ◦ κΠ12
(
i−1
) ◦ κΠ23
(
i−1
)))
= κ¯Π1
(
m
(3,1)
Π
) ◦ (κΠ13(v)
(
κ¯Π1 (R+) ◦ v
)

(
κ¯Π1 (R+) ◦ κΠ12
(
i−1
) ◦ κΠ23
(
i−1
)))
. (20)
Combining (17), (18) and (20), we get:
κ¯Π1
(
m
(3,1)
Π
) ◦ ((κΠ13
(
Ξ−1f
) ◦ κ¯Π3 (R+)
)

(
κΠ12
(
Ξ−1f
) ◦ κΠ23(v)
)
 κΠ12(v)
)
= κ¯Π (mΠ) ◦
(
κΠ(v)
[
κ¯Π (R+) ◦ κ¯Π (ma) ◦
(
v
(
κΠ
(
i−1
) ◦ κΠ (i−1)))]). (21)1 13 1 1 12 23
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κ¯Π1
(
m
(3,1)
Π
) ◦ ((κΠ13
(
Ξ−1f
) ◦ κ¯Π3 (R+)
)

(
κΠ12
(
Ξ−1f
) ◦ κΠ23(v)
)
 κΠ12(v)
)
= κ¯Π1
(
m
(3,1)
Π
) ◦ ((κΠ13
(
Ξ−1f
) ◦ κ¯Π3 (R+)
)
 κΠ13(v)
(
κ¯Π1 (R+) ◦ v
))
. (22)
Right composing (3) by i−1, applying κΠ13 and right multiplying by κ¯Π1 (R+) ◦ v using κ¯Π1 (mΠ),
we get
κ¯Π1
(
m
(3,1)
Π
) ◦ ((κΠ13
(
Ξ−1f
) ◦ κ¯Π3 (R+)
)
 κΠ13(v)
(
κ¯Π1 (R+) ◦ v
))
= κ¯Π1
(
m
(3,1)
Π
) ◦ (κΠ13(v)
(
κ¯Π1 (R+) ◦ κΠ13
(
i−1
))

(
κ¯Π1 (R+) ◦ v
))
= κ¯Π1 (mΠ) ◦
(
κΠ13(v)
[
κ¯Π1 (R+) ◦ κ¯Π1 (ma) ◦
(
κΠ13
(
i−1
)
 v
)])
. (23)
Combining (21), (22) and (23), we get
κ¯Π1 (mΠ) ◦
(
κΠ13(v)
[
κ¯Π1 (R+) ◦ κ¯Π1 (ma) ◦
(
v
(
κΠ12
(
i−1
) ◦ κΠ23
(
i−1
)))])
= κ¯Π1 (mΠ) ◦
(
κΠ13(v)
[
κ¯Π1 (R+) ◦ κ¯Π1 (ma) ◦
(
κΠ13
(
i−1
)
 v
)])
.
Since v is invertible for mΠ , and R+ is left invertible, this implies
κ¯Π1 (ma) ◦
(
v
(
κΠ12
(
i−1
) ◦ κΠ23
(
i−1
)))= κ¯Π1 (ma) ◦
(
κΠ13
(
i−1
)
 v
)
,
i.e., (7). 
We define the prop LBAf,f ′,f ′′ by generators μ, δ, f , f ′, f ′′, where μ ∈ LBAf,f ′,f ′′(∧2, id),
δ ∈ LBAf,f ′,f ′′(id,∧2), f,f ′, f ′′ ∈ LBAf,f ′,f ′′(1,∧2) and relations: μ, δ, f , f ′ satisfy the re-
lations of LBAf,f ′ , and (μ, δ, f + f ′, f ′′) satisfy the relation (4) satisfied by (μ, δ, f,f ′).
Define prop morphisms κijk : LBAf,f ′ → LBAf,f ′,f ′′ , κ123 : (μ, δ, f,f ′) → (μ, δ, f,f ′),
κ124 : (μ, δ, f,f ′) → (μ, δ, f,f ′ + f ′′), κ134 : (μ, δ, f,f ′) → (μ, δ, f + f ′, f ′′), κ234 : (μ, δ,
f,f ′) → (μ, δ + ad(f ), f ′, f ′′).
Define prop morphisms κ¯ij : LBAf → LBAf,f ′,f ′′ by κ¯12 : (μ, δ, f ) → (μ, δ, f ), κ¯13 : (μ, δ,
f ) → (μ, δ, f +f ′), κ¯14 : (μ, δ, f ) → (μ, δ, f +f ′ +f ′′), κ¯23 : (μ, δ, f ) → (μ, δ+ ad(f ), f ′),
κ¯24 : (μ, δ, f ) → (μ, δ + ad(f ), f ′ + f ′′), κ¯34 : (μ, δ, f ) → (μ, δ + ad(f + f ′), f ′′).
Define prop morphisms ¯¯κi : LBA → LBAf,f ′,f ′′ for i = 1, . . . ,4, by ¯¯κ1 : (μ, δ) → (μ, δ),¯¯κ2 : (μ, δ) → (μ, δ + ad(f )), ¯¯κ3 : (μ, δ) → (μ, δ + ad(f + f ′)), ¯¯κ4 : (μ, δ) → (μ, δ + ad(f +
f ′ + f ′′)).
Then κ¯ij ◦ κ1 = ¯¯κi , κ¯ij ◦ κ2 = ¯¯κj (where 1 i < j  4); we also have κ1ij ◦ κ¯1 = ¯¯κ1 (where
2  i < j  4), κ234 ◦ κ¯1 = κ12i ◦ κ¯2 = ¯¯κ2 (where i = 3,4), κi34 ◦ κ¯2 = κ123 ◦ κ¯3 = ¯¯κ3 (where
i = 1,2), κij4 ◦ κ¯3 = ¯¯κ4 (where 1 i < j  3); finally κ12i ◦κ12 = κ¯12 (i = 3,4), κ1i4 ◦κ13 = κ¯14
(i = 2,3), κi34 ◦ κ23 = κ¯34 (i = 1,2), κ134 ◦ κ12 = κ123 ◦ κ13 = κ¯13, κ234 ◦ κ12 = κ123 ◦ κ23 = κ¯23,
κ234 ◦ κ13 = κ124 ◦ κ23 = κ¯24.
Theorem 4.6.
¯¯κ1(ma) ◦
(
κΠ134(v) κΠ123(v)
)= ¯¯κ1(ma) ◦
(
κΠ124(v)
(
κ¯Π12
(
i−1
) ◦ κΠ234(v)
))
. (24)
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¯¯κΠ1
(
m(2,2)a
) ◦ (κ¯Π14(F) κΠ134(Δa ◦ v)
)
= ¯¯κΠ1
(
m(2,2)a
) ◦ (κΠ134(v)2 
(
κ¯13
(
i−1
)2 ◦ κ¯34(F)
)
 κ¯Π13(F)
)
.
Using the fact that κ¯Π13(F) = κΠ123 ◦ κΠ13(F) and the image of (6) by κΠ123, we get
¯¯κ1
(
m(3,2)a
) ◦ (κ¯Π14(F)
( ¯¯κΠ1 (Δa) ◦ κΠ134(v)
)

( ¯¯κΠ1 (Δa) ◦ κΠ123(v)
))
= ¯¯κ1
(
m(5,2)a
) ◦ (κΠ134(v)2 
(
κ¯Π13
(
i−1
)2 ◦ κ¯Π34(F)
)
 κΠ123
(
v2
)

(
κ¯Π12
(
i−1
)2 ◦ κ¯Π23(F)
)
 κ¯Π12(F)
)
.
Applying κΠ123 to (7), we get ¯¯κΠ1 (ma)◦(κ¯Π13(i−1)κΠ123(v)) = ¯¯κΠ1 (ma)◦(κΠ123(v)(κ¯Π12(i−1)◦
κ¯Π23(i
−1))), which implies that
¯¯κ1
(
m(2,2)a
) ◦ (κ¯Π14(F)
( ¯¯κΠ1 (Δa) ◦ v1
))
= ¯¯κ1
(
m(4,2)a
) ◦ (v21 
(
κ¯Π12
(
i−1
)2 ◦ κ¯Π23
(
i−1
)2 ◦ κ¯Π34(F)
)

(
κ¯Π12
(
i−1
)2 ◦ κ¯Π23(F)
)
 κ¯Π12(F)
)
, (25)
where v1 = ¯¯κ1(m(2,1)a ) ◦ (κΠ134(v) κΠ123(v)).
Applying κΠ124 to (6), we get
¯¯κΠ1 (ma)(2,2) ◦
(
κ¯Π14(F)
( ¯¯κΠ1 (Δa) ◦ κΠ124(v)
))
= ¯¯κΠ1
(
m(3,2)a
) ◦ (κΠ124
(
v2
)

(
κ¯12
(
i−1
)2 ◦ κ¯24(F)
)
 κ¯12(F)
)
, (26)
and applying κΠ234 to the same identity, we get
¯¯κΠ2
(
m(2,2)a
) ◦ (κ¯24(F)
( ¯¯κΠ2 (Δa) ◦ κΠ234(v)
))
= ¯¯κΠ2
(
m(3,2)a
) ◦ (κ234
(
v2
)

(
κ¯23
(
i−1
)2 ◦ κ¯34(F)
)
 κ¯23(F)
)
.
Since ¯¯κ2(ma) = κ¯12(i) ◦ ¯¯κ1(ma) ◦ (κ¯12(i)2)−1, we get
¯¯κΠ1
(
m(2,2)a
) ◦ ((κ¯12
(
i−1
)2 ◦ κ¯24(F)
)

(
κ¯12
(
i−1
)2 ◦ ¯¯κΠ2 (Δa) ◦ κΠ234(v)
))
= ¯¯κΠ1
(
m(3,2)a
) ◦ ((κ¯12
(
i−1
)2 ◦ κΠ234
(
v2
))

(
κ¯12
(
i−1
)2 ◦ κ¯23
(
i−1
)2 ◦ κ¯34(F)
)

(
κ¯12
(
i−1
)2 ◦ κ¯23(F)
))
.
Right multiplying this identity by κ¯12(F) using ¯¯κΠ1 (ma), and using ¯¯κΠ1 (ma) ◦ ([κ¯Π12(i−1)2 ◦
¯¯κΠ2 (Δa)] κ¯Π (F)) = ¯¯κΠ1 (ma) ◦ (κ¯Π (F) [ ¯¯κΠ1 (Δa) ◦ κ¯Π (i−1)]), we get12 12 12
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(
m(3,2)a
) ◦ ((κ¯12
(
i−1
)2 ◦ κ¯24(F)
)
 κ¯Π12(F)
( ¯¯κΠ1 (Δa) ◦ κ¯Π12
(
i−1
) ◦ κΠ234(v)
))
= ¯¯κΠ1
(
m(4,2)a
) ◦ ((κ¯12
(
i−1
) ◦ κΠ234(v)
)2 
(
κ¯12
(
i−1
)2 ◦ κ¯23
(
i−1
)2 ◦ κ¯34(F)
)

(
κ¯12
(
i−1
)2 ◦ κ¯23(F)
)
 κ¯Π12(F)
)
.
Right multiplying (26) by ¯¯κΠ1 (Δa) ◦ κ¯Π12(i−1) ◦ κΠ234(v) using ¯¯κ1(ma), we then get
¯¯κ1
(
m(2,2)a
) ◦ (κ¯Π14(F)
( ¯¯κΠ1 (Δa) ◦ v2
))
= ¯¯κ1
(
m(4,2)a
) ◦ (v22 
(
κ¯Π12
(
i−1
)2 ◦ κ¯Π23
(
i−1
)2 ◦ κ¯Π34(F)
)

(
κ¯Π12
(
i−1
)2 ◦ κ¯Π23(F)
)
 κ¯Π12(F)
)
, (27)
where v2 = ¯¯κ1(m(2,1)a ) ◦ (κΠ124(v) (κ¯Π12(i−1) ◦ κΠ234(v))).
There exists a unique w ∈ Πf,f ′,f ′′(1 1, S  1), of the form w = 1 + degree > 0, such that
v1 = ¯¯κΠ1 (ma) ◦ (w v2). Then (25) and (27) imply that
¯¯κΠ1
(
m(2,2)a
) ◦ (κ¯Π14(F)
( ¯¯κΠ1 (Δa) ◦ w
))= ¯¯κΠ1
(
m(2,2)a
) ◦ (w2  κ¯Π14(F)
)
,
i.e., w′ := κ¯14(i) ◦ w satisfies (w′)2 = ¯¯κ4(Δa) ◦ w′.
Identity (24) now follows from:
Proposition 4.7. If x ∈Πf,f ′,f ′′(1 1, S  1) is of the form X = 1 + degree > 0 and if x2 =¯¯κ4(Δa) ◦ x, then x = 1.
Proof. LBAf,f ′,f ′′ is equipped with a prop automorphism ι, where ι2 = id, uniquely defined my
(μ, δ, f,f ′, f ′′) → (μ, δ+ ad(f +f ′ +f ′′),−f ′′,−f ′,−f ). Then ι◦ ¯¯κ4 = ¯¯κ1. Set y := ιΠ (x),
then ¯¯κΠ1 (y) = y2.
The prop LBAf,f ′,f ′′ is equipped with a degree, such that deg(μ) = 0 and deg(δ) = deg(f ) =
deg(f ′) = deg(f ′′) = 1. We then decompose y = 1 + y1 + · · · for this degree. Assume that we
showed y1 = · · · = yn−1 = 0. We then get: yn  1 + 1 yn = the degree n part of ¯¯κΠ1 (Δa) ◦ yn,
i.e., = Δ0 ◦ yn. According to the computation of the co-Hochschild cohomology of the complex
S⊗0 → S → S⊗2 → ·· · of Schur functors, we get yn ∈ Πf,f ′,f ′′(11, id1) ⊂ Πf,f ′,f ′′(11,
S  1).
The degree n + 1 part of the equation ¯¯κΠ1 (Δa) ◦ y = y2 then yields (degree n + 1 part of
Δ0 ◦ yn+1 + ¯¯κΠ1 (Δa) ◦ yn) = yn+1  1 + 1 yn+1. Antisymmetrizing, we get δ ◦ yn = 0.
We then show:
Lemma 4.8. The map LBAf,f ′,f ′′(1, id) → LBAf,f ′,f ′′(1,∧2), y → δ ◦ y is injective.
Proof. As in [EnH], we will construct a retraction of this map. As in [EnH], one shows
that LBAf,f ′,f ′′(F,G) is the cokernel of LBA(C ⊗ D ⊗ F,G) → LBA(C ⊗ F,G), x → x ◦
([(idC p)◦ΔC] idF ) where C = S(∧2 ⊕∧2 ⊕∧2), D = ∧3 ⊕∧3 ⊕∧3 ΔC :C → C⊗2 is in-
duced by the coalgebra structure of S, and p ∈ LBA(C,D) =⊕ LBA(Sk ◦ (∧2 ⊕∧2 ⊕∧2),k0
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to ∧3(a)⊕3 → ∧3(a)⊕3,
(
fa, f
′
a, f
′′
a
) → ((δa ⊗ ida)(fa) + c.p., (δa ⊗ ida)
(
f ′a
)+ c.p., (δa ⊗ ida)
(
f ′′a
)+ c.p.),
where c.p. means cyclic permutation, and for k = 2 is specializes to S2(∧3(a)⊕3) → ∧3(a)⊕3,
(
fa, f
′
a, f
′′
a
)⊗2 → ([f 12a , f 13a
]+ c.p., [f 12a , f ′13a + f ′23a
]+ [f ′12a , f ′13a
]+ c.p.,
[
f 12a + f ′12a , f ′′13a + f ′′23a
]+ [f ′′12a , f ′′13a
]+ c.p.).
Since left and right compositions commute, we have a commutative diagram,
LBA(C ⊗ D, id) δ◦− LBA(C ⊗ D,∧2)
LBA(C, id)
δ◦−
LBA(C,∧2)
whose vertical cokernel is the map LBAf,f ′,f ′′(1, id) → LBAf,f ′,f ′′(1,∧2), y → δ ◦ y.
For any Schur functor A, we will construct a retraction rA : LBA(A,∧2) → LBA(A, id) of
the map LBA(A, id) → LBA(A,∧2), such that the diagram
LBA(C ⊗ D,∧2) rC⊗D LBA(C ⊗ D, id)
LBA(C,∧2) rC LBA(C, id)
(28)
commutes. The vertical cokernel of this map is then the desired retraction.
We have LBA(A, id) =⊕Z∈Irr(Sch) LCA(A,Z) ⊗ LA(Z, id). As in [EnH], one shows that
LCA(Z, id⊗Z) is 1-dimensional, and one constructs an element δZ ∈ LCA(Z, id⊗Z), such that
the component (Z′,Z′′) = (id,Z) of the map LA(Z, id) δ◦−−−→ LBA(Z,∧2) ⊂ LBA(Z, id⊗2) ⊕
Z′,Z′′∈Irr(Sch) LCA(Z,Z′ ⊗ Z′′) ⊗ LA(Z′, id) ⊗ LA(Z′′, id) is λ → δZ ⊗ idid ⊗ λ.
It follows that the component Z → (Z′,Z′′) = (id,Z) of the map ⊕Z∈Irr(Sch) LCA(A,Z) ⊗
LA(Z, id)  LBA(A, id) δ◦−→ LBA(A,∧2) ⊂ LBA(A, id⊗2)  ⊕Z′,Z′′∈Irr(Sch) LCA(A,Z′ ⊗
Z′′) ⊗ LA(Z′, id) ⊗ LA(Z′′, id) is κ ⊗ λ → (λ ◦ δZ) ⊗ idid ⊗ κ .
Dually to [EnH], we construct a retraction of the map λ → λ◦δZ ; it gives rise to the section rA.
One then proves the commutativity of (28) as in [EnH].
This ends the proof of the lemma, and therefore also of Proposition 4.7 and Theorem 4.6. 
We now draw the consequences of the results of the previous subsection for the quantization
of twists of Lie bialgebras.
Let a = (a,μa, δa) be a Lie bialgebra. Its quantization is Q(a) = (S(a)h¯,m(a),Δ(a)),
where m(a) := ma(μa, h¯δa), Δ(a) := Δa(μa, h¯δa). We set F(a, fa) := F(μa, h¯δa, h¯fa),
i(a, fa) := i(μa, h¯δa, h¯fa).
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m(afa) = i(a, fa) ◦ m(a) ◦
(
i(a, fa)⊗2
)−1
,
Δ(afa) = i(a, fa)⊗2 ◦ Ad
(
F(a, fa)
) ◦ Δ(a) ◦ i(a, fa)−1,
(
F(a, fa) ⊗ 1
) ∗ (Δ(a) ⊗ id)(F(a, fa)
)= (1 ⊗ F(a, fa)
) ∗ (id ⊗ Δ(a))(F(a, fa)
)
(where the product m(a) is denoted ∗).
Assume that f ′a is a twist of afa . Then Theorem 4.4 implies that v(a, fa, f ′a) := v(μa, h¯δa,
h¯fa, h¯f
′
a) satisfies
F
(
a, fa + f ′a
)= v(a, fa, f ′a
)⊗2 ∗ (i(a, fa)⊗2
)−1(F
(
afa , f
′
a
))
∗ F(a, fa) ∗ Δ(a)
(
v
(
a, fa, f
′
a
))−1
,
i
(
a, fa + f ′a
)= i(afa , f ′a
) ◦ i(a, fa) ◦ Ad
(
v
(
a, fa, f
′
a
)−1)
(in both equalities, m(a) in understood; it is denoted ∗ in the first equality).
Finally, Theorem 4.6 implies that if f ′′a is a twist of afa+f ′a , then
v
(
a, fa + f ′a, f ′′a
) ∗ v(a, fa, f ′a
)= v(a, fa, f ′a + f ′′a
) ∗ i(a, fa)−1
(
v
(
afa , f
′
a, f
′′
a
))
.
5. Quantization of Γ -Lie bialgebras
5.1. Assume that (a, θ, f ) is a Γ -Lie bialgebra. We construct its quantization as follows. Set
A = S(a) ⊗ kΓ h¯. We set [x|γ ] := x ⊗ γ , [x ⊗ x′|γ, γ ′] := (x ⊗ γ ) ⊗ (x′ ⊗ γ ′) ∈ A⊗2.
There are unique linear maps m :A⊗2 → A and Δ :A → A⊗2, such that
m : [x|γ ][x′|γ ′] → [x ∗ i(a, fγ )−1
(
θγ (x
′)
) ∗ v(a, fγ ,∧2(θγ )(fγ ′)
)−1∣∣γ γ ′
]
Δ : [x|γ ] → [Δ(a)(x) ∗ F(a, fγ )−1
∣∣γ, γ
]
.
The unit for A is [1|e], and the counit is the map [x|γ ] → δγ,eε(x) (recall that ∗ denotes the
product m(a) on S(a)h¯ or its tensor square).
Proposition 5.1. This defines a bialgebra structure on A, quantizing the co-Poisson bialgebra
structure induced by (a, θ, f ).
Proof. This follows from the above relations on twists. 
5.2. Propic version
The quantization of Γ -Lie bialgebras has a propic version, which we now describe.
Define LAΓ as the prop with generators μ ∈ LA(∧2, id) and θγ ∈ LA(id, id)×, and rela-
tions: Jacobi identity on μ, Γ → LAΓ (id, id)×, γ → θγ is a group morphism, and ∧2(θγ ) ◦
μ ◦ θ−1 = μ.γ
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LBAΓ (id, id) and fγ ∈ LBA(1,∧2), and relations: (μ, δ) satisfy the relations of the prop LBA,
(μ, (θγ )γ , (fγ )γ ) satisfy the relations of LAΓ ; for each γ ∈ Γ , (μ, δ, fγ ) satisfy the defining
relations of LBAf , as well as ∧2(θγ ) ◦ δ ◦ θ−1γ = δ + ad(fγ ), and for each pair γ, γ ′ ∈ Γ ,
fγγ ′ = fγ + ∧2(θγ ) ◦ fγ ′ .
Define the prop BialgΓ of Γ -bialgebras as follows. When Γ is finite, in addition to the gen-
erators m,Δ,ε, η of Bialg, it has generators eγ ∈ BialgΓ (id, id), and the additional relations are∑
γ∈Γ eγ = idid, eγ ◦ eγ ′ = δγ γ ′eγ , m ◦ (eγ  eγ ′) = eγ γ ′ ◦m, Δ ◦ eγ = e2γ ◦Δ, eγ ◦ η = δγ eη,
ε ◦ eγ = δeγ ε.
In general, BialgΓ is defined as follows. If S is a set, define SchS as the category of polyno-
mial Schur functors VectS → V of the form (Vs)s∈S →⊕(Zs) M(Zs)⊗(
⊗
s∈S Zs(Vs)), where Zs
are almost all 1 (the unit Schur functor 1(V ) = k). Then SchS is a symmetric tensor category.
We define an S-prop as a symmetric tensor category P together with a natural transformation
SchS → P , which is the identity on objects. An S-prop may be defined by generators and re-
lations. Then Bialg(Γ ) is the Γ -prop defined by generators mγ,γ ′ ∈ Bialg(Γ )(idγ  id′γ , idγ γ ′),
Δγ ∈ Bialg(Γ )(idγ , id2γ ), ε ∈ Bialg(Γ )(ide,1), η ∈ Bialg(Γ )(1, ide), and the relations derived
from the finite case. The diagonal embedding Vect → VectΓ gives rise to a functor Δ : Sch →
SchS , and we set BialgΓ (F,G) := Bialg(Γ )(Δ(F ),Δ(G)).
Then any EK quantization functor gives rise to a prop morphism BialgΓ → S(LBAΓ )Γ with
suitable classical limit properties. A group morphism Γ → Γ ′ gives rise to a commutative dia-
gram
BialgΓ S(LBAΓ )Γ
BialgΓ ′ S(LBAΓ ′)Γ
′
.
We have therefore a quantization functor {group Lie bialgebras} → {quasi-cocommutative group
bialgebras} (where both sides are full subcategories of {co-Poisson cocommutative bialgebras}
and {quasi-cocommutative bialgebras}).
5.3. Quantization of quasi-triangular Γ -Lie bialgebras
We defined a quasi-triangular Γ -Lie bialgebra as a triple (a, ra, θa), where (a, ra) be a
quasi-triangular Lie bialgebra (i.e., ra ∈ a⊗2 satisfies the classical Yang–Baxter identity, and
ta := ra + r21a is a-invariant), and θa :Γ → Aut(a, ta) be an action of Γ by Lie algebra auto-
morphisms of a, preserving ta. It gives rise to a Γ -Lie bialgebra, with δ(x) = [r, x1 + x2] and
fγ := θ⊗2γ (ra) − ra.
In that case a quantization can be constructed directly: we set A = U(a)Γ h¯, the product is
undeformed, and the coproduct is Δ(x) = J(h¯ra)Δ0(x)J(h¯ra)−1 (Δ0 is the standard coproduct).
Denote by qtΓ the prop of quasi-triangular Γ -Lie bialgebras, and by qtΓ its completion.
We have a natural prop morphism LBAΓ → qtΓ . We claim that the prop morphisms BialgΓ →
S(qtΓ )Γ (the above direct construction) and the composed morphism BialgΓ → S(LBAΓ )Γ →
S(qtΓ )Γ are equivalent (i.e., can be obtained from each other using an inner automorphism of
S(qtΓ )Γ ).
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Lie bialgebra and let fa ∈ ∧2(a) be a twist. According to [EK], there exists an invert-
ible j(a, ra) :U(a)h¯ → S(a)h¯, such that m(a) = j(a, ra) ◦ m0 ◦ (j(a, ra)⊗2)−1, Δ(a) =
j(a, ra)⊗2 ◦Ad(J(h¯ra))◦Δ0 ◦ j(a, ra)−1. Then one proves that j(a, ra +fa) = i(a, fa)◦ j(a, ra)◦
Ad(v(a, ra)−1), and J(a, ra + fa) = (v(a, ra) ⊗ v(a, ra)) ∗ (j(a, ra)⊗2)−1(F(a, fa)) ∗ J(a, ra) ∗
Δ0(v(a, ra))−1 (here ∗ is the undeformed product on U(a)⊗2h¯).
5.4. Open questions
Let a be a simple Lie algebra and let W˜ be its extended Weyl group. One expects that the
only possible quantization of U(a)× W˜ is the Majid–Soibelman algebra of a. When a is a Mac–
Moody Lie algebra, one expects that if Q is any EK quantization functor, then Q(a, W˜ ) is the
Majid–Soibelman algebra of a.
Both statements are analogues of well-known results [Dr,EK6].
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