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Az összetett reakciómechanizmusok számítógépes szimulációja lehet vé teszi, hogy a 
reakciókinetikai ismereteket felhasználják vegyipari, energetikai, és környezetvédelmi prob-
lémák megoldására. Legalább ilyen lényeges, hogy a szimulációk eredményei új, más úton el 
nem érhet  kémiai ismereteket adhatnak. Mindkét esetben alapvet  fontosságú, hogy megtud-
juk, mennyire megbízhatók a kapott számítási eredmények. Egy mechanizmus lehet pontatlan 
azért, mert lényeges reakciólépések hiányoznak bel le, és azért is, mert minden fontos reak-
ciólépés szerepel ugyan benne, de az alkalmazott paraméterek nem pontosak. Az nehezen jó-
solható meg, hogyan változna meg a modell eredménye, ha további − jelenleg nem ismert − 
reakciólépéseket is bevennénk a mechanizmusba. Bizonytalanságanalízissel vizsgálható 
azonban, hogy mi a következménye annak, ha a felhasznált paramétereket nem ismerjük pon-
tosan.  
A szakirodalomban fellelhet  troposzférakémiai és égéskémiai rendszerek bizonytalanság-
analízis vizsgálatai során szinte kivétel nélkül - kell  információk hiányában – feltételezik, 
hogy a kinetikai modellek paramétereinek valószín ségi s r ségfüggvényei függetlenek. A 
bizonytalanságanalízissel vizsgált reakciókinetikai rendszerek modellparaméterei azonban va-
lójában általában nem függetlenek, így az együttes valószín ségi s r ségfüggvényükre van 
szükség a vizsgálatukhoz. Az els  lépés ebbe az irányba a kémiai reakciók sebességi együtt-
hatói Arrhenius-féle paramétereinek együttes valószín ségi s r ségfüggvényének el állítása. 
Ezzel a témával foglalkozik értekezésem els  része. 
A gázkinetika fejl désének egyik következménye, hogy a szénhidrogének és más szerves 
vegyületek égését leíró reakciómechanizmusok egyre nagyobbá válnak. Különösen az ala-
csonyh mérséklet  égést és gyulladást leíró modellek igényelnek olyan mechanizmusokat, 
amelyek több száz, s t akár több ezer anyagfajtát és több tízezer reakciót tartalmaznak. Majd-
nem minden, az irodalomban közölt részletes reakciómechanizmus tartalmaz felesleges 
anyagfajtákat és reakciókat [1]. Ennek egyik oka, hogy a mechanizmusok összeállítói a biz-
tonság kedvéért olyan anyagfajtákat és reakciókat is bevesznek a mechanizmusba, amelyek 
fontossága nem bizonyított. Másrészt a részletes mechanizmusokat általában körülmények 
széles tartományán tesztelik, de rendszerint csak egy sz k tartományban alkalmazzák, ebben a 
sz kebb tartományban pedig csak az anyagfajták és reakciók egy részére van szükség. 
A reakciómechanizmust rendszerint egy összetett modell részeként alkalmazzák (pl. cs re-
aktor, lamináris láng vagy jólkevert reaktor).  A reakciókinetikai szimulációkban a megoldást 
térben illetve id ben kiválasztott pontokban határozzák meg. Például a nulla-dimenziós nem-
 6
stacionárius problémáknál számos id pontot, míg stacionárius térbeli problémáknál térbeli 
pontokat választanak. A mechanizmusredukció célja, hogy az összetett modellre csaknem 
azonos megoldást kapjunk ezekben a pontokban egy kisebb mechanizmus használatával. Ér-
tekezésem második felében a mechanizmusredukció problémakörének két részterületén szá-




2. Irodalmi áttekintés 
2.1. Reakciókinetikai paraméterek bizonytalansága 
 A bizonytalanságanalízis általános feladata, hogy a modell paramétereinek ( p  vektor) 
együttes valószín ségi s r ségfüggvénye (evsf) ismeretében meghatározzuk a modell szimu-
lációs eredményeinek együttes valószín ségi s r ségfüggvényét. A lokális bizonytalanság-
analízis azt vizsgálja, hogy mekkora a paraméterek névleges értékük körüli sz k tartomány-
ban történ  megváltoztatásának hatása a modell eredményére. Ez nemlineáris modellek esetén 
csak akkor ad pontos eredményt, ha a vizsgált paraméterek bizonytalansága kicsi, mert csak 
ekkor terjed tovább a változás jó közelítéssel lineárisan a modell eredményére. A globális bi-
zonytalanságanalízis vizsgálatának tárgya, hogy mekkora a modellparaméterek változtatásá-
nak hatása a modell eredményeire a lehetséges értékeik teljes tartományában. Módszerei bo-
nyolultabb programokat és sokkal több számítógép-id t igényelnek, de tetsz leges paraméter-
bizonytalanság hatását képesek felmérni. Számos módszer létezik a globális bizonytalanság-
analízisre, így például a Fourier Amplitude Sensitivity Test (FAST), a Sobol-indexek módsze-
re, és a Monte-Carlo-analízis. A felsorolt módszerek leírása és jellemzése megtalálható egy 
nemrégiben megjelent monográfiában [2].  
A Monte-Carlo-módszert már több esetben alkalmazták a légkörkémiában és égési reakci-
ók kinetikájának vizsgálatában. A Monte-Carlo-módszer lényege, hogy sok, jellemz en több 
tízezer paraméterkészletet jelölnek ki véletlenszer en a modell paramétereinek evsf-ének 
megfelel en. A szimulációkat végrehajtják minden egyes paraméterkészlettel, és statisztikai 
módszerekkel jellemzik a modell eredményeit. A Monte-Carlo-módszer el nye, hogy a szi-
mulációk számának növelésével a módszer pontossága tetszés szerint növelhet , és a módszer 
alkalmazható akkor is, ha a paraméterek bizonytalansága nagy és azok er sen korreláltak. A 
módszer hátránya, hogy az egyes paraméterek hatására csak korlátozott mértékben kapunk in-
formációt. 
A Monte-Carlo-módszer egy továbbfejlesztett változata a latin-hiperkocka elrendezés  
mintavételt alkalmazza a paraméterkészletek kiválasztására. Ennél a mintavételi eljárásnál 
minden paraméter tartományát egyenl  valószín ség  sávokra osztják fel. Ezek után a para-
méterkészleteket az evsf alapján véletlenszer en választják ki, azzal a megkötéssel, hogy egy 
sávból egyszer választanak ki paraméterértéket. Ez az eljárás biztosítja, hogy ne sorsoljunk ki 
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egymáshoz közeli paraméterkészleteket, így viszonylag kevés szimuláció esetén is hatéko-
nyan vizsgáljuk a modell viselkedését az egész paramétertérben.  
Reakciókinetikai rendszerek sebességi paramétereit mindig csak valamekkora véges bi-
zonytalansággal lehet meghatározni, függetlenül attól, hogy mérésekb l vagy elméleti számo-
lásokból származnak-e. A mért sebességi paraméterek közölt bizonytalansága rendszerint a 
mérési adatok szórását tükrözik csak, ezzel szemben az ún. kiértékelt sebességi paraméterek 
számos (olykor több tucat vagy több száz) mérésen és számoláson alapulnak, így figyelembe 
tudják venni az egyes meghatározások szisztematikus hibáit. A kiértékelt kinetikai adatok 
gy jteményeiben szerepl  bizonytalanság információk valóságosabb képet adnak a reakció 
sebességi együtthatójára vonatkozó ismereteinkr l, mint az egyedi mérések illetve számolá-
sok becsült hibája.  
 Folyadékfázisú kinetikában és légkörkémiában a k  sebességi együttható h mérsékletfüg-
gését ( )RTEAk /exp −=  Arrhenius-féle egyenlettel írják le, ahol A  a preexponenciális té-
nyez , E  az aktiválási energia, R  a gázállandó és T a h mérséklet. Magas h mérséklet  
gázkinetikai rendszerekben, mint az égési és a pirolízis rendszerek, a sebességi együttható 
h mérsékletfüggését rendszerint a ( )RTEATk n /exp −=  kiterjesztett Arrhenius-féle egyenlet 
formában adják meg. Ezt az egyenletet néha a ( )RTCBTk n /exp −=  formában használják, 
ezzel hangsúlyozva, hogy a B  és C  paraméterek fizikai jelentése nem azonos a 
preexponenciális tényez vel és az aktiválási energiával. Található néhány gázfázisú elemi re-
akció, amelyek sebességi együtthatójának h mérséklett l való függése a nATk =  hatványki-
fejezéssel, és olyanok is, amelyeké a Ak =  kifejezéssel írható le. Levezetéseinkben az általá-
nosságra törekedve ( )RTEATk n /exp −=  alakot fogjuk használni, ami lehet vé teszi a mind 
a négy említett sebességi kifejezés egységes tárgyalását. 
Ez a fejezet azt a kérdést vizsgálja, hogy hogyan származtatható a k sebességi együttható 
bizonytalanságának h mérsékletfüggéséb l az EnA ,,  Arrhenius-féle paraméterek együttes 
valószín ségi s r ségfüggvénye (evsf). Számos gyakorlati szempontból fontos területen, mint 
a légkörkémia, az égéstudomány és a vegyipar, gázkinetikai szimulációkat végeznek, és azok 
számszer  eredményeit felhasználják. Bizonytalan sebességi paraméterek bizonytalanságot 
okoznak a szimulációs eredményekben. Egy szimuláció fontos eredménye a várható érték 
mellett annak becsült bizonytalansága is. Az Arrhenius-féle paraméterek bizonytalanságának 
megfelel  jellemzése lehet csak az alapja egy realisztikus reakciókinetikai bizonytalanságana-
lízisnek. 
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 Az Arrhenius-féle paraméterek bizonytalanságának vizsgálata során Héberger és munka-
társai [3] arra következtetésre jutottak, hogy a mérések alapján meghatározott Arrhenius-féle 
paraméterek általában er sen korreláltak. A mért sebességi együtthatók bizonytalanságát 
normális eloszlást követ  véletlen zaj hozzáadásával szimulálták és az így kapott adatsor alap-
ján határozták meg az Arrhenius-féle együtthatókat. Najm és munkatársai [4] numerikusan 
szimulálták sztöchiometrikus metán−leveg  gázelegyek gyulladását a GRI 3.0 mechanizmust 
alkalmazva [5]. A számított CH4 koncentrációkat mérési adatoknak tekintve véletlen normális 
eloszlású zajt adtak hozzá. Ezután egy egylépéses globális reakcióhoz tartozó, transzformált 
Aln és Eln  Arrhenius-féle paraméterek evsf-ét Markov-lánc Monte Carlo (Markov Chain 
Monte Carlo (MCMC)) módszerrel határozták meg. Er s lineáris korrelációt találtak a transz-
formált paraméterek közt és megállapították, hogy az evsf-ük jó közelítéssel leírható kétválto-
zós normális eloszlással. Az itt bemutatott megközelítés eltér Héberger és munkatársai vala-
mint Najm és munkatársai módszerét l és problémafelvetését l, mivel itt az adatkiértékelé-
sekben megadott sebességi együttható bizonytalanságokat hozzuk az Arrhenius-féle paramé-
terek korrelált bizonytalanságával kapcsolatba. 
 A gázkinetikai adatgy jtemények nem csak az Arrhenius-féle paraméterek javasolt értékeit 
adják meg, hanem az azokból számítható sebességi együttható h mérsékletfügg  megbízható-
ságát is jellemzik. A megadott h mérséklettartományok egyszerre adják meg a sebességi kife-
jezések és azok bizonytalanságának érvényességi tartományát. Baulch és munkatársai égéstu-
dományi reakciók kiértékelt gy jteményeit közölték [6-8]. Légkörkémiában kinetikai adatok 
kiértékelését a JPL (Jet Propulsion Laboratory) egy munkacsoportja [9], és az IUPAC 
Gázkinetikai adatkiértékel  albizottsága (IUPAC Subcommittee for Gas Kinetic Data 
Evaluation) (l. a [10] weboldalt) végezte. Az IUPAC kiértékelések Atkinson és munkatársai 
cikkeiben is megjelentek [11-14].  
Az áttekint  égéstudományi cikkek, a JPL és az IUPAC kiértékelések eltér , de kapcsolat-
ba hozható módon jellemzik a sebességi együtthatók bizonytalanságát. Baulch és munkatársai 
áttekint  cikkeikben [6-8]) a reakciók sebességi együtthatójának bizonytalanságát 
egy f számmal jellemezték az alábbi módon: 
( ) ( )0max10min010 loglog kkkkf ==  (2.1) 
ahol 0k  a reakció sebességi együtthatójának javasolt értéke, és mink  és maxk  pedig a lehetsé-
ges széls séges értékei; a ],[ maxmin kk  intervallumon kívül es  értékeket fizikailag nem lehet-
ségesnek tekintették a kiértékel k. Ez a megadás 0k  körül szimmetrikus bizonytalanságot fel-
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tételez k  értékére logaritmikus skálán tekintve. Egyes égéstudományi kinetikai adatkiértéke-
lésekben egyes reakciókra h mérséklet független f , másokra különböz  h mérsékleteken 
különböz  f  értékeket javasolnak. Más égéstudományi adatgy jteményekben a bizonytalan-
ságot hasonló módon definiálták (lásd például [15], [16]), esetenként az ff 10=′  számot 
megadva. 
Egyes bizonytalanságanalízis vizsgálatoknál [17-19] feltételezték, hogy a k10log  mint va-
lószín ségi változó legkisebb és legnagyobb értéke az átlagtól a σ± 3  értékkel, azaz három 
szórással való eltérésnek feleltethet  meg. Így a bizonytalansági tényez b l a sebességi 
együttható természetes alapú logaritmusának ( kln ) szórása bármely h mérsékleten kiszámít-
ható [19]: 
( ) ( )Tfk
3
1
log10 =σ    ( ) ( )Tfk 3
10ln
ln =σ  (2.2) 
  Számos, égési rendszerek bizonytalanságanalízisével foglalkozó munkában σ± 3  értéknél 
csonkolt normális eloszlást tételeztek fel kln -ra [20-22]. Ez azt jelenti, hogy kln  minimális 
és maximális értékei ( )kk ln3ln 0 σ−  és ( )kk ln3ln 0 σ+  lehetnek és az ezeken a határokon 
túli paraméterértékek fizikailag nem lehetségesek. Hasonló módon, de σ± 2 levágással feltéte-
leztek normális eloszlást légkörkémiai rendszerekben [23-24]. Valójában a csonkolt normális 
eloszlás csak egy feltevés, hiszen nem áll rendelkezésre elegend  mérési adat egyik sebességi 
együtthatóra sem a feltevés meger sítésére vagy megcáfolására. Azt azonban feltételezhetjük, 
hogy az 0ln k  javasolt érték a legvalószín bb érték és a vsf simán (folytonosan differenciálha-
tóan) csökken nullára kln -ban a széls séges minln k  és maxln k értékek felé tartva. 
 Az f bizonytalansági tényez t alkalmazták a GRI mechanizmus létrehozásánál is. Míg a 
GRI mechanizmus 2.11 verziója [25] csak a földgáz gyulladását és égését írta le, addig a GRI 
3.0 [5] már leírja a nitrogénvegyületek képz dését is földgáz égésénél. A GRI mechanizmu-
sok kifejlesztésénél el ször azonosították azokat a sebességi együtthatókat, amelyekre nagy-
mértékben érzékeny volt a rendszer egy sor kísérlet körülményeinél. Ezek után 
az A preexponenciális tényez t úgy hangolták a bizonytalansági tényez k által meghatározott 
tartományban, hogy a kísérleti eredményeket a lehet  legpontosabban adja vissza a mecha-
nizmus. Sheen és munkatársai [26] hasonló sebességi együttható optimalizálást hajtottak vég-
re az etilén égését leíró mechanizmuson. Frenklach és munkatársai közöltek egy sor olyan 
cikket (l. a [27] cikk hivatkozásait), amelyben reakciókinetikai adatok feldolgozását tárgyal-
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ják mér csoportok együttm ködésével (data collaboration). Ennek a megközelítésnek is az 
egyik kiindulópontja az f bizonytalansági tényez  alkalmazása.  
Az IUPAC légkörkémiai kinetikai adatkiértékelésekben [10-14] a sebességi együtthatók 
bizonytalanságának h mérsékletfüggését a következ  módon adták meg: 
( ) ( ) ( )101010 10lnlog
−− −⋅+== TTgdTdTk  (2.3) 
ahol K2980 =T , ( )0100 log Tkd Δ=  a 0T h mérsékleten vett bizonytalanság, g  pedig az akti-
válási h mérséklet ( RE ) bizonytalanságát jellemzi. A g  és ( )Td  bizonytalanságok az RE  





k =σ   ( )Tdk
2
10ln




RE =σ  (2.5) 
A σ± 2  és σ± 3  konfidencia intervallumok 95%-os és 99.7%-os statisztikai biztonságot je-
lentenek normális eloszlás esetén. Az IUPAC-féle bizonytalanság-megadással az a probléma, 
hogy szobah mérséklet felett, 0d értékt l indulva folyamatosan csökken a javasolt bizonyta-
lanság. A legtöbb reakciónál ez a csökkenés nem jelent problémát a megadott h mérsékleti 
tartományban, de találhatók reakciók is, amelyeknél igen. Például a [14] cikkben szerepl  
R266-os számú HO + CH3I → H2O + CH2I reakcióra a megfelel  bizonytalanságadatok 
( ) 2log 0100 ±=Δ= Tkd , K430270 −=T , 500±=g , amelyekb l ( ) 067.0K430 −=d  követke-
zik. Mivel d értékének pozitívnak kell lennie, ezért az egyenlet által számított bizonytalanság 
nem értelmezhet .  Az IUPAC-féle bizonytalanság megadás alkalmasságát a 3.1.3 fejezetben 
részletesebben is tárgyaljuk. 
 A legfrissebb JPL adatkiértékelések (legutóbbi közülük a [9] közlemény) áthidalják ezt a 
problémát úgy, hogy az abszolút értékét veszik a h mérséklet reciprokok különbségének. Eb-
ben a megközelítésben, a sebességi együttható ( )Tf JPL  bizonytalansági tényez jének h mér-
sékletfüggése az alábbi kétparaméteres kifejezéssel adható meg: 
( ) ( ) ( )1010JPLJPL exp −− −= TTgTfTf  (2.6) 
ahol KT 2980 = és ( )0JPL0,JPL Tff = . A természetes logaritmusát véve az egyenletnek: 
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( ) 1010,JPLJPL lnln −− −+= TTgfTf  (2.7) 
Az egy σ -nak megfelel  konfidencia intervallum alsó illetve fels  határa úgy kapható meg 
bármely h mérsékleten, ha megszorozzuk, illetve elosztjuk a javasolt sebességi együttható ér-
téket az adott h mérsékleten a hozzátartozó ( )Tf  értékkel.  
( )( )Tfk JPLln)(ln =σ  (2.8) 
A JPL-féle bizonytalanság-megadás arra tényre épít, hogy a sebességi együtthatók szinte 
majdnem mindig szobah mérsékleten ismertek a legnagyobb biztonsággal és t le távolodva 
általában kevésbé, mivel kevesebb mérési adat áll rendelkezésre. Néhány reakció sebességi 
együtthatójára logaritmikus skálán nézve aszimmetrikus fels  és alsó bizonytalansági határo-
kat adtak meg. Az abszolútérték-függvény bevezetése a (2.6) egyenletben újabb problémákat 
vet fel, amit a 3.1.3. fejezetben fogunk tárgyalni. 
Minden eddigi tanulmányban [18-24], ahol a kiértékelt kinetikai adatbázisokban szerepl  
sebességi együtthatók bizonytalanságát felhasználták, k  bizonytalanságáról feltételezték, 
hogy az megegyezik az A  preexponenciális tényez  bizonytalanságával, azaz feltételezték, 
hogy az E  és n  paraméterek szórása nulla és így automatikusan függetlenek is. Az 
Arrhenius-féle paraméterek bizonytalanságának együttes jellemzése a szimulációs eredmé-
nyek bizonytalanságának egy realisztikusabb leírását tenné lehet vé. 
2.2. Reakciómechanizmusok redukciója 
Felesleges anyagfajták és reakciók eltávolításának egy nagy reakciómechanizmusból szá-
mos el nye van: egyrészt a szimulációs id  jelent sen csökkenhet, ami akkor el nyös, ha a 
szimulációt több ezerszer, vagy milliószor megismétlik más-más kezdeti feltételekkel. Ez a 
helyzet áll fenn, amikor a mechanizmust térben inhomogén rendszerek szimulációjára vagy 
kémiai folyamatok vezérlésére alkalmazzák. 
Másrészt, más mechanizmus redukció, például az id skála analízisen [28-30] vagy az ösz-
szevonáson [31] alapuló módszerek hatékonyabbak lehetnek, ha a kiindulási mechanizmus ki-
sebb. Számos áttekint  cikk foglalkozott a mechanizmus redukció problémájával [1] [32-33].  
Frenklach és munkatársai [34] a gyulladási id k és a h mérsékletprofilok meg rzését célzó 
anyagfajta- és reakcióeltávolítási módszert javasolt. Azokat a reakciókat (és a csak hozzájuk 
tartozó anyagfajtákat) távolították el, amelyek sokkal lassúbbak voltak, mint a 
sebességmeghatározó lépés(ek) és lényegesen kevesebb h t termeltek, mint a legnagyobb 
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h termel  reakciólépések. Ezt a megközelítést egy kés bbi cikkükben kiterjesztették el ke-
vert lamináris lángokra [35]. 
 Az els  általános rendszeres módszert anyagfajták eltávolításra Turányi [36] javasolta, 
majd kés bb számos más módszert leközöltek erre a célra a szakirodalomban [37-47]. Minden 
anyagfajta eltávolítási módszernek a kiinduló pontja az a tény, hogy az anyagfajták nem egy-
formán fontosak. A szimulációk célja, hogy megadják a fontos anyagfajták koncentrációpro-
filját, illetve néhány fontos jellemz jét a rendszernek. Égéskémiai modellezésben, a gyulladá-
si id  és a lángsebesség azon fontos jellemz i a rendszereknek, amelyeket leggyakrabban kell 
reprodukálni a szimulációkban. Az anyagfajta eltávolítási módszerek azonosítják azon feles-
leges anyagfajtákat (és minden reakciójukat), amelyek eltávolíthatóak a mechanizmusból úgy, 
hogy a szimulációs eredmények a fontos anyagfajtákra és jellemz kre vonatkozóan csak kicsit 
térnek el a teljes mechanizmussal számoltakhoz képest.  
A kinetikai differenciálegyenlet Jacobi-féle mátrixának tanulmányozásán alapul a felesle-
ges anyagfajták eltávolításának egyik módszere. Az összetett modell lognormált Jacobi-féle 
mátrixának egy eleme (lásd (2.9) egyenlet) arról szolgáltat információ, hogy hogyan változik 
a j-edik anyagfajta koncentrációváltozási sebessége (amit fj -vel jelölünk), ha az i-edik anyag-












=J  (2.9) 
 Fontos megemlíteni, hogy a ijJ  lognormált Jacobi-féle mátrix állandó térfogatú rendsze-
rekre azonos a kémiai kinetikai differenciálegyenlet-rendszer lognormált Jacobi-féle mátrixá-
val, ha a harmadik test hatásoktól eltekintünk. Állandó nyomású rendszerekben a térfogat vál-
tozhat mólszám-változás következtében és így egy anyagfajta koncentrációjának megváltozá-
sa hatással lehet egy másik anyagfajta koncentrációváltozási sebességére akkor is, ha nincsen 
közös reakciójuk. Megváltoztatva egy olyan anyagfajta koncentrációját, amelynek a harmadik 
test súlyfaktora valamely reakcióban nem egy, megváltoztathatja a hozzá tartozó reakció se-
bességét.  Ha a lognormált Jacobi-féle mátrixot analitikusan számoljuk, akkor ezeket a hatá-
sokat is figyelembe kell vennünk.  
A konnektivitási módszer (Connectivity Method, CM) [36] a következ  algoritmust alkal-
mazza: a lognormált Jacobi-féle mátrix elemeinek négyzeteit összegzi minden fontos anyag-
fajtára, és az így kapott iB  értékkel jellemzi az i-edik anyagfajta kapcsolódási er sségét a fon-







ijiB J  (2.10) 
Ha egy anyagfajtára számított iB  érték magas, akkor az szorosan csatolódik a fontos 
anyagfajtákhoz.  A legnagyobb iB  érték  anyagfajtát szintén bevesszük a fenti összegzésbe és 
a iB  értékeket újraszámítjuk. Ezt az eljárást addig folytatjuk, amíg szétválás meg nem jelenik 
Bi értékek rendezett sorában. Azok az anyagfajták, amelyeknek Bi értéke az ugrás felett van, 
azok közvetve vagy közvetlenül er sen kapcsolódnak a fontos anyagfajtákhoz. Ezek a szüksé-
ges anyagfajták. Ebben az értekezésben a szükséges anyagfajták közé értjük a fontos anyag-
fajtákat is. Mivel a Jacobi-féle mátrix függ a koncentrációktól, ezért számos reakcióid nél 
kell vizsgálnunk egy anyagfajta szükségességét. Fontos megjegyezni, hogy az anyagfajták 
közti er s kapcsolódások megtalálása szempontjából a ijJ  mátrixelem abszolút értékének 
nincs jelent sége. Míg nagy ijJ  érték  mátrixelemek (>>1) tartozhatnak gyenge kapcsolat-
hoz, addig más körülmények között (pl. ugyanazon rendszer egy korábbi id pontjában) egy 
kis érték is tartozhat er s kapcsolathoz. A konnektivitási módszer a ijJ  (vagy Bi) elemek ösz-
szehasonlításán alapul azonos körülmények között. 
Egy anyagfajta eltávolítható, ha eltávolíthatónak bizonyul minden vizsgált id pontban. A 
felesleges anyagfajták minden reakcióját is eltávolítjuk a mechanizmusból. Tovább részletek a 
felesleges anyagfajták eltávolításának ezen módszerér l a [48-49] cikkekben találhatók. A 
módszer eredeti változata megtalálható a KINAL programcsomagban [50-51]. Eszerint a fel-
használó döntheti el, hogy az egyes iterációs lépésekben hány anyagfajta kerüljön hozzá a 
szükséges anyagfajták csoportjához, a Bi értékek aktuális listája alapján. A módszer egy másik 
változatában mindig csak az az egy anyagfajta kerül a csoporthoz, amelyiknek a legnagyobb a 
Bi értéke.  
A konnektivitási módszer általában csak egy vagy egynéhány redukált mechanizmust szol-
gáltat, attól függ en, hogy milyen küszöböt választunk a Bi értékekre, és hogy legfeljebb hány 
iterációt engedünk meg. Azt tapasztaltuk, hogy ha az anyagfajták száma nagy (100 vagy több) 
a kiindulási mechanizmusban, akkor nem jelenik meg ugrás a iB  értékekben a legtöbb esetben 
és így világos, hogy mikor kell az iterációs eljárást megszakítani. Egy másik hátránya a mód-
szernek, hogy a fontos anyagfajták különleges szerepe gyorsan lecsökken, ahogy egyre több 
anyagfajtát választunk be a csoportba. Emiatt a fontos anyagfajták szimulációs hibái nem 
szükségszer en csökkennek akkor, ha a leger sebben kapcsolódó anyagfajtát hozzáadjuk a 
csoporthoz. 
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Ebben az értekezésben a konnektivitási módszert az alábbiak szerinti módosított formájá-
ban alkalmaztuk. Mindig egyszerre egyetlen anyagfajtát adtunk a kiválasztott anyagfajták 
csoportjához és az iterációt n anyagfajta hozzáadása után megszakítottuk. Minden vizsgált re-
akcióid nél, a szükséges anyagfajták listáját megállapítottuk n=1, 2, … stb. értékekre. Ezen 
anyagfajták listáinak uniója minden id pontnál megadta a szükséges anyagfajták listáját, amíg 
minden más anyagfajtája a teljes mechanizmusnak feleslegesnek volt tekinthet . A felesleges 
anyagfajták reakcióinak eltávolításával minden n értékhez adódik egy redukált mechanizmus. 
Minden egyes redukált mechanizmusra egy szimulációt végeztünk. Az n növelésével a hiba 
csökken  tendenciát mutatott, és amikor a hiba a szükséges küszöb alá eset, akkor a hozzátar-
tozó redukált mechanizmust elfogadtuk. Ez nyilvánvalóan nem egy optimális megoldás, mivel 
a szükséges anyagfajták száma rendszerint más a különböz  reakcióid knél. Mindenesetre a 
módosított algoritmus hatékonynak bizonyult a dolgozatban vizsgált rendszer esetén. 
Az elmúlt években Lu és Law [41] kifejlesztett egy automatikus mechanizmus redukció el-
járást az irányított relációs gráfok (directed relation graph, DRG) elméletére alapozva. Kés b-
bi cikkeikben további módosításokat és javításokat vezettek be [42-45]. Egy irányított relációs 
gráfban minden csúcs a részletes mechanizmus egyik anyagfajtáját jelöli. Az A csúcsból a B 
csúcsba akkor és csak akkor megy irányított él, ha a B anyagfajta eltávolítása közvetlenül je-
lent s hibát okoz az A anyagfajta termel dési sebességében. Ezt a hatást a normált hozzájáru-







A,AB νν  (2.11) 
ahol ,iAν  a vizsgált A anyagfajta sztöchiometriai együtthatója az i-edik reverzibilis reakcióban 
és iR  az i-edik reverzibilis reakció nettó sebessége, tehát az el reirányú és a visszairányú re-
akciók sebességének a különbsége. A fontos anyagfajták egy készletéb l, amit különálló csú-
csokkal ábrázolunk, és egy kis, a felhasználó által definiált 10 << ε  küszöbértékb l kiindulva 
az irányított relációs gráfot egy iteratív eljárásban építik fel, megrajzolva azokat az éleket és 
csúcsokat, amelyekre ε>ABr . A DRG módszer hatékonysága javítható a módszer újrakezdé-
sével, amit két-szint , vagy újrakezdéses DRG módszernek is hívnak [42]. Ennek a módszer-
nek az els  lépése egy DRG redukciós lépés, aminek eredményén egy újabb DRG redukciót 
hajtanak végre, amivel még néhány további anyagfajta eltávolítható.  
 Egy jelent s javítása a DRG módszernek a „DRG-vel segített érzékenységanalízis” (DRG-
aided sensitivity analysis, DRGASA) [44], amelynek során a DRG eljárást javítják azon 
anyagfajták azonosításával, amelyek eltávolítása csak kis mértékben növeli meg a fontos 
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anyagfajták és jellemz k hibáit. A közvetlen eltávolításon alapuló érzékenységanalízissel csak 
azokat az anyagfajtákat vizsgálják meg, amelyek a DRG módszer által meghatározott bekerü-
lési sorrendben kés n, viszonylag kis ε  értékeknél kerültek a mechanizmusba. A DRG mód-
szert be lehet úgy programozni [42], hogy a redukcióhoz szükséges id tartam egyenesen ará-
nyos legyen a mechanizmusban lév  reakciók számával („id ben lineáris algoritmusú DRG”). 
A DRG-módszer egyik f  hátránya, hogy az ε  érték nincs közvetlen kapcsolatban az ε  
egy adott értéke mellett kapott redukált mechanizmus hibájával. Nem biztosított az sem, hogy 
csökken  ε  értékek mellett a szimulációs hiba monoton csökkenjen, így a legjobb ε  küszöb-
érték megkeresésére javasolt intervallumfelezéses (logaritmikus) keresés nem mindig a lehet  
legkisebb mechanizmust szolgáltatja egy adott megengedett maximális szimulációs hibánál.  
A DRG-módszer a CM-módszerhez hasonlóan feltételezi, hogy minden kiválasztott anyag-
fajta egyformán fontos és emiatt azok az anyagfajták, amelyek er sen kapcsolódnak egy ko-
rábban kiválasztott anyagfajtához, szintén kiválasztódnak, holott esetleg nem feltétlenül szük-
ségesek ahhoz, hogy a fontos anyagfajták szimulációs hibája kicsi legyen. Ennek következté-
ben egyes, valójában felesleges anyagfajták benne maradhatnak a redukált mechanizmusban. 
Az algoritmus megpróbálja minden kiválasztott anyagfajta fluxusát nagy pontossággal rep-
rodukálni, még azon reakciókörülmények alatt is, ahol megfelel  koncentrációk elhanyagol-
hatóan kicsik. Egy újabb hiányossága a DRG módszernek, hogy nem képes kezelni a harma-
dik testek hatását. Valójában nem képes kezelni semmilyen nem kémiai kapcsolódást, mint 
például azt, hogy állandó nyomáson egy reagáló gázkeverék kitágulása következtében az 
összmólszám növekszik. 
A DRGASA módszer a DRG eljárás számos hiányosságát orvosolja. Ez a módszer a szi-
mulációs hibát vizsgálja és így a szimulációs hiba közvetlenül szabályozható. Mivel a 
DRGASA módszer a fontos anyagfajták hibáit vizsgálja, és így ezen anyagfajták kiemelt sze-
repe végig megmarad.  
A hibaterjedéses DRG módszer (“DRG with Error Propagation” method, DRGEP) a DRG 
eljárás néhány problémájára keres választ [46-47].  Az A anyagfajtához els dlegesen azok az 
anyagfajták tartoznak, amelyek explicit módon (nem harmadik testként) megjelennek az A 
anyagfajtát tartalmazó reakciókban. Ha a B anyagfajta nem eleme az A-hoz els dlegesen tar-
tozó anyagfajták halmazának, akkor 0AB =r . C anyagfajta, ami az A anyagfajtával kölcsönha-
tásban van a B anyagfajtán keresztül, akkor és csak akkor szükséges az A-ra nézve, ha szük-
séges B-re nézve és B szükséges A-ra nézve. Ez a közvetett csatolás egy útfügg   AB,ir  csato-
lási együtthatóval mérhet , ami az A és B közötti út mentén vett közvetlen normált hozzájáru-
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lások szorzata. B anyagfajta A anyagra való hatása az útfügg  csatolási együtthatók ABR  ma-










AB max=  (2.13) 
A DRGEP módszerben az anyagfajta-kiválasztási eljárás az ABR  értékek alapján történik a 
DRG módszer ABr  értékei helyett. Két anyagfajta kapcsolódása akkor tekinthet  jelent snek, 
ha ABR  értéke nagyobb, mint az ε küszöb. A DRGEP módszer jelenlegi verziójában [47], az 
rAB közvetlen részvételt jellemz  számot a DRG-módszerbeli hasonló mennyiségt l eltér  





AAB ,maxν , (2.14) 
ahol PA és CA az A anyagfajta képz dési és fogyasztási sebességei. Az eredeti DRGEP algo-
ritmust [46] módosították [47], megjavítva a teljesítményét olyan új különleges eljárások, 
mint a skálázás, a csoport-alapú együtthatók és az integritás ellen rzés bevezetésével. Ezeket 
az eljárásokat a [47] közlemény részletezi, azokat itt most nem írjuk le. A DRGEP módszer 
amellett, hogy orvosolja a DRG módszer azon hibáját, miszerint az eljárás során beválasztott 
anyagfajták ugyanolyan fontossá válnak, mint a kezdetben fontosak, megörökli minden más 
hiányosságát és hibáját a DRG módszernek.  
Mindhárom tárgyalt módszernél (CM, DRG, DRGEP) kiválasztanak id ben (vagy térben) 
s r n pontokat és alkalmazzák az eljárást ezen pontok mindegyikében. A végs  redukált me-
chanizmust az egyes id pontokban kiválasztott anyagfajták és reakcióik listáinak az egyesíté-
sével kapják meg. Másik közös tulajdonsága ezeknek a módszereknek, hogy a redukált me-
chanizmusok méretét az alkalmazott küszöbértékek határozzák meg. Ezek a küszöbértékek 
mást és mást mérnek a különböz  módszerek esetében, így közvetlenül nem vethet k össze. 
Egyedül a módszerek végeredménye, így például a redukált mechanizmusok mérete és azok 
teljesít képessége hasonlítható össze. Egy mechanizmusredukciós módszer sikeressége a re-
dukált mechanizmus mérete (anyagfajták és reakciók száma), a szimulációhoz szükséges id  
csökkenése, és a redukció hibája alapján mérhet  fel. Ez utóbbi a teljes és a redukált mecha-
nizmusokkal kapott szimulációs eredményeknek az összehasonlításán alapul a kiválasztott 
pontokban. 
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Mindegyik ismertetett módszer (a DRGASA kivételével) a kinetikai differenciálegyenlet-
rendszer jobboldalát vizsgálja és nem a szimulációs eredményeket. Egy fejlett mechanizmus 
redukciós módszernek nemcsak a kapott redukált mechanizmusok min sítésére kellene hasz-
nálnia a szimulációs hibát, hanem mint szabályozó információra kellene támaszkodnia a re-
dukciós eljárás végrehajtása során. 
Másik hátránya ezeknek a módszereknek, hogy a szabályozó küszöbszám növelésével a 
kapott kisebb redukált mechanizmusok mindig részmechanizmusai a kisebb küszöbnél kapott 
mechanizmusnak. Mivel azonban a reakciókinetikai szimulációk differenciálegyenlet-
rendszere rendszerint er sen nemlineáris, így egy optimális kisebb redukált mechanizmus 
nem feltétlenül része egy nagyobb méretnél optimális redukált mechanizmusnak. Mindezek 
után arra következtetésre juthatunk, hogy ezeken az algoritmusokon és az eredményeiken le-
het még javítani.  
A felesleges anyagfajták eltávolítása után a redukált mechanizmus még tartalmazhat feles-
leges reakciókat, amelyek eltávolításával a mechanizmus mérete tovább csökkenthet , szimu-
lációja tovább gyorsítható. A felesleges reakciók eltávolításának egyik igen hatékony módsze-
re a Turányi és munkatársai által kidolgozott sebességérzékenységi mátrix f komponens ana-
lízise (Principal Component Analysis of Matrix F, PCAF) [1], [36]. A lognormált sebesség-











=F , (2.15) 
ahol jf  a j -edik anyagfajta koncentrációváltozási sebessége és ik  pedig az i -edik reakció 
sebességi együtthatója. 
 A f komponens analízis (Principal Component Analysis, PCA) egy matematikai módszer, 
ami egyidej leg változó paraméterek hatását becsüli egy modell több kimenetén. Jelen eset-
ben a sebességi együtthatók kicsiny változtatásának a szükséges anyagfajták termel dési se-
bességére való hatását próbáljuk megbecsülni a fontos reakciók azonosítása céljából. A PCA 
célfüggvénye ( e ) a szükséges anyagfajták termel dési sebességei relatív megváltozásának 
négyzetösszege, ami egy adott id pontban a sebességi együtthatók relatív megváltozásának 








)ln  (2.16) 
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Az TF  mátrix f komponens analízise az TFF  mátrix sajátérték-sajátvektor analízisén ala-
pul. Az TFF  mátrix szimmetrikus, pozitív szemidefinit, így O  ortogonális mátrixszal 
( 1−= OOT ) diagonalizálható. 
OFFO TT = , (2.17) 
ahol ( ),...diag 1λ=  a sajátértékek mátrixa; O  ortonormált sajátvektorok mátrixa. Egy per-
turbáció OT=Δ  vektorral adható meg a sajátvektorok terében, aminek segítségével a 
célfüggvény:  
FFk TTT)e( =≈ln  (2.18) 
Az TFF  mátrix sajátvektorai ( O oszlopai) megadják az összefügg  reakciókat, a hozzátartozó 
sajátértékek pedig e reakciócsoportok súlyát fejezik ki. A legnagyobb sajátértékekhez tartozó 
sajátvektor irányú perturbációkat nevezik f komponenseknek, mivel a célfüggvényt f leg k 
határozzák meg. Minden reakció sebességi együtthatójában kicsi ε  változást létrehozva, az a 















2ln εαk  (2.19) 
Csak a minλ  küszöbnél nagyobb sajátérték  és minO küszöbnél abszolút értékben nagyobb sa-
játvektor komponens  tagokat, azaz csak a legfontosabb reakciók járulékát megtartva a fenti 
összegzésben a célfüggvényre jó becslés adható.  
2.3. Reakciókinetikai modellek id skála-analízise 
A kémiai folyamatok kinetikájával foglalkozó kísérleti kutató egyik alapfeladata az, hogy 
megmérje egy rendszerben lejátszódó kémiai folyamatok sebességét. A klasszikus eljárás sze-
rint össze kell keverni a reakciópartnereket, majd mérni kell a rendszerben lév  anyagfajták 
koncentrációjának id beli változását és abból lehet következtetni a zajló kémiai folyamatokra 
és sebességükre. A reakciópartnerek összekeverése azonban nem történhet tetsz legesen rövid 
id  alatt és általában tovább tart egy ezredmásodpercnél. Számos kémiai folyamat azonban 
sokkal gyorsabban lejátszódik (mikro-, nano- illetve femtoszekundum id skálán), ekkor a 
klasszikus mérési eljárás nem alkalmazható. Gyors reakciók vizsgálatára szolgáló kísérleti 
technikák kidolgozásáért az 1960-as évek közepén három kémikus, Norrish, Porter és Eigen 
megosztva kapott Nobel-díjat. Elektrolitokban lejátszódó ionreakciók – amelyeknek id tarta-
ma általában mikroszekundumnál kisebb - vizsgálatára szolgál a Manfred Eigen által kidolgo-
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zott relaxációs módszer, amelynek lényege, hogy az egyensúlyt valamelyik intenzív mennyi-
ség ugrásszer  megváltoztatásával hirtelen megbontják, ezzel koncentráció perturbációt hoz-
nak létre, és a kinetikai állandókat az új egyensúlyhoz tartó relaxációs folyamatokból határoz-
zák meg. Két probléma merül fel ezzel a módszerrel kapcsolatban: bármely intenzív mennyi-
ség ugrásszer  megváltoztatása – a perturbáció – az összes azonos tenzoriális dimenziójú in-
tenzív fizikai és a kémiai mennyiség egyensúlyát is megbontja, amelyek együttes relaxációjá-
nak elméleti kezelése nehéz és ebb l kifolyólag az alkalmazott kiértékelési eljárások sem tel-
jesen korrektek. Egy másik probléma, hogy a perturbáció okozta koncentrációváltozásnak 
egyfel l igen kicsinek kell lennie, hogy a relaxációra vonatkozó egyenletek linearizálhatók 
legyenek, másfel l elegend en nagynak, hogy az egyensúly körüli ingadozások elhanyagolha-
tóak legyenek mellette.  
Egy rendszer karakterisztikus idején a rendszer vizsgált viselkedése szempontjából érdekes 
folyamatok lezajlásának id tartamát értjük.  Ez jelentheti az ahhoz szükséges id t, amíg pél-
dául beáll 1% hibával a végh mérséklet egy égési stacionárius rendszerben, vagy egy reaktáns 
99%-ban elfogy, illetve lehet akár egy jól kevert reaktor tartózkodási ideje is. A koncentráció 
perturbáció azt jelenti, hogy rendszer karakterisztikus idejénél sokkal rövidebb id  alatt meg-
változtatjuk legalább egy anyagfajta koncentrációját. A modern számítógépes, elméleti és kí-
sérleti reakciókinetika révén koncentráció perturbációk mind elméleti és kísérleti vizsgálata 
lehetségessé vált. A koncentráció perturbáció létrehozása egyszer  és hatásának kiszámítása 
egyszer en elvégezhet  részletes mechanizmus alkalmazásával történ  számítógépes szimu-
lációval [52], [53]. Laborkísérletekben homogén koncentráció perturbáció létrehozható 
anyagfajták el anyagainak (prekurzorainak) hozzáadásával és lézerimpulzus-fotolízis alkal-
mazásával. 
Reakciókinetikai modellekben egyszerre több anyagfajta koncentrációjának a perturbációra 
adott válaszát Lam és Goussis [54] valamint Maas és Pope [55] vizsgálták. Lam és Goussis 
[54] kidolgozták a számítógépes szinguláris perturbáció (Computational Singular 
Perturbation, CSP) módszerét, míg Maas és Pope [55] a természetes kis dimenziójú sokaság 
(Intrinsic Low Dimensional Manifold, ILDM) módszert vezették be nagy reakciómechaniz-
musok id skála analízis alapján történ  hatékony redukciójára. Ezek a módszerek azon ala-
pulnak, hogy a koncentrációk perturbációjának lecsengése lokálisan lineáris közelítésben 
szétbontható a kinetikai differenciálegyenlet-rendszer Jacobi-féle mátrixának sajátvektorai 
szerint, és ezen úgynevezett módusok id fejl dése a hozzátartozó sajátértékekt l függ.  Lu és 
Law [56] kidolgozták a komplex CSP módszert, amivel a komplex sajátértékek esetén fellép  
oszcilláló relaxációt is kezelték. 
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A Jacobi-féle mátrix felbontásán alapuló módszerek rendszerint feltételezik, hogy a Jacobi-
féle mátrix diagonalizálható, azaz sajátvektoraiból kiválasztható lineárisan független teljes 
rendszer, avagy bázis. Ez a feltétel azonban numerikus számolások során sokszor nem teljesül 
[55]. Ha a Jacobi-féle mátrix rendelkezik degenerált sajátértékekkel, akkor a sajátér-
ték−sajátvektor felbontásnál egy általánosabb módszer szükséges a koncentráció perturbáció 
lecsengésének leírására. Maas és Pope a degenerált sajátértékekhez tartozó sajátvektorok 
rendszerét Schur vektorokkal egészítették ki, amelyekhez tartozó altereken tévesen, a megfe-
lel  sajátértékek alapján számolt id skálájú mozgást feltételeztek. Ebben az értekezésben egy 
általános megoldását adjuk ennek a problémának. 
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3. Az Arrhenius-féle paraméterek bizonytalansága 
3.1. A sebességi együttható bizonytalanságának h mérsékletfüggése 
3.1.1. Az (A, n, E) háromparaméteres Arrhenius-féle egyenlet és a sebességi 
együttható szórásának h mérsékletfüggése 
A k sebességi együttható h mérsékletfüggésének legáltalánosabb megadási módja a kiter-
jesztett Arrhenius-féle egyenlet: ( ) ( )RTEATTk n /exp −= . Bevezetve k: ln= , A: ln=  és 
E/R: =  származtatott paramétereket az ( ) 1lnlnln −⋅−⋅+= TRETnATk  logaritmizált 
egyenlet rájuk nézve lineáris. Továbbiakban a következ  egyszer  alakot használjuk:  
( ) 1ln −⋅−⋅+= TTnT  (3.1) 
Mivel ( )T  h mérsékletfügg  valószín ségi változó, ezért a (3.1) egyenletb l meghatá-
rozható , n  és  paraméterek szintén valószín ségi változók. Ugyanakkor az , n  és  pa-
raméterek a megadott h mérséklettartományban fizikai állandók, így evsf-ük 
h mérsékletfüggetlen. Ebb l következik, hogy az evsf-ük minden centrális momentuma is az, 




εσ ) varianciáik vagy más néven szórás-
négyzeteik, és a ( nrα , αεr , nrε ) korrelációik szintén h mérsékletfüggetlenek. Bevezetve a 
( )ε,, n=p  vektor valószín ségi változót, a p  kovariancia mátrixuk az alábbi módon hatá-
rozható meg: 

















ppppp  (3.2) 
Minden kovariancia mátrix a definíciójából következ en szimmetrikus. A szórások és a 
korrelációs együtthatók definíciójából közvetlenül adódik, hogy az alábbi tulajdonságokkal 
rendelkeznek 
εα σσσ ,,0 n≤  
1,,1 +≤≤− εαεα nn rrr  
(3.3) 
Közvetve belátható, hogy a p  mátrix pozitív szemidefinit, ami a korrelációs együtthatók 
kapcsolatára az alábbi egyenl tlenség teljesülését követeli meg: 
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εαεαεαεα nnnn rrrrrr 210
222 +−−−≤  (3.4) 
Mivel a p  mátrix szimmetrikus és pozitív szemidefinit, így minden sajátértéke valós, 
nem-negatív és a sajátvektorokból kiválasztható ortonormált bázis, amikb l mint oszlopvekto-
rokból alkotott ortogonális mátrixszal diagonalizálható a kovariancia mátrix. 
Tegyük fel, hogy a ( )Tκ  h mérsékletfügg  valószín ségi változó ( )T;κρ  vsf-e ismert a 
[ ]21,TT  h mérsékletintervallumban. Egy adott T∈ [ ]21,TT  h mérsékleten a várható értékét 
( )T -vel és a varianciáját ( )T2κσ  jelöljük. A (3.1) egyenletb l következik, hogy a következ  
kapcsolat áll fenn ( )Tκ , , n  és  valószín ségi változók várható értékei között: 
( ) 1ln −⋅−⋅+= TTnT  (3.5) 
A (3.1) egyenletb l kiindulva a következ  kapcsolat vezethet  le ( )Tκ  szórásnégyzete és a 
kovariancia mátrix elemei között:  
( ) ( ) ( )( ) ( ) ( )( )21122 lnln −− ⋅−⋅+−⋅−⋅+=−= TTnTTnTTTκσ  (3.6) 
( ) TrTTrTrTTT nnnnn ln2ln22ln 11222222 σσσσσσσσσσ ααεεεααεεακ +−−++= −−−  (3.7) 
Ez a kifejezés megadja ( )Tκ  szórásnégyzete h mérsékletfüggésének lehetséges függvény-
alakját, így a szórásának és a vele arányos bizonytalanságának is meghatározza a lehetséges 
h mérsékletfüggését. A ( )Tκ  szórásnégyzete akkor és csak akkor h mérsékletfüggetlen, ha a 
reakció f  bizonytalansági tényez je is h mérsékletfüggetlen. A (3.7) egyenletb l követke-
zik, hogy ez csak akkor állhat fenn, ha ( ) 22 ακ σσ =T  és a kovariancia mátrix minden más eleme 
nulla. Ezt a triviális megoldást alkalmazták korábban, amikor az α  varianciáját a κ  
h mérsékletfüggetlen varianciájával azonosnak vették, hallgatólagosan a többi Arrhenius-féle 
paraméter varianciáit és korrelációit nullának feltételezve [18-24]. Azonban ez nyilvánvalóan 
fizikailag nem reális feltevés, ha a sebességi együttható h mérsékletfüggetlen. A (3.7) egyen-
let szerint, ha bármely más Arrhenius-féle paraméter bizonytalanságát is figyelembe vesszük, 
akkor ( )Tκ  varianciája nem lehet h mérsékletfüggetlen. 
A (3.7) egyenlet tehát megadja, hogy a sebességi együttható szórásnégyzete h mérséklet-
függésének milyen alakúnak kell lennie ahhoz, hogy az Arrhenius-féle paraméterek evsf-ének 
h mérséklett l független, egyértelm  létezését ne zárja ki.  
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3.1.2. Az (A) egyparaméteres állandó egyenlet és a sebességi együttható szórásá-
nak h mérsékletfüggése 
A megfelel  összefüggések az ( A ) egyparaméteres állandó egyenletre: 
( )T =  (3.8) 
( )T =  (3.9) 
Az alábbi kapcsolat származtatható ( )Tκ  szórásnégyzete és a kovariancia mátrix elemei kö-
zött: 
( ) ( ) ( )222 T −=−=κσ  (3.10) 
( ) 22 ακ σσ =T  (3.11) 
A (3.11) egyenletb l következik, hogy a h mérsékletfüggetlen sebességi együttható megköve-
teli a bizonytalanságának h mérsékletfüggetlenségét is. Egy másik lehet ség, ha a sebességi 
együttható h mérsékletfüggését a kiterjesztett Arrhenius-féle egyenlettel írjuk le, de feltéte-
lezzük, hogy az n és E paraméterek olyan valószín ségi változók, amelyek várható értéke nul-
la. Ez esetben értelmezhet vé válik h mérsékletfügg  bizonytalanság h mérsékletfüggetlen 
sebességi együtthatók esetén is. 
3.1.3. A (A, E) kétparaméteres Arrhenius-féle egyenlet és a sebességi együttható 
szórásának h mérsékletfüggése 
A megfelel  összefüggések az ( )EA,  kétparaméteres Arrhenius-féle egyenletre: 
( ) 1−⋅−= TT  (3.12) 
( ) 1−⋅−= TT  (3.13) 
Az alábbi kapcsolat kapható ( )Tκ  szórásnégyzete és a kovariancia mátrix elemei között: 
( ) ( ) ( ) ( )( )21122 −− ⋅−−⋅−=−= TTTκσ  (3.14) 
( ) 12222 2 −− −+= TrTT εααεεακ σσσσσ  (3.15) 
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A következ kben megmutatjuk, hogy az IUPAC bizonytalanságdefiníció összhangban van 
a (3.15) egyenlettel. Ha 1±=αεr  egységnyi korrelációt tételezünk fel, akkor (3.15) egyenlet 
gyökvonás után az alábbira egyszer södik: 



























TrTT  (3.16) 
Hasonló alakra hozható az IUPAC-féle (2.3) bizonytalansági kifejezés: 













































dασ   és    1+=αεr  
(3.18) 
Itt felhasználtuk, hogy ha egy valószín ségi változó szórása nulla, akkor nem korrelál 
semmivel. Összefoglalva, a bizonytalanság megadással összhangban lev  evsf paraméterei az 




RE == σσε  
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Ahol a sgn függvény az el jelfüggvényt jelöli. A kinetikai adatok bizonytalanságának 
IUPAC-féle megadása tehát csak akkor konzisztens a (3.15) egyenlettel, ha a paraméterek 
közt 1±=αεr  korrelációt feltételezünk. 
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A JPL-féle (2.7) bizonytalanságdefiníció nagyban hasonlít az IUPAC-féle (2.3) bizonyta-
lanságdefinícióhoz, de a h mérsékletek reciproka különbségének abszolút értékét veszi. Ha-
sonló (3.16) alakra hozva a JPL-féle képletet a következ ket kapjuk  


































A kapott lényegében kétparaméteres kifejezés az alábbi esetekben egyeztethet  össze a (3.16) 
egyenlettel: 
Ha 0TT <  és  0ln
1
00,JPL >−
−gTf  ( )100,JPLln −−+= gTfασ   és 1−=αεr  
Ha 0TT <  és  0ln
1
00,JPL =−
−gTf  0=ασ        és 0=αεr   
Ha 0TT <  és  0ln
1
00,JPL <−
−gTf  ( )100,JPLln −−−= gTfασ   és 1+=αεr   
Ha 0TT >  és  0ln
1
00,JPL <+
−gTf  ασ és αεr  nem értelmezhet k    
Ha 0TT >  és  0ln
1
00,JPL =+
−gTf  0=ασ       és 0=αεr   




−+= gTfασ  és 1+=αεr   
(3.21) 
A kétparaméteres Arrhenius-féle egyenlethez tartozó evsf vizsgált paraméterei az alábbi 
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Ez azt jelenti, hogy nem létezik h mérsékletfüggetlen ασ , mivel más ασ  érték határozható 
meg 0T  h mérséklet felett és alatt. Hasonlóan, eltér  αεr korrelációs együtthatókat kapunk 0T  
h mérséklet felett és alatt, kivéve ha 0,JPL
1
0 ln fgT >
− . A JPL-féle bizonytalanságdefiníció te-
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hát nem egyeztethet  össze az Arrhenius-féle paraméterek evsf-ének h mérsékletfüggetlen, 
egyértelm  létezésével. 
3.1.4. Az (A, n) kétparaméteres hatványegyenlet és a sebességi együttható szórá-
sának h mérsékletfüggése 
A megfelel  összefüggések az kétparaméteres ( )nA,  hatványfüggvényre: 
( ) TnT ln+=  (3.23) 
( ) TnT ln+=  (3.24) 
Az alábbi kapcsolat származtatható ( )Tκ  varianciája és a kovariancia mátrix elemei között: 
( ) ( ) ( ) ( )( )222 lnln TnTnT +−+=−=κσ  (3.25) 
( ) TrTT nnn ln2ln2222 σσσσσ ααακ ++=  (3.26) 
3.2. Az lnk h mérsékletfügg  eloszlásfüggvényének származtatása az Arrhenius-féle 
paraméterek együttes eloszlásfüggvényéb l  
Eddig mindig csak az , n ,  várhatóértékeket és a ( )T2κσ  szórásnégyzetet használtuk fel 
anélkül, hogy feltételeztünk volna bármit a ( )Tκ  valószín ségi változó ( )T;1 κρ  vsf-ének il-
letve a ( )εα ,,n  valószín ségi változó ( )εαρ ,,3 n  evsf-ének alakjáról. Ebben a fejezetben 
( )Tκ  és ( )εα ,,n  vsf-einek kapcsolatát tárgyaljuk. Kiindulva abból, hogy mindkét vsf normált, 
az alábbi egyenl ség teremthet  köztük: 









==  (3.27) 
Ahhoz, hogy megkapjuk a ( )T;1 κρ  vsf-ét a ( )εαρ ,,3 n  evsf-b l kiindulva, integrálnunk kell 
( )εαρ ,,3 n  evsf-t az állandó κ -hoz tartozó altéren. Ehhez el ször is transzformáljuk a válto-
zókat ( )n,,εα -r l ( )n,,εκ -re: 
( ) ( ) 11 ln;,,ln;,, −− +−=−+= TTnTnTTnTn εε , (3.28) 
amihez a következ  infinitezimális térfogatelem-transzformáció: 
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( )








∂=  (3.29) 
és a következ  integrálási tartomány transzformáció szükséges: 
( ) ( ) 33 ,,,, ℜ∈ℜ∈ nn εκεα  (3.30) 
A transzformációk a következ  hármas-integrálhoz vezetnek:  







+−  (3.31) 
Ezt összevetve a (3.27) egyenlet integráljával minden h mérsékleten, a következ  össze-
függésre juthatunk. 





+−=  (3.32) 
Megjegyezend , hogy a ( ) →εα ,,n ( )κα ,,n  vagy ( ) →εα ,,n ( )εκα ,,  változó transzfor-
mációkkal is kifejezhet  a ( )T;1 κρ  vsf az ( )εαρ ,,3 n  evsf kett sintegráljaként. Kétparaméte-
res Arrhenius-féle sebességi együttható kifejezés esetén a két vsf kapcsolata hasonló módon 
adható meg:  
( ) ( )εεκρεκρ ,d; 121 −
+∞
∞−
+= TT  (3.33) 
Hatvány sebességi együttható kifejezés esetében a két vsf kapcsolata:  
( ) ( )nTnnT ,lnd; 21 −=
+∞
∞−
κρκρ  (3.34) 
Állandó sebességi együttható kifejezés esetén pedig nem kell integrálni: 
( ) ( )ακ 11 ;T =  (3.35) 
3.3. Különböz  h mérsékleteken vett sebességi együtthatók összefügg sége 
Ebben a fejezetben belátjuk, hogy különböz  h mérsékleteken nem mintavételezhetjük 
( )T;1 κ  eloszlásokat egymástól függetlenül az Arrhenius-féle paraméterek evsf-ének létezése 
miatt. Ez azt jelenti, hogy térben vagy id ben változó h mérséklet  kémiai kinetikai rendsze-
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rek Monte Carlo bizonytalanságanalízise nem végezhet  el ( )T;1 κ  ismerete alapján, hanem 
( )εαρ ,,3 n  ismeretére van szükség.  
 Jelöljük ( )Tκ  h mérsékletfügg  valószín ségi változót iT  h mérsékleten iκ -vel, így az 
alábbi lineáris egyenletrendszer állítható fel az Arrhenius-féle paraméterek és a különböz  
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Ennek köszönhet en a fenti (3.36) egyenlet p =  alakra egyszer södik. Felhasználva, hogy 
három különböz  h mérséklethez tartozó  mátrix nem szinguláris, egy változó transzfor-
mációval felírható a ( )ρ  és ( )ppρ  eloszlások kapcsolata. 
( ) ( ) ( ) ( )ppp p detddetd 33 ρρρκρ == p  
( ) ( ) ( ) ( ) ( ) 11311313 detddetdd −−−−− ===p pppp ρρκρρρ pp  
(3.38) 
Ha egy h mérséklethármasra ismert κ valószín ségi változó evsf-e, akkor abból a fentiek 
értelmében egyértelm en meghatározható a három Arrhenius-féle paraméter evsf-e. Jelenleg a 
különböz  h mérsékletekre vett κ változó evsf-e nem, hanem csak az egyes T h mérséklethez 
tartozó vsf-ei ( ( )T;1 κ ) állnak rendelkezésünkre, amelynek ismerete véges sok h mérséklet-
értéknél nem elégséges az Arrhenius-féle paraméterek evsf-ének származtatásához. Másrészt, 
ha ismert az Arrhenius-féle paraméterek evsf-e, akkor az egyértelm en meghatározza a kü-
lönböz  h mérsékleten vett κ -k evsf-ét is, ami általában korrelált, így a különböz  h mérsék-
leten nem mintavételezhet k egymástól függetlenül. Hasonló módon tárgyalhatók a kétpara-
méteres sebességi kifejezések, értelemszer en két h mérsékleti pontra tárgyalva. 
A különböz  h mérsékleten vett κ  valószín ségi változók  kovariancia mátrixát kap-
csolatba hozhatjuk az sebességi paraméterek p  kovariancia mátrixával: 
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( )( ) ( )( ) TTTT pppp p=−−=−−=  (3.39) 
Látható, hogy a  kovariancia mátrix diagonálison kívüli elemei általában nem nullák, mi-
vel a  mátrix általában nem diagonalizálja az Arrhenius-féle paraméterek p  mátrixát, 
ezért két különböz  h mérséklethez tartozó κ  valószín ségi változók általában korreláltak, 
így biztosan nem függetlenek, azaz nem mintavételezhet k egymástól függetlenül. Az 
Arrhenius-féle paraméterek p  mátrixa szimmetrikus volta miatt sajátvektoraiból alkotott or-
togonális mátrixszal diagonalizálható. Tehát olyan  mátrixszal alakítható diagonálissá 
T
p  m velettel, amelynek sorvektorai mer legesek egymásra, ami a tárgyalt két- és há-
romparaméteres sebességi együttható megadások esetében nem lehetséges a mátrix szerke-
zete alapján a kémiailag érdekes h mérséklet tartományokban, ahol iTln0 < , tehát K1<iT . 
3.4. Normális eloszlás feltételezése 
Amint korábban már tárgyaltuk a 2.1. fejezetben, az ( )Tm κσ⋅  értéknél ( 3 vagy 2=m ) 
csonkolt normális eloszlás természetes feltevés a ( )Tκ  vsf-ére minden h mérsékleten a meg-
adott érvényességi tartományban. A csonkolatlan h mérsékletfügg  eloszlás alakja: 
( ) ( )

















κ  (3.40) 
Célszer nek látszik az a feltevés, hogy ( )Tκ -vel homogén lineáris kapcsolatban lév  
( )εα ,,n  származtatott Arrhenius-féle paraméterek 2 és 3 változós evsf-ét 2 és 3 dimenziós 
normális valószín ségi s r ségfüggvény alakban keressük. Az ( )εα ,,n=p  Arrhenius-féle 
paraméterek többváltozós normális eloszlásának valószín ségi s r ségfüggvénye az alábbi 
alakban írható fel p  várható értékeik és p  kovariancia mátrixuk ismeretében.  











Ez a kifejezés akkor értelmezhet , ha az Arrhenius-féle paraméterek p  kovariancia mátrixá-
ra nem szinguláris, azaz 0det ≠p  és p  invertálható. A szinguláris esetek tárgyalásával a 
3.6 fejezetben foglalkozunk.  A többváltozós normális eloszlásra vonatkozó általános össze-
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függéseket és az egy-, két- és háromváltozós esetre a kovariancia mátrix elemeivel kifejtett 
normális evsf-ek alakját a függelékben 1. fejezetében találjuk. 
Megvizsgáljuk, hogy ez az alak összhangban lehet-e a ( )Tκ -re egyel re csonkolatlannak 
tekintett normális eloszlással. Ha a csonkolatlan együttes normális ( )εα ,,3 ng  vagy ( )ng ,2 α  
vagy ( )εα ,2g  vsf-ét integráljuk állandó κ -jú altér felett a 3.2. fejezetben leírtak szerint vala-
mely T  h mérsékleten, akkor megkapjuk a ( )T;1 κρ  vsf-t.  










( ) ( )εεκεκ ,d; 121 −
+∞
∞−
+= TgTg  
(3.42) 
Az integrálokat analitikus algebrai programcsomaggal meghatároztuk és mindhárom esetben 
egydimenziós normális eloszlást kaptunk, amelynek várható érték és szórás paraméterei meg-
határozhatók a függvényb l. A kiindulási és kapott eloszlások várható értékei, szórásai és kor-
relációi között a vártnak megfelel en azok az összefüggések álltak fenn, amit a 3.1 fejezetben 
általánosan, eloszlástól függetlenül levezettünk. 
Az együttes eloszlásokat utólagosan kell csonkolnunk, hogy a ( )Tκ -re megadott megbíz-
hatósági tartományon belül maradjanak bármely T  h mérsékleten a [ ]21,TT  intervallumban: 
( ) ( )TmT κσκκ ⋅≤−  (3.43) 
Mivel 2≥m , ezért ( )Tκ  értékeknek legalább 95%-a a megbízhatósági intervallumba esik 
normális eloszlást feltételezve, így a csonkolás csak kis mértékben változtatja meg az ( )εα ,,n  
paraméterek kovariancia mátrixának elemeit és az evsf-ük normáltságát, így ( )Tκ  szórása és 
az ( )εα ,,n  paraméterek kovariancia mátrixa elemeinek  3.1. fejezetben tárgyalt kapcsolata jó 
közelítéssel igaz marad. Megállapíthatjuk, hogy az ( )εα ,,n  paraméterek együttes normális 
eloszlásának feltételezése utólagos csonkolással a nem engedélyezett ( )Tκ  értékeket eredmé-
nyez  ( )εα ,,n  értékeknél nagyon jó közelítéssel megadja a csonkolt normális eloszlású ( )Tκ  
-hez tartozó együttes eloszlásfüggvényt.  
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3.5. Az Arrhenius-féle paraméterek normális együttes valószín ségi s r ségfüggvé-
nyek meghatározása az adatbázisokban található bizonytalansági adatok alap-
ján 
A 3.1. fejezetben a ( )T2κσ  h mérsékletfüggésére levezetett egyenletek a bizonytalanságok 
h mérsékletfüggésére közvetlenül átírhatók ( )Tκσ  és a bizonytalanságok közti kapcsolatok 
ismeretében, amelyek a következ k az égéstudományi, az IUPAC és a JPL adatbázisokban: 
( ) ( )TTf κσ10ln
3=   
( ) ( )TTd κσ10ln
2=  
( )( ) ( )TTf κσ=JPLln  
(3.44) 
A fenti egyenletek bal oldalát a továbbiakban egységesen ( )TF -vel, a ( )Tκσ  együtthatóját 
pedig M -mel  jelölve egységes alakban adhatjuk meg az ( )TF  bizonytalanságoknak a függé-
sét ( )Tκσ -tól. A háromparaméteres Arrhenius-féle sebességi együttható kifejezés esetén a bi-
zonytalanságot legalább hat h mérsékleten ismernünk kell, hogy az Arrhenius-féle paraméte-
rek normális evsf-ének kovariancia mátrixát meghatározhassuk.  
( ) TrTTrTrTTMTF nnnnn ln2ln22ln 1122222 σσσσσσσσσ ααεεεααεεα +−−++= −−−  (3.45) 
Ezen kívül mindig figyelembe kell vennünk a szórásokra és a korrelációkra fennálló, (3.3) és 
(3.4) egyenletekben definiált feltételeket. A kétparaméteres Arrhenius-féle sebességi együtt-
ható kifejezés esetében a bizonytalanságot legalább három h mérsékleten kell ismernünk, 
hogy az Arrhenius-féle paraméterek normális evsf-ének kovariancia mátrixát meghatározhas-
suk. 
( ) 1222 2 −− −+= TrTMTF εααεεα σσσσ  (3.46) 
A kétparaméteres hatványfüggvény sebességi együttható kifejezés esetében a bizonytalan-
ságot szintén legalább három h mérsékleten kell ismernünk, hogy az Arrhenius-féle paramé-
terek normális evsf-ének kovariancia mátrixát meghatározhassuk: 
( ) TrTMTF nnn ln2ln222 σσσσ ααα ++=  (3.47) 
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Az egyparaméteres állandó sebességi együttható esetén a bizonytalanságot elég mindössze 
egy h mérsékleten ismernünk: 
( ) ασMTF =  (3.48) 
Ha a szükségesnél kevesebb adat áll rendelkezésünkre, akkor feltételezésekkel kell élnünk, 
amelyek többé-kevésbé, de mindig valamennyire önkényesek. Egyrészt csökkenthetjük a 
meghatározandó paraméterek számát, azáltal hogy egyes korrelációkat egységnyinek ( 1± ) 
feltételezünk. Ez reális feltevésnek t nhet Hébergernek és munkatársainak [3], továbbá 
Najmnak és munkatársainak [4] az eredményei alapján, hiszen szerintük a mérésekb l az 
Arrhenius-féle paraméterek csak er sen korreláltan határozhatók meg. Az egységnyinek felté-
telezett korrelációk el jelét válasszuk meg úgy, hogy minél jobb illeszkedést kapjunk a bi-
zonytalansági adatokra. Vehetjük egyes Arrhenius-féle paraméterek szórásait és így azok kor-
relációit is nullának. Mivel az A  tényez  mindig jelen van a ( )Tk  kifejezésében, ezért α  so-
hasem nulla és így feltehet en ασ  szintén sohasem nulla. Mindezeket figyelembe véve a 3.1. 
táblázatban összefoglalt egyszer sített alakokhoz juthatunk. 
 
eset nσ  εσ  nrα  αεr  εnr  ( ) 0>Tκσ  
0 0 0 0 0 0 ασ  
2r nrα  TrT nnn ln2ln
222 σσσσ ααα ++  





Tn lnσσα±  
3r αεr  
1222 2 −− −+ TrT εααεεα σσσσ  
3+ +1 1−± Tεα σσ  
3- 
0 + 0 
-1 
0 
1−+ Tεα σσ  
23 + + 1−+  1−+  1−+  
1ln −−+−+−+ TTn εα σσσ  
3.1. táblázat Az kln  szórásának ( ( )Tκσ ) egyszer sített alakú h mérsékletfüggései az 
Arrhenius-féle paraméterek kovariancia mátrixa elemeinek speciális értékei esetében.  
 
Egy másik lehet ség, ha az adatpontok számát növeljük két adott bizonytalanság adat kö-
zött lineáris interpolációt alkalmazva a sebességi együttható kifejezésének megfelel  
linearizált alak szerinti h mérsékletskálán. Ekkor valójában szintén az er s korreláció feltéte-
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lezésével élünk, ugyanis ( )Tκσ  annál inkább lineáris lesz 1−T  vagy Tln  függvényében, mi-
nél inkább teljes négyzet lesz a (3.44), (3.45) és (3.46) egyenletek gyökalatti kifejezése, azaz 
minél inkább egységnyi lesz az Arrhenius-féle paraméterek korrelációja. 
Ha a bizonytalanság több pontban ismert, mint ami a megfelel  számú kovariancia mátrix 
elemeinek meghatározásához szükséges, akkor végezhetünk legkisebb négyzetes függvényil-
lesztést a legjobb egyezést eredményez  paraméterek megtalálásához. Illesztés során mindig 
figyelembe kell vennünk a szórásokra és a korrelációkra fennálló, (3.3) és (3.4) egyenletekben 
definiált feltételeket. 
Ha az egy- vagy kétparaméteres sebességi együttható kifejezés esetében az illesztett görbe 
nagy hibával adja vissza a bizonytalanság adatokat és legalább 3 vagy 6 adat áll rendelkezé-
sünkre, akkor feltételezhetünk a hiányzó, avagy nullának tekintett Arrhenius-féle paraméte-
rekre nem nulla szórást és köztük nem nulla korrelációkat. Így például a konstans sebességi 
kifejezés esetén n vagy ε  szórására nem nulla értéket feltételezve, h mérséklettel változó bi-
zonytalanságokat tudunk illeszteni. 
3.6. Az együttes valószín ségi s r ségfüggvény értelmezése szinguláris kovariancia 
mátrix esetén 
3.6.1. Általános tárgyalás 
Az Arrhenius-féle paraméterek p  kovariancia mátrixa akkor szinguláris, ha p sajátérté-
kei között megtalálható a nulla. Ekkor a többdimenziós együttes normális eloszlás egy alacso-
nyabb dimenziós normális eloszlássá fajul el és a változók lehetséges felvett értékeinek egy 
vagy több független lineáris kombinációja meghatározottá válik. Az új eloszlás levezetésére 
hívjuk segítségül az együttes normális eloszlás vsf-ének karakterisztikus függvényét hárompa-
raméteres ( 3=N ) esetben. 
( ) −= uuuppu pp TTi 2
1
exp,;φ  (3.49) 
A p  mátrix szimmetrikus, így sajátvektoraiból kiválasztható ortonormált bázis, amikb l 
mint oszlopvektorokból alkotott O  ortogonális mátrixszal diagonalizálható.  
( )321 ,,diag λλλ==OO pT   [ ]321 oooO =  IOOOO == TT  (3.50) 
Ahol O  az ortonormált sajátvektorokat tartalmazó ortogonális mátrix ( TOO =−1 ), a saját-
vektorokat tartalmazó diagonális mátrix, amir l tegyük fel, hogy csökken  sorrendben tartal-
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mazza a sajátértékeket. Mivel a p  mátrixról feltettük, hogy pozitív szemidefinit, ezért saját-
értékei nem-negatívak, így a nulla sajátértékek  f átlója végén találhatóak. Ennek figye-













2 λλqquOOOOuuu pp  (3.51) 
ahol bevezettük a uoTiq 1=  és [ ]321 qqqT =q  jelöléseket, illetve PN  a pozitív sajátértéke-
ket jelöli. A (3.51) egyenlet összegzésében a nulla sajátértékekhez tartozó indexekre elhagy-
ható az összegzés. A pozitív (jelölés: P alsóindex, PN  darab) és a zérus (jelölés: Z alsóindex, 
ZN  darab) sajátértékek száma szerint ( ZP NNN += ) szerint bontsuk fel ⊕ m velettel jelölt 
direktösszegekre a  mátrixot és q  vektort. 
ZP ⊕=     ZP qqq ⊕=  (3.52) 
Kés bbiekben során ezen a jelölésen ezt a felbontást értjük más vektorok esetében is. Az új 
jelölésekkel a karakterisztikus függvény exponensében lév  kifejezések átírhatók: 
( ) ( ) ( ) ( )ZTTZTPTTPTTTT uOpOuOpOuOOpup +==  (3.53) 
( ) ( )PTPTPTPPTPTT uOuOqqqquu p ===  (3.54) 
Ennek felhasználásával átírható a karakterisztikus függvény: 
( ) ( ) ( ) ( ) ( ) ( ) ( )[ ]ZTTZTPTPTPTPTTPT ii uOpOuOuOuOpOpu p exp2
1
exp,; −=φ  (3.55) 
A fenti karakterisztikus függvény inverz Fourier-transzformációjával megkapható az 
Arrhenius-féle paraméterek evsf-e, ami azonban csak az általánosított függvényeket felhasz-
nálva, azaz disztribúciók segítségével adható meg:  
( )
( )( ) ( )( )


























Els  tényez je a nem nulla sajátértékekhez tartozó ortogonális io  sajátirányokban PN -
dimenziós korrelálatlan normális vsf-ét definiálja az Arrhenius-féle paraméterek ( )PT pO  line-
áris kombinációinak. A különböz  ( )PT pO  irányokban vett normális eloszlások korrelálatla-
nok, varianciáikat a P  diagonális mátrix elemei adják.  Második tényez je ZN -dimenziós 
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Dirac-féle delta disztribúciót definiál az Arrhenius-féle paraméterek ( )ZT pO  lineáris kombi-
nációira. Ez utóbbi egy kényszerfeltételt, korrelációt jelent az Arrhenius-féle paraméterek kö-
zött, miszerint a nulla sajátértékhez tartozó sajátvektorok által meghatározott irányokban nem 
szóródhatnak. A korrelálatlanság következményeként a tényez k szétbonthatók io  sajátirá-
nyok menti egy-dimenziós normális eloszlások és Dirac-féle delta disztribúciók szorzatára. 
( ) ( )




































Tekintsük a többparaméteres sebességi együttható kifejezések paramétereinek kovariancia 
mátrixait és azok determinánsait.  
( )222 1det nn rαασσ −=p  
( )222 1det αεεασσ r−=p  
( )εαεαεαεαεα σσσ nnnnn rrrrrr 21det 222222 +−−−=p  
(3.58) 
A kovariancia mátrix akkor szinguláris, ha determinánsa nulla.  
3.6.2. Szinguláris kétparaméteres eset: 1±=nrα , 1±=αεr  
Feltételezve, hogy a szórások nem nullák, kétparaméteres esetben 1±=nrα  és 1±=αεr  ese-
tén lehet a kovariancia mátrix szinguláris. Az 1±=nrα esetében sajátértékek és a sajátvektorok 
az alábbiak: 
Ha 1±=nrα  
22


















o  (3.59) 
Az Arrhenius-féle paraméterek evsf-je az alábbi lesz: 
( )
( )
( ) ( )








































Ebben az esetben az eloszlás egydimenziós normális eloszlássá fajul el, ami szorzódik egy Di-
rac-féle delta disztribúcióval, ami ( ) ( ) nn nnr σσαα αα // −=−  lineáris kényszert ró ki a válto-
 37
zókra. Ez a kényszer megköveteli, hogy pp −  vektor 1o  vektorral párhuzamos legyen, így 
bevezethetünk egy közös t  új változót.  
( )ppo −= Tt 1   és   1opp −  t1opp +=  (3.61) 
Az új, t  változóra felírható eloszlás 0 várhatóérték  és 1λ  szórású normális eloszlású lesz, 
amelynek s r ségfüggvénye és a hozzátartozó Arrhenius-féle paraméterek: 

























Azonos módon tárgyalható az 1±=αεr  esete. 
3.6.3. Szinguláris háromparaméteres eset: 1±=nrα  vagy 1±=αεr  vagy 1±=εnr  
A háromparaméteres esetben, ha az egyik korrelációs együttható egységnyi ( 1±=nrα  vagy 
1±=αεr  vagy 1±=εnr ) akkor a kovariancia mátrix szinguláris lesz. Ekkor a (3.4) egyenlet 
alapján belátható, hogy a másik két korrelációs együttható ( 32, rr ) abszolút értékben egyenl  
lesz, el jelük viszonyát pedig az els  el jele határozza meg: 213 rrr = , ahol 11 ±=r . Az 
1±=nrα  esetet vizsgálva a nulla sajátértékhez tartozó sajátvektor az alábbi. 










=o  (3.63) 
Ebben az esetben az eloszlás kétdimenziós normális eloszlássá fajul el, ami szorzódik egy 
Dirac-féle delta disztribúcióval, ami az 3.6.2 fejezetben tárgyalt, kétparaméteres esethez ha-
sonlóan ( ) ( ) nn nnr σσαα αα // −=−  lineáris kényszert ró ki a változókra.  A (3.59) egyenlet-
nél tárgyaltakhoz hasonlóan az ( )αα −  és ( )nn −  változók helyett bevezethet  egy közös, 
( ) αα σαασσ /22 −+= nt  változó, amely várható értéke 0, szórása pedig 22 nσσα + lesz. A t  és 
az ε  változó együtt αεα rr t = korrelációs együtthatójú, kétdimenziós normális eloszlást fog al-
kotni, amely tárgyalása már a nem szinguláris eset szerint történhet. Azonos módon tárgyalha-




3.6.4. Szinguláris háromparaméteres eset: 1=εαεα nn rrr  
Háromparaméteres esetben a kovariancia mátrix úgy is szinguláris lehet, ha a mindegyik 
korrelációs együttható egységnyi. Ekkor a (3.4) egyenlet alapján belátható, hogy 1=εαεα nn rrr  
kapcsolat áll fenn a korrelációs együtthatók közt. Ekkor a nem nulla sajátérték: 
ha 1=εαεα nn rrr    
222




1=o  (3.64) 
Ebben az esetben az eloszlás egydimenziós normális eloszlássá fajul el, ami szorzódik két Di-
rac-féle delta disztribúcióval, amik az el bb tárgyalt kétparaméteres esethez hasonlóan 
( ) ( ) ( ) εαεαα σεεσσαα /// −=−=− rnnr nn  lineáris kényszereket rónak ki a változókra. A 
(3.60) egyenletnél tárgyaltakhoz hasonlóan bevezethet  egy ( )ppo −= Tt 1  változó, aminek el-












tf      t1opp +=  (3.65) 
3.7. Példák az Arrhenius-paraméterek normális együttes valószín ségi s r ségfügg-
vényeinek meghatározására az adatbázisokban található bizonytalansági adatok 
alapján 
A korábbi fejezetekben kidolgozott elmélet alapján meghatároztuk néhány reakció 
Arrhenius-féle paramétereinek evsf-ét. A vizsgált reakcióinkat Baulch és munkatársai [8] és 
JPL [9] által végzett kinetikai adatkiértékelésekb l választottuk. Az IUPAC által kiértékelt re-
akciókra nem végeztünk vizsgálatot, mivel azok Arrhenius-féle paraméterei kovariancia mát-
rixának elemei a (3.19) egyenlet kifejezései alapján egyértelm en megadhatók. A vizsgált re-
akciók adatai a 3.2. táblázatban és a hozzájuk tartozó Arrhenius-paraméterek normális evsf-








# reakció  n  /K T1 - T2 bizonytalanság M hiv. 
R1 O+N2O NO+NO 32,134 - 13930 1000 K - 4000 K 2000 K: 0,2; 4000 K: 0,3; 1000 K: 0,4 
R2 N+OH NO+H 32,317 -0,2 - 100 K - 2500 K 300 K: 0,1; 100 K: 0,3; 2500 K: 0,4 
R3 HO2+C3H5 C3H6+O2 28,605 - - 600 K - 1000 K 600-800 K: 0,3; 1000 K: 0,5 




R5 O(1D) + H2O  OH + OH 32,218 - -60 200 K - 400 K JPL-féle megadás: f(298K)=1,15, g=45 1 [9] 
3.2. táblázat Példareakciók adatai Baulch és munkatársai közleményéb l [8] és a JPL [9] 
adatkiértékelésb l.  
 
# σ  σn σ  /K r n r  rn  
R1 0,3545 - 587,9 - 0,9045 - 
R2 0,9699 0,1621 - -0,9979 - - 
R3a 5,951 0,9093 - -0,9995 - - 
R3b 1,110 - 752,0 - 0,9884 - 
R4 3,427 0,4627 253,6 -0,9997 1,000 -0,9997 
R5 0,4111 - 109,9 - 0,9415 - 
3.3 táblázat Az együttes normális eloszlások meghatározott paraméterei az egyes reakciókra 
1. példa: (A, ) kétparaméteres Arrhenius-féle egyenlet 
Az R1 reakció sebességi együtthatójának h mérsékletfüggése ( )ε,A  kétparaméteres 
Arrhenius-féle egyenlettel adott. Bizonytalanságai két széls séges és egy köztes h mérsékleti 
pontban adottak. Ez a három pont egyértelm en meghatározza az Arrhenius-féle paraméterek 
normális evsf-ét. Az Arrhenius-féle paraméterek normális evsf-ének paramétereit a (3.46) 
egyenlet mindhárom h mérsékleten történ  egyidej  kielégítésével határoztuk meg. A kapott 
értékek kielégítették a szórásokra és a korrelációkra fennálló, (3.3.) egyenletben definiált fel-
tételeket is. Az adatbázisban megadott és az Arrhenius-féle paraméterek illesztett normális 
evsf-b l számolt bizonytalanságok h mérsékletfüggési a 3.1. ábrán láthatók. A 3.2. ábrán az 
Arrhenius-féle paraméterek normális evsf-e látható. A 3.3. ábrán a κ  normális vsf-ének h -
mérsékletfüggése látható. A 3.4. ábrán a csonkolás nélkül és csonkolással kapott Arrhenius-
féle paraméterek normális evsf-eib l számolt ( )Tκ  vsf-ek szórásainak h mérsékletfüggései 
láthatók. Kis eltérés tapasztalható a két görbe között, ami meger síti feltevésünk jogosságát, 
miszerint jó közelíthet  normális evsf-nyel az Arrhenius-féle paraméterek evsf-e, ha κ  elosz-





3.1. ábra Az R1 reakció sebességi együtthatója az eredeti Arrhenius-féle egyenlet szerint vál-
tozik h mérséklettel. Bizonytalanságai 1000 K, 2000 K és 4000 K h mérsékleteken adottak 
(körök). A bizonytalanság-h mérséklet függvényt (folytonos vonal) az Aln=α  és RE /=ε  
Arrhenius-féle paraméterek evsf-ének illesztett paramétereib l számoltuk. 
 
3.2 ábra Az R1 reakció esetében megállapított Arrhenius-féle paraméterek együttes normális 
valószín ségi s r ségfüggvénye (csonkolás nélkül), ahol Aln=α  és RE /=ε . Er s korrelá-




3.3 ábra Az R1 reakció kln=κ  sebességi együtthatója valószín ségi s r ségfüggvényének 
h mérsékletfüggése (csonkolás nélkül). 
 
















T -1 / K -1  
3.4 ábra Az R1 reakció esetében a csonkolás nélkül és a csonkolással kapott Arrhenius-féle 
paraméterek normális evsf-eib l számolt kln=κ valószín ségi s r ségfüggvénye szórásának 
változása a h mérséklet függvényében.  
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2. példa: (A, n) kétparaméteres Arrhenius-féle egyenlet 
Az R2 reakció sebességi együtthatójának h mérsékletfüggését kétparaméteres hatványkife-
jezéssel adják meg. Bizonytalanságát három h mérsékleten adták meg. Ez a három pont egy-
értelm en meghatározza az Arrhenius-féle paraméterek normális evsf-ét. Ezeket a paraméte-
reket a (3.47) egyenlet mindhárom h mérsékleten történ  egyidej  kielégítésével határoztuk 
meg. A kapott értékek kielégítették a szórásokra és a korrelációkra fennálló, (3.3.) egyenlet-
ben definiált feltételeket is. Az adatbázisban megadott és az Arrhenius-féle paraméterek il-
lesztett normális evsf-b l számolt bizonytalanságok h mérsékletfüggése a 3.5. ábrán látható. 
A meghatározott paraméterek szerint α  és n  között er s antikorreláció ( 9979,0−=nrα ) van, 
aminek következtében a kétdimenziós evsf-ük egydimenziós vsf-é fajul el a 3.6.2. fejezetben 
leírtak szerint.  
 
3.5. ábra Az R2 reakció sebességi együtthatója hatványfüggvény szerint változik a h mérsék-
lettel. Bizonytalanságai 100 K, 300 K és 2500 K h mérsékleteken adottak (körök). A bizony-
talanság-h mérséklet függvényt (folytonos vonal) Aln=α  és n  Arrhenius-féle paraméterek 
evsf-ének illesztett paramétereib l számoltuk. 
 
3. példa: (A) egyparaméteres „Arrhenius-féle” egyenlet 
Az R3 reakció sebességi együtthatója állandó a h mérséklet függvényében. Bizonytalansá-
ga adott 1000 K h mérsékleten és 600 K - 800 K h mérséklet intervallumban, ahol értéke az 
1000K-en megadott értékt l eltér  állandó. A 3.1.4. és 3.5. fejezetben tárgyaltak alapján a 
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h mérsékletfügg  bizonytalanság csakis úgy értelmezhet  h mérsékletfüggetlen sebességi 
együttható esetén, ha a hiányzó Arrhenius-féle paraméterekre nem nulla szórást és korreláció-
kat tételezünk fel. Az állandó bizonytalanságú 600 K - 800 K h mérsékletintervallumból a 
széls  pontokat használtuk a kovariancia mátrix elemeinek meghatározásához, mivel a megál-
lapítandó bizonytalanságfüggvény csak kisebb vagy egyenl  lehet a mért adatok bizonytalan-
ságánál. Egy adott h mérsékleten akkor lehet kisebb a javasolt bizonytalanságfüggvény az 
adatbázisbeli megadott bizonytalanságnál, ha más pontokban megadott bizonytalanságok az 
együttes eloszlásfüggvény létezése miatt nála kisebb bizonytalanságot jósolnak arra a h mér-
sékletre.  
Az n  szórására nullától eltér  értéket feltételezve, ez a három pont egyértelm en meghatá-
rozza az Arrhenius-féle paraméterek normális evsf-ét. Ezeket a paramétereket a (3.47) egyen-
let mindhárom h mérsékleten történ  egyidej  kielégítésével határoztuk meg. A kapott érté-
kek kielégítették a szórásokra és a korrelációkra fennálló, (3.3.) egyenletben definiált feltéte-
leket is. Megvizsgáltuk azt az esetet is, amikor az n  szórása helyett az ε  szórására tételeztük 
fel nullától eltér  értéket a h mérséklettel változó bizonytalanságok értelmezéséhez.  
Az adatbázisban megadott és az Arrhenius-féle paraméterek illesztett normális evsf-b l 
számolt bizonytalanságok h mérsékletfüggései szintén a 3.6. ábrán láthatók. A 3.6. ábra alap-
ján megállapítható, hogy az n  szórására való nullától eltér  érték feltételezése az adatbázisbe-
li adatokat, egészen pontosan a 600 K - 800 K h mérséklet intervallumbeli állandó bizonyta-
lanságot jobban visszaadta, mint ε  szórására való nullától eltér  érték feltételezése, így az 
el bbi hipotézis fogadtuk el. 
A meghatározott paraméterek szerint α  és n  között er s antikorreláció ( 9995,0−=nrα ) 
van, aminek következtében a kétdimenziós evsf-ük egydimenziós vsf-é fajul el a 3.6.2. feje-




3.6. ábra Az R3 reakció sebességi együtthatója állandó a h mérséklet függvényében. Bizony-
talanságai 600 K - 800K h mérséklet intervallumban (szaggatott vonal) és 1000K h mérsék-
leten adottak. A h mérsékletfügg  bizonytalanság értelmezéséhez az egyik esetben n , a má-
sik esetben pedig RE /=ε szórására tételeztünk fel nullától eltér  értéket az 0=n  illetve 
0=ε  névleges értékek mellett. A bizonytalanság-h mérséklet függvények (folytonos és pon-
tozott vonalú görbék) paramétereit, azaz Aln=α  és n  illetve az Aln=α  és RE /=ε   
Arrhenius-féle paraméterek normális evsf-ének a paramétereit a kiválasztott pontokbeli bi-
zonytalanságok (körök) alapján határoztuk meg.  
4. példa: (A,n, ) egyparaméteres Arrhenius-féle egyenlet 
Az R4 reakció sebességi együtthatója a kiterjesztett Arrhenius-féle egyenlet szerint válto-
zik a h mérséklettel. Bizonytalansága a 300 K - 100K h mérséklet intervallumban, valamint 
220K és 2000K h mérsékleten adottak.  
Az Arrhenius-féle paraméterek normális evsf-ének meghatározásához 6 pontban kell is-
mernünk a bizonytalanságot. Ehhez a széls séges h mérsékleti pontok mellett a 300 K - 
1000K h mérséklet intervallumban további 8 pontot vettünk fel 100 K fokonként. A kiválasz-
tott pontokra a (3.45.) egyenletben definiált görbét illesztettük legkisebb négyzetek módsze-
rével a szórásokra és a korrelációkra fennálló, (3.3.) egyenletben definiált mellékfeltételek 
mellett. A görbe kis hibával illeszkedett a kiválasztott pontokra, a meghatározott szórások re-
latív hibái 4% alatt voltak, a korrelációk hibái nem befolyásolták jelent sen 1±  értékekt l va-
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ló távolságukat. Az adatbázisban megadott és az Arrhenius-féle paraméterek illesztett normá-
lis evsf-b l számolt bizonytalanságok h mérsékletfüggési a 3.7. ábrán láthatók. 
Az illesztett paraméterek szerint az α  és n  és ε  Arrhenius-paraméterek között közel egy-
ségnyi korrelációk ( 9997,0−=nrα , 1=αεr , 9997,0−=εnr ) vannak, aminek következtében a 
háromdimenziós evsf-ük egydimenziós vsf-é fajul el a 3.6.4. fejezetben leírtak szerint.  
 
 
3.7. ábra Az R4 reakció sebességi együtthatója a kiterjesztett Arrhenius-féle egyenlet szerint 
változik a h mérséklettel. Bizonytalansága a 300 K - 100K h mérsékletintervallumban (szag-
gatott vonal), 220K és 2000K h mérsékleten adottak. A bizonytalanság−h mérséklet függ-
vény (folytonos vonal) paramétereit, azaz Aln=α , n  és RE /=ε  Arrhenius-féle paraméte-
rek normális evsf-ének a paramétereit a kiválasztott pontokbeli bizonytalanságok (körök) 
alapján határoztuk meg.  
 
5. példa: (A, ) kétparaméteres Arrhenius-féle egyenlet, JPL-típusú bizonytalanság 
Az R5 reakció sebességi együtthatója az eredeti Arrhenius-féle egyenlet szerint változik a 
h mérséklettel. Bizonytalansága a 200 K - 400K h mérsékletintervallumban a (2.7.) egyenlet 
szerinti formában adottak.  
Az Arrhenius-féle paraméterek normális evsf-ének meghatározásához 3 pontban kell is-
mernünk a bizonytalanságot. A megállapítandó bizonytalanságfüggvény csak kisebb vagy 
egyenl  lehet a mért adatok bizonytalanságánál, ezért hogy elkerüljük a JPL bizonytalanság 
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görbével való metszés lehet ségét, a meghatározáshoz a szobah mérsékletet és a két széls -
séges h mérsékleti pontot választottuk ki Ez a három pont egyértelm en meghatározza az 
Arrhenius-féle paraméterek normális evsf-ét.  Ezeket a paramétereket a (3.46.) egyenlet mind-
három h mérsékleten történ  egyidej  kielégítésével határoztuk meg. A kapott értékek kielé-
gítették a szórásokra és a korrelációkra fennálló, (3.3.) egyenletben definiált feltételeket is. Az 
adatbázisban megadott és az Arrhenius-féle paraméterek illesztett normális evsf-b l számolt 
bizonytalanságok h mérsékletfüggési a 3.8. ábrán láthatók. Az illesztett paraméterek szerint 
az α  és ε  Arrhenius-paraméterek között jelent s antikorreláció ( 9415,0−=αεr ) van, így a 
kétdimenziós eloszlás keskeny, de még nem tekinthet  elfajultnak. 
 
3.8. ábra Az R5 reakció sebességi együtthatója az eredeti Arrhenius-féle összefüggés szerint 
változik a h mérséklettel. Bizonytalanságai a JPL kinetikai adatbázis szerint a 200 K - 400K 
h mérsékletintervallumban (szaggatott vonal) ismertek. Ez a megadás nem egyeztethet  össze 
az Arrhenius-féle paraméterek evsf-ének h mérsékletfüggetlen, egyértelm  létezésével a 
3.1.5. fejezetben tárgyaltak szerint.  A javasolt, fizikailag reális bizonytalanság−h mérséklet 
függvény (folytonos vonal) paramétereit, azaz Aln=α  és RE /=ε  Arrhenius-féle paramé-
terek normális evsf-ének a paramétereit a kiválasztott pontokbeli bizonytalanságok (körök) 
alapján határoztuk meg.  
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4. Reakciómechanizmusok redukciója a szimulációs hiba minimalizálásával 
4.1. Hibafüggvények 
A mechanizmusredukció hatékonyságát a fontos anyagfajták koncentrációi hibafüggvé-
nyével követhetjük. Fontos megemlíteni, hogy egy fontos kvantitatív tulajdonság (pl. a gyul-
ladási id ) szintén lehet része egy hibafüggvénynek. Míg a relatív hiba túlhangsúlyozza a kis 
koncentrációk nagy relatív eltérését, addig az abszolút hibák csak nagy abszolút koncentráció 
eltérésekre érzékenyek. Általánosan alkalmazható hibamér -számnak ugyanakkor az alábbi 
vegyes hibafüggvény.  
A hibákat számos pontban számoljuk, amik lehetnek id ben logaritmikusan vagy lineári-
san eloszlatva, ahogy azt a probléma igényli. A i-edik fontos anyagfajta lokális hibáját a jt  

























































tδ  (4.1) 
ahol )( j
teljes
i tc  és )( j
red
i tc  az i-edik anyagfajta koncentrációi a jt id pontban a teljes és a redu-
kált mechanizmusokkal számolva, és teljesMAXi,c  az i-edik anyagfajta teljes mechanizmussal szá-





MAXi, tcc =  (4.2) 
A 4.2-ben definiált a vegyes hibafüggvény biztosítja, hogy a maximálishoz közeli koncentrá-
cióértékek esetén relatív hibaként fog viselkedni. 
)(max jijMAXi, t=  (4.3) 
MAXi,iMAX max=  (4.4) 
A fontos anyagfajták középhibái (root mean square error, RMSi, ) alapján definiálunk egy 















−n  (4.6) 
ahol tn  az id pontok száma és fontosn a fontos anyagfajták száma.  A MAX  és RMS  hibafügg-
vények a maximális és az átlagos eltéréseket jellemzik a redukált és a teljes mechanizmussal 
számított eredmények között. 
 Ez a hibaszámítás általában megfelel , de más lehetséges hibadefiníciók is alkalmazhatók. 
Például egy másik lehetséges hibadefiníció figyelembe veheti a kezdeti id pont hibáját, ami-
nek átáramlásos reaktorkísérletek szimulációjakor lehet jelent sége a kezdeti id pont bizony-
talansága miatt. Redukált mechanizmusokkal szemben gyakran támasztott elvárás, hogy visz-
szaadja a rendszer olyan fontos jellemz it, mint például a gyulladási id  a gyulladási model-
lekben és a lángsebesség a lamináris lángokban. A fenti hibafüggvények az eredeti és a redu-
kált mechanizmusokkal számított koncentrációprofilok eltérését mérik, de hasonló módon 
mutathatnák a szimulált fontos jellemz k eltérését is. A hibafüggvény nagyon eltér  szimulá-
ciós körülményeknél is figyelembe veheti egyidej leg a szimulációs hibát. Ebben az esetben a 
kapott redukált reakciómechanizmus alkalmazható lesz minden vizsgált tartományban. 
4.2. Anyagfajták eltávolítása szimulációs hiba minimalizálásán alapuló 
konnektivitási módszerrel (SEM-CM) 
4.2.1. Kiegészít  készlet, él  anyagfajta, konzisztens mechanizmus 
Az eredeti konnektivitási módszer egyik hiányossága, hogy a szükséges anyagfajtákat azo-
nosítja a szükséges reakciók helyett. A CM módszer szerint a felesleges anyagfajták minden 
reakcióját törlik a redukált mechanizmus létrehozásakor, ami hibát okozhat. Például tekintsük 
az A + B  C irreverzibilis reakciót és tegyük fel, hogy az A anyagfajta fontos. A CM mód-
szer kiválasztja a B anyagot, de a C anyagot nem, mivel míg a B anyagfajta koncentrációjának 
megváltozása megváltoztatja az A anyagfajta termel dési sebességét, addig a C anyagfajta 
koncentrációjának megváltoztatása nincs rá hatással arra. Így a CM algoritmus szerint az a re-
akció nem kerül be a redukált mechanizmusba.  
Ezen csapda elkerülésére az anyagfajták lehetséges hatásos kombinációit, azaz reakciókba 
csoportosulásait már a szükséges anyagfajták kiválasztásánál figyelembe kell venni. Ahelyett, 
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hogy egyedi anyagfajtákat választunk ki, anyagfajták azon kombinációi azonosítjuk, amelyek 
legalább egy új reakciónak a beválasztását eredményezik a redukált mechanizmusba. Ezen 
anyagfajta kombinációkra bevezetjük a „kiegészít  készlet” elnevezést.  
Egy kiegészít  készlet olyan anyagfajtákból áll, amelyek még nem lettek beválasztva a re-
dukált mechanizmusba, de ha ezeket bevennénk a jelenleg kiválasztott anyagfajták közé, ak-
kor legalább egy új reakció bekerülne a redukált mechanizmusba.  
Fontos megemlíteni, hogy e definíció szerint a kiegészít  készletek uniója is kiegészít  
készlet. A fenti példában, míg a B anyagfajta önmagában nem alkot kiegészít  készletet, ad-
dig B és C együttesen már azt alkotnak. Az inert anyagfajtákat szintén kiegészít  készletnek 
kell tekinteni, hogy a redukált mechanizmusba bekerülhessenek esetleges fontos fizikai hatá-
suk miatt.  
Folytatva az el z  példát, tételezzük fel, hogy mechanizmusunk az alábbi reakciókból áll:  
A + B → C és D → B. Legyen az A és D anyagfajták kezdeti koncentrációja nullától eltér  és 
legyen A az egyedüli fontos anyagfajta. Az els  beválasztási lépésben B és C anyagfajták és a 
hozzájuk tartozó A+B → C reakció is kiválasztódik. A kapott egylépéses mechanizmusban 
azonban a B anyagfajta koncentrációja mindig nulla lesz, mivel nincs képz dési reakcióútja 
az inicializált anyagfajtákból. Egy kémiailag értelmes részmechanizmus létrehozásához a D 
→ B reakciólépést is be kell vennünk. Biztosítani kell, hogy egy kémiailag értelmes redukált 
mechanizmusban minden anyagnak legyen képz dési reakcióútja az adott körülmények alatt, 
a mechanizmus építési eljárás minden szintjén. Emiatt bevezetjük az „él  anyagfajta” és a 
„konzisztens mechanizmus” elnevezéseket. 
Egy anyagfajtát él  anyagfajtának hívunk, ha a kezdeti koncentrációja nem nulla, vagy be-
áramlik a reaktorba (pl. a jól kevert reaktorba beáramló elegyben nem nulla a koncentrációja) 
vagy kémiai reakcióban képz dik. Az él  anyagfajták listája függ a mechanizmustól és a kez-
deti (vagy perem-) feltételekt l. Egy mechanizmust konzisztensnek hívunk, ha minden anyag-
fajta benne legalább egy körülménynél él . 
4.2.2. A SEM-CM eljárás 
A szimulációs hiba minimalizálásán alapuló konnektivitási módszer (Simulation Error 
Minimization Connectivity Method, SEM-CM) az alábbi módon foglalható össze. Kiindulva 
fontosn  darab fontos anyagfajtából, a hozzájuk er sen csatolódó kiegészít  készleteket minden 
egyes id pontban hozzájuk adjuk és az így képzett redukált mechanizmusokat szükség esetén 
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konzisztenssé tesszük. Az összetett modellt szimuláljuk minden egyes redukált mechanizmus-
sal és az anyagfajta készletüket a hibáikkal együtt eltároljuk egy adatbázisban.  
Ezután az adatbázisban megkeressük azt az 1fontos +n  anyagfajtából álló készletet, amelyik-
nek a legkisebb a hibája és rá alkalmazva megismételjük az eljárást. Ha nincs 1fontos +n  anyag-
fajtát tartalmazó készlet az adatbázisban, akkor az 2fontos +n , 3fontos +n , ... anyagfajtát tartal-
mazó készlet után keresünk az adatbázisban. A mechanizmusépítést akkor szakítjuk félbe, 
amikor adott anyagfajta-számnál a legkisebb hibájú redukált mechanizmus szimulációs hibája 
kisebb lesz, mint a szükséges hibaküszöb. Így konzisztens redukált mechanizmusok sorozata 
jön létre, amelyek hibái általában folyamatosan csökkennek a anyagfajták számának növeke-
désével. A SEM-CM algoritmus folyamatábrája a 4.1. ábrán látható és az eljárást alább részle-
tezzük. 
4.2.3. Kezd lépés (i) 
Az els  lépésben szimulációt hajtunk végre a teljes mechanizmussal. A koncentráció-
készleteket és a lognormált Jacobi-féle mátrixokat számos kiválasztott id pontban elmentjük 
és a mechanizmus redukciós eljárást ezekben a pontokban hajtjuk végre. Kezdetben a kivá-
lasztott anyagfajták csoportja csak a fontos anyagfajtákat tartalmazza. 
4.2.4. Kiegészít  készletek azonosítása (ii) 
A pillanatnyi n  kiválasztott anyagfajtából álló csoporthoz megkeressük a kiegészít  készle-
teket. A kiegészít  készleteket úgy kaphatjuk meg, hogy az els  reakció anyagfajtái közül el-
hagyjuk azokat, amelyek már ki lettek választva. Ha legalább egy anyagfajta visszamarad, ak-
kor ezek az anyagfajták alkotják az els  kiegészít  készletet. Ugyanígy végigmenve az összes 
reakciólépésen a kiegészít  készletek egy listáját kapjuk. Fontos megemlíteni, hogy az így 
kapott kiegészít  készletek között lehetnek azonosak, tartalmazhatják egymást és átfedhetnek 
is. Mivel nem lényeges, hogy egy kiegészít  készletet mely reakció anyagfajtáiból kaptunk 
elhagyással, ezért a továbbiakban csak a különböz  kiegészít  készleteket vizsgáljuk. 
4.2.5. A kiegészít  készletek rangsorolása (iii) 
Az kn  darab anyagfajtát tartalmazó k-adik kiegészít  készlet közvetlen kapcsolódási er s-
ségét a kiválasztott anyagfajták csoportjához a (2.10) egyenletben definiált iB  értékeknek a 
















C  (3.7) 
A kiegészít  készleteket kC  kapcsolódásaik alapján rangsorolhatjuk. Az átlagolásra azért van 
szükség, mert az egyik reakcióból kapott kiegészít  készlet valódi részhalmaza lehet egy má-
sik reakcióból kapott kiegészít  készletnek, így az utóbbi mindig el rébb szerepelne a rang-
sorban. Ez nem lenne el nyös, mivel egyrészt lehetséges, hogy csak felesleges anyagfajtákkal 
nagyobb nála, másrészt a redukált mechanizmust a lehet  legkisebb lépésekben akarjuk fel-
építeni, hogy minél több lehet ségünk legyen a legjobb hibacsökkenési út megtalálására. 
 
 
4.1. ábra A SEM -CM eljárás folyamatábrája. 
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Szükséges az inert anyagfajták egyanyagos kiegészít  készletként való kezelése, hogy a 
fenti rangsorolásba bekerüljenek és harmadik testként vagy nyomáseffektusokban való fon-
tosságuk esetén beválasztódjanak a csoportba. Ezek az effektusok megjelennek a Jacobi-féle 
mátrix elemeiben, így hozzájárulnak kC  értékéhez is. 
4.2.6. Kiterjesztett komplementer készletek létrehozása (iv) 
Számos kiegészít  készletnek lehet hasonlóan er s kapcsolódása a kiválasztott anyagfajták 
csoportjához, ezért célszer  többet megvizsgálni közülük egy id pontban, hogy megtaláljuk 
az optimális utat a szimulációs hiba csökkentéséhez. Az „ m  mélységig” történ  mechaniz-
musépítési eljáráson azt értjük, hogy a kiegészít  készletek rangsorában az els  m  kiegészít  
készlet mindegyikét megvizsgáljuk. Mindegyiket külön-külön adjuk hozzá a pillanatnyilag 
kiválasztott anyagfajták csoportjához, aminek következtében egy id pontban m  darab ún. ki-
terjesztet készletet kapunk.  
4.2.7. Konzisztens redukált mechanizmusok létrehozása (v) 
A következ  lépésben az egyes id pontokban megállapított kiterjesztett készleteket ellen-
rzünk, hogy minden anyagfajtájuk él -e. Ha mindegyikük él , akkor a teljes mechanizmus 
azon reakciólépései, amelyek csak ezen anyagfajtákat tartalmazzák, konzisztens mechaniz-
must alkotnak. Ha vannak köztük nem él  anyagfajták, akkor az ket termel  reakciólépése-
ket megkeressük és a hozzájuk tartozó kiegészít  készleteket megállapítjuk. Egy anyagfajtát 
él nek tekintünk egy adott tN id pontban, ha képz dhetett él  anyagfajtákból azt megel z en. 
Ehhez bevezetjük az M  mátrixot, amelynek elemeit a lognormált Jacobi-féle mátrix megfele-
l  elemei abszolút értékének az els  id ponttól az aktuális id pontig vett értékeinek maxi-
mumával definiálunk. 
)(max)( LijLNij tt N JM ≤=  (3.8) 
A kiterjesztett készlet nem él  anyagait termel  reakciókból megállapított kiegészít  készle-
tek közül a k-adik kiegészít  készletnek a kiterjesztett készlet nem él  anyagfajtáihoz való 
kapcsolódását méri az M  mátrix elemeib l számított alábbi kC  érték: 
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C  (3.9) 
Ezen termel  reakciókat leíró kiegészít  készleteket rangsorolhatjuk a kC  értékeik alapján. A 
legmagasabban rangsorolt kiegészít  készlet anyagaival b vítjük a kiterjesztett anyagfajta 
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készletünket. Az eljárás mindaddig ismételjük, amíg nem lesz minden kiválasztott anyagfajta 
él . Összefoglalva, a (iv) lépésben létrehozott kiterjesztett anyagfajta készleteket szükség ese-
tén az (v) lépésben él vé tesszük és létrehozzuk a hozzájuk tartozó konzisztens redukált reak-
ciómechanizmusokat. 
4.2.8. Szimulációk és hibaadatbázis felépítése (vi) 
Minden egyes különböz  redukált mechanizmus hatékonyságát szimulációval megvizsgáljuk 
és a hozzátartozó szimulációs hibával jellemezzük. A kés bbiek során tárgyaltak szerint a (ii)-
(v) lépéseket általában többször is el fogjuk végezni különböz  anyagfajta készletekb l kiin-
dulva, ezért ugyanazt a kiterjesztett készletet többször is megkaphatjuk: például ugyanazt az 
2+n anyagfajtát tartalmazó készletet megkaphatjuk egy n  méret  és egy 1+n  méret , vagy 
két különböz  n méret  készletb l kiindulva is. Az esetleges ismételt szimulációk elkerülésé-
re egy adatbázist hozunk létre, amelynek minden bejegyzése egy kiterjesztett anyagfajta kész-
letet és a hozzátartozó MAX  és RMS szimulációs hibákat tartalmazza. Minden szimulációt 
megel z en ellen rizzük, hogy a vizsgált anyagfajta-készlet nem-e szerepel már az adatbázis-
ban, mert ha igen akkor a szimulációját nem kell megismételnünk.  
4.2.9. Új ciklus kezdése (vii) 
Az adatbázisban megvizsgáljuk azokat a készleteket, amelyek a legkevesebb anyagfajtát 
tartalmazzák az n -nél több anyagfajtát tartalmazó készletek közül. Ezen készletek általában 
1+n  anyagfajtát tartalmaznak, és mivel anyagfajtáikban különböznek, ezért RMS  és MAX  
hibáikban is eltérnek.  
A f  célunk a MAX  maximális hiba csökkentése a mechanizmusépítési eljárás során. Ezért 
ésszer nek látszik az a feltevés, hogy azt a készletet válasszuk ki az adatbázisból, amelyhez a 
legkisebb MAX  szimulációs hiba tartozik. Azonban a MAX  hiba csak azon mechanizmusvál-
toztatásokra érzékeny, amelyek azon anyagfajták koncentráció profiljaiban okoznak jelent s 
változást, amelyek MAXi,  hibája a MAX  hibához közel van. Így MAX  hiba néha egyáltalán 
nem változik új anyagfajták hozzáadásával. Ezzel szemben a RMS  hiba érzékeny a fontos 
anyagfajták koncentrációprofiljában lév  minden változásra, mivel az összes fontos anyagfaj-
ta összes id pontbeli hibájából adódik össze értéke. F  célunk azonban jelent s csökkenés el-
érése a MAX  hibában, ami ellenben nem mindig jelentkezik jelent s csökkenésként a RMS  
hibában a vizsgált id pontok és fontos anyagfajták esetleges nagy száma miatt, f leg akkor 
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nem ha a MAX érték a legnagyobb MAXi,   hibájú fontos anyagfajta koncentráció profiljának 
egy éles, id ben er sen lokalizált hibájából származik.  
Tapasztalatunk szerint a MAX -hibakontrolált részmechanizmus-építés a csúcsok magassá-
gának és idejének jó visszaadását eredményezi, míg RMS  hiba kontrolált részmechanizmus 
építés egy kis átlagos eltérését eredményez. Csak a RMS , vagy csak a MAX  hiba figyelembe-
vétele a részmechanizmus felépítésénél nem bizonyul hatékony eljárásnak, ezért mindkett t  
vizsgáljuk. 
A legkisebb MAX hibájú készletet választjuk ki azon készletek közül, amelyek a legkeve-
sebb anyagfajtát tartalmazzák az n -nél több anyagfajtás készletek közül. Ha ennek hibája a 
kívánt hibaküszöb alatt van, akkor az anyagfajta eltávolítási redukciót befejezettnek tekintjük. 
 Ha a legkisebb MAX  hibájú készlet hibája a kívánt hibaküszöb felett volt, akkor kiválasz-
tottuk az azonos méret  legkisebb RMS hibájú készletet is, amely olykor a legkisebb MAX hi-
bájú készlettel megegyezett. Ezután az egy vagy kett  kiválasztott készlet mindegyikével vég-
rehajtjuk a mechanizmusépítési eljárás (i)-(vi) lépéseit.  
4.2.10. Új eljárás indítása megnövelt mélységgel (viii) 
 Az (i)-(vii) lépések eredményeként felépül egy anyagfajta készletekb l és hibáikból álló 
adatbázis, amelyb l minden egyes el forduló anyagfajta-számnál a legkisebb MAX  hibájú 
anyagfajta-készletet azonosítjuk. Elvben nem biztosított, hogy ezek MAX  hibája monoton 
módon csökken az anyagfajták számával, de a numerikus vizsgálatainkban azt találtuk, hogy 
alacsony hibaértékekig (5%) ez jól teljesül.  
A fenti algoritmus (iv) lépésben az els  m  kiegészít  készlet hozzáadását vizsgáljuk. Az 
m vizsgálódási mélység növelésével, azaz a hozzáadási variációk növelésével egy hozzáadási 
lépés után törvényszer en legalább olyan kicsi hibájú, de sokszor még kisebb hibájú redukált 
mechanizmusokat kapunk azonos anyagfajta-számokra. Tapasztalatunk szerint azonban több 
hozzáadási ciklus után a kisebb m mélység  vizsgálódásokkal kapott mechanizmusok hibája 
alacsonyabb lehet, mint a nagyobb mélységgel kapottaké. 
Ezzel szemben, ha el ször alacsony m  mélységgel vizsgálódunk, majd egyre nagyobb és 
nagyobb (például 1+m , m2 , m4 , stb) mélységgel, de mindig közös hibaadatbázisba dolgoz-
va, akkor a nagyobb mélység  eljárás nem fog rosszabb eredményeket szolgáltatni a kisebb 
mélység  eljárás eredményeinél, mivel azok által eltárolt adatbázis bejegyzéseket is felhasz-
nálta. Így egyre jobb és jobb eredményeket kaphatunk a vizsgálódási mélység növelésével. 
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4.3. Reakciók eltávolítása a szimulációs hiba minimalizálásán alapuló PCAF mód-
szerrel (SEM-PCAF) 
A fenti eljárás az anyagfajtáik számában eltér , konzisztens kis hibájú mechanizmusok so-
rozatát eredményezi. Ezek a mechanizmusok még tovább redukálhatóak a felesleges reakcióik 
eltávolításával. Tapasztalatunk szerint a felesleges reakciók eltávolítása eredményezheti a re-
dukált mechanizmus lényegesen gyorsabb szimulációját, ellenben a szimulációs hibát általá-
ban nem tudja számottev en csökkenteni.  
A felesleges reakciók azonosítására az F  lognormált sebességérzékenységi mátrix f kom-
ponens analízisét (PCAF) használtuk. A lognormált sebességérzékenységi mátrixot az 2.2 fe-
jezetben definiáltuk. A módszer elérhet  a KINALC programcsomag PCAF opciójaként [51]. 
4.3.1. A felesleges reakciók azonosítása (i) 
A f komponens analízis elvégzéséhez a felhasználónak javasolnia kell egy vagy több sa-
játérték és sajátvektor-komponens küszöböt. Növelve a küszöbértékeket kis lépésekben to-
vábbi reakciók távolítódnak el a mechanizmusból. Ez viszonylag kicsi, de nem monoton vál-
tozást okoz a fontos anyagfajták hibáiban. Emiatt nem lehetséges az optimális küszöbértéke-
ket megtalálni kevéslépéses szisztematikus eljárásban.  
A PCAF eljárást ezért úgy módosítottuk, hogy megkeressük az összes olyan kis küszöbér-
ték-párt, ami eltér  konzisztens részmechanizmusra vezet. Ehhez az egyes vizsgálati id pont-
okban eltároljuk a sajátértékeket és a hozzájuk tartozó sajátvektor komponenseket. Mivel 
minden egyes sajátvektor-komponens a vele azonos sorszámú reakciót jellemzi, ezért az 
egyes reakciókhoz tartozó párok közül eltávolítjuk azokat, amelyekre teljesül, hogy létezik 
másik olyan pár, amelynek mindkét komponense nagyobb nála, mivel ez a reakció kiválasztá-
sa szempontjából már nem hordoz többletinformációt. Ezt minden reakcióra elvégezve a 
megmaradó sajátérték és a sajátvektor-komponens párok listáját egyesítjük és rájuk, mint kü-
szöbpárokra tekintünk. A küszöbpárokat növekv  sajátértékek szerint és azon belül a saját-
vektor-komponensek növekv  abszolút értéke szerint sorba rakjuk.  
Az els  küszöbpárral az eltárolt sajátérték és sajátvektor adatok alapján gyorsan végre tud-
juk hajtani a f komponens analízisen alapuló reakció kiválasztást, aminek eredményeként egy 
redukált mechanizmust kapunk. Megvizsgáljuk, hogy a kapott mechanizmus konzisztens-e, 
azaz a kiindulási redukált mechanizmus összes anyagfajtája él -e. Ha nem találtuk konzisz-
tensnek, akkor a hozzátartozó küszöbérték-párt túlságosan nagynak ítéltük meg és a kapott 
részmechanizmust elvetettük. Továbbá a küszöbérték listából eltávolítjuk az ugyanazon saját-
 56
értékhez tartozó, de abszolút értékben nagyobb sajátvektor-komponens  küszöbpárt, mivel 
annak alkalmazása szintén nem vezetne konzisztens mechanizmusra. Végigmenve így az ösz-
szes küszöbpáron számos, anyagfajtáikban azonos, de reakcióikban eltér  konzisztens redu-
kált mechanizmust kapunk.  
4.3.2. Leggyorsabban szimulálható kis hibájú mechanizmus megkeresése (ii)  
Minden konzisztens mechanizmussal szimulációt hajtunk végre és a szimulációhoz szükséges 
id ket és MAX  hibájukat eltároljuk. Általában nagyon sok redukált mechanizmus hibája esik 
a legkisebb hibájú redukált mechanizmus hibájához közel. Azonban ezek a mechanizmusok 
lényegesen eltérhetnek a reakcióik számát és így a szimulációs idejüket is illet en. A cél az, 
hogy megtaláljuk a leggyorsabb mechanizmust az összes kis hibájú redukált mechanizmus 
közül. Azokat a mechanizmusokat, amelyeknek MAX  hibája nem nagyobb, mint a legkisebb 
MAX  hibájú mechanizmus hibájának egy adott kevés százalékkal megnövelt értéke tovább 
vizsgáljuk. Számításainkban 2%-kot alkalmaztunk, ami alapján például egy 5%-os legkisebb 
MAX  hibánál minden olyan mechanizmust megvizsgáltunk volna, amelynek MAX  hibája 
5.1%-nál nem nagyobb. Ezen mechanizmusok közül a leggyorsabban szimulálhatót fogadjuk 
el, mint ajánlott redukált mechanizmust. Az SEM-CM módszer elnevezésének analógiájára, 
az itt leírt eljárást szimulációs hiba minimalizálásán alapuló PCAF (Simulation Error 
Minimization PCAF, SEM-PCAF) módszernek neveztük el. 
 Az anyagfajta eltávolítás után kapott redukált mechanizmusból a reakciólépések eltávolítá-
sa egyaránt javíthatja és ronthatja is a szimulációs eredmények egyezését a teljes mechaniz-
mussal számolt eredményekkel. A SEM-PCAF eljárás lehet vé teszi azon reakciólépések ki-
választását, amelyek eltávolítása javítja a redukált mechanizmus szimulációs eredményeit. A 
legtöbb esetben kismérték  hibacsökkenés érhet  el a SEM-PCAF reakcióeltávolítás alkalma-
zásával.  
4.4.  Mechanizmus redukciós példa: gázfázisú kémia a szilárd-oxid üzemanyagcel-
lákban  
Az elektromos hajtású járm vek egyik lehetséges jöv beli áramforrásai a szilárd-oxid 
üzemanyagcella (solid-oxide fuel cells, SOFC’s). Egyik nagy el nyük, hogy szénhidrogén 
üzemanyagokkal üzemeltethet k [57-58]. Az üzemanyag-cella m ködésekor, leveg t adagol-
nak a földgázhoz, hogy megel zzék a nem kívánatos lerakódások képz dését. A mechaniz-
musnak tehát le kell tudnia írnia a metán parciális oxidációját nagy konverzióig.  
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Anthony Dean és munkatársai kifejlesztettek egy nagy reakció mechanizmust [59] a föld-
gázzal üzemeltetett SOFC-ek anódcsatornája gázfázisú kémiájának leírására. Ez a mechaniz-
mus azonban, a nagy mérete miatt nem használható az üzemanyagcella geometria- és m kö-
dési körülmény szerinti számítógépes optimálására. A célunk az volt, hogy létrehozzunk egy 
redukált mechanizmust, ami kis hibán belül visszaadja az eredeti mechanizmus szimulációs 
eredményeit minden nagy koncentrációjú anyagfajtára. A teljes mechanizmus 343 reaktív 
anyagfajtát továbbá inert N2 és Ar anyagfajtákat tartalmazott. Az üzemanyagcella anódcsator-
nájában uralkodó körülmények között, ezen inert gázok nem vesznek részt a kémiai reakciók-
ban, de jelenlétükkel befolyásolják a többi anyagfajta kémiai átalakulásait a harmadik testet 
tartalmazó reakciókon keresztül. A reaktív anyagfajták szén, oxigén és hidrogén elemeket tar-
talmaznak. Az eredeti mechanizmus 3418 reverzibilis és 38 irreverzibilis reakciót tartalmaz. 
A reverzibilis reakciókat átalakítottuk irreverzibilis párokká a MECHMOD [51] program se-
gítségével. Az így kapott mechanizmus 6874 irreverzibilis reakciót tartalmazott. 
A szilárd-oxid üzemanyagcellák m ködési körülményei széles körülmények közt változ-
nak. Olyan kezdeti paramétereket választottunk a szimulációinkhoz, amelyek jól jellemzik a 
SOFC-ek m ködését: a h mérsékletet 900 °C-nak (1173,15 K) és a nyomást 1 atm-nak 
(101325 Pa) választottuk. A szimulációkat izoterm és izobár körülményeknél végeztük el. A 
kezdeti keverék összetétele 30 tf% metán és 70 tf% leveg  volt. A leveg  összetételére 79 tf% 
nitrogént és 21 tf% oxigént tételeztünk fel.  
A mechanizmus Chemkin formátumban állt rendelkezésünkre. A sajátfejlesztés  TRANS 
Fortran programmal átalakítottuk a mechanizmust a sajátfejlesztés  TIBOX Fortran progra-
munk számára, ami a szimulációkat végezte el, a Chemkin programmal teljesen egyez  szi-
mulációs eredményeket szolgáltatva, de lényegesen rugalmasabb alkalmazást lehet vé téve. 
Az SEM-CM anyagfajta-redukciós eljárást a SEMCM nev  sajátfejlesztés  Fortran program-
mal végeztük, ami a TIBOX-ot hívta a részmechanizmusok szimulációjához. A SEM-PCAF 
reakció eltávolítási eljárást a sajátfejlesztés  SEMPCAF nev  Fortran programmal hajtottuk 
végre, ami a f komponens analízis elvégzéséhez a KINALC programot, a részmechanizmu-
sok szimulációjához pedig a TIBOX programot hívta.  
Az DRG, DRG és DRGEP redukciós módszereket a sajátfejlesztés  DRG Fortran prog-
rammal végeztük. Szintén beprogramoztam a DRG és DRGEP módszerek legújabb fejleszté-
seit: a lineáris id redukciót [42], a két-lépéses redukciót (újrakezdés) [42], a DRGASA mód-
szert [44] és a DRGEP módszer esetében a skálázást [47] és a csoport-alapú együtthatókat 
[47]. A CM módszert a KINALC programcsomag egy módosított verziójával végeztem [51]. 
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Alacsony abszolút és relatív toleranciákat (10-12 mol cm-3 és 10-5) alkalmaztam a szimulá-
ciók során a numerikus integrálok elvégzésekor a pontos hibaszámításhoz. A lokális hibákat 
121 id pontban számoltam a 0,001 s és 1000 s közötti id intervallumban, logaritmikus skálán 
egyenletesen elosztva, ami 20 pontot jelentett nagyságrendenként. Ezen pontok mindegyikét 
használtam az anyagfajta- és a reakcióeltávolításai eljárások során is. Azokat az anyagfajtákat 
tekintettem fontosnak, amelyek móltörtjei meghaladták a 0.001-et. Ez a következ  12 anyag-
fajtát jelentette: CH4, N2, O2, H2, H2O, CH2O, CO, CO2, C2H2, C2H4, C2H6 és C6H6 (benzol). 
A mechanizmus redukció céljául azt t ztük ki, hogy ezekre az anyagfajtákra vonatkozóan a 
redukált mechanizmus 5% MAXδ  hibán belül adja vissza a teljes mechanizmussal számolt 
koncentrációprofilokat. 
Mindegyik vizsgált redukciós eljárás számos, különböz  anyagfajta-számú redukált me-
chanizmust szolgáltatot. Így egy-egy görbét lehetett készíteni a MAXδ hibáikat az anyagfajták 
számának függvényében ábrázolva, aminek pontjait a könnyebb követhet ség érdekében 
egyenes vonallal összekötve ábrázoltuk. Fontos megemlíteni, hogy a kevés anyagfajtát tartal-
mazó redukált mechanizmusok nagyon nagy MAXδ  hibákat adnak, így ezek ábrázolásától elte-
kintettünk a kés bbiek során. Egy mechanizmus redukciós eljárás annál hatékonyabb minél 
korábban esik le kis hibákra ez a görbe. 
  A SEM-CM eljárást a vizsgálódási mélység fokozatos növelésével: 1, 4, 16, 64, és 256 
mélységekkel alkalmazva hajtottuk végre többször egymás után. A kapott legkisebb MAXδ  hi-
bájú mechanizmusok hibáinak alakulása az anyagfajták számának függvényében a 4.2 ábrán 
látható.  
A legkisebb, 1 mélység  eljárásnál a kapott mechanizmusok hibája mindaddig nagyon 
nagy (>100%), amíg el nem érjük a 43 anyagfajta számot, ami után platózásokkal és nagyobb 
esésekkel végül a 60-as anyagfajta-számnál eléri a célzott 5%-os hibát. Ezután végrehajtva 4-
es mélységgel az eljárást a hiba már 27-es méretnél 40% alá csökken, és ezután folyamatosan 
csökken 9% az 56-os méretig, majd 57-nél leesik közel 5%-ra, amit végül ugyancsak 60-as 
anyagfajta számnál ér el. Fontos megjegyezni, hogy a 4-es mélység  redukció a 60-as méret-
nél felhasználta az 1-es mélység  redukció eredményét, ezért érte el pont ugyanott az 5%-os 
küszöböt.  
Ezután végrehajtva 16-os mélységgel is az eljárást a hiba monoton csökken és már a 47-es 
méretnél megközelíti a 6%-ot, de csak 55 anyagfajta számnál éri el az 5 %-ot. Ezen az ered-
ményen a 64-es mélység  eljárás nem tud javítani. Növelve a mélységet 256-ra, a célzott 5% 
MAXδ hiba 47 anyagfajtás redukált mechanizmussal megkapható. Tovább növelve a mélységet 
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1024-re és végül a maximális mélységre (~3500) nem kaptunk további javulásokat semmilyen 
méretnél. Fontos megjegyezni, hogy a 256-os vizsgálódási mélységnél is csak mindössze 
10%-át vizsgáltuk a lehetséges kiegészít  készleteknek egy id pontban.  
 
 
4.2. ábra A részmechanizmusok maximális szimulációs hibáinak alakulása az anyagfajták 
számának a függvényében, a SEM-CM eljárást 1, 4, 16, 64, és 256 vizsgálódási mélységekkel 
egymás után végrehajtva.  
 
Az 4.1. táblázat mutatja a SEM-CM eljárás különböz  mélységeinek teljesít képességét és 
a velük létrehozott 5% MAXδ hibájú redukált mechanizmusok tulajdonságait. Míg az egyes 
mélység  redukció csak 12 percet igényelt, addig a 4-es mélység  kumuláltan már 40 percet, 
ami alapján megállapítható, hogy a mélységet növelve a számítási id  kezdetben arányosan n  
a mélységgel a kumulált id ket tekintve. Ez összhangban van azzal a ténnyel, hogy 4-es 
mélység közel 4-szer annyi kiegészít  készletet javasol és ezek mindegyike más redukált me-
chanizmust eredményez, amely 4-szer annyi szimulációt igényel az adatbázisban tároltakat is 
figyelembe véve. Ehhez fontos megemlíteni, hogy a számítás id  legalább 95%-kát a szimu-
lációk tették ki, amihez képest a részmechanizmusok létrehozásának ideje lényegében elha-
nyagolható volt. Tovább négyszerezve a mélységet (4 16 64) a kumulált futási id k meg-
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háromszorozódnak, ami arra vall, hogy hiába növeltük a mélységet a négyszeresére, csak kö-
rülbelül 3/4-szer annyi különböz  konzisztens részmechanizmust kaptunk. Ezzel szemben a 
mélységet 64-r l növelve 256-ra a kumulált futási id  kevesebb, mint a kétszeresére n  meg, 
ami arra utalhat, hogy a konzisztensé tétellel egyre több kiegészít  készlet vezet ugyanarra a 
kiterjesztett készletre. A redukció a 256-os mélységig bezárólag 10.5 órát igényelt és a végs  
redukált mechanizmus 613 irreverzibilis reakciót és 47 anyagfajtát tartalmazott.  
 
SEM-CM mélységek 1 1+4 1+…+16 1+…+64 1+...+256 
gépid   
(min:sec) 
11:58 30:36 78:17 236:10 271:41 
kumulált gépid  
 (min:sec) 
11:58 42:34 120:51 357:01 628:42 
anyagfajta (345) 60 55 47 
irrev. reakció (6874) 962 823 613 
MAX (%) 4,77 5,11 5,07 
RMS (%) 0,922 1,15 1,25 
 
4.1. táblázat A SEM-CM módszer eredményei. A gépid k egy 32bites AMD Athlon XP 
3200+ processzoros PC-re vonatkoznak. 
 
A SEM módszer nagy számítási gépideje gátló tényez  lehet az alkalmazásában, amikor a 
módszert több ezer reakcióra és sok körülményre alkalmazzuk egyidej leg. Ebben az esetben 
praktikus csak alacsony mélységeknél elvégezni a redukciót. Másik lehet ség az, hogy egy 
gyors el redukciót hajtunk végre egy szimulációs hibára nem épül  módszerrel (pl. DRGEP), 
ami egy közepes méret , kis redukciós hibájú részmechanizmust eredményez, és azt redukál-
juk tovább SEM-CM módszerrel. 
 A 4.3. ábra az alap DRG módszer és két továbbfejlesztése esetében mutatja a hiba alakulá-
sát a anyagfajták számának függvényében. Az alap DRG módszer [41] már 71 anyagfajtánál 
6.3% MAXδ  hibájú mechanizmust szolgáltat, azonban végül csak 115-ös méretnél tudja a hibát 
5% alá csökkenteni. Az újrakezdéses DRG módszer [42] vagy más néven kétlépéses DRG 
módszer némileg jobb eredményeket szolgáltatott: 6% és 5% hibák alá 66 és 112 anyagfajtá-
nál tudott kerülni. Mindkét módszer esetében a legkisebb méret  legfeljebb 5% hibájú me-
chanizmus hibája 1% körül volt, ami arra utal, hogy valószín leg még számos felesleges 
anyagfajtát tartalmaznak. A DRGASA módszert az újrakezdéses DRG módszer végeredmé-
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nyére alkalmazva, visszaszedéssel lényegesen kisebb méret , mindössze 57 anyagfajtás me-
chanizmust eredményezett 5% hiba mellett. 
 
4.3. ábra A részmechanizmusok maximális szimulációs hibáinak alakulása az anyagfajták 
számának a függvényében, az alap DRG módszert, majd a DRG újrakezdést és végül a 
DRGASA módszert alkalmazva. 
A DRG módszernél általában feltételezik, hogy a szimulációs hiba monoton módon csök-
ken az ε küszöb csökkentésével, feltéve, hogy annak értéke kicsi (pl. kisebb 0.2-nél). Ezen ál-
lításunk alátámasztására a 4.4. ábrán ábrázoltuk a szimulációs hiba és az anyagfajták számá-
nak alakulását az ε küszöb függvényében. Megfigyelhet , hogy a szimulációs hiba nagy ugrá-
sokkal változik és ráadásul nem mindig csökken az ε küszöb értékének csökkentésével, mi-
közben az anyagfajták száma monoton n . A nem-monotonitás miatt egy logaritmikus (inter-
vallumfelezéses) keresési eljárás nem mindig tudja megtalálni azt az optimális küszöbértéket, 
amihez tartozó mechanizmus a lehet  legkisebb méret  egy adott szimulációs hiba mellett. 
Másrészt még a monoton csökken  szakaszokban is közel ugyanakkora szimulációs hiba ér-
het  el lényegesen eltér  méret  mechanizmusokkal, így számos küszöbértéket meg kell vizs-




4.4. ábra A maximális szimulációs hiba és anyagfajták számának alakulása az ε küszöb függ-
vényében az alap DRG módszert alkalmazva. 
 
Továbbá, a DRG módszerben feltételezik, hogy  ε egy fels  korlátot szolgáltat a maximális 
hibára kis ε értékek esetén. Elegend  ezért a redukált mechanizmustól elvárt kis maximális 
hibát küszöbnek megválasztani és létrehozni a hozzátartozó mechanizmust, anélkül hogy el-
len riznénk szimulációval a megbízhatóságát. Lineáris, visszacsatolás nélküli rendszerben az 
állítás fluxusokra teljesül, de a koncentráció profilok szimulációs hibáira nem mindig igaz. A 
nagy kémiai mechanizmussal leírt rendszerek mind er sen nemlineárisak és számtalan vissza-
csatolást tartalmaznak, így az állítás a fluxusokra sem teljesül mindig. A 4.4. ábrán szerepl  
példában az állítás teljesül már ~20% hibától lefelé (ε<0.2). Azonban egy maximálisan 5% 
hibájú mechanizmus el állítására választott 0,05-ös küszöbérték 123 anyagfajtát tartalmazó 
mechanizmust szolgáltatna, aminek hibája messze kisebb, mint a szükséges 5%, ennek megfe-
lel en számtalan felesleges anyagfajtát tartalmaz. Összefoglalva a DRG módszer rendkívül 
gyors, de nem tudja nélkülözni a szimulációkat az optimális eredményeinek megtalálásához, 
és még az optimális küszöbértéknél kapható részmechanizmus is számos felesleges anyagfaj-
tát tartalmaz.  
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 A 4.2. táblázat mutatja különböz  DRG alapú módszerek eredményeit. A DRG módszer 








gépid  (min:sec) 01:52 01:35 06:27 
kumulált gépid  
(min:sec) 
01:52 03:27 09:54 
anyagfajták (345) 115 112 57 
reverzibilis (3418) 
+ irreverzibilis (38) 
reakciók 
1112+9 1059+9 407+7 
irreverzibilis   
reakciók (38) 
2233 2127 821 
MAX (%) 0,985 0,835 4,99 
RMS (%) 0,190 0,169 1,39 
4.2. táblázat Az alap és javított DRG módszerek eredményei. A felt ntetett gépid k tartal-
mazzák az összes redukált mechanizmus szimulációjához szükséges id ket.  
 
A DRG módszer [43] feltételezi, hogy a mechanizmus csak reverzibilis reakciókat tartalmaz 
és csak azon lépések kezelhet ek irreverzibilisnek, amelyek visszairányú sebessége elhanya-
golható. Emiatt az eredeti mechanizmuson alkalmaztuk, ami csak pár nélküli irreverzibilis re-
akciókat tartalmazott a reverzibilis reakciólépések mellett. Az 4.1.-4.4. táblázatok összehason-
líthatóságához feltüntettük mindenhol, a reverzibilis párok irreverzibilisekre való szétbontásá-
val kapható reakciók számát. A DRGASA módszer által kumuláltan 10 perc id  alatt szolgál-
tatott legkisebb redukált mechanizmus 821 irreverzibilis reakciót tartalmaz. 
A 4.5. ábra az alap és továbbfejlesztett DRGEP módszerek által adott redukált mechaniz-
musok maximális hibáit ( MAXδ ) mutatja az anyagfajták számának a függvényében. Az alap 
DRGEP módszer az 5% MAXδ  hibát 80 anyagfajtánál érte el. A csoport-alapú együtthatókat 
alkalmazó DRGEP technika csak 15% hiba felett, illetve 57 anyagfajta alatt tudott hatéko-
nyabb lenni az alap DRG módszernél. A skálázást és a csoport-alapú együtthatókat együttesen 
és a csak skálázást alkalmazó DRGEP módszerek, az eredeti DRGEP módszernél hatéko-
nyabban csökkentették a hibát: már 65 anyagfajtánál elérték a 6%-t, de végül az 5% hibát 
csak 88 és 93 anyagfajtával tudták biztosítani. A legmegbízhatóbban a mindkét továbbfejlesz-
tést alkalmazó DRGEP módszer teljesített: a hibát szinte végig monoton módon tudta csök-
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kenteni, leszámítva, hogy 65-86 anyagfajta-szám között a redukált mechanizmusai hibája 
stagnált. 
 
4.5. ábra A részmechanizmusok maximális szimulációs hibáinak alakulása az anyagfajták 
számának a függvényében, az alap DRGEP módszer, és a skálázást és/vagy csoport-alapú 
együtthatókat alkalmazó DRGEP módszerek esetében. 
 
A 4.3. táblázat tartalmazza DRGEP módszerek eredményeit. Az alap DRGEP módszer lé-
nyegesen jobban teljesített, mint az alap DRG módszer és a kétszint  DRG módszer, mivel 
kevesebb id  alatt kisebb méret  mechanizmust állított el . A gépid  minden esetben 2 perc 
alatt volt. A DRGEP módszert is az eredeti, 3418 reverzibilis és 38 irreverzibilis reakciót tar-
talmazó mechanizmuson hajtottuk végre, de az összehasonlításhoz feltüntettük az irreverzibi-
lisekre való bontással kapott reakciók számát. A legkisebb mechanizmus 1172 reakciót tar-
talmazott és megtalálása mindössze 1 percet igényelt. 
 A 4.6. ábra összehasonlítva mutatja a vizsgált módszerek legeredményesebb változatai, to-
vábbá az alap konnektivitási módszer (CM) redukált mechanizmusainak a maximális hibáit az 
anyagfajták számának függvényében. A CM módszer 5% kívánt hibánál, összesen 139 anyag-
fajtát hagy meg a redukált mechanizmusban, miközben 206-ot eltávolít. A szimulációs hibát 
nem minimalizáló módszerek közül a DRGEP módszer teljesít a legjobban, majd azt követi a 
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DRG újraindítással, majd a CM módszer. Ezeknél a módszereknél lényegesen jobban teljesí-
tenek a szimulációs hiba által kontrollált módszerek, amelyek közül a SEM-CM 1,4,16,64,256 
mélységekkel egymás után végrehajtott futása szolgáltatta a legjobb eredményeket. Ugyanak-
kor a DRGASA módszer is nagyon hatékonynak bizonyult, hiszen mindössze 10 perc alatt a 
vele azonos gépid t igényl  1-es mélység  SEM-CM módszerhez képest hárommal több 
anyagfajtát tudott eltávolítani 






gépid  (min:sec) 01:00 01:46 01:17 01:38 




582+8 807+8 744+9 756+8 
irreverzibilis   
reakciók (38) 
1172 1622 1497 1520 
MAX (%) 5,00 4,79 4,71 4,84 
RMS (%) 0,988 1,10 1,04 1,18 
 
4.3. táblázat Az alap és javított DRG módszerek eredményei. A felt ntetett gépid k tartal-
mazzák az összes redukált mechanizmus szimulációjához szükséges id ket is.  
 
A 4.4. táblázat többek között bemutatja a vizsgált anyagfajta-eltávolítási módszerek, így a 
DRG, DRGEP, CM, SEM-CM leghatásosabbjainak eredményeit. A DRGEP és a CM mód-
szerek mindössze körülbelül 1 percet, a DRGASA és az 1-es mélység  SEM-CM módszerek 
10 percet, a 1+ 4+ 16+ 64+ 256 mélység  SEM-CM módszer pedig meglehet sem sok gép-
id t, 10.5 órát igényelt. Ezeket a számolásokat egy mára már elavult 32-bites, 1 magos szemé-
lyi számítógépen végeztem. Egy modern négymagos processzort tartalmazó PC-n a nagyszá-
mú szimuláció egyszer  párhuzamosításával ez már csak mindössze 1.5 órát igényelne!  Fi-
gyelembe véve, hogy a legnagyobb mélységet alkalmazó SEM-CM eljárás lényegesen kisebb 
és gyorsabban szimulálható részmechanizmust szolgáltatott, mint bármely más módszer, ebbe 
beleértve az alacsony mélység  SEM-CM redukciókat is, a többlet befektetett gépid  elfo-






4.6. ábra A vizsgált anyagfajta-eltávolítási módszerek leghatásosabbjai esetében a maximális 
hiba alakulása az anyagfajták számának függvényében. 
 
A legnagyobb mélység  SEM-CM eljárás által szolgáltatott redukált mechanizmust a feles-
leges reakciók eltávolítása céljából SEM-PCAF eljárással tovább vizsgáltuk. Ennek során az 
irreverzibilis reakciók közel fele feleslegesnek bizonyult, így a szükséges irreverzibilis reak-
ciók számát 613-ról 297-re tudtuk csökkenteni. A SEM-PCAF módszert újra alkalmazva a 
SEM-CM és SEM-PCAF módszerek kombinált alkalmazása után kapott redukált mechaniz-
muson, egy még kisebb mechanizmust kaptunk, ami 246 reakciót tartalmazott. Ezt az eljárást 
a SEM-PCAF+újrakezdés jelöltük a táblázatban.  
 
A 4.4. táblázat mutatja az egyes mechanizmus redukciók következtében fellép  vizsgált 
SOFC rendszer szimulációjának felgyorsulását. A konnektivitási módszer által szolgáltatott 
redukált mechanizmus a teljes mechanizmusnál 5,6-szor gyorsabban szimulálható. A DRGEP 
és DRG+újrakezdés+DRGASA módszer a szimulációs sebesség 20.5-szeresére és 37.7-






























kifejlesztési id  
(min:sec) 
09:50 01:00 01:05 11:58 628:42 30:11 41:57 
anyagfajták 
(teljes: 345) 








821 1172 2494 962 613 297 246 
szimulációs id  (s) 
(teljes: 27,1) 
0,720 1,32 4,87 0,875 0,465 0,263 0,233 
felgyorsulás  
(-szeres) 
37,7 20,5 5,57 31,0 58,4 103 116 
MAX (%) 4,99 5,01 4,62 4,77 5,07 4,84 4,98 
RMS (%) 1,39 0,988 0,799 0,922 1,25 1,16 1,16 
CH4 0,352 0,658 0,160 0,240 7,59 0,548 0,636 
N2 0,125 0,066 0,068 0,129 0,154 0,166 0,191 
O2 1,52 0,902 0,107 1,20 2,69 1,67 1,62 
H2 1,09 1,10 0,651 0,980 1,57 1,70 2,09 
H2O 1,25 0,818 0,334 1,01 2,19 1,73 1,61 
CH2O 1,91 1,59 0,106 2,07 3,69 3,60 3,52 
CO 1,73 0,608 0,723 1,54 1,47 1,47 1,35 
CO2 1,15 0,600 0,368 0,972 1,28 0,752 0,792 
C2H2 4,99 3,01 4,13 4,35 4,81 4,78 4,24 
C2H4 4,51 5,01 2,74 2,84 2,84 4,27 4,57 







C6H6 3,90 4,04 4,62 4,77 5,07 4,84 4,98 
 
4.4. táblázat A vizsgált redukciós módszerek leghatásosabbnak bizonyult verziói által létre-
hozott 5% MAXδ  hibájú redukált mechanizmusok tulajdonságai és teljesít képessége.  
 
A SEM-CM (1+4+16+64+256) módszer önmagában 58,4-szeres felgyorsulását, míg a 
SEM-PCAF módszer egyszeri és kétszeri alkalmazásával kombinálva 103-szoros illetve 116-
szoros felgyorsulását eredményezte a szimulációknak. A 4.4. táblázat alsó tömbjei mutatják a 
redukált mechanizmusokkal számolt anyagfajta-profilok hibáit. Minden redukált mechaniz-






4.7. a ábra          4.7. b ábra 
4.7. c ábra             4.7. d ábra 
  4.7. e ábra             4.7. f ábra 
4.7. ábra Az SOFC kémiai példarendszer szimulációs eredményei: a teljes mechanizmus  
(345 anyagfajta 6874 reakciója, folytonos vonal), a SEM-CM módszerrel felesleges anyagfaj-
ták eltávolítása után kapott mechanizmus (47 anyagfajta 613 reakciója, szaggatott vonal) és 
abból SEM-PCAF módszer kétszeri alkalmazásával, további felesleges reakciók eltávolítása 
után kapott mechanizmus (47 anyagfajta 246 reakciója, pontozott vonal). (a) CH4 és O2; (b) 
H2O és H2; (c) CO és CO2; (d) CH2O és C2H4; (e) C2H6 és C2H2; (f) C6H6 koncentráció id  
görbéi. 
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 A 4.7.a-f ábrák mutatják a SOFC kémiai példarendszer szimulációs eredményeit a teljes 
mechanizmussal, a SEM-CM módszerrel kapott mechanizmussal és abból a SEM-PCAF 
módszer kétszeri alkalmazásával kapott mechanizmussal számítva. Az inert N2 kivételével az 
összes fontosnak tekintett anyagfajta (CH4, O2, H2O, H2, CO, CO2, CH2O, C2H4, C2H6, C2H2, 
és C6H6) koncentráció-id  profiljai látható. Az ábrák alapján, megállapíthatjuk, hogy a SEM-
CM és SEM-PCAF módszerek kombinációjával kifejlesztett redukált mechanizmus kis hibá-
val képesek reprodukálni a fontos anyagfajták koncentrációit: amellett hogy heted annyi 
anyagfajtát és közel 28-szor kevesebb reakciót tartalmaz, mint a teljes mechanizmus, a vizs-
gált rendszer 116-szoros sebesség  szimulációját teszi lehet vé. 
 A MEBDFSO Fortran77 kódot [60] alkalmaztuk a kinetikai differenciálegyenletek integrá-
lására. A javasolt mechanizmus redukció módszereket Fortran 90 nyelven programoztam, és 
teljesen automatikussá tettem, így az könnyen alkalmazható más reakció mechanizmusok re-
dukciójára is. A végrehajtható kódokat hozzáférhet vé tettük az Interneten [51]. 
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5. Reakciókinetikai modellek id skála-analízise 
5.1. Koncentráció perturbáció 







   0)0( cc = , (5.1) 
ahol t  az id , c  a koncentrációk n -vektora, p  a paraméterek (sebességi együtthatók, stb) 
vektora, 0c  a kezdeti koncentrációk vektora, és ),( pcf  a kinetikai differenciálegyenlet rend-
szer jobb oldala. Ha kezdetben 0cΔ  kis koncentráció perturbációt hozunk létre a rendszerben, 











ahol cfJ d/d=  a kinetikai differenciálegyenlet rendszer Jacobi-féle mátrixa. A Jacobi-féle 
mátrix egy valós (általában nem szimmetrikus) nn × -es mátrix. Az (5.1) és (5.2) egyenletek-
b l következik (lásd például [61]), hogy a cΔ kis koncentráció perturbáció id fejl dése a va-





  0)0( cc Δ=Δ . (5.3) 
Feltéve, hogy a 0J  Jacobi-féle mátrix állandó egy rövid id intervallumon, a megoldás becsül-
het  a kezdeti 0cΔ perturbációt (mint oszlopvektort balról) megszorozva a t0J  mátrix expo-
nenciális függvényével, amit id fejleszt  mátrixnak neveznek. 
0
0 cc J Δ=Δ te . (5.4) 
Egy reakciókinetikai rendszer id skálái alatt a Jacobi-féle mátrix sajátértékeinek abszolút 
értékét szokás érteni, ez a definíció azonban csak akkor alkalmazható, ha a Jacobi-féle mátrix 
sajátértékei nem degeneráltak. Az alábbiak során bemutatunk a lineáris közelítés keretein be-
lül egy teljesen általános, egzakt módszert a rendszer id skáláinak megállapítására.  
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5.2. Az id fejleszt  mátrix felbontása sajátmódusokra 
A t0J  mátrix exponenciálisának kiszámolásához célszer  a 0J  mátrixot a megfelel  inver-
tálható P  mátrixszal felbontani egy J  Jordan-féle kanonikus alakba, mivel 10
−=J P PJ -ból 
következik, hogy 10 −= PPJ tt ee J . Ehhez írjuk fel a 0J  mátrix sajátérték egyenletét, ahol a  
mátrix a nλλ ,...,1 sajátértékek diagonális mátrixát jelöli, és az X  mátrix a nxx ,...,1 jobboldali 
sajátvektorokat, mint oszlopvektorokat tartalmazza.: 
XXJ =0    ( )nλλ= ,...,diag 1    [ ]nxxX 1=  (5.5) 
Egy többszörös sajátérték algebrai és geometriai multiplicitásokkal jellemezhet . A λ  sa-
játérték )(λa  algebrai multiplicitása azt mutatja meg, hogy a karakterisztikus polinomnak λ  
hányszoros gyöke ( )(λa >0). A λ  sajátérték )(λg  geometriai multiplicitásán a λ  sajátérték-
hez tartozó sajátaltér dimenzióját értjük, ami a λ  sajátérték lineárisan független sajátvektorai-
nak a száma ( )(λg ≥0). Ha a geometriai multiplicitás kisebb az algebrainál ( )()( λλ ag < ) egy 
többszörös sajátérték esetében, akkor azt degenerált sajátértéknek nevezzük. Ha legalább egy 
sajátértéke 0J  mátrixnak degenerált, akkor a sajátvektorok nem alkotnak teljes rendszer, így 
0J  nem diagonalizálható.  
Általános esetben a Jacobi-féle mátrix Jordan-féle felbontása szükséges a mátrix exponen-
ciális kiszámításához. Ehhez bevezetjük a Jordan-féle bázist, ami általánosított jobboldali sa-
játvektorokból áll { ijkx }, amelyeket a sajátérték egyenlet általánosítása határoz meg. 

















A 0J  m különböz  sajátvektorát iλ  jelöli és ijkx a megfelel  általánosított jobboldali sajátvek-
torokat jelölik. A „közönséges” sajátvektorok 1=k  esetben kapható általánosított sajátvekto-
rok. Minden lineárisan független 1ijx  sajátvektorból kiindulva felépíthet  a (5.7) egyenlet 
alapján im  darab Jordan-féle lánc, amik egyenként további 1−ijm  általánosított sajátvektort 
tartalmaznak. Itt a j  index az azonos sajátértékhez tartozó Jordan-féle láncokat indexeli, míg 
a k  index az általánosított sajátvektorokat indexeli egy Jordan-féle láncon belül. 
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 ( ) 10 −=− ijkijki xxIJ λ  ijmk ,...,2=  (5.7) 
A (5.7) egyenlet pontosan definiálja az általánosított sajátvektorok relatív normáját és fázi-
sát egy Jordan-féle láncon belül, azaz azok már nem választhatók szabadon egy komplex 
számmal való szorzás erejéig. A 0J  mátrix felbontható Jordan-féle kanonikus alakra a 
[ ],......., ijkxP =  és [ ] [ ]Tijkijk ,.......,,.......,1 yyP == +−  mátrixok segítségével.  Itt a { ijky } vektorok 
a skálázott általánosított baloldali sajátvektorok, amelyek reciprok kapcsolatban vannak a 
jobboldali általánosított sajátvektorokkal Hermitikus skalárszorzatot tekintve: 
kKjJiIIJKijk δδδ=
+ xy . Egy mátrix Jordan-féle alakja ijij mm × méret  ijJ Jordan-féle mátrixblok-
kokból épül fel, amelyeket az azonos ij  index  Jordan-féle láncok határoznak meg. 
 10
−=J P PJ   ( )blockdiag ..., ,...ij=J J  (5.8) 
Bármely rr × -es qJ Jordan-féle blokk ( ijmrijq == , ) egy diagonális mátrix és egy 
nilpotens mátrix összegeként megadható: 
qqq N+=J     Iiq λ= ,    = 100
010
q   0N =
r
q  (5.9) 
ahol I az egységmátrixot, 0  pedig a nulla mátrixot jelöli. Bármely 0J  mátrixhoz létezik Jor-
dan-féle bázis és a Jordan-féle alak egyértelm en meghatározott a Jordan-féle blokkok egy 
permutációjának erejéig. ([62], 12.2). Egy blokkdiagonális mátrix exponenciális függvénye 
blokkonként számolható, mivel a hatványsor kifejtése során fellép  mátrixhatványokban ki-
fejtésekor minden blokk csak önmagával szorzódik.  
( )( ) 11 ,...exp...,blockdiag10 −− ⋅⋅=== − PPPPPPJ teee qttt JJJ     (5.10) 
Egy Jordan-féle blokk p  egész hatványai a Newton-féle binomiális formulával számíthatók 
















NN λJ      (5.11) 
Továbbá mivel 0N =rq  egy Jordan-féle blokk exponenciális függvénye, az alábbi módon 





































tttt iiqqq NNJ . (5.12) 
A teJ  mátrix blokkdiagonális szerkezete következtében, csak azonos ij  Jordan-féle láncon 
belüli ijkx  és 
+




















































1 111 1 1 !)(!)(
0 FPyxJ  (5.13) 
Az te 0J  mátrixexponenciális +→ = ijlijkkijl yxF  operátorai a kezdeti perturbációt ijkx  vektorok-
kal párhuzamos módusokra képezik le. Minden egyes módus amplitúdója az id ben 
/ ( )!it l ke t l kλ − −  függvény szerint fejl dik. Azon módusokra, amelyekre lk = , a változás tisz-
tán exponenciális (lehet komplex exponenciális) és az kijk→F  operátorok ferde-projektor ope-
rátorokra egyszer södnek += ijkijkijk yxP , amelyek idempotensek és diszjunktak, azaz 
ijkkKjJiIIJKijk PPP δδδ= . 
5.3. A diagonalizálható Jacobi-féle mátrix esete 
Ha a Jacobi-féle mátrix diagonalizálható, akkor annak Jordan-felbontása megegyezik a sa-
játérték−sajátvektor felbontásával ( XP = , =J ) és 1=ijm minden egyes Jordan-féle láncra, 
így csak a projektor típusú m veletek maradnak és a módusoknak nem lesz t  hatvány szorzó-























0 cPcPcc J λλ  (5.14) 
Ez a szakirodalomban korábban tárgyalt eset. Ebben az esetben a sajátértékek egyaránt le-
hetnek valósak és komplexek.  Ha a Jacobi-féle mátrix diagonalizálható, akkor a Rλτ /1=  




5.4. A valós módusok értelmezése az általános esetben 
Valós sajátértékhez tartozó általánosított sajátvektorok mindig választhatók valósra ([62],  
12.1). Az kijl→F  mátrix által leírt lineáris leképezés felbontható három lineáris leképezésre, 
ferde vetítés az ijlx  által kifeszített altérre a t le különböz  bázisvektorok iránya mentén, for-
gatás az ijlx  irányból az ijkx  irányba, végül egy hossz-átskálázás ijlijk xx /  faktorral. 
( ) ( ) ( ) ( )TijlijlTijlijkijlijkTijlijlTijlijkTijlijk xx yxxxyxxxyx ⋅⋅== ˆˆˆˆ   (5.15) 
Míg a nem vastagított bet k a megfelel  sajátvektor abszolút értékét jelölik, addig a kalap-
pal ellátott bet k a normált sajátvektorokat jelölik. Általánosságban a módusoknak (valós-
exponenciális × t  egészhatvány) id fejl désük van. Azon módusok esetén, amelyekre lk = , 
a ijkP  mátrix a 0cΔ  perturbációt az ijkx  által kifeszített altérre vetíti a t le különböz  jobbol-
dali általánosított sajátvektorok iránya mentén, és ennek a vetületnek az id függése tisztán 
exponenciális lesz az id  függvényében. 
5.5. Komplex módusok értelmezése általános esetben 
Komplex sajátértékek és sajátvektorok mindig konjugált párokban jelentkeznek. Ez annak 
a következménye, hogy a sajátérték-egyenlet konjugáltja során a Jacobi-mátrix nem változik, 
míg a komplex sajátvektorok és sajátértékek konjugálódnak. Jelöljük a valós (reális) és a kép-
zetes (imaginárius) részét minden fellép  változónak R  és I  alsó indexekkel. Kifejtve a kö-
vetkez , jobb és baloldali általánosított sajátvektorok közti reciprok vektorrendszeri viszo-
nyokat, 1=+xy  és 0=+ xy , és kielégítve mind valós és képzetes részükben egyidej leg, az 









R xyxy . (5.16) 
A komplex konjugált pár viszonyban lév  komplex módusok együttesen valós mozgást 
adnak, amely olyan két nem párhuzamos oszcillációs módus szuperpozíciójával írható le, 
amelyek amplitúdóinak id függése azonos (valós-exponenciális × t  egészhatvány) id faktort 
tartalmaz: 






















FFFF λλλλλ , (5.17) 
( )TlIkITlRkRRkl yxyxF +=→ 22 ,   ( )TlIkRTlRkIIkl yxyxF +−=− → 22 , . (5.18) 
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Minden korábban felírt összefüggés, ami az általánosított sajátvektorokat definiálja, igaz 
marad, ha egy Jordan-lánc összes jobboldali sajátvektorát megszorozzuk ( zijkijk ⋅→ xx ) egy 
nem nulla komplex számmal ( z )  és egyidej leg minden hozzátartozó baloldali sajátvektort 
elosztjuk a szám konjugáltjával  ( zijkijk /yy → ).  Ezzel a transzformációval elérhet , hogy 
egy Jordan-lánc jobboldali komplex sajátvektorának a valós és képzetes részei egymásra me-
r legesek legyenek ( 0=TkI
T
kRxx ).  Ez a választás nem változtatja meg semelyik módus által le-
írt mozgást, ellenben megkönnyíti annak szemléltetését. A Rkl ,2 →F mátrix által leírt leképezé-
sek a következ  lineáris leképezésekb l állnak: ferde projekciók lRx̂  és lIx̂  irányokra, ezen 
komponensek forgatása kRx̂  és kIx̂  irányokba, és azok újraskálázása lRkR xx  és lIkI xx fakto-
rokkal.  

















A Ikl ,2 →− F  mátrix által leírt leképezés visszavezethet  Rkl ,2 →F  mátrixéra és egy rákövet-
kez  óramutató járásával egyez  90 fokos szög  forgatásra és egy tovább kIkR xx and kRkI xx  
faktorokkal történ  átskálázásra. 

























Így a (5.17) egyenlet által definiált mozgás egy harmonikus ellipszismozgásnak felel meg, 
amely ellipszisének f tengelyhosszai (valós-exponenciális × t  egészhatvány) id függéssel 
változnak. Azokra a módusokra, amelyekre lk = , a RkkkR ,22 →= FP  a mátrix egy ferde vetítést 
ír le az ortogonális kRx̂  és kIx̂ vektorok által kifeszített síkra. A IkkkI ,22 →−=− FP  mátrix által 
leírt leképezés ugyanúgy vezethet  vissza kRP2  leképezésre, mint ahogy az a (5.20) egyenlet-
ben történt. Ez a módus egy olyan harmonikus ellipszismozgásnak felel meg, amely ellipszi-
sének f tengelyhosszai exponenciálisan változnak az id ben. 
5.6. A megközelítés alkalmazása id skálák becslésére 
A troposzfériakémia reakciókinetikai modelljeiben sok kémiailag hasonló köztitermék ta-
lálható, amelyek analóg kémiai reakcióira a kinetikai adatok hiányában azonos sebességi 
együtthatókat, úgynevezett generikus sebességi együtthatókat tételeznek fel [63], [64]. Hason-
lóan járnak el alacsony h mérséklet  égések modelljeiben is. Ennek következtében számos 
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ilyen modell Jacobi-mátrixa nem diagonalizáható és a koncentrációperturbáció id függése 
csak az általános megközelítéssel számítható. Az általános tárgyalás során kapott id fejl dé-
sükben t  hatványtényez t is tartalmazó módusok úgynevezett tranziens módusok, mivel a 
kezdeti nulla amplitúdójuk egy maximum elérése után végül nullához cseng le. Egy ilyen 
tranziens módusnak egyaránt lehet jelent sen elnyúlt és megrövidült lecsengési is ahhoz ké-
pest, amit a hozzátartozó sajátértékek alapján, tisztán exponenciális lecsengéssel várnánk. Egy 
tisztán exponenciális és egy tranziens módus az alapján hasonlítható össze, hogy mennyi id  
szükséges az amplitúdóik lecsengéséhez azonos kis relatív értékekre. Maas és Pope [55] vizs-
gálataik során szembesültek a (pszeudo-)degenerált sajátértékek esetén a sajátvektor-bázis 
megtalálásának numerikus problémájával és a lineárisan független sajátvektorok rendszerét a 
Jacobi-mátrix Schur-felbontásán keresztül, Schur-vektorok hozzáadásával egészítették ki bá-
zissá. Ezzel megoldották a numerikus problémát, de egyúttal kikerülték a tranziens módusok 
felismerését és bevezetésének szükségességét, tévesen tisztán exponenciális lecsengést ren-
delve ezen alterekhez is. A mátrixexponenciális általános kiértékelése az ebben a fejezetben 
leírt módon lehet vé tenné a CSP- és az ILDM-módszereknél a tranziens módusok relaxációs 
idejének korrekt meghatározását. Megjegyezend , hogy az anyagfajta összevonási módszerek 
alapulhatnak az anyagfajták élettartamán [65]. Egy ilyen összevonás számos hasonló sajátér-
téket eltávolíthat, és így csökkentheti a degeneráció esélyét. 
5.7. Példarendszer 
Vizsgáljunk meg egy olyan általános rendszert, amelyben A anyagfajta kémiai átalakulását 
B anyagfajtává a C anyagfajta katalizálja. Legyen az A anyagfajta koncentrációja állandó; to-
vábbá tételezzük fel, hogy a B termék és a C katalizátor els  rend szerint bomlik azonos se-
bességi együtthatókkal, tovább nem reagáló anyagfajtákká az alábbi reakciók szerint:  
A + C → B + C   2k           R1 
       B → P     1k           R2 
  C → Q     1k           R3 
Alkalmazzunk kezdeti 0bΔ  és 0cΔ  perturbációkat a B és C anyagfajták koncentrációján és 




















JJ .    (5.21) 
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Ebben az esetben a Jacobi-mátrix id ben állandó, így a (5.4) egyenlet egzakt. Bevezetve 


































b t . (5.22) 





−− =λ−=τ k  id skálához vezet. Ez a legegyszer bb példája a korábbi fejezetekben tár-
gyalt, degenerált Jacobi-féle mátrix problémának. Itt a 2τ  mennyiség a (5.15) egyenletben 
szerepl  112111 xxxx ijlijk =  skálázási faktorként azonosítható.  
 
 
5.1. ábra A tisztán exponenciálisan lecseng  és 21 τ
τ te t− id függés  tranziens módusok id -
fejl dése 12 20ττ = , 12 ττ = , és 20/12 ττ =  esetekben 100 =Δ=Δ cb  perturbációt követ en. 
Két módusunk van: egy tisztán exponenciális 1τ−te  id fejl dés  és egy id hatványt is tar-
talmazó 21 τ
τ− te t  id fejl dés . Míg a cΔ  perturbáció lecsengése tisztán exponenciális 1τ  
id skálával, addig bΔ  az alábbi két módusból álló függvényt követi 
020
11 ctebeb tt Δτ+Δ=Δ τ−τ− , így határozott id skála nem rendelhet  hozzá. A 5.1. ábrán 
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látható, hogy az ahhoz szükséges id , hogy egy tranziens módus amplitúdója az t meghatá-
rozó kis perturbáció századrészére essen, jelent sen eltérhet attól, amit az azonos exponens  
tisztán exponenciális módus esetében tapasztalnánk. Ez lehet lényegesen rövidebb és hosz-




6.1.   Az Arrhenius-féle paraméterek bizonytalansága 
 
6.1.1.  Levezettem egy összefüggést arra, hogy milyen kapcsolat van a sebességi együttható 
szórásának h mérsékletfüggése és az Arrhenius-féle paraméterek 
h mérsékletfüggetlen kovariancia mátrixa között. Ez az egyenlet egyúttal megadja a 
sebességi együttható szórása h mérsékletfüggésének lehetséges alakját. 
6.1.2.  A reakciókinetikai adatbázisokban alapvet en háromféle módon adják meg a sebessé-
gi együttható bizonytalanságát. Megmutattam, hogy az égéstudományi 
reakciókinetikai adatbázisokban használt megadási mód attól függ en, hogy hány h -
mérsékletértéknél adják meg a k bizonytalanságát, egyes esetekben egyértelm , de a 
legtöbb esetben nem tartalmaz elegend  információt az Arrhenius-féle paraméterek 
együttes valószín ségi s r ségfüggvényének (evsf) meghatározására, míg más esetek-
ben önellentmondásra vezet. A légkörkémiában a IUPAC és a JPL adatbázisok külön-
böz  módon adják meg a k bizonytalanságát. Az IUPAC adatbázisok megadási módja 
megfelel , de rejtetten egységnyi korrelációt tételez fel A és E között. A JPL megadási 
módja alapján 298 K h mérséklet alatt és felett jelent sen különböz  evsf rekonstruál-
ható az Arrhenius-féle paraméterekre, tehát azokból a bizonytalansági adatokból nem 
számítható egyértelm  h mérsékletfüggetlen együttes valószín ségi s r ségfüggvény. 
6.1.3.  Megmutattam, hogy ha az Arrhenius-féle paraméterek többváltozós normális eloszlá-
súak, akkor a sebességi együttható s r ségfüggvénye normális eloszlású minden h -
mérsékleten. Ha a sebességi együttható s r ségfüggvénye csonkolt valamilyen kmin és 
kmax értékeknél, akkor az Arrhenius-féle paraméterek együttes s r ségfüggvénye is jó 
közelítéssel csonkolt többváltozós normális eloszlásnak fog megfelelni. 
6.1.4.  A reakciókinetikai adatbázisokban megadott bizonytalansági információ alapján, a le-
vezetett összefüggéseket felhasználva illesztéssel meghatározható az Arrhenius-féle 
paraméterek evsf-ének kovariancia mátrixa, ami egyértelm en meghatározza a megfe-
lel  többdimenziós normális eloszlást. Amennyiben a bizonytalansági információ nem 
határozza meg egyértelm en az evsf-t, akkor a reakciókinetikai adatbázisokban talál-
ható információval nem ellentmondó evsf-et lehet el állítani. A módszert a következ  
reakciók példáján mutatom be: O+N2O NO+NO, N+OH NO+H, 
HO2+C3H5 C3H6+O2, O+C2H4 termékek, és O(
1D) + H2O  OH + OH. 
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6.1.5.  Azt ajánljuk, hogy a jöv ben a reakciókinetikai adatbázisok a mostani, általában nem 
egyértelm  bizonytalansági információ helyett közvetlenül az Arrhenius-féle paramé-
terek korrelációs mátrixát adják meg bizonytalansági információként, amit kétparamé-
teres Arrhenius-féle egyenletnél 3, háromparaméteres Arrhenius-féle egyenletnél pe-
dig 6 adat megadását jelenti. Az eddigi esetekben, amikor változó h mérséklet  
reakciókinetikai rendszerekben végeztek bizonytalanság analízis, mindig feltételezték, 
hogy csak az A paraméter bizonytalan, n és E pedig pontosan ismert, ami nem reális 
feltevés. Az Arrhenius-féle paramétereknek az értekezésben megadott módon megha-
tározott evsf-e alapján a reakciókinetikai rendszereknek sokkal pontosabb bizonytalan-
ságanalízise végezhet  el. 
 
 
6.2.   Reakciómechanizmusok redukciója a szimulációs hiba minimalizálásával 
 
6.2.1.  Kifejlesztettem a szimulációs hiba minimalizálásán alapuló konnektivitási módszert 
(Simulation Error Minimization Connectivity Method, SEM-CM) a felesleges anyag-
fajták azonosítására. A módszer alkalmazásához meg kell jelölni, hogy mely anyagfaj-
tákat tekintjük fontosnak egy reakciókinetikai rendszerben. Ezek után a normált Jaco-
bi-féle mátrix alkalmazásával azonosítjuk azokat az anyagfajta-csoportokat, amelyek 
hozzáadása a fontos anyagfajtákhoz egy konzisztens mechanizmus felépítését teszi le-
het vé. Szimulációkat végzünk minden kapott mechanizmussal; a mechanizmusokat 
és a hozzájuk tartozó szimulációs hibát egy adatbázisban rögzítjük. A szimulációs hiba 
alatt a teljes és a redukált mechanizmus alkalmazásával végzett szimulációk eredmé-
nyének eltérését értjük. Amennyiben az adatbázisban található legkisebb szimulációs 
hiba is nagyobb, mint a mechanizmus redukciójának elfogadható hibája, újabb anyag-
fajta-csoportokat adunk hozzá a legkisebb hibájú mechanizmushoz. Ezzel mechaniz-
musok olyan sorozatát kapjuk, amelyek mérete egyre n  és hibája egyre csökken. 
Ilyen módon tetsz leges megkövetelt hibához lehet közel minimális számú anyagfajtát 
tartalmazó mechanizmust találni, amely azonban még tartalmazhat felesleges reakció-
lépéseket. 
6.2.2.  Kifejlesztettem a szimulációs hiba minimalizálásán alapuló PCAF-módszert (Principal 
Component Analysis of Matrix F with Simulation Error Minimization (SEM-PCAF)). 
Az el bbi lépésben kapott redukált mechanizmust vizsgáljuk tovább úgy, hogy a 
PCAF módszert különböz  vágási paraméterértékekkel használjuk. A kapott redukált 
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mechanizmusokat, a hozzájuk tartozó szimulációs hibát, és a szimulációhoz szükséges 
CPU id ket egy adatbázisban rögzítettük. Ezek közül a mechanizmusok közül választ-
juk ki azt, amelyik szimulációs eredménye jól egyezik a teljes mechanizmuséval és 
ugyanakkor a leggyorsabb a szimulációja. 
6.2.3.  Megvizsgáltam egy 6874 reakciólépést és 345 anyagfajtát tartalmazó reakciómecha-
nizmust, amely a metán parciális oxidációját írja le nagy konverzióig. Ennek redukció-
jával megmutattam, hogy a SEM-CM és SEM-PCAF módszerek együttes alkalmazása 
nagyon hatékony eljárás. A cél az volt, hogy egy adott, ipari szempontból reális kö-
rülménynél a redukált mechanizmus a 12 nagy koncentrációban jelenlév  anyagfajta 
koncentráció−id  görbéjét legfeljebb 5 % hibával adja vissza. A SEM-CM és SEM-
PCAF módszerek együttes alkalmazásával kapott reakciómechanizmus 246 reakciólé-
pést és 47 anyagfajtát tartalmaz, és az ezzel végzett szimuláció 116-szor gyorsabb, 
mint az eredeti teljes mechanizmussal végzett szimuláció.  
6.2.4.  Irodalmi közlemények alapján beprogramoztam több olyan módszert, amelyet az 
utóbbi években javasoltak reakciómechanizmusok redukciójára a felesleges anyagfaj-
ták és felesleges reakciók elhagyásával. Ezek a módszerek az Irányított Relációs Gráf 
(Directed Relation Graph, DRG), a kétlépéses DRG, a DRGASA, a DRGEP és a kiter-
jesztett DRGEP módszerek voltak. Minden esetben vizsgáltam a teljes és a redukált 
mechanizmus szimulációs eredményének eltérését az egyes módszerrel kapott redukált 
mechanizmusok méretének függvényében. Az utóbbit a redukált mechanizmusban le-
v  anyagfajták számával jellemeztem. Megállapítható volt, hogy az általam kifejlesz-
tett új módszer ezeknél a módszereknél sokkal hatékonyabb, mert adott szimulációs 
hibához minden esetben sokkal kisebb méret  redukált mechanizmust javasolt. 
 
 
6.3.   Reakciókinetikai modellek id skála-analízise 
 
6.3.1.  Amennyiben a Jacobi-féle mátrixnak nincsenek többszörös sajátértékei, vagy a több-
szörös sajátérték geometriai multiplicitása egyenl  az algebrai multiplicitásával, akkor 
a sajátértékek megfelel en jellemzik az id skálákat. Megállapítottam, hogy amennyi-
ben a többszörös sajátérték geometriai multiplicitása kisebb az algebrai multiplicitásá-
nál, akkor ezek a sajátértékek nem adnak teljes információt az id skálákról. Ezt az 
úgynevezett degenerált esetet a szakirodalom korábban nem tárgyalta. 
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6.3.2.  Els ként alkalmaztam a reakciókinetikai differenciálegyenlet-rendszer Jacobi-
mátrixának Jordan-féle felbontását a kinetikai rendszer id skáláinak meghatározásá-
hoz. A lineáris közelítésen belül ez az eljárás teljesen általánosan jellemzi az id skálá-
kat. A degenerált esetben a koncentráció perturbációk nem exponenciális függvények 
összege szerint csengenek le, hanem megjelennek olyan tagok is, amelyek egy expo-
nenciális függvény és egy hatványfüggvény szorzataként írhatók fel. Ennek a függ-
vénynek a paramétereit l függ en, a megfelel  id skála sokkal kisebb és sokkal na-
gyobb is lehet, mint a sajátérték alapján számított id skála. 
6.3.3.  Egy példán megmutattam, hogy ha két reakciólépésnek pontosan azonos a sebességi 
együtthatója, akkor a megfelel  Jacobi-féle mátrix degenerált lehet. A 
troposzfériakémia részletes reakciókinetikai modelljeiben sok kémiailag hasonló 
anyagfajta szerepel. Ezek analóg kémiai reakcióira a kinetikai adatok hiányában azo-
nos sebességi együtthatókat, úgynevezett generikus sebességi együtthatókat szoktak 
feltételezni. Hasonló generikus sebességi együtthatókat alkalmaznak szénhidrogének 
alacsony h mérséklet  égésének leírásánál. Az ilyen modellek esetén nagy az esélye 
annak, hogy a kinetikai differenciálegyenlet-rendszer Jacobi-féle mátrixának vannak 
degenerált sajátértékei, emiatt a fenti közelítés fontos lehet az ilyen modellek id skála-






7.1. Többváltozós normális eloszlás 
Az ( )N,...,xx1=x  valószín ségi változók együttes normális eloszlása: 
( )
( )














xxxx −−=  (7.2) 
Az i változó sztenderd deviációja, másnéven szórása:  
( )2iiiii xx −==σ  (7.3) 
Az i változó varianciája, másnéven szórásnégyzete:  
( )22 iiiii xx −==σ  (7.4) 
Az i és j  változók kovarianciája 
( ) ( )jjiiijij xxxxc −−==  (7.5) 
Az i és j  változók korrelációja:  












==  (7.6) 
Egydimenziós nem szinguláris ( 0det ≠ ): 
[ ]21σ=   (7.7) 
2
1det σ=  (7.8) 
[ ]211 −− = σ  (7.9) 













xf  (7.10) 
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( )231312223213212232221 21det rrrrrr +−−−= σσσ  (7.16) 
( ) ( ) ( )
( ) ( ) ( )
























































































( ) −= uuuxxu TTi
2
1
exp,;φ  (7.19) 
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Részletes reakciómechanizmusokat tartalmazó számítógépes modelleket egyre gyakrabban 
alkalmaznak a tudomány és technológia számos területén. Egy szimuláció eredménye akkor 
igazán hasznos, ha magában foglalja a számított adatok bizonytalanságát is. Az ilyen model-
lek gyakorlati alkalmazhatóságához fontos, ha az eredeti modell átalakítható olyan redukált 
modellé, amely sokkal gyorsabban, de csaknem azonos szimulációs eredményeket ad minden 
fontos anyagfajta koncentrációjára. Az értekezés a reakciókinetikai modellek bizonytalanság-
analízise és redukciója területén számol be új eredményekr l. 
A reakciósebességi együttható h mérsékletfüggését a ( )RTEATk n −= exp  kiterjesztett 
Arrhenius-féle egyenlettel, illetve ennek speciális változataival, az eredeti ( )RTEAk −= exp  
Arrhenius-féle egyenlettel, vagy ritkábban a nATk =  alakú egyenlettel szokás leírni. A 
reakciókinetikai adatbázisok több ezer reakcióra tartalmazzák az ajánlott Arrhenius-féle pa-
ramétereket, valamint a sebességi együttható bizonytalanságának h mérsékletfüggését, de ál-
talában nem tartalmaznak információt az Arrhenius-féle paraméterek bizonytalanságáról. Az 
értekezésben leírt módszerrel a reakciókinetikai adatbázisokban megadott bizonytalansági in-
formáció alapján, illesztéssel meghatározható az Arrhenius-féle paraméterek együttes valószí-
n ségi s r ségfüggvényének kovariancia mátrixa, ami egyértelm en meghatározza a megfele-
l  többdimenziós normális eloszlást. A módszert a következ  reakciók példáján mutatjuk be: 
O+N2O NO+NO, N+OH NO+H, HO2+C3H5 C3H6+O2, O+C2H4 termékek, és O(
1D) + 
H2O  OH + OH. 
Kifejlesztettük a szimulációs hiba minimalizálásán alapuló konnektivitási módszert (SEM-
CM) a felesleges anyagfajták azonosítására. A módszer alkalmazásához meg kell jelölni, hogy 
mely anyagfajtákat tekintjük fontosnak egy reakciókinetikai rendszerben. Ezek után a normált 
Jacobi-féle mátrix alkalmazásával azonosítjuk azokat az anyagfajta-csoportokat, amelyek 
hozzáadása a fontos anyagfajtákhoz egy konzisztens mechanizmus felépítését teszi lehet vé. 
A módszerrel mechanizmusok olyan sorozatát kapjuk, amelyek mérete egyre n  és hibája 
egyre csökken. Ilyen módon tetsz leges megkövetelt hibához lehet közel minimális számú 
anyagfajtát tartalmazó mechanizmust találni, amely azonban még tartalmazhat felesleges re-
akciólépéseket. Kifejlesztettük a szimulációs hiba minimalizálásán alapuló PCAF-módszert is 
(SEM-PCAF). Ekkor az el bbi lépésben kapott redukált mechanizmust vizsgáljuk tovább úgy, 
hogy a PCAF módszert különböz  vágási paraméterértékekkel használjuk. A kapott redukált 
mechanizmusokat, a hozzájuk tartozó szimulációs hibát, és a szimulációhoz szükséges CPU 
id ket egy adatbázisban rögzítettük. Ezek közül a mechanizmusok közül választjuk ki azt, 
amelyik szimulációs eredménye jól egyezik a teljes mechanizmuséval és ugyanakkor a leg-
gyorsabb a szimulációja. Megvizsgáltam egy 6874 reakciólépést és 345 anyagfajtát tartal-
mazó reakciómechanizmust, amely a metán parciális oxidációját írja le nagy konverzióig. A 
cél az volt, hogy egy adott, ipari szempontból reális körülménynél a redukált mechanizmus a 
12 nagy koncentrációban jelenlév  anyagfajta koncentráció−id  görbéjét legfeljebb 5 % hibá-
val adja vissza. A SEM-CM és SEM-PCAF módszerek együttes alkalmazásával kapott reak-
ciómechanizmus 246 reakciólépést és 47 anyagfajtát tartalmaz, és az ezzel végzett szimuláció 
116-szor gyorsabb, mint az eredeti teljes mechanizmussal végzett szimuláció.  
A reakciókinetikai differenciálegyenlet-rendszer Jacobi-mátrixának Jordan-féle felbontását 
alkalmaztuk a kinetikai rendszer id skáláinak meghatározásához. A lineáris közelítésen belül 
ez az eljárás teljesen általánosan jellemzi az id skálákat. A degenerált esetben a 
koncentrációperturbációk nem exponenciális függvények összege szerint csengenek le, hanem 
megjelennek olyan tagok is, amelyek egy exponenciális függvény és egy hatványfüggvény 
szorzataként felírhatók fel. Ennek a függvénynek a paramétereit l függ en, a megfelel  id -




Models that include detailed chemical kinetic mechanisms are increasingly used in various 
areas of science and technology. The results of computer simulations are useful, if not only 
the calculated values are given but also their uncertainty. Also, it is important for the practical 
applicability to convert the original model to a reduced one, which provides almost the same 
simulation results for the important species, but much faster. This thesis reports advancements 
in the areas of uncertainty analysis and reduction of chemical kinetic models. 
Temperature-dependence of the rate coefficients can be described by the extended Ar-
rhenius equation ( )RTEATk n −= exp , or using its reduced forms, the original Arrhenius 
equation ( )RTEAk −= exp  or equation nATk = . Chemical kinetics databases contain the 
recommended Arrhenius parameters and information on the temperature-dependent uncer-
tainty of the rate coefficient for several thousand reactions, but usually do not provide infor-
mation on the uncertainty of the Arrhenius parameters. The uncertainty information on the 
rate coefficients, based on the method presented in the thesis, can be used for the determina-
tion of the matrix of covariance of the joint probability density function of the Arrhenius pa-
rameters that defines the corresponding multivariate normal distribution. The method was 
demonstrated on the evaluated kinetic data for reactions O+N2O NO+NO, N+OH NO+H, 
HO2+C3H5 C3H6+O2, O+C2H4 products, and O(
1D) + H2O  OH + OH. 
The Simulation Error Minimization Connectivity Method (SEM-CM) was developed for 
the identification of redundant species in a reaction mechanism. As a first step, the species 
that are considered as important should be selected. Based on the analysis of the normalized 
Jacobian, species groups are identified that can form a consistent mechanism when added to 
the group of important species. Using this method, a series of reaction mechanisms can be ob-
tained, with increasing size and decreasing simulation error. For any predefined threshold a 
reduced mechanism can be identified that contains almost optimally minimum number of spe-
cies; however, this mechanism may still contain redundant reactions. The method of “Princi-
pal Component Analysis of Matrix F with Simulation Error Minimization” (SEM-PCAF) was 
elaborated for the identification of redundant reactions in a mechanism. Starting from the me-
chanism obtained in the previous step, the PCAF method was applied with systematically var-
ied thresholds. The obtained reaction mechanisms, the corresponding simulation errors, and 
the CPU time needed for the simulations were recorded in a database. Using this database, a 
mechanism can be selected that produces almost identical simulation results compared to 
those of the full mechanism, while requiring much less CPU time for the simulations. A large 
reaction mechanism consisting of 6874 reaction steps of 345 species, describing the partial 
oxidation of methane to high conversion, was investigated. The aim was the reproduction of 
the concentration−time profiles of the 12 large concentration species at conditions of indus-
trial relevance with 5% maximum error. The joint application of methods SEM-CM and 
SEM-PCAF resulted in a reduced mechanism having 246 reaction steps of 47 species. The 
simulation using this reduced mechanism is 116 times faster than using the original full 
mechanism. 
The Jordan decomposition of the Jacobian of the kinetic system of differential equations 
was applied for the determination of the time scales of the chemical kinetic system. Within a 
linear approximation, it characterizes properly the time scales in all cases. In the degenerate 
case, the decay of concentration perturbation does not follow an exponential function, but a 
function which is a product of an exponential and a power function term. According to the pa-
rameters of this function, the corresponding time scale can be shorter or longer than those of 
defined by the corresponding eigenvalue.  
