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ABSTRACT
In this paper, we consider the problem of recovering an unknown
sparse matrix X from the matrix sketch Y = AXBT . The dimen-
sion of Y is less than that of X, and A and B are known matrices.
This problem can be solved using standard compressive sensing (CS)
theory after converting it to vector form using the Kronecker oper-
ation. In this case, the measurement matrix assumes a Kronecker
product structure. However, as the matrix dimension increases the
associated computational complexity makes its use prohibitive. We
extend two algorithms, fast iterative shrinkage threshold algorithm
(FISTA) and orthogonal matching pursuit (OMP) to solve this prob-
lem in matrix form without employing the Kronecker product. While
both FISTA and OMP with matrix inputs are shown to be equiva-
lent in performance to their vector counterparts with the Kronecker
product, solving them in matrix form is shown to be computation-
ally more efficient. We show that the computational gain achieved
by FISTA with matrix inputs over its vector form is more significant
compared to that achieved by OMP.
Index Terms— Compressive sensing, Sparse matrix recovery,
ll norm minimization, FISTA, OMP
1. INTRODUCTION
We consider the problem of recovering an unknown matrix X from
the following observation model
Y = AXBT (1)
where X ∈ RN×N , A ∈ RM×N , B ∈ RL×N and AT denotes the
transpose of the matrix A. This problem has been studied by many
researchers in different contexts for arbitrary matrices X [1–3].
In many applications dealing with high dimensional data, spar-
sity is one of the low dimensional structures widely observed. Most
popular transforms applied to 2-dimensional signals are in the form
of (1) where compression is obtained by a transformation of rows
followed by a transformation of columns of the data matrix [4–7].
With an arbitrarily distributed sparse matrix X in which each col-
umn/row has only a few non zeros, a natural question to ask is
whether it is possible to design sensing matrices in the form of (1)
so that X can be uniquely recovered from Y when M,L < N .
Sparse signal recovery has attracted much attention in the recent
literature in the context of compressive sensing (CS) [8–10]. In the
standard CS framework, a commonly used mechanism is to stack the
high dimensional data into vector form to recover the sparse vector
uniquely from an underdetermined linear system [8, 9].
The observation model (1) can be equivalently written in vector
form using Kronecker products as:
y = Cx (2)
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where y = vec(Y) ∈ RML, C = B ⊗ A ∈ RML×N2 , x =
vec(X) ∈ RN2 , ⊗ denotes the Kronecker operator and vec(X) is
a column vector that vectorizes the matrix X (i.e. columns of X
are stacked one after the other). The sensing matrix in (2) has a
special structure, i.e., it can be represented as a Kronecker product
of two matrices A and B. It has been shown [11–14] that the sparse
signal x from (2) can be recovered by solving the following l1 norm
minimization problem
min ||x||1 s.t.Cx = y (3)
under certain conditions on the matrices A and B where ||x||p de-
notes the lp norm of x. In particular, these results imply that the ca-
pability of recovering x based on (2) is ultimately determined by the
worst behavior of A or B. Also, this approach is computationally
complex especially when the matrix dimension N increases [6, 7].
Several recent papers addressed the problem of recovering a
sparse X from (1) without employing the Kronecker product. In [7],
it was shown that a unique solution for X can be found when X is
distributed sparse under certain conditions on A and B by solving
the following optimization problem:
min ||X||1 s. t.AXBT = Y (4)
where ||X||1 is the l1 norm of vec(X). The authors derive recov-
ery conditions when the matrices A and B contain binary elements
which are better than that obtained via the Kronecker product ap-
proach. In [6], the authors discuss advantages in terms of computa-
tional, storage, calibration and implementation while solving (4) in
matrix form compared to that with vector form. However, no spe-
cific algorithm was developed to solve for X. In [5], a version of
orthogonal matching pursuit (OMP) (dubbed 2D OMP) is presented
to find a sparse X in the matrix form (1) when A = B.
Our goal in this paper is to develop algorithms to solve for sparse
X from (1) without the employment of Kronecker products. We ex-
tend fast iterative shrinkage threshold algorithm (FISTA) [15, 16]
developed for the vector case to sparse matrix recovery with matrix
inputs. We further consider a greedy based approach via OMP to
find the sparse solution. We show that both algorithms with ma-
trix inputs are equivalent to their vector counterparts obtained via
Kronecker products in terms of performance. However, the compu-
tational complexity of the matrix approach is shown to be much less,
especially with FISTA, compared to solving the problem in vector
form.
2. SPARSE MATRIX RECOVERY VIA l1 NORM
MINIMIZATION
2.1. Vector formulation
While numerous algorithms have been proposed in the literature to
solve (3), in this paper we consider FISTA as discussed in [15, 16].
We consider the noisy observation model so that FISTA with vector
inputs as given in Algorithm 1 [16], is the solution of
min
x
{
1
2
||y −Cx||22 + λ||x||1
}
(5)
where λ is a regularization parameter. In Algorithm 1, Lf = ||C||2
is the Lipschitz constant of∇f(x) where ||C||2 denotes the spectral
norm of C, ∇ denotes the gradient operator, and f(x) = 1
2
||y −
Cx||22, and
soft(u, a) = sgn(ui)(|ui| − a)+ (6)
for i = 1, · · · , N2 where ui is the i-th element of u, x+ equals x if
x > 0 and equals 0 otherwise.
Algorithm 1 FISTA for sparse signal recovery with vector inputs
Input: observation vector y, measurement matrix C
output: estimate for signal, xˆ
1. Initialization: x0 = 0, x1 = 0, t0 = 1, t1 = 1, k = 1
Initialize: λ1, β ∈ (0, 1), λ¯ > 0
2. while not converged do
3. zk = xk + tk−1−1
tk
(xk − xk−1)
4. uk = zk − 1
Lf
CT (Czk − y)
5. xk+1 = soft
(
uk, λk
Lf
)
6. tk+1 =
1+
√
4t2
k
+1
2
7. λk+1 = max(βλk, λ¯)
8. k = k + 1
9. end while
xˆ = xk
The computational complexity of FISTA is dominated by
step 4 in Algorithm 1. The matrix-vector multiplications require
O(N4ML +N4 +N2ML) computations. Since M,L ≤ N , the
complexity is in the order of O(N4ML). Thus, FISTA is feasible
only when N,M,L are fairly small.
2.2. Matrix formulation
With the noisy version of (1), we aim to solve the following l1 norm
minimization problem:
min
X
{
1
2
||Y −AXBT ||2F + λ||X||1
}
(7)
where λ is a regularization parameter and ||A||F is the Frobenius
norm of A. In generalizing FISTA to solve (7), we follow a similar
approach as discussed in [17]. Consider the more general uncon-
strained optimization problem:
min
X∈RN×N
F (X) + λG(X) (8)
where G(·) is a proper, convex, lower semicontinuous function, and
F (·) is a convex smooth (continuously differentiable) function on
an open subset of RN×N containing domG = {X|G(X) < ∞}.
We assume that domG is closed and ∇F is Lipschitz continuous on
domG with Lipschitz constant Lf ; i.e.
||∇F (X)−∇F (Z)||F ≤ Lf ||X− Z||F , X, Z ∈ dom G. (9)
WhenF (X) = 1
2
||Y−AXBT ||2F , it can be shown that ||∇F (X)−
∇F (Z)||F = ||∇f(x) − ∇f(z)||2 and ||X − Z||F = ||x − z||2
where z = vec(Z), f(x) = 1
2
||y −Cx||22 and C = B ⊗A are as
defined before. Thus, the Lipschitz constant of ∇F (X) is the same
as ∇f(x), and we use the same notation Lf as used in Algorithm 1.
Consider the following quadratic approximation of F (·) at Z for
any Z ∈ domG:
QL(X,Z) := F (Z) + tr(∇F (Z)T (X− Z))
+
Lf
2
||X− Z||2F + λG(X) (10)
where tr(·) denotes the trace of a matrix. We can rewrite (10) as,
QL(X,Z) =
Lf
2
||X−U(Z)||2F + λ||X||1 + F˜ (Z) (11)
where F˜ (Z) is a function of only Z and
U(Z) = Z− 1
Lf
∇F (Z) = Z− 1
Lf
A
T (AXBT −Y)B. (12)
Thus,
argmin
X
QL(X,Z) = argmin
X
{
Lf
2
||X −U(Z)||2F + λ||X||1
}
.
Since both terms are element wise separable, we have
argmin
X∈domG
Q(X,Z) = soft
(
U(Z),
λ
Lf
)
(13)
where soft
(
U(Z), λ
Lf
)
denotes an element wise operation with
soft (W, L0) = sgn(Wij)(|Wij | − L0)+
for all indices i, j of the N × N matrix W. These steps lead to a
generalization of FISTA with matrix inputs, as given in Algorithm 2.
Algorithm 2 FISTA for sparse matrix recovery with matrix inputs
Input: observation matrix Y, measurement matrices A and B
Output: estimate for sparse signal matrix, Xˆ
1. Initialization: X0 = 0, X1 = 0, t0 = 1, t1 = 1, k = 1
Initialize: λ1, β ∈ (0, 1), λ¯ > 0
2. while not converged do
3. Zk = Xk + tk−1−1
tk
(Xk −Xk−1)
4. Uk = Zk − 1
L
AT (AZkBT −Y)B
5. Xk+1 = soft
(
Uk, λk
Lf
)
6. tk+1 =
1+
√
4t2
k
+1
2
7. λk+1 = max(βλk, λ¯)
8. k = k + 1
9. end while
Xˆ = Xk
As in Algorithm 1, the computational complexity is dominated
by step 4. The matrix-matrix multiplication at step 4 in Algorithm 2
is performed with O(N2(N +M + 3L) + NML) computations.
Since M,L ≤ N , the worst case complexity is O(N3). Recall,
that FISTA in vector form has worst case complexity ofO(N4ML).
Thus, there is a O(NML) gain in the matrix version compared to
the vector approach.
2.3. Equivalence of Algorithms 1 and 2
It is easy to see that zk and xk+1 computed in steps 3 and 5 in
Algorithm 1 are the same as vec(Zk) and vec(Xk+1), respectively,
if uk = vec(Uk) where Zk, Uk and Xk+1 are as computed at steps
3, 4 and 5 in Algorithm 2 . Now,
vec(ATAZkBTB−ATYB)
= ((BTB)⊗ (ATA))vec(Zk)− (BT ⊗AT )vec(Y)
= (BT ⊗AT )(B⊗A)vec(Zk)− (BT ⊗AT )vec(Y)
= (CTC)zk −CTy,
where C = B ⊗ A. Thus, uk computed at step 4 in Algorithm
1 is the vectorized version of Uk of step 4 in Algorithm 2. We
conclude that Algorithms 1 and 2 provide the same output, however,
Algorithm 2 is more efficient.
Algorithm 3 OMP with matrix inputs
Input: observation matrix Y, measurement matrices A and B
Output: index set Λ containing locations of the non zero indices of
the matrix X, estimate for signal matrix Xˆ
1. Initialization: residual R0 = Y, index set Λ0 = ∅, t = 1
2. Find the two indices λt = [λt(1) λt(2)] such that
[λt(1) λt(2)] = argmax
i,j
|bTj RTt−1ai| (14)
3. Augment index set Λt = Λt ∪ {λt}
4. Find the new signal estimate
xt = D
−1
t dt (15)
where Dt and dt are as in (19)
5. Compute new residual
Rt = Y −
t∑
m=1
xt(m)aΛt(m,1)b
T
Λt(m,2) (16)
6. Increment t and return to step 2 if t ≤ d, otherwise stop
7. Estimated support set Λˆ = Λd
Estimated signal matrix Xˆ: (Λd(m, 1),Λd(m, 2))-th com-
ponent of Xˆ is given by xd(m) for m = 1 =, · · · , d while
rest of the elements are zeros.
3. SPARSE MATRIX RECOVERY VIA OMP
Next, we consider the extension of standard OMP to the matrix form
(1). We can write the observation Y in (1) as a summation of N2
matrices as given below:
Y =
∑
i,j
Xijaib
T
j . (17)
When X is sparse with d nonzeros, the summation in (17) has only
d terms. Let Σd denote the support of X so that Xij is non zero for
i, j = 1, · · · , N , and let Σ¯d be its complement. We can write (17) as
Y =
∑
(i,j)∈Σd
Xijaib
T
j . Our goal is to recover Xij for (i, j) ∈ Σd
in a greedy manner. The proposed OMP version with matrix in-
puts is given in Algorithm 3. In Algorithm 3, Λt contains estimated
(i, j) pairs up to t-th iteration in which the m-th pair is denoted by
(Λt(m, 1),Λt(m, 2)) for m = 1, · · · , t. Once Λt is updated as
in step 3, the signal is estimated solving the following optimization
problem:
xt = argmin
x
‖ Y −
t∑
m=1
xmaΛt(m,1)b
T
Λt(m,2)) ‖F . (18)
The solution of (18) is given by
xt = D
−1
t dt (19)
where Dt is a t × t matrix in which the (m,r)-th element is given
by
(Dt)m,r = b
T
Λt(r,2)bΛt(m,2)a
T
Λt(m,1)aΛt(r,1) (20)
for m, r = 1, · · · , t and
dt = [b
T
Λt(1,2)Y
T
aΛt(1,1) · · · bTΛt(t,2)YTaΛt(t,1)]T (21)
is a t× 1 vector. Then the new approximation at the t-th iteration is
given by
Qt =
t∑
m=1
xt(m)aΛt(m,1)b
T
Λt(m,2) (22)
where xt(m) denotes the m-th element of xt.
Algorithm 3 is a trivial extension of the standard OMP (and was
also considered in [5] for A = B).
3.1. Computational complexity
As shown in [5] for A = B, it can be easily verified that Algo-
rithm 3 and the standard OMP [18] with vector inputs (2) provide
the same performance at each iteration. However, the computational
complexity of Algorithm 3 is less than that of its vector counterpart.
Step 2 in Algorithm 3 can be implemented as a matrix multiplication
ATRt−1B. Thus, the computational complexity of this step is in
the order of O(NML+N2L). It is noted that, when implementing
the standard OMP as in [18] with vector form (2), the equivalent step
is computed with complexity of O(N2ML). With respect to step 4
in Algorithm 3, the matrix Dt requiresO(t2(M+L)) computations
at the t-the iteration. The vector dt requires O(t(ML+M)) com-
putations. Worst case complexity of the inverse operation is O(t3).
Matrix-vector multiplication in (15) requires O(t2) computations.
Thus, at a given iteration, worst case complexity of step 4 in Algo-
rithm 3 is in the order of O(tML). It can be shown that the worst
case computational complexity of the equivalent step of standard
OMP with Kronecker products to estimate the signal at t-th itera-
tion, is in the order of O(t2ML). Thus, steps 2 and 4 in Algorithm
3 provide us with a computational gain over the equivalent steps of
the standard OMP with Kronecker products. Therefore, we conclude
that Algorithm 3 is an efficient way to find sparse X from (1) com-
pared to its vector counterpart (2) although both provide the same
performance. It is further observed that this computational gain is
not as significant as with FISTA.
4. NUMERICAL RESULTS
In this section, we demonstrate the capability of recovering sparse
X from observation model (1) via different algorithms and provide
insights into the computational gains achievable with the matrix ver-
sion. First, we illustrate the performance of FISTA with different
choices for A and B. For numerical results, we assume that X is
a distributed sparse matrix in which each column has a maximum
of K nonzeros and the locations are generated uniformly. The val-
ues of nonzero entries are drawn from a uniform distribution in the
range [−250, − 200] ∪ [200, 250]. We consider that the observa-
tion matrix Y in (1) is corrupted by additive noise and the elements
of the noise matrix are assumed to be independently and identically
distributed Gaussian random variables with mean zero and variance
σ2v
In Fig. 1, we plot the normalized reconstruction error ||X−Xˆ||F
||X||F
vs M when M = L averaging over 500 trials. We let N = 40,
and σ2v = 0.01. In Fig. 1, we illustrate two aspects. First, for given
K, different types of matrices A and B are examined. We consider
independent random rows of the N ×N DCT matrix, Gaussian, and
binary matrices. In the case of a Gaussian, elements are drawn from
a normal ensemble and then orthogonalized. By binary matrix, we
mean that the elements of the matrix can take values 1/N or 0 with
equal probability. Note that, random rows of DCT matrix and Gaus-
sian matrix obey uniform uncertainty principle with good isometry
constants in contrast to a binary matrix. When both matrices A and
B are either random rows of DCT matrix or zero mean Gaussian,
the recovery of the sparse matrix is guaranteed with less measure-
ments compared to N . When A and B are binary, the recovery is
not so good, which is intuitive since binary matrices are not ”good”
compressive sensing matrices. However, when A is binary and B
is Gaussian, we see an improved performance compared to the case
where both are binary. This provides an insight that even when one
matrix does not obey uniform uncertainty principle with good isom-
etry constant, still the sparse matrix can be recovered reliably when
the other matrix is a ”good compressive sensing” matrix. We will
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Fig. 1. Normalized reconstruction error vs M = L with FISTA and
different projection matrices, N = 40, σ2v = 0.01
further investigate this observation in our future work. Second, with
a given type of matrices (in the case of A, B are Gaussian) we vary
K. It is seen that, recovery capability of FISTA does not degrade
significantly as K increases.
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FISTA, A and B contain independent random rows of the N × N
DCT matrix, N = 40, σ2v = 0.01
In Fig. 2, we plot the reconstruction error vs Lwith FISTA keep-
ing M fixed. As a benchmark, the curve corresponding to M = L
is also plotted. It can be seen that, when one dimension of the obser-
vation matrix is fixed, an improved performance in terms of signal
reconstruction error is observed as the other dimension increases.
However, when M is very small (or below a certain value), com-
plete recovery is not guaranteed even if L = N . This implies that
when the dimension of the matrix A is fixed, increasing the number
of columns of BT does not necessarily guarantee complete recovery
when M is very small.
In Table 1, we compare the average runtime with MATLAB (in
Intel(R) Core(TM) i7-3770 CPU@ 3.40GHzz processor with 12 GB
RAM) for FISTA for matrix and vector versions as the sparse ma-
trix dimension N varies given that the number of iterations in both
Table 1. Runtime (in s) of FISTA with vector and matrix inputs
N=20 N=40 N=60
Matrix 0.3863 1.3064 6.5595
Vector 1.0987 26.4162 142.7584
Algorithms 1 and 2 is fixed at the same value (= 10000). We let
K = N/20 and M = L = N/2. Matrices A and B are assumed
to be Gaussian. It reflects the computational efficiency of the matrix
approach compared to the vector approach especially as N increases
although both algorithms provide the same performance.
To illustrate the performance of OMP with matrix inputs, we
plot the fraction of the support correctly recovered with Algorithm
3 for different choices for A and B with K = 1 in Fig. 3. From
Fig. 3, it is again observed that, although not with the same scale
as with FISTA, the recovery capability can be improved when one
projection matrix is binary and the other is Gaussian compared to
the case where both A and B are binary. Another observation is
that even with a Gaussian matrix, as K increases the performance of
OMP degrades significantly leaving OMP not a better choice when
the sparsity level increases.
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Fig. 3. Fraction of the support correctly recovered vs M = L with
OMP with different projection matrices with no noise
5. DISCUSSION
In this paper, we showed numerically that recovering X based on (1)
in its matrix form is more computationally efficient than solving it
after converting to vector form via Kronecker products when X is ar-
bitrarily distributed sparse. We developed matrix versions of FISTA
to solve l1 norm minimization in (4) efficiently and OMP to solve
for X in a greedy manner. It has been shown that a significant com-
putational gain is achieved by FISTA with matrix form compared to
its vector counterpart. We further illustrated the recovery capability
with different choices for projection operators. The results provide
insight into the following. If a linear system of the form (2) can be
converted into a matrix form as in (1), the problem can be solved
more efficiently without losing performance with respect to the orig-
inal vector form. Thus, it is worth investigating such scenarios where
the matrix approach can be efficiently used to solve linear systems
which are computationally demanding otherwise.
6. REFERENCES
[1] R. Penrose, “A generalized inverse for matrices,” Proc. Cam-
bridge Philos. Soc., vol. 51, pp. 406–413, 1955.
[2] H. Dai, “On the symmetric solutions of linear matrix equa-
tions,” Linear Algebra Appl., vol. 131, pp. 1–7, 1990.
[3] Z. Y. Peng, “An iterative method for the least squares sym-
metric solution of the linear matrix equation AXB = C,” Appl.
Math. Comput., vol. 170, no. 1, pp. 711–723, 2005.
[4] C. F. Caiafa and A. Cichocki, “Block sparse representations
of tensors using kronecker bases,” in Proc. Acoust., Speech,
Signal Processing (ICASSP), 2012, pp. 2709–2712.
[5] Y. Fang, J. Wu, and B. Huang, “2D sparse signal recovery
via 2D orthogonal matching pursuit,” Science China: Inf. Sci.,
vol. 55, pp. 889–897, 2012.
[6] Y. Rivenson and A. Stern, “Compressed imaging with a separa-
ble sensing operator,” IEEE Signal Processing Letters, vol. 19,
no. 7, pp. 449–452, June 2009.
[7] G. Dasarathy, P. Shah, B. N. Bhaskar, and R. Nowak, “Sketch-
ing sparse matrices,” arXiv preprint arXiv:1303.6544, 2013.
[8] E. Cande`s, J. Romberg, and T. Tao, “Robust uncertainty prin-
ciples: exact signal reconstruction from highly incomplete fre-
quency information,” IEEE Trans. Inform. Theory, vol. 52,
no. 2, pp. 489 – 509, Feb. 2006.
[9] D. Donoho, “Compressed sensing,” IEEE Trans. Inform. The-
ory, vol. 52, no. 4, pp. 1289–1306, Apr. 2006.
[10] Y. C. Eldar and G. Kutyniok, Compressed Sensing: Theory and
Applications. Cambridge University Press, 2012.
[11] M. F. Duarte and R. G. Baraniuk, “Kronecker compressive
sensing,” IEEE Trans. Image Process., vol. 21, no. 2, pp. 494–
504, 2012.
[12] S. Jokar, “Sparse recovery and kronecker products,” in 44th
Annual Conference on Information Sciences and Systems
(CISS), Mar. 2010, pp. 1–4.
[13] M. F. Duarte and R. G. Baraniuk, “Kronecker product matri-
ces for compressive sensing,” in Proc. Acoust., Speech, Signal
Processing (ICASSP), 2010, pp. 3650–3653.
[14] S. Jokar and V. Mehrmann, “Sparse representation of solutions
of kronecker product systems,” preprint, 2008.
[15] A. Beck and M. Teboulle, “A fast iterative shrinkage-
thresholding algorithm for linear inverse problems,” SIAM J.
Imaging Sciences, vol. 2, pp. 183–202, 2009.
[16] A. Yang, A. Ganesh, S. Sastry, and Y. Ma, “Fast l1-
minimization algorithms and an application in robust face
recognition: a review,” International Conference on Image
Processing (ICIP), p. 18491852, 2010.
[17] K.-C. Toh and S. Yun, “An accelerated proximal gradient algo-
rithm for nuclear norm regular- ized least squares problems,”
Technical Report, University of Singapore, 2009.
[18] J. Tropp and A. Gilbert, “Signal recovery from random mea-
surements via orthogonal matching pursuit,” IEEE Trans. In-
form. Theory, vol. 53, no. 12, pp. 4655–4666, Dec. 2007.
