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EFFECTIVE EQUIDISTRIBUTION OF PRIMITIVE RATIONAL POINTS
ON EXPANDING HOROSPHERES
DANIEL EL-BAZ, BINGRONG HUANG, AND MIN LEE
Abstract. We prove an effective version of a result due to Einsiedler, Mozes, Shah and
Shapira who established the equidistribution of primitive rational points on expanding horo-
spheres in the space of unimodular lattices in at least 3 dimensions. Their proof uses
techniques from homogeneous dynamics and relies in particular on measure-classification
theorems — an approach which does not lend itself to effective bounds. We implement a
strategy based on spectral theory, Fourier analysis and Weil’s bound for Kloosterman sums
in order to quantify the rate of equidistribution for a specific horospherical subgroup in any
dimension. We apply our result to provide a rate of convergence to the limiting distribution
for the appropriately rescaled diameters of random circulant graphs.
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1. Introduction
In recent years, there has been an increased focus on obtaining effective versions of equidis-
tribution theorems in homogeneous dynamics. For the method it introduced, we single out
Stro¨mbergsson’s breakthrough paper [Str15] and mention the related work by Browning and
Vinogradov [BV16]. Particularly interesting targets, of which these two papers are instances,
consist of results whose proof relies on rigidity theorems such as Ratner’s, which are by na-
ture not effective. The primary purpose of this paper is to accomplish this to get an effective
version of a result due to Einsiedler, Mozes, Shah and Shapira [EMSS16]. Their theorem
was a conjecture due to Marklof, who had been able to prove an averaged version thereof
and made great use of it [Mar10a]. His proof relied on the mixing property of a certain
diagonal flow on the space of unimodular lattices and was made effective, using estimates on
the decay of matrix coefficients, by Li [Li15] who applied it to obtain a quantitative version
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of Marklof’s result concerning the distribution of Frobenius numbers. An article by Marklof
and the third author [LM18] provided a rate of convergence for the Einsiedler–Mozes–Shah–
Shapira result for a certain horospherical subgroup in the two-dimensional setting according
to the set-up below. We now state our main result, which yields such a rate in any dimension
for certain horospherical subgroups.
For d ≥ 1, let Γ = SLd+1(Z) and define
(1.1) H =
{(
A v
t0 1
)
: A ∈ SLd(R), v ∈ Rd
}
⊂ SLd+1(R).
Denote by µH the H-invariant Haar probability measure on Γ\ΓH . Finally, for x ∈ Rd,
define
(1.2) n+(x) =
(
Id 0
tx 1
)
∈ SLd+1(R).
We note that the group of all matrices of this form is the expanding horospherical subgroup
corresponding to the semigroup of matrices of the form diag(et, . . . , et, e−dt) ∈ SLd+1(R) with
t > 0.
Define, for every positive integer q,
(1.3) D(q) = diag(q
1
d , . . . , q
1
d , q−1) ∈ SLd+1(R).
Note that for every r ∈ Zd satisfying gcd(q, r) = 1, we have by [EMSS16, Lemma 2.1] (see
also [Mar10a, Remark 3.3, (3.53)] and [Li15, Lemma 4.1])
(1.4) Γn+(q
−1r)D(q) ∈ Γ\ΓH.
We define
(1.5) Rq = {r ∈ (Z ∩ [1, q])d : gcd(r, q) = 1}.
Let Ckb (Γ\ΓH × Td) be the space of k times continuously differentiable functions with all
derivatives bounded and denote by ‖ · ‖Ckb the Sobolev norm (see (4.1)). Our main result is
the following theorem.
Theorem 1.1. For every d ≥ 3, every ε > 0 and every integer k ≥ 2d2 − d+ 1, there exists
a constant c > 0 such that for every function f ∈ Ckb (Γ\ΓH × Td) and every q ∈ Z≥1,
(1.6)∣∣∣∣∣∣ 1#Rq
∑
r∈Rq
f
(
Γn+
(
1
q
r
)
D(q),
1
q
r
)
−
∫
Γ\ΓH×Td
fdµHdx
∣∣∣∣∣∣ ≤ c‖f‖Ckb q− 12+ d
2(2k−2d+1)
2k2
+ε.
Remark 1.1. For d = 1, this result was already known to Marklof in an effective form, with
rate Of(q
− 1
2
+ε) [Mar10b]. See also [EMSS16, Section 2.1] for a more detailed presentation
of the argument. We merely mention that it relies on Weil’s bound for Kloosterman sums
as well, but is otherwise much simpler.
Remark 1.2. We note that our proof also works when d = 2 and hence recovers the previ-
ous result by Marklof and the third author [LM18]. In this case, the error term becomes
O
(
‖f‖Ckb q−
1
2
+ε(qθ + q
2(2k−3)
k2 )
)
, where θ ≥ 0 is a Ramanujan bound for GL2 over Q. The
Ramanujan conjecture is the assertion that θ = 0 and the current record towards it is a
result due to Kim and Sarnak which states that θ ≤ 7
64
, proved in [Kim03, Appendix 2].
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The reason for this discrepancy is that for d ≥ 3, the use of bounds towards the Ramanujan
conjecture for GLd over Q can be bypassed. Instead, Clozel, Oh and Ullmo [COU01] exploit
the uniform version of Kazhdan’s property (T ) for SLd(Qp) for all primes p, when d ≥ 3, as
was obtained by Oh [Oh02].
As already hinted at, this result has several applications, for instance to the distribu-
tion of Frobenius numbers as in [Mar10a, Li15] or to results about the shape of lattices
as in [EMSS16]. We highlight one in particular, which concerns the limiting distribution
of the diameters of random Cayley graphs of Z/qZ as q → +∞, following Marklof and
Stro¨mbergsson [MS13] (see also [SZ18] for the case of random Cayley graphs of arbitrary
finite abelian groups). In [AGG10], Amir and Gurel-Gurevich conjectured the existence of a
limiting distribution, as q → +∞, for diam(q,d)
q1/d
where diam(q, d) denotes the diameter of the
Cayley graph of Z/qZ with respect to the subset {±a1, . . . ,±ad} where (a1, . . . , ad) is chosen
uniformly at random from Rq. Following the method expounded in [MS13], the existence of
this limiting distribution is a consequence of the main theorem in [EMSS16]. By the same
token, our Theorem 1.1 implies the following result:
Corollary 1.1. For every d ≥ 3, there exists a continuous non-increasing function Ψd : R≥0 →
R≥0 with Ψd(0) = 1 and a constant ηd > 0 such that for every ε > 0 and every R ≥ 0, we
have
(1.7) Prob
(
diam(q, d)
q1/d
≥ R
)
= Ψd(R) +O
(
q−ηd+ε
)
,
where the implicit constant depends on R and ε.
We state a more precise version of the above corollary as Corollary 5.1, which also contains
an explicit description of the limiting distribution in terms of the space of d-dimensional
unimodular lattices. At this point, we do however note that the decay of Ψd as R→ +∞ is
known: it is proved in [MS13, Section 3.3] that for d ≥ 2,
(1.8) Ψd(R) =
1
2ζ(d)Rd
+Od
(
1
Rd+1+
1
d−1
)
.
In order to deduce this corollary, which we do in section 5, the explicit dependence on f in
the error term of Theorem 1.1 is required.
Our strategy to prove Theorem 1.1 is based on harmonic analysis and Weil’s bound for
Kloosterman sums, more precisely:
• in section 2, which contains the main novelty of our approach, we avoid the need to
obtain an explicit solution to a (non-linear) system of equations modulo q — as was
done for d = 2 in [LM18] — by introducing a helpful parametrisation of Rq;
• we then use Fourier analysis on the space of affine lattices in order to estimate the
sum we are interested in — this follows a strategy introduced by Stro¨mbergsson in
[Str15] for the space of shifted lattices in 2 dimensions and we extend the required
Fourier tools to any dimension in section 3;
• these estimates are carried out in section 4: to get to the main term, the key ingredi-
ent is a deep result of Clozel, Oh and Ullmo [COU01]; to bound the error terms, we
use estimates for Ramanujan and Kloosterman sums, combined with various counting
arguments.
3
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2. Primitive rational points on horospheres
Let d ≥ 1, G = SLd+1(R) and Γ = SLd+1(Z). For any g ∈ G, we write g =
(
A b
tc D
)
where
A ∈ Md(R), b, c ∈ Rd and D ∈ R. Let Ik be the k × k identity matrix.
For a positive integer q, we define the following congruence subgroup of SLd(Z):
(2.1) Γ0,d(q) =
{
γ ∈ SLd(Z) : γ ≡
( ∗ ∗
t0 u
)
(mod q)
}
.
Note that for any γ ∈ Γ0,d(q) satisfying γ ≡ ( ∗ ∗t0 u ) (mod q), gcd(u, q) = 1 holds.
We record the formula for the index of Γ0,d(q) inside SLd(Z).
Proposition 2.1. For every d ≥ 2 and q ≥ 1, we have
(2.2) [SLd(Z) : Γ0,d(q)] = q
d−1
∏
p|q
1− p−d
1− p−1 .
Proof (sketch). It is a standard fact (for an explicit reference see, for instance, [Han06,
Corollary 2.9]) that
(2.3) #GLd(Z/qZ) = q
d2
∏
p|q
(
1− 1
pd
)(
1− 1
pd−1
)
· · ·
(
1− 1
p
)
,
from which it follows that
(2.4) #SLd(Z/qZ) = q
d2−1
∏
p|q
(
1− 1
pd
)(
1− 1
pd−1
)
· · ·
(
1− 1
p2
)
.
This last cardinality is precisely the index of the principal congruence subgroup
(2.5) Γ(q) = {M ∈ SLd(Z) : M ≡ Id (mod q)}
inside SLd(Z). We note the inclusions Γ(q) ⊂ Γ0,d(q) ⊂ SLd(Z) and therefore use the identity
(2.6) [SLd(Z) : Γ(q)] = [SLd(Z) : Γ0,d(q)][Γ0,d(q) : Γ(q)]
to conclude. All that remains is to compute [Γ0,d(q) : Γ(q)] and it is easy to see that it is
equal to qd−1#GLd−1(Z/qZ). The desired formula follows. 
For a positive integer q, recall that
(2.7) Rq =
{
r ∈ (Z ∩ (0, q])d : gcd(r, q) = 1
}
.
We now give a simple formula and a lower bound for the size of this set.
Lemma 2.1. For d ≥ 1 and q ≥ 1, we have
(2.8) #Rq = (µ ∗ Idd)(q) =
∑
δ|q
µ(δ)(q/δ)d.
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Remark 2.1. Note that when d = 1, that is ϕ(q), Euler’s totient function, as it should be.
Proof. By partitioning all d-tuples r ∈ (Z ∩ [1, q])d according to the value of gcd(r, q), we
see that
(2.9) qd =
∑
δ|q
#Rq/δ.
The claim follows by Mo¨bius inversion. 
We note the following trivial corollary.
Corollary 2.1. For d ≥ 1 and q ≥ 1,
(2.10) #Rq = qd
∏
p|q
(
1− 1
pd
)
.
In particular, for d ≥ 2 and q ≥ 1,
(2.11) #Rq > 1
ζ(d)
qd.
Remark 2.2. The above inequality generalises [LM18, (2.2)], whose proof has an unfortunate
mistake (see the first inequality in [LM18, (2.6)]).
Recall the following subgroup of G:
(2.12) H =
{(
A v
t0 1
)
: A ∈ SLd(R), v ∈ Rd
}
.
For a positive integer q, we also recall that
(2.13) D(q) =
(
q
1
d Id 0
t0 q−1
)
.
By (1.4) we see that, for every r ∈ Rq, there exist A ∈ SLd(R) and x ∈ Rd such that
(2.14) Γn+(q
−1r)D(q) = Γ
(
A x
t0 1
)
.
This is equivalent to the existence of A ∈ SLd(R) and x ∈ Rd, uniquely determined modulo
Γ, satisfying
(2.15)
(
A x
t0 1
)
(n+(q
−1r)D(q))−1 =
(
A x
t0 1
)(
q−
1
d Id 0
t0 q
)(
Id 0
−q−1 tr 1
)
=
(
q1−
1
dA−qx tr
q
qx
− tr q
)
∈ Γ.
Let s = qx and B = q
d−1
d A. By the above relation,
(2.16) s ∈ Zd, 1
q
(B − s tr) ∈ Md(Z) and det(B) = qd−1 det(A) = qd−1.
So
(2.17) B ∈ Md(Z) and B ≡ s tr (mod q).
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Since
(2.18)
(
B−s tr
q
s
− tr q
)
∈ Γ,
we get that gcd(s, q) = 1 (see also [EMSS16, Lemma 2.4]).
We now come to the goal of this section, which is to parametriseRq in terms of Γ0,d(q)\ SLd(Z)
and (Z/qZ)×.
Let Bq be a set of representatives for Γ0,d(q)\ SLd(Z).
Lemma 2.2. We have
(2.19) Rq =
{
tγ
(
0
u
)
(mod q) : γ ∈ Bq, u ∈ (Z/qZ)×
}
.
Proof. For any γ ∈ Bq and u ∈ (Z/qZ)×, there exists r ∈ (Z ∩ (0, q])d such that
(2.20) u tγed =
tγ
(
0
u
)
≡ r (mod q),
where ed is the last vector of the canonical basis of Rd. We claim that gcd(r, q) = 1. Let
ta be the last row of γ, that is, a = tγed. If gcd(r, q) 6= 1, since ua − r ≡ 0 (mod q), this
implies that gcd(ua, q) 6= 1, so gcd(a) 6= 1. This contradicts the fact that γ ∈ SLd(Z).
Note that, using (2.10) and Proposition 2.1, it follows that #Rq = #Bq ·ϕ(q). Therefore,
we only need to prove that tγued 6≡ tγ′u′ed (mod q) if (γ, u (mod q)) 6= (γ′, u′ (mod q)) for
γ, γ′ ∈ Bq. Indeed, suppose tγued ≡ tγ′u′ed (mod q). Then
t(γ(γ′)−1)ued ≡ ( tγ′)−1 tγued ≡ u′ed (mod q),
that is, γ(γ′)−1 ∈ Γ0,d(q). Since γ, γ′ ∈ Bq, we get γ = γ′. Using tγued ≡ tγ′u′ed (mod q)
again, we obtain u ≡ u′ (mod q). This proves the lemma. 
Let B0 =
(
qId−1
1
)
; for every γ ∈ Γ0,d(q)\ SLd(Z) and every u ∈ (Z/qZ)×, if we set
r ≡ u tγed (mod q),(2.21)
s = ued, uu ≡ 1 (mod q),(2.22)
B = B0γ,(2.23)
then by Lemma 2.2 we have r ∈ Rq. Moreover det(B) = qd−1 and B ≡ s tr (mod q).
Plugging that into (2.14), we obtain the following lemma, which is used in §4.
Lemma 2.3. For every γ ∈ Γ0,d(q)\ SLd(Z) and u ∈ (Z/qZ)×, if we define r, s and B as
in (2.21)-(2.23), then
(2.24) Γn+(q
−1u tγed)D(q) = Γ
(
q−1+
1
dB q−1s
t0 1
)
.
3. Fourier analysis on the space of lattice translates
In this section, we generalise the results given in [Str15, Section 4] and [LM18, Section 3]
to an arbitrary dimension. When comparing with [Str15], one should keep in mind that he
uses a different representation for ASL2(R).
For d ≥ 2, we define
(3.1) ASLd(R) := SLd(R)⋉ R
d.
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For M1,M2 ∈ SLd(R) and v1, v2 ∈ Rd, the multiplication law on ASLd(R) is given by
(3.2) (M1, v1) · (M2, v2) = (M1M2,M1v2 + v1).
The discrete subgroup ASLd(Z) is defined similarly.
Let g be the Lie algebra of ASLd(R), which we identify with sld(R) ⊕ Rd. We pick the
following basis of g:
Yi,j = (Ei,j, 0), 1 ≤ i 6= j ≤ d,(3.3)
Yi = (Ei,i − E1,1, 0), i ≥ 2,(3.4)
Xi = (0, ei), 1 ≤ i ≤ d,(3.5)
where Ei,j ∈ Md(R) has a 1 at the (i, j)th entry and zeros elsewhere and the ei are the
canonical basis of Rd.
Each (E,y) ∈ g yields a left-invariant differential operator on a function on ASLd(R) in
the following way:
(3.6) ((E,y)F )(g,x) =
∂
∂t
F ((g,x)((Id, 0) + t(E,y))
∣∣∣∣
t=0
In particular, for X = Xi0 = (0, ei0), 1 ≤ i0 ≤ d,
(3.7) (g,x)((Id, 0) + t(0, ei0)) = (g,x)(Id, tei0) = (g, tgei0 + x),
and by the chain rule, we get
(3.8) (Xi0F )(g,x) =
d∑
i=1
gi,i0
(
∂
∂xi
F
)
(g,x),
where g = (gi,j)1≤i,j≤d.
Let Ckb (ASLd(Z)\ASLd(R)) denote the space of k times continuously differentiable func-
tions with all derivatives bounded. For F ∈ Ckb (ASLd(Z)\ASLd(R)) we set
(3.9) ‖F‖Ckb =
∑
X∈{Yi,j ,Xi0 : 1≤i,j,i0≤d}
∑
0≤ℓ≤k
‖XℓF‖L∞.
Let F be a function on ASLd(Z)\ASLd(R). For any m ∈ Zd,
(3.10) F (A,x+m) = F ((Id,m)(A,x)) = F (A,x)
for (A,x) ∈ ASLd(R). So we have the following Fourier expansion of F :
(3.11) F (A,x) =
∑
m∈Zd
F̂ (A,m)e2πi
tmx,
where
(3.12) F̂ (A,m) =
∫
(R/Z)d
F (A, t)e−2πi
tmt dt
Here dt denotes the Lebesgue measure on Rd.
Lemma 3.1. For any γ ∈ SLd(Z) we have
(3.13) F̂ (γA,m) = F̂ (A, tγm).
In particular, when m = 0, F̂ (A, 0) is an automorphic function on SLd(Z)\ SLd(R).
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Proof. For any γ ∈ SLd(Z), we get
(3.14) F̂ (γA,m) =
∫
(R/Z)d
F (γA, t)e−2πi
tmt dt =
∫
(R/Z)d
F ((γ, 0)(A, γ−1t))e−2πi
tmt dt
=
∫
(R/Z)d
F (A, t)e−2πi
t( tγm)t dt = F̂ (A, tγm).
Here in the third identity we use the fact that F is left ASLd(Z)-invariant and t 7→ γt is a
diffeomorphism of (R/Z)d preserving the volume measure dt. 
Set A = (ai,j)1≤i,j≤d. For each 1 ≤ i0 ≤ d, by applying integration by parts, we get
(3.15)
(̂Xi0F )(A,m) =
∫
(R/Z)d
(Xi0F )(A, t)e
−2πi tmt dt =
d∑
i=1
ai,i0
∫
(R/Z)d
∂
∂ti
F (A, t)e−2πi
tmt dt
=
(
d∑
i=1
ai,i02πimi
)∫
(R/Z)d
F (A, t)e−2πi
tmt dt = 2πi
(
d∑
i=1
miai,i0
)
F̂ (A,m).
So for k ∈ Z≥1,
(3.16)
∫
(R/Z)d
(Xki0F )(A, t)e
−2πi tmt dt =
(
2πi
d∑
i=1
miai,i0
)k
F̂ (A,m),
and we get
(3.17) (2π)k
∣∣∣∣∣
d∑
i=1
miai,i0
∣∣∣∣∣
k ∣∣∣F̂ (A,m)∣∣∣ ≤ ∫
(R/Z)d
∣∣(Xki0F )(A, t)∣∣ dt ≤ ‖Xki0F‖∞.
For b ∈ Rd, let ‖b‖∞ := max{1≤i≤d}{|bi|}. Then
(3.18) max
1≤i0≤d

∣∣∣∣∣
d∑
i=1
miai,i0
∣∣∣∣∣
k
 = ‖ tAm‖k∞,
and we have
(3.19)
(2π‖ tAm‖∞)k
∣∣∣F̂ (A,m)∣∣∣ ≤ max
1≤i0≤d
(2π)k
∣∣∣∣∣
d∑
i=1
ai,i0mi
∣∣∣∣∣
k ∣∣∣F̂ (A,m)∣∣∣ ≤ max
1≤i0≤d
‖Xki0F‖∞ = ‖F‖Ckb .
So for m 6= 0, we have
(3.20)
∣∣∣F̂ (A,m)∣∣∣ ≤ ‖F‖Ckb
(2π‖ tAm‖∞)k .
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4. Proof of the main theorem
In this section, we prove Theorem 1.1.
For f ∈ Ckb (Γ\ΓH×(R/Z)d), using the fact that Γ\ΓH is diffeomorphic to ASLd(Z)\ASLd(R),
we set, similarly to (3.9),
(4.1) ‖f‖Ckb =
∑
X∈{Yi,j ,Xi0 :1≤i,j,i0≤d}
∑
ℓ1,...,ℓd,ℓ≥0,
ℓ1+···+ℓd+ℓ≤k
∥∥∥∥∥Xℓ ∂ℓ1∂xℓ11 · · · ∂
ℓd
∂xℓdd
f
∥∥∥∥∥
L∞
.
We have the Fourier expansion
(4.2) f(g,x) =
∑
n∈Zd
f̂n(g)e
2πi tnx
where
(4.3) f̂n(g) =
∫
(R/Z)d
f(g, t)e−2πi
tnt dt.
By using integration by parts repeatedly, for n 6= 0, we have
(4.4) sup
g∈Γ\ΓH
∣∣∣f̂n(g)∣∣∣≪k ‖f‖Ckb‖n‖−k∞ .
By Lemma 2.3, we have
(4.5)
1
#Rq
∑
r∈Rq
f
(
Γn+
(
1
q
r
)
D(q),
1
q
r
)
=
1
#Rq
∑
γ∈Bq
∑
u∈(Z/qZ)×
f
((
q−1+
1
dB0γ q
−1ued
t0 1
)
, q−1u tγed
)
=
1
#Rq
∑
γ∈Bq
∑
u∈(Z/qZ)×
∑
n∈Zd
f̂n
((
q−1+
1
dB0γ q
−1ued
t0 1
))
e2πi
t
nu tγed
q .
We first note that we can truncate n-sum at ‖n‖∞ ≤ qϑ1 for some small 0 < ϑ1 < 12 . Indeed,
by (4.4), we know that the contribution from the terms with ‖n‖∞ > qϑ1 is
(4.6) ≪k
‖f‖Ckb
#Rq
∑
γ∈Bq
∑
u∈(Z/qZ)×
∑
n∈Zd
‖n‖∞>qϑ1
1
‖n‖k∞
≪k ‖f‖Ckb
∑
n∈Zd
‖n‖∞>qϑ1
1
‖n‖k∞
.
Note that ‖n‖∞ ≤ ‖n‖2 ≤
√
d‖n‖∞. It is a standard fact that
(4.7)
∑
n∈Zd
‖n‖∞>qϑ1
1
‖n‖k∞
≪d,k (qϑ1)d−k = q−ϑ1(k−d).
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So we have
(4.8)
1
#Rq
∑
r∈Rq
f
(
Γn+
(
1
q
r
)
D(q),
1
q
r
)
=
1
#Rq
∑
γ∈Bq
∑
u∈(Z/qZ)×
∑
n∈Zd
‖n‖∞≤qϑ1
f̂n
((
q−1+
1
dB0γ q
−1ued
t0 1
))
e2πi
t
nu tγed
q
+Od,k(‖f‖Ckb q
−ϑ1(k−d)).
For A ∈ SLd(R) and y ∈ Rd, let
(4.9) Fn(A,y) = f̂n
((
A y
t0 1
))
.
Then Fn is a function on ASLd(Z)\ASLd(R) and as such has the following Fourier expansion
(4.10) Fn(A,y) =
∑
m∈Zd
F̂n(A,m)e
2πi tmy.
Here
(4.11) F̂n(A,m) =
∫
(R/Z)d
Fn(A, t)e
−2πi tmt dt.
Recall that B0 =
(
qId−1
1
)
. By (4.8) and (4.10), we get
(4.12)
1
#Rq
∑
r∈Rq
f
(
Γn+
(
1
q
r
)
D(q),
1
q
r
)
=
1
#Rq
∑
γ∈Bq
∑
n∈Zd
∑
m∈Zd
F̂n
(
q−1+
1
dB0γ,m
) ∑
u∈(Z/qZ)×
e2πi
tmued+
t
nu tγed
q
=
1
#Rq
∑
γ∈Bq
∑
n∈Zd
‖n‖∞≤qϑ1
∑
m∈Zd
F̂n
(
q−1+
1
dB0γ,m
)
S(md,
tn tγed; q)
+Od,k(‖f‖Ckb q
−ϑ1(k−d)).
Here S(a, b; q) =
∑
u∈(Z/qZ)× e
2πiau¯+bu
q is the classical Kloosterman sum.
Note that by (3.20), for m 6= 0, we have
(4.13)
∣∣∣F̂n (q−1+ 1dB0γ,m)∣∣∣ ≤ ‖F‖Ckb
(2π‖q−1+ 1d tγB0m‖∞)k
.
Theorem 1.1 now follows from the following four propositions, which we prove in the sub-
sections below.
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Proposition 4.1. We have
(4.14)
1
#Rq
∑
γ∈Bq
F̂0(q
−1+ 1
dB0γ, 0)S(0, 0; q)
=
∫
SLd(Z)\ SLd(R)
F̂0(g, 0) dµ(g) +Oε(‖F0‖Ckb q
− 1
2
+ε),
for any ε > 0 and any integer k ≥ d2.
Proposition 4.2. For each 0 6= n ∈ Zd with ‖n‖∞ ≤ qϑ1, we have
(4.15) E1 = 1
#Rq
∣∣∣∣∣∣
∑
γ∈Bq
F̂n
(
q−1+
1
dB0γ, 0
)
S(0, tn tγed; q)
∣∣∣∣∣∣ ≪ε ‖F‖C0bq−1+ϑ1+ε.
Proposition 4.3. For each n ∈ Zd with ‖n‖∞ ≤ qϑ1 and 0 < ϑ2 < 12d , we have
(4.16) E2 = 1
#Rq
∣∣∣∣∣∣∣∣∣∣
∑
γ∈Bq
∑
m∈Zd\{0},
‖ tγq−1+
1
dB0m‖∞≤qϑ2
F̂n
(
q−1+
1
dB0γ,m
)
S(md,
tn tγed; q)
∣∣∣∣∣∣∣∣∣∣
≤ ‖F‖C0bq−
1
2
+dϑ2
σ0(q)
2∏
p|q(1− p−1)
.
Here σ0(q) is the number of positive divisors of q.
Proposition 4.4. For each n ∈ Zd with ‖n‖∞ ≤ qϑ1 and 0 < ϑ2 < 12d , we have
(4.17) E3 = 1
#Rq
∣∣∣∣∣∣∣∣∣∣
∑
γ∈Bq
∑
m∈Zd\{0},
‖ tγq−1+
1
dB0m‖∞>qϑ2
F̂n
(
q−1+
1
dB0γ,m
)
S(md,
tn tγed; q)
∣∣∣∣∣∣∣∣∣∣
≪d,k,ϑ2 ‖F‖Ckb q
− 1
2
+dϑ2 ,
provided k is an integer such that k ≥ 2d−1
2ϑ2
.
Proof of Theorem 1.1. By (4.12) and Propositions 4.1–4.4, we have
(4.18)
1
#Rq
∑
r∈Rq
f
(
Γn+
(
1
q
r
)
D(q),
1
q
r
)
=
∫
SLd(Z)\ SLd(R)
F̂0(g, 0) dµ(g)
+O(‖f‖Ckb q
−ϑ1(k−d)) +O(‖f‖Ckb q
− 1
2
+d(ϑ1+ϑ2)+ε),
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for any ε > 0, 0 < ϑ1 <
1
2
, 0 < ϑ2 <
1
2d
and k ≥ max{2d−1
2ϑ2
, d2}. Note that by (4.11), (4.9),
and (4.3), we have
(4.19)
∫
SLd(Z)\ SLd(R)
F̂0(g, 0) dµ(g) =
∫
SLd(Z)\ SLd(R)
∫
(R/Z)d
f̂0
((
g t
t0 1
))
dt dµ(g)
=
∫
Γ\ΓH×Td
fdµHdx.
Taking ϑ2 =
2d−1
2k
and ϑ1 =
1/2−dϑ2
k
, we see that all conditions are fulfilled if and only if
k ≥ 2d2 − d+ 1. This proves Theorem 1.1. 
4.1. The main term: effective equidistribution of Hecke points.
Lemma 4.1. Let B0 =
(
qId−1
1
)
. We have
(4.20) SLd(Z)B0 SLd(Z) =
⋃˙
δ∈Γ0,d(q)\ SLd(Z)
SLd(Z)(B0δ).
Proof. We first check that the decomposition on the right hand side is disjoint. For δ1, δ2 ∈
Γ0,d(q)\ SLd(Z), if γB0δ1 = B0δ2 for some γ ∈ SLd(Z), then B−10 γB0 = δ2δ−11 ∈ SLd(Z).
Note that in this case
(4.21) δ2δ
−1
1 = B
−1
0 γB0 =
(
q−1Id−1
1
)
γ
(
qId−1
1
)
∈ Γ0,d(q).
So we get δ2 ∈ Γ0,d(q)δ1.
From the construction, it is clear that
(4.22) SLd(Z)B0 SLd(Z) ⊃
⋃˙
δ∈Γ0,d(q)\SLd(Z)
SLd(Z)(B0δ).
Note that any τ ∈ Γ0,d(q) can be written as τ =
(
T t
ts t
)
, where s ≡ 0 (mod q). Then
(4.23) B0τB
−1
0 =
(
qId−1
1
)(
T t
ts t
)(
q−1Id−1
1
)
=
(
T qt
q−1 ts t
)
∈ SLd(Z),
so B0Γ0,d(q)B
−1
0 ⊂ SLd(Z). Take γ1, γ2 ∈ SLd(Z). There exists δ2 ∈ Γ0,d(q)\ SLd(Z) such
that γ2 ∈ Γ0,d(q)δ2. We have
(4.24) γ1B0γ2 ∈ γ1B0Γ0,d(q)δ2 = γ1(B0Γ0,d(q)B−10 )B0δ2 ⊂ SLd(Z)B0δ2
and this implies that
(4.25) SLd(Z)B0 SLd(Z) ⊂
⋃˙
δ∈Γ0,d(q)\SLd(Z)
SLd(Z)(B0δ),
as claimed. 
For a function F : SLd(Z)\ SLd(R)→ C, the Hecke operator for B0 is defined as
(4.26) (TB0F )(g) =
1
#(Γ0,d(q)\ SLd(Z))
∑
δ∈Γ0,d(q)\ SLd(Z)
F
(
q−
d−1
d B0δg
)
.
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Assume that F ∈ L2(SLd(Z)\ SLd(R)). Following the argument in [COU01, Section 1] with
[COU01, Theorem 1.1] and the formula from [COU01, p. 346], we get
(4.27)
∥∥∥∥TB0F − ∫
SLd(Z)\ SLd(R)
F (g) dµ(g)
∥∥∥∥
2
≪ε q− 12+ε‖F‖2,
for any ε > 0. Note that the implied constant only depends on ε. By [CU04, Proposition 8.2],
we find that this L2-convergence implies the same rate for the point-wise convergence: for
an integer k ≥ d2, if F ∈ Ckb (ASLd(Z)\ASLd(R)), then we get
(4.28)
∣∣∣∣TB0F (Id)− ∫
SLd(Z)\ SLd(R)
F (g) dµ(g)
∣∣∣∣≪ε q− 12+ε‖F‖Ckb .
Proof of Proposition 4.1. Since f is bounded, F̂0(∗, 0) ∈ L2(SLd(Z)\ SLd(R)), where the
invariance under SLd(Z) follows from Lemma 3.1.
For S(0, 0; q) = ϕ(q), we get
(4.29)
1
#Rq
∑
γ∈Γ0,d(q)\SLd(Z)
F̂0(q
−1+ 1
dB0γ, 0)S(0, 0; q)
=
1
#(Γ0,d(q)\ SLd(Z))
∑
γ∈Γ0,d(q)\ SLd(Z)
F̂0(q
−1+ 1
dB0γ, 0) = TB0F̂0(Id, 0).
By (4.28), for any integer k ≥ d2, we get
(4.30)
∣∣∣∣TB0F̂0(Id, 0)− ∫
SLd(Z)\ SLd(R)
F̂0(g, 0) dµ(g)
∣∣∣∣≪ε q− 12+ε‖F0‖Ckb .
This completes the proof of Proposition 4.1. 
4.2. The first error term.
Proof of Proposition 4.2. Note that F̂n
(
q−1+
1
dB0γ, 0
)
≪ ‖F‖C0b and
(4.31) |S(0, tn tγed; q)| =
∣∣∣∣µ( qgcd(q, tn tγed)
)∣∣∣∣ ϕ(q)
ϕ
(
q
gcd(q, tn tγed)
) ≤ gcd(q, tn tγed).
The first equality holds since S(0, tn tγed; q) is a Ramanujan sum. Hence
(4.32) E1 ≪ ‖F‖C0b
1
#Rq
∑
γ∈Bq
gcd(q, tn tγed)≪ ‖F‖C0b
1
#Rq
∑
ℓ|q
ℓ
∑
γ∈Bq
gcd( tn tγed,q)=ℓ
1.
For each ℓ | q, let
(4.33) Sℓ =
{
γ ∈ Bq : gcd( tn tγed, q) = ℓ
}
.
Then
(4.34) E1 ≪ ‖F‖C0b
1
#Rq
∑
ℓ|q
ℓ#Sℓ.
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Since n 6= 0, there exists 1 ≤ j0 ≤ d such that nj0 6= 0. For γ ∈ Sℓ, let a = tγed be the
last row of γ. Then
(4.35) tn tγed =
tna = n1a1 + · · ·+ ndad ≡ 0 (mod ℓ)
and this implies that
(4.36) nj0aj0 ≡ −
∑
1≤j≤d,j 6=j0
njaj (mod ℓ).
Consequently gcd(nj0 , ℓ) |
∑
1≤j≤d,j 6=j0
njaj and we get
(4.37) aj0 ≡ −n˜j0
∑
1≤j≤d,j 6=j0
njaj
gcd(nj0, ℓ)
(mod ℓ/ gcd(nj0, ℓ)),
where n˜j0
nj0
gcd(nj0 ,ℓ)
≡ 1 (mod ℓ/ gcd(nj0 , ℓ)). So for each b (mod qℓ/ gcd(nj0 ,ℓ)),
(4.38) aj0 ≡ −n˜j0
∑
1≤j≤d,j 6=j0
njaj
gcd(nj0, ℓ)
+ b
ℓ
gcd(nj0 , ℓ)
(mod q).
For ℓ | q, let ℓ0 = gcd(nj0, ℓ) and
(4.39)
Aℓ0 =
a ∈ ([0, q) ∩ Z)d : ℓ0 |
∑
1≤j≤d,j 6=j0
njaj ,
aj0 ≡ −n˜j0 1ℓ0
(∑
1≤j≤d,j 6=j0
njaj + bℓ
)
(mod q), 0 ≤ b < q
ℓ/ℓ0
 .
Then by the arguments above, for each γ ∈ Sℓ, there exists a ∈ ([0, q) ∩ Z)d such that
a ≡ tγed and a ∈ Aℓ0. Note that for each u ∈ (Z/qZ)× and a ∈ Aℓ, ua ∈ Aℓ. So we have
(4.40) #Sℓ ≤ 1
ϕ(q)
#Aℓ ≤ 1
ϕ(q)
qd−1
q
ℓ/ℓ0
.
For nj0 6= 0 and |nj0 | ≤ ‖n‖∞ ≤ qϑ1 , we have gcd(nj0 , ℓ) ≤ qϑ1 and
(4.41) E1 ≪ ‖F‖C0b
1
#Rq
∑
ℓ|q
ℓ
1
ϕ(q)
qd−1
q
ℓ/ gcd(nj0, ℓ)
≤ ‖F‖C0b
1
#Rq
qd−1+ϑ1∏
p|q(1− p−1)
σ0(q)
= ‖F‖C0b
qd−1+ϑ1
ϕ(q)qd−1
∏
p|q
1−p−d
1−p−1
∏
p|q(1− p−1)
σ0(q) = ‖F‖C0b
σ0(q)∏
p|q(1− p−d)(1− p−1)
q−1+ϑ1 .
This completes the proof of Proposition 4.2. 
4.3. The second error term.
Proof of Proposition 4.3. By (4.13),
(4.42) E2 ≤ ‖F‖C0b
1
#Rq
∑
γ∈Bq
∑
m∈Zd\{0},
‖ tγB0m‖∞≤q
1− 1
d
+ϑ2
∣∣S(md, tn tγed; q)∣∣ .
By Weil’s bound for Kloosterman sums,
(4.43)
∣∣S(md, tn tγed; q)∣∣ ≤ √q gcd(md, tn tγed, q) 12σ0(q) ≤ √q gcd(md, q) 12σ0(q).
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We thus have
(4.44) E2 ≤ ‖F‖C0b
1
#Rq
∑
γ∈Bq
∑
m∈Zd\{0},
‖ tγB0m‖∞≤q
1− 1
d
+ϑ2
√
q gcd(md, q)
1
2σ0(q).
For γ ∈ Bq and m ∈ Zd \ {0} with gcd(q,md) = ℓ, we have
(4.45) tγB0m =
tγ

qm1
...
qmd−1
md
 = ℓ tγ

q
ℓ
m1
...
q
ℓ
md−1
md
ℓ
 .
Note that gcd( q
ℓ
, md
ℓ
) = 1. Set
(4.46) tγ
1
ℓ
B0m = x ∈ Zd.
Since γ ∈ SLd(Z), x = 0 if and only if m = 0. Assume that ‖ tγB0m‖∞ ≤ q1− 1d+ϑ2 . Then
x ∈ Zd \ {0} and ‖x‖∞ ≤ q
1− 1
d
+ϑ2
ℓ
. Moreover since ‖x‖∞ < 1 if and only if x = 0, we only
consider ℓ | q such that q1−
1
d
+ϑ2
ℓ
≥ 1.
Summarising, for each given x ∈ Zd \ {0} with ‖x‖∞ ≤ q
1− 1
d
+ϑ2
ℓ
, we count the number of
γ ∈ Bq such that tγm = x has an integral solutionm ∈ Zd satisfying qℓ | mj for 1 ≤ j ≤ d−1
and gcd( q
ℓ
, md) = 1. Moreover the solution m is uniquely determined since m =
tγ−1x. So
we can write
(4.47)
1
#Rq
∑
γ∈Bq
∑
m∈Zd\{0},
‖ tγB0m‖∞≤q
1− 1
d
+ϑ2
√
q gcd(md, q)
1
2σ0(q)
=
1
#Rq
√
qσ0(q)
∑
ℓ|q,
ℓ≤q1−
1
d
+ϑ2
ℓ
1
2
∑
x∈Zd\{0},
‖x‖∞≤
q
1− 1
d
+ϑ2
ℓ
∑
γ∈Bq
∑
m∈Zd\{0},
q
ℓ
|mj ,1≤j≤d−1,
gcd(md,
q
ℓ
)=1,
tγm=x
1.
For ℓ | q satisfying ℓ ≤ q1− 1d+ϑ2 , and for each x ∈ Zd \ {0} with ‖x‖∞ ≤ q1−1/d+ϑ2/ℓ, let
(4.48) Sℓ(x) =
{
γ ∈ Bq : ∃m ∈ Z
d satisfies tγm = x,
q
ℓ
| mj , 1 ≤ j ≤ d− 1, gcd(md, q/ℓ) = 1
}
.
Then (4.47) is equal to
(4.49)
1
#Rq
√
qσ0(q)
∑
ℓ|q,
ℓ≤q1−
1
d
+ϑ2
ℓ
1
2
∑
x∈Zd\{0},
‖x‖∞≤
q
1− 1
d
+ϑ2
ℓ
#Sℓ(x).
We claim that
(4.50) #Sℓ(x) ≤ [SLd(Z) : Γ0,d(q)]
[SLd(Z) : Γ0,d(q/ℓ)]
= ℓd−1
∏
p|ℓ,p∤q/ℓ
1− p−d
1− p−1 .
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Indeed, for x ∈ Zd \ {0}, consider γ and γ˜ in SLd(Z) such that there exist m and
n satisfying: tγm = x, tγ˜n = x with q
ℓ
| mi and qℓ | ni for 1 ≤ i ≤ d − 1, while
gcd( q
ℓ
, md) = gcd(
q
ℓ
, nd) = 1. It follows that
(4.51) m = tγ−1x = tγ−1 tγ˜n = t(γ˜γ−1)n.
Upon reducing modulo q
ℓ
, we get
(4.52) t(γ˜γ−1)
(
0
nd
)
≡
(
0
md
)
(mod
q
ℓ
)
with nd and md both invertible modulo
q
ℓ
. This means γ˜γ−1 ∈ Γ0,d(q/ℓ). Now fix one matrix
γ ∈ SLd(Z) satisfying the condition in the definition of Sℓ(x) (if no such γ exists, then
#Sℓ(x) = 0 and the claim is proved). Every matrix γ˜ ∈ Sℓ(x) is then of the form γ˜ = δγ
for some δ ∈ Γ0,d(q/ℓ). Hence #Sℓ(x) is bounded by the number of distinct Γ0,d(q)-cosets of
the form Γ0,d(q)δγ with δ ∈ Γ0,d(q/ℓ). One can check that for any δ, δ′ ∈ Γ0,d(q/ℓ), we have
Γ0,d(q)δγ = Γ0,d(q)δ
′γ if and only if δ′δ−1 ∈ Γ0,d(q). Therefore
(4.53) #Sℓ(x) ≤ #(Γ0,d(q)\Γ0,d(q/ℓ)) = [Γ0,d(q/ℓ) : Γ0,d(q)],
which is precisely the inequality in (4.50). The equality follows from Proposition 2.1.
Then we have
(4.54)
1
#Rq
√
qσ0(q)
∑
ℓ|q
ℓ
1
2
∑
x∈Zd\{0},
‖x‖∞≤
q
1− 1
d
+ϑ2
ℓ
#Sℓ(x)
≤ 1
#Rq
√
qσ0(q)
∑
ℓ|q,
ℓ≤q1−
1
d
+ϑ2
ℓ
1
2
∑
x∈Zd\{0},
‖x‖∞≤
q
1− 1
d
+ϑ2
ℓ
ℓd−1
∏
p|ℓ,p∤q/ℓ
1− p−d
1− p−1
≤ 1
#Rq
√
qσ0(q)
∏
p|q
1− p−d
1− p−1
∑
ℓ|q,
ℓ≤q1−
1
d
+ϑ2
ℓ
1
2
(
q1−
1
d
+ϑ2
ℓ
)d
ℓd−1
=
1
#Rq q
d− 1
2
+ϑ2dσ0(q)
∏
p|q
1− p−d
1− p−1
∑
ℓ|q,
ℓ≤q1−
1
d
+ϑ2
ℓ−
1
2 ≤ 1
#Rq q
d− 1
2
+ϑ2dσ0(q)
2
∏
p|q
1− p−d
1− p−1 .
Note that
(4.55) #Rq = ϕ(q)qd−1
∏
p|q
σ−1(p
d−1) = qd
∏
p|q
(1− p−d).
So we get
(4.56)
1
#Rq
√
qσ0(q)
∑
ℓ|q
ℓ
1
2
∑
x∈Zd\{0},
‖x‖∞≤
q
1− 1
d
+ϑ2
ℓ
#Sℓ(x) ≤ q− 12+ϑ2d σ0(q)
2∏
p|q(1− p−1)
.
This proves Proposition 4.3. 
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4.4. The third error term.
Proof of Proposition 4.4. By (4.13), for any integer k ≥ 0, we have
(4.57) E3 ≤ 1
#Rq
∑
γ∈Bq
∑
m∈Zd\{0},
‖ tγB0m‖∞>q
1− 1
d
+ϑ2
‖F‖Ckb |S(md, tn( tγed); q)|
(2π‖q−1+ 1d tγB0m‖∞)k
.
By the trivial bound for the Kloosterman sum |S(md, tn( tγed); q)| ≤ ϕ(q), we have
(4.58) E3 ≤ ‖F‖Ckb
ϕ(q)
(2π)k
1
#Rq
∑
γ∈Bq
∑
m∈Zd\{0},
‖ tγB0m‖∞>q
1− 1
d
+ϑ2
qk(1−
1
d
)
‖ tγB0m‖k∞
.
For each γ ∈ Bq and m ∈ Zd \ {0}, let tγB0m = x, then we have
(4.59) E3 ≤ ‖F‖Ckb
1
(2π)k
ϕ(q)#(Γ0,d(q)\ SLd(Z))
#Rq
∑
x∈Zd\{0},
‖x‖∞>q
1− 1
d
+ϑ2
qk(1−
1
d
)
‖x‖k−d−ϑ2∞
1
‖x‖d+ϑ2∞
≤ ‖F‖Ckb
1
(2π)k
qd−1−ϑ2(k−d−1+
1
d
−ϑ2)
∑
x∈Zd\{0},
‖x‖∞>q
1− 1
d
+ϑ2
1
‖x‖d+ϑ2∞
.
By the same argument used to obtain (4.7), we have
(4.60)
∑
x∈Zd\{0},
‖x‖∞>q
1− 1
d
+ϑ2
1
‖x‖d+ϑ2∞
≪d,ϑ2 (q1−
1
d
+ϑ2)−ϑ2.
Thus, by (4.59), we have
E3 ≪d,ϑ2,k ‖F‖Ckb q
d−1−ϑ2(k−d) ≪d,ϑ2,k ‖F‖Ckb q
− 1
2
+ϑ2d,
provided that k ≥ 2d−1
2ϑ2
. This proves Proposition 4.4. 
5. An application: diameters of random circulant graphs
In this section, we denote by X the space of unimodular lattices in Rd.
We abuse notations and still denote by Ckb (X) the space of k-times continuously differen-
tiable functions f from X to R such that for every left-invariant differential operator D on
SLd(R) of order at most k, ‖Df‖∞ is finite. Likewise, for a function f ∈ Ckb (X), we still
denote by ‖f‖Ckb the obvious analogue of (3.9).
Define, for q ≥ 2 and d ≥ 2, the (d + 1)-dimensional lattice Λq = Zd × qZ. For a ∈
(Z ∩ [1, q])d with gcd(a, q) = 1 (meaning a ∈ Rq), define
(5.1) n(a) =
(
Id a
t0 1
)
∈ SLd+1(Z).
Consider Λq(a)0 = Λqn(a) ∩ (Rd × {0}). Finally define Dq = q−1/dId ∈ GLd(R), so that
det(Dq) = q
−1. Consider the d-dimensional lattice Lq,a = Λq(a)0Dq. Following the steps
17
used to prove [MS13, Theorem 3], with Theorem 1.1 replacing the use of [MS13, Theorem
4], we see that Theorem 1.1 implies:
Theorem 5.1. For every d ≥ 3, every ε > 0 and every function f ∈ Ckb (X), with an integer
k ≥ 2d2 − d+ 1, we have
(5.2)
1
#Rq
∑
a∈Rq
f(Lq,a) =
∫
X
fdµ+O(‖f‖Ckb q
− 1
2
+
d2(2k−2d+1)
2k2
+ε).
Remark 5.1. When d = 2, a version of this theorem follows from [LM18, Theorem 1.3] (see
also Remark 1.2).
As explained in the introduction, we can use this theorem to deduce the following rate of
convergence for the limiting distribution of the appropriately rescaled diameters of random
circulant graphs.
To help understand what follows, we briefly summarise the key steps in the relevant parts
of Marklof and Stro¨mbergsson’s paper [MS13]. The first step (see [MS13, Section 2.2] for
more details) is to identify the circulant graph Cq(a) — that is, the Cayley graph of Z/qZ
with respect to the ai — with a lattice graph on a torus:
(1) consider the graph LGd whose vertices are the points of the lattice Zd and whose
edges are of the form (k,k+ ei) for some k ∈ Zd, where (e1, . . . , ed) is the canonical
basis of Rd;
(2) introduce a metric m on LGd by defining the distance between two vertices k and l
in Zd to be m(k, l) =
∑d
i=1 |ki − li|
(3) extend this metric in the obvious way to a metric on Zd/Λ where Λ is a sublattice of
Zd;
(4) [MS13, Lemma 2] is the assertion that LGd/Λq(a)0 and Cq(a) are isomorphic as
metric graphs.
The next step is to relate the diameter of LGd/Λq(a)0 — which, by the first step, is exactly
the diameter diam(q, d) we are interested in — to the diameter of Rd/Lq,a (where the distance
on the torus is the ℓ1 distance): [MS13, Proposition 1] asserts that
(5.3) q1/d diam(Rd/Lq,a)− d
2
≤ diam(LGd/Λq(a)0) ≤ q1/d diam(Rd/Lq,a).
The final step ([MS13, Lemma 4]) connects the diameter of a torus Rd/L to the covering
radius of the d-orthoplex with respect to the lattice L ⊂ Rd:
(5.4) diam(Rd/L) = ρ(P, L).
We recall that the latter quantity is defined to be
(5.5) ρ(P, L) = inf{r > 0 : rP+ L = Rd}
and that for d ≥ 2, the d-orthoplex is the polytope
(5.6) P = {x ∈ Rd : ‖x‖1 ≤ 1}.
We can now state the consequence of Theorem 5.1 pertaining to the diameters of random
circulant graphs.
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Corollary 5.1. For every d ≥ 3, there exists a continuous non-increasing function Ψd : R≥0 →
R≥0 with Ψd(0) = 1 such that for every ε > 0 and every R ≥ 0, we have
(5.7) Prob
(
diam(q, d)
q1/d
≥ R
)
= Ψd(R) +OR,ε
(
q−ηd+ε
)
,
where ηd =
2d2 − 2d+ 1
2(2d2 − d+ 1)2(2d2 − d+ 2) . Moreover, for R ≥ 0, Ψd is explicitly given by
(5.8) Ψd(R) = µ({L ∈ X : ρ(P, L) ≥ R})
where µ is the Haar probability measure on X.
It should be clear from the discussion preceding the above corollary that its proof requires
an approximation argument to pass from the smooth functions in Theorem 5.1 to charac-
teristic functions. We borrow the following definition from Li’s paper ([Li15, Definition
1.3]):
Definition 5.1. A subset of X is said to have thin boundary if its boundary is contained in
the union of finitely many connected smooth submanifolds of X, all of which have codimension
at least 1.
We also borrow (in a slightly modified form) the following technical lemma from a paper
by Stro¨mbergsson and Venkatesh ([SV05, Lemma 1]). For a set S ⊂ X , we denote by
χS : X → {0, 1} its characteristic function.
Lemma 5.1. If S ⊂ X has thin boundary, then for each δ ∈ (0, 1), there exist functions f−
and f+ in C
∞(X) such that for every k ≥ 1,
(1) 0 ≤ f− ≤ χS ≤ f+ ≤ 1;
(2) ‖f−‖Ckb ≪S δ−k and ‖f+‖Ckb ≪S δ−k;
(3) ‖f− − χS‖L1 ≪S δ and ‖f+ − χS‖L1 ≪S δ.
We can finally proceed with the proof of Corollary 5.1.
Proof of Corollary 5.1. Define, for R ≥ 0, the following subset of d-dimensional unimodular
lattices
(5.9) SR = {L ∈ X : ρ(P, L) ≥ R}
where ρ is the covering radius and P is the d-orthoplex.
In order to deduce Corollary 5.1, we wish to apply Theorem 5.1 to χSR for each R ≥ 0.
To do so, we make use of Lemma 5.1 to approximate this characteristic function by smooth
functions. For this, we first need to show that, for each R ≥ 0, the set SR has thin boundary
according to Definition 5.1. However, this follows from the proof of [MS13, Lemma 7]. We
therefore find smooth functions f− and f+ as in Lemma 5.1. Applying Corollary 5.1 to each
of those and using their properties, we conclude that for every δ ∈ (0, 1), every ε > 0 and
every k ≥ 2d2 − d+ 1,
(5.10)
1
#Rq
∑
a∈Rq
χSR(Lq,a) =
∫
X
χSRdµ+OR(δ + δ
−kq−
1
2
+ϑ+ε)
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with ϑ = d
2(2k−2d+1)
2k2
. If we now choose δ = q
−1/2+ϑ
k+1 , we get that for every ε > 0,
(5.11)
1
#Rq
∑
a∈Rq
χSR(Lq,a) =
∫
X
χSRdµ+OR(q
κd,k+ε)
with κd,k =
−k2+d2(2k−2d+1)
2k2(k+1)
. Finally, picking k = 2d2 − d + 1 we get the desired error term
with ηd ∼ 18d4 as claimed. 
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