Introduction
Given a Lie algebra g, we have the chain complex (Λ m g, ∂), with the boundary operator on the decomposable and this is the homology group of g with coefficient R with trivial action. Dually, one can define cohomology groups by considering the linear functionals on g. If g is infinite dimensional, then we collect continuous linear functionals as the dual space, with respect to some topology, and we obtain a continuous cohomology groups of g.
As introduced in [4] , two sort of well-studied examples of infinite dimensional Lie algebras are Lie algebras of volume preserving vector fields on R n and (formal) Hamiltonian vector fields on the symplectic R 2n .
Those cohomology groups are sometimes called Gel'fand-Fuks cohomologies.
There is an interesting geometric observation by Kontsevich ([1] ). Let F be a foliation on a manifold M.
We have the foliated cohomology defined by H Concerning Kontsevich homomorphism given in the bottom line of (1.1), there are works by Kotschick and Morita ( [2] ) and Mikami ([4] ).
In many area of geometry, research target next to Euclidean spaces seems to be tori. Thus, in this paper we develop the Lie algebra (co)homology theory of Hamiltonian vector fields on the symplectic torus T n = R n /Z n (n even). Main result we got is: 
Recall of symplectic R n case (n is even)
With respect to the Poisson bracket of the standard symplectic R n , the polynomial algebra has a Lie algebra structure. So, we may study its Lie algebra (co)homology groups. However, the (co)spaces are huge, we introduce the notion of weight to reduce the (co)chain spaces. For each multi-index A ∈ N n of length n, we use the notation z[A] for the monomial x
We define the weight of h-homogeneous polynomial by h − 2. A reason is: For f -homogeneous polynomial F and h-homogeneous polynomial H, take the Poisson bracket {F, H}. The degree of {F, H} is f + h − 2 = ( f − 2) + (h − 2) + 2, and we have wt({F, H}) = wt(F) + wt(H) for weights.
In Lie algebra homology theory, m-th chain space is given by
and the 0-th chain space is spanned by z[A] with | A| = 0 and R itself.
We define the weight of z[
and we may consider the subspace C m,w of m-th chain space with the weight w.
C m,w is spanned by
where
Using (2.2) and (2.3), we have Conversely, take a Young diagram λ with area w + 2m and length m. Let µ be the conjugate Young diagram of λ. In short, µ i = the depth of i-th column of λ. Let ℓ := length(µ) = λ 1 and put µ 1+ℓ = 0, and define
Subtracting 2-times of (2.2) from (2.5), we have that −k 1 + k 3 + 2k 4 + · · · = w and so we see that w ≥ −k 1 ≥ −n using (2.4). Subtracting (2.2) from (2.5), we see that w + 2m ≥ m, i.e., m ≥ max(−w, 0). Subtracting 3-times of (2.2) from (2.5), we have that −2k 1 − k 2 + k 4 + 2k 5 + · · · = w − m and so we see that w − m + 2k 1 + k 2 ≥ 0, i.e., m ≤ w + 2k 1 + k 2 ≤ w + n(n + 5)/2 using (2.4). We summarize these relations:
w ≥ −n and max(−w, 0) ≤ m ≤ w + n(n + 5)/2 .
Remark 2.1 Consider a constant Poisson tensor field
on R n with 2k ≤ n. Now the homogeneity is 0 and the Euler characteristic of Lie algebra homology groups of the Poisson bracket on R n is 0 for each weight w (cf. [6] ).
3 Preparation on T n
Functions on T n
Functions on T n = R n /(2πZ) n are considered as periodic functions on R n of the period 2π. Instead of generators x 1 , . . . , x n of polynomial algebra of R n , we may deal with the algebra generated by (3.1) cos x 1 , sin x 1 , . . ., cos x n , sin x n Definition 1 For a given non-negative integer k, define the space W k spanned by
Then, we have a filtration in the algebra generated by (3.1) as follows: 
Concrete basis
Proposition 3.1 We use the notation
basis of the quotient space W k /W k−1 and
Consider the subspace of W k spanned by the above basis and denote the subspace by
and we see that
Remark 3.2
In the academic meeting at Tambara, Japan in fall 2017 we presented this topic, and got a suggestion by Professor Tsuboi that it is better to use another basis coming from (3.5) sin a 1 x 1 cos b 1 x 1 · · · sin a n x n cos b n x n instead of (3.3). When we started studying this topic we are faced which basis to choose. At that time, we chose (3.3) because that is more similar to "polynomial algebra". In the appendix, we expand our discussion using another basis (3.5).
Multiplication on
V i × V j Take z[A, B] ∈ V i and z[A ′ , B ′ ] ∈ V j . z[A, B]z[A ′ , B ′ ] =z[P, Q] where P = A + A ′ , Q = B + B ′ (naturally first, then ) =(−1) k 1 +k 2 +···+k n z[P ′ , Q ′ ] with P ′ [ℓ] = P[ℓ] + 2k ℓ , 0 ≤ Q ′ [ℓ] = Q[ℓ] − 2k ℓ < 2 for ℓ.
Naturally reduced Poisson bracket
In this subsection, we do not assume n is even. We may consider a Poisson tensor given by
where p i j ∈ V h , and {·, ·} is the bracket defined by π. For F ∈ V f and J ∈ V j , it holds {F, J} ∈ W f + j+h .
Making use of decomposition into V k , we have Then the next holds:
Thus, we use {F, J} top as a new bracket: {F, J} top := the top term of{F, J}. Then it induces a Lie algebra
We shall study Lie algebra (co)homology groups with respect to this new bracket.
m-th chain space is given by
Take care of weight, For b j ∈ {0, 1} for j = 1..n,
is a formula of basic differentiation, we may calculate the Poisson bracket by this formula and multiplication rule.
When we use multi-index set of length 2n, the next holds
where C n+ j ∈ {0, 1} and C
2-dim symplectic torus
In this section, n = 2 and consider the standard Poisson tensor and the standard Poisson bracket on 2-dimension torus.
Basic result
Theorem 4.1 On the symplectic 2-torus T 2 , we consider the formal Hamiltonian vector fields, we may identify with periodic "polynomials". We saturate the space with respect to the weight and have m-th chain space C m,w with the given weight w. We have a chain complex
The first Betti number of this chain complex is 4 for each positive weight w.
Proof: Since 0 ← C 1,w holds for even n-dimensional standard symplectic torus, in order to know the first Betti number, we need data of dimension of C 1,w and C 2,w , a, b, and the kernel dimension of C 1,w
c (or the rank), then it turns out 1st Betti = a − b + c as the next table shows: Actually, since coker(∂) :=
Here we introduce the notation Corank [1] (w, n) the corank at degree 1 of the boundary operator ∂ to C 1,w = V w,n where V w,n means the w-homogeneous "polynomial" space on T n for even n.
For a given weight w, C 1,w = V w,n and C 2,w is given as follows depending to the parity of w. 
taking care of "modulation"
where | A, B| means the determinant of 2 by 2 matrix
When P = Q, (4.5) implies
In particular, putting P = [0, 0] = O, then we have
. Using (4.5), we have another equation:
, subtracting (4.7) from (4.5), we have
The coefficient of the right hand side of the above equation is
thus,
Therefore,
and so, after modulation, replacing a 1 + 1 by a 1 , we have
When P Q and p 1 q 1 , we follow the same discussion above and get
and so, we have
We summarize the above discussion in a where
. Putting a 2 = b 1 = 0, then replacing a 1 − 1 by a 1 and b 2 − 1 by b 2 , we have
This says the first Betti number is always zero for every weight in the case of standard symplectic R 2 . We may prove that for general even dimensional case the first Betti number is zero by apply our discussion in this article. Proof:
Concrete examples of n = 2 case
, and Z P, P ′ A, A ′ in short. The Poisson bracket
Thus we have
where {·, ·} (2) means the Poisson bracket in 2-dimensional torus. In (5.1), put
Then because of Z Q ′ B ′ or Z Q B is constant, we have
We know that Corank 
The first Betti numbers for general even n
Observing the discussion in T 4 case, we show the same discussion works well for general even dimensional torus T 2n case, too. 
Proof: Let Z P 1 . . . P n A 1 . . . A n be our basis. To avoid complicated expression, we abbreviate the first (n − 1) sequences A 1 . . . A n−1 by A and P 1 . . . P n−1 by P. Then the Poisson bracket satisfies
Now replace P n by P n + Q n , and A n by A n + B n , we have
Subtracting (5.6a) from (5.4a), we have
(5.5a) and (5.7a) imply the diagram
and we see that for w > 0 On T 2n+2 , it holds (5.9)
for w > n.
Proof: Combining Theorem 5.1 and Theorem 5.2, direct computation yields the formula (5.8). Also,
Thus, (5.9) holds for n = 2. Assume (5.9) holds on T 2n+2 for general n. First we confirm that
Now we prove (5.9) holds on T 2n+4 .
because of general fact about alternating sum, and (5.10). Changing the order of summation, we have
Not symplectic but Poisson structures on tori
In [6] we develop Lie algebra (co)homology theory for homogeneous Poisson structures on R n . On R n we also consider homogeneous Poisson structures using our basis. A typical 0-homogeneous Poisson structure
on T 2m+(n−2m) . We denote our basis as Z P, P ′ A, A ′ where Z P A are basis of T 2m and Z P ′ A ′ are basis of T n−2m . Then the Poisson bracket is given by
Like Theorem 5.2, on the first Betti number of the above Poisson structure, we may have a formula
β .
Appendices Appendix A New basis
On n-torus, W k is generated by at most k product of cos x 1 , sin x 1 , . . ., cos x n , sin x n . We apply Fourier expansion, we have another basis for W k /W k−1 defined by the followings:
A.1 Dimension formulae
Proposition A.1 Let P k be the vector spaced linearly spanned by (A.1). Then
Proof of Proposition A.1: We count the number of sequences of integers a 1 , . . . , a n of length n with For a given a 1 , . . . , a n , let ℓ be the number of non-zero a i 's. Those patterns are of 
Proof:
We put the dimension of P w on n-torus by DM(n, w). For n > 1
holds, and DM(1, w) =
Reducing w by 1 in (A.4), we have
Subtracting the above from (A.4), we have Old basis:
Thus, we have the same relation (A.6) Dim 1 (n, w) − Dim 1 (n, w − 1) = Dim 1 (n − 1, w) + Dim 1 (n − 1, w − 1)
as (A.3).
New Basis:
where we used the relation (A.7) to get (A.8). Again, we have the same relation as (A.3).
Alternative Proof: The space W k /W k−1 explained in (3.4) of Subsection 3.2 has dimension α+β=k n α n−1+β n−1 and this number is the cardinality of
On the other hand, the space P k spanned by the new basis comes from
We define a map ψ by
Using ψ, we define another map
Ψ is well-defined and bijective. Thus,
A.2 Product formula
In n-torus, we know that Z a 1 , . . . , a n = f 
a n with n i=1 |a i | = k are a basis of P k . First, we observe the product formula when 1-torus. For each non-negative integers m, n the followings hold:
and since cos mx cos nx = 1 2 (cos(m + n)x + cos(m − n)x implies
In general n-torus, the multiplication formula is as follows:
where φ, ψ are defined on 1-torus by
A.3 Differentiation
The formula for differentiation is simple:
. ., a n = a i Z a 1 , . . ., −a i , . . ., a n Appendix B Proofs by another basis
B.1 Proof of Theorem 4.1
Now, our bracket is given by
In order to apply (A.12), (A.13) and (A.14) for the bracket (B.1), we divide our discussion in several cases depending on the signature of a 1 b 1 or a 2 b 2 as below: Case [6] In the first three cases, we assume a 1 b 1 = 0. If a 1 = b 1 = 0 then our bracket is 0, so we may assume a 1 0 and b 1 = 0. Then our bracket is given by
then ourBkt is 0, so we may assume a 2 = 0, b 2 0 and have
We assume a 1 b 1 > 0 in Case [4] or Case [5] . Then we have Here we introduce the notation Corank [1] (w, 2n) the corank of the boundary operator ∂ to C 1,w where C 1,w is the 1st chain space with the weight w, that is, the w-homogeneous "polynomial" space P w on T 2n .
