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Abstract—In recent years, the object detection including
the face detection becomes one of the most prosperous fields
in the computer vision. Along with it, highly precise detection
algorithms and high-speed circuits with low electric power
consumption are demanded by various camera systems. The
most of mainstream object detection algorithms spend more
time on learning general pattern of the objects in advance.
However, there are many situations that cannot be detected
by the prior leaning. In order to solve this problem, it is
needed to prepare various detectors for special situations.
But, for low-cost devices, it is not effective to detect all
situations. In this paper, we propose an efficient object detec-
tion system adapting to input pattern of special scenes. Our
method uses the kernel-based matching with low-resolution
image to learn and detect object. This method optimizes
kernels using Genetic algorithms for approximating the
distribution function more precisely, then detects objects by
superposition of optimized kernels. However the algorithm
requires long time to optimize the kernel. Therefore we
estimate some parameters to improve the learning time and
detection rate by simulation. The simulation results show
that these parameters are effective for getting the kernel to
learn the image.
I. 序論
顔検出をはじめとする物体検出はコンピュータビジョ
ンで最も研究が盛んな分野の 1つである. また近年、多
類のカメラデバイスの普及と共に大きな進歩を遂げてお
り、様々なカメラシステムにおいては省電力で高速かつ
高精度な検出アルゴリズムが求められている. 検出には
事前学習により対象物の一般的なパターンを識別し、検
出する手法が有用とされ用いられている. しかし実際の
問題として、ユーザーの撮影環境によっては、事前学習
による検出が困難で複雑な処理を必要とする場合も多く
存在する. 例えば顔検出においては、サングラスやマス
ク、照明や肌の色などにより顔に特有な部品のパターン
認識ができない場合がある. そのため、考えられる限り
の状況に対してあらかじめ機械学習による数多くの識別
器を用意することが必要となるが、その万能な検出アル
ゴリズムを小型機器などの低コストなハードウェアで実
装することは、速度や電力コストの関係上容易ではない.
そこで本研究では、事前学習だけでは対象物の検出が
困難な状況を解決することに着目し、カメラと入出力装
置を備えた端末機器を用いての、動的で少ない学習デー
タ入力による物体検出システムを提案する. このシステ
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ムはその都度新しい物体を少ない時間で学習することを
目的としている. 検出には単純なテンプレートマッチン
グの代わりにカーネル密度推定に基づいたカーネルマッ
チング法を行う. この手法はカーネルのサイズを可変と
し分布関数を正確に近似することで、より精度の高い検
出が行える [1]. 我々のシステムにおいてこの検出処理
を採用する. 理由は以下である.
 サンプルパターン毎にカーネルサイズを最適化す
ることで、少ないサンプルパターン数でも発生確率
分布を比較的精度よく近似することができるため
高い認識精度 (検出精度)が得られる.
 単純なカーネルを用いることにより複雑な計算
が不要となり汎用プロセッサによるソフトウェア
処理を用いても高速な処理が可能で、FPGA(Field
Programmable Gate Array)等の書き換え可能集積回
路を用いればハードウェア化が容易である.
しかし、このカーネルマッチング法ではカーネルサイ
ズの候補の組み合わせが指数的に増大するため、全探索
をしてカーネルサイズの最適解を求めることが困難で
ある. そこで学習を行う処理として、遺伝的アルゴリズ
ムを用い、準最適解を取得する. しかし、カーネルの取
りうる値などを考慮せずに遺伝的アルゴリズムによる
学習を行う場合は、領域候補として挙がる領域数が無く
なったり増えすぎたりしてしまう. そのため遺伝的アル
ゴリズムが収束するまでには時間がかかる.我々はある
程度の検出率を維持しつつ学習時間を早めるためのパラ
メータを設定し、シミュレータにより、そのアルゴリズ
ムの有用性を調べる. その際、精度を測るための評価実
験用にいくつかの画像データ用意し、短い時間であって
も効率的に最適解となるカーネルを生成できるかを確認
する.
II. 先行研究
画像検出あるいは認識においては、幾何学的特徴を利
用する方法と画像全体のパターンを用いる方法がある.
幾何学的特徴を利用する方法は、検出したい物体の画
像において、その物体を構成する部品を抽出し、その位
置関係や大きさなどの特徴を算出後、認識対象物との比
較によって検出を行う方法 [4][5][6][7]である. 例えば顔
検出においては、固定の小領域に対して、あらかじめ定
めた目・鼻・口などのブロック型の顔部品を抽出する空
間フィルタを適用している. 動画像での検出では、剛体
運動のモデルや光学モデルなどの対象物の事前情報を
組織的に利用して対象物モデルを作成し、各物体を識別
している. このような幾何学的特徴の機械学習による画
像検出は、識別器を作成するために学習画像が数多く必
要となることやその事前学習に時間がかかることなどの
問題点がある. サングラス、マスクなどで特徴部位が隠
れる状況は多種多様に存在し、この特殊な状況に対する
学習データは少ない. そのため、その都度新しい物体と
して学習し識別させる場合は、柔軟に対応することが難
しい.
一方、画像全体のパターンを用いて識別する方法は、
このような物体に特有な部品の特徴を用いるのではな
く、画像そのものをパターンとして扱う方法である. こ
の方法は濃度値をそのまま特徴ベクトルにするマッチ
ング処理などの方法と、濃度パターンを直交変換し、そ
の変換係数を特徴ベクトルとして識別する方法に分類
される. 利用される直交変換として、離散フーリエ変換
(DFT)、離散コサイン変換 (DCT)、KL 変換 (主成分分
析)、ウェーブレット変換などがある. これらは低次元で
特徴を抽出したり、特徴となる成分の分布や形状から
データを高次元空間に投影し、似た物体の認識処理を行
う際に多く用いられる. さらにこれらとニューラルネッ
トワークなど他の認識手法を組み合わせるものもある.
ニューラルネットワークによる画像の機械学習を行う際
も、膨大な数の学習画像と学習時間を必要とする. その
ため小さなカメラシステムにおいての新たな物体の学習
は容易ではないと思われる.
画像のパターンでマッチングによる検出をする方法の
中でも、テンプレートマッチングは画像信号に対して扱
いやすい処理である. そのため古くから実用的な方法と
されており、高速なステレオマッチング [8]を行う際な
どに多く用いられている. テンプレートマッチングは特
徴ベクトルとして濃度値データをそのまま用いて、あら
かじめ登録しておいた小さな一部の画像領域と同じパ
ターンが画像全体の中に存在するかどうかの比較を行
い、統計的モデルを基に最も似通ったパターンを探す操
作である. 画像内にある対象物体の位置検出や、物体数
のカウント、また探索範囲を限定して物体の追跡を行う
際等に使われている. カメラから初めに得られる画像信
号のほとんどは色濃度値であるため、直接生の色濃度値
を特徴ベクトルとして扱う単純な処理であれば、ハード
ウェア化により高速な処理が望める.
テンプレートマッチングでは画像間の類似度を表す
尺度に SSD(Sum of Squared Difference)、SAD(Sum of
Absolute Difference)、NCC(正規相互相関、Normalized
Cross-Correlation)、ZNCC(Zero-mean Normalized Cross-
Correlation)等がある. 式 (1)の正規相互相関としてしら
れるNCCや ZNCCは照明変動に頑強であるが計算コス
ト高い. そのため、この部分の計算の簡略化や、ハード
ウェア化による高速化 [9]が図られている. またテンプ
レートマッチングでは大量の学習データとその計算時間
が必要となるため、固有顔 [10]などによる、少ない画像
でのマッチングが考えられている. しかし識別器となる
画像の作成には、その学習データのために同じ照明条件
でディジタル化された画像を多数用意し、特徴となる部
分の位置合わせや解像度の再標本化をする必要がある.
SCNN (x; y) =
PP
F (x+ i; y + j)T (i; j)pPP
(F (x+ i; y + j))2
pPP
(T (i; j))2
(1)
計算コストを抑えた他のマッチング手法として、パ
ターン認識において多く用いられるカーネル法の密度推
定で画像検出をするカーネルマッチング法がある. これ
はサンプルパターンの分布から各カテゴリの確率密度関
数の推定を行う手法である. 未知パターン X がカテゴ
リ Aに属する確率 p(XjA)をカテゴリに属する NA 個
のサンプルパターン SA1 ; SA2 ; :::; SAi を用いて推定したも
のは式 (2)で近似できる.
~p(XjA) = 1
NA
NAX
i=1
K(X   SAi ) (2)
この式はサンプルパターンに与えられた一定サイズの
核関数K()の重ね合わせにより確率密度関数を近似す
ることを意味している. カーネルを用いた移動体の追跡
[11]などでは複雑な特徴量や一般的なガウス関数の核関
数を用いることがあるが、本研究のシステムでは計算量
を減らすために核関数としては簡単に扱える式 (3)の一
様関数を用いる.
K(x) =

1
2d (jxkj  d (k = 1; 2; :::; n))
0 (otherwise)
(3)
d はカーネルサイズを表すパラメータである. つまり
カーネルマッチング法とは各カテゴリに属するサンプル
パターンのカーネルを包含する数を用いて、未知パター
ンが各カテゴリに属する確率を求め、その確率から未知
パターンのカテゴリを識別する方法である. サンプルパ
ターンを一つの点とするならばカーネルはその 1点と周
りの領域を意味する. なお今回の実験ではカーネルはサ
ンプル画像の各画素濃度値の幅となる.
またカーネルマッチング法で実用的な検出精度を得
るためには、数多くのサンプルパターンが必要となる.
我々はこの問題を解決するため、各サンプルパターン毎
に各カーネルサイズを可変としたカーネルマッチング法
を用いる. しかしこの手法では、各画素の数 n毎にカー
ネルサイズ dがあり、dの候補数を L種類とした場合、
１つのサンプルパターンに対し Ln個のカーネルサイズ
候補の組み合わせが存在する. このように指数関数的に
組み合わせが増加するためため、最適解を全探索で求め
ることが困難となる問題が生じる.
計算機科学における組み合わせ最適化問題に対しては、
進化的計算手法が有用とされる.上記のような準最適な組
み合わせを得る場合は遺伝的アルゴリズム (GA,Genetic
Alcorithms)[2]を適用することができる. GAは生物の遺
伝子による進化過程を工学的に模倣した近似最適化手法
である. カーネルサイズを遺伝子にコード化し、進化的
に準最適なカーネルサイズが求められる. GAによる探
索を制御する上では、収束時間や多様性の面から探査と
活用のバランスを考慮する必要がある [2][3].
検出システムに限らず、多くのカメラシステムにお
いては高速な演算が必要とされることが多い. そのため
様々な特徴量の計算手法、階層的な部分領域のマッチン
グによる演算量の削減、並列演算器による高速化あるい
は対象とする画像処理のハードウェア化実装など、多く
の手法が研究されている.
図 1. 提案システムの概要
III. 提案手法
A. 入力画像検出システムの概要
図 1にこのシステムの概略を示す. まず対象物体の位
置の入力を行い、そのサンプルパターンの濃度平均値
で低解像度にモザイク処理するとともに、パラメータ設
定のデータを保持する. 次に GAで準最適化させたカー
ネルを用意する. GAでは入力された領域を用い、次元
数に応じて遺伝子を初期化後、評価関数を基に選択と交
叉を繰り返すことで準最適解を求める. 遺伝子の評価を
行う際は、遺伝子の値からカーネルサイズを求め、入力
が行われた際のモザイク画像にカーネルマッチング法を
行う. 同様にして複数のサンプルパターンを学習させる.
学習後の検出処理には、得られたカーネルを使い、モザ
イク処理された入力画像をラスター走査していく. 対象
画像とカーネルとの照合で重ね合わせによる確率密度関
数の近似を行い、得られた値がある閾値を超えたら対象
物と識別する. 最後に得られた検出領域を出力する. こ
れを継続的に実行させ、動的な学習と画像マッチングに
よる検出を行う. 本研究では効率的な GAの作成や撮影
環境による検出精度の調査のため、各パラメータを設定
できるシミュレータを作成して評価実験を行った.
カーネルマッチング法は、各濃度値がカーネルサイズ
内に含まれた数をカウントし、閾値との比較で検出を行
う. そのためこの部分に関しては単純な組み合わせ回路
として表現でき、並列な専用ハードウェアとしての実装
が容易である. これにより入力画像と各カーネルの照合
は並列させて実行することが可能で、検出処理にかかる
時間はサンプルパターン数に依存しないで検出が行え
る. ただし集積回路のサイズには制限があるため、数多
くのサンプルパターンによる識別をする場合は、その回
路規模を考慮しなければならない. FPGAなどの再構成
可能な集積回路であればカーネル数を増やしての実装も
可能とされる. また動的再構成可能な進化ハードウェア
であれば遺伝的アルゴリズムを FPGAにより回路化し
たものも多く報告されており [12][13]、FPGAによる並
列GAのフレームワークにこのシステムの実装が期待で
きる.
図 2. 画像のピラミッド構造化
B. 画像のピラミッド構造化による領域検出と物体の大
きさへの対応
対象画像の画素数が大きくなると演算量もそれに比
例して増大するため、高速化をするためには実質的な演
算量を低減する必要がある. 我々の研究では対象画像と
カーネルの照合を行うために図 2に示すような画像のピ
ラミッド構造化 [7][14]をする.
まず平均濃度値を持つ画像を階層的に用意しておき、
始めは低解像度の画像を用いて高い解像度は必要としな
い大まかな探索を行う. そして検出された部分領域の周
辺を更に中層や下層の高い解像度で再探索い、詳細な認
識や判定の識別を行う. 全探索に近い探索ができ、演算
量を大幅に低減することが可能となるため、画像のピラ
ミッド構造化は多くの検出システムで用いられている.
例えば画素数を 640x480から縦横半分の 320x240にす
ると演算量は 1/4 になり、また縦横 1/32の 20x15にす
ると演算量は 1/1024に低減できる.
我々のシステムでは上層の低解像度画像を用いて高速
に対象物の領域検出する. 検出後の処理としては、特徴
点を抽出や幾何学的特徴量を用いた教師付き分類器によ
る、より詳細な識別処理が考えられる.
低解像度画像を平滑化処理で作成する場合、平均濃度
値のためノイズによる影響や不均一な背景にも対応でき
る. また対象物のサイズ変化にも対応することができる.
すなわち全ての入力画像とそのカーネルの画素数を固定
することで、大きな物体は低解像度の対象画像で検出さ
れ、逆に小さい物体はより高い解像度で検出される. 検
出する画素数が全て同じ大きさになることで、カーネル
がほぼ同じ回路規模で実現できハードウェア化が容易に
なる.
C. カーネルマッチング法による画像検出
テンプレートマッチングは実用的な対象画像検出手法
であるが、距離計算が複雑であり、容易に高速化できな
い点やハードウェア規模が大きくなる点が課題である.
一方、カーネルマッチング法はカーネルと呼ばれる規
則の要素を重ね合わせることで全体の規則を形成する
ことができる. カーネル法はパターンの識別において多
く用いられており、そのカーネル密度推定はサンプルパ
ターンの分布から各カテゴリの確率密度関数の推定を行
う手法である. 判別する際にカーネル法とよく組み合わ
せて用いられるサポートベクターマシンは、カーネル法
により拡張された高次元特徴空間の非線形データ構造を
線形構造に変換し、それらのカテゴリを分類する. この
カーネル法を取り入れたデータ解析手法は、主成分分析
や正規相関分析、クラスター分析やｋ平均法など多くの
アルゴリズムが存在する.
しかし本研究では検出を主としており、データ解析な
どを用いず、識別には複雑な計算を必要としない. その
ため低コストなハードウェア実装が容易で、ある程度の
精度と高速処理が期待できる. よって本研究の少ない入
力画像データによる画像マッチングの検出手法ではカー
ネルマッチング法を用いる.
さらに、カーネルマッチング法におけるカーネルサイ
ズをサンプルパターン毎に可変とする拡張カーネルマッ
チング法 [1]を適用する. これは登録しておくサンプル
パターンの画素毎にカーネルサイズを可変なものとして
おく手法である. 最適なカーネルサイズであれば、一定
値で固定したカーネルマッチング法に比べ、少ないサン
プルパターン数でも、発生確率分布を比較的精度良く近
似させた検出を行うことができる.
カーネルマッチング法では、サンプルパターンの各画
素濃度値に幅を持たせたカーネルをラスター走査させて
いく. 照合した対象画像の部分領域がカーネルの画素濃
度値に含まれたか否かを調べていく. そして本システム
では式 (3)の一様関数を用いるため、包含されたカーネ
ルの数がある閾値以上であれば検出領域の候補と判断す
る. この閾値による判断により画像中に複数の対象物が
存在する場合であっても、同時に検出することができる.
D. 遺伝的アルゴリズムによるカーネルサイズの生成
個々のカーネルサイズを変更する拡張カーネルマッチ
ング法では最適な組み合わせを求める必要があるが、高
次元のパターン空間であるため解候補数が膨大になり、
全探索することは計算上困難である. そのため最適解を
得るために GAを用いる. 進化的計算手法は GA以外に
進化戦略や進化的プログラミングがあるが、これらは適
応度の評価回数が増える点や突然変異に複雑な処理を用
いる点などの理由から使用せず、本研究ではGAの中で
も特に複雑な計算を必要としない単純 GA(SGA:Simple
Genetic Algorithms)を用いる.
GAでは取り扱う問題のパラメータが染色体に割り当
てられ、染色体集団のうち各々の染色体には評価計算の
ための適応度が与えられる. その適応度の優れた染色体
を次世代に残すように選択、交叉、突然変異を繰り返
し、生き残った染色体が問題空間における最適解となる.
終了条件は、適応度が最大値などの閾値に達したとき、
または世代交代数があらかじめ決められた回数に到達し
たときなどが考えられる. GAの長所を活かすためには、
解くべき問題に対して適切にGAを設計し、パラメータ
を適切に設定する必要がある.
図 3に拡張カーネルマッチング法で用いるサンプルパ
ターンと GAにおける染色体や遺伝子との関係を示す.
まず GAでカーネルサイズの最適解を求めるために染
色体集団を用意する. 各染色体は各カーネル、染色体の
もつ n個の各遺伝子は n次元パターン空間上の各次元
のカーネルサイズにそれぞれ対応している. また各遺伝
子の取りうる値は L種類とし、あらかじめ L個のカー
ネルサイズ値を用意する. 8bitの色濃度値とする場合は
0から 255を L個に分割した値を取りうることとする.
この Lを大きくすることでほぼ連続的にカーネルサイ
ズを変化させることができ、より最適なカーネルサイズ
図 3. カーネルと遺伝子型の対応関係
を求めることが可能となる. また GAでは染色体を進化
させる上で、適応度関数を用意する必要がある. これは
各々の生存確率である適応度を評価するものであり、本
実験では式 (4)の適応度関数 F (C)を用いる.
F (C) =
1 + a
1 + s
(4)
aは対象物の領域の画像を含んだ回数、sは候補として
領域を検出した回数としたとき、この評価関数は検出
された領域候補が正解領域であれば適応度を高くし、間
違っていれば適応度を下げる評価関数となる. 正解領域
が入力された際の画像を学習用の対象画像としその各低
解像度画像と染色体であるカーネルを照合させ領域候補
を検出する.
本研究の検出システムでは 1つのサンプルパターン
におけるカーネルの数である次元数を入力画像の縦横比
で変動できるようにするため、GAの選択には適応度に
比例して選択を行うルーレット方式を用いる.
IV. シミュレータの作成と効率的な学習を行うための
パラメータ設定
我々の検出システムをシミュレーションし、より適し
た検出アルゴリズムを検討するためにソフトウェア実装
を行う. ウェブカメラを用い、GUIの操作で動的に画像
領域の入力を受け取り学習させ、選択した検出方法でそ
の候補領域を出力する. 評価実験の際は同じ解像度の画
像データと正解領域のリストを読み込み、検出率と実行
時間も出力する. 本研究で作成したシミュレータとその
実行例を図 4に示す.
検出手法としては正規相互相関を用いたテンプレート
マッチング、カーネルサイズを固定したカーネルマッチ
ング法、拡張カーネルマッチング法を選択できる. 拡張
カーネルマッチング法では、GAの最大世代数や染色体
数や突然変異発生率などのパラメータを用意する. また
正解領域の判定方法の選択でき、1つのカーネルの解像
度数やカーネルマッチング法法のカーネルサイズとその
検出精度を変動させられる. その他ヒストグラムの表示
や画像に対して様々な濃度値変更処理が行える.
正解の判定は、検出された領域の中心座標が正解領域
の範囲内であれば正解とする. 複数の領域が検出される
カーネルマッチング法においては、その正解数が不正解
数を上回ったならば正解とした場合の模擬実験は高い検
出成功率を示した. またこの判定では領域サイズが綺麗
に合わない検出候補も存在することになるため、より正
確に領域をとらえているものを判定する場合に、検出領
図 4. シミュレータ実行画面
域の面積と実際の正解領域の面積が半分以上重なりかつ
正解領域の面積の 2倍を超えないものを答えとする判定
や領域を表す 2点の近隣位置による判定も行う.
シミュレータでは、まずユーザーの入力で正解となる
画像の位置とその範囲を入力する. その際、あらかじめ
用意した画像データと正解領域のリストを読み込むこと
が可能である. 次にピラミッド構造化に対応させ、正解
判定をもとにGAを動作し最適解となるカーネルサイズ
を求める. その後、選択した手法で検出処理を行い、検
出された領域を画面上に表示させる. また評価実験では
あらかじめ用意しておいたデータを読み込み、正解判定
をもとに検出率とその実行時間を表示させる.
GAによる探索を制御する上では探査と活用のバラン
スが重要になるため、多様性や収束時間の面を考慮した
初期集団や選択圧に関わる複数のパラメータを用意し
GAにおける効率的な学習を行う必要がある [2][3]. 例
えば時間をかけた事前学習による拡張カーネルマッチン
グ法の設定では、少ない世代交代数の場合にうまく選択
圧がかからず、不適切に終了条件を迎えることが多く発
生する. そこで本研究では初期集団や選択圧に関わるパ
ラメ―タを用意し、シミュレーションにて多様性や収束
時間の面を考慮した適切な GAの設計を行う. これによ
り GAの収束が適度に早まるようにする.
まずカーネルの取りうる値に上限値と下限値をパラ
メータ設定する. カーネルサイズが固定された従来の
カーネルマッチング法のシミュレーションから、カーネ
ルサイズの値が極端に 0や 255に近づくと検出候補数が
無くなったり増大しすぎたりすることが分かり、多くの
遺伝子がこのような極端な値を持つ場合はその収束に時
間を要してしまうことが考えられる. また拡張カーネル
マッチング法で長い時間をかけ作成されたカーネルにも
極端な値が入っていないことが多い. 本研究では検出精
度である閾値を 0.5に固定して、検出を繰り返し評価実
験を行い値を調べた結果、カーネルサイズの取りうる値
の多くは 64を中心とした前後の値であることが確認で
きた. そのため我々のシステムではカーネルには 64前
後の範囲内を候補数 Lで分割した値を持たせ、この範
囲内での最適解に近づけることとする.
次に世代数を用いて閾値を前後させるパラメータを設
定する. このパラメータ設定は多様性を無くさずに、全
体の収束を早めることを目的とする. SGAでは初期集団
を乱数で生成するため、初めの世代の多くの遺伝子で検
出候補数が無くなることや検出候補数が増えすぎること
が生じてしまう. これでは正解領域を選ぶ確率が極端に
少なくなり収束が遅くなりうる. 収束を早めるために選
択圧を強めた場合は、適応度が高いものが多く次世代の
遺伝子に残されるため、本来の最適解とならずに収束を
迎えることになってしまう [2]. 特にこのシステムのGA
においては交叉率が上がると最適なカーネルを作らずに
終了することがある. そのため GAにおいて遺伝子の多
様性を保つためには選択圧が強くなり過ぎないことが必
要である. この状況を解決するには、初めの世代では候
補数を減らしつつ、世代を増す毎に収束し過ぎないこと
が必要で、候補領域の検出数が多すぎず少なすぎない値
にとどまることが望ましい. そこで各染色体の適応度の
平均が低い場合 (その際の候補数を多様性度合い vとす
る)や候補となる領域が 1つもない場合には、各世代数
gごとに検出領域判定となる閾値をパラメータ pを用い
た 1/pgで加減算をする. これにより世代数の増加と共に
閾値の変動値が減り、選択圧による多様性の消失を行わ
ずに、適宜検出候補数を増減させることができる.
V. 実験結果
GAの評価のためにシーンを固定し、マスクと前髪で顔
の部品が多く隠れる場合、屋内の逆光での顔画像検出、信
号機の歩行者用押しボタン、玄関の靴、調味料の入れ物、
冷蔵庫内のモノの検出を想定したテストデータを用意し、
検出率と実行時間 (Intel RCore 5-4300UTM1.90GHzのプ
ロセッサを使用した場合の 1枚の未知画像を調べる際の
平均時間)を調べ、撮影環境による検出率の良し悪しを
調べた. これらのうちマスクと前髪で顔の部位が隠れる
場合では、カーネル作成に使用するサンプルパターンを
5枚、それとは異なる未知画像 54枚 (内 5枚対象物無
し)を用いた. カーネルは横 4ピクセル×縦 5ピクセル
の 20次元で、それぞれピラミッド構造化による 6種類
の低解像度画像 324枚で検出を行った. 検出方法にはテ
ンプレートマッチング、値を固定したカーネルマッチン
グ法、収束時間を考慮しない従来の拡張カーネルマッチ
ング法、今回作成したGAによる収束時間を考慮させ改
良した拡張カーネルマッチング法を用いた. テンプレー
トマッチングでは式 (1)を用い、その値が最大値となる
点が適度に設定した閾値を超えた場合に検出領域の候補
とする. この閾値は物体が写っていない画像にて検出候
補がなくなるように設定した.
カーネルマッチング法と拡張カーネルマッチング法で
はカーネルと照合する際の閾値を全カーネル数の半分
の割合に設定し、その値を超えたら検出領域の候補とす
る. 正解の判定は、検出された領域の中心座標が正解領
域の範囲内であれば正解領域とし、複数領域が検出され
るカーネルマッチング法においては、その正解領域数が
不正解領域数を上回ったならば正解とした. また vは低
解像度画像の数の 2倍に設定し、各染色体の平均検出候
補数が 0となった際は次世代の閾値を 1/pg減らし、vを
超えた際には 1/pg増やした. 閾値を固定し最適解を求め
た場合と、閾値を変動させて最適解を求めた場合の GA
の実行時間やその正解率を比較する. この実験で用いた
GAのパラメータを表 Iに示す. この実験での検出率及
び実行速度を表 IIに示す.
表 I
用いた GA のパラメータ
個体数 20
世代数 1000
交叉確率 0.6
突然変異率 0.01
カーネルサイズの候補数 L 16
領域候補とする閾値 0.5
カーネルサイズ上限値 96
カーネルサイズ下限値 32
収束の度合い p 2
多様性の度合い v 12
表 II
実行結果
検出手法 検出率 検出時間 (学習時間)
テンプレートマッチング 42.6% 5.8ms
1/16 検出点なし 4.7ms
2/16 13.0% 4.7ms
3/16 61.1% 4.7ms
カーネルマッチング法 4/16 51.2% 4.7ms
(KM 法) 5/16 35.2% 4.7ms
6/16 22.2% 4.7ms
7/16 7.0%以下 4.7ms
従来の拡張 KM 法 81.4% 4.7ms(53s)
提案手法による拡張 KM 法 77.8% 4.7ms(6s)
評価実験により、少ない画像による学習であっても適
度にパラメータ設定をしたGAにより、少ない時間で学
習や検出を行うことができ、テンプレートマッチングの
結果に対しても高い検出性能が得られた. 照明が一定の
向きで当たっている際などの検出には高い精度が得られ
たが、しかし評価したシーンの内、色の検出や輝度値で
の評価が難しいとされる局所的な明度変化や隠蔽のある
画像が学習画像や検出対象となった場合には、検出性能
が下がりカーネル作成に多少時間を要することがあるた
め、その点の改善を行わない限り全ての撮影環境下で優
れているとは言えない. また今後収束させたい時間と精
度のバランスをみて手動でパラメータ設定する必要があ
る点や検出候補として挙げられた領域が重なっている場
合を考慮したクラスタリングによる分類で候補領域を 1
点とする必要がある. また学習に用いる画像や GAの乱
数により学習時間が変動するため、精度を上げつつ学習
時間を平均的になるように抑える工夫も必要となる.
VI. 結論
本研究では事前学習では検出困難な状況に対して、小
さなデバイスであっても動的な少ない入力画像による対
象物学習と検出が行えるシステムを提案した. 検出手法
で用いる拡張カーネルマッチング法をより短い時間で効
率的に学習させるため、GAのにパラメータを設定し、
適した値を与えることで有効なカーネルが得られるこ
とを評価実験により確かめた. また複数の領域の検出も
可能であり撮影環境下によってはその検出精度も高い値
が得られた. しかし、照明環境の変化に対してはあまり
良い性能とならないこともあるため、カーネルに用いる
値をさらに検討していく必要がある. また今後の課題と
しては入力デバイスやカメラを用いて提案手法をハード
ウェア実装することや、対象物のクラスタリングによる
詳細な認識を他の手法と合わせた形での実装を行うこと
が挙げられる.
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