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Structure-preserving shock-capturing methods:
late-time asymptotics, curved geometry,
small-scale dissipation, and nonconservative
products
Philippe G. LeFloch
1 Introduction
Objective
We present some recent developments on shock capturing methods for nonlinear hy-
perbolic systems of balance laws, whose prototype is the Euler system of compress-
ible fluid flows, and especially discuss structure-preserving techniques. The prob-
lems under consideration arise with complex fluids in realistic applications when
friction terms, geometrical terms, viscosity and capillarity effects, etc., need to be
taken into account in order to achieve a proper description of the physical phenom-
ena. For these problems, it is necessary to design numerical methods that are not
only consistent with the given partial differential equations, but remain accurate
and robust in certain asymptotic regimes of physical interest. That is, certain struc-
tural properties of these hyperbolic problems (conservation or balance law, equilib-
rium state, monotonicity properties, etc.) are essential in many applications, and one
seeks that the numerical solutions preserve these properties, which is often a very
challenging task.
To be able to design structure-preserving methods, a theoretical analysis of the
hyperbolic problems under consideration must be performed first by investigating
certain singular limits as well as certain classes of solutions of physical relevance.
The mathematical analysis allows one to exhibit the key properties of solutions and
derive effective equations that describe the limiting behavior of solutions, etc. This
step requires a deep understanding of the initial value problem, as is for instance the
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case of small-scale dissipation sensitive, viscosity-capillarity driven shock waves
which, as it turns out, do not satisfy standard entropy criteria; see LeFloch [45] for a
review. Such a study is in many physical applications involving hyperbolic systems
in nonconservative form, in order to avoid the appearance of spurious solutions with
wrong speed; see Hou and LeFloch [38].
The design of structure-preserving schemes forces us to go beyond the basic
property of consistency with the conservative form of the equations, and requires
to revisit the standard strategies, based on finite volumes, finite differences, Runge-
Kutta techniques, etc. By mimicking the theoretical analysis at the discrete numeri-
cal level, we can arrive at structure-preserving schemes, which preserve the relevant
structure of the systems and the asymptotic behavior of solutions.
The techniques developed for model problems provide us with the proper tools to
takkle the full problems of physical interest. A variety of nonlinear hyperbolic prob-
lems arsing in the applications do involve small scales or enjoy important structural
or asymptotic properties. By going beyond the consistency with the conservation
form of the equations, one can now develop a variety of numerical methods that
preserve these properties at the discrete level. By avoid physically wrong solutions,
one can understand first the physical phenomena in simplified situations, and next
contribute to validate the “full” physical models.
We will only review here two techniques which allows one to preserve late-
asymptotics and geometrical terms and, for further reading on this broad topic, we
refer to the textbooks [12, 45, 56], as well as the lecture notes [44, 47, 50]. An-
other challenging application arises in continuum physics in the regime of (small)
viscosity and capillarity, which may still drive the propagation of certain (nonclas-
sical undercompressive) shock waves. This is is relevant in material science for the
modeling of smart (martensite) materials, as well as in fluid dynamics for the mod-
eling of multiphase flows (for instance in the context of nuclear plants) and for the
coupling of physical models across interfaces.
Preserving late-time asymptotics with stiff relaxation
In Section 2, this strategy is developed for a class of hyperbolic systems with stiff re-
laxation in the regime of late times. Such systems arise in the modeling of a complex
multi-fluid flow when two (or more) scales drive the behavior of the flow. Many ex-
amples from continuum physics fall into the proposed framework, for instance the
Euler equations with (possibly nonlinear) friction. In performing a singular anal-
ysis of these hyperbolic systems, we keep in mind the analogy with the passage
from Boltzmann equation (microscopic description) to the Navier-Stokes equations
(macroscopic description). Our aim here is, first, to derive via a formal Chapman-
Enskog expansion an effective system of parabolic type and, second, to design a
scheme which provides consistent and accurate discretizations for all times, includ-
ing asymptotically late times.
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Indeed, we propose and analyze a class of asymptotic-preserving finite volume
methods, which are consistent with, both, the given nonlinear hyperbolic system and
the effective parabolic system. It thus preserves the late-time asymptotic regime and,
importantly, requires only a classical CFL (Courant, Friedrichs, Lewy) condition of
hyperbolic type, rather than a more restrictive, parabolic-type stability condition.
This section is based on the joint work [9, 10].
Geometry-preserving finite volume methods
The second topic of interest here is provided by the class of hyperbolic conservation
laws posed on a curved space. Such equations are relevant in geophysical applica-
tions, for which the prototype is given by shallow water equations on the sphere with
topography. Computations of large-scale atmospheric flows and oceanic motions
(involving the Coriolis force, Rosby waves, etc.) requires robust numerical meth-
ods. Another motivation is provided conservation laws on moving surfaces describ-
ing combusion phenomena. We should astrophysical applications, involving fluids
or plasmas, and the study of the propagation of linear waves (wave operator, Dirac
equations, etc.) on curved backgrounds of general relativity (such as Schwarschild
or, more generally, Kerr spacetime). These applications provide important examples
where the partial differential equations of interest are naturally posed on a curved
manifold.
Scalar conservation laws yield a drastically simplified, yet very challenging,
mathematical model for understanding nonlinear aspects of shock wave propaga-
tion on manifolds. In Section 3, based on the work [53], we introduce the geometry-
preserving finite volume method for hyperbolic balance laws formulated on surfaces
or, more generally, manifolds. First, we present some theoretical tools to handle the
interplay between the nonlinear waves propagating on solutions and the underlying
geometry of the problem. A generalization of the standard Kruzkov theory is ob-
tained on a manifold, by formulating the hyperbolic equation under consideration
from a field of differential forms. The proposed finite volume method is geometry-
consistent and relies on a coordinate-independent formulation. The actual imple-
mentation of this finite volume scheme on the sphere is realized in [3, 5].
2 Late-time asymptotics with stiff relaxation
2.1 A class of nonlinear hyperbolic systems of balance laws
Consider the following system of partial differential equations
ε ∂tU +∂xF(U) =−R(U)ε , U =U(t,x) ∈Ω ⊂ R
N , (1)
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in which t > 0, x ∈ R denote the time and space variables and the flux F : Ω → RN
is defined on the convex and open subset Ω . The first-order part of (1) is assumed
to be hyperbolic in the sense that the matrix-valued map A(U) := DU F(U) admits
real eigenvalues and a full basis of eigenvectors.
In order to analyze the singular limit ε → 0 of late-time and stiff relaxation, we
distinguish between two distinct regimes. In the hyperbolic-to-hyperbolic regime,
one replaces ε∂tU by ∂tU and establishes that solutions to
∂tU +∂xF(U) =−R(U)ε , U =U(t,x),
are driven by an effective system of hyperbolic type. Such a study was pioneered by
Chen, Levermore, and Liu [21]. On the other hand, in the hyperbolic-to-parabolic
regime which is under consideration in the present work, we obtain effective equa-
tions of parabolic type. In the earlier papers [31, 58], Marcati et al. established
rigorous convergence theorems for several classes of models. Our objective here is
to introduce a general framework to design numercal methods for such problems.
We make the following assumptions.
Condition 1. There exists an n×N matrix Q with (maximal) rank n < N such that
QR(U) = 0, U ∈Ω , (2)
hence, QU ∈ QΩ =: ω satisfies
ε ∂t
(
QU
)
+∂x
(
QF(U)
)
= 0. (3)
Condition 2. There exists a map E : ω ⊂ RN →Ω describing the equilibria u ∈ ω ,
with
R(E (u)) = 0, u = QE (u). (4)
We introduce the equilibrium submanifoldM :=
{
U = E (u)
}
.
Condition 3. It is assumed that
QF(E (u)) = 0, u ∈ ω. (5)
Observe that the term ∂x
(
QF(E (u))
)
must vanish identitically, so that QF(E (u))
must be a constant, which we normalize to be 0.
Condition 4. For all u ∈ ω , we impose
dim
(
ker(B(E (u)))
)
= n,
ker
(
B(E (u))
)∩ Im (B(E (u)))= {0}, (6)
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hence, the N×N matrix B := DRU has “maximal” kernel on the equilibrium mani-
fold.
2.2 Models arising in compressible fluid dynamics
Stiff friction
We beign with the Euler system for compressible fluids with friction:
ε ∂tρ+∂x(ρv) = 0,
ε ∂t(ρv)+∂x
(
ρv2+ p(ρ)
)
=−ρv
ε
.
(7)
The density ρ ≥ 0 and the velocity v are the main unknowns, while the pressure p :
R+→ R+ is a prescribed function satisfying the hyperbolicity condition p′(ρ)> 0
(for ρ > 0). The first-order homogeneous system is strictly hyperbolic and (7) fits
into our late-time/stiff relaxation framework in Section 2.1 if we set
U =
(
ρ
ρv
)
, F(U) =
(
ρv
ρv2+ p(ρ)
)
, R(U) =
(
0
ρv
)
and Q= (1 0). The local equilibria u= ρ are found to be scalar-valued with E (u) =
(ρ, 0)T and we immediately check that QF(E (u)) = 0.
Stiff radiative transfer
The following model arises in the theory of radiative transfer:
ε ∂te+∂x f =
τ4− e
ε
,
ε ∂t f +∂x
(
χ ( f/e)e
)
=− f
ε
,
ε ∂tτ =
e− τ4
ε
.
(8)
The radiative energy e> 0 and the radiative flux f are the main unknowns, restricted
so that | f/e| ≤ 1, while τ > 0 is the temperature. The so-called Eddington factor
χ : [−1,1]→ R+ is, typically, taken to be χ(ξ ) = 3+4ξ 2
5+2
√
4−3ξ 2 . Again, this system
fits within our general framework.
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Coupling stiff friction and stiff radiative transfert
By combining the previous two examples together, one can consider to the following
coupled Euler/M1 model
ε∂tρ+∂x
(
ρv
)
= 0,
ε∂tρv+∂x
(
ρv2+ p(ρ)
)
=−κ
ε
ρv+
σ
ε
f ,
ε∂te+∂x f = 0,
ε∂t f +∂x
(
χ
(
f
e
)
e
)
=−σ
ε
f .
(9)
Here, κ and σ are positive constants and, in the applications, a typical choice for
the pressure is p(ρ) =Cpρη with Cp 1 and η > 1. Now, we should set
U =

ρ
ρv
e
f
 , F(U) =

ρv
ρv2+ p(ρ)
f
χ( fe )e
 , R(U) =

0
κρv−σ f
0
σ f
 ,
and the local equilibria read
E (u) =

ρ
0
e
0
 , u = QU = (ρe
)
, Q =
(
1 0 0 0
0 0 1 0
)
,
so that, once again, QF(E (u)) = 0.
2.3 An expansion near equilibria
Our singular analysis proceeds with a Chapman-Engskog expansion around a local
equilibria u = u(t,x) ∈ ω . We set
Uε = E (u)+ εU1+ ε2 U2+ . . . , u := QUε ,
and requires that ε ∂tUε + ∂xF(Uε) = −R(Uε)/ε. We thus obtain QU1 = QU2 =
. . .= 0 and then
F(Uε) = F(E (u))+ ε A(E (u))U1+O(ε2),
R(Uε)
ε
= B(E (u))U1+
ε
2
D2U R(E (u)).(U1,U1)+ εB(E (u))U2+O(ε
2).
In turn, we deduce that
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ε ∂t
(
E (u)
)
+∂x
(
F(E (u))
)
+ ε ∂x
(
A(E (u))U1
)
=−B(E (u))U1− ε2 D
2
U R(E (u)).(U1,U1)− εB(E (u))U2+O(ε2).
The zero-order terms imply that U1 ∈ RN satisfies the algebraic system
B(E (u))U1 =−∂x
(
F(E (u))
) ∈ RN ,
which we can solve in U1. At this juncture, we rely on the condition QU1 = 0 and
the following lemma.
Lemma 1 (Technical lemma). If C is an N×N matrix satisfying dimkerC = n and
kerC∩ Im C = {0}, and if Q is an n×N matrix of rank n, then for all J ∈RN , there
exists a unique solution V ∈ RN to CV = J and QV = 0 QJ = 0.
Proposition 1 (First-order corrector problem). The first-order term U1 is charac-
terized by B(E (u))U1 =−∂x
(
F(E (u))
)
and QU1 = 0.
Considering next the first-order terms, we arrive at
∂t
(
E (u)
)
+∂x
(
A(E (u))U1
)
=−1
2
D2U R(E (u)).(U1,U1)−B(E (u))U2
and, after multiplication by Q and using QE (u) = u,
∂tu+∂x
(
QA(E (u))U1
)
=−1
2
QD2U R(E (u)).(U1,U1)−QB(E (u))U2.
On the other hand, by differentiating QR(U) = 0, we get QD2U R.(U1,U1) ≡ 0 and
QBU2 ≡ 0. This leads us to the following conclusion.
Theorem 1 (Late time/stiff relaxation effective equations). The effective system
reads
∂tu =−∂x
(
QA(E (u))U1
)
=: ∂x (M (u)∂xu)
for some n×n matrixM (u) and with U1 being the unique solution to
B(E (u))U1 =−A(E (u))∂x
(
E (u)
)
, QU1 = 0.
2.4 Mathematical entropy pair for stiff balance laws
We now assuming now that a mathematical entropy Φ : Ω → R exists and satisfies
the following two additional conditions:
Condition 5. There exists an entropy-fluxΨ : Ω → R such that DUΦ A = DUΨ in
Ω . So, all smooth solutions satisfy
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ε∂t
(
Φ(Uε)
)
+∂x
(
Ψ(Uε)
)
=−DUΦ(Uε) R(U
ε)
ε
and, consequently, the matrix D2UΦ A is symmetric in Ω . Moreover, the map Φ is
convex, i.e. the N×N matrix D2UΦ is positive definite onM .
Condition 6. The entropy is compatible withe the relaxation in the sense that
DUΦ R≥ 0 in Ω ,
DUΦ(U) = ν(U)Q ∈ RN , ν(U) ∈ Rd .
Next, we return to the effective equations ∂tu = ∂xD sand D := −QA(E (u))U1
and, multiplying it by the Hessian of the entropy, we see that U1 ∈ RN is character-
ized by
L (u)U1 =−
(
D2UΦ
)
(E (u))∂x
(
F(E (u))
)
,
QU1 = 0,
withL (u) = D2UΦ(E (u))B(E (u)).
Denoting byL (u)−1 the generalized inverse with constraint and setting S(u) :=
QA(E (u)), we obtain
D = SL −1
(
D2UΦ
)
(E )∂x
(
F(E )
)
.
Finally, one can check that, with v := ∂x (DuΦ(E ))T ,(
D2UΦ
)
(E )∂x
(
F(E )
)
= ST v.
Theorem 2 (Entropy structure of the effective system). When a mathematical
entropy is available, the effective equations take the form
∂tu = ∂x
(
L(u)∂x
(
DuΦ(E (u))
)T)
,
with
L(u) := S(u)L (u)−1S(u)T , S(u) := QA(E (u)),
L (u) :=
(
D2UΦ
)
(E (u))B(E (u)),
where, for all b satisfying Qb = 0, the unique solution to L (u)V = b, QV = 0 is
denoted byL (u)−1b (generalized inverse).
This result can be formulated in the so-called entropy variable
(
DuΦ(E (u))
)T .
Furthermore, a dissipation property follows from our assumptions and, specifically,
from the entropy and equilibrium properties (see R(E (u)) = 0), we obtain
DUΦR≥ 0 in Ω ,
(DUΦR) |U=E (u) = 0 in ω.
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Thus, the matrix D2U
(
DUΦR
)
|U=E (u) is non-negative definite. It follows that
D2U
(
DUΦR
)
= D2UΦB+
(
D2UΦB
)T
when U = E (u),
so that D2UΦ B|U=E (u) ≥ 0 in ω .
For the equilibrium entropyΦ(E (u)), the associated (entropy) flux u 7→Ψ(E (u))
is constant on the equilibrium manifold ω . For the mapΨ(E ), we have
Du
(
Ψ(E )
)
= DUΨ(E )DuE = DUΦ(E )A(E )DuE .
Observe that
(
DUΦ
)
(E ) = Du
(
Φ(E )
)
Q, so that
Du
(
Ψ(E (u))
)
= DuΦ(E (u))QA(E (u))DuE (u)
= Du
(
Φ(E (u))
)
DuQF(E (u)).
Since QF(E ) = 0, then DuQF(E ) = 0 and the proof is completed.
Therefore, Du
(
Ψ(E (u))
)
= 0 for all u ∈ ω . From the expansion Uε = E (u)+
εU1+ ..., where U1 is given by the first-order corrector problem, we deduce
Ψ(Uε) =Ψ(E (u))+ εDUΨ(E (u))U1+O(ε2),
and then ∂xΨ(Uε) = ε ∂xDUΨ(E (u))U1 + O(ε2). Similarly, for the relaxation
source, we have
DUΦ(Uε)R(Uε) = ε2D2UΦ(E (u))DU R(E (u))U1+O(ε
3).
We thus get
∂t
(
Φ(E (u))
)
+∂x
(
DUΨ(E (u))U1
)
=−UT1
(
D2UΦ(E (u))B(E (u))
)
U1.
At this juncture, recall that X
(
D2UΦ
)
(E )B(E )X ≥ 0 for X ∈ RN .
Proposition 2 (Monotonicity of the entropy). The entropy is non-increasing, i.e.
∂t
(
Φ(E (u))
)
+∂x (DUΨ(E (u))U1)≤ 0
and
∂t
(
Φ(E (u))
)
= ∂x
((
Du
(
Φ(E (u)
))
L(u)∂x
(
Du
(
Φ(E (u)
))T)
.
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2.5 Effective models
Effective model for stiff friction
We now analyze the diffusive regime for the Euler equations with friction. Accord-
ing to the general theory, the equilibria satisfy ∂tρ =−∂x
(
QA(E (u))U1
)
with
DU F(E (u)) =
(
0 1
p′(ρ) 0
)
.
Here, U1 is the unique solution to B(E (u))U1 =−∂x
(
F(E (u))
)
and QU1 = 0 with
B(E (u)) =
(
0 0
0 1
)
, ∂x
(
F(E (u))
)
=
(
0
∂x
(
p(ρ)
)) .
The effective diffusion equation for the Euler equations with friction thus read :
∂tρ = ∂ 2x
(
p(ρ)
)
, (10)
which is a nonlinear parabolic equation (away from vacuum) since p′(ρ)> 0. Near
the vacuum, this equation is often degenerate since p′(ρ) typically vanishes at ρ = 0.
For instance for polytropic gases p(ρ) = κργ with κ > 0 and γ ∈ (1,γ) we get
∂tρ = κγ ∂x
(
ργ−1∂ρ
)
. (11)
Defining the internal energy e(ρ) > 0 by e′(ρ) = p(ρ)/ρ2 we see that, for all
smooth solutions to (7),
ε ∂t
(
ρ
v2
2
+ρe(ρ)
)
+∂x
(
ρ
v3
2
+(ρe(ρ)+ p(ρ))v
)
=−ρv
2
ε
, (12)
so that Φ(U) = ρ v
2
2 +ρe(ρ) is a convex entropy and is compatible with the relax-
ation. All the conditions of the general framework are therefore satisfied.
Effective model for stiff radiative transfer
This system is compatible with our late-time/stiff relaxation framework with now
U =
 ef
τ
 , F(U) =
 fχ( fe )e
0
 , R(U) =
 e− τ4f
τ4− e
 .
The equilibria read u = τ+ τ4 and
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E (u) =
 τ40
τ
 , Q := (1 0 1)
and we have QF(E (u)) = 0.
We determine the diffusive regime for the M1 model from
(
DU F
)
(E (u)) =
 0 1 0χ(0) χ ′(0) 0
0 0 0
=
 0 1 01
3 0 0
0 0 0
 ,
where U1 is the solution to 1 0 −4τ30 1 0
−1 0 4τ3
U1 =
 0∂x(τ4/3)
0
 ,
(1 0 1)U1 = 0.
Therefore, we have U1 =
 04
3τ
3∂xτ
0
 and the effective diffusion equation reads
∂t(τ+ τ4) = ∂x
(
4
3
τ3∂xτ
)
, (13)
which admits an entropy.
Effective model for stiff friction and stiff radiative transfert
Here, we have
DU F(E (u)) =

0 1 0 0
p′(ρ) 0 0 0
0 0 0 1
0 0 13 0
 , U1 =

0
1
κ
(
−∂x p(ρ)− 13∂xe
)
0
− 13σ ∂xe
 ,
and the effective diffusion system for the coupled Euler/M1 model reads
∂tρ− 1κ ∂
2
x p(ρ)−
1
3κ
∂ 2x e = 0,
∂te− 13σ ∂
2
x e = 0.
(14)
The second equation is a heat equation, and its solution appears as a source-term in
the first one.
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Effective model for stiff nonlinear friction
Our framework encompass handle certain nonlinear diffusion regime under the scal-
ing
ε ∂tU +∂xF(U) =−R(U)εq .
The parameter q≥ 1 introduces a new scale and is necessary when the relaxation is
nonlinear. We assume that
R
(
E (u)+ εU
)
= εqR
(
E (u)+M(ε)U
)
, U ∈Ω , u ∈ ω
for some matrix M(ε). In that regime, the effective equations are now nonlinear
parabolic.
Our final example requires this more general theory and reads
ε∂th+∂x
(
hv
)
= 0,
ε∂t
(
hv
)
+∂x
(
hv2+ p(h)
)
=−κ
2(h)
ε2
ghv|hv|,
(15)
where h is the fluid height and v the fluid velocity v. The pressure reads p(h) =
gh2/2 while g > 0 is the gravity constant. The friction κ : R+ → R+ is a positive
function, and for instance one can take κ(h) = κ0h with κ0 > 0.
The nonlinear version of the late-time/stiff relaxation framework applies by in-
troducing
U =
(
h
hv
)
, F(U) =
(
hv
hv2+ p(h)
)
, R(U) =
(
0
κ2(h)ghv|hv|
)
.
The equilibria u = h are associated with
E (u) =
(
h
0
)
, Q = (1 0).
The relaxation is nonlinear and
R(E (u)+ εU) = ε2R
(
E (U)+M(ε)U
)
,
with
M(ε) :=
(
ε 0
0 1
)
.
in turn, we obtain a nonlinear effective equation for the Euler equations with non-
linear friction, i.e.
∂th = ∂x
( √
h
κ(h)
∂xh√|∂xh|
)
, (16)
which is a parabolic and fully nonlinear.
Structure-preserving shock-capturing methods 13
Introducing the internal energy e(h) := gh/2, we see that all smooth solutions to
(15) satisfy the entropy inequality
ε∂t
(
h
v2
2
+g
h2
2
)
+∂x
(
h
v2
2
+gh2
)
v =−κ
2(h)
ε2
ghv2|hv|. (17)
The entropy Φ(U) := h v
2
2 + g
h2
2 satisfies the compatibility properties for the non-
linear late-time/stiff relaxation theory, with
R(E (u)+M(0)U¯1) =
(
0
∂x p(h)
)
,
where U¯1 = (0 β ) . We obtain R(E (u)+M(0)U¯1) = c(u)U¯1 with
c(u) = gκ(h)
√
h|∂xh| ≥ 0.
2.6 A class of asymptotic-preserving finite volume method
The general strategy
We now will design a class of finite volume schemes which are consistent with the
asymptotic regime ε→ 0 and allow us to recover the effective diffusion equation (in-
dependently of the mesh-size) for the limiting solutions. Hence, we develop here a
rather general framework adapted to the hyperbolic-to-parabolic relaxation regime.
Step 1. We rely on a arbitrary finite volume scheme for the homogeneous system
∂tU +∂xF(U) = 0,
as described below.
Step 2. Next, we modify this scheme and include a matrix-valued free parameter in
order to consistently approximate the non-homogeneous system (for any γ > 0)
∂tU +∂xF(U) =−γ R(U).
Step 3. By performing an asymptotic analysis of this scheme after replacing the
discretization parameter ∆ t by ε∆ t, and γ by 1/ε , we then determine the free
parameters and ensure the desired asymptotic-preserving property.
For definitness, the so-called HLL discretization of the homogeneous system
(Harten, Lax, and van Leer [36]) are now discussed. We present the solver based
on a single intermediate state and on a uniform mesh with cells of length ∆x, that is,
[xi−1/2,xi+1/2], xi+1/2 = xi+
∆x
2
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for all i= . . . ,−1,0,1, . . .. The time discretization is based on some ∆ t restricted by
the CFL condition [28] with tm+1 = tm+∆ t.
Given any initial data (lying in Ω ):
U0(x) =
1
∆x
∫ xi+1/2
xi−1/2
U(x,0)dx, x ∈ [xi−1/2,xi+1/2).
we design approximations that are piecewise constant at each tm, that is,
Um(x) =Umi , x ∈ [xi−1/2,xi+1/2), i ∈ Z.
At each cell interface we use the approximate Riemann solver
U˜R(
x
t
;UL,UR) =

UL,
x
t
<−b,
U˜?, −b < x
t
< b,
UR,
x
t
> b,
where b > 0 is (sufficiently) large. The “numerical cone” (and numerical diffusion)
is determined by some b > 0 and, for simplicity in the presentation, we assume a
single constant b. More generally, one can introduce distinct speeds b−i+1/2 < b
+
i+1/2
at each interface.
We introduce the intermediate state
U˜? =
1
2
(UL+UR)− 12b
(
F(UR)−F(UL)
)
and, under the CFL condition b ∆ t∆x ≤ 1/2, the underlying Riemann solutions are
non-interacting. Our global approximations
U˜m∆x(x, t
m+ t), t ∈ [0,∆ t), x ∈ R.
are defined as follows.
At the time tm+1, we set
U˜m+1i =
1
∆x
∫ xi+1/2
xi−1/2
U˜m∆x(x, t
m+∆ t)dx
and, recalling U˜?i+1/2 =
1
2 (U
m
i +U
m
i+1)− 12b (F(Umi+1)−F(Umi )), and integrating out
the expression given by the Riemann solutions, we arrive at the scheme adapted to
our homogeneous system
U˜m+1i =U
m
i −
∆ t
∆x
(
FHLLi+1/2−FHLLi−1/2
)
,
where
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FHLLi+1/2 =
1
2
(
F(Umi )+F(U
m
i+1)
)
− b
2
(Umi+1−Umi ).
More generally one can include here two speeds b−i+1/2 < b
+
i+1/2.
This scheme enjoys an invariant domain property, as follows. The intermediate
states U˜?i+1/2 can be written in the form of a convex combination
U˜?i+1/2 =
1
2
(
Umi +
1
b
F(Umi )
)
+
1
2
(
Umi+1−
1
b
F(Umi+1)
)
∈Ω ,
provided b is large enough. An alternative decomposition is
U˜?i+1/2 =
1
2
(
I+
1
b
A(Umi ,U
m
i+1)
)
Umi +
1
2
(
I− 1
b
A(Umi ,U
m
i+1)
)
Umi+1,
where A is an “average” of DU F . By induction, we conclude that U˜mi in Ω for all
m, i.
Handling the stiff relaxation
Consider the modified Riemann solver:
UR(
x
t
;UL,UR) =

UL,
x
t
<−b,
U?L, −b < x
t
< 0,
U?R, 0 <
x
t
< b,
UR,
x
t
> b,
with, at the interface,
U?L = αU˜?+(I−α)(UL− R¯(UL)),
U?R = αU˜?+(I−α)(UR− R¯(UR)).
We have introduced an arbitrary N×N-matrix and an N-vector by
α =
(
I+
γ∆x
2b
(I+σ)
)−1
, R¯(U) = (I+σ)−1R(U).
The term σ is a parameter matrix and we require that all inverse matrices are well-
defined and, importanty, the correct asymptotic regime arises at the discrete level
(see below).
At each xi+1/2, we use the Riemann solver UR(
x−xi+1/2
t−tm ;U
m
i ,U
m
i+1) and superim-
pose non-interacting Riemann solutions
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Um∆x(x, t
m+ t), t ∈ [0,∆ t), x ∈ R.
The approximation at the time tm+1 reads Um+1i =
∫ xi+1/2
xi−1/2 U
m
∆x(x, t
m + ∆ t)dx. By
integration of the Riemann solutions, we arrive at the following discrete form of the
balance law
1
∆ t
(Um+1i −Umi )+
1
∆x
(
α i+1/2F
HLL
i+1/2−α i−1/2FHLLi−1/2
)
=
1
∆x
(α i+1/2−α i−1/2)F(Umi )−
b
∆x
(I−α i−1/2)R¯i−1/2(Umi )
− b
∆x
(I−α i+1/2)R¯i+1/2(Umi ).
(18)
The source can rewritten as
b
∆x
(I−α i+1/2)R¯i+1/2(Umi ) =
b
∆x
α i+1/2(α
−1
i+1/2− I)R¯i+1/2(Umi )
=
γ
2
α i+1/2R(U
m
i )
and
b
∆x
(I−α i−1/2)R¯i−1/2(Umi ) =
γ
2
α i−1/2R(U
m
i ).
Our finite volume scheme for late-time/stiff-relaxation problems finally read
1
∆ t
(Um+1i −Umi )+
1
∆x
(α i+1/2F
HLL
i+1/2−α i−1/2FHLLi−1/2)
=
1
∆x
(α i+1/2−α i−1/2)F(Umi )−
γ
2
(α i+1/2+α i−1/2)R(U
m
i ).
(19)
Theorem 3 (A class of finite volume schemes for relation problems). When
σ i+1/2−σ i−1/2 =O(∆x)
and the matrix-valued map σ is smooth, the finite volume scheme above is consis-
tent with the hyperbolic system with relaxation and satisfies the following invariant
domain property: provided all states
U?Li+1/2 = α i+1/2U˜
?
i+1/2+(I−α i+1/2)(Umi − R¯(Umi )),
U?Ri+1/2 = α i+1/2U˜
?
i+1/2+(I−α i+1/2)(Umi+1− R¯(Umi+1))
belong to Ω , then all of the states Umi belong to Ω .
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2.7 Effective equation for the discrete asymptotics
We replace ∆ t by ∆ t/ε and γ by 1/ε and consider the expression
ε
∆ t
(Um+1i −Umi )+
1
∆x
(α i+1/2F
HLL
i+1/2−α i−1/2FHLLi−1/2)
=
1
∆x
(α i+1/2−α i−1/2)F(Umi )−
1
2ε
(α i+1/2+α i−1/2)R(U
m
i ),
in which
α i+1/2 =
(
I+
∆x
2εb
(I+σ i+1/2)
)−1
.
We expand near an equilibrium state Umi = E (u
m
i )+ ε(U1)mi +O(ε2) and find
FHLLi+1/2 =
1
2
F
(
E (umi )
)
+
1
2
F
(
E (umi+1)
)− b
2
(
E (umi+1)−E (umi )
)
+O(ε),
1
ε
R(Umi ) = B(E (u
m
i ))(U1)
m
i +O(ε),
α i+1/2 =
2bε
∆x
(
I+σ i+1/2
)−1
+O(1).
The first-order terms yield us
1
∆ t
(E (um+1i )−E (umi ))
=− 2b
∆x2
(
(I+σ i+1/2)
−1FHLLi+1/2|E (u)− (I+σ i−1/2)−1FHLLi−1/2|E (u)
)
+
2b
∆x2
(
(I+σ i+1/2)
−1− (I+σ i−1/2)−1
)
F(E (umi ))
− b
∆x
(
(I+σ i+1/2)
−1+(I+σ i−1/2)
−1
)
B(E (umi ))(U1)
m
i .
Assuming here the existence of an n×n matrixMi+1/2 satisfying
Q
(
I+σ i+1/2
)−1
=
1
b2
Mi+1/2Q
and multiplying the equation above by Q, we get
1
∆ t
(um+1i −umi ) =−
2
b∆x2
(
Mi+1/2QF
HLL
i+1/2|E (u)−Mi−1/2QFHLLi−1/2|E (u)
)
,
where
QFHLLi+1/2|E (u) =
Q
2
F(E (umi ))+
Q
2
F(E (umi+1))−
b
2
Q
(
E (umi+1)−E (umi )
)
=−b
2
(umi+1−umi ).
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The asymptotic system for the scheme thus reads
1
∆ t
(um+1i −umi ) =
1
∆x2
(
Mi+1/2(u
m
i+1−umi )+Mi−1/2(umi−1−umi )
)
. (20)
Recall that for some matrixM (u), the effective equation reads ∂tu= ∂x (M (u)∂xu).
Theorem 4 (Discrete late-time asymptotic-preserving property). Assume that
the matrix-valued coefficients satisfy the following conditions:
• The matrices I+σ i+1/2 and
(
1+ ∆x2εb
)
I+σ i+1/2 are invertible for all ε ∈ [0,1].
• There exists a matrixMi+1/2 satisfying the commutation condition
Q(I+σ i+1/2)
−1 =
1
b2
Mi+1/2Q.
• The discrete formulation ofM (u) at each interface xi+1/2 satisfies
Mi+1/2 =M (u)+O(∆x).
Then the effective system associated with the proposed finite volume scheme coin-
cides with the effective system determined in the late-time/stiff relaxation frame-
work.
Finally, wee refer to [9] for various numerical experiments demonstrating the
relevance of the proposed scheme and its efficiency in order to compute late-time
behaviors of solutions. Asymptotic solutions may have large gradients but are in
fact regular. Note that our CFL stability condition is based on the homogeneous
hyperbolic system and therefore imposes a restriction on ∆ t/∆x only. In our test, for
simplicity, the initial data were taken in the image of Q, while the reference solutions
(needed for the purpose of comparison) were computed separately by solving the
associated parabolic equations, of course under a (much more restrictive) restriction
on ∆ t/(∆x)2.
The proposed theoretical framework for late-time/stiff relaxation problems thus
led us to the development of a good strategy to design asymptotic-preserving
schemes involving matrix-valued parameter. The convergence analysis (ε → 0) and
the numerical analysis (∆x→ 0) for the problems under consideration are important
and challenging open problems. It would be very interesting to apply our technique
to plasma mixtures in a multi-dimensional setting.
Furthermore, high-order accurate Runge-Kutta methods have been recently de-
veloped for these stiff relaxation problems by Boscarino and Russo [11] and by
Boscarino, LeFloch, and Russo [10].
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3 Geometry-preserving finite volume methods
3.1 Objective and background material
On a smooth (n+1)-dimensional manifold M refered to as a spacetime, we consider
the class of nonlinear conservation laws
d(ω(u)) = 0, u = u(x), x ∈M. (21)
For all u ∈ R, ω = ω(u) is a smooth field of n-forms, refered to as the flux field of
the conservation law under consideration.
Two examples are of particular interest. When M = R+×N and the n-manifold
N is endowed with a Riemannian metric h, (21) reads
∂tu+divh(b(u)) = 0, u = u(t,y), t ≥ 0, y ∈ N,
where divh denotes the divergence operator for the metric h. The flux field is then
considered as a flux vector field b = b(u) on the n-manifold N and is independent
of the time variable.
More generally, when M is endowed with a Lorentzian metric g, (21) reads
divg(a(u)) = 0, u = u(x), x ∈M,
in which the flux a = a(u) is now a vector field on M. In this Riemannian or
Lorentzian settings, the theory of weak solutions on manifolds was initiated by Ben-
Artzi and LeFloch [4] and developed in [1, 2, 46, 52].
In the present apaper, we discuss the novel approach in which the conservation
law is written in the form (21), that is, the flux ω = ω(u) is defined as a field of
differential forms of degree n. No geometric structure is assumed on M and the
sole flux field structure is assumed. The equation (21) is a “conservation law” for
the unknown quantity u, as follows from Stokes theorem for sufficiently smooth
solutions u: the total flux ∫
∂U
ω(u) = 0, U ⊂M, (22)
vanishes for every smooth open subset U . By relying on (21) rather than the equiv-
alent expressions in the special cases of Riemannian or Lorentzian manifolds, we
develop a theory of entropy solutions which is technically and conceptually sim-
pler and provides a generalization of earlier works. From a numerical perspective,
relying o (21) leads us to a geometry-consistent class of finite volume schemes, as
we will now present it. So, our main objective i this presentation will be a general-
ization of the formulation and convergence of the finite volume method for general
conservation law (21). In turn, this will also establish the existence of a contracting
semi-group of entropy solutions.
We will proceed as follows:
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• First we will formulate the initial and boundary problem for (21) by taking into
account the nonlinearity and hyperbolicity of the equation. We need to impose
that the manifold satisfies a global hyperbolicity condition, which provides a
global time-orientation and allow us to distinguish between “future” and “past”
directions in the time-evolution and we suppose that the manifold is foliated by
compact slices.
• Second, we introduce a geometry-consistent version of the finite volume method
which provides a natural discretization of the conservation law (21), which solely
uses the n-volume form structure associated with the flux field ω .
• Third, we derive stability estimates, especially certain discrete versions of the
entropy inequalities. We obtain a uniform control of the entropy dissipation mea-
sure, which, however, is not sufficient by itself to establish the compactness of
the sequence of solutions. Yet, these stability estimates imply that the sequence
of approximate solutions generated by the finite volume scheme converges to an
entropy measure-valued solution in the sense of DiPerna.
• Fourth, to conclude we rely on DiPerna’s uniqueness theorem [30] and establish
the existence of entropy solutions to the corresponding initial value problem.
In the course of our analysis, we will derive the following contraction property:
for any entropy solutions u,v and any hypersurfaces H,H ′ such that H ′ lies in the
future of H, one has ∫
H ′
Ω(uH ′ ,vH ′)≤
∫
H
Ω(uH ,vH). (23)
Here, for all reals u,v, the n-form field Ω(u,v) is determined from the flux field
ω(u) and is a generalization (to the spacetime setting) of the notion (introduced in
[42]) of Kruzkov entropy |u− v|.
DiPerna’s measure-valued solutions were first used to establish the convergence
of schemes by Szepessy [64], Coquel and LeFloch [25, 26, 27], and Cockburn, Co-
quel, and LeFloch [22, 23]. Further hyperbolic models including a coupling with
elliptic equations and many applications were investigated by Kro¨ner [40], and Ey-
mard, Gallouet, and Herbin [34]. For higher-order schemes, see Kro¨ner, Noelle, and
Rokyta [41]. See also Westdickenberg and Noelle [66].
3.2 Entropy solutions to conservation laws posed on a spacetime
We assume that M is an oriented, compact, differentiable (n+ 1)-manifold with
boundary. Given an (n+ 1)-form α , its modulus is defined as the (n+ 1)-form
|α| := |α|dx0∧·· ·∧dxn, where α =α dx1∧·· ·∧dxn is written in an oriented frame
determined in coordinates x= (xα) = (x0, . . . ,xn). If H is a hypersurface, we denote
by i = iH : H → M the canonical injection map, and by i∗ = i∗H is the pull-back
operator acting on differential forms defined on M.
We introduce the following notion:
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• A flux field ω on the (n+1)-manifold M is a parametrized family ω(u)∈Λ n(M)
of smooth fields of differential forms of degree n, that depends smoothly upon
the real parameter u.
• The conservation law associated with a flux field ω and with unknown u : M→R
is
d
(
ω(u)
)
= 0, (24)
where d is the exterior derivative operator and, therefore, d
(
ω(u)
)
is a field of
differential forms of degree (n+1).
• A flux field ω is said to grow at most linearly if for every 1-form ρ on M
sup
u∈R
∫
M
|ρ ∧∂uω(u)|<+∞. (25)
In local coordinates x = (xα) we write (for all u ∈ R) ω(u) = ωα(u)(d̂x)α and
(d̂x)α := dx0∧ . . .∧dxα−1∧dxα+1∧ . . .∧dxn. Here, the coefficients ωα = ωα(u)
are smooth. The operator d acts on differential forms and that, given a p-form ρ
and a p′-form ρ ′, one has d(dρ) = 0 and d(ρ ∧ρ ′) = dρ ∧ρ ′+(−1)pρ ∧dρ ′. The
equation (24) makes sense for unknowns that are Lipschitz continuous. However,
solutions to nonlinear hyperbolic equations need not be continuous and we need to
recast (24) in a weak form.
Given a smooth solution u of (24) we apply Stokes theorem on any open subset
U (compactly included in M and with smooth boundary ∂U ) and find
0 =
∫
U
d(ω(u)) =
∫
∂U
i∗(ω(u)). (26)
Similarly, given any smooth functionψ : M→Rwe write d(ψω(u))= dψ∧ω(u)+
ψ d(ω(u)), where dψ is a 1-form field. Provided u satisfies (24), we deduce that∫
M
d(ψω(u)) =
∫
M
dψ ∧ω(u)
and, by Stokes theorem, ∫
M
dψ ∧ω(u) =
∫
∂M
i∗(ψω(u)). (27)
A suitable orientation of the boundary ∂M is required for this formula to hold.
Definition 1 (Weak solutions on a spacetime). Given a flux field (with at most
linear growth) ω , a function u ∈ L1(M) is a weak solution to (24) on the spacetime
M if
∫
M dψ ∧ω(u) = 0 for every ψ : M → R that is compactly supported in the
interior M˚.
Observe that the function u is integrable and ω(u) has at most linear growth in u,
so that the (n+1)-form dψ ∧ω(u) is integrable on the compact manifold M.
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Definition 2. A (smooth) field of n-forms Ω =Ω(u) is a (convex) entropy flux field
for (24) if there exists a (convex) function U : R→ R such that
Ω(u) =
∫ u
0
∂uU(v)∂uω(v)dv, u ∈ R.
It is admissible if, moreover, sup |∂uU |< ∞.
If we choose the function U(u,v) := |u− v|, where v is a real parameter, the
entropy flux field reads
Ω(u,v) := sgn(u− v)(ω(u)−ω(v)). (28)
This is a generalization to spacetimes of the so-called Kruzkov’s entropy pairs.
Next, given any smooth solution u to (24), we multiply (24) by ∂uU(u) and obtain
the conservation law
d(Ω(u))− (dΩ)(u)+∂uU(u)(dω)(u) = 0.
For discontinuous solutions, we impose the entropy inequalities
d(Ω(u))− (dΩ)(u)+∂uU(u)(dω)(u)≤ 0 (29)
in the sense of distributions for all admissible entropy pair (U,Ω). This is justified,
for instance, via the vanishing viscosity method, i.e. by searching for weak solutions
realizable as limits of smooth solutions to a parabolic regularization.
It remains to prescribe initial and boundary conditions. We emphasize that, with-
out further assumption on the flux field (to be imposed shortly below), points along
the boundary ∂M can not be distinguished and it is natural to prescribe the trace
of the solution along the whole of the boundary ∂M. This is possible provided the
boundary data, uB : ∂M→ R, is assumed by the solution in a suitably weak sense.
Following Dubois and LeFloch [32], we use the notation
u
∣∣
∂M ∈ EU,Ω (uB) (30)
for all convex entropy pair (U,Ω), where for all reals u
EU,Ω (u) :=
{
v ∈ R ∣∣ E(u,v) :=Ω(u)+∂uU(u)(ω(v)−ω(u))≤Ω(v)}.
Definition 3 (Entropy solutions on a spacetime with boundary). Letω =ω(u) be
a flux field (with at most linear growth) and let uB ∈ L1(∂M) be a boundary function.
A function u∈ L1(M) is an entropy solution to the boundary value problem (24) and
(30) if there exists a bounded and measurable field of n-forms γ ∈ L1Λ n(∂M) such
that, for every admissible convex entropy pair (U,Ω) and every smooth function
ψ : M→ R+,
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M
(
dψ ∧Ω(u)+ψ (dΩ)(u)−ψ ∂uU(u)(dω)(u)
)
+
∫
∂M
ψ|∂M
(
i∗Ω(uB)+∂uU(uB)
(
γ− i∗ω(uB)
)) ≥ 0.
This definition makes sense since each of the terms dψ ∧ Ω(u), (dΩ)(u),
(dω)(u) belong to L1(M). Following DiPerna [30], we cn also consider solutions
that are no longer functions but Young measures, i.e, weakly measurable maps
ν : M→ Prob(R) taking values within is the set of probability measures Prob(R).
Definition 4. Let ω = ω(u) be a flux field with at most linear growth and let
uB ∈ L∞(∂M) be a boundary function. A compactly supported Young measure ν :
M→ Prob(R) is an entropy measure-valued solution to the boundary value problem
(24),(30) if there exists a bounded and measurable field of n-forms γ ∈ L∞Λ n(∂M)
such that, for all convex entropy pair (U,Ω) and all smooth functions ψ ≥ 0,∫
M
〈
ν ,dψ ∧Ω(·)+ψ (d(Ω(·))−∂uU(·)(dω)(·))〉
+
∫
∂M
ψ|∂M
〈
ν ,
(
i∗Ω(uB)+∂uU(uB)
(
γ− i∗ω(uB)
))〉 ≥ 0.
3.3 Global hyperbolicity and geometric compatibility
The manifold M is now assumed to be foliated by hypersurfaces, say
M =
⋃
0≤t≤T
Ht , (31)
where each slice has the topology of a (smooth) n-manifold N with boundary. Topo-
logically we have M ' [0,T ]×N, and
∂M = H0∪HT ∪B,
B = (0,T )×N :=
⋃
0<t<T
∂Ht . (32)
We impose a non-degeneracy condition on the averaged flux on the hypersurfaces.
Definition 5. Let M be a manifold endowed with a foliation (31)-(32) and let
ω = ω(u) be a flux field. Then, the conservation law (24) on M satisfies the global
hyperbolicity condition if there exist constants 0 < c < c such that, for every non-
empty hypersurface e ⊂ Ht , the integral
∫
e i
∗∂uω(0) is positive and the function
ϕe : R→ R,
ϕe(u) :=upslope
∫
e
i∗ω(u) =
∫
e i
∗ω(u)∫
e i∗∂uω(0)
, u ∈ R
satisfies
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c≤ ∂uϕe(u)≤ c, u ∈ R. (33)
The function ϕe represents the averaged flux along e. From now, we assume that
the conditions above are satisfied and we refer to H0 as an initial hypersurface and
we prescribe an initial data u0 : H0→R on this hypersurface. We impose a boundary
data uB on the submanifold B. We sometimes refer to Ht as spacelike hypersurfaces.
Under the global hyperbolicity condition (31)-(33), the initial and boundary value
problem takes the following form. The boundary condition (30) decomposes into an
initial data
uH0 = u0 (34)
and a boundary condition
u
∣∣
B ∈ EU,Ω (uB). (35)
Correspondingly, the condition in Definition 3 reads∫
M
(
dψ ∧Ω(u)+ψ (dΩ)(u)−ψ ∂uU(u)(dω)(u)
)
+
∫
B
ψ|∂M
(
i∗Ω(uB)+∂uU(uB)
(
γ− i∗ω(uB)
))
+
∫
HT
i∗Ω(uHT )−
∫
H0
i∗Ω(u0)≥ 0.
Definition 6. A flux field ω is geometry-compatible if it is closed for each value of
the parameter,
(dω)(u) = 0, u ∈ R. (36)
This condition ensures that constants are trivial solutions, a property shared by
many models of fluid dynamics (such as the shallow water model). When (36) holds,
it follows from Definition 2 that every entropy flux field Ω satisfies (dΩ)(u) = 0
(for all u ∈ R) and the entropy inequalities (29) for a solution u : M→ R take the
simpler form
d(Ω(u))≤ 0. (37)
3.4 The spacetime finite volume method
We now assume that M = [0,T ]×N is foliated by slices with compact topology N,
and the initial data u0 is bounded. We assume that the global hyperbolicity condition
holds and the flux field ω is geometry-compatible. Let T h =
⋃
K∈T h K be a trian-
gulation of M, that is, a collection of cells (or elements), determined as the images
of polyhedra of Rn+1, satisfying:
• The boundary ∂K of an element K is a piecewise smooth, n-manifold, ∂K =⋃
e⊂∂K e and contains exactly two spacelike faces e+K and e
−
K and “vertical” ele-
ments
e0 ∈ ∂ 0K := ∂K \{e+K ,e−K}.
• The intersection K∩K′ of two distinct elements K,K′ ∈ T h is either a common
face of K,K′ or else a submanifold with dimension at most (n−1).
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• The triangulation is compatible with the foliation in the sense that there exist
times t0 = 0 < t1 < .. . < tN = T such that all spacelike faces are submanifolds
of Hn := Htn for some n = 0, . . . ,N, and determine a triangulation of the slices.
We denote by T h0 the set of all K which admit one face belonging to the initial
hypersurface H0.
We define the measure |e| of a hypersurface e⊂M by
|e| :=
∫
e
i∗∂uω(0). (38)
This quantity is positive if e is sufficiently “close” to one of the hypersurfaces along
which we have the hyperbolicity condition (33). Provided |e|> 0 which is the case
if e is included in one of the slices of the foliation, we associate to e the function
ϕe : R→ R. The following hyperbolicity condition holds along the triangulation
since the spacelike elements are included in the spacelike slices:
c≤ ∂uϕe±K (u)≤ c, K ∈T
h. (39)
Next, we introduce the finite volume method by averaging (24) over each element
K ∈T h. Applying Stokes theorem with a smooth solution u to (24), we get
0 =
∫
K
d(ω(u)) =
∫
∂K
i∗ω(u).
Decomposing the boundary ∂K into its parts e+K ,e
−
K , and ∂
0K, we obtain∫
e+K
i∗ω(u)−
∫
e−K
i∗ω(u)+ ∑
e0∈∂ 0K
∫
e0
i∗ω(u) = 0. (40)
Given the averaged values u−K along e
−
K and u
−
Ke0
along e0 ∈ ∂ 0K, we need an approx-
imation u+K of the solution u along e
+
K . The second term in (40) can be approximated
by ∫
e−K
i∗ω(u)≈
∫
e−K
i∗ω(u−K ) = |e−K |ϕe−K (u
−
K )
and the last term by
∫
e0 i
∗ω(u)≈ qK,e0(u−K ,u−Ke0 ), where the total discrete flux qK,e0 :
R2→ R (i.e., a scalar-valued function) must be prescribed.
Finally, the proposed version of the finite volume method for the conservation
law (24) takes the form∫
e+K
i∗ω(u+K ) =
∫
e−K
i∗ω(u−K )− ∑
e0∈∂ 0K
qK,e0(u
−
K ,u
−
Ke0
) (41)
or, equivalently,
|e+K |ϕe+K (u
+
K ) = |e−K |ϕe−K (u
−
K )− ∑
e0∈∂ 0K
qK,e0(u
−
K ,u
−
Ke0
). (42)
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We assume that the functions qK,e0 satisfy the following properties for all u,v ∈
R :
• Consistency:
qK,e0(u,u) =
∫
e0
i∗ω(u). (43)
• Conservation:
qK,e0(v,u) =−qKe0 ,e0(u,v). (44)
• Monotonicity:
∂uqK,e0(u,v)≥ 0, ∂vqK,e0(u,v)≤ 0. (45)
We need to specify the discretization of the initial data and define constant initial
values uK,0 = u−K (for K ∈T h0 ) associated with H0, by setting∫
e−K
i∗ω(u−K ) :=
∫
e−K
i∗ω(u0), e−K ⊂ H0. (46)
We also define a piecewise constant function uh : M → R by, for every element
K ∈T h,
uh(x) = u−K , x ∈ K. (47)
We introduce NK := #∂ 0K, the total number of “vertical” neighbors of an element
K ∈ T h, supposed to be uniformly bounded. We fix a finite family of local charts
covering the manifold M, and assume that the parameter h coincides with the largest
diameter of faces e±K of elements K ∈T h, where the diameter is computed with the
Euclidian metric in chosen local coordinates.
We also impose the Courant-Friedrich-Levy condition (for all K ∈T h)
NK
|e+K |
max
e0∈∂ 0K
sup
u
∣∣∣∫
e0
∂uω(u)
∣∣∣< inf
u
∂uϕe+K , (48)
in which the supremum and infimum in u are taken over the range of the initial data.
Finally, we assume that the family of triangulations satisfy
lim
h→0
τ2max+h2
τmin
= lim
h→0
τ2max
h
= 0 (49)
where τmax := maxi(ti+1− ti) and τmin := mini(ti+1− ti). For instance, these condi-
tions are satisfied if τmax, τmin, and h vanish at the same order.
Our main objective in this presentation is establishing the convergence of the
proposed finite volume schemes towards an entropy solution. Our analysis of the
finite volume method will rely on a decomposition of (42) into (essentially) one-
dimensional schemes, a technique that goes back to Tadmor [65], Coquel and
LeFloch [25], and Cockburn, Coquel, and LeFloch [24].
By applying Stokes theorem to (36) with some u ∈ R, we obtain
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0 =
∫
K
d(ω(u)) =
∫
∂K
i∗ω(u)
=
∫
e+K
i∗ω(u)−
∫
e−K
i∗ω(u)+ ∑
e0∈∂ 0K
qK,e0(u,u).
Choosing u = u−K , we deduce
|e+K |ϕe+K (u
−
K ) = |e−K |ϕe−K (u
−
K )− ∑
e0∈∂ 0K
qK,e0(u
−
K ,u
−
K ), (50)
which can be combined with (42):
ϕe+K (u
+
K ) = ϕe+K (u
−
K )− ∑
e0∈∂ 0K
1
|e+K |
(
qK,e0(u
−
K ,u
−
Ke0
)−qK,e0(u−K ,u−K )
)
= ∑
e0∈∂ 0K
(
1
NK
ϕe+K (u
−
K )−
1
|e+K |
(
qK,e0(u
−
K ,u
−
Ke0
)−qK,e0(u−K ,u−K )
))
.
We introduce the intermediate values u˜+K,e0 :
ϕe+K (u˜
+
K,e0) := ϕe+K (u
−
K )−
NK
|e+K |
(
qK,e0(u
−
K ,u
−
Ke0
)−qK,e0(u−K ,u−K )
)
, (51)
and thus arrive at the convex decomposition
ϕe+K (u
+
K ) =
1
NK
∑
e0∈∂ 0K
ϕe+K (u˜
+
K,e0). (52)
Given any entropy pair (U,Ω) and hypersurface e ⊂ M satisfying |e| > 0 we
introduce the averaged entropy flux along e: ϕΩe (u) := upslope
∫
e i
∗Ω(u).
Lemma 2. For every convex entropy flux Ω one has
ϕΩe+K
(u+K )≤
1
NK
∑
e0∈∂ 0K
ϕΩe+K
(u˜+K,e0). (53)
In fact, the function ϕΩ
e+K
◦ (ϕω
e+K
)−1 is convex.
Proof. It suffices to show the inequality for the entropy flux, and then average this
inequality over e. We need to check
Ω(u+K )≤
1
NK
∑
e0∈∂ 0K
Ω(u˜+K,e0), (54)
namely
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1
NK
∑
e0∈∂ 0K
(
Ω(u˜+K,e0)−Ω(u+K )
)
=
1
NK
∑
e0∈∂ 0K
(
ω(u+K )−ω(u˜+K,e0)
)
∂uU(u+K )+
1
NK
∑
e0∈∂ 0K
DK,e0 ,
with
DK,e0 :=
∫ 1
0
∂uuU(u+K )
(
ω(u˜+K,e0 +a(u
+
K − u˜+K,e0))−ω(u˜+K,e0)
)
(u+K − u˜+K,e0)da.
In the right-hand side, the former term vanishes identically (see (51)) and the latter
term is non-negative, since U(u) is convex and ∂uω is positive. 
3.5 Discrete entropy estimates
From the decomposition (52), we derive the discrete entropy inequalities of interest.
Lemma 3 (Entropy inequalities for the faces). For all convex entropy pair (U,Ω)
and all K ∈ T h and e0 ∈ ∂ 0K, there exists numerical entropy flux functions QK,e0 :
R2→ R satisfying (for all u,v ∈ R):
• QK,e0 is consistent with the entropy flux Ω :
QK,e0(u,u) =
∫
e0
i∗Ω(u). (55)
• Conservation property:
QK,e0(u,v) =−QKe0 ,e0(v,u). (56)
• Discrete entropy inequality:
ϕΩe+K
(u˜+K,e0)−ϕΩe+K (u
−
K )+
NK
|e+K |
(
QK,e0(u
−
K ,u
−
Ke0
)−QK,e0(u−K ,u−K )
)
≤ 0. (57)
Proof. Step 1. For u,v ∈ R and e0 ∈ ∂ 0K, let us set
HK,e0(u,v) := ϕe+K (u)−
NK
|e+K |
(
qK,e0(u,v)−qK,e0(u,u)
)
and note that HK,e0(u,u) = ϕe+K (u). We now check that HK,e0 satisfies
∂
∂u
HK,e0(u,v)≥ 0,
∂
∂v
HK,e0(u,v)≥ 0. (58)
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The second property is immediate by the monotonicity (45). For the first one, we
recall the CFL condition (48) and the monotonicity (45). From the definition of
HK,e0(u,v), we have
HK,e0(u,uKe0 ) =
(
1− ∑
e0∈∂ 0K
αK,e0
)
ϕe+K (u)+ ∑
e0∈∂ 0K
αK,e0ϕe+K (uKe0 ),
and
αK,e0 :=
1
|e+K |
qK,e0(u,uKe0 )−qK,e0(u,u)
ϕe+K (u)−ϕe+K (uKe0 )
.
This gives a convex combination of ϕe+K (u) and ϕe+K (uKe0 ). By (45) we have
∑e0∈∂ 0K αK,e0 ≥ 0 and, with (48),
∑
e0∈∂ 0K
αK,e0 ≤ ∑
e0∈∂ 0K
1
|e+K |
∣∣∣qK,e0(u,uKe0 )−qK,e0(u,u)ϕe+K (u)−ϕe+K (uKe0 )
∣∣∣≤ 1.
Step 2. We will establish the entropy inequalities for Kruzkov’s entropies Ω .
Introduce the discrete version of Kruzkov’s entropy flux
Q(u,v,c) := qK,e0(u∨ c,v∨ c)−qK,e0(u∧ c,v∧ c),
where a∨ b = max(a,b) and a∧ b = min(a,b). Note that QK,e0(u,v) satisfies the
first two properties of the lemma with the entropy flux replaced by the Kruzkov’s
family Ω =Ω in (28).
First, we observe:
HK,e0(u∨ c,v∨ c)−HK,e0(u∧ c,v∧ c)
= ϕe+K (u∨ c)−
NK
|e+K |
(
qK,e0(u∨ c,v∨ c)−qK,e0(u∨ c,u∨ c)
)
−
(
ϕe+K (u∧ c)−
NK
|e+K |
(
qK,e0(u∧ c,v∧ c)−qK,e0(u∧ c,u∧ c)
))
= ϕΩe+K
(u,c)− NK|e+K |
(
Q(u,v,c)−Q(u,u,c)
)
,
(59)
where ϕe+K (u∨ c)−ϕe+K (u∧ c) = upslope
∫
e+K
i∗Ω(u,c) = ϕΩ
e+K
(u,c).
Second, we prove that for u = u−K , v = u
−
Ke0
and for any c ∈ R
HK,e0(u
−
K ∨ c,u−Ke0 ∨ c)−HK,e0(u
−
K ∧ c,u−Ke0 ∧ c)≥ ϕ
Ω
e+K
(u˜+K,e0 ,c). (60)
Indeed, we have
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HK,e0(u,v)∨HK,e0(λ ,λ )≤ HK,e0(u∨λ ,v∨λ ),
HK,e0(u,v)∧HK,e0(λ ,λ )≥ HK,e0(u∧λ ,v∧λ ),
where HK,e0 is monotone in both variables. Since ϕe+K is monotone, we have
HK,e0(u
−
K ∨ c,u−Ke0 ∨ c)−HK,e0(u
−
K ∧ c,u−Ke0 ∧ c)
≥
∣∣∣HK,e0(u−K ,u−Ke0 )−HK,e0(c,c)∣∣∣= ∣∣∣ϕe+K (u˜+K,e0)−ϕe+K (c)∣∣∣
= sgn
(
ϕe+K (u˜
+
K,e0)−ϕe+K (c)
)(
ϕe+K (u˜
+
K,e0)−ϕe+K (c)
)
= sgn
(
u˜+K,e0 − c
)(
ϕe+K (u˜
+
K,e0)−ϕe+K (c)
)
= ϕΩe+K
(u˜+K,e0 ,c).
Combining this with (59) (with u = u−K , v = u
−
Ke0
), we obtain the inequality
ϕΩe+K
(u˜+K,e0 ,c)−ϕΩe+K (u
−
K ,c)+
NK
|e+K |
(
Q(u,v,c)−Q(u,u,c)
)
≤ 0,
which implies a similar inequality for all convex entropy flux fields. 
We now combine Lemma 2 with Lemma 3.
Lemma 4 (Entropy inequalities for the elements). For each K ∈T h, one has
|e+K |
(
ϕΩe+K
(u+K )−ϕΩe+K (u
−
K )
)
+ ∑
e0∈∂ 0K
(
Q(u−K ,u
−
Ke0
)−Q(u−K ,u−K )
)≤ 0. (61)
If V is convex, then a modulus of convexity for V is a positive real β < infV ′′
(where the infimum is taken over the range of the data and solutions). In view of the
proof of Lemma 2, ϕΩe ◦ (ϕωe )−1 is convex for every spacelike hypersurface e and
every convex function U . (Note that the discrete entropy flux terms do not appear in
(62) below.)
Lemma 5 (Entropy balance inequality between two hypersurfaces). For K ∈
T h, denote by βe+K a modulus of convexity for ϕ
Ω
e+K
◦(ϕω
e+K
)−1 and set β =minK∈T h βe+K .
Then, for i≤ j one has
∑
K∈T ht j
|e+K |ϕΩe+K (u
+
K )+ ∑
K∈T h
[ti,t j)
e0∈∂ 0K
β
2NK
|e+K |
∣∣u˜+K,e0 −u+K ∣∣2 ≤ ∑
K∈T hti
|e−K |ϕΩe−K (u
−
K ),
(62)
where T hti is the subset of all K satisfying e
−
K ∈ Hti , and one sets T h[ti,t j) :=⋃
i≤k< jT htk .
Proof. Multiplying (57) by |e+K |/NK and summing in K ∈T h, e0 ∈ ∂ 0K yield
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∑
K∈T h
e0∈∂ 0K
|e+K |
NK
ϕΩe+K
(u˜+K,e0)− ∑
K∈T h
|e+K |ϕΩe+K (u
−
K )
+ ∑
K∈T h
e0∈∂ 0K
(
QK,e0(u
−
K ,u
−
Ke0
)−QK,e0(u−K ,u−K )
)≤ 0.
The conservation property (56) gives
∑
K∈T h
e0∈∂ 0K
QK,e0(u
−
K ,u
−
Ke0
) = 0 (63)
and so
∑
K∈T h
e0∈∂ 0K
|e+K |
NK
ϕΩe+K
(u˜+K,e0)− ∑
K∈T h
|e+K |ϕΩe+K (u
−
K )− ∑
K∈T h
e0∈∂ 0K
QK,e0(u
−
K ,u
−
K )≤ 0. (64)
If V is convex and if v = ∑ jα jv j is a convex combination of v j, then
V (v)+
β
2 ∑j
α j|v j− v|2 ≤∑
j
α jV (v j),
where β = infV ′′, the infimum being taken over all v j. We apply this with v =
ϕe+K (u
+
K ) and V = ϕ
Ω
e+K
◦ (ϕω
e+K
)−1, which is convex.
In view of (52) and by multiplying the above inequality by |e+K | and summing in
K ∈T h, we obtain
∑
K∈T h
e0∈∂ 0K
|e+K |ϕΩe+K (u
+
K )+ ∑
K∈T h
e0∈∂ 0K
β
2
|e+K |
NK
|u˜+K,e0 −u+K |2 ≤ ∑
K∈T h
e0∈∂ 0K
|e+K |
NK
ϕΩe+K
(u˜+K,e0).
Combining the result with (64), we conclude that
∑
K∈T h
|e+K |ϕΩe+K (u
+
K )− ∑
K∈T h
|e+K |ϕΩe+K (u
−
K )+ ∑
K∈T h
e0∈∂ 0K
β
2
|e+K |
NK
|u˜+K,e0 −u+K |2
≤ ∑
K∈T h
e0∈∂ 0K
QK,e0(u
−
K ,u
−
K ).
(65)
Finally, using
0 =
∫
K
d(Ω(u−K )) =
∫
∂K
i∗Ω(u−K )
= |e+K |ϕΩe+K (u
−
K )−|e−K |ϕΩe−K (u
−
K )+ ∑
e0∈∂ 0K
QK,e0(u
−
K ,u
−
K ),
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we obtain the desired inequality, after further summation over all of K within two
arbitrary hypersurfaces. 
We apply Lemma 5 and obtain an important uniform estimate.
Lemma 6 (Global entropy dissipation estimate). The entropy dissipation is glob-
ally bounded, as follows:
∑
K∈T h
e0∈∂ 0K
|e+K |
NK
∣∣u˜+K,e0 −u+K ∣∣2 .C ∫H0 i∗Ω(u0) (66)
for some constant C > 0 depending upon the flux field and the sup-norm of the initial
data. Here, Ω is the n-form entropy flux field associated with U(u) = u2/2.
Proof. We apply (62) with the choice U(u) = u2
0≥ ∑
K∈T h
(|e+K |ϕΩe+K (u
+
K )−|e−K |ϕΩe−K (u
−
K ))+ ∑
K∈T h
e0∈∂ 0K
β
2
|e+K |
NK
∣∣u˜+K,e0 −u+K ∣∣2.
After summing up in the “vertical” direction and keeping the contribution of all
K ∈T h0 on H0, we deduce that
∑
K∈T h
e0∈∂ 0K
|e+K |
NK
β
∣∣u˜+K,e0 −u+K ∣∣2 ≤ 2β ∑
K∈T h0
|e−K |ϕΩe−K (uK,0).
For some constant C > 0, we have ∑K∈T h0 |e
−
K |ϕΩe−K (uK,0) ≤ C
∫
H0 i
∗Ω(u0). These
are essentially L2 norm of the initial data, and this inequality is checked by fixing a
reference volume form on H0 and using the discretization (46) of the initial data u0.

3.6 Global form of the discrete entropy inequalities
One additional notation now is needed in order to handle “vertical face” of the tri-
angulation: we fix a reference field of non-degenerate n-forms ω˜ on M (to measure
the “area” of the faces e0 ∈ ∂K0). This is used in the convergence proof only, but
not in the formulation of the finite volume schemes. For every K ∈T h we define
|e0|ω˜ :=
∫
e0
i∗ω˜ for faces e0 ∈ ∂ 0K (67)
and the non-degeneracy condition is equivalent to |e0|ω˜ > 0. Given a smooth func-
tion ψ defined on M and given a face e0 ∈ ∂ 0K of some element, we introduce
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ψe0 :=
∫
e0 ψ i∗ω˜∫
e0 i∗ω˜
, ψ∂ 0K :=
1
NK
∑
e0∈∂ 0K
ψe0 .
Lemma 7 (Global form of the discrete entropy inequalities). Let Ω be a convex
entropy flux field and let ψ ≥ 0 be a smooth function supported away from the
hypersurface t = T . Then, the finite volume scheme satisfies the entropy inequality
− ∑
K∈T h
∫
K
d(ψΩ)(u−K )− ∑
K∈T h0
∫
e−K
ψ i∗Ω(uK,0)≤ Ah(ψ)+Bh(ψ)+Ch(ψ),
(68)
with
Ah(ψ) := ∑
K∈T h
e0∈∂ 0K
|e+K |
NK
(
ψ∂ 0K−ψe0
)(
ϕΩe+K
(u˜+K,e0)−ϕΩe+K (u
+
K )
)
,
Bh(ψ) := ∑
K∈T h
e0∈∂ 0K
∫
e0
(
ψe0 −ψ
)
i∗Ω(u−K ),
Ch(ψ) :=− ∑
K∈T h
∫
e+K
(
ψ∂ 0K−ψ
)(
i∗Ω(u+K )− i∗Ω(u−K )
)
.
Proof. From the discrete entropy inequalities (57), we get
∑
K∈T h
e0∈∂ 0K
|e+K |
NK
ψe0
(
ϕΩe+K
(u˜+K,e0)−ϕΩe+K (u
−
K )
)
+ ∑
K∈T h
e0∈∂ 0K
ψe0
(
QK,e0(u
−
K ,u
−
Ke0
)−QK,e0(u−K ,u−K )
)≤ 0. (69)
Thanks (56), we have ∑ K∈T h
e0∈∂ 0K
ψe0QK,e0(u
−
K ,u
−
Ke0
) = 0 and, from (55),
∑
K∈T h
e0∈∂ 0K
ψe0QK,e0(u
−
K ,u
−
K ) = ∑
K∈T h
e0∈∂ 0K
ψe0
∫
e0
i∗Ω(u−K )
= ∑
K∈T h
e0∈∂ 0K
∫
e0
ψ i∗Ω(u−K )+ ∑
K∈T h
e0∈∂ 0K
∫
e0
(ψe0 −ψ)i∗Ω(u−K ).
Next, we observe
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∑
K∈T h
e0∈∂ 0K
|e+K |
NK
ψe0 ϕ
Ω
e+K
(u˜+K,e0)
= ∑
K∈T h
e0∈∂ 0K
|e+K |
NK
ψ∂ 0Kϕ
Ω
e+K
(u˜+K,e0)+ ∑
K∈T h
e0∈∂ 0K
|e+K |
NK
(ψe0 −ψ∂ 0K)ϕΩe+K (u˜
+
K,e0)
≥ ∑
K∈T h
|e+K |ψ∂ 0KϕΩe+K (u
+
K )+ ∑
K∈T h
e0∈∂ 0K
|e+K |
NK
(ψe0 −ψ∂ 0K)ϕΩe+K (u˜
+
K,e0),
where, we recalled (53) and the convex combination (52). From
∑
K∈T h
e0∈∂ 0K
|e+K |
NK
ψe0 ϕ
Ω
e+K
(u−K ) = ∑
K∈T h
|e+K |ψ∂ 0K ϕΩe+K (u
−
K ),
the inequality (69) reads
∑
K∈T h
|e+K |ψ∂ 0K
(
ϕΩe+K
(u+K )−ϕΩe+K (u
−
K )
)
− ∑
K∈T h
e0∈∂ 0K
∫
e0
ψ i∗Ω(u−K )
≤− ∑
K∈T h
e0∈∂ 0K
|e+K |
NK
(ψe0 −ψ∂ 0K)ϕΩe+K (u˜
+
K,e0)+ ∑
K∈T h
e0∈∂ 0K
∫
e0
(ψe0 −ψ) i∗Ω(u−K ).
(70)
The first term in (70) reads
∑
K∈T h
|e+K |ψ∂ 0K
(
ϕΩe+K
(u+K )−ϕΩe+K (u
−
K )
)
= ∑
K∈T h
∫
e+K
ψ(i∗Ω(u+K )− i∗Ω(u−K ))+ ∑
K∈T h
∫
e+K
(ψ∂ 0K−ψ)(i∗Ω(u+K )− i∗Ω(u−K )).
We sum up with respect to K the identities∫
K
d(ψΩ)(u−K ) =
∫
∂K
ψ i∗Ω(u−K )
=
∫
e+K
ψ i∗Ω(u−K )−
∫
e−K
ψ i∗Ω(u−K )+ ∑
e0∈∂ 0K
∫
e0
ψ i∗Ω(u−K )
and we combine them with (70). We arrive at the desired conclusion by observing
that
∑
K∈T h
(∫
e+K
ψ i∗Ω(u+K )−
∫
e−K
ψ i∗Ω(u−K )
)
=− ∑
K∈T h0
∫
e−K
ψ i∗Ω(uK,0).

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3.7 Convergence and well-posedness results
This is the final step of our analysis.
Theorem 5 (Convergence theory). Under the assumptions in Section 3.4, the fam-
ily of approximate solutions uh generated by the finite volume scheme converges (as
h→ 0) to an entropy solution to the initial value problem (24), (34).
This theorem generalizes to spacetimes the technique originally introduced by
Cockburn, Coquel and LeFloch [22, 23] for the (flat) Euclidean setting and extended
to Riemannian manifolds by [1] and to Lorentzian manifolds by [2].
Corollary 1 (Well-posedness theory on a spacetime). Fix M = [0,T ]×N a (n+
1)-dimensional spacetime foliated by n-dimensional hypersurfaces Ht (t ∈ [0,T ])
with compact topology N (cf. (24)). Consider also a geometry-compatible flux field
ω on M satisfying the global hyperbolicity condition (33). Given any initial data
u0 on H0, the initial value problem (24), (34) admits a unique entropy solution u ∈
L∞(M) which has well-defined L1 traces on spacelike hypersurface of M. These
solutions determines a (Lipschitz continuous) contracting semi-group:∫
H ′
i∗H ′Ω
(
uH ′ ,vH ′
)≤ ∫
H
i∗HΩ
(
uH ,vH
)
(71)
for any two hypersurfaces H,H ′ such that H ′ lies in the future of H, and the initial
condition is assumed in the sense
lim
t→0
t>0
∫
Ht
i∗HtΩ
(
u(t),v(t)
)
=
∫
H0
i∗H0Ω(u0,v0). (72)
The following conclusion was originally established by DiPerna [30] for conser-
vation laws posed on the Euclidian space.
Theorem 6. Fix ω a geometry-compatible flux field on M satisfying the global hy-
perbolicity condition (33). Then, any entropy measure-valued solution ν to the ini-
tial value problem (24), (34) reduces to a Dirac mass and, more precisely,
ν = δu, (73)
where u ∈ L∞(M) is the entropy solution to the problem.
We now give a proof of Theorem 5. By definition, a Young measure ν represents
all weak-∗ limits of composite functions a(uh) for all continuous functions a (as
h→ 0):
a(uh) ∗⇀ 〈ν ,a〉=
∫
R
a(λ )dν(λ ). (74)
Lemma 8 (Entropy inequalities for Young measures). Given any Young measure
ν associated with the approximations uh. and for all convex entropy flux field Ω and
smooth functions ψ ≥ 0 supported away from the hypersurface t = T , one has
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M
〈ν ,dψ ∧Ω(·)〉−
∫
H0
i∗Ω(u0)≤ 0. (75)
Thanks to (75), for all convex entropy pairs (U,Ω)we have d〈ν ,Ω(·)〉 ≤ 0 on M.
On the initial hypersurface H0 the Young measure ν coincides with the Dirac mass
δu0 . By Theorem 6 there exists a unique function u ∈ L∞(M) such that the measure
ν coincides with the Dirac mass δu. This implies that uh converge strongly to u, and
this concludes our proof of convergence.
Proof. We pass to the limit in (68), by using the property (74) of the Young mea-
sure. Observe that the left-hand side of (68) converges to the left-hand side of (75).
Indeed, since ω is geometry-compatible, the first term
∑
K∈T h
∫
K
d(ψΩ)(u−K ) = ∑
K∈T h
∫
K
dψ ∧Ω(u−K ) =
∫
M
dψ ∧Ω(uh)
converges to
∫
M〈ν ,dψ ∧Ω(·)〉. On the other hand, one has
∑
K∈T h0
∫
e−K
ψ i∗Ω(uK,0) =
∫
H0
ψ i∗Ω(uh0)→
∫
H0
ψ i∗Ω(u0),
in which uh0 is the initial discretization of the data u0 converges strongly to u0 since
the maximal diameter h tends to zero.
The terms on the right-hand side of (68) also vanish in the limit h→ 0. We begin
with the first term Ah(ψ). Taking the modulus, applying Cauchy-Schwarz inequality,
and using (66), we obtain
|Ah(ψ)| ≤ ∑
K∈T h
e0∈∂ 0K
|e+K |
NK
|ψ∂ 0K−ψ||u˜+K,e0 −u−K |
≤
(
∑
K∈T h
e0∈∂ 0K
|e+K |
NK
|ψ∂ 0K−ψ|2
)1/2(
∑
K∈T h
e0∈∂ 0K
|e+K |
NK
|u˜+K,e0 −u−K |2
)1/2
≤
(
∑
K∈T h
e0∈∂ 0K
|e+K |
NK
(C (τmax+h))2
)1/2(∫
H0
i∗Ω(u0)
)1/2
,
hence
|Ah(ψ)| ≤C′ (τmax+h)
(
∑
K∈T h
|e+K |
)1/2 ≤C′′ τmax+h
(τmin)1/2
.
Here, Ω is associated with the quadratic entropy and we used that |ψ∂ 0K −ψ| ≤
C (τmax + h). Our conditions (49) imply that the upper bound for Ah(ψ) tends to
zero with h.
Next, we rely on the regularity of ψ and Ω and we estimate the second term in
the right-hand side of (68). By setting Ce0 :=
∫
e0 i
∗Ω(u−K )∫
e0 i
∗ω˜ , we obtain
Structure-preserving shock-capturing methods 37
|Bh(ψ)|=
∣∣∣ ∑
K∈T h
e0∈∂ 0K
∫
e0
(ψe0 −ψ)
(
i∗Ω(u−K )−Ce0 i∗ω˜
)∣∣∣
≤ ∑
K∈T h
e0∈∂ 0K
sup
K
|ψe0 −ψ|
∫
e0
∣∣∣i∗Ω(u−K )−Ce0 i∗ω˜∣∣∣≤C ∑
K∈T h
e0∈∂ 0K
(τmax+h)2 |e0|ω˜ ,
hence |Bh(ψ)| ≤C (τmax+h)2h . This implies the upper bound for Bh(ψ) tends to zero
with h.
Finally, we treat the last term in the right-hand side of (68)
|Ch(ψ)| ≤ ∑
K∈T h
|e+K |sup
K
|ψ∂ 0K−ψ|
∫
e+K
|i∗Ω(u+K )− i∗Ω(u−K )|,
using the modulus defined earlier. In view of (54), we obtain
|Ch(ψ)| ≤C ∑
K∈T h
e0∈∂ 0K
|e+K |
NK
|ψ∂ 0K−ψ|
∣∣u˜+K,e0 −u−K ∣∣,
and it is now clear that Ch(ψ) satisfies the same estimate as the one we derived for
Ah(ψ). 
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