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ABSTRACT 
A number of customers in, for example, the Service Provider segment, the Media 
and Entertainment industry, etc. use networks to transport audio and video signals. These 
audio and video signals include uncompressed video transported in accordance with the 
Society of Motion Picture and Television Engineers (SMPTE) ST 2110 standards, 
compressed video in accordance with the Moving Picture Experts Group (MPEG) 
standards, JPEG 2000 (J2K), etc., which may be User Datagram Protocol (UDP)/Real-time 
Transport Protocol (RTP) flows in a network.   
Today, when there is packet loss, end customers/operators find it very difficult to 
determine where the packet loss is happening in the network as, at times, the flows traverse 
different geographic regions, different service providers, etc.  The techniques presented 
herein leverage flow tables on vendor Cloud Scale application-specific integrated circuits 
(ASICs) to detect gaps in RTP flows (i.e., to detect RTP packet drops).  As soon as RTP 
packet drops are detected, the networking device (e.g., switch with the Cloud Scale ASIC) 
can generate an alert notifying the end customer/operator of the packet loss, thereby 
enabling the end customer/operator to pinpoint exactly where the loss is occurring. 
 
DETAILED DESCRIPTION 
FIG. 1, below, is a schematic flow diagram illustrating conventional video 
troubleshooting.  As shown, in conventional arrangements, the packet loss may occur 
anywhere in the network and the end customer/operator has no visibility as to where (i.e., 
at which networking devices) the packet loss is occurring.  That is, today no network 
switches can detect loss at a per flow level. This is because most networking device ASICs 
only support sampled flow capture.  The fact the flows are sampled means that data is lost 
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and, accordingly, so is the ability to detect granular packet loss.  As such, when there is 
packet loss in conventional arrangements, an operator generally has to troubleshoot large 
portions of the network to identify the location of the packet loss.  This can be a time 
consuming and tedious process.   
Recently certain ASIC vendors have the ability to capture unsampled flow 
information, an example includes Cisco’s Cloud Scale ASIC that is used in Nexus 9000 
family of products.   These Cloud Scale ASICs can inspect every packet of every flow (up 
to 24k per switch) and parse up to 128B of packet header to detect gaps in the RTP flows.  
As such, presented herein are RTP flow monitoring techniques that leverage the 
capabilities of Cloud Scale ASICs to detect gaps in RTP flows (i.e., detect RTP packet 
drops), including in uncompressed flows (e.g., SMPTE 2110-20) and in compressed flows 
(e.g., MPEG-4, H.264, etc.).  As shown in FIG. 2, below, the RTP headers include a 
sequence number which can be used to track the packet loss. 
FIG. 3 is a schematic flow diagram illustrating operation of the RTP flow 
monitoring techniques presented herein.  As shown, an RTP flow can be transmitted from 
a source to one or more destinations via a network.  In this example, the switches at a 
remote production site do not report any RTP packet drops.  However, a border leaf switch 
at a media site reports RTP packet drops.  With this reporting, the end customer/operator 
has data to indicating that the service provider is dropping packets, as well as data 
indicating exactly where this packet loss is occurring.  As a result, the end 
customer/operator has direct visibility as to where (i.e., at which networking device(s)) the 
packet loss is occurring.  FIG. 4 generally illustrates data that can be provided to end 
customer/operator upon detection of RTP drops (i.e., example RTP flow monitoring 
output). 
FIG. 5 illustrates RTP flow monitoring with a network management platform, such 
as Data Center Network Manager (DCNM).  That is, as shown, the networking devices 
with Cloud Scale ASICs can also stream the RTP flow monitoring (RTP packet drops) to 
an external controller, such as the DCNM Media controller, where an operator can visualize 
where the loss is occurring. The DCNM overlays the end to end path of flow and the point 
in the network where loss is detected can be immediately pinpointed, thereby reducing the 
time spent on troubleshooting flow loss from, for example, several hours to several seconds. 
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In summary, presented herein are RTP flow monitoring techniques that leverage 
flow tables on vendor cloud ASICs to detect gaps (packet loss) in RTP flows.  As soon as 
gaps are detected, the networking device generates an alert to notifying an operator of the 
RTP packet loss, thereby enabling the operator to pinpoint exactly where the packet loss is 
occurring. 
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