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Abstract
Let H be an m-dimensional Hopf algebra with left integral t, let R be a left H -module algebra
with 1 containing an element  with t  =1, and let S =RH . It is proved that R is fully integral
over S, every simple right R-module has a length ≤ m over S and J (S)m⊆ J (R) ∩ S ⊆ J (S),
where J (R) is the Jacobson radical of R, provided that H is pointed. Finally, it is shown that if
S is a PI algebra, then R is a PI algebra as well, provided that H has a cocommutative coradical.
c© 2001 Elsevier Science B.V. All rights reserved.
MSC: Primary 16W30; secondary 16R99
1. Introduction
We refer the reader to the books of Sweedler [24] and Montgomery [16] for the
basic terminology and results of the theory of Hopf algebras and their action on rings.
In what follows F is a <eld, H is a <nite-dimensional Hopf algebra with comul-
tiplication 
, with counit , with antipode S and with left integral t. We shall use
Sweedler’s sigma notations
∑
(h) h(1) ⊗ h(2) for 
(h); h ∈ H [24].
Recall that an F-algebra A (not necessarily with 1) is called a left H -module algebra
if A is a left H -module under the multiplication H ⊗F A → A; h ⊗ a → h  a, and
h  (ab)=
∑
(h)(h(1)  a)(h(2)  b). If A has 1, then it will be assumed that
h 1= (h)1 for all h ∈ H . In what follows A and R are left H -module algebras and
AH = {a ∈ A | h a= (h)a for all h ∈ H}:
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In [4] Bergmann and Isaacs proved that if G is a <nite group of automorphisms
of a ring R, having no additive |G|-torsion, and RG is nilpotent, then R is nilpotent.
The following result is a generalization of that of Bergmann and Isaacs in the class of
algebras over a <eld:
Theorem 1.1. Let H be a 6nite-dimensional Hopf algebra with cocommutative
coradical; let R be a left H -module algebra with 1 and with element  such that
t  =1, where t is a left integral of H and let A be an H -invariant ideal of R.
Finally; let L= lA(AH ) be the left annihilator of AH in A. Then
(1) L is a nilpotent left ideal of A.
(2) If a= a for all a ∈ AH ; and K is a nilpotent left ideal of AH ; then RK is a
nilpotent left ideal of R.
Our next main result describes the structure of simple right R-modules considered as
right RH -modules. To the best of our knowledge it is new even in the case of group
action.
Theorem 1.2. Let H be a 6nite-dimensional pointed Hopf algebra; let R be a left
H -module algebra containing 1 and an element  with t  =1; let S =RH and let
M be a simple right R-module. Then the module MS has a length ≤ dimF(H).
Let J (R) be the Jacobson radical of R. Montgomery [14] proved that J (R) ∩ RG =
J (RG) provided that G is a <nite group of automorphisms of a ring R and |G|R=R.
Analogous result for H -module algebras, where H is semisimple commutative, was
obtained in [3]. The following theorem is a generalization of Montgomery’s result in
the class of algebras over a <eld:
Theorem 1.3. Let H be a 6nite-dimensional pointed Hopf algebra; let R be a left
H -module algebra containing 1 and an element  with t  =1; and let S =RH . Then
J (S)dim(H)⊆ J (R)∩ S ⊆ J (S). Moreover; if s= s for all s ∈ S; then J (R)∩ S = J (S).
The following problem was posed in [9, p. 3528]:
Whether RH is PI implies that R is PI for any action of a 6nite-dimensional
Hopf algebra H with the condition that there exits an element of trace 1?
It is known that the answer is “yes” in the following cases: if H =ZG where G is
a <nite group of automorphisms of R and either R has no additive |G|-torsion [12],
or contains an element of trace 1 [2]; if H is semisimple commutative [3]; if H is
semisimple cocommutative [5]; if R is prime and the action of H is inner [6]. Our next
main result gives a partial answer to this question and is a generalization of mentioned
results from [2,5,12]. In the case of a group action on rings the above question is known
as Bjork–Latyshev’s problem and we refer the reader to Kharchenko [13], Montgomery
[14], Montgomery and Smith [17] for the historical account.
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Theorem 1.4. Let H be a 6nite-dimensional Hopf algebra with cocommutative
coradical; let R be a left H -module algebra containing 1 and an element  with
t  =1; and let S =RH . Suppose that S is a PI algebra. Then R is a PI algebra;
as well.
Given rings B⊆A with common unity 1 and a positive integer m, the ring A is
said to be fully integral over B of degree ≤ m if for any a1; a2; : : : ; am ∈ A we have
that a1a2 : : : am =  where  is a sum of elements of the form b0ai1b1ai2 : : : ainbn where
n¡m and each bj ∈ B (see [18]).
Finally, we consider the question whether A is fully integral over AH . This question
was raised in [16, p. 45]. The answer is known to be “yes” in the following cases:
if H is a group algebra and the order of the group is invertible in A [20] (see earlier
results in [19]); if H is a dual Hopf algebra of a group algebra [19]; if the action
of H is inner [20] (see earlier results in [6]); if H is a cocommutative semisimple
Hopf algebra over an algebraically closed <eld of positive characteristic [21]; if A is
commutative and either H is involutory, or H has a cocommutative coradical [27] (see
earlier results in [10,16]); if A is an integral domain and H is pointed [1]; if A is
commutative, H is pointed and either H is commutative or char(F)=p¿ 0 [26]. The
integrality of A over AH for quantum commutative H -module algebras, where H is
a <nite-dimensional triangular semisimple Hopf algebra, was proved in [8]. Our last
main result is the following theorem:
Theorem 1.5. Let H be a 6nite-dimensional pointed Hopf algebra; let A be a left
H -module algebra containing 1 and an element  with t  =1. Then A is fully
integral over AH of some degree depending on dimF(H).
2. Proof of main results
Given a nonempty subset S of a ring A; we set
rA(S)= {a ∈ A | Sa=0} and lA(S)= {a ∈ A | aS =0}:
If U and V are two vector spaces over F , we shall write U ⊗V for U ⊗F V . In what
follows A and R are H -module algebras. By [6, Lemma 1],
a(h b)=
∑
(h)
h(2)  [(S−1(h(1)) a)b]; (1)
(h b)a=
∑
(h)
h(1)  [b(S(h(2)) a)] (2)
for all a; b ∈ A and h ∈ H . Given nonempty subsets L⊆A and U ⊆H , we set
U  L=
∑
u∈U;
l∈L
F(u l):
Recall that a nonempty subset S ⊆A is said to be H -invariant if H  S ⊆ S.
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Remark 2.1. Let A be a left H -module algebra. Then
1. If L is a left ideal of A and U is a left coideal of H , then U  L is a left ideal of
A.
2. If M is a right ideal of A and V is a right coideal of A, then V  M is a right
ideal of A.
3. If I is an ideal of A and C is a subcoalgebra of H , then C  I is an ideal of H .
4. If I is an ideal of A, then H  I is a minimal H -invariant ideal containing I .
5. If S is nonempty subset of A with H  S ⊆ S, then lA(S) (rA(S)) is an H -invariant
left (respectively, right) ideal of A.
Proof. Let b ∈ L, a ∈ A and h ∈ U . Since U is a left coideal of H , we may assume
that all the h(2)’s are in U . By (1),
a(h b)=
∑
(h)
h(2)  [(S−1(h(1)) a)b] ∈ U  L
and so U  L is a left ideal of A. The second statement is proved analogously. The
third one follows from the <rst two statements because a subcoalgebra is a left and
right coideal. The fourth statement is obvious.
Finally, let S be a nonempty subset of A with H  S ⊆ S. Pick x ∈ S and y ∈ lA(S).
Let h ∈ H . By (2) we have that
(h y)x=
∑
(h)
h(1)  [y(S(h(2)) x)]= 0
because each S(h(2))  x is in S. Hence h  y ∈ lA(S) and so H  lA(S)⊆ lA(S).
Analogously one can show that H  rA(S)⊆ rA(S). The proof is complete.
Proposition 2.2. Let H be a 6nite-dimensional pointed Hopf algebra; let A be a
left H -module algebra; let F(A)= {I | I is an ideal of A; rA(I)= 0= lA(I)} and let
I ∈F(A). Then there exists an H -invariant ideal J ∈F(A) such that J ⊆ I .
Proof. By [15, Proposition 2.3] for every h ∈ H there exists Jh ∈ F(A) with h  
Jh⊆ I (see also [16, Theorem 6.4.6]). Let h1; h2; : : : ; hk be a basis of H . Set K =
Jh1Jh2 : : : Jhk . Clearly K ∈ F(A) and K ⊆ Jhi for all i=1; 2; : : : ; k. Therefore hi  
K ⊆ I for all i and so H  K ⊆ I . By Remark 2.1, J =H  K is an ideal of A. As
K =1 K ⊆H  K = J , we conclude that J ∈F(A). The proof is now complete.
Through the rest of this section it will be assumed that H is a pointed Hopf algebra
with dimF(H)=m¡∞ and with coradical <ltration
H0⊆H1⊆ · · ·⊆Hn =H
(see [24]). Clearly n ≤ m. We set H−1 = 0 and
G=G(H)= {g ∈ H |
(g)= g⊗ g and (g)= 1};
the subgroup of group like elements of H . Since H is pointed, H0 =FG.
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Given g; h ∈ G, an element p ∈ H is called (g; h)-primitive if 
(p)=p⊗g+h⊗p.
Further, let s be an integer with 0 ≤ s ≤ n. Then an element p ∈ H is called
pseudo-(g; h)-primitive of degree s if p ∈ Hs−1 and 
(p)−p⊗g−h⊗p ∈ Hs−1⊗Hs−1.
Clearly, every (g; h)-primitive element is pseudo-(g; h)-primitive of degree ≤ 1. If p
is (g; h)-primitive, then p= (h)p + (p)g. Since h ∈ G, (h)= 1 and so (p)= 0.
We set
Pg;h = {p ∈ H |
(p)=p⊗ g+ h⊗ p};
the subspace of all (g; h)-primitive elements of H . Note that F(g− h)⊆Pg;h. For each
pair g; h ∈ G, let P′g;h be a subspace of Pg;h such that
Pg;h =F(g− h)⊕ P′g;h:
We need the following result which is a particular case of Taft and Wilson [25, Propo-
sitions 1 and 2] (see also [16, Theorem 5.4.1]):
Theorem 2.3. Let H be a pointed Hopf algebra. Then
(1) H1 =FG ⊕ {
⊕
g;h∈G P
′
g;h}.
(2) For any s=0; 1; : : : ; n and p ∈ Hs there exist elements pg;h ∈ Hs such that
p=
∑
g;h∈G pg;h and 
(pg;h) ∈ p⊗ g+ h⊗ p+ Hs−1 ⊗ Hs−1 for all g; h.
Let p be pseudo-(g; h)-primitive of degree s ≥ 1. Then

(p) ∈ p⊗ g+ h⊗ p+ Hs−1 ⊗ Hs−1⊆H ⊗ H0 + Hs−1 ⊗ H
and so p ∈ 
−1(Hs−1 ⊗ H + H ⊗ H0)=Hs−1 ∧ H0, the wedge of Hs−1 and H0 (see
[24]). By the de<nition of the Hi’s, we have that Hs−1∧H0 =Hs and so p ∈ Hs. Given
q ∈ H , we set
deg (q)=min{s | q ∈ Hs}:
We see that if q is pseudo-(g; h)-primitive of degree s, then deg(q)= s.
It follows from Theorem 2.3 that there exists a basis {v- | - ∈ N} of H over F
such that the following conditions are ful<lled:
(a) The set N is a disjoint union of subsets Ms; s=0; 1; : : : ; n such that for each
1 ≤ s ≤ n the set {v- | - ∈Ms} forms a basis of Hs modulo Hs−1.
(b) v- ∈ G for all - ∈M0. Given - ∈M0, we set g- = v- = h-.
(c) For any s=1; 2; : : : ; n and - ∈Ms, the element v- is pseudo-(g-; h-)-primitive of
degree s for some g-; h- ∈ G.
(d) v- ∈ P′g-;h- for all - ∈M1.
(e) For all s=0; 1; : : : ; n and - ∈ Ms there exist elements w-/ ∈ Hs; / ∈ Ns−1 =⋃s−1
i= 0Mi, such that

(v-)= h- ⊗ v- +
∑
/∈Ns−1
w-/ ⊗ v/
and either w-/ ∈ Hs−1 or v/ = g- and w-/ = v-.
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(f) For all s=0; 1; : : : ; n and - ∈Ms there exist elements u-/ ∈ Hs, / ∈Ns−1, such
that

(v-)= v- ⊗ g- +
∑
/∈Ns−1
v/ ⊗ u-/
and either u-/ ∈ Hs−1 or v/ = h- and u-/ = v-.
We set M−1 = ∅.
In what follows mi =dimF(Hi=Hi−1), d−1 = 1 and we de<ne integers di, i=0; 1; : : : ; n,
inductively as follows: ds =2msds−1ms!; s=0; 1; : : : ; n.
Let A be a left H -module algebra. Consider the smash product A]H as A-A-bimodule
under multiplications given by
a(b]h)= (ab)]h and (b]h)a=
∑
(h)
b(h(1)  a)]h(2); a; b ∈ A; h ∈ H:
We de<ne a map 3 : A]H → A by the rule (∑ ah]h)3= ∑ (h)ah for all ∑ ah]h ∈
A]H . Clearly, 3 is a homomorphism of left A-modules (and so we write (
∑
ah]h)3
for the image of
∑
ah]h under 3) and({∑
ah]h
}
b
)
3=
∑
ah(h b) (3)
for all
∑
ah]h ∈ A]H; b ∈ A. Given s with 0 ≤ s ≤ n and a subset X ⊆Ms, we set
V (X )=
{
Na ∈
∑
-∈X
A]v- + A]Hs−1 | ( Na · b)3=0 for all b ∈ A
}
:
Since 3 is homomorphism of left A-modules, V (X ) is a submodule of the left A-module
A]H . We claim that it is a subbimodule of A]H . Indeed, let Na ∈ V (X ) and b; c ∈ A.
Then
Na=
∑
-∈X
av-]v- +
∑
h∈Hs−1
ah]h
and so
Na · b =
∑
-∈X
av-h-(b)]v- +
∑
/∈Ns−1
av-(w-/  b)]v/
+
∑
h∈Hs−1
∑
(h)
ah(h(1)  b)]h(2) ∈
∑
-∈X
A]v- + A]Hs−1
because v/ ∈ Hs−1 for all / ∈ Ns−1 and Hs−1 is a subcoalgebra of H . Finally, we
have
[( Na · b)c]3= [ Na(bc)]3=0
by the de<nition of V (X ) and thus Na · b ∈ V (X ).
We now set d(X )= 2|X |ds−1|X |!, where |X | is the cardinality of X , and note that
d(∅)=ds−1 while d(Ms)=ds. The following three results are generalizations of the
well-known results of Bergmann and Isaacs [4].
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Lemma 2.4. Suppose that H is a pointed Hopf algebra. Then [V (X )3]d(X ) = 0 for all
s=0; 1; : : : ; n and X ⊆Ms.
Proof. Note that since 3 is a homomorphism of left A-modules and V (X ) is a sub-
module of the left A-module A]H; V (X )3 is a left ideal of A. Consider the set
S = {(i; j) | i; j= − 1; 0; 1; : : :}. Let ≤ be the lexicographic ordering of S. We proceed
by induction on (s; |X |) ∈ S. If (s; |X |)= (0; 0), then V (X )= 0, d(X )=d−1 = 1 and so
the lemma holds in this case.
In the inductive case we may assume, without loss of generality, that either s¿ 0 or
|X |¿ 0. Note that if |X |=0 (i.e., X = ∅), then V (X )=V (Ms−1) and so [V (X )3]d(X ) =
[V (Ms−1)3]d(Ms−1) = 0 by the induction assumption because (s − 1; |Ms−1|)¡ (s; 0).
Therefore we may assume, without loss of generality, that |X |¿ 0 (i.e., X = ∅). Pick
any 6 ∈ X . Let
Na=
∑
-∈X
av-]v- +
∑
h∈Hs−1
ah]h; Nb=
∑
-∈X
bv-]v- +
∑
h∈Hs−1
bh]h ∈ V (X ):
Setting Y6 =X \ {6}, we have that
Nc = av6 · Nb− Na · h−16 (bv6)
=
∑
-∈Y6
[av6b- − a-h-h−16 (bv6)]]v- −
∑
-∈X
∑
/∈Ns−1
[a-{w-/  h−16 (b)}]]v/
+
∑
h∈Hs−1
av6bh]h−
∑
h∈Hs−1
∑
(h)
ah[h(1)  h−16 (bv6)]]h(2)
and so Nc ∈ V (Y6). Because Na ∈ V (X ), [ Na · h−16 (bv6)]3=0 and whence
av6 [ Nb3] = Nc3 ∈ V (Y6)3:
Therefore, [ Na3][ Nb3] ∈∑6∈X V (Y6)3 for all Na; Nb ∈ V (X ) and so
[V (X )3]2⊆
∑
6∈X
V (Y6)3: (4)
Note that |Y6|= |X |−1 and whence d(Y6)=d(X )=(2|X |) for all 6 ∈ X . By the induc-
tion assumption
[V (Y6)3]d(X )=(2|X |) = [V (Y6)3]d(Y6) = 0
for all 6 ∈ X . Since each V (Y6)3 is a nilpotent left ideal of index ≤ d(X )=(2|X |),
[
∑
6∈X V (Y6)]
d(X )=2 = 0 and so [V (X )3]d(X ) = 0 by (4). The proof is now complete.
Theorem 2.5. Let H be a 6nite-dimensional pointed Hopf algebra; let R be a left
H -module algebra with 1 and with element  such that t  =1 where t is a left
integral of H; let d=d(Mn) and let A be an H -invariant subalgebra of R such that
A⊆A and A⊆A. Finally; let L= lA(AH ). Then Ld =0.
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Proof. First we note that AH = t  A because A⊆A. Next, A(H  )⊆A. Indeed,
since A is H -invariant and A⊆A, we have that
a(h )=
∑
(h)
h(2)  [(S−1(h(1)) a)] ∈ A
by (1). Consider V (Mn)⊆A]H . Since A(H  )⊆A,

∑
(t)
l(t(1)  )]t(2) | l ∈ L

⊆A]H:
Given a ∈ A and l ∈ L, we now have that
∑
(t)
l(t(1)  )]t(2)

 a = ∑
(t)
l(t(1)  )(t(2)  a)]t(3)
=
∑
(t)
l[t(1)  (a)]]t(2)
and so


∑
(t)
l(t(1)  )]t(2)

 a

 3=∑
(t)
l(t(2))[t(1)  (a)]= l[t  (a)]= 0
because a ∈ A and t  (a) ∈ AH . Thus ∑(t) l(t(1)  )]t(2) ∈ V (Mn). Since
l=

∑
(t)
l(t(1)  )]t(2)

 3 ∈ V (Mn)3
for all l ∈ L, Lemma 2.4 implies that Ld =0.
Proof of Theorem 1.1. (1) Let NF be the algebraic closure of F . Set NH =H ⊗ NF ,
NR=R ⊗ NF and NA=A ⊗ NF . We identify H (R, A) with H ⊗ 1 (respectively, R ⊗ 1,
A⊗ 1). Clearly NH is a pointed Hopf algebra, NR is a left NH -module algebra under the
induced action, NA is an NH -invariant ideal of NR and t  NA=(t  A) ⊗ NF . Therefore
L⊆ l NA(t  NA) and whence the result follows from Theorem 2.5.
(2) Suppose that a= a for all a ∈ t  A and K is a nilpotent left ideal of
t  A, say Kn =0 for some positive integer n. We proceed by induction on n. If
n=1, then K =0 and RK =0 and there is nothing to prove. In the inductive case
n¿ 1, we set B=AK and note that B⊆B, B=(A)K ⊆AK =B. Moreover, t  
B=(t  A)K ⊆K . Therefore M =RKn−1⊆ lB(t  B) and whence M is nilpotent by
(1). We see that there exists an H -invariant nilpotent ideal I of R containing Kn−1.
Set NK =(K + I)=I ⊆(A + I)=I ⊆R=I = NR. Clearly NK n−1 = 0. Applying the induction
assumption, we obtain that NR NK is nilpotent and thus RK is nilpotent.
Recall that a left H -module algebra A is called H -semiprime if it has no nonzero
H -invariant nilpotent left (right) ideals. Analogously, A is said to be H -prime, if the
product of any two nonzero H -invariant ideals is nonzero.
K.I. Beidar, B. Torrecillas / Journal of Pure and Applied Algebra 161 (2001) 13–30 21
Corollary 2.6. Let H be a 6nite-dimensional Hopf algebra with cocommutative
coradical; let R be a left H -module algebra with 1 and let A ∈ F(R). Suppose that
R is H -semiprime and contains an element  with t  =1. Then lR(A ∩ RH )= 0.
Proof. It follows from Proposition 2.2, that we may assume, without loss of generality,
that A is an H -invariant ideal of R. Clearly A⊆A and A(H  )⊆A. Let K = lR(AH ).
By Remark 2.1(5), K is an H -invariant left ideal of R. Set L=K ∩A. It follows from
Theorem 1.1 that L is nilpotent. Since L is an H -invariant left ideal of R, we conclude
that L=0. Therefore AK ⊆K ∩ A=L=0 and so K =0 because A ∈F(R).
Let R be a left H -module algebra with 1 and element  such that t  =1 and let
S =RH . We now turn our attention to simple right R-modules. Our goal is to show
that each of them has a <nite length as a right S-module. We start with the following
result which can be deduced from [23] but we shall give a simple direct proof:
Proposition 2.7. Let H be a 6nite-dimensional pointed Hopf algebra; let R be a left
H -module algebra and let M be a simple right R-module. Consider M ⊗H as a right
R-module under the multiplication
(x ⊗ h)r=
∑
(h)
x(h(1)  r)⊗ h(2); x ∈ M; h ∈ H; r ∈ R:
Then the module M ⊗ H has a length dimF(H) and each composition factor is
isomorphic to a simple right R-module of the form M ⊗ g; g ∈ G.
Proof. Given g ∈ G, clearly M ⊗ g is a simple submodule of M ⊗ H . Therefore the
module M ⊗ H0 =
⊕
g∈G M ⊗ g has a length dimF(H0). We proceed by induction on
s=0; 1; : : : ; n to show that M ⊗ Hs has a length dimF(Hs). The case s=0 has been
proved. In the inductive case s¿ 0 we write
M ⊗ Hs =
∑
-∈Ms
M ⊗ v- +M ⊗ Hs−1:
By the induction assumption the length of M⊗Hs−1 is equal to dimF(Hs−1). It follows
from (c) and (d) that
(M ⊗ Hs)=(M ⊗ Hs−1) ∼=
⊕
-∈Ms
M ⊗ h-
and so the length of M ⊗Hs is equal to |Ms|+dimF(Hs−1)= dimF(Hs). The proof is
now complete.
Corollary 2.8. Let H be a 6nite-dimensional pointed Hopf algebra; let R be a left
H -module algebra and let M be a simple right R-module. Consider M ⊗H as a right
R]H -module under the multiplication
(x ⊗ h)(r]p)=
∑
(h)
x(h(1)  r)⊗ h(2)p; x ∈ M; h; p ∈ H; r ∈ R:
Then the R]H -module M ⊗ H has a length ≤ dimF(H).
22 K.I. Beidar, B. Torrecillas / Journal of Pure and Applied Algebra 161 (2001) 13–30
Proof. Clearly R]1 is a subalgebra of R]H and (x⊗h)(r]1)= (x⊗h) ·r for all x ∈ M ,
h ∈ H and r ∈ R. The result now follows from Proposition 2.7.
Lemma 2.9. Let U be a ring with 1 and with a nonzero idempotent e; let V = eUe
and let M be a right U module with submodule N . Then
(1) [(M=N )e]V ∼= [(Me)=(Ne)]V .
(2) If MU is simple and Me = 0; then Me is a simple V -module.
(3) If MU has a length k; then (Me)V has a length ≤ k.
Proof. Clearly (Me) ∩ N = {x ∈ N | xe= x}=Ne and so
[(M=N )e]V = [(Me + N )=N ]V ∼= [(Me)={(Me) ∩ N}]V = [(Me)=(Ne)]V :
Suppose that MU is simple and let 0 = x ∈ Me. Further, let y ∈ Me. Clearly
xe= x and ye=y. Since MU is simple, there exists u ∈ U with xu=y. Hence
x(eue)= [(xe)u]e= [xu]e=ye=y and so (Me)V is simple. The last statement follows
from the <rst two ones.
Proof of Theorem 1.2. Since  : H → F is a linear map, it induces a linear map
f : M ⊗ H → M such that f(m⊗ h)=m(h) for all m ∈ M .
Next we consider M ⊗ H as the R]H -module. By Corollary 2.8 it has a length ≤
dimF(H). According to Montgomery [16, Lemma 4:3:4], e=(1]t)(]1) is an idempo-
tent, e(b]1)e=(b]1)e for all b ∈ S and e(R]H)e=(S]1)e ∼= S via the map (b]1)e →
b. By Lemma 2.9, [(M ⊗ H)e](S]1)e has length ≤ dimF(H). Note that
(x ⊗ h)e = (x ⊗ h)(1]t)(]1)= (x(h)⊗ t)(]1)
=
∑
(t)
x(h)(t(1)  )⊗ t(2) = (x(h)⊗ 1)e
for all x ∈ M , h ∈ H , and so
(M ⊗ 1)e=(M ⊗ H)e=


∑
(t)
y(t(1)  )⊗ t(2) |y ∈ M

 :
Since
f((y ⊗ 1)e) = f

∑
(t)
y(t(1)  )⊗ t(2)

 =∑
(t)
y(t(1)  )(t(2))
= y(t  )=y
for all y ∈ M , we conclude that f((M⊗H)e)=M . Further, since S ∼= (S]1)e, (M⊗H)e
is a right S-module under the multiplication
[(y ⊗ 1)e]b = [(y ⊗ 1)e][(b]1)e] = (y ⊗ 1)[e(b]1)e]
= (y ⊗ 1)[(b]1)e] = (yb⊗ 1)e
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for all y ∈ M and b ∈ S. Since this multiplication is induced by the ring isomorphism
S ∼= (S]1)e, we conclude that the right S-module (M ⊗ 1)e has length ≤ dimF(H).
Finally, we have that
f([(y ⊗ 1)e]b)=f((yb⊗ 1)e)=yb=f((y ⊗ 1)e)b
for all y ∈ M and b ∈ S and so f is an epimorphism of right S-modules. Thus MS
has length ≤ dimF(H).
We are now in a position to prove the third main result of the paper.
Proof of Theorem 1.3. Let m=dim(H). It follows from Theorem 1.2 that every simple
right R-module is of length ≤ m as a right S-module and so J (S)m annihilates every
simple right R-module. Therefore J (S)m⊆ J (R) and whence J (S)m⊆ J (R)∩ S. Clearly
J (R) ∩ S is an ideal of S. Let x ∈ J (R) ∩ S. Then there exists y ∈ J (R) with x + y −
xy=0. Therefore,
0= t  (x+ y− xy)= x + [t  (y)]− x[t  (y)]
and so J (R) ∩ S is a quasi-regular ideal of S. Thus J (R) ∩ S ⊆ J (S).
Now assume that s= s for all s ∈ S. Let I be the sum of all H -invariant ideals
of R belonging to J (R). Replacing R by R=I and S by (S + I)=I , we reduce the proof
to the case when J (R) contains no nonzero H -invariant ideals of R. Now it is enough
to show that J (S)= 0. If L is an H -invariant left ideal of R with L⊆ J (R), then
K =L+ LR⊆ J (R) is H -invariant and so L=0. It follows that R is H -semiprime. Set
L=RJ (S)m. By the above result L⊆ J (R). Since L is H -invariant, we conclude that
L=0. Therefore J (S)m =0. By Theorem 1.1(2), RJ (S) is a nilpotent left ideal of R
and so RJ (S)⊆ J (R). Since RJ (S) is H -invariant, as above we obtain that J (S)= 0.
The proof is complete.
Example. Let F be a <eld of characteristic 2,
R=M2(F) and G=
{(
1 0
0 1
)
;
(
0 1
1 0
)}
:
Obviously G is a subgroup of GL2(F). Let G act by conjugation on R and let H =F[G]
be the group algebra. Clearly H is a pointed Hopf algebra, R is an H -module algebra
via the action of G,
RH =
{(
a b
b a
)
| a; b ∈ F
}
and J (R)= 0 whereas
J (RH )=
{(
a a
a a
)
|a ∈ F
}
:
Finally, the trace of
=
(
1 0
0 0
)
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is equal to 1. Obviously, the condition
r= r for all r ∈ RH (5)
does not hold. Note that J (RH )2 = 0 whereas the right ideal RJ (RH ) is not nilpotent.
Therefore in Theorems 1.1 and 1.3 condition (5) cannot be omitted.
Lemma 2.10. Let S be a PI algebra and let M be a faithful right S module of the
6nite length. Then S is a semiprimary algebra.
Proof. Let J (S) be the Jacobson radical of S and suppose that MS has a length k.
An easy induction on k shows that MJ (S)k =0. Since MS is faithful, we conclude
that J (S)k =0. Let 0=M1⊂M2⊂ · · ·⊂Mt =M be the composition series of MS . Set
NS = S=J (S). We claim that N =
⊕t
i= 1 Mi=Mi−1 is a faithful right NS-module. Indeed, let
I = r NS(N ). Clearly I is an ideal of NS and I = J=J (S) for some ideal J of S containing
J (S). Then one immediately gets that MJk =0 and so J k =0. Therefore J = J (S) and
hence I =0. The result now follows from Kaplansky’s theorem on primitive PI algebras
[22] and the Chinese Remainder Theorem.
Lemma 2.11. Let H be a 6nite-dimensional pointed Hopf algebra; let R be a left
H -module algebra containing 1 and an element  with t  =1; and let S =RH .
Suppose that S is a PI algebra. Then every right primitive ideal of R is maximal.
Proof. Let M be a simple right R-module and P= rR(M), the right annihilator of M .
Consider M ⊗ H as a right R-module and let Q= rR(M ⊗ H). Clearly Q is an ideal
of R. As M ⊗ 1 is an R-submodule of M ⊗ H isomorphic to M , we conclude that
Q⊆P. We claim that Q is a maximal H -invariant ideal contained in P. Indeed, let
f : M ⊗H → M be as in the proof of Theorem 1.2. Given q ∈ Q and m⊗h ∈ M ⊗H ,
we have that
0= (m⊗ h)q=
∑
(h)
m(h(1)  q)⊗ h(2):
Applying f we get that m(h  q)=
∑
(h) m(h(1)  q)(h(2))= 0 for all m ∈ M and
so h  q ∈ P for all h ∈ H and q ∈ Q. Therefore H  Q⊆P. By Remark 2.1,
H  Q is an H -invariant ideal of R. Finally, let I ⊆P be an H -invariant ideal of R.
Given m ∈ M , h ∈ H and r ∈ I , we have that
(m⊗ h)r=
∑
(h)
m(h(1)  r)⊗ h(2) = 0
because each h(1)  r ∈ I ⊆P and mP=0. Therefore I ⊆Q. In particular, H  Q⊆Q
and our claim is proved.
Replacing R by R=Q and S by (S + Q)=Q, we reduce the proof to the case when
P contains no nonzero H -invariant ideals, Q=0 and so M ⊗ H is a faithful right
R-module. Since any primitive ideal is prime and P contains no nonzero H -invariant
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ideals, we conclude that
R is an H -prime algebra: (6)
Let U ⊃P be an ideal of R. It is enough to show that U =R. To this end suppose that
U ⊆ g P for some g ∈ G(H). Since g acts as an automorphism on R, we conclude
that g−1  U ⊆P⊆U and so
U = g−k  U ⊆ g−k+1  U ⊆ · · ·⊆ g−1  U ⊆U;
where k = |G(H)|. Therefore U =P, a contradiction. We see that U * g P for all
g ∈ G. Now recall that composition factors of M ⊗ H are isomorphic to R-modules
of the form M ⊗ g, g ∈ G(H), by Proposition 2.7. By the above result U * g−1  
P= rR(M ⊗ g) and whence (M ⊗ g)U =M ⊗ g for all g ∈ G(H). Therefore (M ⊗
H)U =M ⊗H . Moreover, N ·U =N for any submodule N of M ⊗H . We now claim
that rR(U )= 0. Indeed, let V = rR(U ). Then
(M ⊗ H)V = [(M ⊗ H)U ]V =(M ⊗ H)(UV )= 0
and so V ⊆ rR(M⊗H)= 0 which proves our claim. Next we claim that V ′= lR(U )= 0.
Indeed, set N =(M ⊗H) ·V ′. Clearly N is a submodule of M ⊗H and N =N ·U =0.
As M⊗H is a faithful R-module, V ′=0 and our claim is proved. Therefore U ∈F(R)
and so by Proposition 2.2 there exists an H -invariant ideal W ∈ F(R) with W ⊆U .
Clearly WH is an ideal of the ring S. Since M ⊗ H is a faithful right R-module, it is
a faithful right S-module as well. Given m ∈ M , h ∈ H and s ∈ S, we have that
(m⊗ h)s=
∑
(h)
m(h(1)  s)⊗ h(2) =
∑
(h)
ms(h(1))⊗ h(2) =ms⊗ h
and so the right S-module M ⊗ h is isomorphic to MS . It now follows from Theorem
1.2 that M ⊗ H is an S-module of <nite length. Applying Lemma 2.10, we conclude
that S is a semiprimary ring. If WH = S, then W =R and so U =R. Assume that
WH ⊂ S. If WH + J (S)= S, then w + j=1 for some w ∈ WH and j ∈ J (S) and
so 1=w(1 − j)−1 ∈ WH forcing WH = S and U =R. In this case there is nothing
to prove. Therefore we may assume without loss of generality that WH + J (S)⊂ S.
Hence (WH + J (S))=J (S) is a proper ideal of the semisimple Artinian ring S=J (S) and
so there exists an idempotent e ∈ S such that WHe is a nilpotent left ideal of S.
Consider now the ring R1 = eRe and set 1 = ee. Clearly R1 is an H -invariant subring
of R with unity e, t  1 = e(t  )e= e and
RH1 = t  eRe= e(t  R)e= eSe= S1:
We now claim that eWe ∈ F(R1). Indeed, clearly eWe is an H -invariant ideal of R1
and so I = rR1 (eWe) is an H -invariant ideal of R1 by Remark 2.1. Therefore WI is
an H -invariant left ideal of R. Since eIe= I , (WI)2 = 0. It now follows from (6) that
WI =0 and so I ⊆ rR(W )= 0. Analogously lR1 (eWe)= 0 and so eWe ∈F(R1). Further,
(eWe)H = t  (eWe)= e(t  W )e= eWHe is a nilpotent ideal of S1 and whence
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lS1 ([eWe] ∩ RH1 ) = 0 contradicting Corollary 2.6. Thus WH = S and P is a maximal
ideal of R.
We now need the following result [22, Proposition 1:6:38]:
Proposition 2.12 (Amitsur’s method). Let H = ∅ be a class of F- algebras such that
for each R ∈ H every direct power of R is in H and R=N(R) satis6es a nonzero
polynomial identity f; where N(R) is the upper nil radical of R. Then
(i) Every algebra in H satis6es a power of f (i.e.; a suitable fk here k may depend
on the algebra):
(ii) If; moreover; all direct products of algebras in H lie in H; then some fk is an
identity of all algebras in H.
Theorem 2.13. Let H be a nonempty class of F-algebras such that the following
conditions are satis6ed:
(i) Every primitive homomorphic image of any algebra from H is a simple ring
with unity.
(ii) The class H is closed under arbitrary Cartesian products.
(iii) If A ∈H and X is a nonempty set; then A[X ]; the algebra of polynomials in X
with coe=cients in A; belongs to H.
Then the class H satis6es some nonzero polynomial identity.
Proof. Let A ∈H and let R be a primitive homomorphic image of A. By assumption
R is a simple ring with unity 1. Let C be the center of R. Clearly C is a <eld. Consider
R[x] as an algebra over C[x]. Let S be the set of all polynomials in C[x] with nonzero
constant term. Clearly S is a multiplicatively closed subset of C[x]. Let B= S−1R[x]
be the localization of R[x] with respect to S. We consider R[x] as a subalgebra of the
C[x]-algebra B. Assume that R is not algebraic over C. We claim that B is a primitive
F-algebra. Indeed, suppose to the contrary that 0 is not a primitive ideal of B. Since
1 ∈ B, B has a primitive ideal, say P. First we show that x ∈ P. To this end, we note
that Q=P ∩ R[x] is a nonzero proper ideal of R[x]. Given f= ∑ni= 0 aixi ∈ R[x], we
set |f|= |{i | ai = 0}|. Pick 0 = g ∈ Q with minimal possible |g|. Write g=
∑
j∈J bjx
j
where each bj = 0. Since R is a simple ring with 1, we may assume, without loss
of generality, that bk =1 for some k ∈ J . We show each bj ∈ C. Assume to the
contrary that bj ∈ C for some j ∈ J . Then bbj − bjb = 0 for some b ∈ R and
so Ng(x)= bg(x) − g(x)b is a nonzero element of Q with | Ng|¡ |g|, a contradiction.
Therefore our claim is proved and so g(x) ∈ C[x]⊆R[x]. If g(x) ∈ S, then P=B, a
contradiction. Hence g(x)= xkq(x) for some q(x) ∈ S and positive integer k. We have
xk = q(x)−1g(x) ∈ P and so (Bx)k ⊆P. As every primitive ideal is prime, we conclude
that x ∈ P. Since x is contained in any primitive ideal of B, x ∈ J (B).
By our assumption R is not algebraic over C and so it contains an element a which
is not algebraic over C. By the above result ax ∈ J (B) and so there exist u(x) ∈ R[x]
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and v(x) ∈ S such that ax + v(x)−1u(x) + axv(x)−1u(x)= 0. That is to say,
axv(x) + u(x) + axu(x)= 0: (7)
Let n=deg(u(x)). Write u(x)=
∑n
i= 0 uix
i and v(x)=
∑m
i= 0 vix
i where m ≥ n, each
ui ∈ R and every vi ∈ C. Since v ∈ S, v0 = 0. It follows from (7) that
u0 = 0;
v0a+ u1 + au0 = 0;
v1a+ u2 + au1 = 0;
...
vn−1a+ un + aun−1 = 0;
vna+ aun =0:
We see that u1 = − v0a, u2 = − v1a + v0a2 and so on. Therefore un =w(a) for some
nonzero polynomial w(x) ∈ C[x] of degree n. Thus 0= vna + aun = vna + w(a)a and
whence a is algebraic over C, a contradiction. Thus B is a primitive algebra.
Consider the ring R[{xs | s ∈ S}] of polynomials over R. Clearly B is a homomorphic
image of R[{xs | s ∈ S}] under the map xs → s−1 ∈ B, s ∈ S. On the other hand
R[{xs | s ∈ S}] is a homomorphic image of A[{xs | s ∈ S}] ∈ H because R is a
homomorphic image of A. Therefore B is a primitive homomorphic image of A[{xs | s ∈
S}] and so B is a simple ring. But Bx is a proper ideal of B, a contradiction. We
conclude that R is algebraic over C and so every primitive homomorphic image of any
algebra from the class H is algebraic over its center.
We now claim that there exists a positive integer n such that any primitive homomor-
phic image of any algebra from H is algebraic of bounded degree ≤ n over its center.
Assume to the contrary that for any positive integer n there exists an algebra An ∈H
with primitive homomorphic image Rn which is not algebraic of bounded degree ≤ n
over its center Cn. We now turn to a slightly diOerent direction; we shall recall the
construction of ultra-product (see [11, Chapter 5]). We set N = {1; 2; : : : ; n; : : :} and
consider the algebra
∏
n∈N Rn as the set of all functions f : N →
⋃
n∈N Rn (such that
f(n) ∈ Rn for all n ∈ N ) with pointwise addition and multiplication. A family T of
subsets of N is called a 6lter on N if ∅ ∈ T and X ∩ Y ∈ T for all X; Y ∈ T. For
example,
T∞= {X ⊆N | |N \ X |¡∞}
is a <lter. A <lter T is called an ultra-6lter if it is not a proper subset of any other
<lter on N . It follows from Zorn’s lemma that every <lter is contained in an ultra-<lter.
Let T be an ultra-<lter on N and set
I =
{
f ∈
∏
n∈N
Rn | {k ∈ N |f(k)= 0} ∈T
}
:
One can easily check that I is an ideal of
∏
n∈N Rn. The factor algebra R=
∏
n∈N Rn=I
is called an ultra-product. From now on we shall assume that T∞⊆T. It follows
from [11, Theorem 5:5] that R is a primitive algebra. Moreover, let = :
∏
n∈N Rn → R
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be a canonical homomorphism. It is easy to see that C = =(
∏
n∈N Cn) is the center of
R. Clearly R is a homomorphic image of
∏
n∈N An ∈ H and so R is algebraic over
C by the above result. By the choice of An, each Rn contains an element an which
is not algebraic of degree ≤ n over Cn. Pick a ∈
∏
n∈N Rn such that a(n)= an for
all n ∈ N . Since R is an algebraic over C, there exists 0 = f(x) ∈ C[x] such that
f(=(a))= 0. Write f(x)=
∑m
i= 0 =(ci)x
i where each ci ∈
∏
n∈N Cn. Then
∑m
i= 0 cia
i ∈
I and so there exists J ∈ T such that ∑mi= 0 ci(j)a(j)i =0 for all j ∈ J . If j ∈ J
with j¿m, then each ci(j)= 0 by the choice of a(j)= aj. Let K = {n ∈ N | n¿m}.
Then K ∈ T∞⊆T and so J ∩ K ∈ T. By the above result each ci(j)= 0 for
all j ∈ J ∩ K . Therefore =(ci)= 0 for all i forcing f=0, a contradiction. Thus our
claim is proved. Therefore every primitive homomorphic image of any algebra from
the class H satis<es a polynomial identity f(x; y)= Stn−1([x; y]; [x2; y]; : : : ; [xn−1; y])
where Stn−1 is the standard polynomial of degree n−1. Given A ∈H, we conclude that
A=J (A) satis<es f(x; y). Set NA=A=N(A). Then J ( NA[t])= 0 by [22, Theorem 1:6:12].
Since NA[t] is a homomorphic image of the algebra A[t] ∈ H, every its primitive
homomorphic image satis<es f(x; y) and so NA[t] satis<es f(x; y) as well. In particular,
A=N(A) satis<es f(x; y) for any A ∈ H. It now follows from Proposition 2.12 that
the class H satis<es some nonzero polynomial identity.
Proof of Theorem 1.4. Tensoring by the algebraic closure of F , we reduce the proof
to the case of pointed Hopf algebras.
Let f(x1; : : : ; xn) be a nonzero multilinear polynomial identity on S. Further, let H
be the class of all H -module algebras U such that U contains 1, an element with
trace 1, and UH satis<es f. Clearly the class H satis<es the conditions (ii) and (iii)
of Theorem 2.13. It follows from Lemma 2.11 that the condition (i) is also ful<lled.
Since R ∈H, by Theorem 2.13 it is a PI algebra. The proof is complete.
We now need the following results:
Theorem 2.14 (Quinn [21, Theorem 1]). Let R be a ring; possibly without identity.
Suppose that U ⊆V ⊆Mn(R) are rings; with U consisting of lower triangular matrices;
and assume that for i=1; 2; : : : ; n;
(i) Veii⊆V;
(ii) eiiUeii = eiiVeii.
Then V is fully integral over U of degree l(n). Here l is a function of n.
Proposition 2.15 (Quinn [20, Proposition 1:2]). Let T ⊇R⊇ S be rings with R Schel-
ter integral (resp. fully integral of degree m) over the subring S. Suppose further that
e ∈ T is an idempotent such that eRe⊆R. Then eRe is Schelter integral (resp. fully
integral of degree m) over eSe.
We are now in a position to prove the last main result of the present paper. Our
proof is based on the existence of the basis {v- | - ∈ N} with properties (a)–(f) in
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pointed Hopf algebras. We note usefulness of such bases in connection with integrality
was <rst recognized in [7, Corollary 3:6], where it was shown that A]H is fully integral
over A.
Proof of Theorem 1.5. Consider A]H as an A-A-bimodule under multiplications
a(b]h)= ab⊗ h and (b]h)a=
∑
(h)
b(h(1)  a)⊗ h(2); a; b ∈ A; h ∈ H:
Next, let N=
⋃n
s= 0Ms and {v- | - ∈N} be as in (a)–(f). We linearly order the set
N=
⋃n
s= 0Ms in such a way that for all 0 ≤ s¡ t ≤ n, - ∈ Ms and / ∈ Mt , we
have that -¿/. Clearly A]H is a free left A-module with basis {1]v- | - ∈N} and
End(A(A]H))=MN(A)= {(a-/)-;/∈N | each a-/ ∈ A};
where MN(A) is the |N| × |N| matrix ring over A and the entries of matrices are
indexed by elements ofN. Given a ∈ A, it determines an endomorphism ?a of A(A]H)
such that
(1]v-)?a =(h-  a)]v- +
∑
/∈Ns−1
(w-/  a)]v/
for all - ∈ N. Clearly the map @ :A → MN(A), given by the rule @(a)=?a, is a
homomorphism of algebras and @(A) consists of lower triangular matrices. Further,
e--MN(A)e-- =Ae-- =(h-  A)e-- = e--@(A)e--
for all - ∈ N, because h- acts as an automorphism on A (here e-- is a matrix unit
of MN(A)). By Theorem 2.14, MN(A) is fully integral over @(A) of degree l(m),
m= |N|.
Next, consider A]H as an A-A]H -bimodule. Since A]H is a faithful right A]H -
module, we may consider A]H as a subalgebra of MN(A)=End(A(A]H)). Clearly
@(a)= a]1 for all a ∈ A. Let e=(1]t)(]1) ∈ A]H . Recall that e= e2 and e(A]H)e=
AHe ∼= AH . Since (1]H)e=Fe, we conclude that e(A]H)e= e(A]1)e= e@(A)e and so
e@(A)e=AHe. By Proposition 2.15,
eMN(A)e is fully integral over e@(A)e=AHe of degree l(m): (8)
Next eMN(A)e=End(A{(A]H)e}) and (A]H)e=(A]1)e is a free left A-module of
rank 1. Indeed, let f :A]H → A be de<ned as in the proof of Theorem 1.2. Clearly f
is a homomorphism of left A-modules and
f((a]1)e)=f

∑
(t)
a(t(1)  )]t(2)

 = a∑
(t)
(t(1)  )(t(2))= a(t  )= a
for all a ∈ A. Therefore f is an isomorphism of left A-modules and so (A]1)e is
a free left A-module of rank 1. De<ne a map B : A → End(A{(A]1)e}) by the rule
[(a]1)e]B(b)= (ab]1)e for all a; b ∈ A. Clearly B is an isomorphism of rings. Given
b ∈ AH , we have that
[(a]1)e]B(b)= (ab]1)e= [(a]1)e](be) for all a ∈ A
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and so B(AH )=AHe. Since B is an isomorphism of rings, B(A)= eMN(A)e and B(AH )=
AHe, we conclude from (8) that A is fully integral over AH of degree l(m). The proof
is now complete.
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