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The inverse Born problem in contextual probability theories: quantum spin and
continuous random variables.
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We revise contextual probability theory and the associated inverse Born problem, solved by the
Quantum-Like Representation Algorithm (QLRA) in case of two discrete random variables. After
pointing out the special feature and limitations of QLRA for two binary random variables, we
generalize the QLRA procedure to solve the inverse Born problem to the case of three binary
random variables. We analyze the quantum spin model in the light of our results and showed that
can be easily obtained from a contextual probability model. We furthermore study the inverse Born
problem in the case of two continuous random variables, exploiting the general idea underlying
QLRA.
I. INTRODUCTION.
Quantum mechanics is an amazing theory that is per-
fectly capable of explaining the results of our current
experiments, however it seems that no one deeply un-
derstands it. Its probabilistic structure is very peculiar
and seems to not fit with the well understood classical
probability theory developed by Kolmogorov. During the
years several efforts had been made comparing quantum
probability with the classical one, and from this compar-
ison some amazing results came out, as the so called no-
go theorems, i.e. von Neumann theorem (1932) [1], Bell
theorem (1966) [2], and Kochen-Specker theorem (1967)
[3], despite other interesting results having been recently
found [4]. They put constrains on the possibility of rep-
resenting a quantum model by means of classical prob-
ability and gives a tool to better understand quantum
probability. Among them the Kochen-Specker theorem
has very important consequences: when compared with
a classical probability model, quantum mechanics turns
out to be contextual [5]. A single classical probability
model is not sufficient to fully describe a quantum sys-
tem, rather a collection of different probability spaces
have to be used. Such a collection takes the name of a
contextual probability model [6] and interestingly enough
it can also be obtained from a classical probability model
(with a single probability space) by a conditioning pro-
cedure [7, 8]. Far more interesting, a procedure to repre-
sent contextual probability models on Hilbert spaces, i.e.
providing a solution for the so called inverse Born Prob-
lem [9], has been proposed. This procedure goes under
the name of the Quantum Like Representation Algorithm
(QLRA) and is typically discussed for a pair of binary
(i.e. with two distinguishable outcomes) random vari-
ables [6–8, 10]. While some generalizations of the QLRA
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to ternary (with three possible outcomes) random vari-
ables [11] or more general discrete random variables [8]
are available, a discussion of the Hilbert space represen-
tation of contextual models with more than two random
variables or continuous random variables is still missing.
In this work we generalize the procedure to the case of
three binary random variables, obtaining the conditions
that contextual probabilities need to satisfy in order to be
consistently represented on a Hilbert space. Interestingly
the constraints that the contextual model should satisfy
are more stringent than the ones needed to just repre-
sent two binary random variables. Despite this, we show
that in the obtained contextual probability model there is
still room to accommodate the quantum mechanical spin
model. We furthermore propose a generalization of the
QLRA procedure to the case of continuous random vari-
ables, discussing possible techniques for the estimation
of the various quantities needed to complete the proce-
dure. Such generalization turns out to be only a partial
solution of the inverse Born problem for two continuous
random variables.
II. CLASSICAL PROBABILITY AND BAYES
THEOREM.
Given a random phenomenon, the classical description
of its probabilistic properties is done by the following pre-
scription. First define a set Ω containing all the elemen-
tary events i.e. the possible outcomes of a measurement.
Then, define the set E of all the composite events that
one could build from the elements of Ω, which is, from
the mathematical point of view, a σ-algebra over Ω. Fi-
nally define a normalized measure P : E → [0, 1] assign-
ing to each event in E a probability of occuring (based
on all the available information). A classical probabil-
ity space is defined as the triple (Ω, E , P ). Within this
model, the observable quantities characterizing the ran-
dom phenomenon are the random variables defined on
Ω, i.e. the functions X : Ω → R. More precisely, in the
classical probabilistic model, the set O of all the possible
2observable quantities (or simply observables) on the ran-
dom phenomenon coincides with the set of all the possible
random variables on Ω.
A very basic but important fact in classical probabil-
ity theory is that logical operations involving two events
commutes. For example, take two events F,G ∈ E , which
can be always thought as two subsets of Ω. It is well
known that the logical conjunction (∧) and disjunction
(∨) of two events can be represented by the intersec-
tion ∩ and union ∪ of the two corresponding sets which
are commutative [12]. In particular F ∩ G = G ∩ F ,
which at the level of the probability measure implies that
P (F ∩ G) = P (G ∩ F ). Similar considerations hold for
the union of two events. In classical probability, the con-
ditional probability is defined by means of
P (F |G) := P (F ∩G)
P (G)
, (1)
with P (G) > 0. Assuming also P (F ) > 0, the commu-
tativity of the intersection implies that P (F |G)P (G) =
P (G|F )P (F ), which is the well known Bayes theorem.
Suppose we have a collection of sets {Fn}n∈I such that⋃
n∈I Fn = Ω. Clearly P (Fn|G)P (G) = P (G|Fn)P (Fn)
holds for any n ∈ I, providing that all the events Fn and
the event G have positive probabilities. Summing over n
on both sides, we get
P (G) =
∑
n∈I
P (G|Fn)P (Fn) (2)
which is the so called law of total probability. We empha-
size how much this result depends on the commutativity
of the intersection Fn ∩G = G ∩ Fn, and so on the com-
mutativity of the logical operation on the events. This
can be considered as signature of classicality in the prob-
abilistic description.
III. CONTEXTUAL PROBABILITY AND THE
INVERSE BORN PROBLEM.
We stated in the introduction that a contextual proba-
bility model can be understood as a collection of different
probability spaces. Here we clarify the statement giving a
short review on the basic concepts underlying contextual
probability models and we then explain the connection
between contextual probability models and the inverse
Born problem.
Let us label by c a set of specific conditions that must
be realized to verify the specific situation in which a prob-
ability measure Pc characterizes a random phenomenon.
The set of conditions labeled by c is called context. We
stress the fact that the nature of the context is not impor-
tant for the contextual model. The conditions defining
a context can be of whatever nature. For example, in
physics a context may be determined by an experimental
set up, in social science a context may be the personal
history experienced by one or more individuals [10]. La-
bel with C the set of all the possible contexts which can
be realized in the study of a random phenomenon. Let O
be the set of all the observables and P := {PAc }c∈C,A∈O
be a collection of probability measures. A contextual
probability model is the triple (C,O,P). Let A ∈ O be
an observable of a random phenomenon and σ(A) the set
of all the possible values that A may assume[14]. For any
A ∈ O and PAc ∈ P , the quantity PAc (α) ∈ [0, 1] is the
contextual probability to find A = α when we are in the
context c. The expectation value of A in the context c is
given by the standard formula
Ec[A] =
∑
α∈σ(A)
αPAc (α).
Now let B ∈ O be another observable and σ(B) the
set of all the possible values that B may assume. The
conditional probability P (β|α) to have B = β given
A = α can be introduced by using a special family of
contexts {c(α)}α∈σ(A), called α-selection contexts. Such
family of contexts is characterized by the property that
PA
c(α)(α
′) = δα,α′ , which means that, in the context c(α),
the probability of finding A = α is one and, consequently,
the probability of finding A 6= α is zero. One typically as-
sume that in a contextual probability model, such family
of contexts exists for any observable in O. With this in
hand one can define the conditional probability P (β|α)
as [6]
P (β|α) := PBc(α)(β). (3)
We stress the fact that this definition of the conditional
probability is not in general equivalent to (1), hence we
do not expect that Bayes theorem to hold to the general
case. An important consequence of this fact is that the
law of total probability described by Eq. (2) cannot be al-
ways applied for a generic contextual probability model.
This crucial feature, distinguishing a contextual proba-
bility model from the classical model, is mathematically
described by the following modified law of total proba-
bility for the observables A,B ∈ O:
PBc (β) =
∑
α∈σ(A)
P (β|α)PAc (α) + δ(β|A, c). (4)
where in the first term on the r.h.s. one recognizes the
ordinary law of total probability, while δ(β|A, c) is called
coefficient of B|A-supplementarity for the context c and
quantify the violation with respect to (2) in the given
contextual probability model for the specific observables
and context.
We would like to stress on the fact that, even if con-
textual probability models seem very different from the
classical one, it is always possible to derive a contex-
tual probability model from a classical probability space
(Ω, E , P ) by conditioning it [7, 8]. Indeed, given a clas-
sical probability space (Ω, E , P ) a context can be un-
derstood as an event in E , and the α-selection context
as the event c(α) = {A = α}. In this way, the con-
textual probabilities can be written as ordinary condi-
tional probability Pc(·) = P ( · |c) = P (· ∩ c)/P (c) for
3any c ∈ C ⊂ E , and P (β|α) is given by eq. (1). How-
ever P (β|α)PAc (α) 6= P (α|β)PBc (β) and so the standard
law of total probability is violated[15]. To avoid confu-
sion with the conditional/contextual probabilities Pc, we
refer to P (β|α) with the term transition probability.
The possibility to embed a contextual probability
model in a "bigger" classical probabilistic model is a
known fact (see [13], Th. 7) however only recently a pro-
cedure to represent a specific class of contextual prob-
abilistic models on a Hilbert space has been proposed
[6–8]. This procedure goes under the name of Quantum
Like-Representation Algorithm (QLRA). QLRA solves
the inverse Born problem, defined in [9] as follows:
“To construct a representation of probabilistic data by
complex probability amplitudes that match Born’s rule. ”
More precisely, starting from Eq. (4) relating the proba-
bility distributions of two observables A and B (which
can be derived from some set of probabilistic data),
QLRA gives:
i) the vector |ψc〉 on a Hilbert space H such that
PAc (α) = |〈α|ψc〉|2 and PBc (β) = |〈β|ψc〉|2,
where PAc (α) and P
B
c (β) are the contextual prob-
ability of A = α and B = β, respectively, while
{|α〉}α∈σ(A) and {|β〉}β∈σ(B) are two different or-
thonormal basis of H;
ii) the representation of the observables A and B on
H by means of two operators
Aˆ =
∑
α∈σ(A)
α|α〉〈α| and Bˆ =
∑
β∈σ(B)
β|β〉〈β|,
such that Ec[A] = 〈ψc|Aˆ|ψc〉 and Ec[B] =
〈ψc|Bˆ|ψc〉.
From (i) and (ii) one may understand why the QLRA
can be interesting in the field of foundations of quantum
mechanics. It is indeed capable to derive key features
of the quantum formalism that in the theory must be
postulated. However QLRA is able to give an ordinary
(in the sense of quantum mechanics) Hilbert space repre-
sentation only for a particular class of contexts, called
trigonometric (defined in the next section), in which
the two observables A and B are symmetrically condi-
tioned [6, 9],i.e.
P (α|β) = P (β|α). (5)
In the next section we briefly introduce the QLRA for bi-
nary observables in trigonometric contexts under the as-
sumption of symmetrically conditioned transition prob-
ability. The more general case of random variable with
n > 2 different outcomes can be found in [6, 8, 11].
IV. QLRA FOR BINARY OBSERVABLES.
Given a contextual probability model (C,O,P) and
two binary random variables A,B ∈ O, i.e. σ(A) =
{α1, α2} and σ(B) = {β1, β2}, equation (4) can be rewrit-
ten as
PBc (β) =
∑
α∈σ(A)
P (β|α)PAc (α)
+ 2λ(β|A, c)
√ ∏
α∈σ(A)
P (β|α)PAc (α), (6)
where
λ(β|A, c) := δ(β|A, c)
2
√∏
α∈σ(A) P (β|α)PAc (α)
. (7)
A context c is said to be trigonometric if |λ(β|A, c)| 6 1
for all β ∈ σ(B). Indeed in this case λ(β|A, c) can be
written as a function of a probabilistic angle θ(β|A, c) by
means of trigonometric functions. In particular,
θ(β|A, c) := arccos(λ(β|A, c)). (8)
Note that angle θ(β|A, c) defined by (8) is well defined if
PAc (α) > 0 for all α ∈ σ(A) and, when this happens, the
context c is said to be A-non-degenerate. After having
introduced the trigonometric contexts we move to resume
the QLRA for binary observables. The QLRA is based
on the following identity:
X2 + Y 2 + 2XY cos(θ) = |X + eiθY |2. (9)
Exploiting the above equation one is able to define the
function
ψc(β) :=
√
P (β|α1)PAc (α1)+eiθ(β|A,c)
√
P (β|α2)PAc (α2),
(10)
which satisfies PBc (β) = |ψc(β)|2 for all β ∈ σ(B). This
function resembles a standard wave function in QM and
its structure is completely determined by the probabilis-
tic set of data. However some more steps are needed
in order to have the contextual probability model repre-
sented in the Hilbert space C2. One first needs to define
the vectors
|β1〉 :=
(
1
0
)
and |β2〉 :=
(
0
1
)
. (11)
associated to the observable B, which form an orthonor-
mal basis of C2. Exploiting this basis one can now define
the vector in C2 associated to the function (10) describ-
ing the context c:
|ψc〉 :=
∑
β∈σ(B)
ψc(β)|β〉 =
(
ψc(β1)
ψc(β2)
)
. (12)
Note that, if 〈·|·〉 denotes the ordinary scalar product in
C2, one has that PBc (β) = |〈β|ψc〉|2. With this in hand is
4it now easy to see that the contextual expectation value
of B can be computed as
Ec[B] :=
∑
β∈σ(B)
β|ψc(β)|2 = 〈ψc|Bˆ|ψc〉
where Bˆ is an operator acting on C2 defined as
Bˆ =
∑
β∈σ(B)
β|β〉〈β|. (13)
Summarizing, the procedure above returns the vector
|ψc〉 ∈ C2 and the operator Bˆ that completely charac-
terize the observable B on the Hilbert space C2. What is
left is to construct a representation of the observable A
in C2 such that (i) and (ii) are satisfied. Equations (10)
and (12) suggest that we can define the vectors
|α1, c〉 :=
(√
P (β1|α1)√
P (β2|α1)
)
and
|α2, c〉 :=
(
eiθ(β1|A,c)
√
P (β1|α2)
eiθ(β2|A,c)
√
P (β2|α2)
)
, (14)
which are associated to the observable A in the basis
of the observable B. It is important to notice that in
this case, on the contrary to (11), the vectors |α, c〉 may
depend on the specific context. Using these vectors, (10)
and (14), one is allowed to rewrite |ψc〉 ∈ C2 as
|ψc〉 =
(
ψc(β1)
ψc(β2)
)
=
(√
P (β1|α1)PAc (α1) + eiθ(β1|A,c)
√
P (β1|α2)PAc (α2)√
P (β2|α1)PAc (α1) + eiθ(β2|A,c)
√
P (β2|α2)PAc (α2)
)
=
√
PAc (α1)|α1, c〉+
√
PAc (α2)|α2, c〉 =:
∑
α∈σ(A)
ψc(α)|α, c〉.
(15)
Rewriting the vector |ψc〉 in this form suggests that |α, c〉
are good candidates for the basis of A. However, to com-
pletely solve the inverse Born problem we have to be sure
that (i) and (ii) are satisfied. From the above expression
it is easy to see that the square modulus of the compo-
nent of |ψc〉 in the direction |α, c〉 coincides with PAc (α).
Consequently (i) and (ii) holds if the vectors in (14) form
an orthonormal basis. In [6] it is proven that orthonor-
mality of the vectors in (14) is guaranteed iff we assume
transition probability P (α|β) to be symmetrically condi-
tioned. The proof presented there is based on the fact
that the matrix
UˆAB =
(〈β1|α1, c〉 〈β2|α1, c〉
〈β1|α2, c〉 〈β2|α2, c〉
)
=
( √
P (β1|α1)
√
P (β2|α1)
eiθ(β1|A,c)
√
P (β1|α2) eiθ(β2|A,c)
√
P (β2|α2)
)
,
(16)
mapping the basis |βi〉 into |αi, c〉, is unitary iff the
transition probabilities P (α|β) are symmetrically condi-
tioned. Indeed the unitarity of UˆAB and orthonormal-
ity of {|β〉}β∈σ(B) are necessary and sufficient conditions
for the orthonormality of {|α, c〉}α∈σ(A), since the scalar
product is preserved under unitary transformations.
Summarizing, when condition (5) holds, the vectors
in (14) form an orthonormal basis on C2 , PAc (α) =
|〈α|ψc〉|2 and
Ec[A] =
∑
α∈σ(A)
α|ψc(α)|2 = 〈ψc|Aˆ|ψc〉
where
Aˆ =
∑
α∈σ(A)
α|α, c〉〈α, c|. (17)
allowing the representation A on the same C2 in which
B is represented.
It is important to stress that if A and B are symmet-
rically conditioned random variables, the following prop-
erties are satisfied [6]:
a) the matrix of transition probabilities P(A|B) :=
[P (β|α)]β∈σ(B),α∈σ(A) is doubly stochastic, that in
the case of binary random variables reduces to
P (β|α) = 1/2.
b) the two phases θ(β1|A, c) and θ(β2|A, c) are such
that
eiθ(β1|A,c) = −eiθ(β2|A,c); (18)
c) the dependence of |α, c〉 on the context c is removed,
i.e. |α, c〉 = |α〉.
Condition (c) is very important because guarantees that,
once the Hilbert space is fixed by the observable B, it is
possible to represent the observableA in the same Hilbert
space and its representation will not depend on the con-
text c. Instead conditions (a) and (b) allow us to sim-
plify eq. (14). Indeed, exploiting (a) and (b) and calling
θ = θ(β1|A, c), the A basis in Eq. (14) can be rewritten
as
|α1〉 = 1√
2
(
1
1
)
and |α2〉 = e
iθ
√
2
(
1
−1
)
. (19)
Consequently the change of basis matrix UˆAB takes form
UˆAB =
1√
2
(
1 1
eiθ −eiθ
)
, (20)
which can be used to show that the diagonal matrix Aˆ,
representing the observable A, is not in general diagonal
in the basis of B. Indeed,
Aˆ = Uˆ †AB
(
α1 0
0 α2
)
UˆAB =
1
2
(
α1 + α2 α1 − α2
α1 − α2 α1 + α2
)
.
(21)
5This is an important fact because shows the non commu-
tativity of the two observables, i.e. [Aˆ, Bˆ] 6= 0, outlining
the non-classicality of the contextual probabilistic model.
Equation (21) also shows that the matrix representing
A in the basis of B must be real, suggesting that QLRA
applied on two binary random variables is not able to
reproduce operators with complex entries. We also note
that the state |ψc〉 has only real components in the |α〉-
basis. These two features characterize the QLRA, and
are consequences of definition (19) given for the |α〉-basis,
as observed in [6]. One may be tempted to modify def-
inition (19) to remove this restriction of the algorithm,
however any modification of QLRA will not allow the
Hilbert space representation of the probabilistic model to
be completely specified by the probabilistic data set. For
example one could perform the transformation θ → θ−ω
in the |α〉-basis to obtain a new orthonormal basis,
|α1〉′ = |α1〉 and |α2〉′ = e−iω|α2〉. (22)
and a new matrix of the change of basis, i.e.
UˆωAB =
1√
2
(
1 1
ei(θ−ω) −ei(θ−ω)
)
. (23)
It is not difficult to verify that the representation of the
operator Aˆ in the |β〉-basis is not changed by the trans-
formation. However the representation of the vector (15)
is changed. In particular |ψc〉 is given by,
|ψc〉 =
√
PAc (α1)|α1〉′ +
√
PAc (α2)e
iω |α2〉′. (24)
Showing that in the new basis (22) the |ψc〉 vector can
have complex amplitudes. However, one immediately no-
tices that the freedom of the choice of ω is completely
arbitrary, meaning that this degree of freedom is irrele-
vant for the probabilistic model under consideration. We
will show in the next sections how, the introduction of a
third observable can lead to observables represented by
operators with complex entries.
V. QLRA FOR THREE BINARY
OBSERVABLES.
Suppose we have a contextual probability
model (C,O,P) with three binary observables
A,B,C ∈ O, pairwise symmetrically conditioned with
σ(A) = {α1, α2}, σ(B) = {β1, β2} and, σ(C) = {γ1, γ2}.
We can apply the standard QLRA procedure to all
different pairs of the three observables.
We first apply QLRA to the pair (B,A) to obtain
the wave vector |ψc〉 representing the context c, the |α〉
and |β〉 basis (see previous section) of the Hilbert space
C
2, the change of basis matrix UˆAB and the operators
Aˆ =
∑
i αi|αi〉〈αi| and Bˆ =
∑
i βi|βi〉〈βi| representing
the observables A and B on C2. We then apply QLRA
to (C,A) pair[16] to obtain a new wave vector |ψ˜c〉, two
new basis |α˜〉 and |γ〉 connected by the matrix of the
change of basis UˆAC(see eq. (20) where the β’s are re-
placed by the γ’s and θ by φ = φ(γ1|A, c)), and the
operators Aˆ′ =
∑
i αi|α˜i〉〈α˜i| and Cˆ =
∑
i γi|γi〉〈γi| rep-
resenting the observables A and C on the Hilbert space
C2. We notice that the representation of the wave vector
|ψ〉c in the |α〉-basis, i.e.
|ψc〉 =
√
PAc (α1)|α1〉+
√
PAc (α2)|α2〉 =:
∑
α∈σ(A)
ψc(α)|α〉,
(25)
and the representation of the wave vector |ψ˜c〉 in the |α˜〉-
basis, i.e.
|ψ˜c〉 =
√
PAc (α1)|α˜1〉+
√
PAc (α2)|α˜2〉 =:
∑
α∈σ(A)
ψc(α)|α˜〉,
(26)
have exactly the same structure [17]. Because of this we
may assume
|α1〉 = |α˜1〉 and |α2〉 = |α˜2〉, (27)
implying |ψc〉 = |ψ˜c〉. Under this assumption we are
allowed to construct the transformation matrix (WˆCB)
connecting |β〉-basis and |γ〉-basis, as the product of the
Uˆ †AC time the UˆAB matrix, i.e.
WˆCB = [UˆAC ]
†UˆAB =
(
w1 w2
w2 w1
)
(28)
where
w1 :=
1 + ei(θ−φ)
2
, w2 :=
1− ei(θ−φ)
2
(29)
and, from that, obtain{
|γ1〉 = w1|β1〉+ w2|β2〉
|γ2〉 = w2|β1〉+ w1|β2〉.
(30)
Interestingly the coefficients that connect the |γ〉-basis
to the |β〉-basis are functions of the probabilistic angle θ
describing the pair (B,A) and the probabilistic angle φ
describing the pair (C,A). This fact imposes constraints
on the probabilistic model that allows a representation
of three observables in Hilbert space through QLRA as
we see next. Let us calculate P (β|γ) = |〈β|γ〉|2. With
the help of Eq. (30) we obtain
P (β1|γ1) = P (β2|γ2) = |w1|2 = cos2((θ − φ)/2)
P (β1|γ2) = P (β2|γ1) = |w2|2 = sin2((θ − φ)/2) (31)
showing that the matrix P (β|γ) must be symmetrically
conditioned and consequently doubly stochastic. Dou-
ble stochasticity for binary random variables implies that
P (β|γ) = 1/2, that replaced in eq. (31) gives
cos2
(
θ − φ
2
)
= sin2
(
θ − φ
2
)
=
1
2
, (32)
6condition satisfied iff
θ(β1|A, c)− φ(γ1|A, c) = pi
2
mod 2pi. (33)
Let us turn our attention on the state vector |ψc〉.
The QLRA applied to the pair (C,A) leads to |ψc〉 =∑
i ψc(γi)|γi〉 with
ψc(γ1) =
√
PAc (α1) +
√
PAc (α2)e
iφ
√
2
,
ψc(γ2) =
√
PAc (α1)−
√
PAc (α2)e
iφ
√
2
. (34)
Exploiting eq. (30) we can rewrite the state-vector in
|β〉-basis, i.e. |ψc〉 =
∑
i ψc(βi)|βi〉 and obtain
ψc(β1) = w
∗
1ψc(γ1) + w
∗
2ψc(γ2),
ψc(β2) = w
∗
2ψc(γ1) + w
∗
1ψc(γ2). (35)
Performing the square modulus of the first equation in
(35) and making use of Pc(β) = |ψc(β)|2 and P (β|γ) =
|〈β|γ〉|2 we obtain:
PBc (β1) = |w∗1ψc(γ1) + w∗2ψc(γ2)|2
=
2∑
i=1
P (β1|γi)PCc (γi) + 2ℜ [w1w∗2ψc(γ1)∗ψc(γ2)]
=
2∑
i=1
P (β1|γi)PCc (γi) +
√
PAc (α1)P
A
c (α2) sin(φ) (36)
where for the last line we used eqs. (29), (34) and (33).
We then write the contextual law of total probability for
the pair (B,C) i.e.
PBc (β1) =
∑
γ∈σ(C)
P (β1|γ)PCc (γ)
+ 2 cos(χ(β1|C, c))
√ ∏
γ∈σ(C)
P (β1|γ)PCc (γ).
(37)
and by comparison between eq. (36) and eq. (37) we ob-
tain:
cos(χ(β1|C, c)) =
√
PAc (α1)P
A
c (α2)
PCc (γ1)P
C
c (γ2)
sin(φ(γ1|A, c))
=
√
PAc (α1)P
A
c (α2)
PCc (γ1)P
C
c (γ2)
cos(θ(β1|A, c)),
(38)
where on the last step we used the relation (33) among
the probabilistic angles and P (β1|γ1) = P (β1|γ2) = 1/2.
Essentially equivalent condition can be obtained starting
from the second equation of (34). Equation (38) gives a
condition that probabilistic angles and contextual prob-
abilities must satisfy in order to allow a consistent rep-
resentation of the three binary observables in the same
Hilbert space. To conclude this section is interesting to
rewrite the matrix representing the operator Cˆ in the
|β〉-basis. With help of WˆCB we obtain
Cˆ = Wˆ †CB
(
γ1 0
0 γ2
)
WˆCB
=
(|w1|2γ1 + |w2|2γ2 (γ1 − γ2)w∗1w2
(γ1 − γ2)w1w∗2 |w2|2γ1 + |w1|2γ2
)
.
(39)
This equation shows that the operator Cˆ in β-basis is in
general represented by a complex matrix. It is impor-
tant to observe that the entries of the matrix in eq. (39)
can be fully determined by the probabilistic data at our
disposal, meaning that the complexity of the matrix is a
consequence of some specific feature of the probabilistic
model. We stress that this procedure cannot be equiv-
alent to apply the QLRA directly to the couple (C,B)
because, the standard QLRA procedure do not allow for
complex entries in the operator C when represented in
the |β〉-basis, meaning that, in the case of more than two
observables, we cannot solve the inverse Born problem
just "naively" applying the QLRA.
The procedure proposed in this section shows that a
contextual probabilistic model allows for a complex rep-
resentation of the observables in Hilbert space, when
more than two observables are present. It also shows that
a representation of three observables can be obtained by
iteratively applying QLRA among two of the three pairs
of the observables. However the procedure does not allow
a representation of generic contextual probability model.
Indeed, for the procedure to work, we need the contexts
c to be trigonometric for any possible pairing of observ-
ables and observables to be pairwise symmetrically con-
ditioned, as in the standard QLRA for two observables,
but we also need the contextual probabilities to satisfy
the relation in eq. (38). Even if all of these conditions
seems very restrictive, we show in the next section that
the class of contextual probability models allowing for a
consistent representation of three observables in Hilbert
space is general enough to reproduce quantum spin, an
important model in the field of quantum theory.
A. Example: the quantum spin.
In this section we show how the procedure developed in
the previous section is able to reproduce quantum spin.
We will show that the QLRA for three observables de-
veloped in the previous section is able to reproduce the
Pauli matrices and furthermore allows for a generic spin
state |ψc〉 describing the context.
Suppose that θ − φ = −pi/2 and the eigenvalues of A,
B and C are respectively
β1 = −β2 = 1, α1 = −α2 = 1, γ1 = −γ2 = 1. (40)
Using (13), (21), (39) and (29) one obtains
Bˆ =
(
1 0
0 −1
)
, Aˆ =
(
0 1
1 0
)
, Cˆ =
(
0 i
−i 0
)
.
7that respectively are σz, σx and σy Pauli matrices. What
is left to check is if the state |ψc〉, describing the con-
text, is represented by a generic state and not only by
a restricted class of states. We recall that given a basis
{|v1〉, |v2〉} the most general state for a two-level system
takes the following form
|ψ〉 = G|v1〉+
√
1−G2eiF |v2〉,
where G ∈ [0, 1] and F ∈ [0, 2pi], up to an overall phase.
The representation |ψc〉 of the context in the |β〉 and |γ〉-
basis can be evidently written in this form, but |ψc〉 is
purely real if represented in |α〉-basis, as one can see from
eq. (25). This fact seems to suggest that the context is
described by only the wave vectors that are purely real
in the |α〉-basis. However, this problem can be easily
overcome applying the transformation in (25) in both
of the pairs (B,A) and (C,A) described in the previous
section, i.e. θ → θ − ω and φ→ φ− ω, with the price of
a free parameter ω to be fixed.[18] A reasonable choice
to fix the free parameter is ω = θ. Indeed under this
assumption one obtains a representation of the |α〉-basis
independent of the contextual probabilities PAc . Looking
at (19), we can see that the presence of θ implies that the
|α〉-basis depends on the contextual probabilities PAc [19],
but after the transformation in (25) and assuming ω = θ
the new |α〉-basis becomes:
|α1〉 = 1√
2
(
1
1
)
and |α2〉 = 1√
2
(
1
−1
)
. (41)
The equation not only shows that the |α〉-basis is now in-
dependent of the contextual probability PAc but it is also
the standard representation of the σx eigenvectors. It is
easy to check from eq. (11) that the |β〉-basis also gives
the standard representation of the σz eigenvectors, but
the |γ〉-basis does not give the standard representation
of the σy eigenvectors. Indeed from (29) and (30) with
θ − φ = −pi/2 we obtain
|γ1〉 = ζ|y+〉, |γ2〉 = ζ∗|y−〉,
with ζ := e−i
pi
4 and
|y+〉 = 1√
2
(
1
i
)
, |y−〉 = 1√
2
(
1
−i
)
,
are the σy eigenvectors in the standard representation.
Hence |γ1〉 and |γ2〉 are equal up to a phase factor to the
standard eigenvectors of σˆy . The presence of this phase
factor does not seem to alter the probabilistic description
of the spin model, however its origin is not completely
understood by the authors and remains a curious fact
that needs to be investigated in the future.
VI. QLRA FOR CONTINUOUS RANDOM
VARIABLES
In this section we attempt to extend QLRA to the
case of continuous random variables. We work under
the assumption that the probability distribution involved
admits density with respect to the Lebesgue measure. As
we will see, we do not solve the inverse Born problem
stated in section III, rather a weaker version of it. By
this we mean that we can only provide a solution of the
point ii) of the inverse Born problem, while the wave
vector can be determined only up to a local phase factor.
We start by writing the continuous version of the law
of total probability (4). Given a contextual probability
space (O, C,P), two continuous observables A,B ∈ O
and a context c ∈ C, the continuous law of total proba-
bility can be written as
ρBc (b) =
∫
p(a|b)ρAc (a)da+ ω(b|A, c). (42)
Wthere p(b|a), ρBc (b) and ρAc (a) are respectively the tran-
sition probabilities density and the contextual probability
densities of B and A in the context c and ω(b|A, c) mea-
sures the violation of the (continuous variant of) Bayes
theorem in the contextual probability model and we call
it supplementarity density. We aim to define a vector
|ψc〉 in some Hilbert space H and two generalized basis
{|α〉} and {|β〉} such that:
|〈a|ψc〉|2 = ρAc (a), |〈b|ψc〉|2 = ρBc (b) , |〈a|b〉|2 = p(a|b)
(43)
and ∫
|a〉〈a|da =
∫
|b〉〈b|db = IˆH
〈a|b〉 = 〈b|a〉∗,
〈a|a′〉 = δ(a− a′),
〈b|b′〉 = δ(b− b′).
(44)
The requirement |〈a|b〉|2 = p(a|b) combined with 〈a|b〉 =
〈b|a〉∗ force us to assume A and B to be symmetrically
conditioned, i.e. p(b|a) = p(a|b). Indeed from these two
conditions we can immediately obtain p(a|b) = |〈a|b〉|2 =
|〈b|a〉|2 = p(b|a). Calling ψc(a) = 〈a|ψc〉 we can write:
|ψc〉 =
∫
ψc(a)|a〉da =
∫
|ψc(a)|eiξc(a)|a〉da (45)
where ξc(a) is a phase function that must be determined
through the available statistical data. Under the assump-
tions that ρBc (b) = |〈b|ψc〉|2 and {|a〉} is a generalized
basis fulfilling (44), we can write:
ρBc (b) = 〈ψ|b〉〈b|ψ〉
=
∫
da
∫
da′〈ψ|a〉〈a|b〉〈b|a′〉〈a′|ψ〉
=
∫
da
∫
da′|ψc(a)||ψc(a′)|
×
√
p(a|b)p(a′|b)ei[ξc(a′)−ξc(a)+η(a,b)−η(a′,b)]
where in the last line we have used the fact that 〈a|b〉 =√
p(a|b)eiη(a,b) where η(a, b) is a phase function that
8should be fixed by statistical data. Exploiting (43) and
the symmetry of
√
p(a|b)p(a′|b)ρAc (a)ρAc (a′), we can re-
arrange this equation as:
ρBc (b) =
∫
dap(b|a)ρAc (a)
+
∫
da
∫
da′[1−δ(a−a′)]
√
p(a|b)p(a′|b)ρAc (a)ρAc (a′)eiθb(a,a
′|c)
(46)
with
θb(a, a
′|c) := ξc(a′)− ξc(a) + η(a, b)− η(a′, b). (47)
Comparing Eq. (46) with Eq. (42) we obtain
ω(b|A, c) =∫
da
∫
da′[1−δ(a− a′)]
√
p(a|b)p(a′|b)ρAc (a)ρAc (a′)eiθb(a,a
′|c).
(48)
If we now assume that
1
2
√
p(a|b)p(a′|b)
δ
δ
√
ρAc (a)
δ
δ
√
ρAc (a
′)
ω(b|A, c) ∈ [−1, 1].
(49)
we can reverse Eq. (48) and obtain an explicit expression
for θb(a, a
′|c) in function of the statistical data of our
disposal (see Appendix A for further details), i.e.
θb(a, a
′|c) =

0 if a = a′
arccos
(
1
2
√
p(a|b)p(a′|b)
δ
δ
√
ρA
c
(a)
δ
δ
√
ρA
c
(a′)
ω(b|A,c)
)
if a 6= a′
(50)
Note that eq. (49) is the continuous equivalent of the
trigonometric context condition (7) used in the case of
binary and discrete random variables. However eq. (50)
is not enough to solve the inverse Born problem as defined
in section III. It does not allow all the free parameters
of the model to be fixed from the the probabilistic data.
Nevertheless we can still solve a weaker version of the
inverse Born problem under the further assumption that
the wave-function |ψc〉 is real in the |α〉-basis, i.e.
|ψc〉 =
∫ √
ρAc (a)|a〉da, (51)
which means that ξc(a) = 0 for all a ∈ σ(A). Note that
this assumption corresponds to eq. (15) in the binary
case. This assumption simplifies eq. (50) as
θb(a, a
′|c) := η(a, b)− η(a′, b), (52)
and the observable B, whose representing operator is di-
agonal in the |b〉-basis, can be represented in |a〉-basis
as
Bˆ :=
∫
b|b〉〈b|db =
∫ ∫ (∫
dbb〈a|b〉〈b|a′〉
)
|a〉〈a′|dada′
=
∫ ∫
β(a, a′)|a〉〈a′|dada′,
where the matrix elements β(a, a′) are given by
β(a, a′) =
∫
b
√
p(a|b)p(a′|b)ei(η(a,b)−η(a′,b)db
=
∫
b
√
p(a|b)p(a′|b)eiθb(a,a′)db.
As one can see these matrix elements can be computed
using (50) and are completely determined by the sta-
tistical data of our probabilistic model. Exploiting the
representation of |ψc〉 and Bˆ in the |a〉-basis we can then
compute the expectation values of B. Similarly we can
compute the matrix elements and expectation value of Aˆ
representing the observable A. The proposed continuous
generalization of QLRA is not able to produce a fixed
representation of the contextual probability model in the
Hilbert space. Indeed, inserting an identity in (45), the
wave vector in the |b〉-basis is
|ψc〉 =
∫
ψc(b)|b〉db
with
ψc(b) =
∫
da
√
p(a|b)ρc(a)eiη(a,b).
But the method here proposed is only able to relate the
difference η(a, b) − η(a′, b) to the supplementarity den-
sity ω(b|A, c) which can be estimated from the proba-
bilistic data. Meaning that the wave vector |ψc〉 cannot
be completely determined by probabilistic data with the
proposed procedure. However, this representation can
still be used to compute the expectation values of the A
and B observables. Even if this procedure solves a weak
version of the inverse Born problem, eq. (50) is quite
cumbersome and it is not generally clear how to perform
functional derivative over the the supplementarity den-
sity. In the next section we attempt to solve this problem,
using the introduction of new observables.
A. The role of additional random variables
The beauty of the ordinary QLRA is the simplicity
with which is able to construct a quantum like repre-
sentation from the statistical data [10]. However, the
continuous generalization of the QLRA here presented
does not seem to share the same property. In particular
it seems rather cumbersome to estimate the functional
dependence (crucial for the computation of (50)) of the
supplementarity density from the statistical data, .
A strategy for the estimation of (50) may be the fol-
lowing. By definition we have
ω(b|A, c) = ρBc (b)−
∫
p(b|a˜)ρAc (a˜)da˜,
from which we obtain the fact that the functional deriva-
tive with respect to
√
ρAc (a) and
√
ρAc (a
′) with a 6= a′
9over ω(b|A, c) can be written as
δ
δ
√
ρAc (a)
δ
δ
√
ρAc (a
′)
ω(b|A, c) = δ
δ
√
ρAc (a)
δ
δ
√
ρAc (a
′)
ρBc (b)
Thus the problem of computing (50) reduces to the com-
putation of the second functional derivative of ρBc (b). In
order to compute the r.h.s of this equation we can con-
sider two more observables, X,Y ∈ O, which are related
to A and B through the law of total probability (42).
Exploiting the chain rule for functional derivatives we
rewrite equation above as
δ
δ
√
ρAc (a)
δ
δ
√
ρAc (a
′)
ω(b|A, c)
=
∫
dx
∫
dy
δ
√
ρXc (x)
δ
√
ρAc (a)
δ
√
ρYc (y)
δ
√
ρAc (a
′)
δ
δ
√
ρXc (x)
δ
δ
√
ρYc (y)
ρBc (b).
(53)
The r.h.s term of this equation can now be computed by
exploiting the law of total probabilities that relates A,
B, X and Y . Exploiting the law of total probability that
relates X to A we obtain
δ
√
ρXc (x)
δ
√
ρAc (a)
=
1
2
√
ρXc (x)
[
p(x|a)
√
ρAc (a) +
δω(x|A, c)
δ
√
ρAc (a)
]
and a similar result holds also for
δ
√
ρY
c
(y)
δ
√
ρA
c
(a′)
. To com-
pute the second functional derivative of ρBc (b) in eq. (53),
we proceed as follows. We write ρBc (b) = (
√
ρBc (b))
2,
we then use the law of total probability associated to
the observable X to rewrite one of the
√
ρBc (b) and the
law of total probability associated to the observable Y to
rewrite the other
√
ρBc (b) on the equation, to obtain
δ
δ
√
ρXc (x)
δ
δ
√
ρYc (y)
ρBc (b) =
1
4ρBc (b)
[
p(b|x)
√
ρXc (x) +
δω(b|X, c)
δ
√
ρBc (b)
][
p(b|y)
√
ρYc (y) +
δω(b|Y, c)
δ
√
ρYc (y)
]
(54)
We now have to compute the functional derivative of the
other four supplementarity densities, in order to do so
we can iterate the method. Iterating the method will
produce an infinite series and it is not clear if it can
be truncated at a certain step. Another possibility is
that we could assume that the two observables X and
Y are such that the functional derivatives that appear
in eq. (54) are identically zero (this would happen, for
instance, if the context c is a classical-like context [6] for
these additional observables). Maybe considerations on
mutually unbiassed basis and contextuality in general can
help to find a strategy to find such observables that allow
the explicit solution of eq. (54), however we couldn’t find
it.
Another way to solve the problem could be to em-
bed the contextual probability model into a bigger Kol-
mogorov probability space [20] i.e. assuming explicit
knowledge of the contextual transition probabilities be-
tween the observables (see section II). Taken two auxil-
iary observables X,Y ∈ O, one may write
ρBc (b) =
∫
p(b|x, c)ρXc (x)dx and
ρAc (a) =
∫
p(a|x, c)ρXc (x)dx (55)
and the same for Y , where p(b|x, c) are the contex-
tual transition probability densities, i.e. the densities of
P ({B ∈ [b1, b2]}|{X ∈ [x1, x2]} ∩ c) with b1, b2 ∈ σ(B)
and x1, x2 ∈ σ(X). Exploiting eq. (55), and the corre-
sponding for Y , it is easy to obtain
δ
√
ρXc (x)
δ
√
ρAc (a)
=
pc(x|a)
√
ρAc (a)
2
√
ρXc (x)
δ
√
ρYc (y)
δ
√
ρAc (a
′)
=
pc(y|a′)
√
ρAc (a
′)
2
√
ρYc (y)
δ
δ
√
ρXc (x)
δ
δ
√
ρYc (y)
ρBc (b) =
pc(b|x)pc(b|y)
√
ρXc (x)ρ
Y
c (y)
4ρBc (b)
which can be used in (53) to explicitly compute the sec-
ond functional derivative. Although this method is able
to give us a closed formula for the probabilistic angle, it
assumes knowledge of the contextual transition probabil-
ities, something that is not usual in a contextual prob-
ability model. However this procedure may be useful in
the derivation of a contextual probability model from un-
derlying Kolmorogovian models.
Summarizing, the continuous version of QLRA does
not share the nice easy-to-use properties of the ordinary
QLRA. However, it could be a useful tool in the investiga-
tion of the role of observables in a contextual probability
model, and may have relevant application in the study
of contextual probability models as restrictions of bigger
Kolmogorovian models.
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VII. CONCLUSION
In this work we generalized the QLRA procedure to
solve the inverse Born problem for the case of three bi-
nary random variables symmetrically conditioned in the
trigonometric contexts, and we proposed a generaliza-
tion of the QLRA able to solve a weakened version of
the inverse Born problem for the case of two continuous
symmetrically conditioned random variables. We showed
that it is possible to construct an Hilbert space represen-
tation for three observables of a contextual probability
model by properly iterating the ordinary QLRA proce-
dure developed for two binary observables at the price
of additional constraints involving both the contextual
probability and the probabilistic angles.
We showed the emergence of the complex structure of the
operators (peculiar to quantum mechanics) when more
than two observables are considered[21]. We analyzed
the quantum spin model in the light of our results and
showed that it can be easily obtained from a contextual
probability model once that the possible outcomes of the
observables are specified.
These are very interesting facts which suggest the possi-
bility of understanding quantum probability as a contex-
tual probability model. Regarding continuous random
variables, it seems that only a weak version of the in-
verse Born problem can be solved following the line of
reasoning of ordinary QLRA. However, this solution is
satisfying if one is only interested in reproducing the ex-
pectation values and the probabilities of the theory. This
may be considered as a first partial solution of the con-
tinuous version of the inverse Born problem that needs
further investigation.
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Appendix A
In this section we provide a proof of eq. (50). From eq. (47) one immediately see that θb(a, a
′|c) = 0 for a = a′.
Now consider a 6= a′. We rewrite eq. (48) as:
ω(b|A, c) =
∫
a 6=a′
dada′
√
p(a|b)p(a′|b)ρAc (a)ρAc (a′)eiθb(a,a
′|c) (A1)
and we take the first functional derivative of eq. (49), to obtain:
δ
δ
√
ρAc (a)
ω(b|A, c) =
∫
a˜ 6=a˜′
da˜da˜′
√
p(a˜|b)p(a˜′|b)eiθb(a˜,a˜′|c) δ
δ
√
ρAc (a)
√
ρAc (a˜)ρ
A
c (a˜
′)
=
∫
a˜ 6=a˜′
da˜da˜′
√
p(a˜|b)p(a˜′|b)eiθb(a˜,a˜′|c)
[
δ(a− a˜)
√
ρAc (a˜
′) +
√
ρAc (a˜)δ(a− a˜′)
]
=
∫
da˜′
√
p(a|b)p(a˜′|b)eiθb(a,a˜′|c)
√
ρAc (a˜
′) +
∫
da˜
√
p(a˜|b)p(a|b)eiθb(a˜,a|c)
√
ρAc (a˜)
we then take the second functional derivative with a′ 6= a to get:
δ
δ
√
ρAc (a
′)
δ
δ
√
ρAc (a)
ω(b|A, c) =
√
p(a|b)p(a′|b)
[
eiθb(a,a
′|c) + eiθb(a
′,a|c)
]
Now we notice that θb(a, a
′|c) = −θb(a′, a|c) (See eq. (47)) and rewrite the above equation as
δ
δ
√
ρAc (a
′)
δ
δ
√
ρAc (a)
ω(b|A, c) = 2
√
p(a|b)p(a′|b) cos θb(a, a′|c),
from which eq. (50) follows. Note that the condition (49) ensures that the cosine is well define.
