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Abstract 
 
Secure, distributed collaboration between different 
organizations is a key challenge in Grid computing 
today. The GDCD project has produced a Grid-based 
demonstrator Virtual Collaborative Facility (VCF) for 
the European Space Agency. The purpose of this work 
is to show the potential of Grid technology to support 
fully distributed concurrent design, while addressing 
practical considerations including network security, 
interoperability, and integration of legacy 
applications. The VCF allows domain engineers to use 
the concurrent design methodology in a distributed 
fashion to perform studies for future space missions. 
To demonstrate the interoperability and integration 
capabilities of Grid computing in concurrent design, 
we developed prototype VCF components based on 
ESA’s current  Excel-based Concurrent Design 
Facility (a non-distributed environment), using a 
STEP-compliant database that stores design 
parameters. The database was exposed as a secure 
GRIA 5.1 Grid service, whilst a .NET/WSE3.0-based 
library was developed to enable secure communication 
between the Excel client and STEP database.  
 
1. Introduction 
 
The ESA Concurrent Design Facility (CDF) is a 
state-of-the-art facility equipped with networking and 
teleconferencing tools that enable teams of experts 
from different disciplines to apply the concurrent 
engineering method to the design of future space 
missions [1].  
Located at ESA ESTEC in Noordwijk, The 
Netherlands, the CDF is regularly used to conduct pre-
phase 1 [2] assessment studies for the design of new 
space vehicles. During a study, domain engineers share 
design parameters from a common Microsoft Excel 
2003 [3] spreadsheet. To ensure integrity of the 
spreadsheet and prevent concurrent access, the study 
manager orchestrates access. Apart from concurrency 
issues, the current CDF suffers from the travel costs 
incurred since team experts must travel to ESA ESTEC 
from different parts of the European Union.  
The aim of the Grid Distributed Concurrent Design 
(GDCD) [4, 5] project was to provide a demonstrator 
system showing the potential of Grid technology to 
support fully distributed concurrent design, while 
addressing practical considerations including network 
security, interoperability with other technologies 
required, and integration of legacy applications. As 
part of this work, we took the existing CDF client 
software and Integrated Design Model (IDM), and 
provided a secure, distributed implementation of its 
capabilities using Grid technology, to support fully 
distributed collaboration. To accomplish this has meant 
careful consideration in the choice of architecture and 
technology that address interoperability considerations, 
yet enable ESA to re-distribute proposed solutions to 
Member States. To show the feasibility of the 
prototype Virtual Collaboration Facility (VCF) 
components, a live demonstration of the VCF was 
performed with ESA in June 2007. 
This paper is organized as follows. Section 2 
describes our approach to enabling the legacy Excel 
CDF client to communicate with secure Web Services. 
Section 3 introduces the problems that arise from 
middleware interoperability that have placed 
restrictions on the GDCD approach. In section 4 we 
discuss the dynamic security and policy management 
required by the VCF to manage access to multiple 
domain engineers taking part in the concurrent design 
process. In section 5 we discuss our experiences during 
the project and current technical limitations. We 
consider related work in section 6 and summarize in 
section 7. 
 
2. Legacy Application Integration 
 
One of the main tasks of the GDCD project has 
been to investigate the construction of VCF 
components using existing client software, notably the 
ESA CDF Microsoft Excel 2003 Visual Basic for 
Applications (VBA) [6] macros. These macros provide 
domain engineers with the necessary infrastructure for 
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members of the team through a shared Excel IDM. 
Details of these spreadsheets and macros can be found 
in [7]. 
Rather using Excel as the basis for the new IDM, 
the GDCD project investigated the use of a STEP [8] 
compliant database exposed as a Grid web service. 
This service supports concurrent connections to the 
IDM from different remote locations, satisfying ESA’s 
need for distributed collaboration amongst the CDF 
team. Each domain engineer can join a CDF study 
from their own organization, using ancillary 
teleconferencing tools for face-to-face communication.  
 
2.1. Solutions 
 
In proposing solutions to ESA and project partners 
we considered several approaches to legacy application 
integration. Since we were basing the communication 
platform between the Excel CDF and the IDM 
database on Grid technology, the most interoperable 
approach would be to use a decoupled service-oriented 
architecture. Several Grid middleware implementations 
take this approach, using secure Web Services based 
around Web Services Interoperability (WS-I) [9] and 
WSRF [10] standards.  
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Figure 1. Web Services Interoperability Stack 
 
Adherence to WS-I means that we are able to design 
an architecture (see section 4) that is platform 
independent. Figure 1 shows the alignment of .NET 
and Java implementations of Web Service standards 
against WS-I profiles that demonstrates this 
independence. Despite this the choice of Web Services 
introduced several challenges regarding integration 
with Excel VBA macros, notably basic SOAP support 
and WS-Security support. While Microsoft already 
provides a web service toolkit for Microsoft Office 
2003 [11] that enables VBA to use SOAP Web 
Services, there is to our knowledge no support for WS-
Security, an essential requirement for access control. 
Microsoft Visual Studio for Applications (VSTA) 
[12] and Microsoft Visual Studio Tools for Office 
(VSTO) [13] provide an approach for tightly coupled 
integration of the .NET Framework [14] with Excel 
2003 and 2007.  
While the use of VSTA and VSTO appear on the 
surface to be an ideal approach, there are two 
problems. The first is re-implementation of the ESA 
CDF VBA macros and the second is mass licensing for 
VSTA/VSTO developer tools. Since not all partners in 
the GDCD consortium had the necessary resources to 
use VSTA/VSTO, we concentrated on the Component 
Object Model (COM) interoperability [15]. 
COM interoperability is a convenient integration 
approach that allows Common Language Runtime 
(CLR)-based languages (C#, VB.NET, J#) to call 
application level languages like VBA and vice versa. 
This also means that .NET extensions such as the Web 
Service Enhancements (WSE 3.0) [16], which supports 
WS-Addressing [17], WS-Security [18] and WS-
SecureConversation [19], can also be used from VBA. 
The GDCD VCF prototype has particularly benefited 
from COM in terms of rapid prototyping. 
 
2.2. Integration Issues 
 
The choice of COM interoperability, however, is 
not without its own challenges. The use of WSE 3.0 
with COM imposes limitations beyond strong naming 
assemblies for use in the Global Assembly Cache. 
Examples of limitation include the inability to 
declaratively configure WSE 3.0 using app.config. 
Amongst other things, app.config enables developers 
to specify how response messages are verified. By 
using COM interoperability with WSE 3.0, all X.509 
Certificate Revocation List (CRL) checks must be done 
in on-line mode by default. Consequently, CRLs for all 
Certificate Authorities (CA) must be installed in the 
Microsoft Management Console (MMC) Certificate 
store of each domain engineer’s workstation. 
While the constrained use of WSE 3.0 is in itself 
not a problem, it does pose usability challenges for end 
users (CDF domain engineers). Coupled with standard 
PKI certification issues, there is considerable room for 
improvement.  
 
3. Middleware Interoperability 
 
Because different organizations cannot be expected 
to all use the same software, interoperability between 
platforms is of critical importance. By using different 
562 562middleware systems in the GDCD project we have 
been able to demonstrate interoperability between 
GRIA [20], based on Java and Apache Axis [21], and 
Microsoft's .NET platform with WSE 3.0 extensions. 
Since neither of these two middleware has a 
common language or implementation, achieving 
interoperability has primarily been through the use of 
industry-recognized standards. As we have already 
noted in the previous section, integration of legacy 
applications in VBA pose their own interoperability 
challenges. The use of .NET 2.0/COM interoperability 
to connect Excel with WSE 3.0 is achievable, albeit to 
a limited capability as we discussed in the introduction.  
 
3.2. GDCD Architecture Stack 
 
Figure 2 shows the architecture stack used in the 
GDCD VCF. As can be seen, the VCF stack is built 
primarily on Web Services with extensions for security 
(WS-Security) and contextualization (WS-Addressing). 
Above the messaging layer we have a set of GRIA-
based services that support a core set of capabilities 
needed in the VCF. GRIA supports out-of-the-box 
management and security services that align well with 
the security and business trust issues of the VCF. 
Persistence is also important as we shall see in the next 
session as this is used to support the VCF IDM 
database. 
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Figure 2. GDCD VCF Stack 
 
Another interesting feature of this stack is the 
inclusion of collaborative and teleconferencing tools. 
Tools such as aveComm [22] and WebEx [23] have 
been tested in conjunction with the current VCF 
implementation. 
 
3.1. Wire Interoperability 
 
Although Web Services by definition should be 
interoperable, backwards compatibility with previous 
distributed computing paradigms like the Remote 
Procedure Call (RPC) has thrown up its own problems. 
The SOAP specification [24] defines two different 
message styles, RPC and Document. In the RPC 
(Remote Procedure Call) style the XML message 
corresponds to a function call in a programming 
language. The interface is defined as a series of 
arguments within an element representing the function 
call itself. In the Document style, the message can be 
any XML document, and the interface is specified 
using the XML schema language. 
SOAP also offers the choice between encoded and 
literal formats. An encoded message can represent an 
arbitrary graph of objects, while the literal format 
restricts messages to a tree structure.  
The WS-I organization aims to improve 
interoperability by providing clarifications and 
restrictions on existing specifications. The WS-I Basic 
Profile [25], for example, does not allow the encoded 
style (R1005-7), only the simpler literal style. Since 
.NET does not support the RPC/literal combination, 
this leaves Document/literal as the only viable format 
for SOAP messages. For GRIA services, we use a 
special Axis style called “wrapped”; this makes the 
service appear as a Document/literal style service to 
the outside world, while using the RPC style internally 
to simplify implementation of the service. 
A service's interface is described using WSDL. The 
formats used by .NET and Axis 1.4 are compatible, 
provided that the document/literal style is used. It is 
important to use the same namespaces in SOAP 
messages and in the WSDL; Axis will accept elements 
that have the wrong namespace, but .NET will 
(correctly) ignore them. This issue can be fixed by 
adding serialization metadata to complex type class 
definitions. 
Both .NET and Axis use the WS-Addressing 
specification for identifying service endpoints. This 
specification defines an Endpoint Reference (EPR) 
Type containing the URL to which messages should be 
sent, any additional SOAP headers which may be 
required, and a container for any extra metadata 
elements. Although WS-Addressing Core 1.0 was 
published in May 2006, GRIA uses a draft from 
August 2005, while .NET WSE 3.0 uses a draft from 
August 2004.  
Different WS-Addressing version hampers 
interoperability when using contextualized services 
like those found in WSRF. Although .NET WSE 3.0 
defines a WS-Addressing EPR type, it does not 
automatically deserialize XML EPRs of different 
versions into this type. Instead, when it reads the 
WSDL for a service it defines a new EPR type just for 
that service. It was then necessary to provide methods 
to convert between these two EPR representations 
within the .NET WSE 3.0 client code. 
SOAP also allows for two different array styles. In 
the first, an array is represented by a single element, 
which contains a child element for each item of the 
563 563array. In the second, there is no explicit array element 
and items appear directly in the message. .NET only 
supports the second style, which must be enabled in 
Axis by using explicit metadata in the class definitions. 
 
3.2. Security 
 
Security at the message level can be handled in 
several ways depending on requirements for 
confidentiality and integrity. Message confidentiality 
can be supported using transport layer security (TLS) 
or WS-Security (WSS) encryption (XML Encryption). 
From a performance standpoint, TLS is more mature 
than WSS-based encryption. From a protocol 
standpoint, TLS is more accessible since it operates 
further down the protocol stack and is widely available. 
Message level integrity can be supported using WS-
Security (WSS) digital signatures. Both Axis (WSS4J) 
[26] and WSE 3.0 support WS-Security 1.1, which was 
released in 2004, so this caused no problems with 
version incompatibilities. 
Apache's WSS4J requires elements in the WS-
Security header to occur in a particular order. WSE 3.0 
places the timestamp element before the signature, 
which causes WSS4J to reject the message. If WSS4J 
is configured to put the timestamp first then it fails to 
sign the timestamp. Therefore, we had to modify the 
WSS4J code to allow the timestamp to occur at any 
position in the WS-Security SOAP header, allowing 
both WSE 3.0 and Java clients to use the service. 
Although the WS-I Basic Security Profile 1.0 [27] 
constrains the order of some of the headers (R3212) it 
does not place requirements on the position of the 
timestamp. 
WSE 3.0 also has to be configured to sign the WS-
Addressing header giving the resource context of the 
request based on its use of policy assertions. A GRIA 
service requires this header to be signed to prevent an 
attacker from redirecting a valid request to a different 
resource. This is not an issue for service responses, as 
they do not contain any context headers. 
 
4. Dynamic Security and Policy 
Management 
 
We have so far described the integration approach 
taken in the GDCD project to connect ESA’s Excel 
CDF client to a secure web service-based Grid 
infrastructure. What is now needed is a method of 
managing access to remote services of the VCF so that 
domain engineers can conduct concurrent engineering 
in an efficient manner. 
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Figure 3. GDCD VCF Architecture 
 
Figure 3 shows the GDCD VCF architecture with 
three types of actors: a study manager, several domain 
engineers and data service manager. Domain engineers 
collaborate together from their respective institution 
networks, orchestrated by the study manager who is 
also location independent. A typical CDF session is 
highly dynamic, and may even be somewhat informal, 
which presents no serious problems when everybody is 
in the same room at ESTEC. The challenge was to 
support this dynamicity while protecting against errors 
that would be easy to trap when everybody is local, but 
hard to detect when the users are distributed. 
The solution was to use the dynamic security policy 
facilities provided by GRIA, which allows distributed 
management of security policies to control concurrent 
access. The study manager creates study sessions 
(Virtual Organization [28]) at the GDCD Data Service, 
and then permits domain engineers to retrieve and 
update parameters to the IDM as the study progresses. 
Domain engineers can also create and invoke 
distributed workflows that read or update the IDM. The 
service manager is not involved, but can override the 
access policies if he needs to (e.g. if he detects abuses 
of his service by one or more users). Access to the 
VCF IDM is thus controlled by the study manager, 
within constraints set by the data service manager at 
the hosting service provider site. 
   
4.1. Concurrent Access 
 
The main requirement for the VCF is that multiple 
domain engineers have concurrent access to a single 
volatile data source (the IDM) from remote sites, under 
the control of the study manager. This leads to two 
issues that must be addressed: synchronization and data 
redundancy. 
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essential if domain engineers are to collaborate 
effectively. For example, parameter values produced 
by Power engineers affect System engineer 
calculations. If another engineer (Thermal) were able 
to overwrite the same parameter value, calculations 
will become inaccurate and devalue the concurrent 
engineering method. 
Data redundancy is also an issue when local copies 
of parameters are not up-to-date with that of the IDM 
database. In the Excel CDF client most parameter 
values are linked using VBA dynamically. Out of date 
values will have an effect on a large amount of 
subsequent calculations, causing a cascading effect 
throughout domain engineer’s Excel CDF client. 
In the current CDF used by ESA, IDM parameters 
are synchronized by fetching updates from the data 
service when the study manager tells the collaboration 
that an update has been made. Domain engineers can’t 
overwrite values out of turn, because the study 
manager can control the access policy at the IDM 
service. 
 
4.2. GDCD Approach 
 
Although domain engineers require “write” access 
to the IDM for parameter updates, they do not need this 
privilege throughout a study’s lifecycle. The study 
manager will orchestrate write access similar to a 
version control system that supports lock-update-
unlock primitives. Since the study is concurrent, this 
approach does not suffer from long-term locks inherent 
in distributed version control. As domain engineers 
complete their updates, the study manager will update 
the GDCD Data Service policies to permit write access 
for the next domain engineer. This means 
synchronization is enforced and that the access control 
mechanism used by the GDCD Data Service must 
support dynamic updates to security policies.  
The approach taken in the GDCD project to satisfy 
dynamic security was to develop the GDCD Data 
Service as a GRIA 5.1 [29] service. This service served 
as a front end to EPM’s EDMServer [30], which stored 
the IDM database. GRIA supports dynamic policy 
updates using its Process Based Access Control 
(PBAC) authorization mechanism [31]. 
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Figure 4. GDCD VCF Implementation 
 
PBAC is capable of managing access to 
contextualized Web Services based on WS-Security 
and WS-Addressing. For each SOAP invocation, 
PBAC will check that a subject-resource-operation 
triple can be satisfied. The subject is defined by an 
authenticated attribute such as their Distinguished 
Name (DN) or a SAML assertion from the WS-
Security header, the resource is a service-defined WS-
Resource identifier found in a SOAP header. In the 
case of the VCF, the resource is a single study located 
at the GDCD Data Service, using PBAC subject DN 
authorization.  
Figure 4 shows the current VCF implementation 
that demonstrates end-to-end connectivity between the 
Excel CDF client and the IDM database, and protected 
by the GDCD Data Service. The process for creating 
and managing a study session can be summarized as 
follows: 
 
1.  Study manager creates a VCF study session at 
GDCD Data Service and receives a WS-
Addressing EPR containing the service 
address and the session’s resource identifier; 
2.  Study manager collects credentials (e.g. X509 
certificates) of the domain engineers he wants 
in the session, and adds access control rules to 
permit read access to the study session for 
these people; 
3.  Domain engineers discover study session EPR 
using GDCD Data Service getResources() 
method; 
4.  Domain engineers update Excel CDF clients 
with parameters from GDCD Data Service; 
5.  Study manager selects a “Systems” domain 
engineer to update parameter values, and 
enables write access at GDCD Data Service; 
6.  “Systems” domain engineer sets new 
parameter values; 
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incorporate them into their own Excel clients; 
8.  Study manager selects next domain engineer 
for write access, and so on. 
 
It is clear from this description that there are three 
key access control roles being used to create study 
sessions and manage access to them. The roles used by 
the GDCD Data Service are: 
 
•  Manager – having this role allows granting 
and revocation of read and write roles; 
•  Read – having this role gives the domain 
engineer access to read parameter values from 
the VCF IDM; 
•  Write – having this role gives the domain 
engineer permissions to modify parameter 
values in the VCF IDM. 
 
For convenience, we developed a simple graphical 
interface for the study manager to manage access 
control policies at the GDCD Data Service. This client 
extends the standard GRIA client GUI with a single-
click interface that allows the study manager to set read 
and write roles. 
 
4.3. VO Management 
 
As we have already hinted, the creation of the study 
session is akin to creating a very dynamic and short-
lived Virtual Organization (VO). The study manager 
sets up and controls the VO containing identities of 
domain engineers from different organizations that 
represent the VCF study team. Given the distributed 
nature of the VCF it is possible to have a large number 
of participating organizations whom may join and 
leave the study team based on availability. 
 
5. Discussion 
 
5.1. Experiences 
 
Although we discovered inevitable issues with 
sending messages between WSE 3.0 and the GDCD 
Data Service (namespace consistency, order of 
elements in signed messages), we found the main 
interoperability challenge was not so much between 
WSE 3.0 and GRIA, but rather between the Excel CDF 
client and WSE 3.0. It became clear that while 
Microsoft had produced web service integration tools 
for VBA, they may have not anticipated the need for 
more advanced scenarios where WS-Security or WS-
Addressing was needed. We showed that our approach 
to using COM interoperability with WSE 3.0 to be a 
viable approach for connecting to contextualized Web 
Services despite the technical limitations placed on the 
approach. 
 
5.2. Technical Limitations 
 
Technical limitations with COM/WSE 3.0 
integration meant that certificate management was a 
real challenge in a Windows environment. Turn-key 
WS-Security policy assertions provided by WSE 3.0 
could not be flexibly configured in a COM 
environment. This placed restrictions on where 
certificates and CRLs could be located when verifying 
response messages. 
Since the Excel CDF client and WSE 3.0 
component had to be installed on every domain 
engineer’s workstation, there were usability issues 
regarding the installation of certificates, CAs and 
CRLs. For example, CRLs for the GDCD Data Service 
had to be placed in a very specific location 
(Console/Local Machine/Intermediate Certification 
Authorities) otherwise WSE 3.0 would not be able to 
verify response messages. 
 
6. Related Work 
 
Several Grid interoperability initiatives have taken 
place in the past few years, looking at general 
message-level interoperation for job submission and 
data transfer. Notable examples include the Grid 
Interoperability Project (GRIP) between Globus and 
UNICORE [32], as well as, the EUChinaGrid project 
between gLite and CNGrid GOS [33]. The above 
initiatives, however, all concentrate on eScience, rather 
than the concurrent design environment used by ESA. 
One notable parallel to the work done in GDCD can 
be found in the NextGRID project, which has had 
some experience in cross-middleware interoperability 
within its derivatives pricing experiment [34]. This 
experiment is also based on an Excel client talking to 
secure Web Services, although not yet in a concurrent, 
collaborative environment. 
 
7. Summary 
 
The aim of the GDCD project was to present to 
ESA ESTEC a new approach to distributed 
collaborative engineering using Grid technology. The 
result of our work, as described in this paper, was a 
prototype VCF that used an existing Excel CDF client 
and successfully enabled it to send secure SOAP 
messages to a remote Grid service controlling the IDM 
database. Access to this remote GDCD Data Service 
was controlled by a dynamic access control mechanism 
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distributed concurrent engineering to take place in a 
highly dynamic way, with very low set up overheads. 
While our approach has been successful, there are 
obvious improvements that can be made to the VCF 
beyond the proposed Open Concurrent Design Server 
(OCDS) [35]. These include tighter .NET integration, 
federated security models, and better end-user 
deployment. 
Full integration using VSTA/VSTO would be 
desirable in an Excel environment, such that the VBA 
macros were ported into a CLR language such as 
VB.NET. Such integration would remove all the 
constraints placed on WSE 3.0 by COM 
interoperability with the additional option of using 
Windows Communication Foundation. 
Our use of dynamic policy updates, while essential 
to support the concurrent nature of the VCF, could be 
improved by introducing federated role-based security 
using SAML tokens based WS-Trust and WS-
Federation specifications. This is supported by GRIA 
5.1, but was not used in the GDCD environment 
because it requires additional WS-Trust security token 
services at the domain engineer sites. 
Lastly, there is a need to improve the usability of 
certificate management for end users in a way that can 
be used in legacy (VBA) applications. It would be 
preferable that keystores, certificates, CAs and CRLs 
were not store in MMC, rather in a known location on 
the file system. This would, however, require custom 
message validation on response messages in WSE 3.0. 
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