Abstract. This paper considers the problem of approximating the minimum of a continuous function using a fixed number of sequentially selected function evaluations. A lower bound on the complexity is established by analyzing the average case for the Brownian bridge.
Introduction
Let f be a continuous real-valued function defined on a compact subset of R d . The most basic optimization problem is to approximate the minimum of f by means of sequentially selected function evaluations.
Most complexity results for optimization are for the case of a unique local minimum. If a univariate function f has a unique local minimum (and is not necessarily continuous), then there exist optimization algorithms that bracket the minimizer inside a subinterval that after n observations is of width O(exp(−cn)) for some positive constant c (for example, the Fibonacci search method; see [5] ). If in addition f is Lipschitz continuous with known constant L, then the error in the residual sense is also O(exp(−cn)). Thus there are classes of objective functions for which algorithms exist that have error converging to 0 exponentially fast for any function in the class.
In this paper the objective function is only assumed continuous, so that there is no a priori bound on the number of local minima. A worst-case analysis is not useful in this setting since no algorithm can have a guaranteed error bound. However, if we put a probability on the continuous functions, then we can consider the average error for an algorithm. The Wiener measure has been used in the average-case analysis of many numerical problems, including optimization; see [10] and the references therein. In [9] it is established that under the Wiener measure, the best nonadaptive optimization methods have average error of order n −1/2 . While in some settings adaptive methods are no more powerful than nonadaptive methods (see [6] ), adaption can help for optimization in the average case. In [2] an algorithm was constructed with the property that the error multiplied by e ncn converges to zero in probability, where {c n } (a parameter of the algorithm) is a deterministic sequence that can be chosen to approach zero at an arbitrarily slow rate. Roughly speaking, the convergence rate is almost exponential in the number of observations.
In light of these results, an optimistic conjecture would be that the expected error with n function evaluations could be O(exp(−cn)) for some constant c. It is quite plausible that, for a given algorithm, one could find a probability for which this is the case. The more interesting question is: Does there exist a probability for which the error for a method using n function evaluations is not O(exp(−cn)) for any c > 0? We will show that the answer is yes, and that the same probability (the Brownian bridge) works for all algorithms.
Description of Problem and Main Results
We are interested in how hard it can be on average to approximate the minimum of a continuous function f defined on the unit hypercube in R d . The one-dimensional problem is no harder than the d-dimensional problem, so we can confine our attention to the univariate setting. That is, settinĝ f (x 1 , x 2 , . . . , x d ) = f (x 1 ), any d-dimensional algorithm (with evaluation points projected onto the first coordinate) does as well for f as forf . Furthermore, since we are interested in lower bounds we can restrict attention to functions that vanish at 0 and 1. Therefore, for our purposes we consider functions f in the class F of continuous functions on the unit interval that vanish at 0 and 1.
We consider deterministic methods that use a fixed number of function evaluations to approximate the minimum of a function f . For each positive integer n a method A n that uses information of cardinality n comprises:
1. A number t 1 ∈ [0, 1] which is the location of the first function evaluation; 2. For each k = 2, . . . , n, a mapping
giving the point t k ∈ [0, 1] at which the kth function evaluation is to be made; 3. A mapping φ n : R n → R, with
providing our estimate of the function minimum based on all n function evaluations.
denote the information known about f after the ith step. We will mainly be concerned with the final information N n n (f ) available to an algorithm that uses information of cardinality n after all n observations, which we abbreviate as N n .
Let F denote the Borel subsets of F endowed with the uniform topology. For f ∈ F , let M = M (f ) = min{f (t) : 0 ≤ t ≤ 1}, and let t * = t * (f ) = inf{t : f (t) = M }. Let P be the law of the Brownian bridge on F. This is the standard Wiener measure conditioned on the value at 1 being 0.
The effectiveness of an optimization method depends both on the information operator N n and the algorithm φ n . Following [13] we define the local average error
The main focus of our study is the (global) average error
for information of cardinality n and Borel measurable φ n . We can now state our main results.
. . be a sequence of optimization methods, where A n uses information of cardinality n. Let e n be the final average error after n observations for method A n . Then
Note that for i = j, A i and A j can be completely different; in particular, there is no requirement that the points at which A i evaluates f are a subset of those evaluated by A i+1 .
If we take the cost of a method to be the number of function evaluations, then for > 0 the -complexity is defined by comp( ) = inf{n : e n ≤ }.
Another quantity that will be useful in our analysis is the difference between the minimum observed function value and the global minimum, which we denote by ∆ n = M n − M , where M n = min{f (t i ) : 0 ≤ i ≤ n} is the minimum of the function values observed, and t 0 = 0. As with the sequence {e n }, we can bound how fast the sequence {E∆ n } can approach zero. Randomization can not improve the bound. For a randomized algorithm, we can assume the existence of a complete separable metric space T with a measure ρ such that each realization of the randomized algorithm corresponds to a random choice of (N t n , φ t n ), for t ∈ T (see [13] ). The average randomized error is then defined by
, and so
for some t ∈ T . In this paper we consider only methods that use a fixed number of function evaluations. In other problems of numerical analysis methods that use adaptive stopping rules have been shown to be more effective; for example in [7] adaptive stopping rules are shown to be much more powerful for root finding. Therefore it would be of interest to determine if adaptive stopping rules could lead to lower complexity than implied by (2.1).
In the next section we prove Theorem 2.2. This result will form the basis for the proof of Theorem 2.1 in Section 4. Some of the lemmas will depend on calculations related to 3-dimensional Bessel bridges which appear in the Appendix.
Proof of Theorem 2.2
Consider an algorithm that uses information of cardinality n. Let
To simplify some formulas, set t n 0 = 0 and t n n+1 = 1. Since we are interested in lower bounds for the error, it is no loss of generality to assume that the {t i } are distinct and in (0, 1). Denote the points straddling t * by
see Figure 1 for an illustration of the notation. Denote the linear interpolation between function values by
The conditional distribution of f given N n is Gaussian with mean
and conditional variance
Here we use the notation var(
variables X, Y . The conditional distributions of the minima over distinct subintervals are independent and given by P min
for y ≤ min{f (t n i−1 ), f (t n i )}; see [12] . (The reason for using the Brownian bridge instead of Brownian motion is simply to avoid a different distribution for the minimum over (t n n , 1) if the algorithm does not evaluate at 1.) Let
where
The inequality (3.3) entails that 5) and furthermore that
To see this, suppose instead that the average of the ρ n i 's converged to > 0 along a subsequence n k . Let C n = #{i ≤ n+1 :
since the ρ n i 's are bounded above by (3.5) . But then
contradicting the lower bound of 1/2 given by (3.3). By (3.5), (3.6) and the bounded convergence theorem,
Let P t,m be a regular conditional probability for f given t * = t and M = m, and let ν denote the joint distribution of (t * , M ). Thus for each B ∈ F, P • (B) is Borel measurable, and
The existence of a regular conditional probability is guaranteed since F is a Polish space and F is the Borel σ-algebra.
The joint distribution of (t * , M ) has density
see [12] . For later use we record the fact that
Our analysis will rest on a decomposition of the Brownian bridge at the point of global minimum which is a variation of a path decomposition of Williams; see [14] . Under P t,m ,
are independent 3-dimensional Bessel bridges, each starting at 0 and ending at −m ≥ 0 (see [1] for this variation of the path decomposition).
The convergence rate of optimization algorithms depends on how f behaves near the minimizer t * . By conditioning on the minimum and its location, the path decomposition (3.9) shows that f looks like a Bessel process near t * . In the rest of the paper we will draw heavily on calculations related to the 3-dimensional Bessel process that appear in the Appendix.
To prove Theorem 2.2 we will show that (3.7) implies that E(γ n ) = 2E(∆ n ) can not converge to zero too quickly.
Conditioning on (t * = t, M = m), and letting E t,m denote the expectation under P t,m ,
and so
Combining (3.10) and (3.11) then gives the inequality
Since x → x −2 is convex, we can apply Jensen's inequality to the first integral in (3.12) to obtain
Next we will show that the second integral is negligible; i.e.,
for which we will need a lower bound on γ n . Let
so that 1 − Ψ is the standard normal distribution function.
For y > 0,
by (3.2), and so
We are now ready to establish (3.14).
Lemma 3.2. As n → ∞,
Proof. It suffices to show that
is bounded. Define
Then using Lemma 5.2 for the first inequality below,
by (3.16). Since Ψ (2(Z n L + Z n R )) ≤ 1/2, the right hand side of (3.17) is at most
where the indicator function I A = 1 if f ∈ A and is otherwise 0. The inequality
implies that we can bound (3.18) by
Similarly, the expectation in (3.19) is bounded by
where we used the conditional independence of the pre-and post-t processes given (t * , M ), which implies the independence of Z n L and Z n R under P t,m . By Lemma 5.1, for each k ≥ −2,
for some positive constants α k , β k . Therefore, we have an upper bound for (3.18) of
and a similar upper bound for (3.19) of
We have now shown that
One shows a similar bound for
Recall from (3.8) that 
For z near 0, E t,m (f (t + z) − M ) is of order |z|; combining this with (3.22) will bound E t,m (γ n ) and complete the proof of Theorem 2.2.
Proof of Theorem 2.2. Let u = max{t * , 1 − t * } and y = −M . Then
.
which is finite by (3.8) . Therefore (3.22) implies that 0 = lim
By convexity of x → log(1/x), Jensen's inequality implies that
the proof of Theorem 2.2 is complete.
Proof of Theorem 2.1
The natural choice for φ n is the conditional mean of M given N n , since this choice minimizes the mean-squared error of the estimator. In this section we will show that the variance of ∆ n is commensurate with the mean, thus showing that the average error e n behaves asymptotically like E∆ n .
First observe that for Borel measurable φ n the global error satisfies
Here var ∆ n N n is the square of the local error given the information N n with φ n = E(M N n ); see [13] . If φ n is not Borel measurable, we still have
∀y ∈ R n , and so the local error is at least as large for φ n as it is for the measurable E(M N n ). Thus measurability of φ n is not a substantial restriction. Let I n denote the interval containing the minimum, where I n = i if t n i−1 ≤ t * < t n i , and let Z n be the minimum of f outside I n . Set∆ n = Z n − M . Lemma 4.1.
Proof. By (3.2), the conditional distribution of∆ n = Z n − M is
Let ϕ(x) = (2π) −1/2 exp(−x 2 /2) denote the density of the standard normal distribution. Then
where we made the substitution z = 2a n T −1/2 n ≥ 0. Let r(z) = ϕ(z)/Ψ(z) denote the failure rate of the standard normal distribution. Then
It is shown in [11] that
and so by (4.5) r (z) > 0. It is well known that r > 0. Therefore, r achieves its minimum value over [0, ∞) at 0, with minimum value r (0) = r(0) 2 = 2/π.
which was to be proved.
The lemma implies that conditional on N n , I n , Z n , the coefficient of variation of∆ n is bounded below by 4/π −1 > 0, and the lower bound is attained with the constant function f ≡ 0. (If f ≡ 0, then Z n = a n = z = 0, and (4.3) gives 4/π − 1.)
Define the conditional distribution of (I n , Z n ) given N n = y,
where the last inequality is from Lemma 4.1. Therefore,
= var(∆ n N n = y)P (N n ∈ dy)
Since we need to bound E var(∆ n N n ) from below by a multiple of E∆ n , we next establish a lower bound for E∆ n in terms of E∆ n . Lemma 4.2.
Proof. Defining
Conditional on M, t * , f (t n L ) and f (t n R ), U n L and U n R are independent, each stochastically larger than a random variable U with distribution function P (U ≤ z) = 2z − z 2 ; see Lemma 5.4 in the Appendix. Therefore,
Then from (4.8),
We can now complete the proof of the main result, Theorem 2.1.
Proof of Theorem 2.1. By (4.7),
Consequently,
by Theorem 2.2. This completes the proof of Theorem 2.1.
Appendix: Bessel Bridges
The 3-dimensional Bessel process Y is a homogeneous diffusion process with transition densities given by
see [8] . For 0 < s < t, the density of
. 
having made the substitutions
For v ≥ 1 and k ≥ −1, we have the bound
For v ≥ 1 and k = −2, 
