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Abstract—In recent years, deep neural networks have been
utilized in a wide variety of applications including image generation.
In particular, generative adversarial networks (GANs) are able to
produce highly realistic pictures as part of tasks such as image
compression. As with standard compression, it is desirable to be
able to automatically assess the perceptual quality of generative
images to monitor and control the encode process. However, existing
image quality algorithms are ineffective on GAN generated content,
especially on textured regions and at high compressions. Here we
propose a new “naturalness”-based image quality predictor for
generative images. Our new GAN picture quality predictor is built
using a multi-stage parallel boosting system based on structural sim-
ilarity features and measurements of statistical similarity. To enable
model development and testing, we also constructed a subjective
GAN image quality database containing (distorted) GAN images
and collected human opinions of them. Our experimental results
indicate that our proposed GAN IQA model delivers superior
quality predictions on the generative image datasets, as well as
on traditional image quality datasets.
Index Terms—Image quality assessment, GAN, SVD, the gener-
ative image database, subjective test.
I. INTRODUCTION
DEEP neural networks (DNNs) have been applied to broadswathes of applications beyond traditional computer vision,
including super-resolution [1], detection [2] and classification
[3] problems, and even for composing music [4] and creating
computer-generated art work [5]. Of particular interest are gen-
erative adversarial networks (GANs) [6], which can learn models
of highly non-linear distributions in an unsupervised manner. For
example, GANs have been shown to be able to compute highly
realistic, naturalistic images by capturing both global semantic
information and local textural descriptions of real-world image
data [7], [8]. In this direction, GANs have recently been utilized
for image/video compression [9]. One approach is to create a
hybrid codec combining a GAN with a legacy codec such as
H.264 or HEVC (High Efficiency Video Coding) [10], [11]. At
the decoder side, uncompressed regions can be synthesized using
a pre-trained GAN that processes transmitted texture parameters.
Another approach is to encode the entire full-resolution image
using a GAN, which could be particularly effective at very low
bitrates [12]. While research on GAN-based compression is in
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(a) Original Image (b) JPEG (PSNR: 25.3dB)
(c) CNN (PSNR: 26.3dB) (d) GAN (PSNR: 23.5dB)
Fig. 1: Examples of DNN based generative images: (a) original
image, (b) JPEG-coded image, (c) CNN-generated image, and
(d) GAN image.
its infancy, expectations are high, because generative images
are often visually pleasing and GAN-based compression has the
potential to supply competitive compression efficiency.
An important aspect of the development of generative image
compression systems is the ability to objectively measure the
perceptual quality of the reconstructed (decoded) images. Since
the characteristics of generative images are quite different from
those of natural images, existing image quality assessment (IQA)
models are inadequate for measuring the quality of generative
images. The principle reason for this is that images generated by
a GAN may appear quite realistic and similar to an original, yet
may match it poorly based on pixel comparisons. For example,
an original image and three versions of it created using different
schemes are shown in Fig. 1. Here, the JPEG-coded image (Fig.
1b) is afflicted by clearly visible blocking artifacts, while an
image that was generated using a CNN (convolutional neural
network) is blurred. By comparison, the GAN-generated image
appears looks as natural and realistic as the original. However,
the peak signal to noise ratio (PSNR) values indicate otherwise,
indicating the inconsistency of pixel comparisons when evaluat-
ing GAN images.
Towards addressing this problem, we propose a novel full-
reference quality assessment model for analyzing generative
images. The contributions that we make are summarized as
follows:
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2• Our proposed GAN IQA model utilizes measurements of
both statistical similarity and structural similarity between
a reference image and a possibly distorted version of
it. Statistical similarity is expressed by multiple quality-
related histogram distances computed between the reference
and test images. These measures effectively capture the
textural characteristic of GAN-generated images and their
perceptual similarity to the images they were generated
from. The later is realized by deriving quality-sensitive
spatial and spectral structure features based on the singular
value decomposition (SVD). The final predicted scores are
generated using a multi-stage parallel boosting system based
on support vector regression (SVR).
• We built a generative image database by using a GAN
designed for artifact removal. The new database comprises
reference images that span a wide range of natural scene
characteristics. These images were systematically distorted
using JPEG compression as well as by generation by both
CNNs and GANs (i.e. with an adversarial loss term). Unlike
most other datasets, our database is divided into four data
subsets, one containing full-frame images, and three subsets
containing patches having different structural peculiarities,
to enable a deeper analysis of both the global and local
attributes of generative images. We also conducted a human
subjective test utilizing the pairwise comparison method,
yielding a substantial set of MOS (mean opinion scores).
• We conducted a comprehensive set of algorithm compari-
son experiments. First, we analyzed the per-feature group
efficacy of the statistical and structural features. In addition,
we also compared our proposed model with thirteen existing
full-reference picture quality models as well as two recent
deep learning system-based IQA modes. Furthermore, we
tested our model on the three traditional image quality
databases: LIVE, TID2013 and CSIQ, where it is shown to
have the capability to predict the perceptual quality of nat-
ural distorted images, as well as generative images. Lastly,
we performed a set of cross-database tests to evaluate the
database independence of our model.
The rest of the paper is organized as follows. We review
related work on image quality assessment and GAN-based
image/video compression in Section II. The construction of our
generative image database is detailed in Section III, while the
proposed generative image quality model is introduced in Section
IV. Experimental results and their discussions are provided in
Section V. Finally, concluding remarks are given in Section VI.
II. RELATED WORK
A. Image Quality Assessment
IQA models are usually classified as full-reference (FR),
reduced-reference (RR), or no-reference (NR), depending on the
availability of a reference image. A variety of picture quality
engines based on natural scene statistic (NSS) features have been
proposed, which do not rely on any strong distortion hypotheses,
such as specific impairment types. Instead, these models exploit
certain statistical regularities that exist in natural scene data,
which are disturbed or lost in the presence of image distortions.
Moorthy et al. and Saad et al. proposed “quality-aware” NSS
features in the wavelet domain [14] and in the discrete cosine
transform domain [15], respectively, while Mittal et al. developed
similar features in the spatial domain [16]. These and many
other IQA models use machine learning to capture the highly
non-linear relationship between handcrafted NSS features and
human judgments of picture quality. Other examples include Li
et al. [17] who deployed a general regression neural network to
learn a mapping between several features and picture quality,
including phase congruency, entropy and the gradient. Other
examples include the multi-metric fusion (MMF) model [18], the
3-D multi scorers fusion model [19], and a sparse representation
of NSS features [20].
More recently, IQA models developed using deep learning
have been emerging. Li et al. [21] fed the NSS-related features
into a stacked autoencoder to reinforce quality prediction accu-
racy while Ghadiyaram et al. [22] deployed an a large variety of
NSS features to train a deep belief network (DBN) to predict
subjective picture quality. Rather than designing handcrafted
features, the authors of [23] automatically learned features when
training a CNN to generate local quality maps and conduct NR
IQA. In [24], Kim et al. proposed a CNN-based FR IQA model
that learns the underlying data distribution and uses it to optimize
a set of visual weights, without using any prior knowledge of
the HVS. A survey of deep learning methods for IQA is given
in [25].
B. GAN Based Image/Video Compression
Methods of using DNNs for data compression have recently
become an active area of research. Over the last few years,
the most popular DNN architecture for image compression
has been various forms of the auto-encoder [26], [27], [28],
[29]. An autoencoder based image compressor generates latent
vectors as bit-streams, then encodes them using entropy coding.
They usually use a mean-squared error (MSE) or perceptual
loss functions like MS-SSIM [30], [31] to reduce perceived
distortions between the original and the decompressed images.
Another popular trend is to take the adversarial loss of GAN
into account, because it is capable of maintaining both global
structure and local texture even of very low bitrates. However,
the aforementioned loss terms may fail when reconstructing
semantic information, because they favor the preservation of
pixel-wise fidelity. Rippel et al. [32] used an adversarial loss to
train a deep compression system, while Santurkar et al. trained a
GAN framework to decode thumbnail images [33]. Eirikur et al.
[9] proposed a GAN-based compression system targeting bitrates
below 0.1 bit per pixel. Their system realistically synthesizes
image objects and textures like streets and trees. They also
increase the coding gain using a semantic label map.
GANs can be also used to pre-/post-process compressed
images. For example, Galteri et al. presented a feed-forward
model trained by a GAN to remove compression artifacts [34].
The authors in [7] train a GAN to perform image super-
resolution (SR) with photo-realism for upscaling factors as
large as 4x. While GAN-based video coding is still in early
stages of development, a number of researchers are trying to
replace the traditional hybrid codec framework (e.g., H.264 or
HEVC) with end-to-end deep learning frameworks. In these
efforts, the focus of the GAN is primary on prediction and
reconstruction [35], [36], quantization [37] and pixel motion
estimation [38], [39]. Recently, Kim et al. proposed a soft edge-
guided conditional GAN framework targeting streaming videos
3at very low bitrates [12].
The notation of “picture quality” takes on a somewhat different
flavor in the context of assessing generative images, which is
why a new family of picture quality models is needed. This is
particularly true in the context of FR IQA, as exemplified by
the SSIM [30], [31] and VIF [40] models. FR models that make
pixel-wise comparisons - even over neighborhoods or in a trans-
formed space - are ultimately best characterized as perceptual
fidelity measurements. NR IQA models such as BRISQUE [41]
and NIQE [16] supply a different way, where only the appearance
of quality of an image is assessed, but these algorithms do
not make use of valuable reference information. Our approach
shares elements of both; a reference picture is deployed in
the evaluation, but the GAN IQA evaluator also assesses the
test picture in regards to its intrinsic natural quality. This is
important since, when an image is compressed, textured areas
may be replaced by generative (synthesized) content instead
of being encoded directly [9]. For example, the furry parts of
the llama generated by the GAN in Fig. 1d appear sharp and
natural more so than in Figs. 1b and 1c, giving a more visually
pleasing appearance although the content is not a good pixel-wise
match to the original furry parts. Maintaining the ‘naturalness’
of generative images or subimages, while still contributing a
good representation of the original can be important, since it
may afford the possibility of much higher compressions while
ensuring that the generative images or subimages appear both
highly similar to the original as well as naturalistic.
III. GENERATIVE IMAGE DATABASE
The new database contains four subsets; one of full-frames
images and three of image patches. The patch subsets were
designed to exhibit different degrees of structural complexity.
Specifically, we grouped them as: 1) random structured patches,
2) regular structured (pattern) patches and 3) high-level struc-
tured (face) patches. We conducted a subjective human study on
these images and patches to supply ground truth in our effort to
learn a mapping between generative images and human opinions
of them.
A. Database Generation
In [42], the authors proposed an one-to-many GAN to remove
artifacts from JPEG-coded images. We adopted their network
with some modifications to build our generative image database.
Fig. 2 shows the architecture of [42], where the image Y is a
JPEG compressed version of ground truth image X , and where
random unit normal white Gaussian image Z ∼ N(0, 1) are used
as the inputs to the CNNs. The outputs of the two branches are
then concatenated into a matrix Xˆ , and fed into the following
network, which is trained to choose the highest quality result, in
the sense of both fidelity and naturalness. The objective function
that is used to train the network has three terms:
L(Xˆ,X, Y ) = Lpercept(Xˆ,X) + λ1 · Lsimilar(Xˆ) + λ2 · Ljpg(Xˆ, Y ) (1)
where Lpercept is the perceptual loss incurred when estimating
the similarity in structure. Lsimilar is an adversarial loss term,
while Ljpg measures color distortion. We depart from [42] by
removing Ljpg from (1), hence our cost function becomes:
L(Xˆ,X) = Lpercept(Xˆ,X) + λ · Lsimilar(Xˆ) (2)
Fig. 2: The GAN architecture used to build the generative image
database.
where Lpercept = 1Hφ |φ(Xˆ)−φ(X)|2, and φ are the activations
of the last convolutional layer of VGG-16 [43] while Hφ is
the size of φ. Lsimilar is defined as −log(D(Xˆ)), where D
is an additional network that distinguishes whether an image
is from the network or is like the original image. To train the
network D, a binary entropy loss is used as optimization cost:
LD(X, Xˆ) = −(log(D(X) + log(1 −D(Xˆ)). Unlike [42], we
employed the Microsoft COCO dataset [44] to train the network,
and the truncated normal initializer was used to initialize the
weights.
To create the generative image database, we chose 9 reference
images of resolutions 480x320 or 320x480 from the BSDS500
dataset [45], which contains a wide variety of natural scene
characteristics. We also created three sets of patch images of
resolution 100x100 cropped from the full-resolution reference
images: 1) a randomly structured patch set including three
textured patches of a lawn, a furry llama and a piece of cloth, 2) a
regular, structured patch set containing three repetitive patterned
patches from the reference image of buildings, and 3) a high-
level structured patch set containing human faces. Overall, the
database contains 18 reference images, all of which are shown
in Fig. 3.
Each reference image was subjected to (matlab) JPEG com-
pression using three different quality factors: QF5 (low quality),
QF10 (moderate quality) and QF20 (high quality). Next, for each
of the three compressed images, we used the network in Fig. 2 to
generate two generative images using weighting factor λ = 0.01
and λ = 0.1, respectively, in Eq. (2). We have observed that
as the value of λ is increased, the resulting generative image
4(a) (b) (c) (d) (e)
(f) (g) (h) (i)
(j) (k) (l) (m) (n) (o)
(p) (q) (r)
Fig. 3: The reference images of the generative image database: (a)-(i) subset of full-resolution images, (j)-(l) subset of random
structured patches, (m)-(o) subset of regular structured patches, (p)-(r) subset of high-level structured patches. The images and
patches are not shown at relative scale.
becomes shaper and naturalistic, but becomes less natural if
λ becomes too large. We also generated an image using the
same network, but replacing Lpercept with the MSE (mean-
squared error) and setting λ = 0, which we designate as the
CNN-generated image. In this case, since there is no adversarial
loss term and the maintenance of pixel-wise fidelity is the only
objective cost, the resulting generative images tend to be blurred.
To sum up, there are 12 test images associated with each of
the 12 reference images: 3 JPEG quality factors × {1 JPEG-
coded images + 1 CNN image + 2 GAN generative images}.
An example of a reference image and the 12 images generated
from it are shown in Fig. 4.
B. Subjective Study
We conducted a human study to obtain MOS (mean opinion
scores) on the generative image database. In general, there are
two kinds of subjective evaluation methods that are widely used
in IQA studies. While the ACR (absolute category rating) recom-
mended by the international telecommunication union (ITU) [46]
for image/video quality assessment is most widely used, we
chose to instead use the pairwise comparison (PC) method. We
decided this because GAN-generated distortions are a relatively
new phenomenon, and we wanted to be sure that subtleties of
texture and detailed distortion could be better detected. The
obtained human judgments were converted into numerical scores
to provide subjective ground truth. During each session, when a
reference image was displayed, a test image A and a test image
B were displayed below it in random left-right order together
per each viewing. Three questions were then asked:
• (N) Which test image looks more natural? (For this ques-
tion, it is not necessary to compare each test image with
the reference image.)
• (S) Which test image better preserves structural fidelity with
respect to the reference image?
• (C) Which test image better preserves the concept of the
contents with respect to the reference image?
As a result, three different MOS values were acquired on each
pair of test images. As mentioned in Section II, GAN generative
images may appear very natural while numerically differing
from an original image in a pixel-wise comparison, especially
in highly textured regions. Conversely, dominant structures such
as the shapes and boundaries of objects might be well maintained
in the GAN images. The final question was directed towards the
preservation of recognizability in the image.
The outcome of a series of pairwise comparisons by a single
human is an ordered list of images. However, applying the
PC method using a round-robin design is very time-consuming.
For instance, if there are N samples, then the total number of
5Fig. 4: Examples of generated test images (first column: JPEG-coded images, second column: CNN images, third column: GAN
images with λ=0.01, fourth column: GAN images with λ=0.1)
possible pairwise comparisons is CN2 . To solve the complexity
issue, we instead adopt the more efficient Swiss-rule design as
used in [47]. Once an assessor finishes a session, a preference
matrix is created. By aggregating the preference matrices of
all the assessors, a group preference matrix is obtained, which
includes the count of preferred images over all the possible
pairs. If P (i, j) is the (i, j)th element of the group preference
matrix, then P (i, j) is the total number of times that the assessor
preferred image i to image j. The averaged count data is then
used as a form of MOS. There are also two well-known ways
to convert pairwise comparison data into psychophysical scores:
the Bradley-Terry (BT) [48] model, and the Thurstone-Mosteller
(TM) model [49]. We found that the averaged count data and
the converted scores to be highly correlated with each other
(Pearson correlation coefficient value = 0.984), hence, we opted
for simplicity and used the counting data.
The experiment was conducted using an LG 65 inch UHDTV,
and a graphical user interface (GUI) implemented in Matlab.
In each presentation, a reference image was shown at the top
of the screen and a randomly selected pair of test images
was shown below. Each assessor was given three choices: ‘the
left one is better’, ‘the right one is better’, or ‘no difference’.
Further, the assessors were asked to answer the abovementioned
three questions. We divided each overall session into two sub-
sessions, each of duration ranging from 20 to 30 min, to meet the
recommendation of ITU [46] that the duration of each session
should not exceed 30 min to avoid subject fatigue. 24 assessors
participated in total, and the overall session duration and each
decision made by every assessor was recorded. There were
nineteen males and five females. Eight of them were in their 20s
and the remining 16 were in their 30s. We also filtered abnormal
results according to [46]. Finally, we collected 20 opinion scores
on each test image.
Figs. 5a and 5b show the scatter plots among the subject
responses with respect to naturalness (N), structural fidelity (S),
and concept preservation (C), respectively. For example, the
x- & y-axes represent subjective scores, where each blue dot
represents one test image. The PCC values between all six pairs
of (N, S, C) exceeded 0.99, implying that N, S, and C are
(a) Full-resolution images.
(b) Patch images.
Fig. 5: Scatter plots among MOS of naturalness, structural
fidelity, and concept preservation, where each dot represents one
test image.
perceptually tightly coupled. Hence, hereafter we use only utilize
N as a mean subjective score in all the following experiments.
It is also noteworthy that 94% of the assessors preferred the
GAN-generative images to the CNN-generated images when we
asked them about the degree of naturalness of the test images,
which supports our assumption that GANs are able to generate
more naturalistic output images. A summary of our generative
database and the subjective test is given in Table I
6TABLE I: Summary of the generative database and the subjective test.
Subset of
Full-Resolution Images
Subsets of Image Patches
Random Structure Regular Structure High-level Structured
Generative
Database
# Reference images
selected from BSDS500
(Resolution)
9
(480x320 or 320x480)
3
(100x100)
3
(100x100)
3
(100x100)
Test image design
Per each reference image:
[1] Three JPEG-coded images with QF5(low quality), QF10(moderate quality), and QF20(high quality)
[2] For each JPEG-coded image, two GAN images were generated using λ = 0.1 and λ = 0.01 in (2).
[3] For each JPEG-coded image, one CNN image was obtained using λ = 0 and Lpercept = MSE
# of test images Total: 18 ref. images x 3 QF x (1 JPEG-coded + 1 CNN + 2 GAN img) = 216 images
Subjective
Test
Study Methodology Pairwise Comparisons
# of participants 20
Three independent
mean subject scores
[1] Naturalness (used in the experiments)
[2] Structural fidelity
[3] Concept preservation
(a) (b) (c) (d)
Fig. 6: Ensemble images of Eq. 3 with different k values: (a) Original image, (b) k=15, (c) k=40, (d) k=100
IV. PROPOSED NATURALNESS ASSESSMENT METRIC
To develop an automatic predictor of the quality of generative
images, we devised two different groups of features. We will
refer to these as singular value decomposition (SVD) features
and histogram-distance features. The former is designed to
capture the structural similarity between an original and a test
images while the latter is intended to measure the statistical
similarity of the images.
A. SVD based Features for the Structural Similarity
Commonly used 2-D image transforms such as the DFT or
DCT decompose an image using a fixed basis set. In principle,
any structural degradation of a test image with respect to a
reference image can be measured from changes in the transform
coefficients. However, since the basis functions of SVD are
unique to each image, changes in a test image can be measured
both on an image’s basis set as well as the transform coefficients.
For an r × c input image X , the SVD is defined as:
X = U · σ · V T
where U = [u1, u2, ..., ur] is an r×r left singular vector matrix,
V = [v1, v2, ..., vc] is a c × c right singular vector matrix, and
σ = diag(σ1, σ2, ..., σt) is a diagonal matrix of singular values
in descending order: σ1 > σ2, ... > σt (t=min{r, c}).
Singular vectors and singular values contain useful informa-
tion related to image structure and frequencies [50]. Given an
SVD basis ui ·vTi , then an ensemble image of accumulated basis
images may be formed:
Xk =
k∑
i=1
ui · vTi (3)
where k ≤ t. Each basis implies a single layer of image structure
while the sum of all layers yields the complete image structure.
The first few layers contain the large-scale image structures,
while the subsequent layers contain successive finer details in
the image. An example is depicted in Fig. 6, portraying different
ensemble images obtained with different k values. When just the
first few basis images are used (k=15), the large structures in the
image begin to appear, while finer structural details emerge as the
number k of basis images is increased. The singular vectors, ui
and vj , capture the structural elements images, and may embody
distortion-induced changes in them.
The singular values function weight their corresponding basis,
and thereby represent the degree of luminance variation, strong
textures versus smoothness or weak textures. For example, the
ratio of the largest to the second largest singular value was used
to estimate texture degree in [51]. Since different distortions may
modify the luminance patterns of original images characteristi-
cally, it should be possible to likewise represent them in the
singular values. In short, the singular vectors and the singular
values allow the possibility of separately analyzing changes in
structures and in luminance variation.
We utilize several SVD related features. Since each basis
image contributes to an image’s structure/frequency content
7Fig. 7: SVD sub-band division used to create ensemble image
bands (H < W ).
depending on the layer ordering, we divide the U and V matrices
into three bands as shown in Fig. 7. Suppose that an input image
of resolution HxW is decomposed resulting in U (HxH) and
V (WxW ) matrices. Given k=min{H , W}, we use the first
1
6 · k singular vectors in ULB and VLB to construct a low band
ensemble image (EILB = ULB · V TLB). Similarly, mid and high
band ensembles images are constructed using the subsequent
2
6 · k and 36 · k singular vectors in UMB/VMB and UHB/VHB ,
respectively. (EIMB = UMB · V TMB and EIHB = UHB · V THB).
The first feature is the sum of absolute differences between
ensemble images for each sub-band as:
F1Bsvd =
H∑
r=1
W∑
c=1
abs{ERB(r, c)− ETB(r, c)} (4)
where ERB and ETB are from ensemble images of the reference
image and a test image for band B (∈ {LB,MB,HB}),
respectively. The second SVD related feature utilizes the eigen
images Xk =
∑k
i=1 ui · σi · vTi , then form the sum of absolute
differences between the eigen images from each sub-band as:
F2Bsvd =
H∑
r=1
W∑
c=1
abs{RB(r, c)− TB(r, c)} (5)
where RB and TB are the eigen images of the reference and test
images for band B. As discussed in [52], changes in an image’s
structure can significantly affect the singular vectors, hence our
third feature is defined as:
F3Bsvd =
1
UB ·VB {URB ◦ UTB + V RB ◦ V TB} (6)
where XRB and XTB (X ∈ {U, V }) are the singular vector
matrices of band B for the reference and test images, respectively,
and UB and VB are the number of singular vectors in URB and
V RB . The operation ◦ denotes the matrix inner product.
The last SVD feature is the sum of absolute differences of the
singular values:
F4Bsvd =
NB∑
i=1
abs{diagRB(i)− diagTB(i)} (7)
where diagRB and diagTB are the 1-D vectors of singular
values in band B, of the reference and test images, respectively,
and where NB is the number of singular values in band B.
The sub-bands for F3Bsvd ∼ F4Bsvd are divided into
{LB,MB,HB} in the same way as for F1Bsvd. Thus, the total
number of SVD related features is 12 (4 features ×3 bands).
Fig. 8: Histograms ρrf and ρtf as a function of ρ for the four
images in Fig. 1.
TABLE II: KL-distances between the distorted image histograms
and the reference image histogram in Fig. 8
JPEG-coded CNN GAN
KL-distance (of F2hist)
to reference 0.3710 0.2068 0.0182
B. Histogram Features
As discussed earlier, optimized GAN images may appear
highly photorealistic, since both the semantics/structural and
statistical/spectral/textural characteristics of the original image
are well preserved. Although the local structure or detail may
be slightly modified, preserving the statistical similarity yields a
visually similar and a natural viewing experiences.
To quantify the degree of statistical similarity between ref-
erence and distorted images, we utilize a variety of histogram
features. Begin with the coefficient of variation (CoV):
ρ =
σ
µ
, (8)
where σ and µ are the standard deviation and sample mean
of a set of values, which will be drawn from both spatial and
frequency domains. To derive the spatial features, first partition
an image into 5x5 blocks. For example, 6,144 values of ρ would
be computed on a 480x320 image. Likewise, compute the 2-D
DCT of each 5x5 block and compute (8) on it. Then construct
histograms of the collected CoV values on both the reference
image and the test image. Denote these histograms as ρab, where
a ∈ {s, f} indicates spatial and frequency CoV values, and
b ∈ {r, t} indicates whether measured on reference or test image.
Then, measure the distances between histograms ρrs and ρts
using the Kullback Leibler (KL) distance measures:
KL(ρrs, ρts) =
N∑
i=1
ρrs(i)log
ρrs(i)
ρts(i)
(9)
where ρrs(i) and ρts(i) are the i-th bin values of the spatial
CoV histograms of the reference and test images, respectively.
Similarly, define KL(ρrf , ρtf ) for the frequency CoV values.
These distances become zero if the test image is the same as the
reference image.
Given these measurements, define the first and second his-
8Fig. 9: Block diagram of the 3-stage parallel boosting system.
togram features in the intensity and frequency domains as:
F1hist = KL(ρrs, ρts) (10)
F2hist = KL(ρrf , ρtf ) (11)
Next, similar to the SVD based features, construct a set
of ensemble images on which we define histogram features.
Ensemble images for the three bands LB, MB and HB are
constructed firstly, then the 2-D DCT is applied to them. The
third and the fourth histogram features are expressed as KL
distances in the space and frequency domains:
F3Bhist = KL(Hist
ERB
space, Hist
ETB
space) (12)
F4Bhist = KL(Hist
ERB
dct , Hist
ETB
dct ). (13)
In sum, there are eight histogram features in total.
Fig. 8 plots four curves representing the histograms (ρrf and
ρtf in Eq. 11) of the four images in Fig. 1. The histogram curves
show a good fit of the GAN image with the reference image,
but poor fits of the CNN and JPEG-coded images. Table II lists
the KL-distances of the distorted-image histograms to reference
image histogram, reinforcing this result.
C. Block Feature Calculations
In addition to calculating features on entire frames, as ex-
plained in Sections IV-A & IV-B, we also compute features on a
block-wise basis, which are then pooled to also produce whole
image features. In this way, we are able to better capture local
characteristics of distortions. However, this benefit would get
weakened if the block size becomes too large or too small.
To analyze the relationship between block size and prediction
accuracy, we performed some additional experiments. Table III
shows the PCC/SRCC values obtained using 5-fold CV for
different block sizes on the subset of full-frame images. For Fhist
features, the indicated block sizes were used for ρ calculations,
while the region over which the KL-distance calculation (in
parentheses) increased accordingly. We found that block sizes of
10x10 and 5x5 for Fsvd and Fhist provided the best prediction
accuracy. These block feature values were then pooled by
averaging them to produce the final feature indices. We provide
assessments of the individual performance of the full-frame and
block-based features in Section V.
TABLE III: Summary of results against block size on the subset
of full-frame images.
Fsvd Fhist
Block Size PCC SROCC Block Size PCC SROCC
5x5 0.837 0.841 5x5 (10x10) 0.947 0.903
10x10 0.947 0.903 10x10 (20x20) 0.871 0.822
20x20 0.852 0.827 25x25 (50x50) 0.878 0.809
D. Multi-stage Parallel Boosting System
To learn a highly nonlinear model between the MOS and
the proposed features, we employed a 3-stage parallel boosting
system as demonstrated in Fig. 9. In the first stage, nine
individual feature sets were each used to train separately support
vector regressor (SVR) to predict the MOS. In the second
stage, four Fsvd related scores (SS1 ∼ SS4) and four Fhist
related scores (SH1 ∼ SH4) were fed into two corresponding
SVRs, respectively, to further boost the prediction accuracy using
the same group of feature scores. The final predicted image
quality score was obtained from the third stage, which fuses
the two group scores. This hierarchical structure boosted the
prediction of the single feature by using the group scores. The
boosted predictions were boosted further by using the across-
group scores.
To be more concrete, the SVRs in stage I take (xn, yn) as
a set of training data, where xn is a feature vector and yn is
the target label, e.g., the MOS of the nth image. We deploy ε-
SVR [53], where the goal is to find a mapping function f(xn)
having a deviation of no more than ε from the target label yn
over all the training data. The mapping function has the form:
f(x) = wf
Tφ(x) + bf , (14)
where wf is a weighting vector, φ(·) is a non-linear function,
and bf is a bias term. The subscript f implies that the SVRs in
Stage I operate in feature space, with feature vectors as input. It
is desired to find w and b satisfying the following condition:
|f(xn)− yn| ≤ ε, ∀n = 1, 2, . . . , Nt, (15)
where Nt is the number of training data. We use the radial basis
activation function (RBF), since it provides good performance
in many image quality prediction applications [14], [15], [41].
9Since it is challenging to determine a proper value of ε in (15),
we used a modified version of the regression algorithm called
ν-SVR [54], where ν ∈ (0, 1) is a control parameter to adjust
the number of support vectors and the accuracy level. Then, ε
becomes a variable to be optimized, and we obtained f(x) and
w more easily.
In Stage II and III, we fused all of the intermediate scores
from the previous stage to determine a final predicted quality
score. Suppose that there are n SVRs fed by m training images.
On the ith image, compute the intermediate score si,j , where i =
1, 2, ...,m indexes the training images and j = 1, 2, ..., n is SVR
index. Let si = (si,1, si,2, · · · , si,n) be the intermediate score
vector for the ith image. We trained the SVRs using si using all
the images in the training set, and determined the weight vector
ws and bias parameter bs accordingly. The subscript s indicates
that the SVRs operate in score space with the intermediate score
vectors as input. Finally, the ultimate designed image quality
model was found:
Q(s) = ws
Tφ(s) + bs. (16)
For the performance evaluation, we split the dataset into two
training and testing subsets, consisting of 80% and 20% of
the entire collection of images, respectively. The images in the
training and testing subsets were drawn from non-overlapping
content to avoid the SVRs learning the images. The SVRs were
trained on the training set, and the learned models were then
tested on the testing set. To ensure that the proposed IQA model
is robust across contents and was not dominated by the specific
train-test split, we repeated this random split 1000 times on
the dataset, and recorded the performances on each of the test
sets. For all of the experiment results, we reported the median
values across these 1000 train-test iterations as performance
indices. In addition, feature normalization was performed prior
to the training and test processes, to avoid features having larger
numeric ranges dominating those having smaller numeric ranges.
We scaled the input of each SVR to the unit range [0,1] using
(valMIN)/(MAX−MIN). During the training stage, the goal
was to determine the optimal weighting vector w and bias b
minimizing the error between the MOS and the predicted scores:∑
i
|MOSi −Q(si)|2. (17)
Since we adopted the RBF kernel, the error penalty term (C)
and the kernel parameter (γ) were optimized to achieve the
highest accuracy. We searched the optimal C and γ during the
training stage using the cross validation scheme in Section 3.2
of [55]. Specifically, we used the built-in training function in
LIBSVM, which provides an option (-v) for running v-fold CV.
Various (C, γ) pairs were tried, and the one yielding the highest
cross validation accuracy was selected. Finally, the entire training
set was used again to generate the final SVR predictor. At the
test stage, we use the intermediate score vector si in (16) to
determine the predicted score. The score prediction was quite
fast, since all of the model parameters were decided during the
training stage.
V. PERFORMANCE EVALUATION AND ANALYSIS
Following the suggestions in ITU-T (p.1401) [56], we used
three measures to evaluate the performance of the proposed
image quality predictor: (1) the Pearson correlation coefficient
(PCC) measures the linear relationship between a model’s score
and the subjective data, (2) the Spearman rank-order correlation
coefficient (SRCC), which measures the prediction monotonicity,
and (3) the root mean squared error (RMSE), which quantifies
the prediction accuracy. We apply the monotonic logistic func-
tion to the predicted scores to account for nonlinearity when
fitting the subjective scores, but we did not apply the nonlinearity
when computing the rank order correlation. The logistic function
has the form:
L(s) =
β1 − β2
1 + exp(−s+β3|β4| )
+ β2 (18)
where s and L(s) are the predicted scores and the adjusted
predicted scores, respectively, and βk (k = 1,2,3,4) are the
parameters that minimize the mean squared error between L(s)
and MOS. The choices of the initial parameters are explained
in [57].
A. Performance Analysis on Individual Features
Next, we analyze the performance of each individual feature
on the proposed generative image database, which consists of
four sub-datasets. Table IV lists the experimental results on
all the sub-datasets, where the three top-performing features in
each index are marked in bold. In the following analysis, the
designation F or B means that the feature is calculated on full
frames or is a block average, respectively.
For the first subset of full-frame images, the SVD related
features, such as F3LBsvdF (PCC=0.65) and F1
LB
svdF
(PCC=0.61)
(full-frame features) and F5LBsvdB (PCC=0.69) and F1
LB
svdB
(PCC=0.66) (block average features) yielded good performance.
In general, the block average based features provided better
performance than did the full-frame based features. Also, the
low band features yielded better predictors than those from the
mid and high bands, probably because preservation of the overall
image structure is more important than retaining fine details
on full-frame generative images. The histogram-distance based
features yielded relatively low prediction accuracy on this subset.
For the second subset of randomly structured patches, mean-
ingful differences as compared to the previous subset were
observed. The histogram-distance based features delivered im-
proved performance, possibly due to the reasons explained in
Section IV-B. For example, F4LBhistF gave the best PCC value
(0.75). The block-average features also provided performance
increases, but not as good as the full-frame based features,
possibly because the fixed block sizes (10x10/20x20) restricted
performance as compared to full-frame calculation. Among the
SVD related features, F3HBsvdB (0.68) and F5
HB
svdF
(0.69) also
delivered high prediction accuracy, perhaps because the high
band captures high frequency image and distortion details, which
strongly characterize the second subset. The results on the subset
of regular structured patches strongly suggest that structure-
representing features are well correlated with MOS. For example,
F1LBsvdF (PCC=0.90) and F3
LB
svdF
(PCC=0.86) yielded very good
predictions. Lastly, on the subset of high-level structured patches,
the same tendency was observed, and F1LBsvdB (PCC=0.92) and
F1LBsvdF (PCC=0.91) yielded very good prediction performance.
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TABLE IV: Performances of single features on the proposed generative image database.
Feature Group Feature Sub-band
Subset of Full-Frame Images Subset of Randomly Structured Block Patches Subset of Regular Structured Block Patches Subset of High-level Structured Block Patches
Full-frame Features Block Average Features Full-frame Features Block Average Features Full-frame Features Block Average Features Full-frame Features Block Average Features
PCC SROCC RMSE PCC SROCC RMSE PCC SROCC RMSE PCC SROCC RMSE PCC SROCC RMSE PCC SROCC RMSE PCC SROCC RMSE PCC SROCC RMSE
SVD
based
Feature
F1Bsvd
LB 0.61 0.60 5.11 0.66 0.65 4.84 0.65 0.70 5.07 0.64 0.62 5.14 0.90 0.89 2.65 0.72 0.70 4.28 0.91 0.92 2.97 0.92 0.90 3.08
MB 0.55 0.52 5.42 0.46 0.48 6.48 0.55 0.59 5.56 0.42 0.31 6.05 0.83 0.83 3.44 0.75 0.73 4.06 0.82 0.80 4.10 0.78 0.80 7.22
HB 0.19 0.41 6.36 0.17 0.33 6.39 0.26 0.21 6.44 0.54 0.52 5.62 0.49 0.47 5.37 0.28 0.05 5.92 0.30 0.31 6.92 0.25 0.05 6.99
F2Bsvd
0-33% 0.31 0.39 6.15 0.61 0.61 6.48 0.24 0.11 6.49 0.42 0.41 6.68 0.45 0.48 5.49 0.76 0.76 3.98 0.27 0.52 6.95 0.64 0.62 7.22
34-66% 0.54 0.58 5.45 0.30 0.28 6.48 0.55 0.48 5.57 0.37 0.47 6.23 0.74 0.71 4.17 0.38 0.40 6.16 0.69 0.64 5.25 0.36 0.32 7.22
67-100% 0.42 0.37 5.87 0.38 0.29 5.99 0.19 0.21 6.59 0.28 0.27 6.40 0.78 0.78 3.89 0.72 0.71 4.26 0.76 0.75 4.72 0.58 0.61 7.22
F3Bsvd
LB 0.65 0.64 4.93 0.65 0.64 4.94 0.68 0.67 4.90 0.63 0.61 5.18 0.86 0.82 3.42 0.71 0.71 4.33 0.89 0.87 3.25 0.84 0.83 3.86
MB 0.56 0.54 5.36 0.61 0.59 5.12 0.58 0.57 5.42 0.64 0.66 5.15 0.83 0.85 3.10 0.80 0.79 3.73 0.81 0.80 4.24 0.90 0.92 2.81
HB 0.24 0.27 6.30 0.56 0.53 5.36 0.32 0.28 6.32 0.68 0.65 4.87 0.38 0.37 5.70 0.79 0.76 3.79 0.29 0.32 6.91 0.76 0.74 4.72
F4Bsvd
LB 0.50 0.45 5.62 0.69 0.68 6.48 0.11 0.14 6.64 0.25 0.26 6.68 0.35 0.32 5.77 0.54 0.57 6.16 0.35 0.30 6.75 0.51 0.52 7.22
MB 0.51 0.44 5.59 0.60 0.62 6.48 0.55 0.51 5.58 0.64 0.68 6.68 0.59 0.56 4.98 0.73 0.76 6.16 0.43 0.42 6.50 0.62 0.62 7.22
HB 0.43 0.44 5.85 0.43 0.45 6.48 0.69 0.68 4.91 0.65 0.69 6.68 0.65 0.62 4.70 0.71 0.71 6.16 0.45 0.44 6.45 0.41 0.42 7.22
Histogram-
distance
based
Feature
F1hist 0.30 0.39 6.48 0.55 0.55 6.48 0.44 0.40 6.68 0.56 0.56 6.68 0.32 0.42 6.16 0.61 0.61 4.90 0.37 0.37 7.22 0.65 0.67 7.22
F2hist 0.44 0.47 5.81 0.33 0.43 6.48 0.71 0.70 4.81 0.32 0.32 6.68 0.58 0.59 6.16 0.79 0.80 6.16 0.42 0.37 6.55 0.41 0.40 7.22
F3Bhist
LB 0.45 0.33 6.48 0.04 0.10 6.48 0.56 0.51 6.68 0.39 0.44 6.68 0.29 0.12 6.16 0.67 0.66 6.16 0.40 0.34 7.22 0.63 0.58 7.22
MB 0.31 0.38 6.48 0.03 0.07 6.48 0.54 0.37 6.68 0.08 0.00 6.68 0.31 0.09 6.16 0.20 0.16 6.16 0.37 0.30 7.22 0.26 0.22 7.22
HB 0.40 0.33 6.48 0.26 0.32 6.48 0.41 0.46 6.68 0.39 0.37 6.68 0.33 0.19 6.16 0.18 0.10 6.16 0.44 0.53 7.22 0.14 0.16 7.22
F4Bhist
LB 0.47 0.56 6.48 0.12 0.15 6.48 0.75 0.74 4.45 0.17 0.22 6.68 0.47 0.44 6.16 0.61 0.60 6.16 0.43 0.31 6.51 0.42 0.41 7.22
MB 0.29 0.35 6.48 0.28 0.35 6.22 0.59 0.56 5.38 0.25 0.41 6.47 0.45 0.34 5.49 0.10 0.08 6.16 0.32 0.30 7.22 0.32 0.38 6.85
HB 0.33 0.49 6.48 0.11 0.38 6.48 0.47 0.48 6.68 0.20 0.24 6.68 0.37 0.27 6.16 0.41 0.56 5.61 0.45 0.45 7.22 0.50 0.43 6.24
TABLE V: Performance comparison on the proposed generative image database (median PCC, SRCC and RMSE across 1,000
train-test trials for SSQPF and SSQPB)
.
Full-Frame Images Randomly Structured Patches Regular Structured Patches High-level Structured Patches
PCC SROCC RMSE PCC SROCC RMSE PCC SROCC RMSE PCC SROCC RMSE
PSNR 0.58 0.56 5.29 0.43 0.41 6.04 0.78 0.79 3.87 0.72 0.75 4.99
SSIM 0.60 0.59 5.18 0.62 0.60 5.26 0.85 0.85 3.21 0.77 0.79 4.57
MSIM 0.74 0.74 4.32 0.68 0.70 4.90 0.76 0.77 4.03 0.84 0.80 3.96
VSNR 0.67 0.67 4.82 0.66 0.60 5.00 0.64 0.65 4.71 0.77 0.75 4.63
VIF 0.81 0.79 3.77 0.69 0.60 4.85 0.84 0.85 3.34 0.90 0.88 3.20
VIFP 0.67 0.66 4.80 0.68 0.56 4.90 0.77 0.78 3.91 0.84 0.82 3.95
UQI 0.71 0.69 4.58 0.61 0.60 5.27 0.71 0.69 4.32 0.81 0.80 4.28
IFC 0.79 0.76 4.00 0.66 0.66 4.99 0.82 0.83 3.50 0.90 0.90 3.10
NQM 0.57 0.55 5.32 0.57 0.54 5.49 0.71 0.68 4.32 0.88 0.85 3.42
WSNR 0.53 0.51 5.48 0.53 0.59 5.66 0.52 0.51 5.25 0.59 0.57 5.85
SNR 0.54 0.51 5.47 0.28 0.25 6.42 0.72 0.72 4.25 0.72 0.68 5.00
FSIM 0.84 0.82 3.54 0.70 0.65 4.78 0.93 0.91 2.33 0.88 0.88 3.41
GMSD 0.89 0.88 6.48 0.71 0.65 6.68 0.80 0.80 6.16 0.87 0.88 7.22
SSQPF 0.93 0.88 2.32 0.91 0.86 2.44 0.96 0.88 1.54 0.96 0.90 1.87
SSQPB 0.95 0.89 2.03 0.87 0.81 2.84 0.95 0.88 1.70 0.94 0.86 2.13
In sum, the single feature analysis showed that the SVD-
related features effectively captured the similarities in structure,
while the histogram-distance related features were more useful
for representing statistical similarities.
B. Algorithm Comparison on the Generative IQA Database
We call the proposed IQA model the SSQP (Structural and
Statistical Quality Predictor), and compared its performance
against many leading 2D FR IQA models on the new generative
image database. The experimental results are summarized in
Table V. Note that SSQPF and SSQPB are two versions of
SSQP depending on the feature calculation method. The thir-
teen existing models that were used for performance benchmark-
ing are PSNR, SSIM [30], multi-scale SSIM index (MSSIM)
[31], visual signal-to-noise ratio (VSNR) [58], visual information
fidelity (VIF) [59], pixel-based VIF (VIFP), universal quality
index (UQI) [60], information fidelity criterion (IFC) [61],
noise quality measure (NQM) [62], weighted signal-to-noise
ratio (WSNR), signal-to-noise ratio (SNR), feature similarity
index (FSIM) [63], and gradient magnitude similarity deviation
(GMSD) [64]. The parameters used in each were the default
settings mentioned in their original papers.
Table V shows that SSQP significantly outperformed all of
the compared FR on the subset of full-frame images, SSQPB
and SSQPF achieved PCC=0.95 and PCC=0.93 while the best
performance of a previously existing FR metric was GMSD
with PCC=0.89. Note that as compared to performance on
well-known image quality databases such as LIVE [40] and
TID [65], where several state-of-the-art 2D FR metrics have
already achieved excellent performance (> 0.95 in PCC), the
best PCC value achieved by any of the existing models on the
new database was below 0.90, reflecting the more challenging
aspects of the new data resource. On the subset of random
structured blocks, the performance gap between SSQP and
the best existing models was even larger. Specifically, the PCC
values attained by SSQPB and SSQPF were 0.91 and 0.87,
respectively, whereas that of GMSD was 0.71. This could be
because that most existing benchmark FR IQA models lack the
ability to capture the requisite types of statistical similarity. The
prediction accuracy of SSQP improves even further (PCC=0.96
for SSQPF ) on the subset of regular structured patches and
PCC=0.96 for SSQPF on the subset of high-level structured
patches, while the best existing models were FSIM (PCC=0.93)
and IFC (PCC=0.90), respectively. Overall, SSQPB was a better
predictor than SSQPF because it was better able to account for
the diversity of local characteristics in images.
In order to better understand the superiority of SSQP , we
analyzed the limitations of the existing models. Fig. 10 show the
four reference images from all the subsets and their correspond-
ing JPEG QF05 images and GAN images (λ = 0.1 with input
of JPEG QF05). Table VI shows the prediction performances of
the benchmark models as well as their MOS. For each model,
we highlighted two test images that caused the best and the
worst scores in green and red, respectively. As shown in the
results, most of the existing models selected CNN (with input
of JPEG Q20) as the highest quality image and GAN (λ=0.1
with input of JPEG QF05) as the worst. However, this was not
always the case. In Table VI, the subjective scores indicate that
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(a) (b) (c) (d)
(e) (f) (g) (h)
(i) (j) (k) (l)
Fig. 10: The subjective quality comparison: (a) House image from subset of full-frame images, (b) Llama fur patch from subset of
random structured patches, (c) building patch from subset of regular structured patches, (d) face patch from subset of high-level
structured patches, (e)-(h): the corresponding JPEG QF05 images, (i)-(l): the corresponding GAN images (λ=0.1 with input of
JPEG QF05).
JPEG QF05 was the worst image while GAN (λ=0.1 with input
of JPEG QF20) was the best image among the given examples.
One likely reason for the inaccuracies of the existing metrics is
that they aim to assess preservation of pixel-wise fidelity, rather
than innate quality. This could explain why they tolerate severe
blocking artifacts, but not moderate structural changes, even
though the former are more annoying. This might explain why
the existing models choose CNN-generated images rather than
GAN images as higher quality. However, CNN images introduce
blur (as in Fig. 1c), which deteriorates the viewing experience.
SSQP evaluates the natural quality based on both structural and
statistical similarities, which are not as strongly affected by pixel-
wise differences. Moreover, the parallel boosting system is able
to optimize the relative weights by considering the significance
of the structural degradations against statistical degradations.
This was experimentally verified in Table VI, where the SSQP
objective scores closely fit the MOS.
In addition, we analyzed those cases where the proposed
model fails. Specifically, we calculated the percentages of cases
where the worst and the best case MOS and SSQPB matched, as
summarized in Table VII. The lowest MOS were mostly observed
on JPEG-QF05 images (94%), which SSQPB predicted easily.
The highest MOS were distributed among three types of images,
but the distributions diverged between MOS and SSQPB , as
shown in Table VIII, where each entry represents the number of
times (of the 18 possible) that the highest MOS or SSQPB pre-
diction occurred. The observed discrepancy is that the majority
of highest MOS occurred on images generated using the GAN
with λ = 0.1, while the highest SSQPB predictions tended to
occur when λ = 0.01. As the value of λ increased, the resulting
generative images become sharper and more naturalistic, but they
also become less natural if λ becomes too large. Two examples
are given in Fig. 11 (MOS and SSQPB are scaled from 0 to 1).
The human subjects preferred the GAN to generate an abundant
texture on the llamas furry parts, while they felt it was unnatural
to have excessive texture on peoples faces. Although SSQPB
controls the weights between structural/statistical aspects of
predicted quality via a multi-stage system, it sometimes fails
to precisely determine the proper weights.
C. Traditional Image Quality Prediction
We also found that our SSQP IQA model is also capable
of predicting traditional perceptual image quality. We compared
SSQP against the same benchmark algorithms on the well-
known LIVE IQA database [40], It consists of 29 reference
images and 982 distorted image with five distortion types: (1)
JPEG2000 (JP2K), (2) JPEG, (3) white noise (WN), (4) Gaussian
blur (GBLUR), and (5) Fast Fading (FF). For each distorted
image, difference mean opinion scores (DMOS) are provided,
which is scaled and shifted to the range of [0, 100] where smaller
values mean better perceptual quality.
The experimental results are given in Table IX, where the
best performing model is boldfaced. For all distortion types,
SSQP provided the highest prediction accuracy. These results
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TABLE VI: Experimental results on four selected test image sets: In each row, two test images are highlighted which obtained the
highest and the lowest scores in green and red, respectively.
House Image from the Subset of Full-frame Images Llama Fur patch from the Subset of Randomly Structured Patches
Metric
JPEG CNN GAN (lambda=0.1) GAN (lambda=0.01)
Metric
JPEG CNN GAN (lambda=0.1) GAN (lambda=0.01)
QF05 QF10 QF20 QF05 QF10 QF20 QF05 QF10 QF20 QF05 QF10 QF20 QF05 QF10 QF20 QF05 QF10 QF20 QF05 QF10 QF20 QF05 QF10 QF20
PSNR 22.68 24.61 26.46 23.82 25.71 27.64 20.40 23.06 24.69 20.94 23.62 25.07 PSNR 22.862 25.100 27.265 23.935 26.268 28.572 20.176 24.895 25.466 21.563 23.762 26.922
SSIM 0.57 0.70 0.80 0.62 0.73 0.83 0.47 0.64 0.73 0.47 0.65 0.77 SSIM 0.521 0.684 0.809 0.555 0.716 0.838 0.369 0.682 0.741 0.415 0.626 0.782
MSIM 0.87 0.94 0.97 0.89 0.95 0.97 0.83 0.92 0.96 0.84 0.92 0.96 MSIM 0.827 0.923 0.966 0.843 0.931 0.971 0.787 0.919 0.959 0.776 0.895 0.960
VSNR 18.89 22.87 27.46 20.38 24.15 28.70 16.97 21.54 25.85 17.25 21.76 25.06 VSNR 9.477 13.647 18.055 10.569 14.430 19.242 8.073 14.114 17.252 8.772 13.872 17.143
VIF 0.17 0.30 0.47 0.21 0.34 0.50 0.15 0.29 0.43 0.16 0.28 0.44 VIF 0.128 0.260 0.427 0.145 0.286 0.452 0.101 0.257 0.402 0.103 0.237 0.406
VIFP 0.21 0.30 0.39 0.26 0.35 0.44 0.17 0.28 0.35 0.18 0.28 0.38 VIFP 0.151 0.256 0.352 0.180 0.289 0.389 0.110 0.257 0.301 0.115 0.225 0.330
UQI 0.47 0.63 0.75 0.51 0.65 0.77 0.38 0.57 0.68 0.40 0.58 0.71 UQI 0.523 0.707 0.828 0.545 0.732 0.855 0.386 0.701 0.769 0.416 0.636 0.802
IFC 1.53 2.71 4.28 1.87 3.10 4.69 1.36 2.57 3.93 1.41 2.55 4.07 IFC 0.904 1.861 3.116 1.055 2.081 3.345 0.710 1.852 2.917 0.739 1.718 2.994
NQM 17.39 23.48 28.96 19.14 24.46 29.54 12.94 20.63 23.13 15.07 21.04 20.41 NQM 3.232 5.827 8.620 4.358 7.173 10.171 1.272 6.181 7.367 2.381 5.723 8.648
WSNR 25.16 30.82 36.42 26.67 31.68 37.07 19.86 27.59 28.88 21.34 27.20 25.56 WSNR 18.157 23.618 29.022 19.090 24.177 29.402 16.009 20.130 25.522 16.518 16.698 25.584
SNR 16.02 17.95 19.80 17.16 19.05 20.98 13.74 16.40 18.03 14.28 16.96 18.41 SNR 10.883 13.121 15.285 11.956 14.289 16.593 8.197 12.916 13.487 9.583 11.783 14.943
FSIM 0.77 0.85 0.90 0.79 0.87 0.92 0.80 0.87 0.90 0.80 0.86 0.91 FSIM 0.780 0.860 0.914 0.761 0.860 0.917 0.780 0.856 0.899 0.761 0.840 0.891
GMSD 0.18 0.09 0.04 0.13 0.08 0.04 0.14 0.09 0.05 0.13 0.09 0.04 GMSD 0.148 0.076 0.040 0.139 0.070 0.034 0.137 0.080 0.045 0.142 0.090 0.044
SSQPF 1.45 5.65 15.78 2.84 8.98 15.24 1.65 17.69 18.98 2.40 16.62 18.34 SSQPF 0.79 11.45 15.78 7.10 8.40 17.75 2.12 4.53 15.68 4.01 13.23 17.89
SSQPB 1.37 5.01 18.47 2.10 11.06 17.81 2.63 15.04 18.73 2.22 12.30 17.64 SSQPB 1.86 12.23 18.66 3.87 14.32 18.81 2.51 12.53 12.50 2.19 4.47 19.61
MOS 0.00 5.88 12.38 2.63 11.00 14.75 3.25 15.13 18.00 3.50 13.00 16.25 MOS 0.00 0.50 8.38 5.13 9.38 18.00 4.88 13.13 17.63 8.00 15.25 18.63
Building patch from the Subset of Regular Structured Patches Face patch from the Subset of High-level Structured Patches
Metric
JPEG CNN GAN (lambda=0.1) GAN (lambda=0.01)
Metric
JPEG CNN GAN (lambda=0.1) GAN (lambda=0.01)
QF05 QF10 QF20 QF05 QF10 QF20 QF05 QF10 QF20 QF05 QF10 QF20 QF05 QF10 QF20 QF05 QF10 QF20 QF05 QF10 QF20 QF05 QF10 QF20
PSNR 23.183 25.958 28.455 26.299 29.424 31.954 21.087 26.364 27.776 23.912 26.218 29.805 PSNR 25.414 27.890 30.193 26.995 29.857 32.168 23.907 26.703 29.299 24.385 27.874 29.267
SSIM 0.598 0.764 0.857 0.692 0.838 0.909 0.482 0.766 0.849 0.586 0.749 0.871 SSIM 0.704 0.795 0.868 0.791 0.870 0.910 0.627 0.711 0.824 0.619 0.782 0.872
MSIM 0.902 0.956 0.981 0.925 0.969 0.987 0.860 0.956 0.979 0.898 0.948 0.981 MSIM 0.882 0.944 0.976 0.907 0.965 0.982 0.817 0.932 0.958 0.838 0.938 0.970
VSNR 21.122 26.609 32.235 24.829 30.120 35.915 18.117 27.438 30.820 21.986 26.756 32.506 VSNR 18.325 22.985 27.589 20.081 25.222 29.897 16.721 22.330 25.900 17.618 22.721 27.157
VIF 0.223 0.375 0.533 0.304 0.466 0.609 0.215 0.385 0.542 0.250 0.379 0.544 VIF 0.183 0.316 0.477 0.239 0.386 0.532 0.174 0.328 0.460 0.184 0.320 0.475
VIFP 0.249 0.359 0.455 0.348 0.468 0.565 0.213 0.382 0.474 0.275 0.371 0.488 VIFP 0.223 0.346 0.460 0.301 0.438 0.534 0.186 0.327 0.408 0.187 0.343 0.460
UQI 0.545 0.745 0.852 0.607 0.804 0.898 0.436 0.733 0.840 0.508 0.695 0.855 UQI 0.443 0.624 0.755 0.550 0.710 0.801 0.378 0.574 0.686 0.400 0.604 0.730
IFC 1.556 2.644 3.865 2.168 3.367 4.547 1.500 2.738 3.941 1.749 2.728 3.986 IFC 0.899 1.568 2.470 1.288 2.061 2.942 0.859 1.630 2.372 0.910 1.606 2.517
NQM 10.265 13.606 16.828 13.582 17.215 20.296 8.901 14.591 17.416 11.361 14.378 18.235 NQM 9.296 12.192 15.191 11.171 14.454 17.289 8.289 11.657 14.301 8.948 12.491 15.305
WSNR 19.850 25.593 30.892 22.418 27.117 32.003 15.938 21.888 22.089 19.493 20.919 28.291 WSNR 24.920 30.330 35.278 25.937 31.936 36.152 21.387 27.221 29.293 22.530 28.165 27.267
SNR 12.706 15.481 17.977 15.821 18.947 21.476 10.609 15.886 17.299 13.434 15.741 19.327 SNR 18.950 21.426 23.729 20.531 23.394 25.704 17.443 20.240 22.836 17.921 21.410 22.803
FSIM 0.795 0.846 0.899 0.825 0.908 0.947 0.786 0.888 0.930 0.819 0.882 0.932 FSIM 0.800 0.876 0.921 0.867 0.913 0.940 0.826 0.882 0.922 0.844 0.897 0.930
GMSD 0.170 0.098 0.051 0.148 0.082 0.038 0.146 0.096 0.051 0.161 0.104 0.050 GMSD 0.136 0.070 0.035 0.109 0.053 0.027 0.118 0.072 0.042 0.116 0.070 0.037
SSQPF 0.51 3.10 12.67 4.27 15.08 17.90 0.70 9.01 16.12 2.70 6.34 16.75 SSQPF 1.15 7.49 16.13 1.45 14.86 14.86 4.84 2.30 16.36 1.67 8.53 13.98
SSQPB 1.32 6.81 14.19 10.85 15.84 17.04 1.54 8.02 16.54 5.39 6.86 17.27 SSQPB 1.32 6.81 14.19 10.85 15.84 17.27 1.43 8.02 16.54 5.39 6.86 17.73
MOS 0.00 5.25 8.75 5.63 11.50 16.50 2.00 13.88 17.75 4.88 13.38 18.38 MOS 0.25 5.00 11.25 1.75 16.13 19.50 2.00 10.13 16.63 1.38 13.63 20.75
(a) (b) (c) (d) (e) (f)
Fig. 11: The examples of the mismatch between MOS and SSQPB for the highest subjective score: (a), (d) the original images,
(b), (e) the output images w/ QF20 (λ = 0.1), (c), (f) the output images w/ QF20 (λ = 0.01), where the values of MOS and
SSPQB are scaled from 0 to 1.
TABLE VII: Percentages of the worst and best case matches
bewteen SSQPB and MOS.
Percentage of matches
on lowest MOS images
Percentage of matches
on highest MOS images
83.3% (15/18) 27.8% (5/18)
TABLE VIII: Distributions of highest MOS and SSQPB pre-
dictions against method of image generation.
# of images having the highest score
Input
image CNN w/ QF20
GAN w/ QF20
(λ = 0.1)
GAN w/ QF20
(λ = 0.01)
MOS 1 13 4
SSQPB 3 2 13
suggest that GAN quality assessment subsumes some elements
of more traditional image quality assessment, and the proposed
SSQP model provides more universally robust performance
than existing FR metrics.
D. Perfomance Comparison against DNN-based IQA Models
We compared the SSQP against two deep learning based IQA
models in [25]. One is DeepQA [24], which is a full-reference
model, and the other is BIECON [23] which is a no-reference
model. In [25], DeepQA achieved state-of-the-art performance
in an FR benchmark comparison, while BIECON also showed
top prediction accuracy in the category of no-reference models.
The authors provide source codes of both models in the Theano
framework, so that we could reproduce the results.
We tested both models on two subsets of our generative image
dataset: one is the subset of full-frame images (subsetFI ) and
the other is the subset of patch images (subsetPI ) which in-
cludes three different type of patches (random/regular/high-level
structures). For BIECON , following the authors instruction,
we used SSIM [30] to generate local quality score maps as
intermediate targets (see more details in [23]). For DeepQA,
we trained the network using the patch-based approach adopted
in [24] on the subsetFI , since it consists of two different
resolutions and the size of the input images needs to be fixed for
training. We used the same patch size of 112 x 112 as in [24]. On
the single resolution subsetPI , DeepQA network was trained
image-wise. During the experiment, we randomly divided the
reference images into two subsets, 80% for training and 20%
for testing. The correlation coefficients were averaged after the
procedure was repeated 10 times on randomly divided training
and testing sets.
The experimental results are given in Table X. On subsetFI ,
13
TABLE IX: Performance comparison on the LIVE image quality database (median PCC, SRCC and RMSE across 1,000 train-test
trials for SSQPF and SSQPB).
JP2K JPEG WN GBLUE FF ALL
PCC SROCC RMSE PCC SROCC RMSE PCC SROCC RMSE PCC SROCC RMSE PCC SROCC RMSE PCC SROCC RMSE
PSNR 0.90 0.89 7.19 0.86 0.84 8.17 0.99 0.99 2.68 0.78 0.78 9.77 0.89 0.89 7.52 0.82 0.82 9.12
SSIM 0.90 0.93 16.20 0.85 0.90 15.99 0.96 0.96 15.97 0.85 0.89 15.72 0.90 0.94 16.45 0.74 0.85 16.10
MSIM 0.83 0.95 16.20 0.77 0.91 15.99 0.93 0.97 15.97 0.85 0.96 15.72 0.80 0.93 16.45 0.69 0.90 16.10
VSNR 0.95 0.94 4.94 0.94 0.91 5.35 0.98 0.98 3.34 0.93 0.94 5.64 0.90 0.90 7.10 0.89 0.89 7.36
VIF 0.94 0.95 16.20 0.93 0.91 15.99 0.96 0.98 15.97 0.96 0.97 15.72 0.96 0.96 16.45 0.94 0.95 16.10
VIFP 0.93 0.95 16.20 0.91 0.90 15.99 0.96 0.99 15.97 0.94 0.96 15.72 0.95 0.96 16.45 0.92 0.93 16.10
UQI 0.84 0.85 16.20 0.80 0.83 15.99 0.93 0.91 15.97 0.95 0.94 15.72 0.94 0.94 16.45 0.85 0.86 16.10
IFC 0.90 0.89 7.11 0.90 0.86 6.86 0.96 0.94 4.64 0.96 0.96 4.39 0.96 0.96 4.52 0.91 0.91 6.70
NQM 0.94 0.93 5.69 0.93 0.90 5.77 0.99 0.99 2.62 0.88 0.84 7.42 0.84 0.82 9.02 0.87 0.87 7.89
WSNR 0.92 0.91 6.48 0.93 0.89 5.80 0.98 0.97 3.50 0.92 0.91 6.26 0.72 0.76 12.08 0.88 0.88 7.79
SNR 0.87 0.86 8.09 0.85 0.83 8.50 0.97 0.97 3.80 0.76 0.75 10.19 0.89 0.90 7.36 0.81 0.81 9.41
FSIM 0.87 0.96 16.20 0.73 0.91 15.99 0.91 0.97 15.97 0.91 0.97 15.72 0.85 0.95 16.45 0.78 0.92 16.10
GMSD 0.96 0.96 4.36 0.94 0.91 5.25 0.97 0.97 4.16 0.96 0.96 4.34 0.94 0.94 5.63 0.91 0.91 6.73
SSQPF 0.95 0.94 4.86 0.94 0.89 5.53 0.99 0.97 2.62 0.96 0.96 4.08 0.96 0.95 4.39 0.95 0.95 4.88
SSQPB 0.96 0.95 4.20 0.95 0.91 5.03 0.99 0.98 2.51 0.96 0.95 4.49 0.97 0.95 3.98 0.96 0.95 4.68
TABLE X: Performance comparison with two deep learning-
based IQA models on the proposed generative image database.
Model
SubsetFI SubsetPI
PCC SROCC PCC SROCC
DeepQA 0.948 0.918 0.739 0.712
BIECON 0.676 0.865 0.124 0.155
SNPF 0.931 0.877 0.877 0.863
SNPB 0.953 0.891 0.831 0.832
SSQPB and DeepQA gave comparable performances while
BIECONs prediction accuracy was relatively low. On
subsetPI , the performance of DeepQA dropped significantly,
while SSQPB still delivered good prediction accuracy. Fig. 10
helps explain this phenomenon. In the case of a full-frame image,
even if introduced distortions get stronger, the main structure of
the original image could be still maintained (the first column).
However, patch images tend to lose their structure as generative
distortions get stronger (the second through the fourth columns).
SSQPB may cope with this structural collapse by alternatively
measuring statistical similarity using the proposed histogram-
distance features, as demonstrated in the results of Table IV.
CNNs like those used by DeepQA and BIECON have far
better abstraction ability than shallow regression methods when
representing structures from low-level to high-level. However,
they may not capture statistical similarity as well, which plays
an important role in assessing the quality of generative images.
BIECON failed to provide reliable prediction accuracy.
E. Cross Database Test
To demonstrate the generalization ability of SSQP , we
conducted a comprehensive set of database and cross-database
experiments. First, in addition to the proposed Generative
IQA dataset and the LIVE IQA dataset, we added two ex-
isting databases: the TID2013 database [65] and the CSIQ
database [66]. The TID2013 database consists of 25 reference
images and 3,000 distorted images with 24 different distortion
types at five levels of degradation, and the MOS of the distorted
images is provided. The CSIQ database includes 30 reference
images and 866 distorted images of six types: JPEG, JPEG2000,
global contrast decrements, AWN, pink gaussian noise and
gaussian blur, and it provides DMOS. We compared SSQPB
against the DNN-based DeepQA model. On the Generative IQA
database, the subset of full-frame images (subsetFI ) was used.
Table XI shows both the database and the cross-database test
results. In each pair of corresponding correlation coefficients,
we marked the one having higher value in boldface. For the
results where training and testing were done on the same
databases (the diagonal), SSQPB and DeepQA attained compa-
rable performance. SSQPB provided slightly better performance
on the Generative and the LIVE datasets in terms of PCC,
whilst DeepQA was advantageous on TID2013 and CSIQ. It
is noteworthy that SSQPB was able to provide comparable
prediction accuracy as DeepQA, although it has a much smaller
number of parameters and a simpler system architecture.
Next, for the cross-database experiments, the model trained
on one database was tested on the other database, where the
DMOS of the LIVE/CSIQ databases were converted to MOS. For
example, when the model is trained on the Generative database
and tested on the others, the PCC values were still quite rea-
sonable: 0.900 and 0.828 on LIVE and CSIQ, respectively. The
performance drop on TID2013 was due to the fact that it contains
many distortion types that do not exist in the Generative database
(or arguably, anywhere!) while the number of test images is far
larger than in the train database. For the same reason, when
we use TID2013 as a train dataset, the trained model delivers
PCC values for cross-database tests, close to the results attained
when the same database was used for testing as training. It is
also noteworthy that although the three existing datasets consist
of images of larger resolutions than the Generative dataset,
SSQP still achieved reasonable prediction accuracy. It was
able to cope with diverse distortion types, which suggests that
the structural/statistical features extracted by it reflect general
aspects of distortions.
VI. CONCLUSION
We proposed a GAN image quality assessment model called
SSQP that was devised using two groups of features repre-
senting structural and statistical similarities. We also used a
multi-stage parallel boosting system to uncover the nonlinear
relationship between the subjective scores and the proposed
features. We built a generative image quality database consisting
of GAN generative images, and conducted a subjective study
on it. The experimental results demonstrate the superiority of
SSQP on the new database, outperforming existing FR models
by significant margins. Furthermore, it also attained comparable
prediction accuracies as recent DNN-based IQA models on three
traditional image quality databases.
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TABLE XI: The database and cross-database tests: performance comparison between SSQPB and DeepQA, where the higher
value in each pair of corresponding coefficients is marked in boldface.
(a) PCC comparison
SSQPB / DeepQA
Dataset for training
Generative LIVE TID2013 CSIQ
Dataset
for
testing
Generative 0.953 / 0.948 0.671 / 0.829 0.805 / 0.956 0.414 / 0.841
LIVE 0.900 / 0.898 0.963 / 0.962 0.819 / 0.667 0.881/ 0.890
TID2013 0.656 / 0.509 0.651 / 0.495 0.872 / 0.884 0.734 / 0.679
CSIQ 0.828 / 0.819 0.830 / 0.841 0.815 / 0.878 0.888 / 0.962
(b) SRCC comparison
SSQPB / DeepQA
Dataset for training
Generative LIVE TID2013 CSIQ
Dataset
for
testing
Generative 0.891 / 0.918 0.666 / 0.851 0.789 / 0.952 0.417 / 0.876
LIVE 0.896 / 0.918 0.953 / 0.964 0.810 / 0.556 0.885/ 0.900
TID2013 0.519 / 0.427 0.532 / 0.430 0.841 / 0.865 0.624 / 0.571
CSIQ 0.841 / 0.833 0.782 / 0.868 0.749 / 0.889 0.806 / 0.958
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