The problem of scheduling workflow applications in a grid environment is considered. The problem is divided into two stages: (i) resource allocation, which consists in allocating distributed grid resources to tasks of a workflow in such a way that the resource demands of each task are satisfied, and (ii) scheduling performed by local grid schedulers. Grid resources are divided into computational and network resources. Computational and transmission workflow tasks are distinguished. A computational experiment is presented in order to show the importance of resource allocation, as well as examine the influence of the local scheduling policy. Certain conclusions and directions for future research are given.
I. INTRODUCTION
In this paper, the problem of scheduling workflow applications in a grid environment is considered. Workflow applications can be viewed as complex sets of various precedence-related transformations (tasks) performed on certain data. They are mostly scientific, data-intensive applications which, due to large amounts of computations and data involved, require high computing power to be executed efficiently. This power can be delivered by a grid, an infrastructure consisting of many distributed computational resources connected by a fast network.
The problem of allocating distributed grid resources, located in many sites, to workflow application tasks is very complex, especially when the network capacity varies between the sites. In addition, the information about the tasks is often incomplete. Obtaining a performance model of a task is not trivial. In particular, the processing times of all tasks on different computer systems (grid resources) are difficult to evaluate. Also, other parameters (e.g. bandwidth, resource availability) may change quite rapidly in grid environments. Thus, generally, many problem parameters are dynamic and/or uncertain.
As was stressed, e.g. in [5] , the majority of centralized grid environments are based on the so-called two-level hierarchy scheduling. This is a consequence of the layered architecture of the grid. A grid consists of many nodes, each of which is usually managed by some local scheduling system, such as Condor [7] , Load Sharing Facility (LSF) [8] , Portable Batch System (PBS) [9] , Sun Grid Engine (SGE) [10] . Thus, in the first step, the grid broker assigns submitted jobs to remote resources, and local schedulers subsequently generate their schedules for the resources they manage. This concept is very natural, since a grid broker neither possesses complete knowledge of the local resource load, nor has overall control of the resource. On the other hand, the local scheduler is unaware of any other grid jobs and other resources available to these jobs. Examples of twolevel hierarchy grids with a central grid broker are, among others, the European EGEE Grid [11] , and Clusterix in Poland [12] . Let us emphasize the difference between resource allocation and scheduling. Resource allocation consists in assigning tasks to resources, whereas scheduling goes one step further and consists in allocating resources to tasks over time, i.e. defining the starting time of each task for the resource to which it has been assigned.
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Marek Mika 1 , Wojciech Piątek 2 , Grzegorz Waligóra 1 , Jan Węglarz Due to the two-level hierarchy scheduling, the first stage, i.e. the grid resource allocation, is of crucial importance, in particular when it concerns workflow applications requiring substantial computational effort and can run for hours, days, or even weeks.
In [6] , we proposed a model of the problem where the network is a resource for which tasks must apply. Consequently, we distinguished transmission tasks as a separate type of tasks which can compete for the same network connection. More precisely, bandwidth is a network resource which can be divided among many transmission tasks. Thus, on a grid, there are network resources along with computational resources. A mathematical model of the problem was presented along with all the parameters of the problem. However, in [6] we focus only on resource allocation, and present algorithms for finding feasible resource allocations. In this paper, we go one step further and perform certain computational experiments concerning scheduling workflows on a grid. The main goal of this paper is to show the importance of resource allocation on the quality of the obtained schedules, as well as examine the influence of the local scheduling policy.
The paper is organized as follows. In Section II, we define the problem and recall its parameters introduced in [6] . Section III discusses the phases of resource allocation and local scheduling. In Section IV, we describe the computational experiments and analyze the results. The final section is devoted to conclusions and describes potential directions for future research.
II. PROBLEM FORMULATION

II.1. Problem description
In many scientific areas, such as high-energy physics, bioinformatics, astronomy and others, we encounter applications involving numerous simpler components that process large data sets, execute scientific simulations, and share both data and computing resources. Such data-intensive applications consist of multiple components (tasks), which may communicate and interact with each other over the course of the application [2] . The tasks are very often precedence-related, and the precedence constraints usually follow from the data flow between them, i.e. data files generated by one task are often needed to start another task (an output of one task becomes an input for the next task). Although this is the most common situation, the precedence constraints may be dictated by other considerations, for instance, they may be arbitrarily defined by the user. Such complex applications consisting of various precedence-related transformations (tasks) performed on certain data between which data files have to be transmitted very often are called workflow applications. In general, two types of workflows can be distinguished: data-intensive, where file transfer times dominate task computing times, and compute-intensive, for which the situation is opposite. For efficient execution of both types of workflows, high computing power is required, due to a large amount of computations and data involved. This computational power can be provided by a grid.
In [3] , a grid was defined as an infrastructure for coordinated resource sharing and problem solving in dynamic, multi-instrumental virtual organizations. More recently, the Network of Excellence CoreGRID [13] defined a grid as "a fully distributed, dynamically reconfigurable, scalable and autonomous infrastructure to provide location independent, pervasive, reliable, secure and efficient access to a coordinated set of services encapsulating and virtualizing resources (computing power, storage, instruments, data, etc.) in order to generate knowledge".
Since workflow applications are usually very timeconsuming (even if single tasks are short) and input/output data files for tasks can be large, the problem of scheduling such applications on a grid has nowadays become a significant challenge of great practical importance. As it was mentioned in the Introduction, resource allocation must precede scheduling. Allocation of grid resources to a workflow whose component tasks are known but have not been scheduled yet is an important topic in grid computing due to its impact on the efficiency of workflows, which can generate great amounts of data and occupy resources for longer periods of time.
In general, the problem consists in allocating distributed grid resources to heterogeneous tasks. Users submit their jobs (in this case, workflow applications) to a grid. Workflows consist of multiple tasks. A task can be anything that requires a resource, e.g. schedulable computation, bandwidth request, data access or access to a remote resource, such as remote instruments, databases, humans in the loop, etc. A resource is anything that can be allocated to a task, i.e. a processor, disc space, bandwidth, machine, device, person, etc. In this research, we divide grid resources into two types: computational resources and network resources. Computational resources are all resources required for computational tasks to be computed, i.e. not only processors, but also memory, disc space, various devices, etc. Network resources are resources required for transmission tasks to be executed, i.e. necessary for the data files to be transmitted. Obviously, the basic network resource is bandwidth.
There are at least several approaches to grid resource allocation. They differ from one another depending on the grid architecture, objectives of a particular grid, and grid management policies. Depending on the architecture, two types of grids can be distinguished: peer-to-peer grids, where all services are equal and communicate using a peerto-peer model; and centralized grids, where a grid resource management system plays a central role and is surrounded by many other grid services structured in a layered architecture. In such grids, there is usually one common, central grid broker that serves all users and their jobs. Such a situation is considered in this paper.
II.2. Problem parameters
In this section we briefly recall the main assumptions underlying the model presented in [6] , as well as present all the parameters of the formulated model.
A grid is a set of nodes connected by fast network links. There are two types of nodes in the network: resource nodes (containing computational resources) and non-resource nodes (considered only with respect to the network topology). The bandwidth between each two connected nodes is given, and it is identical in both directions. Between two given nodes, there can be more than one network link, and these links may have different parameters. However, these are alternative links and they cannot be merged in order to increase the bandwidth. The bandwidth within a given node is unlimited. The processors in resource nodes are divided into different types, depending on their power. The power (processing speed) of each processor is a multiple of some standard unit. Here, a processor with a speed factor of 1 is termed a standard processor.
A workflow consists of many tasks. There are two types of tasks: computational tasks and transmission tasks. The structure of a workflow is represented by a directed acyclic graph (DAG), where each vertex corresponds to a computational task, and each arc represents a precedence relation between two computational tasks. Each arc corresponds to a transmission task, i.e. represents a data transmission between two successive computational tasks. Computational tasks are non-preemptable, i.e. once started, they must be completed without interruptions or changes in resource allocation. Each computational task may be executed in exactly one node, and is characterized by three values: size (the execution time on a standard processor or processors), number of processors required for its execution, and the minimum required speed factor of the processors. The actual processing time of a task is calculated by dividing its size by the speed factor of the processor (processors) on which this task is scheduled. Transmission tasks are also non-preemptable, and they are characterized by two values: the size of the data file (files) to be transmitted, and the required bandwidth between the two nodes between which the transmission is to take place. Transmission time (i.e. the execution time of a transmission task) can take one of two values: the data file size divided by the bandwidth, when successive computational tasks are executed in different resource nodes; or zero, when they are executed in the same resource node.
Below we summarize all the parameters of the model: v v -task of transmitting output data of computational task v i , which is at the same time the input data for computational task ( , ) ; 
III. RESOURCE ALLOCATION AND SCHEDULING
As it was mentioned before, scheduling in grid environments consists of two stages:
(i) resource allocation performed by a central grid broker on the set of all resources available in the grid (ii) scheduling performed by local schedulers on their local resources. The problem of resource allocation in grids was extensively studied in [6] , where a mathematical model of the problem was formulated and algorithms for finding a feasible resource allocation were proposed. The most important issues raised in [6] are briefly recalled in Sections III.1. and III.2, which concern the second (scheduling) stage, as well as describe how this stage was realized in the Grid Scheduling Simulator (GSSIM).
III.1. Resource allocation
By feasible resource allocation we understand such an allocation of resource nodes to computational tasks of a workflow that:
-each computational task is assigned resource nodes containing a computational resource capable of executing this task, -for each transmission task there exists a path in the grid over which the required transmission can be performed (i.e. a path of the required bandwidth).
In order to analyze and correctly define feasible resource allocations, a concept of a tri-task was introduced in [6] is defined by a function w assigning exactly one node to each computational task in such a way that each tri-task of the workflow is assigned a pair of nodes which is a feasible resource allocation for this particular tri-task. w( j) = θ means that a computational task v j has been assigned a resource node X θ . The above-mentioned algorithm for finding feasible resource allocations for workflow W was termed the RA W algorithm. It was proved in [6] that the RA W algorithm can always find a feasible resource allocation if it exists, regardless of which pair of precedence-related computational tasks is allocated first. Moreover, finding one such allocation (out of many possible) can be done in polynomial time.
III.2. Scheduling in the GSSIM environment
Different approaches to the problem of grid resource allocation must be carefully studied and tested before they find application in a production environment. However, experiments aimed at evaluating and comparative analysis of these scenarios are often impossible to perform. This is caused by the difficulties in obtaining access to a largescale infrastructure with its dynamic nature. In addition, carrying out such tests is expensive and time-consuming. Hence, simulations are a common tool for researching various solutions. Also, they facilitate the evaluation of different configurations and management issues together with suitable "what-if" analyses.
The Grid Scheduling Simulator (GSSIM) is a simulation framework developed at the Poznan Supercomputing and Networking Center. It is a comprehensive and advanced simulation tool for distributed computing problems, which allows the users to perform experiments related to grid resource management, and enables experimental studies of various scheduling algorithms. GSSIM focuses on flexible and automated management of a research experiment, including inserting scheduling algorithms into the simulated environment, modeling realistic workloads and adopting real traces, as well as configuring the environment topology, both on the logical and physical level. Simulating a network based on flows with advance reservation functionality allows researchers to examine existing and future network models. GSSIM also allows modeling the topology and performance characteristics of jobs, which is essential for optimizing the execution of complex and demanding real-world applications.
In general, GSSIM can model two generic types of scheduling entities: global and local schedulers. It provides interfaces that allow researchers to insert their specific global scheduling algorithms and local scheduling policies into the simulation environment. A global scheduler is responsible for scheduling jobs to resources distributed among different administrative domains (sites). To this end, it must interact with multiple sites, including retrieving information about resources and submitting jobs. A common example of a global scheduler is the grid broker. Local schedulers are responsible for managing resources that belong to a single site. They retrieve tasks and schedule them to particular subcomponents of a given site. Thus, they correspond to the functionality of popular local scheduling systems, such as LSF, PBS, SGE. Their implementation may imitate the behavior of these wellknown systems. On the other hand, they may simulate other, possibly hypothetical, systems and resources. The goal of a local scheduling plugin is either to execute an appropriate task (which has just arrived from the queue) or to put the task into the queue, according to the implemented policy. In this manner, the starting time of each task is defined. Scheduling can be performed depending on specific events that occur in the system. GSSIM is able to handle a wide variety of events, including the arrival of a new task, completion of the previously performed task, periodic events, etc. This allows to apply various scheduling strategies: off-line scheduling for entire sets of incoming jobs, dynamic scheduling based on specific events, and periodic rescheduling. For further details of the GSSIM framework cf. [1] and [4] . GSSIM is complemented by a portal [14] , which enables online access to the simulator through a user-friendly experiment editor, workload generator and an experiment repository.
IV. COMPUTATIONAL EXPERIMENTS
In the following two sections we discuss the experiments concerning scheduling in grid environments. Section IV.1 describes an experiment which demonstrates the importance of the resource allocation stage. Section IV.2 concerns the influence of the local scheduling policy on the quality of the obtained schedules. For experimental purposes, the overall workflow completion time (makespan) is considered as the evaluation criterion.
We shall first discuss the parameters of the experiments.
The grid topology considered in the experiments is illustrated in Fig. 1 . In order to perform comprehensive and reliable studies, all experiments were carried out many times and the obtained results were averaged. In the first phase, the RA-W algorithm was used to find a feasible resource allocation. To avoid the influence of the choice of the pair of precedence-related computational tasks which were allocated first on the obtained resource allocation (see Section III.1), all test were performed by iterating over all tri-tasks and selecting each of them as the starting one. For each tri-task, tests were repeated 20 times. Hence, the total number of conducted experiments may be calculated as the product of the total number of pairs of precedence-related computational tasks and of the number of repetitions. Thus, the number of performed experiments, which aims at a single configuration evaluation of a particular environment, was equal to 1040 in Section IV.1, and 360 in Section IV.2. The detailed characteristics of the tasks and resources are described in the next two sections. 
IV.1. Heuristic approach
According to the proposed model, in order to find a feasible resource allocation for the entire workflow (function w), it suffices to select a random feasible resource allocation from the set of all feasible resource allocations for a given tri-task (although for the subsequent tri-tasks this set is limited by previous choices). However, a random choice stands a poor chance of leading to an optimal solution. Hence, we propose a simple modification to the basic version of the RA-W algorithm. This new heuristic algorithm for finding a feasible resource allocation assumes a local minimization of the execution time of the considered tri-task. To this end, from a set of all feasible resource allocations for tri-task , i j v v a pair of resource nodes (X χ , X θ ) is chosen so as to minimize the sum of the execution time of transmission task ( )
v v between nodes (X χ , X θ ) and of the execution time of computational task v j on resource X θ . The major hypothesis to verify is that deliberate selection of a resource allocation for a given tritask improves the overall performance with respect to the evaluation criterion.
The structure of the grid environment considered in this experiment is shown in Fig. 1 . The characteristics of the two evaluated computational resource configurations are given in Tables 1 and 2 , and the parameters of the network resources are presented in Table 3 . Each computational resource is controlled by a queueing system with a single queue available. To select processing resources for tasks at the local level, the well-known "firstcome, first-served" (FCFS) policy was applied, so that the tasks are taken from a queue in the order of their arrival. Table 4 contains the characteristics of the two types of workflows used in the experiment. As it was mentioned in Section II, the actual execution time of a computational task is calculated as / , Table 5 shows the results obtained for random and heuristic strategies of resource allocation, for two types of workflows (W1 and W2) and two computational resource configurations (Conf1 and Conf2). This table shows the completion times of the workflows (makespan) -the average, minimum and maximum makespan, as well as the standard deviation. The heuristic strategy significantly outperformed the basic approach -the overall completion time is visibly lower in the case of reasonable selection. This confirms our basic assumption that it is worthwhile to optimize the selection process, even for a single tri-task.
IV.2. Influence of local scheduling policy
Local schedulers manage resources within a single administrative domain, and schedule jobs to local resources. Therefore, one of their main goals is to minimize resource starvation. Generally, it is reasonable to compare different scheduling strategies when the sets of tasks to be scheduled are identical. However, since we find a feasible resource allocation by assuming a simple random selection algorithm and a random selection of the start task, it becomes difficult to obtain the aforementioned result at the local scheduler level. Therefore, this experiment focuses on showing the impact of local policies on the execution start time of both computational and transmission tasks, and thus on the completion time of the entire workflow, rather than on a comparison of scheduling algorithms.
The structure of the grid environment considered in this experiment is shown in Fig. 1 . The characteristics of computational and network resources are presented in Tables 6  and 7 , respectively. The workflow topology is illustrated in Fig. 2 . Table 8 gives the characteristics of the computational tasks. The same parameters were assumed for all transmission tasks, i.e. the size of the data file F ij = 50 GB, and the required bandwidth B ij = 100 Mb/s. Since we assumed homogeneous resources at each resource provider, the processing time for each task is identical on each computing node. The characteristics of computational tasks as well as the grid topology were analytically determined and adjusted in order to demon-strate the impact of local scheduling strategies on the completion time of the workflow. The experiments were performed using two local scheduling policies: shortest job first (SJF) and longest job first (LJF). At the local level, we performed off-line scheduling by invoking both evaluated strategies every 1000 seconds. Moreover, a feasible resource allocation for the entire workflow (function w) was found by random selection of particular feasible resource allocations. Table 9 shows the makespan for both local policies. The SJF algorithm turned out to be more effective than the LJF algorithm in terms of the overall completion time. Figures 3 and 4 show examples of schedules obtained with the SFJ and LJF policies. The arrow in Fig. 4 indicates the task (task 6) responsible for the differences in performance between these two algorithms in a significant number of schedules.
Considering the structure of the workflow (cf. Fig. 2 ), we suspect that task 8 is a possible bottleneck. Its execution depends on the completion of three transmission tasks related to the preceding computational tasks. However, all transmission tasks have to be completed before task 8 can be started. Therefore, due to the delayed execution of task 6, tasks 8 and 9 are delayed as well, even though remaining precedence constraints have already been satisfied. Transmission tasks can also be considered as possible communication bottlenecks. Large data files are time-consuming and therefore require a large amount of bandwidth in order to be performed efficiently. Hence, such data files should be transmitted first in order to allow the execution of dependent computational tasks. This confirms the importance of an efficient resource allocation in a grid environment, particularly in the case of workflow applications.
V. CONCLUSIONS AND FUTURE RESEARCH
In this paper, the problem of scheduling workflow applications in a grid environment was considered. Grid resources were divided into two types: computational resources and network resources. Accordingly, computational tasks of the workflow as well as transmission tasks were distinguished. The problem can be decomposed into two subproblems: (i) how to find a feasible resource allocation of distributed grid resources for tasks of the workflow in such a way that the resource demands of all tasks (both computational, and transmission) are satisfied, and (ii) how to schedule computational tasks on local resources managed by local grid schedulers. The objective is to minimize the total completion time of the workflow, i.e. the makespan. Computational experiments were performed to justify the importance of the resource allocation stage, as well as examine the influence of the local scheduling policy. The experiments showed that even a small improvement in resource allocation, as compared to random allocation, can result in significantly improved schedules. This confirms our hypothesis about the importance of the resource allocation stage (Section IV.1). As far as local scheduling policies are concerned, the SJF algorithm produced slightly better results than the LJF algorithm. However, the main goal of the second experiment was to demonstrate the influence of the local scheduling policy in the context of the resource allocation stage This was analyzed and discussed in Section IV.2.
In the future, we intend to perform comprehensive computational experiments concerning the problem of scheduling workflows on a grid. In these experiments we hope to show that efficient heuristic (or metaheuristic) algorithms used at the level of global scheduling can significantly improve the quality of the obtained schedules, particularly in the case of workflow applications. 
