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CANONICAL LIFTS OF THE JOHNSON
HOMOMORPHISMS TO THE TORELLI GROUPOID
ALEX JAMES BENE, NARIYA KAWAZUMI, AND R. C. PENNER
Abstract. We prove that every trivalent marked bordered fat-
graph comes equipped with a canonical generalized Magnus ex-
pansion in the sense of Kawazumi. This Magnus expansion is used
to give canonical lifts of the higher Johnson homomorphisms τm,
for m ≥ 1, to the Torelli groupoid, and we provide a recursive com-
binatorial formula for tensor representatives of these lifts. In par-
ticular, we give an explicit 1-cocycle in the dual fatgraph complex
which lifts τ2 and thus answer affirmatively a question of Morita-
Penner. To illustrate our techniques for calculating higher Johnson
homomorphisms in general, we give explicit examples calculating
τm, for m ≤ 3.
1. Introduction
Let Mg,1 denote the mapping class group of a genus g > 0 surface
Σg,1 with one boundary component, and let Ig,1 denote its classical
Torelli group, i.e., the subgroup of Mg,1 acting trivially on the homol-
ogy of Σg,1. In fact, this group is just the first of a series of nested
subgroups called the “higher Torelli groups” Mg,1[k], which serve as
successive approximations to Mg,1.
Johnson extensively studied the first two of these subgroups and in
particular determined that for g ≥ 3, Ig,1 = Mg,1[1] was finitely gen-
erated [14] while for g ≥ 2, Mg,1[2] was isomorphic to the subgroup
Kg,1 generated by Dehn twists on separating curves [15]. Following the
work of Sullivan [32], Johnson [12, 13] also defined certain abelian quo-
tients of all Torelli groups, and these quotient maps τk are now called
the “Johnson homomorphisms”. Johnson moreover determined the im-
ages of the first two homomorphisms (up to torsion), thus giving maps
τ1 : Ig,1→Λ
3H and τ2 : Kg,1→Λ
2H ⊗ Λ2H/∼ where H = H1(Σg,1,Z)
and the relation ∼ is recalled in Section 5.3.
Key words and phrases. mapping class group, Torelli group, Johnson homomor-
phism, moduli space of curves.
The first author thanks Dylan Thurston for useful discussions, and the latter
two authors thank CTQM and Aarhus University for kind hospitality.
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In [25, 26, 27], Morita explicitly showed that the first and second
Johnson homomorphisms τ1 and τ2 lift to crossed homomorphisms of
the mapping class group Mg,1
(1) [k˜1] ∈ H
1(Mg,1,Λ
3H)
and
[k˜2] ∈ H
1(Mg,1,H2×˜Λ
3H),
where H2 is a module of 4-tensors of H equal (modulo 2-torsion) to
the image of τ2, and the group structure on H2×˜Λ
3H is defined by
a certain skew-symmetric pairing Λ3H × Λ3H→H2 (see Section 5.3).
See also [9, 16, 5] regarding lifting the Johnson homomorphisms to the
whole of the mapping class group.
Recently, Morita-Penner [28] showed that the map (1) could be
canonically lifted to a 1-cocycle j1 in the dual fatgraph complex (whose
definition is recalled in the next section),
j1 ∈ Z
1
Mg,1
(GˆT ,Λ
3H),
with [j1] = 6[k˜1].
Morita-Penner then raised the question as to the existence of an
analogous “groupoid” lift of τ2. In this paper, we give an affirmative
answer to this question:
Theorem 1.1. There exists a canonically defined Mg,1-equivariant 1-
cocycle
j2 ∈ Z
1
Mg,1
(GˆT ,H2×˜Λ
3H)
which represents the Johnson homomorphism τ2 on Mg,1[2] and maps
to a multiple of j1 under the natural projection.
In fact, much more is true:
Corollary 4.4 states that all the higher Johnson homomorphisms lift to
the groupoid level in a sense weaker than Theorem 1.1 (see below and
Section 5.4);
Theorem 5.1 provides recursive formulae for the groupoid Johnson lifts
in terms of the (Campbell-)Hausdorff series (see Section 4.1);
Theorem 5.4 employs Poincare´ duality on the surface to write the re-
cursive formulae for the groupoid Johnson lifts as explicit tensors in
modules derived from the homology vector space;
and Sections 5.2–6.3 give progressively more complicated but explicit
expressions for lifts of τ1, τ2, τ3, (and to a lesser extent τ4), and compare
these results with those of Morita [22, 24].
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It is worth emphasizing that it is only a matter of patience to likewise
derive explicit formulae on the groupoid level for τk with k > 4, say,
on the computer. Using techniques of Morita, we further massage our
explicit formula for τ2 (see Section 5.2) provided by Theorem 5.4 to
derive the 1-cocycle described in Theorem 1.1 (see Section 5.3). We
do not know if τk similarly lifts to a 1-cocycle for k ≥ 3 (in no small
part because the appropriate coefficient modules are complicated) but
nevertheless have found explicit groupoid-level formulae in any case,
which can be recursively computed and are discussed in Section 5.4.
The proofs of these results rely on the existence of a canonical com-
binatorially defined “fatgraph Magnus expansion” θG : π1→T̂ , where T̂
is the ring of formal power series in several non-commuting variables,
and θG is a suitable homomorphism. Such a homomorphism θG is asso-
ciated to every trivalent marked fatgraph G and is described in terms
of the induced “homology marking” on its edges (see Section 3.1). This
is the heart of the paper (in Section 4). The derivation of this fatgraph
Magnus expansion relies on certain combinatorial iterated integrals for
such fatgraphs. Indeed, since one can construct a different Magnus
expansions as the holonomy of a certain flat connection (cf. [17]), it
is natural that iterated integrals are involved. Topologically, these in-
tegrals are taken along the path of the boundary ∂Σg,1 beginning at
the basepoint, while combinatorially they are iterated sums along the
boundary edge-path of the fatgraph of specific elements built from the
homology marking.
Let us compare and contrast the approach of Morita-Penner with
that of this paper (although Morita-Penner worked in the context of
punctured surfaces, their proofs work equally well in the bordered con-
text). In effect in [28], each “Torelli space”, i.e., the quotient of Te-
ichmu¨ller space by a Torelli group, comes equipped with a natural ideal
cell decomposition. The combinatorial fundamental path groupoid
of the dual 2-complex gives a discretization of the fundamental path
groupoid of Torelli space itself. The oriented edges of this dual complex
are in natural one-to-one correspondence with “Whitehead moves” (dis-
cussed in Section 3) between suitable trivalent fatgraphs. Furthermore,
the 2-simplices of the dual complex give rise to three types of relations:
involutivity, commutativity, and the pentagon relation, which give a
complete set of relations for the groupoid. To write a 1-cochain on the
dual complex to Torelli space with values in some module, then, we
must assign to each Whitehead move an element of the module. This
assignment is a 1-cocycle if and only if the involutivity, commutativity,
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and pentagon relations hold, and this is how it was confirmed in [28]
that the 1-cochain j1 is actually a cocycle.
In this paper, we instead study generalized Magnus expansions, which
in effect must satisfy two key properties (orientation and vertex com-
patibility in Equations (2) and (3)), which are simpler than involutiv-
ity, commutativity, and the pentagon relation; in fact, we are able to
solve these two equations recursively here using the geometry of the
underlying fatgraph.
A basic point of Kawazumi’s theory [16] is that the Johnson ho-
momorphisms can be determined from any generalized Magnus expan-
sion and in particular from our fatgraph Magnus expansion. It follows
that our derived expressions for Johnson homomorphisms automati-
cally satisfy the involutivity, commutativity, and pentagon relations, a
fact which is by no means obvious from the formulae themselves.
The sense in which our groupoid lifts of τ1, τ2 are special is that we
have honest algebraic 1-cocycles with values in an appropriate module
in these two cases only. In general for higher Johnson homomorphisms,
we have only a description as an invariant of based homotopy classes
of paths in Torelli space, hence a kind of “cocycle with non-abelian
coefficients”. (See Section 5.4 for further discussion.)
As a general point, we think it is no accident that the formalism
here of homology marked fatgraphs is similar to that of finite-type in-
variants of 3-manifolds, cf. [6], and our explicit calculations here of
higher Johnson homomorphisms determine (the tree-like part of) val-
ues of the latter under suitable circumstances [7, 8, 19, 20]. In fact,
an appropriate setting for both discussions seems to be the theory of
“homology cobordisms” [4]. In this context, say in the setting of map-
ping tori of surface automorphisms, Whitehead moves can be seen to
correspond to appropriate elementary moves on ideal triangulations of
the 3-manifold. Thus, our formulae should provide purely combina-
torial expression for (reductions of) finite-type invariants of mapping
tori under appropriate circumstances. In this sense, Whitehead moves
rather than Dehn twists indeed seem the natural generators.
One could say that “here we give the first explicit calculations of
the higher Johnson homomorphisms”, but this is in a sense a swindle
since, first of all, of course they can be computed from the definitions
in terms of the action of Dehn twists on the fundamental group, which
is on the other hand completely unwieldy. The second swindle is that
we have obviated here the need for describing generators of the higher
Torelli groups by working on the groupoid level, where all higher Torelli
groupoids are generated by “Whitehead moves on fatgraphs” (see Sec-
tion 3).
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On the other hand, this second swindle is not without significance,
and we have truly given a new closed form recursive expression for
the higher Johnson homomorphisms on this groupoid level, at the very
least, a new type of explicit algorithm for their calculation. The most
powerful alternative method, which is presumably practicable for cal-
culating τ3 and maybe τ4, is to rely on the Magnus representation as
described in [24] and studied in [33, 34].
We parenthetically mention that other homomorphisms on (sub-
groups of) mapping class groups can also be lifted to the groupoid
level. Namely, it is shown in [1] that the “Nielsen” representation of
the mapping class group of a (once-) bordered surface in the auto-
morphism group of a free group, the Magnus representation, and the
symplectic representation all lift to the groupoid level, and explicit
formulae are given.
This paper is organized as follows. We begin with notation and back-
ground definitions of the Torelli groups, Johnson maps, and generalized
Magnus expansions in Section 2. In Section 3, we discuss the proper-
ties of fatgraphs and the fatgraph complex which will be needed for our
results. Section 4 introduces the fatgraph Magnus expansion and the
fatgraph Johnson maps. In Section 5, we reinterpret the results of the
previous section in terms of invariant tensors with explicit expressions
for τ1, τ2, τ3 in Section 5.2 and explicit cocycle representatives for the
former two in Section 5.3. In Section 6, we illustrate our techniques
with examples of twists on separating curves calculating τ1, τ2 in Sec-
tion 6.1, providing a general procedure for computing τ3 in Section 6.2,
and giving explicit values of τ3 for certain separating twists related to
Lickorish’s generators in Section 6.3.
2. Torelli groups and Johnson homomorphisms
We begin by establishing notation. Let Σg,1 denote a fixed oriented
surface of genus g > 0 with one boundary component, and let p and
q be distinct points on the boundary. (The point q will not be needed
until the next section.) Let π1 = π1(Σg,1, p) denote the fundamental
group of this surface relative to the basepoint p, which is isomorphic
to a free group F2g on 2g generators. Let ∂ ∈ π1 denote the element
represented by the path of the boundary ∂Σg,1, which we sometimes
consider as a word in the generators of F2g. For example, in terms of
the standard symplectic generators of π1 shown in Figure 2.1, we have
∂ =
∏g
i=1[ui,vi
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Figure 2.1. A symplectic basis for π1.
We define the mapping class group of Σg,1 to be the isotopy classes
of self-diffeomorphisms of Σg,1 which fix the boundary pointwise,
Mg,1 = π0(Diff(Σg,1), ∂Σg,1),
where isotopies are required to also fix the boundary pointwise. Mg,1
acts on π1 in the obvious way, and by a classical result of Dehn-Nielsen,
we have
Mg,1 ∼= {f ∈ Aut(F2g) | f(∂) = ∂}.
Mg,1 acts also on the abelianization of π1 which we denote by H ∼=
H1(Σg,1,Z). The kernel of this action Mg,1→Aut(H) is nothing but
the classical Torelli group Ig,1, while the image is classically known to
be Sp(2g,Z).
More generally, let Nk denote the kth term of the lower central series
of π1 so that Nk = π1/Γk with Γ0 = π1 and Γk+1 = [Γk,Γ0]. Thus,Mg,1
acts on each Nk, and we define the kth Torelli group to be the kernel
of the map
Mg,1[k] = Ker(Mg,1→Aut(Nk)).
Using the short exact sequence
0→Γk/Γk+1→Nk+1→Nk→1,
one can show that for each element ϕ ∈ Mg,1[k] and each element
x ∈ Nk+1 we have ϕ(x)x
−1 ∈ Γk/Γk+1. By a classical result of Magnus,
it is known that Γk/Γk+1 ∼= Lk+1 where Lk+1 is the (k + 1)st graded
component of the free Lie algebra on H [21]. It can be shown that this
leads to a homomorphism
τk :Mg,1[k]→Hom(H,Lk+1) ∼= H ⊗Lk+1,
where we have made implicit use of the Poincare´ duality of the surface
H∗ ∼= H i.e., Hom(H,Lk+1) ∼= H
∗ ⊗ Lk+1 ∼= H ⊗ Lk+1. These maps
τk are the kth Johnson homomorphisms. By definition, the kernel of
τk is precisely Mg,1[k + 1], while Morita [24] has shown that its image
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under τk is a submodule of Hk ⊂ H ⊗ Lk+1, where Hk is the kernel of
the bracket map H ⊗ Lk+1→Lk+2.
2.1. Generalized Magnus expansions. Let F be a free group, whose
abelianization was denoted H in the previous section. From here on,
we shall work over the rationals and henceforth let H denote the
tensor product of the abelianization of F with the rationals Q, i.e.,
H = H1(Σg,1;Q). Let T̂ denote the completed tensor algebra of H ,
T̂ =
∞∏
i=0
H⊗i,
so T̂ is naturally identified with the ring of all formal power series
in generators of H . Note that T̂ is naturally filtered by ideals T̂p =∏∞
i=pH
⊗i.
A generalized Magnus expansion of F (over Q) in the sense of [16] is
a group homomorphism
θ : F → 1 + T̂1
such that
θ(a) = 1 + a+ θ2(a) + θ3(a) + . . .
for any a ∈ F , where θi(a) ∈ H
⊗i is the ith graded component of the
tensor θ(a) ∈ T̂ and a = [a] ∈ H . The standard Magnus expansion
(studied by Magnus et al.) is the simplest possible (non-canonically
however) : θ(xi) = 1+xi, for some prescribed generating set {xi} of F .
The group IA(T̂ ) ⊂ Aut(T̂ ) of filter-preserving algebra isomorphisms
acting trivially on T̂1/T̂2 acts transitively and freely on the space of
all Magnus expansions and can be identified with Hom(H, T̂2) by U 7→
U |H − id|H for U ∈ IA(T̂ ), cf. [16].
Now consider the special case when F = π1 and let ϕ ∈ Ig,1 and
θ : π1→T̂ be any Magnus expansion. θ induces a natural isomorphism
Q̂[π1] ∼= T̂ , with Q̂[π1] the completed group algebra of π1 with respect
to the augmentation ideal, and the action of ϕ on π1 extends to an
automorphism of Q̂[π1]. Following [16], we define the “total Johnson
map” τ θ(ϕ) as
τ θ(ϕ) = θ ◦ ϕ ◦ θ−1 : T̂ → Q̂[π1]→ Q̂[π1]→ T̂ .
Let τ θm(ϕ) denote themth component of τ
θ(ϕ) considered as an element
in Hom(H,H⊗m+1) by the association IA(T̂ ) ∼= Hom(H, T̂2).
Kitano [18] first expressed the Johnson homomorphisms in terms
of the standard Magnus expansion. Kawazumi’s generalization [16]
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introduced generalized Magnus expansions and extended the domain
of the Johnson homomorphisms (as maps) to mapping class groups and
beyond to automorphism groups of free groups.
In particular for m > 0, τ θm gives a group homomorphism τ
θ
m :
Mg,1[m]→H
∗ ⊗ H⊗(m+1) which is independent of the Magnus expan-
sion θ and coincides with the Johnson homomorphism. From now on,
we shall drop the dependence of θ in the notation. For ϕ ∈ Mg,1[m],
we have
τm(ϕ)(x) = θm(ϕ(x))− θm(x),
while τj(ϕ)(x) vanishes when j < m.
In particular, given an element ϕ ∈ Ig,1 = Mg,1[1], the classical
Johnson homomorphism τ1 is described by
τ1(ϕ)(x) = θ2(ϕ(x))− θ2(x).
The map τ2, however, is not a group homomorphism on Ig,1, but rather
is described by
τ2(ϕ)(x) = θ3(ϕ(x))− θ3(x)− (τ1(ϕ)⊗ 1 + 1⊗ τ1(ϕ)) ◦ θ2(x),
which restricts to a group homomorphism on Kg,1 = Mg,1[2] since τ1
vanishes there.
3. The fatgraph complex and Torelli groupoids
Recall [30] that a fatgraph is a connected 1-dimensional CW complex
with a prescribed cyclic ordering of all half edges incident at each ver-
tex. The cyclic ordering at each vertex can be used to define cycles of
oriented edges, called boundary cycles, by associating to an incoming
edge an outgoing edge which is next in the cyclic ordering. We say
that a fatgraph has genus g if gluing a 2-cell along each boundary cycle
produces a closed surface of genus g.
We say a fatgraph is a (once-)bordered fatgraph if there is only one
boundary cycle, and all vertices are of valence at least three except for
a single univalent vertex. We call the edge incident to this univalent
vertex the tail. We shall usually give the tail an orientation so that it
points away from the univalent vertex and denote this oriented edge
by t.
A marking of a genus g bordered fatgraph G is a homotopy class
of embeddings f : G→֒Σg,1 such that the complement Σg,1\f(G) is
contractible and G ∩ ∂Σg,1 = t ∩ ∂Σg,1 = {q}. Note that the mapping
class group acts naturally on the set of markings of G, hence so too do
the Torelli groups. Poincare´ dual to any marked bordered fatgraph is
a filling arc family (i.e., every essential closed curve in Σg,1 meets the
CANONICAL LIFTS OF THE JOHNSON HOMOMORPHISMS 9
arc family), and moreover, this arc family can be chosen so that all
arcs are based at the basepoint p. This is illustrated in the Figures 2.1
and 3.1, where we have chosen the dual arc family to be an extension
of the standard set of symplectic generators of π1.
Figure 3.1. Fatgraph and dual arc family extending
the standard symplectic basis of Σg,1.
Using the orientation of the surface, this allows for an association
of an element of π1 to each oriented edge of a marked bordered fat-
graph, where ∂ is chosen to be associated to the tail with its reversed
orientation t¯.
Let Eor(G) denote the set of oriented edges of G and e¯ denote the
edge e ∈ Eor(G) with the opposite orientation.
Definition 3.1. A π-marking of a bordered fatgraph G is a map π :
Eor(G)→π1 which satisfies the following conditions:
• (orientation) For every oriented edge e of G,
π(e¯)π(e) = 1;
• (vertex compatibility) For every vertex v of G,
π(e1)π(e2) · · ·π(ek) = 1,
where ei are the cyclically ordered edges incident of v and ori-
ented pointing inwards v;
• (full rank) Im(π) generates π1;
• (geometricity) π(¯t) = ∂.
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More generally, define an abstract K-marking of G for any group
K as a map which satisfies the corresponding orientation and vertex
compatibility conditions. We say that an abstract Nk-marking of G
is geometric if it descends from a π-marking under the quotient map
π1→Nk.
Lemma 3.2. The two notions of markings are equivalent, i.e., there
is a natural bijection between the set of marked bordered fatgraphs and
the set of π-marked bordered fatgraphs.
Proof. We have already shown that each marking f : G→֒Σg,1 of a
bordered fatgraph G leads to a map from Eor(G) to π1, and it is im-
mediately verified that this map is a π-marking of G. We need to
exhibit the inverse map. Let (G, π) be a π-marked fatgraph and let
f : G→֒Σg,1 be any marking of G. Let X be a set of oriented (distinct)
edges whose complement in G is a maximal tree. It is easy to see that
the group elements associated to the set f(X) give a set of generators
of π1. Thus, there is a homomorphism of π1 onto itself which takes
f(X) to π(X), and by the Hopfian property [21] of π1, this is an iso-
morphism. Since this isomorphism must take f(t) to π(t), it lies in
Mg,1 ⊂ Aut(π1). If φ is a diffeomorphism representing this mapping
class, then φ ◦ f : G→֒Σg,1 gives an induced marking of G. It is easy
to see that this is the inverse of the original map. 
From now on we shall assume all fatgraphs are once-bordered fat-
graphs. We shall also often assume that a fatgraph G comes with a
particular marking, although we may at times suppress the marking
from the notation. In particular, for ϕ ∈ Mg,1 we shall denote by
ϕ(G) the fatgraph G with marking altered by post-composing with ϕ.
Given any non-tail edge e of G with distinct endpoints, we can
collapse e to obtain a new fatgraph G′. Moreover, using the vertex
compatibility condition, any π-marking of G determines a unique π-
marking of G′ and vice versa.
In particular, consider the elementary Whitehead move which col-
lapses an edge e (with distinct endpoints) of a trivalent fatgraph G
and then un-collapses this vertex in the unique distinct way producing
a new edge f and a new fatgraph G′. We shall often denote such a
Whitehead move along e simply as W : G→ G′. The evolution of the
π-markings under such a move is summarized in Figure 5.1.
Recall [11, 29, 31] that the fatgraph complex GT by definition has an
open k-simplex for every marked bordered fatgraph with k+1 non-tail
edges and has face relations given by the evolution of the markings un-
der edge collapse. It is known [11, 29, 31] that the geometric realization
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|GT | is homeomorphic to an open ball (namely, a decorated Teichmu¨ller
space), thus Poincare´ dual to this complex is a homotopically equiv-
alent complex we denote by GˆT . 0-cells of GˆT correspond to trivalent
marked fatgraphs and oriented 1-cells correspond to Whitehead moves
between such graphs. The 2-cells of GˆT come in two varieties, corre-
sponding to marked fatgraphs which either have two 4-valent vertices
or one 5-valent one with the rest trivalent.
GT , and thus also GˆT , is a contractible complex upon whichMg,1 acts
freely and properly discontinuously. Let GM be the quotient complex
under this action, so that Mg,1 ∼= π1(|GM |). Similarly, let GI be the
quotient under the action by Ig,1 so that Ig,1 ∼= π1(|GI |) . Similarly
define GˆM and GˆI . Note that 0-cells in GˆM correspond to equivalence
classes of (unmarked) trivalent bordered fatgraphs G.
Since each element of Mg,1 can be represented by a loop in |GˆM |,
it can dually be represented by a path in |GˆT | corresponding to a se-
quence of Whitehead moves on trivalent marked fatgraphs beginning
and ending on isomorphic (unmarked) fatgraphs. Furthermore, this
representation is unique modulo the commutativity and pentagon re-
lations corresponding to the non-degenerate 2-cells in GˆT and the invo-
lutivity relation corresponding to degenerate 2-cells.
Thus, the mapping class groupMg,1 is realized as the stablizer of any
point in the fundamental path groupoid of the manifold |GM |. Likewise
following [28], we define the kth Torelli groupoid to be the fundamental
path groupoid of the manifold |GT |/Mg,1[k], and in particular, the
(classical) Torelli groupoid is the fundamental path groupoid of |GI | =
|GT |/Mg,1[1].
3.1. Homology markings. We now wish to describe the cells in GˆI ,
each of which is an Ig,1-orbit of a marked fatgraphs. These can be
identified with geometrically H-marked fatgraphs, meaning the H-
markings descend from a π-marking under the abelianization map π1→H .
Thus, we are lead to consider the problem of recognizing which H-
markings of a fatgraph are geometric.
By abuse of notation, we shall usually denote the π-marking of an
oriented edge e simply by boldface e = π(e) while we will denote the
corresponding H-marking simply by the lowercase e = H(e) = [e]. We
will also denote the homology intersection pairing of H provided by
the Poincare´ duality of Σg,1 by a dot · : H ×H→Q.
Given a fatgraph G, we define a skew-symmetric pairing 〈 , 〉 :
Eor(G) × Eor(G)→{1,−1, 0} as follows. Given two oriented distinct
edges a and b, consider the path along the boundary cycle of G starting
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at a. If the sequence traverses the edges in order a, b, a¯, b¯, then we
set 〈a,b〉 = −1. If the order is a, b¯, a¯, b, then we set 〈a,b〉 = 1.
Otherwise, we set 〈a,b〉 = 0. We also set 〈e, e〉 = 〈e, e¯〉 = 0 for all
oriented edges e.
One can directly check that for any geometric H-marking of G,
the homology intersection pairing matches (under our orientation con-
ventions) the skew pairing on oriented edges defined above, meaning
〈a,b〉 = a · b for all oriented edges a and b of G. In fact, we have also
the reverse implication:
Proposition 3.3. An H-marking on a once-bordered fatgraph G is
geometric if and only if 〈a,b〉 = a · b, for all oriented edges a,b of G.
Proof. The proof follows that of Lemma 3.2 based on surjectivity of
the map Mg,1→Sp(2g,Z). 
4. Fatgraph Magnus expansions and Johnson maps
Figure 4.1. Labeling of the vertex
We now wish to describe a canonical Magnus expansion θG : π1→T̂
for every trivalent marked bordered fatgraph G. The goal is to con-
struct θG as a (1 + T̂1)-marking of G such that for any oriented edge
e ∈ Eor(G), θ
G(e) = 1 + e+ θG2 (e) + . . . is described purely in terms of
the combinatorics and the induced H-marking of G.
For this, consider a vertex of G labeled as in Figure 4.1. Any solution
θG must satisfy the orientation
(2) θG(e)θG(e¯) = 1
and vertex compatibility condition
(3) θG(a)θG(b)θG(e) = 1.
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As a warm-up to the general solution, we begin by solving for θG up
to degree 2. We let exp(e) serve as the first approximation to θG(e)
and write
θG(e) = 1 + e+
1
2
e2 + ℓ2(e) + θ
G
3 (e) + . . .
and similarly for θG(a) and θG(b), where e2 denotes e ⊗ e and ℓ2(e)
captures the noncommutativity of (3) in degree 2. Note that the ori-
entation condition forces ℓ2(e) = −ℓ2(e¯), which motivates setting
ℓ2(e) = g2(e)− g2(e¯),
with g2 some function on oriented edges of G for which we must solve.
Expanding (3) to degree 2 and using the fact that a+ b+ e = 0, we
find
−ℓ2(e)− ℓ2(a)− ℓ2(b) = a⊗ b+ a⊗ e+ b⊗ e +
1
2
(a2 + b2 + e2)
=
1
2
(a⊗ b− b⊗ a)
=
1
6
([a, b] + [b, e] + [e, a]),
where we have denoted x⊗ y − y ⊗ x by [x, y].
Rewriting in terms of g2, we have
g2(a¯) + g2(b¯) + g2(e¯)− g2(a)− g2(b)− g2(e) =
1
6
([a, b] + [b, e] + [e, a]),
which can be solved by setting
g2(b¯)− g2(a) =
1
6
[a, b]
and similarly for the other cyclic permutations of a, b, e. The above ex-
pression gives a difference formula for g2 (with respect to the boundary
cycle), which can be solved by “integrating”
g2(e) =
1
6
k∑
1
[fi−1,−fi],
where the sum is over edges in the boundary cycle of G starting at the
tail and ending at e so that f0 = t, fk = e, and all fi are oriented with
the direction of the boundary cycle. In this way, for any oriented edge
x of G we have
ℓ2(x) =
1
6
k∑
1
[fi−1, fi],
where the sum is now over the edge-path {fi} of the boundary cycle
connecting x to x¯ which avoids the tail t if such a path exists. See
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Figure 4.2. If such a path does not exist for x, then it does for x¯, in
which case ℓ2(x) = −ℓ2(x¯).
Figure 4.2. Edges from x to x¯
4.1. The general case. Now we return to the general case armed
with the insights of our warm-up k = 2 and determine a method for
recursively defining θGk for k > 2. For this, we again take exp(e) as
a first approximation but now make use of the Hausdorff series [3] for
the free Lie algebra L on H to capture the noncommutativity of (3).
If we let X + Y + h(X, Y ) denote this series for X, Y ∈ L, meaning
X + Y + h(X, Y ) = log(expX exp Y ),
then the first few terms are given by
h(X, Y ) =
1
2
[X, Y ] +
1
12
[X, [X, Y ]]−
1
12
[Y, [X, Y ]]
−
1
24
[X, [Y, [X, Y ]]] + · · · .
(4)
Now, we shall assume there exists some ℓ(x) ∈ L for each oriented
edge x of G such that our desired Magnus expansion takes the form
θG(x) = exp(ℓ(x)).
We let ℓn(x) denote the nth graded component of ℓ(x) and observe
that by defiinition, we must have ℓ0(x) = 0 and ℓ1(x) = x. By the
results of the previous section, we may choose ℓ2(x) to be defined as
a combinatorial integral over an edge-path connecting x to x¯ (or its
reverse); similarly, we shall see that for allm ≥ 2, we may choose ℓm(x)
to be an iterated combinatorial integral over the same edge path.
From the relation θG(x)θG(x) = 1, we must have ℓ(x) = −ℓ(x), and
we again assume ℓn(x) = gn(x)− gn(x¯) for some unknown function gn
when n > 2. From θG(e) = θG(a)θG(b), it follows that
(5) − ℓ(e) = ℓ(e) = ℓ(a) + ℓ(b) + h(ℓ(a), ℓ(b)).
Symmetrizing this relation, we have
(6) − 3(ℓ(a) + ℓ(b) + ℓ(e)) =
h(ℓ(b), ℓ(e)) + h(ℓ(e), ℓ(a)) + h(ℓ(a), ℓ(b)),
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hence we choose
3(gn(a¯)− gn(e)) = h(ℓ(e), ℓ(a))(n) = h(ℓ(e),−ℓ(a¯))(n),
where (n) denotes the n-th graded component in L.
This gives a difference equation for gn, which we can integrate along
any edge-path of G. In particular, we have the following:
Definition 4.1. Given a trivalent marked bordered fatgraph G, we
recursively define a map ℓG : Eor(G)→L by setting
(7) ℓGn (x) = −
1
3
k∑
i=1
h(ℓG(fi−1),−ℓ
G(fi))(n)
for any oriented edge x such that the edge-path {fi} from x to x¯ along
the boundary cycle avoids the tail. If no such path exists for x, we set
ℓGn (x) = −ℓ
G
n (x¯).
Note that this recursive definition is well-posed since the right hand
side of the expression for ℓGn ∈ Ln involves only the terms ℓ
G
k with
k < n.
Using this definition for ℓ(x), we have:
Theorem 4.2. For any trivalent marked bordered fatgraph G, the map
θG : Eor(G)→T̂ given by θ
G : x 7→ exp(ℓG(x)) extends to a generalized
Magnus expansion such that for x ∈ Eor(G), θ
G(x) depends only on the
combinatorics and H-marking of G. Moreover, this fatgraph Magnus
expansion is canonically defined andMg,1-equivariant in the sense that
θG(x) = |ϕ−1| θϕ(G)(ϕ(x))
for all ϕ ∈ Mg,1 and x ∈ π1, where |ϕ
−1| is the element of Sp(2g,Z)
induced by ϕ−1.
Proof. By construction, the mapping ℓGn : Eor(G)→L a priori only sat-
isfies the symmetrized vertex compatibility relation (6) but not nec-
essarily (5). We must check that ℓGn is inherently cyclicly symmetric,
meaning that
h(ℓG(e), ℓG(a))(n) = h(ℓ
G(a), ℓG(b))(n).
We prove this by induction and begin with the hypothesis that
θG(e)θG(a)θG(b) ≡ 1 mod T̂n.
For convenience, we simply writeX∗Y for log(expX expY ) ifX, Y ∈
L. The associative law of the group exp(L) implies
h(X ∗ Y, Z) + h(X, Y ) = h(X, Y ∗ Z) + h(Y, Z)
for any X, Y and Z ∈ L.
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Now, we have
h(ℓG(e) ∗ ℓG(a), ℓG(b))(n) = h(−ℓ
G(b), ℓG(b))(n) = 0
since
−ℓG(b) = ℓG(b) = ℓG(e) ∗ ℓG(a) mod T̂n
and h(X, Y )(n) is determined by the terms of degree < n. Similarly,
h(ℓG(e), ℓG(a) ∗ ℓG(b))(n) = 0. and hence
h(ℓG(e), ℓG(a))(n) = h(ℓ
G(a), ℓG(b))(n),
as was to be shown.
The above argument shows that ℓG satisfies the (logarithmic) vertex
compatibility condition (5) for all vertices of G. Thus, ℓG as defined
can be extended to a map ℓG : π1→L, and it is clear by construction
that θG = exp(ℓG) gives a well-defined Magnus expansion satisfying (2)
and (3).
The remaining statements in the theorem follow by construction
since Definition 4.1 requires only the combinatorics and H-marking
of G and involves no choice of basis for π1. 
We emphasize that the above proof only holds for trivalent bordered
fatgraphs. A similar result can likely be proven for arbitrary bordered
fatgraphs by finding symmetrized solutions for higher valence vertex
compatibility conditions; however, it seems difficult to find a truly
canonical or universal fatgraph Magnus expansion for all bordered fat-
graphs which varies continuously under edge collapse.
4.2. Johnson maps. As a consequence of Theorem 4.2, we find
Corollary 4.3. Let
G = G0
W1−−→ G1
W2−−→ G2
W3−−→ . . .
Wk−−→ Gk = ϕ(G)
be a sequence of (marked) Whitehead moves representing an element
ϕ ∈Mg,1[m] with m ≥ 1. Then
τm(ϕ)(x) =
k∑
i=1
θ
Gi−1
m+1 (x)− θ
Gi
m+1(x)
for any x ∈ π1.
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Proof. For any x ∈ π1, we have
τm(ϕ)(x) = θ
G
m+1(ϕ(x))− θ
G
m+1(x)
= θ
ϕ(G)
m+1(ϕ(x))− θ
ϕ(G)
m+1(x)
= θGm+1(x)− θ
ϕ(G)
m+1(x)
=
k∑
i=1
[
θ
Gi−1
m+1 (x)− θ
Gi
m+1(x)
]
,
where the first line follows from the definition, the second line follows
since τm is independent of the Magnus expansion, the third line follows
from the Mg,1-equivariance of θ
G given by Theorem 4.2, and the last
line follows since the sum telescopes. 
Thus, by the Mg,1-equivariance of the fatgraph Magnus expansion,
we have the following immediate consequence:
Corollary 4.4. The mth Johnson homomorphism τm lifts to the Torelli
groupoid, for m ≥ 1.
While Corollary 4.3 certainly proves such a lift exists, the resulting
expression is in many ways unsatisfying. The bulk of the rest of this
paper is an explication of these lifts and a massaging of the formulae
to more satisfactory expressions for τm in general and for m = 1, 2, 3
in particular.
One respect in which the lifts of Corollary 4.3 are lacking is that
the summands θ
Gi−1
m+1 (x)− θ
Gi
m+1(x) are not necessarily linear in x. This
motivates the following definition.
Definition 4.5. Given a Whitehead move W : G→G′, we define the
fatgraph Johnson map τGG
′
= τ(W ) to be the element of IA(T̂ ) ∼=
Hom(H, T̂2) taking θ
G′ to θG:
τGG
′
= θG ◦ (θG
′
)−1.
With this definition, Corollary 4.3, for m = 1, 2, can be put into the
following more desirable form:
Theorem 4.6. In the notation of Corollary 4.3, we have
τ1(ϕ) =
k∑
i=1
τ
Gi−1Gi
1 , for ϕ ∈Mg,1,
and
(8) τ2(ϕ) =
k∑
i=1
τ2(Wi) + (τ1(Wi)⊗ 1 + 1⊗ τ1(Wi)) ◦
i∑
j=1
τ1(Wj),
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for ϕ ∈ Kg,1 =Mg,1[2].
Proof. First note that by definition we have
(9) τGG
′
1 (x) = θ
G
2 (x)− θ
G′
2 (x)
and
(10) τGG
′
2 (x) = θ
G
3 (x)− θ
G′
3 (x)− (τ
GG′
1 ⊗ 1 + 1⊗ τ
GG′
1 )θ
G′
2 (x).
It follows immediately that
τ1(ϕ)(x) =
k∑
i=1
τ1(Wi)(x),
and
τ2(ϕ)(x) =
k∑
i=1
θ
Gi−1
3 (x)− θ
Gi
3 (x)
=
k∑
i=1
τ
Gi−1Gi
2 (x) + (τ
Gi−1Gi
1 ⊗ 1 + 1⊗ τ
Gi−1Gi
1 )θ
Gi
2 (x)
=
k∑
i=1
τ2(Wi)(x)− (τ1(Wi)⊗ 1 + 1⊗ τ1(Wi)) ◦
i∑
j=1
τ1(Wj)(x)
since the sum
∑k
i=1(τ1(Wi) ⊗ 1 + 1 ⊗ τ1(Wi))θ
G
2 (x) telescopes to zero
for ϕ ∈ Kg,1. 
5. Invariant Tensors
We now turn towards finding explicit representatives of the fatgraph
Johnson maps. First, we fix a Whitehead move W : G→G′ and denote
τGG
′
simply by τ . Write θ and θ′ for θG and θG
′
, respectively, and set
ℓ = log(θ) and ℓ′ = log(θ′).
Using this notation, we can rewrite the definition of τ = τGG
′
as
τθ′ = θ, which is equivalent to the relation τℓ′ = ℓ. Since h(·, ·)(1) = 0,
(7) gives
ℓ′(x) = x− (1/3)
k′∑
i=1
h(ℓ′(f ′i−1),−ℓ
′(f ′i)).
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Combining these relations and using the fact that τ is an algebra
automorphism, we have
ℓ(x) = τℓ′(x) = τ(x)− (1/3)
k′∑
i=1
h(τℓ′(f ′i−1),−τℓ
′(f ′i))
= τ(x)− (1/3)
k′∑
i=1
h(ℓ(f ′i−1),−ℓ(f
′
i)).
The sum in the last line is taken over an edge-path {f ′i} in G
′ while the
summands involve the iterated integrals ℓ of G.
It is important to note that ℓ(f ′i) is well-defined for all f
′
i in G
′ be-
cause ℓ is defined on the whole π1 and f
′
i ∈ π1. On the other hand,
most oriented edges f ′i in the edge-path of G
′ can be naturally asso-
ciated to oriented edges of G and hence have natural combinatorial
interpretations in terms of G.
Define
ℓ˜(x) := x− (1/3)
k′∑
i=1
h(ℓ(f ′i−1),−ℓ(f
′
i)),
for any oriented edge x of G, and extend as just discussed for any
element x ∈ π1.
We can then summarize the results of this section:
Theorem 5.1. τGG
′
(x) = x + ℓ(x) − ℓ˜(x), for any x ∈ π1, and in
particular, we have
τGG
′
m (x) = ℓm+1(x)− ℓ˜m+1(x)
for all m ≥ 1.
5.1. Tensor representatives. We now wish to use Theorem 5.1 to
give explicit tensor formulae for the Johnson maps τGG
′
k in terms of
the combinatorics and H-marking of G. For this, we consider the
Whitehead move on an edge e as shown in Figure 5.1 and consider
the effects of τGG
′
on some edge x 6= e of G. Since the π-markings
on the collection of edges other than e generate π1, this will suffice to
determine τGG
′
completely.
If x 6= t, we shall without loss of generality assume that the edge-
path connecting x to x¯ avoids the tail t, while if x = t, then the
edge-path is precisely the boundary cycle starting at t. This edge-path
may pass through any of the four sectors surrounding the edge e in any
order. We shall label the sectors (d, e, a¯), (a, b¯), (b, e¯, c¯), and (c, d¯)
by I, II, III, and IV, respectively, as in Figure 5.1.
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Figure 5.1. A Whitehead move.
By Theorem 5.1, the value of τGG
′
m (x) is given by the difference of
two sums ℓm+1(x) and ℓ˜m+1(x) taken over edge paths of G and G
′
respectively. Since the summands in each case are the same away
from the edge e, these “non-local” contributions will cancel. Thus,
the difference will only pick up a contribution as the edge-path passes
through one of the four sectors. Let us denote each of these contribu-
tions by τGG
′
m (I), τ
GG′
m (II), τ
GG′
m (III), and τ
GG′
m (IV ), so for example,
if the path passes only through the sectors (a, b¯) and (b, e¯, c¯), then
τGG
′
m (x) = τ
GG′
m (II) + τ
GG′
m (III).
Now consider the case x = t. The path connecting t to t¯ must pass
through all four sectors, and τGG
′
m (t) = 0 since the tail is H-marked
zero and τGG
′
m is by definition linear in H . These two facts together
immediately imply
Lemma 5.2.
0 = τGG
′
m (I) + τ
GG′
m (II) + τ
GG′
m (III) + τ
GG′
m (IV ).
While seemingly simple, this lemma fundamentally depends upon
the “linearity with respect to sectors” of our fatgraph Johnson maps
which is provided by Theorem 5.1, and this relation will allow us to
find an explicit tensor representation for τGG
′
m .
Lemma 5.3. For a Whitehead move labeled as in Figure 5.1, τGG
′
m can
be represented as
τGG
′
m = −a⊗ τ
GG′
m (I)− b⊗ (τ
GG′
m (II) + τ
GG′
m (I)) + c⊗ τ
GG′
m (IV ).
(11)
Proof. We exploit the fact that the intersection pairing of oriented
edges is also linear with respect to sectors and restrict our attention
to the four basic cases where the edge path connecting x to its inverse
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traverses only one sector. In each of the four cases, we can determine
the homology intersection products x · a, x · b, and x · c directly using
Proposition 3.3 (and from these, one can also determine x · d, x · e, or
x · f by linearity). In particular for case I, these intersection numbers
are 1, 0, and 0 respectively. Similarly, we can list all the intersection
vectors as
(12)

x · ax · b
x · c

 =

 10
0

 ,

−11
0

 ,

 0−1
1

 , and

 00
−1


for cases I-IV, respectively.
Combining this with Lemma 5.2 we find that
τGG
′
m (x) = (x · a)τ
GG′
m (I) + (x · b)(τ
GG′
m (II) + τ
GG′
m (I))− (x · c)τ
GG′
m (IV )
gives a solution for all x regardless of the number or order of sectors
traversed along the path from x to x¯. Using the Poincare´ duality
H∗ ∼= H of Σg,1 given by (a· ) 7→ a (our sign convention matches
that of [16] but differs from that of Morita and Johnson), we obtain
(11). 
Theorem 5.4. For a Whitehead move G→G′ labeled as in Figure 5.1,
τGG
′
m lies in H ⊗ Lm+1 and is explicitly given by
3 · τGG
′
m = a⊗ h(ℓ(b), ℓ(c))(m+1)
+ b⊗ (h(ℓ(b), ℓ(c))− h(ℓ(c), ℓ(d)))(m+1)
+ c⊗ h(ℓ(a), ℓ(b))(m+1).
Proof. The theorem follows from (11) by finding explicit tensor descrip-
tions for the individual cases τGG
′
m (I − IV ). By symmetry, it suffices
to consider only case I.
As mentioned above, the combinatorial integrals defining ℓn(x) and
ℓ˜n(x) over G and G
′ will be mostly the same, and the discrepancy in
case I occurs with the partial path (d, e, a¯) in G replaced by (d, a¯) in
G′. We wish to reinterpret this difference in terms of the Hausdorff
series and start by writing
τGG
′
(I) = x−
1
3
(h(ℓ(d),−ℓ(e)) + h(ℓ(e), ℓ(a))− h(ℓ(d), ℓ(a))) .
Again, we simply write X ∗ Y for log(expX exp Y ) if X, Y ∈ L.
Associativity of our fatgraph Magnus expansion leads to
h(X,−Y ) + h(Y, Z) + h(X ∗ (−Y ), Y ∗ Z) = h(X,Z),
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for any X, Y, Z ∈ L, since X ∗ (−Y ) ∗ Y ∗ Z = X ∗ Z. In the notation
of Figure 5.1, we take
X = ℓ(d), Y = ℓ(e), and Z = ℓ(a)
so that
X ∗ (−Y ) = −ℓ(c), and Y ∗ Z = −ℓ(b),
and hence
τGG
′
(I) = x+
1
3
h(X ∗ (−Y ), Y ∗ Z) =
1
3
h(−ℓ(c),−ℓ(b)).
By the (signed) symmetry of our equations under the permutation
a 7→ b 7→ c 7→ d 7→ a, we can solve for the other cases and find
τGG
′
m (I) = −
1
3
h(ℓ(b), ℓ(c))(m+1),
τGG
′
m (II) =
1
3
h(ℓ(c), ℓ(d))(m+1),
τGG
′
m (III) = −
1
3
h(ℓ(d), ℓ(a))(m+1),
τGG
′
m (IV ) =
1
3
h(ℓ(a), ℓ(b))(m+1),
(13)
where we have used the identity h(−Y,−X) = −h(X, Y ). 
It is important to note that though this expression is entirely canon-
ical, it is not unique (cf. the next section).
5.2. Explicit formulae. In order to simplify Theorem 5.4, we define
the integral iterated integrals Px = 6 · ℓ2(x), Qx = 36 · ℓ3(x), and
Rx = 216 · ℓ4(x) for x ∈ Eor(G). More explicitly,
Px =
k∑
i=1
[fi−1, fi],
Qx =
k∑
i=1
[fi−1, [fi−1, fi]] + [fi, [fi−1, fi]] + [fi−1, Pfi] + [Pfi−1, fi],
Rx =
k∑
i=1
(
3[fi, [fi−1, [fi−1, fi]]]
+ [fi−1, [fi−1, Pfi]] + [fi−1, [Pfi−1 , fi]] + [Pfi−1 , [fi−1, fi]]
+ [fi, [fi−1, Pfi]] + [fi, [Pfi−1, fi]] + [Pfi , [fi−1, fi]]
+ [Pfi−1Pfi] + [fi−1, Qfi ] + [Qfi−1 , fi]
)
,
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where the sums are over the edge path {fi} in G connecting x to its
reverse if such a path exists, and Px = −Px¯ (resp. Qx = −Qx¯, Rx =
−Rx¯) otherwise.
In terms of the notation of Figures 4.1 and 5.1, one can easily verify
the following relations (which essentially hold by construction),
a+ b+ e = 0,(14a)
a + b+ c+ d = 0,(14b)
Pa + Pb + Pe = −3[a, b],(14c)
Pa + Pb + Pc + Pd = −3[a, b]− 3[c, d],(14d)
Qa +Qb +Qe = −3 ([Pa, b] + [a, Pb] + [a, [a, b]]− [b, [a, b]]) .(14e)
As remarked following Theorem 5.4, the above expression is not the
unique Magnus expansion satisfying the conditions of Theorem 4.2. For
example,
Qˆx =
k∑
i=1
[fi−1, Pfi] + [Pfi−1 , fi]
also satisfies (14e), and the assignment ℓ3(x) =
1
36
Qˆx defines another
such Magnus expansion.
Now returning to Theorem 5.4 for m = 1, we obtain
τGG
′
1 =
1
6
(
a⊗ [b, c] + b⊗ ([d, c] + [b, c]) + c⊗ [a, b]
)
=
1
6
(a⊗ [b, c] + b⊗ [c, a] + c⊗ [a, b]),
(15)
where we have simplified using (14b). Under the bracket map H ⊗
L2→L3, the above expression vanishes by the Jacobi identity, and we
conclude that τGG
′
1 ∈ H1.
For τ2, (13) and (4) allow us to determine
36 τGG
′
2 (I) =− ([b, Pc] + [Pb, c] + [b, [b, c]]− [c, [b, c]]),
36 τGG
′
2 (II) = [c, Pd] + [Pc, d] + [c, [c, d]]− [d, [c, d]],
36 τGG
′
2 (III) =− ([d, Pa] + [Pd, a] + [d, [d, a]]− [a, [d, a]]), and
36 τGG
′
2 (IV ) = [a, Pb] + [Pa, b] + [a, [a, b]]− [b, [a, b]],
and using (14a) through (14d), one can directly check that
36τGG
′
2 (II) + 36τ
GG′
2 (I) = [a, Pc]− [c, Pa]− 4[a, [b, c]]− [a− 2b− c, [a, c]].
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Thus by (11), we have
36 τGG
′
2 = a⊗ ([b, Pc]− [c, Pb] + [b− c, [b, c]])
+ b⊗ ([c, Pa]− [a, Pc]− 4[a, [b, c]]− [a− 2b− c, [a, c]])
+ c⊗ ([a, Pb]− [b, Pa] + [a− b, [a, b]]),
which does not vanish under the bracket map in general. Thus, the
image of τGG
′
2 does not lie in H2 as one might have hoped, cf. the next
section.
For τGG
′
3 , an implementation of (4) and (14) using Mathematica [35]
on an Apple Powerbook provides the expression
216τ3(x) = a⊗ ([b, Qc] + [b, [b, Pc]]− 2[b, [c, Pb]] + [b, [c, Pc]]− 3[b, [c, [b, c]]]
− [c, Qb] + [c, [b, Pb]]− 2[c, [b, Pc]] + [c, [c, Pb]] + [Pb, Pc])
+ b⊗ (−[a,Qc]− [a, [a, Pc]]− 6[a, [a, [b, c]]]− 4[a, [b, Pc]]
+ 6[a, [b, [a, c]]]− 6[a, [b, [b, c]]] + 2[a, [c, Pa]] + 2[a, [c, Pb]]
− [a, [c, Pc]] + 3[a, [c, [a, c]]] + 2[b, [a, Pc]] + 6[b, [a, [b, c]]] + 2[b, [c, Pa]]
+ [c, Qa]− [c, [a, Pa]] + 2[c, [a, Pb]] + 2[c, [a, Pc]] + 6[c, [a, [b, c]]]
− 4[c, [b, Pa]]− [c, [c, Pa]]− [Pa, Pc])
+ c⊗ ([a,Qb] + [a, [a, Pb]]− 2[a, [b, Pa]] + [a, [b, Pb]]− 3[a, [b, [a, b]]]
− [b, Qa] + [b, [a, Pa]]− 2[b, [a, Pb]] + [b, [b, Pa]] + [Pa, Pb]),
which again in general does not lie in H3. (This is the unique calcula-
tion in this Section 5 that is computer assisted.)
We finally note that these expressions simplify considerably if any of
the four edges a, b, c, or d are H-marked zero, and furthermore, every
generator of Kg,1 = Mg,1[2] can be represented by a composition of
such Whitehead moves, cf. Section 6.3.
For example, if b = 0, one can check that we have
τGG
′
1 = 0,(16a)
τGG
′
2 =
1
62
(c⊗ [a, Pb]− a⊗ [c, Pb]) ,(16b)
τGG
′
3 =
1
63
(
c⊗ ([a,Qb] + [Pa, Pb] + [a, [a, Pb]])(16c)
− a⊗ ([c, Qb] + [Pc, Pb]− [c, [c, Pb]])
)
, and
τGG
′
4 =
1
64
(
c⊗ ([a, Rb] + [Pa, Qb] + [Qa, Pb] + [a, [a,Qb]])(16d)
− a⊗ ([c, Rb] + [Pc, Qb] + [Qc, Pb]− [c, [c, Qb]])
)
.
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5.3. Cochain representatives of τ1 and τ2. Using the natural iso-
morphism H2 ∼= Λ
3H (see [22]), (15) can be more elegantly written
τGG
′
1 =
1
6
a ∧ b ∧ c.
Thus, τGG
′
1 defines a 1-cochain in C
1(GˆT ,Λ
3H) which matches the
cochain 1
6
j1 of Morita-Penner [28]. By our construction, τ
GG′
1 =
1
6
j1
is an Mg,1-equivariant cocycle which represents τ1 when restricted to
the Torelli group. Morita-Penner proved these properties of j1 by quite
different means (as was discussed in the Introduction).
We now turn towards defining a similar cochain j2 representing τ2 and
begin by recalling some aspects of Morita’s [26] group cohomological
lift k˜2. Recall (see [22]) the mapping ̟ : Λ
2H⊗Λ2H→H⊗L3(H) given
by the composition of the inclusion Λ2H ⊗ Λ2H ⊂ H ⊗H ⊗ Λ2H and
the projection H ⊗H ⊗ Λ2H → H ⊗ (H ⊗ Λ2H)/Λ3H ∼= H ⊗ L3(H),
which is explicitly given by
̟(a ∧ b⊗ c ∧ d) = a⊗ [b, [c, d]]− b⊗ [a, [c, d]].
One can check that the image of the symmetric square S2(Λ2H) of
Λ2H under ̟ lies in H2, and in fact, the image of Johnson’s second
homomorphism τ2 can be considered (modulo torsion) as a quotient
of S2(Λ2H) by [22]. Following [22], we shall write t⊗21 and t1 ↔ t2 ∈
S2(Λ2H) for t1⊗ t1 and t1⊗ t2+ t2⊗ t1, respectively, where ti ∈ Λ
2H ∼=
L2. By abuse of notation, we shall use the same notation to denote the
corresponding images of t1 ↔ t2 and t
⊗2
1 in H2 under ̟.
In [23], Morita (using a different sign convention for Poincare´ duality
H ∼= H∗) defined a skew-symmetric pairing · : Λ3H × Λ3H→S2(Λ2H)
by (the negative of)
−2 (a ∧ b ∧ c) · (d ∧ e ∧ f) =
(a · d)[b, c]↔ [e, f ] + (a · e)[b, c]↔ [f, d] + (a · f)[b, c]↔ [d, e]
(b · d)[c, a]↔ [e, f ] + (b · e)[c, a]↔ [f, d] + (b · f)[c, a]↔ [d, e]
(c · d)[a, b]↔ [e, f ] + (c · e)[a, b]↔ [f, d] + (c · f)[a, b]↔ [d, e].
(17)
Writing χ(ξ, η) = −2(ξ · η), for ξ, η ∈ Λ3H , this product defines an
Euler class χ ∈ H2(Λ3H,H2) of a corresponding central extension
1→H2→H2×˜Λ
3H→Λ3H→1
of Λ3H which encodes the action (modulo torsion) of Mg,1[1] on the
third nilpotent quotient N3. In [26] Morita showed how this leads to
the existence of a crossed homomorphism [k˜2] ∈ H
1(Mg,1,H2×˜Λ
3H)
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which lifts τ2 to all of Mg,1. This completes the synopsis of Morita’s
results which we shall require here.
The canonical cocycle j1 representing the first Johnson homomor-
phism was first computed in [28], and the question was posed there as
to whether there exists a canonical cochain j2 ∈ Z
1
Mg,1
(Gˆ,H2×˜Λ
3H) in
the dual fatgraph complex which similarly represents τ2. We shall next
give an affirmative answer to this question.
The main idea is to “symmetrize” our expression for τGG
′
2 so that its
image lies in H2. To this end, consider the map ¯: H⊗L3→H2 defined
by
x⊗ [y, [z, w]] 7→
1
4
[x, y]↔[z, w]
=
1
4
(x⊗ [y, [z, w]]− y ⊗ [x, [z, w]] + z ⊗ [w, [x, y]]− w ⊗ [z, [x, y]]) .
One can check that this map is well defined and is the identity on
̟(S2(Λ2H)). Composing with this projection, we obtain τ¯GG
′
2 ∈ H2
with
τ¯GG
′
2 =
1
2 · 36
([a, b]↔Pc + [b, c]↔Pa + [c, a]↔Pb + 3[a, b]↔[b, c]) ,
which simplifies to
(18) τ¯GG
′
2 =
1
2 · 36
[c, a]↔Pb
when b = 0.
We now reformulate (8). If τ1 = a⊗ [b, c] + b⊗ [c, a] + c⊗ [a, b] and
τ ′1 = d⊗ [e, f ] + e⊗ [f, d] + f ⊗ [d, e], then we have
(1⊗ τ1 + τ1 ⊗ 1) ◦ τ
′
1 = a · d (f ⊗ [[b, c], e] + e⊗ [f, [b, c]])
+ a · e (d⊗ [[b, c], f ] + f ⊗ [d, [b, c]]) + a · f (e⊗ [[b, c], d] + d⊗ [e, [b, c]])
+ b · d (f ⊗ [[c, a], e] + e⊗ [f, [c, a]]) + b · e (d⊗ [[c, a], f ] + f ⊗ [d, [c, a]])
+ b · f (e⊗ [[c, a], d] + d⊗ [e, [c, a]]) + c · d (f ⊗ [[a, b], e] + e⊗ [f, [a, b]])
+ c · e (d⊗ [[a, b], f ] + f ⊗ [d, [a, b]]) + c · f (e⊗ [[a, b], d] + d⊗ [e, [a, b]]) .
Under the projection H ⊗ L3→H2, this composition matches the neg-
ative of the pairing Λ3H × Λ3H→H2 of Morita given in (17). In this
formulation, (8) becomes
τ¯2(ϕ) =
k∑
i=1
τ¯2(Wi) + τ1(Wi) ·
i∑
j=1
τ1(Wj),
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which in more suggestive iterated integral notation can be written
τ¯2(ϕ) =
∫
ϕ
τ¯2 +
∫
ϕ
τ1 · τ1.
As a consequence, the skew property of the pairing in the above for-
mulae dictates that τ¯GG
′
2 = −τ¯
G′G
2 for every Whitehead move G→G
′
(while this is not true for τGG
′
2 ).
Defining the integral cochain j2 ∈ C
1(GˆT ,H2×˜Λ
3H) by
j2(W ) = 72 τ¯2(W )×˜τ1(W ),
we may summarize this section with the following result.
Theorem 5.5. The cochain j2 is a canonically defined integral co-
cycle j2 ∈ Z
1
Mg,1
(GˆI ,H2×˜Λ
3H) which represents the second Johnson
homomorphism on Mg,1[2] and projects onto a multiple of j1 under the
natural projection map.
Proof. Since the image of Johnson’s second homomorphism τ2 lies in
H2, we conclude τ2(ϕ) = τ¯2(ϕ), for ϕ ∈ Mg,1[2]. The theorem follows
from this observation and the definition of j2. 
5.4. Cochain representatives of τm. The composition of elements
of IA(T̂ ) leads to a natural product structure on Hom(H, T̂2) (thus
also on H⊗L) such that for Whitehead moves G→G′ and G′→G′′, we
have τGG
′′
= τGG
′
+ τG
′G′′ + τGG
′
◦ τG
′G′′ with, for example,
(τGG
′
◦ τG
′G′′)(4) = (τ
GG′
1 ⊗ 1 + 1⊗ τ
GG′
1 ) ◦ τ
G′G′′
1 ,
(τGG
′
◦ τG
′G′′)(5) = (τ
GG′
2 ⊗ 1 + 1⊗ τ
GG′
2 + τ
GG′
1 ⊗ τ
GG′
1 ) ◦ τ
G′G′′
1
+ (τGG
′
1 ⊗ 1⊗ 1 + 1⊗ τ
GG′
1 ⊗ 1 + 1⊗ 1⊗ τ
GG′
1 ) ◦ τ
G′G′′
2 ,
(19)
where we consider H ⊗ Lk to be of degree k + 1. Each summand in
this expression in degree four arises by “mixing” τ1 with itself, and
terms in this degree-five expression arise by likewise mixing τ1 with
itself and by mixing τ1 with τ2. The expression for (τ
GG′ ◦ τG
′G′′)(m)
in general degree m arises by similarly mixing lower degree groupoid
Johnson homomorphisms.
In this way, our fatgraph Johnson maps τGG
′
can be considered (in
a loose sense) as 1-cocycles on GˆI with non-abelian coefficients H ⊗
L. This terminology is warranted in that their values are invariant
under (based) homotopy of paths (or loops) in GˆI . However, they are
restricted by the feature that their values do depend on the initial
basepoints of such paths (or loops).
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Refining the above, let L≤k =
∐k
i=1 Li denote the truncated free Lie
algebra on H and give H ⊗ L≤k the natural product descending from
that of H ⊗ L by discarding terms of degree higher that k. Similarly,
we define τGG
′
≤m =
∑m
i=1 τ
GG′
i . In this way, the τ
GG′
≤m are (basepoint
dependent) 1-cocycles with coefficients in H ⊗ L≤m+1 that represent
τm (independently of basepoint) when restricted to Mg,1[m].
Thus in some sense, every τm can be lifted to a 1-cochain in GˆI . How-
ever, these lifts τm, for m > 2, are less satisfactory than those of τ1, τ2
in the previous section since the general τm has large cokernel (with
our current limited understanding in terms of symplectic representation
theory), and there is no known interpretation as an iterated integral.
On the other hand, it is always possible to “symmetrize” the coeffi-
cients of τGG
′
m as for m = 1, 2 to have image in Hm, but the resulting
expressions appear to be quite complicated for m > 2. Furthermore,
the calculation of the general Johnson homomorphism is computation-
ally intensive (much as are the crossed homomorphisms of the classical
Magnus representations, cf. [33]). It is worth emphasizing, however,
that with sufficient computer power, our results give a practical method
for calculating τm(ϕ) for any reasonably small m and any ϕ which is
conveniently represented as a sequence of Whitehead moves.
6. Examples for twists on separating curves
In this final section, we illustrate our techniques by calculating the
1-cochain Johnson homomorphisms τ1, τ2, and the fatgraph Magnus lift
of τ3 for certain elements of the subgroup Kg,1 ∼=Mg,1[2] generated by
(necessarily infinitely many, see [2]) Dehn twists on separating curves.
In fact, we shall evaluate these Johnson maps on certain sequences of
Whitehead moves which serve as a natural extension (in the sense of
groupoids) of the set of separating twists.
We begin by considering the right-handed Dehn twist T∂ on the
boundary ∂Σg,1 of Σg,1, which has the nice feature that it is easily de-
scribed in terms of Whitehead moves: it is represented by a sequence
of repeated Whitehead moves on the edge “to the right” of the tail
t. This boundary Dehn twist is furthermore the basic case of Dehn
twists on other separating curves in higher genus surfaces by the “sta-
bility property” of bordered mapping class groupoids, which we next
formulate:
Suppose that e is a separating edge of the π-marked trivalent fat-
graph G, i.e., removing e from G produces a disconnected graph. Con-
sider the component G′ of G − {e} not containing the tail, so G′ in-
herits a π-marking by restriction, and hence a geometric H-marking,
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from that on G. We may take e as the tail of G′ and find that by
construction for any edge x of G′, we have θG
′
(x) = θG(x).
For any sequence of Whitehead moves on edges of G′, we have an
algorithm for computing τm, for any m ≥ 1, and this clearly takes the
same value as if we regarded the Whitehead moves as occurring on G
itself. Let S(G) denote the once-bordered surface corresponding to G
and likewise S(G′) for G′, so there is a natural inclusion i : S(G) →
S(G′) (in the usual sense of stability [10] of mapping class groups).
The groupoid stability property of bordered surfaces is that if a se-
quence of Whitehead moves on edges of G′ represents an element ϕ in
the mapping class group of S(G′), then this same sequence of White-
head moves along edges of G′ in the fatgraph G represents i∗(ϕ) in the
mapping class group of S(G).
Although our fatgraph Magnus expansion is canonical, for calcula-
tional purposes, it will be convenient to consider one particular “sym-
plectic” fatgraph G0 as the basepoint in GˆI . We have depicted our
chosen basepoint fatgraph with symplectic H-basis {ui, vi} correspond-
ing to a standard generating set {ui,vi} of π1 in Figure 6.1. For this
fatgraph, the twist T∂ is represented by moving the tail t around the
fatgraph to the right until until it returns to its original position. Sim-
ilarly, we could for instance perform a genus two separating twist by
using the groupoid stability property and moving the edge labeled t′
around the genus two subgraph of which it is the tail.
Figure 6.1. The symplectic genus g fatgraph G0.
Using Mathematica [35] on an Apple Powerbook, we have calculated
the fatgraph Magnus expansion of G0 and have the following modulo
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T̂5:
ℓG0(ui) = ui +
1
2
[ui, vi]−
1
9
[ui, [ui, vi]]−
1
18
[vi, [ui, vi]]
+
1
72
([ui, [ui, [ui, vi]]] + [ui, [vi, [ui, vi]]]− [vi, [vi, [ui, vi]]]),
ℓG0(vi) = vi −
1
2
[ui, vi] +
1
9
[vi, [ui, vi]] +
1
18
[ui, [ui, vi]]
+
1
72
([ui, [ui, [ui, vi]]]− [ui, [vi, [ui, vi]]]− [vi, [vi, [ui, vi]]]), and
ℓG0(t) = −ω +
1
36
g∑
i=1
([ui, [ui, [ui, vi]]] + [ui, [vi, [ui, vi]]] + [vi, [vi, [ui, vi]]]) ,
where ω =
∑g
i=1[ui, vi] is the “symplectic class”.
As a consequence, we have the following
Proposition 6.1. For any trivalent marked bordered fatgraph G,
θG(t) = 1 + 0− ω + 0 + θG4 (t) + · · · .
Proof. The result holds for the symplectic fatgraph G0 of Figure 6.1
by our calculation above. Since τGG
′
1 (t) = 0 for any Whitehead move
G→G′, (9) implies that θG2 (t) = θ
G′
2 (t), thus, θ
G
2 (t) = ω for all fat-
graphs G. Similarly, τGG
′
2 (t) = 0, and (τ
GG′
1 ⊗ 1 + 1 ⊗ τ
GG′
1 )(ω) = 0
since τGG
′
1 ∈ H1 (see Lemma 4.5 of [25]), so that (10) implies θ
G
3 (t) is
also unchanged by any Whitehead move and is thus always zero. 
Note that for m > 3, θGm(t) does depend sensitively on the combina-
torics of G.
6.1. τ1 and τ2 on Kg,1. Since the tail t has zero H-marking and every
Whitehead move in the composition representing the twist T∂ on ∂Σg,1
is along an edge adjacent to t, we can compute the contributions to
τ1, τ2 and τ3 of each move using (16) and (18). For instance, (16a)
immediately implies that the contributions to τ1 all vanish, so τ1(T∂) =
0 as expected.
To compute τ2 for the twist T∂ , we first note that since τ1(W ) = 0
for each Whitehead move W in the composition representing T∂ , (8)
simplifies to give τ2(T∂) =
∑
W τ2(W ), where the sum here and below
is over all the Whitehead moves in the composition representing T∂.
Moreover, since Pt = −6ω, (18) shows that each Whitehead move will
give a contribution of the form
τ¯2(W ) =
1
2 · 6
([a, c]↔ω) .
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One can check that the sequence of (nontrivially contributing) values
of a and c in the above formula produced by the Whitehead moves
representing T∂ are given by (a, c) =
(20)
(−ui − vi, ui), (−ui,−vi), (vi,−ui − vi),
(ui + vi,−ui), (ui, vi), (−vi, ui + vi),
for i = 1, . . . , g. Note that these values can be read off from the sectors
at each vertex of G, and we have not included the pair (ui+vi,−ui−vi)
since its contribution is trivial. In each of these cases, we have [a, c] =
[ui, vi] for some i. Since there are six cases for each i, the final sum
gives
τ2(T∂) = τ¯2(T∂) =
g∑
i=1
1
2
[ui, vi]↔ω = ω
⊗2
=
g∑
i=1
ui ⊗ [vi, ω]− vi ⊗ [ui, ω]
(21)
which differs (because of our differing sign conventions) only in sign
from the result in [22].
It is important to note that the above expression is independent of
the choice of symplectic basis for the surface Σg,1. Indeed, this reflects
the fact that the Johnson homomorphisms areMg,1-equivariant in the
sense that τm(ϕψϕ
−1) = |ϕ|(τm(ψ)), for ϕ ∈ Mg,1 and ψ ∈ Mg,1[m].
In fact, the above expression is sufficient to calculate τ2 for any element
of Kg,1 which can explicitly be written as a product of separating twists.
6.2. τ3 on Kg,1. Again relying on the fact that every Whitehead move
W in the composition representing the twist T∂ on ∂Σg,1 has vanishing
τ1(W ), (19) shows that τ3(T∂) is simply equal to the sum of
∑
W τ3(W )
as before. By Proposition 6.1 and (16c), each such contribution will be
of the form
(22) τ3(W ) =
−1
36
(
c⊗ ([Pa, ω] + [a, [a, ω]])− a⊗ ([Pc, ω]− [c, [c, ω]])
)
.
One can check that the contributions of the c ⊗ [a, [a, ω]] terms given
by the sequence (20) cancel, as do the a ⊗ [c, [c, ω]] terms. Also, the
two contributions of the pair (a, c) = (ui + vi,−ui − vi) not listed in
(20) cancel.
To compute the contributions of the remaining terms, it is necessary
to know the values of Px for certain oriented edges x of each fatgraph
arising in the sequence of Whitehead moves in the composition repre-
senting T∂ . Fortunately, these values are easy to derive.
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Consider first the fatgraph G0. We have already observed above
that the bracket of edges at every sector listed in (20) takes the value
−[ui, vi], for some i (with the correct orientation according to our com-
binatorial integrals). Thus, the value of Px for an oriented edge x is
determined solely by the number of sectors (for each i) which are tra-
versed in the path from x to x¯ (or its reverse). It follows that every
edge x with nonzero H-marking has Px = ±3[ui, vi], for some i, while
those edges with x = 0 have either Px = ±6[ui, vi], for some i, or
Px = ±
∑h
i=1 6[ui, vi], for some h. Moreover, the signs are all negative
if the path from x to x¯ avoids the tail.
Consider an arbitrary fatgraph arising in the sequence of Whitehead
moves representing T∂. Such a fatgraph resembles G0 but with the tail
attached at a different location. In this case, it is possible that the path
connecting x to x¯ is forced to go “the long way” around the boundary
cycle. The net result is that we get Pt = −6ω minus the “expected”
value of Px. Since the value of Px only enters (22) through the terms
[Pa, ω] and [Pc, ω], we only require the value of Px modulo ω, and the
consequence of going “the long way” reduces to a change of sign.
With this recipe, one can check that the during the sequence of
Whitehead moves in the composition representing the twist T∂, the pos-
sible values for the a and Pc in (22) are given (modulo ω) by (a, Pc) =
(−ui − vi, 3[ui, vi]), (−ui, 3[ui, vi]), (vi,−3[ui, vi]),
(ui + vi, 3[ui, vi]), (ui + vi,−3[ui, vi]), (ui,−3[ui, vi]),
(−vi,−3[ui, vi]), and (−ui − vi,−6[ui, vi]),
for i = 1, . . . , g. Summing the resulting values of a ⊗ [Pc, ω] for these
pairs gives (vi − ui)⊗ [3[ui, vi], ω]. Similarly, the sum of values of c ⊗
[Pa, ω] gives the same (vi−ui)⊗ [3[ui, vi], ω], and the total contribution
of (22) over the twist T∂ is thus zero:
(23) τ3(T∂) = 0.
We now wish to derive a method for calculating τ3 on twists on
separating curves other than ∂Σg,1. Let η be such a curve which sepa-
rates a subsurface of genus h, and let ϕη be an element of Mg,1 which
takes η to the standard genus h separating curve ∂h on our surface Σg,1
(with respect to its symplectic generators {ui,vi}). Next, let γ be a se-
quence of Whitehead moves which represents ϕη and let τ≤3(γ) denote
the value of τ≤3 on this sequence. We can then use (19) to compute the
value of τ3 on the twist Tη by composing τ≤3(γ), τ≤3(Tη), and τ≤3(γ
−1).
Before we discuss how to perform this calculation, we mention that
it is not necessarily clear if there is a concise algorithm for translating
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a given element of Mg,1 into a sequence of Whitehead moves (how-
ever, the converse is straightforward by the evolution of π-markings).
Because of this, we then consider the following generating set of Kg,1.
Let Γ denote the set of paths γ in GˆI beginning at G0 and ending
at a combinatorially isomorphic fatgraph (with a possibly different H-
marking). Consider the set {(γ, h) | γ ∈ Γ, h ∈ {1, . . . , g}} of loops in
GˆI which are defined by traversing γ, performing a (standard) genus
h twist, then traversing γ−1. Since this set obviously contains the set
of twists on separating curves of Σg,1 (in fact, it is essentially the set
of such twists with redundancies), it serves as a generating set for Kg,1
which is more natural in our groupoid setting.
Now we return to compute the value of τ3 on an element (γ, h). First,
note that (while in general τ2(γ) 6= τ2(γ
−1)), if we simply traversed γ
followed by γ−1, we would obviously have τ1 = τ2 = τ3 = 0. Moreover,
since τ1(Th) = 0, (19) shows that the τ2(γ) term will not contribute to
the composition, and can thus be disregarded. Since τ3(Th) = 0, the
only nontrivial contributions come from the mixing of τ1(γ) and τ2(Th)
(cf. Proposition 3.4 of [23]):
τ3(γ, h) = [τ1(γ),
γτ2(Th)]
= (1⊗ 1⊗ τ1(γ) + 1⊗ τ1(γ)⊗ 1 + τ1(γ)⊗ 1⊗ 1) ◦ (
γτ2(Th))
− (1⊗ γτ2(Th) +
γτ2(Th)⊗ 1) ◦ τ1(γ),
(24)
where γτ2 denotes |ϕγ|(τ2) for ϕγ ∈ Mg,1 represented by γ. Note that
γτ2(Th) is given by (21) and the action |ϕγ| of γ on H .
The computational thrust of this approach is the determination of
τ1(γ), which can be done either by hand or on the computer. Moreover,
since τ1(ϕ) = 0, for every ϕ ∈ Kg,1 (again by (19)), we see that τ3 is
actually a (non-crossed) homomorphism on Kg,1; of course, it follows
that the values of τ3 on generators determine it uniquely. Using the
formulae, we have proved:
Corollary 6.2. The third Johnson homomorphism τ3 is a homomor-
phism on Kg,1.
A similar (yet obviously more complicated) approach can be taken to
calculate τ4 on Kg,1. We sketch the relevant aspects of the calculation
of τ4 on a generator (γ, h) below but first comment that while τ4 is no
longer a homomorphism on Kg,1, (19) shows that it is one “crossed”
only by τ2 terms since τ1 vanishes there. Thus once τ4 is known for
our generating set, we can easily calculate τ4 for any product of these
generators.
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Since τ1(Th) = τ3(Th) = 0, the only mixing in τ≤4(γ) and τ≤4(Th)
occurs between their respective τ2 terms. Thus, we find
τ4(γ, h) =
γτ4(Th) + [τ2(γ),
γτ2(Th)]
with τ2(γ) quite calculable via computer and τ2(Th) given by (21).
Now, the calculation of τ4(T∂) involves contributions from (16d) as
well as from mixing of lower degree terms. Since τ1(W ) = 0 for every
Whitehead move W of the sequence, (19) shows that only mixing of
τ2(W ) terms need be considered, and these have already been deter-
mined above. Finally, by Proposition 6.1, each contribution coming
from (16d) is of the form
τGG
′
4 =
1
64
(
c⊗ ([a, Rt]− 6[Qa, ω])− a⊗ ([c, Rt]− 6[Qc, ω])
)
,
which again should be amenable to computer calculation.
6.3. An explicit example. To conclude, we employ the results of the
previous section to compute the value of τ3 for (right-handed) Dehn
twists on certain specific separating curves. In particular, we focus
on elements of the form (ϕ, h) = ϕThϕ
−1 with ϕ ∈ Mg,1 one of the
Lickorish generators λi, µi (for h = 1, . . . , g) or νi (for h = 1, . . . , g−1).
We refer to [25] for both notation and for comparison of results.
We begin by calculating τ1 for each of Lickorish’s generators. First
of all, it obvious that τ1(λ1) = τ1(µ1) = 0 for a surface of genus one. By
the groupoid stability property of bordered fatgraphs, this must also be
the case for surfaces of higher genus g. Thus, we have τ1(λi) = τ1(µj) =
0 for all i, j = 1, . . . , g. Note that this differs from the lift of Morita [25].
Also, one can directly use the action of νi on the generators {ui,vi} of
π1 (see [25]) and the fatgraph Magnus expansion to determine that
τ1(νi) =
1
2
(ui + ui+1) ∧ vi ∧ vi+1
=
1
2
(
(ui+ui+1)⊗ [vi, vi+1]+vi⊗ [vi+1, ui+ui+1]+vi+1⊗ [ui+ui+1, vi]
)
which does match the lift of Morita up to sign.
Now, as an immediate consequence of τ1(λi) = τ1(µj) = 0 and (24),
we find that τ3(λi, h) = τ3(µj, h) = 0, which simply reflects the fact
that the twists λi and µj commute with any standard separating Dehn
twist Th. Similarly, τ3(νi, h) = 0 for i 6= h, and we next turn towards
calculating
τ3(νh, h) = [τ1(νh),
νhτ2(Th)]
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We first note that the action |νh| on H is given by uh 7→ uh+vh+1−vh
and uh 7→ uh+ vh+1− vh while other basis elements are fixed. If we let
ωh =
∑h
i=1[ui, vi] and define ω
′
h by ω
′
h = |νh|(ωh), we see that
ω′h = |νh|(ωh) = ωh − [vh, vh+1],
so that after some cancellations, we have
νhτ2(Th) = |νh|(
h∑
i=1
ui ⊗ [vi, ωh]− vi ⊗ [ui, ωh])
=
h∑
i=1
(ui ⊗ [vi, ω
′
h]− vi ⊗ [ui, ω
′
h]) + vh+1 ⊗ [vh, ω
′
h]− vh ⊗ [vh+1, ω
′
h].
Define α = 2τ1(νh)(ω
′
h), so that by
2(τ1(νh)⊗ 1 + 1⊗ τ1(νh))(ωh) = [uh, [vh, vh+1]]− [vh, [uh + uh+1, vh+1]],
we have
α = 2(τ1(νh)⊗ 1 + 1⊗ τ1(νh))(ω
′
h)
= −[vh+1, [uh, vh]]− [vh, [uh+1, vh+1]− [vh, [vh, vh+1]] + [vh+1, [vh, vh+1]].
Using this notation, we compute 2τ1(νh) ◦
νhτ2(Th):(
(uh + uh+1)⊗ [vh, vh+1] + vh ⊗ [vh+1, uh + uh+1] + vh+1 ⊗ [uh + uh+1, vh]
)
◦
( h∑
i=1
(ui ⊗ [vi, ω
′
h]− vi ⊗ [ui, ω
′
h]) + vh+1 ⊗ [vh, ω
′
h]− vh ⊗ [vh+1, ω
′
h]
)
=
h∑
i=1
(ui ⊗ [vi, α]− vi ⊗ [ui, α])
+ uh ⊗ [[vh, vh+1], ω
′
h] + vh ⊗ [[vh+1, uh + uh+1], ω
′
h]
+ vh+1 ⊗ ([vh, α] + [[vh, vh+1], ω
′
h])− vh ⊗ ([vh+1, α] + [[vh, vh+1], ω
′
h]).
Similarly, we compute νhτ2(Th) ◦ 2τ1(νh):
( h∑
i=1
(ui ⊗ [vi, ω
′
h]− vi ⊗ [ui, ω
′
h]) + vh+1 ⊗ [vh, ω
′
h]− vh ⊗ [vh+1, ω
′
h]
)
◦
(
(uh + uh+1)⊗ [vh, vh+1] + vh ⊗ [vh+1, uh + uh+1] + vh+1 ⊗ [uh + uh+1, vh]
)
= −(uh + uh+1)⊗ [vh+1, [vh, ω
′
h]] + vh ⊗ [vh+1, [uh, ω
′
h]]
− vh+1 ⊗ [vh, [uh, ω
′
h]] + vh+1 ⊗ [uh + uh+1, [vh, ω
′
h]]
+ vh ⊗ [vh+1, [vh+1 − vh, ω
′
h]]− vh+1 ⊗ [vh, [vh+1 − vh, ω
′
h]].
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Combining these, we obtain the expression
2τ3(νh, h) =
h∑
i=1
(ui ⊗ [vi, α]− vi ⊗ [ui, α])
+uh ⊗ [vh, [vh+1, ω
′
h]] + uh+1 ⊗ [vh+1, [vh, ω
′
h]]
+vh ⊗ (−[vh+1, α]− [[vh, vh+1], ω
′
h] + [[vh+1, uh + uh+1], ω
′
h]
− [vh+1, [uh, ω
′
h]]− [vh+1, [vh+1 − vh, ω
′
h]])
+vh+1 ⊗ ([vh, α] + [[vh, vh+1], ω
′
h] + [vh, [uh, ω
′
h]]
− [uh + uh+1, [vh, ω
′
h]] + [vh, [vh+1 − vh, ω
′
h]]).
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