We introduce the notion of the boundary motive of a scheme X over a perfect field. By definition, it measures the difference between the motive M gm (X) and the motive with compact support M c gm (X), as defined and studied in [VSF]. We develop three tools to compute the boundary motive in terms of the geometry of a compactification of X: co-localization, invariance under abstract blow-up, and analytical invariance. We then prove auto-duality of the boundary motive of a smooth scheme X. As a formal consequence of this, and of colocalization, we obtain a fourth computational tool, namely localization for the boundary motive.
Introduction
In this paper, we define the boundary motive ∂M gm (X) of a scheme X over a perfect field k. By its very construction, it is part of an exact triangle ∂M gm (X) −→ M gm (X) −→ M c gm (X) −→ ∂M gm (X) [1] , where M gm (X) and M c gm (X) denote the motive of X and its motive with compact support, respectively. The exact triangle is in the triangulated category DM ef f − (k) of effective motivic complexes which, as M gm (X) and M c gm (X) was defined in [VSF] . We refer to Section 1 for a review of these constructions. We expect this exact triangle to be of a certain interest. First, it induces long exact sequences for motivic homology and cohomology. More generally, any exact functor to a triangulated category D will induce long exact sequences of Ext-groups in D which are a priori compatible with the sequence in motivic homology resp. cohomology. Second, the exact triangle can be employed to construct explicit extensions of objects in DM ef f − (k).
Both applications motivate the desire to identify the boundary motive. We develop three tools to compute ∂M gm (X): co-localization (Section 3), invariance under abstract blow-up (Section 4), and analytical invariance (Section 5). All three are based on the identification of ∂M gm (X) with the motive associated to the diagram of schemes the formal completions of W 2 , resp. of Y ′ 2 along Y agree with those of W , resp. of Y ′ along Y . Theorem 5.1 states that the motivic analogue of this latter statement holds. While co-localization and invariance under abstract blow-up are direct consequences of the material contained in [VSF] , the proof of analytical invariance uses in addition the full force of Artin approximation.
In Section 6, we generalize duality for bivariant cycle cohomology [VSF, Thm. IV.7.4] , in order to establish an important structural property of the boundary motive ∂M gm (X) of a smooth scheme X of pure dimension n: it is canonically isomorphic to its dual ∂M gm (X) * , twisted by n and shifted by 2n − 1 (Theorem 6.1). As one formal consequence of this auto-duality, and of co-localization, we obtain a fourth tool to compute ∂M gm (X), namely localization (Theorem 7.3, Corollary 7.4) in the context of stratifications ∂X = Y m , for a compactification X of a smooth scheme X (with ∂X = X −X as above).
Sections 3-6 are logically independent of each other. Section 1 serves as basis for all that is to follow, and Section 7 uses everything said before. The results from Sections 6 and 7 require resolution of singularities for the base field k.
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Notations and conventions
Our main and almost only reference is the book [VSF] . When citing a result from its Chapter n, we shall precede the numbering used in [loc. cit.] by N, where N is the symbol representing n in the Roman number system. Example: Proposition 3.1.3 from Chapter 5 from [VSF] will be cited as [VSF, Prop. V.3.1.3 ].
We follow the notation of [VSF] . Fix a perfect base field k. Denote by Sch/k the category of schemes which are separated and of finite type over k, and by Sm/k the full subcategory of objects which are smooth over k. Recall the definition of the category SmCor(k) [VSF, p. 190] : its objects are those of Sm/k. Morphisms from Y to X are given by the group c(Y, X) of finite correspondences from Y to X, defined as the free Abelian group on the symbols (Z), where Z runs through the integral closed subschemes of Y × k X which are finite over Y and surjective over a connected component of Y . Note for later use that the definition of c(Y, X) still makes sense when X ∈ Sch/k is not necessarily smooth. The category Shv N is (SmCor(k)) of Nisnevich sheaves with transfers [VSF, Def. V.3.1.1] is the category of those contravariant additive functors from SmCor(k) to Abelian groups, whose restriction to Sm/k is a sheaf for the Nisnevich topology. This category is Abelian [VSF, Thm. V.3.1.4] . Inside the derived category D − (Shv N is (SmCor(k))) of complexes bounded from above, one defines the full subcategory DM ef f − (k) of effective motivic complexes over k [VSF, p. 205] as the one consisting of objects whose cohomology sheaves are homotopy invariant [VSF, Def. V.3.1.10] . Since k is supposed to be perfect, this subcategory is triangulated [VSF, Prop. V.3.1.13 ]. According to [VSF, Prop. V.3.2.3] , the inclusion of DM ef f − (k) into D − (Shv N is (SmCor(k))) admits a left adjoint RC, which is induced from the exact functor
which maps F to the simple complex associated to the singular simplicial complex [VSF, p. 207 ]. Its n-th term (in homological numbering) C n (F ) sends X to F (X × k ∆ n ).
One defines two functors L and L c from Sch/k to Shv N is (SmCor(k)) [VSF, pp. 223, 224] : the functor L associates to X the Nisnevich sheaf with transfers c( • , X). The functor L c maps X to
z(Y, X) being defined as the free Abelian group on the symbols (Z), where Z runs through the integral closed subschemes of Y × k X which are quasi-finite over Y and dominant over a connected component of Y . One defines the motive M gm (X) of X ∈ Sch/k as RC(L(X)), and the motive with compact support M c gm (X) as RC(L c (X)).
For certain applications, it is of interest to enlarge the domain of the functor L: denote by Sch ∞ /k the category of schemes which are separated and locally of finite type over k. The functor L extends, with the same definition of c( • , X) as above. This identifies L(X) with the filtered direct limit of the L(U), with U running through the open subschemes of X which are of finite type over k. This observation allows to use certain results from [VSF] also for the motives M gm (X) :
We shall also use another, more geometric approach to motives, i.e., the one developed in [VSF, V. [VSF, p. 192] . All four categories DM ef f gm (k), DM gm (k), D − (Shv N is (SmCor(k))), and DM ef f − (k) are tensor triangulated, and admit unit objects [VSF, Prop. V.2.1.3, Cor. V.2.1.5, p. 206, Thm. V.3.2.6] . These tensor structures are such that for all X, Y ∈ Sm/k, one has
, and that of D − (Shv N is (SmCor(k))) is L(Spec k). Both of them are denoted by Z(0). For M ∈ DM gm (k) and n ∈ Z, write M(n) for the tensor prod-
are compatible with the tensor structure. (By constrast, the embedding of DM ef f − (k) into D − (Shv N is (SmCor(k))) is not; see [VSF, Remark on p. 206] .) According to [VSF, Thm. V.4.3 .1], the functor DM ef f gm (k) → DM gm (k) is a full triangulated embedding if k admits resolution of singularities.
Convention 1.1. Whenever we speak about resolution of singularities, it will be taken in the sense of [VSF, Def. IV.3.4 ].
Convention 1.2. We shall use the same symbol for M gm (X) ∈ DM ef f − (k) and for its canonical representative C * (L(X)) in C − (Shv N is (SmCor(k))); similarly for M c gm (X). Whenever we speak about cones of morphisms between motives, we mean the class of the cone of the morphism between the canonical representatives. For a commutative diagram
as RC applied to the simple complex sL(X) associated to L(X), i.e., to the complex
which we normalize by assigning degree zero to the component L(X ′′ ). A similar construction is possible for commutative diagrams in Sch ∞ /k of "dimension" greater than two, provided that there are not more than two schemes on any of the lines in the diagram.
Definition of the boundary motive
Let X ∈ Sch/k. Note that the inclusion c( • , X) ֒→ z( • , X) induces a monomorphism ι X : L(X) ֒−→ L c (X) .
Definition 2.1. The boundary motive of X is defined as
Note that there is a canonical quasi-isomorphism
, where the cone is to be understood as in Convention 1.2. We have: q.e.d.
The definition of the boundary motive does not involve a compactification of X. However, the tools to compute ∂M gm (X) which we shall develop in the sequel are based on the following: Proposition 2.4. Let X be a compactification of X ∈ Sch/k, and define ∂X as the complement X −X, equipped with the reduced scheme structure. There is a canonical morphism
Proof. Consider the exact sequences
Observe that since ∂X and X are proper, we have L(∂X) = L c (∂X) and L(X) = L c (X). The monomorphism L(X) ֒→ L c (X) factors through L(X).
Hence the exact sequences induce a monomorphism between the quotient L(X)/(L(X ∂X) and Coker ι X , whose cokernel is identical to that of the restriction L(X) = L c (X) → L c (X). According to [VSF, Prop. V.4.1.5] , this latter cokernel has trivial image under RC if k admits resolution of singularities.
q.e.d.
Co-localization
Consider the geometric situation of Proposition 2.4: let X ∈ Sch/k, choose a compactification X of X, and define ∂X := X −X. In this section, we develop the motivic analogue of the dual of the localization spectral sequence associated to a stratification of ∂X. It turns out to be useful to consider a more general geometric situation:
Now assume given a filtration
This gives a descending partial filtration of W by open subschemes. Note in particular that we have W 0 = W and W d+1 = W − Y . Write i Ym for the closed immersion of Y m into W m . By abuse of notation, we use the letter j to denote also the open immersions of
Theorem 3.4 (Co-localization). There is a canonical chain of morphims
In practice, a variant of Theorem 3.4 will be useful. Consider, for all m ∈ {0, . . . , d}, the diagram
The bi-degrees of the components of Y m are normalized to be (0, d − m) for W m , and (0, d−(m+1)) for W m+1 . We organize these m+1 two-dimensional diagrams in one three-dimensional diagram Y (3) , normalizing the triple degrees in Y m to be (0, d − m, −d + m) and (0, d − (m + 1), −d + m) for the components W m and W m+1 , respectively. The morphisms in the third coordinate direction are simply the identity morphisms of the components Y ′m+1 and W m+1 , which turn up in Y m (in total degrees −2 and −1, respectively) as well as in Y m+1 (in total degrees −1 and 0, respectively). The part of Y (3) involving Y m and Y m+1 therefore looks as follows:
. Since there are not more than two schemes on any of the lines in Y (3) , we can form the motive M gm (Y (3) ). All schemes Y ′m and W m , for m = 1, . . . , d occur in two successive degrees of the total complex sL(Y (3) ). Therefore, we have:
of complexes of Nisnevich sheaves. It therefore induces an isomorphism 
Invariance under abstract blow-up
Fix a proper morphism π :
Theorem 4.1 (Invariance under abstract blow-up). Assume that
is an isomorphism. If k admits resolution of singularities, then the map
Since the two rows are of the same nature, Theorem 4.1 is a formal consequence of the following:
Analytical invariance
The aim of this section is to prove the following:
Theorem 5.1 (Analytical invariance). Assume given an isomorphism
Remark 5.2. Using Proposition 2.4 together with Remark 3.3, we deduce the following statement from Theorem 5.1, assuming that k admits resolution of singularities: let X m be a compactification of X m ∈ Sch/k, m = 1, 2, and set ∂X m := X m −X m (with the reduced scheme structure). Assume that there is an isomorphism ∂X 1 ∼ = ∂X 2 , which can be extended to an isomorphism between the formal completions of X m along ∂X m . Then ∂M gm (X 1 ) and ∂M gm (X 2 ) are isomorphic.
Note however that in practice, it may not always be possible to identify the formal completion of ∂X along a given compactification X of a scheme X. Actually, one might control the formal completion of an abstract blowup of each stratum belonging to a stratification of ∂X. In order to compute ∂M gm (X) in such a situation, one first applies co-localization with respect to the stratification, then uses invariance under abstract blow-up for each stratum, and finally analytical invariance as stated in the above generality.
The main technical ingredient of the proof of Theorem 5.1 is the following consequence of Artin approximation: to y m , for m = 1, 2, which identify the residue fields κ(y 1 ) ∼ = κ(y ′ ) ∼ = κ(y 2 ). (b) Assume that in addition the isomorphism in (a) maps the completed ideal a 1 isomorphically toâ 2 , and that the induced isomorphism O h
Then the Nisnevich neighbourhood W ′ in (a) can be chosen such that in addition
Proof. This is a variant of [A, Cor. (2.6) ]. In fact, the results stated in Section 2 of [loc. cit.] are the translations of the main results of Section 1 only in the case when the ideal of definition is the maximal ideal of the point in question. In order to deduce the variant from [A, Thm. (1.12) ], one faithfully imitates the proof of [A, Cor. (2.6) ].
Corollary 5.4. With S, W m and Y m as in Theorem 5.3, assume given an isomorphism Y 1 ∼ = Y 2 , which extends to an isomorphism
of formal completions. Then there are Nisnevich coverings W m of W m of the form
We turn to the proof of Theorem 5.1.
Since the two columns are of the same nature, Theorem 5.1 is a formal consequence of parts (a) and (b) of the following:
of Nisnevich sheaves with transfers, and depending only on f .
and write α m for the coproduct of theétale morphisms from the W ′ i to W m , for m = 1, 2. By Corollary 5.4, we have
and α 1 and α 2 coincide on Y ′ . Using [VSF, Prop. V.3.1.3] , we see that we have exact sequences
of Nisnevich sheaves with transfers. Let us show that the map α 2 * is zero on
We imitate the proof of [VSF, Prop. II.4.3.9] . It is sufficient to show the following claim:
( * ) For any local Henselian scheme S which is smooth over k, the composition
Note that the presheaves U → c(U, T ), for T ∈ Sch ∞ /k, can be extended in an obvious way to the category of smooth k-schemes which are not necessarily of finite type. For the proof of ( * ), we shall repeatedly apply the following principle, valid since S is Henselian: for any T ∈ Sch ∞ /k, the support of any element of c(S, T ) is a disjoint union of local Henselian schemes. This principles reduces us to consider only cycles in c(S, W ′ × W 1 W ′ ) of the form (Z), where Z is a local Henselian subscheme of S × k (W ′ × W 1 W ′ ). Without loss of generality, we may assume that the closed point of Z lies over Y ′ , hence over Y . Write pr l * (Z) = n l · (Z l ), with local Henselian subschemes Z l of S × k W ′ , for l = 1, 2. We have α 1 * pr 1 * = α 1 * pr 2 * , hence the α 1 * (Z l ) are multiples of (Z 1 ), for one local Henselian subscheme (Z 1 ) of S × k W 1 . In order to show the analogous statement for the α 2 * (Z l ), note first that the closed point y of Z 1 belongs to S × k Y . The support of α 2 * (pr 1 * − pr 2 * )(Z) = α 2 * (n 1 · (Z 1 ) − n 2 · (Z 2 )) is a disjoint union of local Henselian schemes, parametrized by their closed points. But since α 1 and α 2 coincide on Y ′ , this support must be local, and we have indeed α 2 * (pr 1 * − pr 2 * )(Z) = r · (Z 2 ) , for a local Henselian subscheme (Z 2 ) of S × k W 2 , whose closed point is y. In order to show that r = 0, consider the commutative diagram
w m denoting the structure morphism of W m . On the one hand, w 2 * α 2 * (pr 1 * − pr 2 * )(Z) = w 1 * α 1 * (pr 1 * − pr 2 * )(Z) = w 1 * (0) = 0 . On the other hand, w 2 * (Z 2 ) is non-zero since Z 2 is finite over S. Hence r must indeed be zero, and thus α 2 * (pr 1 * − pr 2 * )(Z) = 0 . This shows that α 2 * is zero on the image of pr 1 * − pr 2 * . By symmetry, we see that the identity on L(W ′ )/L(W ′ − Y ′ ) factors to give an isomorphism
In order to prove that it does not depend on the choice of the Nisnevich coverings W m as in Corollary 5.4, use the fact that the system of such coverings is filtering. q.e.d.
Auto-duality
Throughout this section, we assume that k admits resolution of singularities. Under this assumption, DM gm (k) is a rigid tensor triangulated category [VSF, Thm. V.4.3.7 1. and 2.]. In particular, there exists an internal Hom functor
Writing M * := Hom(M, Z(0)), we thus have M = (M * ) * for all M ∈ DM gm (k).
Now fix X ∈ Sm/k, and assume that X is of pure dimension n. According to [VSF, Thm. V.4.3.7 3.] , there is a canonical isomorphism
hence by duality, a canonical isomorphism
. The aim of this section is to prove the following: Theorem 6.1 (Auto-duality). There exists a canonical isomorphism
It fits into a morphism of exact triangles
Furthermore, it is itself auto-dual in the sense that the equality
For the proof, observe that by adjunction, the construction of η X is equivalent to the construction of a pairing
We are thus led to investigate morphisms in DM ef f gm (k) whose target is Z(n) [2n] . The statement we are aiming at is Theorem 6.14. It is a generalization of [VSF, Cor. V.4.2.5 ]. In the above geometric context, it implies that certain codimension n-cycles on the self product X × k X, where X is a smooth compactification of X, yield morphisms of the type of ( • , • ). In order to prepare Theorem 6.14, we need to prove a variant of duality for bivariant cycle cohomology (Theorem 6.11). Let us start by recalling the definition of certain variants of the Nisnevich sheaves with transfers L c (V ) = z( • , V ) (see [VSF, p. 228] ): Definition 6.2. Let V ∈ Sch/k, W ∈ Sm/k, and r ≥ 0. (a) The Nisnevich sheaf with transfers z equi (V, r) associates to U ∈ Sm/k the free Abelian group on the symbols (Z), where Z runs through the integral closed subschemes of U × k V which are equidimensional of relative dimension r over U and dominant over a connected component of U.
Note that the sheaves z equi (W, V, r) are contravariant in the first variable. Recall [VSF, Cor. V.4.1.8] : (A n , 0) ) .
More generally, if W ∈ Sm/k, then the complex C * (z equi (W, A n , 0)) represents the functor [VSF, Cor. V.4.2.7] . We need a variant of this statement:
where L(Y → W ) the complex given by L(Y ) in degree −1 and L(W ) in degree zero, the differential being induced by the immersion of Y . (b) Assume in addition that arbitrary intersections of the components Y j of Y are smooth. Define
as the complex of Nisnevich sheaves with transfers whose zeroeth component is z equi (W, V, r) , and whose m-th component, for m ≥ 1, is the direct sum of Proposition 6.5. Let W ∈ Sm/k. Assume further that Y ⊂ W is a closed subscheme such that arbitrary intersections of the components of Y are smooth. Then the complex
represents the functor
Convention 6.6. By over-simplification of language, we shall refer to the last compatibility statement in Proposition 6.5 as "compatibility with restriction of W and Y ".
Proof of Proposition 6.5.
First, observe that the canonical morphism M gm (Y • ) → M gm (Y ) is an isomorphism. This follows from induction on the number of components Y j . The induction step is provided by [VSF, Prop. V.4.1.3] 
As in the proof of [VSF, Prop. V.4.2.8 ], one has a canonical morphism of complexes can from C * (z equi (Y • → W, A n , 0)) = C * (p * p * (L c (A n ))) to Rp * (p * C * (L c (A n ))), where p denotes the structure morphism of the diagram Y • → W . By an obvious generalization of the last part of [VSF, Prop. V.3.2 .8], one has
in DM ef f − (k). To check that can is an isomorphism, one uses the spectral sequences on both its source and target, associated to the stupid filtration of Y • → W . [VSF, Cor. V.4.2.7] shows that can is an isomorphism on the E 1 -terms of this spectral sequence.
Remark 6.7. In the situation of Proposition 6.5, assume in addition that W is of dimension at most n. By [VSF, Cor. V.4.3.6] , the object M gm (W/Y ) * (n)[2n] of DM gm (k) belongs to DM ef f gm (k), and its image under the embedding into
Given an object F of Shv N is (SmCor(k) ), denote by h l (F ) the l-th cohomology object of the complex C * (F ). Thus, the l-th cohomology object of C * (z equi (Y • → W, A n , 0))(Spec k) equals h l (z equi (Y • → W, A n , 0))(Spec k).
Corollary 6.8. In the situation of Proposition 6.5, there is a canonical isomorphism
Here Hom denotes morphisms in DM ef f gm (k). The isomorphism is compatible with restriction of W and Y in the sense of Convention 6.6.
Proof. First, we have
) . By Proposition 6.5, this group equals
) . Now use the fact that RC is left adjoint to the inclusion of DM ef f − (k) into D − (Shv N is (SmCor(k))).
For later use, we also note a consequence of the special case Y = ∅: Corollary 6.9. Let W ∈ Sm/k. Then the functor on open subschemes of W U −→ C * (z equi (U, A n , 0) ) satisfies the Mayer-Vietoris property in the following sense: given an equality U = U 1 ∪ U 2 of open subschemes of W , the exact sequence
in Shv N is (SmCor(k)) induces an exact triangle
in DM ef f − (k). Proof. This follows from Proposition 6.5 and the Mayer-Vietoris property for the functor U → M gm (U) [VSF, Prop. V.4.1.1] .
We need to find a way to efficiently generate elements in the group
Definition 6.10. Let W ∈ Sm/k, and assume that W is of pure dimension m. Fix a closed subscheme Y ⊂ W , and an object V in Sch/k. Let r ≥ 0. Define the subsheaf
as follows: U ∈ Sm/k is mapped to the free Abelian group on the symbols (Z), where Z runs through those generators of z equi (W × k V, m + r)(U) such that for any geometric point
of V k is empty or of dimension r. The sheaf of Abelian monoids
One checks that z equi (W × k V, m+r) Y and z ef f equi (W × k V, m+r) Y inherit the transfers from z equi (W × k V, m + r). If one imposes the defining condition on all geometric points of U × k W instead of just those of U × k Y , then one gets z equi (W, V, r)(U). Hence z equi (W, V, r) is a subsheaf of z equi (W × k V, m + r) Y :
Define the natural inclusion
The Moving Lemma [VSF, Thm. IV.6.3] implies (see [VSF, Lemma IV.6 .6]) that if both W and V are smooth and projective, then both RC(ι) and RC(ι) • RC(D) are isomorphisms. Hence RC(D) is an isomorphism if both W and V are smooth and projective. Our aim is to prove this statement under less restrictive hypotheses on W and V . Our result is a variant of duality for bivariant cycle cohomology [VSF, Thm. IV.7 .4]:
Theorem 6.11. Let W ∈ Sm/k be quasi-projective, and of pure dimension m. Let Y ⊂ W be a closed subscheme, and V ∈ Sch/k. Let r ≥ 0. Then the inclusion
induces an isomorphism RC(D). It is compatible with restriction of W and Y in the sense of Convention 6.6.
Proof.
We shall follow faithfully the strategy of [VSF, . Fix compactifications W of W and V of V , with a smooth and projective W . For any proper V -scheme T , define the morphism
as the composition of proper push-forward with restriction [VSF, . Similarly, define the variant on effective cycle sheaves
. We claim that the inclusion
induces a quasi-isomorphism C * (ι T ). In order to prove this claim, imitate the proof of [VSF, Prop. IV.7.3] . One uses the Moving Lemma we already cited. It is here that the projectivity assumption on W enters.
Next, one imitates the proof of [VSF, Thm. IV.7 .4], using the above instead of [VSF, Prop. IV.7.3] , to see that the inclusion
induces a quasi-isomorphism C * (ι). The same observation, applied to the case where Y = W implies that the composition RC(ι) • RC(D) is an isomorphism. (This is of course the original statement of [VSF, Thm. IV.7.4] ).
We unite the assumptions from 6.5 and 6.10: W ∈ Sm/k is of pure dimension m, and Y ⊂ W is a closed subscheme such that arbitrary intersections of the components of Y are smooth. Observe that the condition on elements in z equi (W × k A n , m) Y ensures in particular that they intersect properly with the components Y j × k A n of Y × k A n . This allows to define an inverse image δ making the following diagram commutative:
Consider the natural inclusion
and use the same symbol for the composition of D with the co-augmentation
Corollary 6.12. The morphism
induces an isomorphism RC(D). In particular, different choices of coverings W = ∪ α W α give rise to the same object RC(z equi (Y • → W, A n , 0) ′′ ). The isomorphism RC(D) is compatible with restriction of W and Y in the sense of Convention 6.6.
Proof. This follows from Theorem 6.11 and Corollary 6.9.
Definition 6.13. Define the subsheaf with transfers
as the subsheaf of cycles having empty intersection with Y .
Note that z equi (W, m − n) Y behaves contravariantly with respect to restriction of W and Y . Flat pull-back defines a morphism
induces a morphism on the level of h 0 (Spec k), denoted by the same symbol p * A n Putting everything together, we obtain: Theorem 6.14. Let W ∈ Sm/k be of pure dimension m, and Y ⊂ W a closed subscheme such that arbitrary intersections of the components of Y are smooth. Then there is a unique morphism
making the following diagram commute:
Here Hom denotes morphisms in DM ef f gm (k). The morphism cyc W/Y is compatible with restriction of W and Y in the sense of Convention 6.6.
Proof. Apply Corollaries 6.8 and 6.12.
Remark 6.15. Another type of compatibility property with respect to change of W and Y is useful. Assume given a second pair Y 1 ⊂ W 1 of schemes satisfying the hypotheses of Theorem 6.14, and a proper morphism W 1 → W identifying Y 1 with the fibre product W 1 × W Y , and inducing an isomorphism from W 1 − Y 1 to W − Y . Theorem 4.2 tells us that
is an isomorphism. On the other hand, we clearly have
It is easy to see that in this situation, the diagram
commutes.
When Y is empty, then [VSF, Cor. V.4.2 .5] tells us that cyc W := cyc W/∅ is an isomorphism. We have not tried to see whether the analogous statement for cyc W/Y is true when Y is non-empty.
Proof of Theorem 6.1. We start by introducing the notation Cyc n (W ) Y for the group z equi (W, m − n) Y (Spec k), when W and Y ⊂ W are as before. By definition, Cyc n (W ) Y is the group of codimension n cycles on W not meeting Y . Write Cyc n (W ) for the group of all codimension n cycles on W . Our proof relies on the following principles, which are consequences of Theorem 6.14, and of the definition of the tensor structure on DM ef f − (k): (A) For i = 1, 2, let W i ∈ Sm/k be of pure dimension, with closed subschemes Y i ⊂ W i , such that arbitrary intersections of the components of the Y i are smooth. Then any
or equivalently, a morphism
in DM gm (k). The morphism ε c is induced by a morphism of Nisnevich sheaves
A n , 0) defined as follows: use Corollary 6.12 to move the pull-back p * A n (c) into a cycle [VSF, II.3.7] . By [VSF, Cor. II.3.7 .5], we have c ′ ∩ Z W 2 ∈ z equi (W 2 , W 1 × k A n , 0)(U) .
Furthermore, finiteness of Z over U implies that c ′ ∩ Z W 2 is finite over U × k W 2 × k A n . Push-forward via the projection p 2 to this product then yields e c ′ (Z) := p 2 * (c ′ ∩ Z W 2 ) ∈ z equi (W 2 , A n , 0)(U) .
In fact, e c ′ (Z) lies in z equi (Y • 2 → W 2 , A n , 0)(U) since c ′ has empty intersection with W 1 × k Y 2 . Furthermore, e c ′ (Z) only depends on the class of Z modulo c(U, Y 1 ) since c ′ has empty intersection with Y 1 × k W 2 .
(B) Let W ∈ Sm/k be of pure dimension, with a closed subscheme Y ⊂ W , such that arbitrary intersections of the components of Y are smooth. Let
Then a sufficient condition for the pairing
to be symmetric, or equivalently, for the morphism to be auto-dual: ε c = ε * c (n)[2n], is the symmetry of the cycle c in Cyc n (W × k W ).
(C) For i = 1, . . . , 4, let W i ∈ Sm/k be of pure dimension, with closed subschemes Y i ⊂ W i , such that arbitrary intersections of the components of the Y i are smooth. For i = 1, 2, let j i :
Then a sufficient condition for the diagram
to commute is the equality of cycles (j 1 , id W 2 ) * c 3,2 = (id W 1 , j 2 ) * c 1,4
in Cyc n (W 1 × k W 2 ).
Furthermore, using the compatibility of moving cycles with correspondence homomorphisms and direct images, and [VSF, Prop. II.3.7 .6], one sees:
(D) For i = 1, 2, let W i ∈ Sm/k be of pure dimension m i , with a closed subscheme Y 1 ⊂ W 1 , such that arbitrary intersections of the components of Y 1 are smooth. Assume that m 2 ≥ n, and that c ∈ Cyc n (W 1 × k W 2 ) Y 1 × k W 2 ∩ z equi (W 1 , W 2 , m 2 − n)(Spec k) .
Then the morphism
associated to c is also induced by the composition of the morphism of Nisnevich sheaves e ′ c : c( • , W 1 )/c( • , Y 1 ) −→ z equi (W 2 × k A n , m 2 ) with the inverse of the isomorphism RC(D) from Theorem 6.11, where e ′ c is defined as follows: given U ∈ Sm/k and Z ∈ c(U, W 1 ), pull back Z to A n , giving Z A n ∈ c(U × k A n , W 1 ). Similarly, pull back c to U × k A n , giving c U × k A n . Now consider the cycle
By [VSF, Cor. II.3.7 .5], we have c ∩ Z A n ∈ z equi (A n , W 1 × k W 2 , m 2 − n)(U) .
Furthermore, finiteness of Z over U implies that c ∩ Z A n is finite over U × k W 2 × k A n . Push-forward via the projection p 2 to this product then yields e ′ c (Z) := p 2 * (c ∩ Z A n ) ∈ z equi (A n , W 2 , m 2 − n)(U) , and the latter group is contained in z equi (W 2 × k A n , m 2 )(U). Observe that e ′ c (Z) only depends on the class of Z modulo c(U, Y 1 ) since c has empty intersection with Y 1 × k W 2 .
Choose and fix a smooth compactification X of X such that ∂X := X −X is a normal crossing divisor with smooth irreducible components. By [VSF, Prop. V.4.1 .5], we have a canonical isomorphism between M gm (X / ∂X) and M c gm (X). Applying principle (A) , we see that the diagonal ∆ ∈ Cyc n (X × k X) ∂X× k X induces a morphism ε ∆ : M c gm (X) −→ M gm (X) * (n)[2n] .
