Let G = (V (G), E(G)) be an undirected graph and let X be a subset of V (G). The set I(X) = X\N (X) consists of the isolates in X, where
Introduction
The study on the differentials of a graph had its roots from the following game introduced in [3] by Lewis et al.: Let G = (V (G), E(G)) be an arbitrary graph. A player is allowed to buy as many tokens as he likes, say k tokens, at a cost of $1 each. He then places the tokens on some subset of k vertices of V . For each vertex of G which has no token on it, but is adjacent to a vertex with a token on it, the player recieves $1. The objective is to maximize the profit, that is, the total value recieved minus the cost of the tokens bought. Now let B(X) be the set of vertices in V (G) \ X that have a neighbor in a set X. The differential of a set X, denoted by ∂(X), is given by ∂(X) = |B(X)| − |X|, and the differential of a graph, denoted by ∂(G), is equal to max{∂(X) : X ⊆ V }. With respect to the given game above, ∂(G) is actually the maximum profit that can be obtained by playing the game in G. Other variations of the game can be obtained by defining other types of differentials in a graph.
A
set S ⊆ V (G) is a dominating set of G if N[S] = V (G). The domination number γ(G)
of G is the minimum cardinality of a dominating set. If S is a dominating set with |S| = γ(G), then we call S a minimum dominating set of G or a γ-set in G. If N(S) = V (G), then we say that S is a total dominating set of G. The total domination number γ t (G) of G is the minimum cardinality of a total dominating set. If S is a total dominating set with |S| = γ t (G), then we call S a minimum total dominating set of G or a γ t -set in G. Given a set X ⊆ V , the isolates and the non-isolates of X are, respectively, the sets
The differential concepts are defined and investigated by Lewis et al. in [3] . The parameter ∂(X) was also considered by Goddard and Henning [5] who denoted it by η(X).
Results
Recall that the maximum degree of a graph G is given by Δ(G) = max{deg(v) : v ∈ V (G)}. Using this parameter, Lewis et al. in [3] obtained the following lower bound for ∂ I (G). 
Lemma 2.1 For any graph
The converse is clear.
Theorem 2.4. Let G be a connected graph of order n ≥ 2. Then ∂ I (G) = n − 2 if and only if γ t (G) = 2.
then we must have |B(X)| = n − 2 and |I(X)| = 0. This will imply that X is a total dominating set of G.
For the converse, assume that
Lemma 2.5. If S is a minimum total dominating set of a graph G of order n ≥ 2 and
Proof : Since |X| < |S| and S is a minimum total dominating set,
then there must be a shortest path connecting a point of
Let y ∈ Y 3 and consider the shortest path connecting y to a point of
Continuing in this manner, we obtain sequences Q 1 , Q 2 , ..., Q n and R 1 , R 2 , ..., R n such that
This contradicts the minimality of |S|. Therefore, N(X) ≤ |N (S)| − m. Theorem 2.6. Let G be a graph of order n ≥ 2. If S is a minimum total dominating set of G, then ∂ I (G) = ∂ I (S).
. If X = S, then we are done. So suppose X = S. Consider the following cases:
Also, since |I(S)| = 0 ≤ |I(X)|, ∂ I (S) = |B(S)| − |I(S)| ≥ |B(X)| − |I(X)| = ∂ I (X) = ∂ I (G).

Thus, ∂ I (S) = ∂ I (G). Case 2: |X| < |S|
Let k = |S| − |X|. Then |N (X)| ≤ |N (S)| − k, by Lemma 2.5. Hence,
|B(X)| = |N (X)\X| = |N (X)| − |X| + |I(X)| ≤ |N (S)| − k − |X| + |I(X)| = |N (S)| − (k + |X|) + |I(X)| = |N (S)| − |S| + |I(X)| = |N (S)\S| + |I(X)| = |B(S)| + |I(X)|.
Hence, ∂ I (G) = ∂ I (X) = |B(X)| − |I(X)| ≤ |B(S)| + |I(X)| − |I(X)| = |B(S)| = |B(S)| − |I(S)| = ∂ I (S).
Thus, ∂ I (S) = ∂ I (G).
Corollary 2.7. Let G be a graph of order n ≥ 2. Then ∂ I (G) = n − γ t (G).
Proof : Let S be a minimum total dominating set in G. By Theorem 2.6,
The composition G[H] of two graphs G and H is the graph with V (G[H]) = V (G) × V (H) and (u, v)(u , v ) ∈ E(G[H]) if and only if either uu ∈ E(G) or u = u and vv ∈ E(H).
Theorem 2.8. Let G and H be graphs of orders n and m, respectively, where n ≥ 2. Then, ∂ I (G[H]) = n(m − 1) + ∂ I (G).
Proof : Let S be a minimum total dominating set in G. By Corollary 2.7,
This is a contradiction to our assumption. Thus, |C| ≥ |S v | and therefore, S v is a minimum total dominating set of G [H] . Therefore, by Theorem 2.6,
Lemma 2.9. Let G be a graph of order n.
Proof : Let G be a graph such that for all S ⊆ V (G) with |S| = m < n, N(S) = V (G). Suppose there exists a X ⊆ V (G) such that |X| < m and N(X) = V (G). Take m − |X| vertices from V (G)\X and denote the set by
A contradiction and the result follows.
The corona of two graphs G and H, denoted by G • H, is defined to be the graph obtained by taking one copy of G which has p vertices and p copies of H, and then joining the ith vertex of G to every vertex in the ith copy of H. 
v ∈ E(H) or u = v and uv ∈ E(G).
Let S be a minimum dominating set of a graph G. The independent members of S will be defined as the set R(S) = {x ∈ S :
The independent number of G is r(G) = max{|R(S)| : S is a minimum dominating set of G}. Theorem 2.11. Let G and H be graphs of orders n and m, respectively. Let
Proof : Suppose without loss of generality that U = n and let
. Thus, S is not a total dominating set of G. Hence, following Lemma 2.9, the cardinality of a minimun total dominating set is at least U. Therefore, 
