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a b s t r a c t
The main goal of this paper is to show that discrete mollification is a suitable ingredient in
operator splitting methods for the numerical solution of nonlinear convection–diffusion
equations. In order to achieve this goal, we substitute the second step of the operator
splitting method of Karlsen and Risebro (1997) [1] for a mollification step and prove that
the convergence features are fairly well preserved. We end the paper with illustrative
numerical experiments.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper we present an operator splitting method for the numerical solution of the scalar nonlinear
convection–diffusion equation
ut + f (u)x = εuxx, u(x, 0) = u0(x). (1)
The new operator splitting, or fractional step, method is a modification of an operator splitting method of Karlsen and
Risebro [1] and takes advantage of the main features of discrete mollification. The first step of the method is a convergent
numerical scheme for the solution of the nonlinear conservation law
ut + f (u)x = 0 (2)
and we may choose a variety of schemes from trusted references like [2,3]. The second step is a numerical scheme, based
on discrete mollification, for the solution of the heat equation
ut = εuxx, u(x, 0) = u0(x). (3)
The mollification method has been widely used for the stable numerical solution of ill-posed problems based on parabolic
equations [4,5]. This is due to the known fact that mollification is a reliable regularization procedure. More recently [6,7],
it has been proved that mollification is a versatile and useful tool when dealing with convection–diffusion equations and
conservation laws.
Many fractional stepmethods [3,8] are formally only first-order accurate and, according to our experiments, so is the new
method presented here. By using more sophisticated splitting techniques, it is possible to improve the order of accuracy.
Besides Strang’s splitting, two examples of higher order operator splittingmethods are the corrected operator splitting of [9]
and the more recent additive and iterative splittings of [8]. Nevertheless, the relevant matter is that mollification, in being
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explicit, unconditionally stable and easy to compute, is a suitable method for the solution of the diffusive step in operator
splitting frameworks.
The rest of the paper is organized as follows: In Section 2we introducemollification and the solution of Eq. (3) by discrete
mollification. This is going to be the second step of the operator splitting method, which is presented in Section 3. The last
section is dedicated to illustrative numerical examples.
2. Discrete mollification
The mollification method is a filtering procedure, based on convolution, that is a simple and effective way to stabilize
explicit time-stepping schemes for partial differential equations. Here we present some basic definitions and facts related
to mollification. For a more complete introduction, we suggest [6,4].
2.1. Definition and main properties
Let y = {yj}j∈Z be a discrete function, which can, for example, be evaluations or cell averages of a real function y = y(x)
at equidistant grid points in X = {xj : xj = x0 + jh, j ∈ Z}. Its mollified version Jy, where J is the so-called mollification
operator,is defined by
(Jy)j :=
η∑
i=−η
wiyj−i,
where η is the integer support parameter and the weightswi satisfy
wi = w−i, 0 ≤ wi ≤ wi−1, i = 1, . . . , η;
η∑
i=−η
wi = 1,
η∑
i=−η
iwi = 0.
To obtain themollification weightswi wework as follows: Let δ > 0 and p > 0.We choose η as the non-negative integer
such that
(η − 1/2) h < 3δ ≤ (η + 1/2) h, (4)
then we define a normalization constant
Ap =
(∫ p
−p
exp(−s2)ds
)−1
and a truncated gaussian kernel
κpδ(t) =
{
Apδ−1 exp(−t2/δ2), |t| ≤ pδ
0, |t| > pδ. (5)
The kernel satisfies the following properties: κpδ ≥ 0, κpδ ∈ C∞(−pδ, pδ), κpδ is zero outside [−pδ, pδ] and
∫
R κpδ = 1. On
the basis of this kernel, the mollification weights are computed by
wi =
∫ ti+1
ti
κpδ(−s)ds, (6)
where
tj = (j− 1/2) h, j ∈ Z. (7)
We usually take p = 3 and refer to δ as the mollification parameter, whose role is to determine the shape of the kernel’s
gaussian bell.
The consistency of discrete mollification is described by the following theorem, whose proof may be found in [6].
Theorem 1. Let g : R→ R be of class C3. For each compact set K = [a, b] there exists a constant C = C(K) such that if xj ∈ K
then ∣∣JG(xj)− g(xj)∣∣ ≤ Ch2,∣∣D0JG(xj)− g ′(xj)∣∣ ≤ Ch2,
where D0 denotes the central finite difference approximation of the first derivative.
With respect to stability, we have [6]:
Lemma 1. Let g : R→ R be of class C1 and yj = g
(
xj
)
. If there is other discrete function Y εj defined on X so that∣∣yj − Y εj ∣∣ ≤ ε for all j,
then ∣∣(Jy)j − (JY ε)j∣∣ ≤ ε.
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In particular, setting Y εj = 0 and ε = ‖y‖∞, we have
‖Jy‖∞ ≤ ‖y‖∞ . (8)
The operator J can be written in conservative form. This is important when dealing with conservation laws. The proof of
the following lemma may be found in [7].
Lemma 2. A conservative form of the discrete mollification operator J is [Jy]j = yj +
(
ϕj+1 − ϕj
)
, with
ϕj =
η∑
k=1
ρk
(
yj+k−1 − yj−k
)
, where ρk =
η∑
i=k
wi.
Furthermore, if yj+i has constant value u for i = −η, . . . , η, then
ϕj+1 = ϕj = 0.
Recall that for a discrete function z its total variation is defined by
TV (z) =
∞∑
j=−∞
∣∣zj+1 − zj∣∣ .
Another important property of discrete mollification is given in the following lemma.
Lemma 3. Discrete mollification is a Total Variation Diminishing (TVD) method, that is,
TV (Jy) ≤ TV (y)
for all grid functions y.
Proof. Sincewi ≥ 0,
∞∑
j=−∞
∣∣[Jy]j+1 − [Jy]j∣∣ = ∞∑
j=−∞
∣∣∣∣∣ η∑
i=−η
wi
(
yj−i+1 − yj−i
)∣∣∣∣∣
≤
∞∑
j=−∞
η∑
i=−η
wi
∣∣yj−i+1 − yj−i∣∣ .
Furthermore, since
∑η
i=−η wi = 1,
∞∑
j=−∞
η∑
i=−η
wi
∣∣yj−i+1 − yj−i∣∣ = η∑
i=−η
wi
( ∞∑
j=−∞
∣∣yj−i+1 − yj−i∣∣)
=
η∑
i=−η
wiTV(y) = TV(y). 
2.2. Solution of a parabolic problem by discrete mollification
We consider a semidiscrete approximation of the Cauchy problem for the heat equation{
ut = εuxx,
u(x, 0) = u0(x). (9)
Let k > 0 be the time discretization parameter and vn(x) be the numerical approximation of u at instant tn = nk. Our first
claim is that the semidiscrete scheme given by
vn+1(x) = (κ3δ ∗ vn) (x) (10)
is consistent with respect to (9). Assuming vn(x) is sufficiently smooth as a function of x, we have
vn+1(x) = (κ3δ ∗ vn) (x) = ∫ 3δ
−3δ
κ3δ(−s)vn(x+ s)ds
=
∫ 3δ
−3δ
κ3δ(−s)
{
vn(x)+ sv′(x)+ s
2
2
v′′(x)+ s
3
6
v′′′(x)+ s
4
24
v(4)(ξs)
}
ds
= vn(x)+ v(2)(x)
∫ 3δ
−3δ
s2
2
κ3δ(−s)ds+
∫ 3δ
−3δ
s4
24
κ3δ(−s)v(4)(ξs)ds, (11)
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where the spatial derivatives v(2) (x) and v(4)(ξs) are evaluated at t = tn. Here ξs is a number between x and x + s. By
definition of κpδ , integration by parts and a straightforward bound of the last integral, we obtain
vn+1(x) = vn(x)+ αδ
2
4
v(2)(x)+ O(δ4), (12)
where α = 1− 6A3 exp(−9) > 0. On the basis of the differential equation, iteration (12) may be written as
ut + O(k) = αδ
2
4k
uxx + O(δ4/k),
and thus, the semidiscrete approximation is consistent with the heat equation as long as
ε = αδ
2
4k
and
δ4
k
→ 0 whenever k→ 0. (13)
This indicates that, given k > 0, the mollification parameter δ > 0 should be selected according to the equality
k = αδ
2
4ε
. (14)
Now, let V n be a piecewise constant approximation of vn over the space grid X = {xj : xj = x0 + jh, j ∈ Z} . Due to the
smoothness of vn as a function of x,∣∣vn (xj)− V n (xj)∣∣ ≤ Ch
for some constant C , and thus, by Lemma 1,(
κ3δ ∗ vn
) (
xj
) = (κ3δ ∗ V n) (xj)+ O (h) .
So the consistency of the fully discrete method for the heat equation
V n+1j =
(
JV n
)
j (15)
takes the form
ut = εuxx + O(k)+ O(h)+ O(δ4/k). (16)
Notice that the selection of h is independent of k.
Next we discuss stability of scheme (15). Given k > 0 we define δ by (14) and select η from h according to (4). From δ
and η, we compute the weightswi and iteration (15) can be written
V n+1j =
η∑
i=−η
w−iV nj+i. (17)
Thus ∣∣V n+1j ∣∣ =
∣∣∣∣∣ η∑
i=−η
w−iV nj+i
∣∣∣∣∣
≤
η∑
i=−η
w−i
∣∣V nj+i∣∣ ≤ η∑
i=−η
w−i
∥∥V n∥∥∞ = ∥∥V n∥∥∞ .
That is, we have proved the following theorem:
Theorem 2. Discrete mollification provides a consistent and unconditionally stable (therefore convergent) numerical scheme for
the solution of (9).
3. The splitting method
The differential equation
ut + f (u)x = 0, (18)
may be interpreted as the limit of the convection–diffusion equation
ut + f (u)x = εuxx
as the viscosity vanishes (ε→ 0). It is known that the Cauchy problem (1) has a unique solution whenever the flux function
f is Lipschitz continuous and the initial data u0 are in L∞ ∩ B.V . By B.V . we mean the space of functions with bounded total
variation. We are interested in the solution of this Cauchy problem by an operator splitting technique based on discrete
mollification. The idea of the splitting method as well as several theoretical results is inspired by [1].
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3.1. The nonlinear convection–diffusion equation
For the nonlinear Cauchy problem (1) we consider an operator splitting method
v
n+1/2
j = vnj − λ
[
F(vn; j)− F(vn; j− 1)] (19)
vn+1j =
(
Jvn+1/2
)
j (20)
in which the first step is a numerical method for the conservation law (18), the parameter λ is defined by λ = kh and
the second step is mollification with δ chosen as in Section 2.2. Furthermore, we require the numerical method (19) to be
convergent to the unique entropyweak solution of (18). In particular, we assume that the numerical flux F(vn; j) is Lipschitz
continuous and of the form
F(vn; j) = F(vnj−p, . . . , vnj+q).
In our analysis, we denote the action of the hyperbolic step (19) asF (k) and the diffusive step (20) byH(k). So (19)–(20)
can be summarized as
vn+1 = H(k)F (k)vn. (21)
Following [1], we will prove that the fractional step method (19)–(20) is convergent to the unique classical solution of
(1). More precisely, we check that the new splitting scheme satisfies the hypotheses of Lemma 3.1 and Theorem 3.2 of [1]
and conclude from there.
We start by writing (19)–(20) in conservative form. In fact, straightforward computing returns
vn+1j = vnj − λ
[
Fδ(vn; j)− Fδ(vn; j− 1)
]
, where (22)
Fδ(vn; j) =
[
JF(vn; ·)]j − 1λϕnj ,
ϕnj =
η∑
l=1
ρl
(
vj+l − vj+1−l
)
and ρl =
η∑
i=l
wi.
Next we concentrate on the numerical fluxes F(vn; j) and Fδ(vn; j). The following lemma deals with Lipschitz continuity
of the second flux.
Lemma 4. Suppose the numerical flux F(vn; j) of (19) satisfies the Lipschitz continuity condition∣∣F (uj−p, . . . , uj+q)− F (uj−p−1, . . . , uj+q−1)∣∣ ≤ L q∑
i=−p
∣∣uj+i − uj+i−1∣∣ ,
for some constant L > 0. Then the numerical flux of the mollified scheme (22) satisfies
∣∣Fδ (uj−p−η, . . . , uj+q+η)− Fδ (uj−p−η−1, . . . , uj+q+η−1)∣∣ ≤ (L+ ρ1
λ
) q+η∑
i=−p−η
∣∣uj+i − uj+i−1∣∣
where ρ1 =∑ηi=1wi.
Proof. For the first part of the inequality, we have
|Fδ (u; j)− Fδ (u; j− 1)| ≤
η∑
i=−η
w−i |F (u; j+ i)− F (u; j+ i− 1)| + 1
λ
∣∣ϕj+1 − ϕj∣∣
and
η∑
i=−η
w−i |F (u; j+ i)− F (u; j+ i− 1)| ≤ L
η∑
i=−η
w−i
q∑
l=−p
∣∣ul+j+i − ul+j+i−1∣∣
≤ L
η∑
i=−η
w−i
i+q∑
l=i−p
∣∣ul+j − ul+j−1∣∣
≤ L
η∑
i=−η
w−i
η+q∑
l=−η−p
∣∣ul+j − ul+j−1∣∣ .
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For the second part we have the following bound:∣∣ϕj+1 − ϕj∣∣ = ∣∣[Ju]j − uj∣∣ =
∣∣∣∣∣ η∑
l=1
ρl
(
uj−l+1 − uj−l
)− η∑
l=1
ρl
(
uj+l − uj+l−1
)∣∣∣∣∣
≤
η∑
l=−η
ρ1
∣∣ul+j − ul+j−1∣∣ ≤ ρ1 η+q∑
l=−η−p
∣∣ul+j − ul+j−1∣∣ . 
Now we focus on stability and TV-stability properties of (19)–(20). In the sequel, CT denotes a positive constant that
depends on the final time of computing T > 0, but is independent of the time step n and of the grid sizes h and k.
Lemma 5. Suppose that under the CFL condition
λ
∣∣f ′(u)∣∣ ≤ µ, (23)
the hyperbolic step (19) satisfies: For a prescribed final time T > 0 there exists a constant CT > 0 such that for all n with nk ≤ T∥∥F (k)vn−1∥∥∞ ≤ (1+ Ck) ∥∥vn−1∥∥ (24)
TV
(
F (k)vn−1
) ≤ (1+ Ck) TV (vn−1) . (25)
Then, under the same CFL restriction (23) and for the same constant CT the following inequalities hold:∥∥vn∥∥∞ ≤ (1+ CTk) ∥∥vn−1∥∥ , (26)
TV
(
vn
) ≤ (1+ CTk) TV (vn−1) . (27)
Proof. The stability bound (8) and the hypotheses yield∥∥vn∥∥∞ = ∥∥H(k)F (k)vn−1∥∥∞ = ∥∥J [F (k)vn−1]∥∥∞
≤ ∥∥F (k)vn−1∥∥∞ ≤ (1+ CTk) ∥∥vn−1∥∥ .
Similarly, from the TVD property of mollification (Lemma 3), we obtain
TV
(
vn
) = TV (H(k)F (k)vn−1) = TV (J [F (k)vn−1])
≤ TV (F (k)vn−1) ≤ (1+ CTk) TV (vn−1) . 
Following [1], the following bound is also required for convergence.
Lemma 6. Let vn be defined by (19)–(20), T > 0 be the prescribed final time and M be the maximum number of time steps
allowed. Then, under the conditions of Lemmas 4 and 5, for all non-negative m, n such that (n+m) k ≤ Mk ≤ T , it holds that∥∥vn+m − vn∥∥1 ≤ CgM(mk),
where gM(mk) is a continuous function with gM(0) = 0 and C is a constant dependent on the final time T , but independent of
n,m and k.
Proof. We begin by noting∥∥vn+1 − vn∥∥1 = h∑
j
∣∣vn+1j − vnj ∣∣
≤ hλ
∑
j
∣∣Fδ(vn; j)− Fδ(vn; j− 1)∣∣
≤ k
∑
j
(
L+ ρ1
λ
) q+η∑
i=−p−η
∣∣vnj+i − vnj+i−1∣∣
≤ k
(
L+ 1
2λ
)
(p+ q+ 1+ 2η)TV(vn).
Now, we recall the conditions
(η − 1/2) h < 3δ ≤ (η + 1/2) h and k = αδ
2
4ε
.
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Then we can write
2η <
6δ
h
+ 1 ≤ β
√
k
h
+ 1, with β = 12
√
ε
α
.
So, from TV-stability∥∥vn+1 − vn∥∥1 ≤ {k(p+ q+ 2)+ βλ√k}(L+ 12λ
)
TV(vn)
≤ CT
{
k(p+ q+ 2)+ βλ√k
}(
L+ 1
2λ
)
.
Finally,∥∥vn+m − vn∥∥1 ≤ m∑
i=1
∥∥vn+i − vn+i−1∥∥1
≤ CT
{
mk(p+ q+ 2)+ βλ√m√mk
}(
L+ 1
2λ
)
.
The result follows by setting
C = CT
(
L+ 1
2λ
)
and gM(mk) = (p+ q+ 2)mk+ βλ
√
M
√
mk. 
Now, under the hypotheses of Lemmas 4–6, we can state the main convergence result, which is similar to Theorem 3.2
of [1].
Theorem 3. The operator splitting method (19)–(20) produces a sequence of solutions convergent to the classical solution of
ut + f (u)x = εuxx
as k→ 0, whenever we have the initial data u0(x) of class L∞ ∩ B.V .
The prior analysis shows how the mollification based operator splitting technique for a convection–diffusion problem
converges to the desired solution under the same CFL restrictions of the advection step. In comparison with other operator
splitting approaches, this couldmean a serious gain. For instance, if we replace discretemollificationwith an explicit central
finite difference scheme for the heat equation, then we will have to deal with a CFL restriction of the form
2ε
λ
h
≤ 1. (28)
This is a lot more expensive than (23). If, instead, we replace mollification with an implicit finite difference scheme or some
finite element approach, then we avoid (28) but a system of equations has to be solved for each time step. Meanwhile,
discrete mollification can be computed very quickly under several common boundary conditions; see [6]. This advantage
could be interesting for solving inverse problems like flux identification [10] or for long-time behaviour studies and steady-
state computing [11].
3.2. Implementation
For the numerical implementation of (19)–(20) we take into account the following three conditions:
• Choose k = λh in such a way that (19) is stable.
• Choose δ in order to preserve consistency of (20). This is achieved by selecting
δ = 2
√
ε
α
k.
• For the correct application of the mollification kernel, the initial condition should be discretized into a sufficiently large
number of points N . More precisely,
N ≥ 2η + 1 ≥ 6δ/h = 12
√
ε
α
λh−1/2.
The particular case λ = 1 and ε = 1 is shown in Fig. 1.
4. Numerical examples
In this section we apply our method to a collection of convection–diffusion test problems. The first example is the heat
equation, solved by the mollification based procedure of Section 2.2. As Cheng and Shu did in [12], we start our tests with
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Fig. 1. Minimum number of points.
Table 1
Relative errors and orders for Example 1 at t = 1.0.
n L1-error L1-order L2-error L2-order L∞-error L∞-order
64 4.1025e−3 – 4.1025e−3 – 4.1025e−3 –
128 2.0552e−3 0.99722 2.0552e−3 0.99722 2.0552e−3 0.99722
256 1.0282e−3 0.99916 1.0282e−3 0.99916 1.0282e−3 0.99916
512 5.2091e−4 0.98101 5.2091e−4 0.98101 5.2091e−4 0.98101
this simple linear diffusion equation. The second example is a linear convection–diffusion equationwith awell chosen initial
condition [13,14]. As a third test we consider a Burgers equation with a source term.
Examples 4 [15] and 5 consist of the application of the proposed operator splitting method to the solution of linear and
nonlinear one-dimensional convection–diffusion problems respectively.
The last example [1] implements the technique for a bidimensional problem, in which dimensional splitting is used to
deal with the space variables.
With the exception of in Example 5, where the Nessyahu–Tadmor scheme [16] was implemented, we approximate
the advection step by the Lax–Friedrichs method. Therefore, in all cases, the convergence of the fractional step method
is guaranteed.
Example 1 (Heat Equation). This example uses the results of Section 2.2 for solving the problem
ut = uxx, 0 < x < 2pi, t > 0
u(x, 0) = sin(x), 0 < x < 2pi, t > 0
u(0, t) = u(2pi, t), t > 0.
The exact solution is u(x, t) = e−t sin(x). The periodic boundary condition was also used for the discrete mollification [6].
Table 1 illustrates the performance of the method after computing up to t = 1.0 with λ = 1 and h = 2pi/n.
Example 2. Consider the one-dimensional convection–diffusion equation
ut + ux = εuxx,
with initial condition
u(x, 0) = e x−1ε , x ∈ [0, 1] .
This function is actually a steady-state solution for the problem. The boundary conditions are u(0, t) = 0, u(1, t) = 1. This
problem has a boundary layer at x = 1, in the sense that the derivative of the solution at x = 1 is proportional to 1/ε. The
results obtained up to t = 1.0 for λ = 1 and h = 1/n are summarized on Table 2.
Example 3. A viscous Burgers equation with a source:
ut +
(
u2
2
)
x
= εuxx − pi cos(pix)u.
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Table 2
Relative errors and orders for Example 2 at t = 1.0.
n L1-error L1-order L2-error L2-order L∞-error L∞-order
64 2.0338e−1 – 1.9771e−1 – 1.8920e−1 –
128 1.3587e−1 0.58195 1.1846e−1 0.73899 9.4515e−2 1.0013
256 6.6874e−2 1.0227 5.9000e−2 1.0056 4.6017e−2 1.0384
512 3.2714e−2 1.0315 2.7766e−2 1.0874 2.0432e−2 1.1713
Table 3
Relative errors and orders for Example 3 at t = 1.0.
n L1-error L1-order L2-error L2-order L∞-error L∞-order
64 1.1674e−1 – 1.8909e−1 – 5.0860e−1 –
128 5.1266e−2 1.1872 8.7231e−2 1.1162 2.6972e−1 0.91507
256 2.0618e−2 1.3141 3.4270e−2 1.3479 1.1281e−1 1.2576
512 1.2487e−2 0.72348 1.5102e−2 1.1822 3.5302e−2 1.6761
Fig. 2. Computed solution with the mollified scheme (19)–(20) with h = 1/256 and the reference solution with (29) to Example 3.
The following boundary conditions are prescribed: u(0, t) = 1, u(1, t) = −0.1. As initial conditions we have
u(x, 0) =
{
1, if 0 ≤ x < 0.3
−0.1, if 0 ≤ 0.3 < 1.0.
Experiments were performed with a viscosity coefficient ε = 0.01. In our implementation the action of the source is
incorporated after the diffusive step. As reference solution we computed, on a very fine grid, with the centered scheme
un+1j = unj −
λ
2
(
f (unj+1)− f (unj−1)
)+ ε λ
h
(
unj+1 − 2unj + unj−1
)
, (29)
using h = 1/4096 and λ = 1/128. For themollified scheme, (19)–(20), we set λ = 1/1.1 and h = 1/n. The estimated errors
at t = 2.0 are indicated in Table 3 and the corresponding computed solutions are illustrated in Fig. 2.
Example 4. A mollified fractional step method (19)–(20) for solving
ut + aux = buxx, −1 < x < 4, 0 < t < 2,
with
u(x, t) = 1√
1+ t exp
(
− (x− a (1+ t))
2
4b (1+ t)
)
.
For the advection step we use the Lax–Friedrichs method with parameters a = 1, b = 1/64 and λ = 1. Our results for
h = 5/n are summarized in Table 4 and illustrated in Fig. 3.
Example 5 (Viscous Burgers Equation). Now we consider the nonlinear convection–diffusion problem
ut +
(
u2
2
)
x
= εuxx, −1 < x < 4, 0 < t < 1,
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Table 4
Relative errors and orders for Example 4 at t = 2.0.
n L1-error L1-order L2-error L2-order L∞-error L∞-order
64 6.1776e−2 – 5.4565e−2 – 6.1456e−2 –
128 3.2175e−2 0.94111 2.8793e−2 0.92226 3.2967e−2 0.89853
256 1.6385e−2 0.97356 1.4698e−2 0.97010 1.6894e−2 0.96451
512 8.2636e−3 0.98753 7.4239e−3 0.98537 8.5556e−3 0.98157
Fig. 3. Example 4 at t = 2.0 with λ = 1.0 and h = 5/128.
Table 5
Relative errors and orders for Example 5 at t = 0.9766.
n L1-error L1-order L2-error L2-order L∞-error L∞-order
64 4.5115e−3 – 1.5155e−2 – 6.2002e−2 –
128 2.0529e−3 1.1359 7.8781e−3 0.94387 3.2932e−2 0.91282
256 9.3614e−4 1.1329 3.6678e−3 1.1029 1.7523e−2 0.91024
512 4.2851e−4 1.1274 1.7049e−3 1.1052 8.2849e−3 1.0807
with
u(x, t) = a− c tanh
( c
2b
(x− at)
)
.
For the advection step, the Nessyahu–Tadmor (NT) method was implemented with parameters a = 1.5, c = 0.5, b = ε =
1/64 and λ = 0.25. Each two steps of NT, a mollification based diffusive step was applied, so the mollification uses λ = 0.5.
This choice is due to the fact that
max
u
∣∣f ′(u)∣∣ = max
u
|u| = 2.
The results with h = 5/n are shown in Table 5 and Fig. 4.
Example 6 (Two-Dimensional Test Case). By using dimensional splitting for the Lax–Friedrichs based advection step and
bidimensional convolutions for the discrete mollification, we solve the following problem taken from [1]:
ut + f (u)x + g(u)y = ε(uxx + uyy),
with initial condition
u0(x, y) =
{
1, for x2 + y2 < 0.5,
0, otherwise,
and flux functions
g(u) = u
2
u2 + (1− u)2
f (u) = g(u)(1− 5(1− u)2).
Both flux functions are ‘‘S-shaped’’ with f (0) = g(0) = 0 and f (1) = g(1) = 1. The spatial domain considered is
[−3, 3] × [−3, 3] and the computed solution at t = 1.33 with λ = 0.5, ε = 0.01 and h = 1/15 is shown in Fig. 5.
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Fig. 4. Example 5 at t = 1.0 with λ = 0.5 and h = 5/128.
Fig. 5. Computed solution for Example 6 with λ = 0.5 on a 90× 90 grid at t = 1.33.
The theoretical and numerical results presented here validate the use of discrete mollification as a suitable method
for solving diffusive steps of operator splitting methods. In the search for higher order accuracy, it might be possible to
implement mollification together with more sophisticated splitting procedures, but we did not pursue this objective here.
Acknowledgements
The first author’s work was partially supported by Universidad Nacional de Colombia, project DIMA 20201005215 and
Universidad de Concepción - Chile, project AMIRA P996/INNOVA 08CM01-17. The second author’s work was partially
supported by Universidad Nacional de Colombia, project DIME 20101007960 and COLCIENCIAS, project 1118-48925120.
References
[1] K.H. Karlsen, N.H. Risebro, An operator splitting method for nonlinear convection–diffusion equations, Numer. Math. 77 (1997) 365–382.
[2] H. Holden, N.H. Risebro, Front Tracking for Hyperbolic Conservation Laws, Springer, 2002.
[3] R.J. LeVeque, Finite Volume Methods for Hyperbolic Problems, Cambridge University Press, 2002.
[4] D.A. Murio, Mollification and space marching, in: K. Woodbury (Ed.), Inverse Engineering Handbook, CRC Press, 2002.
[5] C.E. Mejía, D.A. Murio, S. Zhan, Some applications of the mollification method, in: M. Lassonde (Ed.), Approximation, Optimization and Mathematical
Economics, Physica-Verlag, 2001, pp. 213–222.
[6] C.D. Acosta, C.E. Mejía, Stabilization of explicit methods for convection diffusion equations by discrete mollification, Comput. Math. Appl. 55 (2008)
368–380.
[7] C.D. Acosta, C.E. Mejía, Approximate solution of hyperbolic conservation laws by discrete mollification, Appl. Numer. Math. 59 (2009) 2256–2265.
[8] I. Faragó, B. Gnandt, A. Havasi, Additive and iterative operator splitting methods and their numerical investigation, Comput. Math. Appl. 55 (2008)
2266–2279.
[9] K.H. Karlsen, K.A. Lie, J.R. Natvig, H.F. Nordhaug, H.K. Dahle, Operator splittingmethods for systems of convection–diffusion equations: Nonlinear error
mechanisms and correction strategies, J. Comput. Phys. 173 (2001) 636–663.
1408 C.D. Acosta, C.E. Mejía / Computers and Mathematics with Applications 59 (2010) 1397–1408
[10] S. Berres, R. Bürger, A. Coronel, M. Sepúlveda, Numerical identification of parameters for a strongly degenerate convection–diffusion problem
modelling centrifugation of flocculated suspensions, Appl. Numer. Math. 52 (2005) 311–337.
[11] R. Bürger, K.H. Karlsen, J.D. Towers, A model of continuous sedimentation of flocculated suspensions in clarifier–thickener units, SIAM J. Appl. Math.
65 (2005) 882–940.
[12] Y. Cheng, C.-W. Shu, Superconvergence of local discontinuous Galerkinmethods for one-dimensional convection–diffusion equations, Comput. Struct.
87 (2009) 630–641.
[13] R. Temsah, Numerical solutions for convection–diffusion equation using El-Gendi method, Comm. Nonlinear Sci. Numer. Simul. 14 (2009) 760–769.
[14] M. Stynes, Steady-state convection–diffusion problems, in: Acta Numerica, Cambridge University Press, 2005.
[15] M.M. Cecchi, M.A. Pirozzi, High-order finite difference numerical methods for time-dependent convection-dominated problems, Appl. Numer. Math.
55 (2005) 334–356.
[16] H. Nessyahu, E. Tadmor, Non-oscillatory central differencing for hyperbolic conservation laws, J. Comp. Phys. 87 (2) (1990) 408–463.
