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Abstract
We prove a homogenization result for Hencky plasticity functionals with non-convex
potentials. We also investigate the influence of a small hardening parameter and show
that homogenization and taking the vanishing hardening limit commute.
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1 Introduction and main results
A classical problem in material science is to deduce effective properties of composites with
highly oscillatory material properties through a homogenization procedure. For hyper-elastic
solids with a fine periodic structure of microscopic size ε ≪ 1, an effective model can be
obtained rigorously with variational methods in the limit ε → 0 of the corresponding fam-
ily of ε-dependent stored energy functionals. The resulting Γ-limit is an integral functional
with a homogeneous stored energy function, in which the microstructural effects are homoge-
nized in such a way that minimizers (under suitable boundary conditions and applied forces)
approximate minimizers of the ε-dependent functionals.
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In linearized elasticity the stored energy function, which acts on the linearized strain, is
a ‘single-well’ quadratic function minimized at 0. The homogenization problem for such
functions was being extensively studied already in the seventies. We refer to [Ma:78] and
the references therein. More generally, in [Ma:78] Marcellini considers convex integrands
with a suitable p-growth assumption. In finite elasticity this problem has been solved by
Braides [Br:85] and Mu¨ller [Mu¨:87]. In this setting the problem is considerably more involved
as physically reasonable energy functions are necessarily non-convex: a typical single-well
energy function is minimized on the non-convex set SO(3).
Yet, even for small strains non-convex energy densities are encountered when modeling mate-
rials with different ‘variants’ represented by different energy wells. Such multi-well potentials
occur, e.g., in the martensitic phase of shape memory alloys (see, e.g., [Bh:03] for more de-
tails). The energy functionals are then only ‘geometrically linear’ in the sense that the energy
density, while still only dependent on the linearized strain, may be a general non-quadratic
function, see, e.g., [Kh:67, Kh:83, KS:69, Ro:67, Ro:78, Sch:08].
In perfect small strain elastoplasticity (i.e. with zero hardening) the material behavior beyond
the elastic regime is modeled by a flat relation between stress and deviatoric strain. After
passing the yield surface, the stored energy thus grows linearly in the deviatoric strain, yet
still quadratic in the hydrostatic strain. We refer to the seminal article [Su:81] of Suquet for
a mathematical treatment of the evolution problem in perfect elastoplasticity as well as to
the classical volumes of Duvaut and Lions [DL:76] and of Hla´vacˇek and Necˇas [HN:80] and
the more recent book by Han and Reddy [HR:99] for an introduction to the mathematical
description of plastic behavior and a discussion of various different models.
A static description of this ‘pseudoelastic’ regime through stored energy functionals with
mixed linear-quadratic growth is referred to as the Hencky plasticity model. (Of course,
its validity is restricted to one-time loading since it cannot include hysteresis effects.) Due
to the linear growth conditions, the Hencky plasticity functional is not coercive on Sobolev
spaces, and more general displacements in the space BD of functions of bounded deformation
have to be taken into account. While existence results in this setting have been obtained by
Anzellotti and Giaquinta in [AG:80, AG:82], only recently, Mora showed that such convex
BD functionals are in fact the relaxed Hencky plasticity functionals on Sobolev spaces. We
also refer to the monograph of Temam [Te:85] for related results.
The situation, however, is considerably easier if one introduces a finite hardening parameter,
which leads to regularized functionals on W 1,2. The natural question, if Hencky plasticity is
an effective model in the limit of vanishing hardening has been positively answered (even in
a time-dependent) setting in [BMR:85].
A homogenization result in convex Hencky plasticity was obtained by Demengel and Qi,
[DQ:90]. The resulting functional then acts on general BD-functions, and the limiting stored
energy is given in terms of a convex function applied to the limiting strain in the sense of
[DT:84, DT:86], which now is merely a measure rather than a function.
Main results
A main aim of the present contribution is to derive a homogenized model in small strain
Hencky plasticity with non-convex potentials, see Theorem 1.1. As alluded to above, such
functionals may describe fine mixtures of martensites in shape memory alloys beyond their
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(super-)elastic regime. More precisely, we will consider functionals with linear growth in
the deviatoric part and quadratic growth in the trace, which merely satisfy an asymptotic
convexity condition at infinity. In particular, we allow for general non-linear and non-convex
stored energy functions within the (super-)elastic regime.
Let Ω ⊂ Rn be a domain with Lipschitz boundary. For a function of bounded deformation
u ∈ BD(Ω), we denote by (Eu)Ln the absolutely continuous part and by Esu the singular
part with respect to Lebesgue measure Ln of the symmetrized distributional derivative Eu =
1
2(Du+(Du)
T ). (See Section 2 for the definition and basic properties of BD(Ω).) If Esu = 0,
we also write u ∈ LD(Ω). Adapted to the Hencky plasticity setting, we introduce
U(Ω) := {u ∈ BD(Ω) : div u ∈ L2(Ω)},
LU(Ω) := {u ∈ LD(Ω) : div u ∈ L2(Ω)}.
(Basic properties of these spaces are discussed in Subsection 2.3.) Suppose that f : Rn ×
R
n×n
sym → R is a Carathe´odory function that is In-periodic in the first variable (where I = (0, 1))
and satisfies the growth condition of Hencky plasticity
α(|Xdev |+ (trX)2) ≤ f(x,X) ≤ β(|Xdev |+ (trX)2 + 1) (1)
for suitable α, β > 0 for a.e. x ∈ Ω and every X ∈ Rn×nsym . Here Xdev = X − trXn I denotes the
deviatoric part of X. We will also write Rn×ndev = {X ∈ Rn×nsym : trX = 0}. In analogy to the
elastic setting we define the homogenized density by
fhom(X) := inf
k∈N
inf
ϕ∈C∞c (kIn;Rn)
1
kn
∫
kIn
f(x,X + Eϕ(x)) dx. (2)
We also introduce the asymptotic function g# of a general (not necessarily convex) function
g : RN → R by setting
g#(X) := lim sup
t→∞
g(tX)
t
.
We finally require f to satisfy the following asymptotic convexity condition: For every η > 0
there are βη > 0 and a Carathe´odory function c
η : Rn × Rn×nsym → R that is In-periodic in the
first variable and convex in the second such that
|f(x,X)− cη(x,X)| ≤ η(|Xdev|+ (trX)2) + βη . (3)
for a.e. x ∈ Rn and all X ∈ Rn×nsym .
Theorem 1.1. Suppose f : Rn×Rn×nsym → R is a Carathe´odory function that is In-periodic in
the first variable and satisfies (1) and (3). Then the functionals
Fε(u) :=
{ ∫
Ω f
(
x
ε ,Eu(x)
)
dx, u ∈ LU(Ω),
∞, else,
Γ(L1)-converge to
Fhom(u) :=
{ ∫
Ω fhom
(
Eu(x)
)
dx+
∫
Ω(fhom)
#
(
dEsu
d|Esu|(x)
)
d|Esu|(x), u ∈ U(Ω),
∞, else.
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Remark 1.2. Without condition (3) we still have
Γ(L1)- lim sup
ε→0
Fε ≤ Fhom,
on L1(Ω;Rn) and
Γ(L1)- lim
ε→0
Fε(u) = Fhom(u)
for every u ∈ LU(Ω), i.e., only the lim inf-inequality at singular points requires (3).
By adding a small hardening parameter δ, one obtains regularized functionals on Sobolev
spaces to which the homogenization results in [Br:85, Mu¨:87] apply. However, it is by no
means obvious if upon sending δ to zero, the regularized homogenized functionals will converge
to the homogenized Hencky plasticity functional. Our second main result shows that this is
indeed the case: Homogenization and the taking the limit of vanishing hardening commute.
For f as above and any δ ≥ 0 we set
f (δ) : Rn × Rn×nsym → R, f (δ)(x,X) := f(x,X) + δ|Xdev |2,
so that f (δ) satisfies a standard 2-growth assumption. We define the homogenized density
f
(δ)
hom in analogy to (2).
Theorem 1.3. Suppose f : Rn×Rn×nsym → R is a Carathe´odory function that is In-periodic in
the first variable and satisfies (1) and (3). Let
F (δ)ε (u) :=
{ ∫
Ω f
(δ)(xε ,Eu(x)) dx, u ∈W 1,2(Ω;Rn),
∞, else.
and
F (δ)hom(u) :=
{ ∫
Ω f
(δ)
hom(Eu(x)) dx, u ∈W 1,2(Ω;Rn),
∞, else,
Then the following diagrams, in which horizontally δ → 0 and vertically ε→ 0, commute:
F (δ)ε F (0)ε
F (δ)hom Fhom
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Γ and
F (δ)ε lscF (0)ε = lscFε
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(All Γ-limits are with respect to the L1-norm.) Here lsc denotes the L1-lower semicontinuous
envelope.
This result shows that in fact the influence of highly oscillating material parameters and
small hardening decouple. In this sense, Theorem 1.3 provides an extension of our general
commutability result [JS:14] to a – yet specific – situation with mixed growth conditions.
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We remark that the treatment of non-convex functionals requires a different approach as
compared to [DQ:90], where extensive use is made of the fact that a convex energy function
can directly be applied to the measure representing the symmetrized derivative of a BD
function. Instead, our strategy to prove the lim sup-inequality in Theorem 1.1 rests upon the
density of smooth functions and continuity of Fhom in a suitable intermediate topology on
U(Ω). To this end, we borrow ideas from Kristensen and Rindler [KR:10-1] for functionals
with purely linear growth and prove the following continuity result which might be of some
independent interest. (See Definitions 2.7 and A.1 for the notions of 〈·〉-strict continuity and
symmetric-rank-one-convexity.)
Proposition 1.4. Let f : Ω × Rn×nsym → R be a continuous function that is symmetric-rank-
one-convex in the second variable and that satisfies the Hencky plasticity growth condition
(1). Denote fdev := f |Ω×Rn×ndev . Suppose that
(fdev)
∞(x0, P0) = lim sup
P→P0,t→∞
fdev(x0, tP )
t
is for every fixed P0 ∈ Rn×ndev a continuous function of x0. Then the functional
F(u) =
∫
Ω
f
(
x,Eu(x)
)
dx+
∫
Ω
(fdev)
∞(x, dEsud|Esu|(x)) d|Esu|(x)
is 〈·〉-strictly continuous on U(Ω).
The lim inf-inequality at regular points is obtained by a localization and slicing method.
However, due to the non-locality of U(Ω), additional terms have to be introduced with the
help of the Bogovskii-operator in order to achieve quadratic integrability of the divergence.
In analyzing the singular points (as well as in the lim sup-inequality), we use a novel rank-
1-theorem for BD-functions, only recently proved by De Philippis und Rindler in [DR:16].
While we conjecture our result to hold true in more generality, at this point we make use of
the aforementioned asymptotic convexity. At regular points we use that BD-functions are
Lq-differentiable a.e. for some q > 1. While L1-differentiability had been established already
in [ACD:97], for 1 < q < nn−1 this was only recently obtained in [ABC:14]. We include an
alternative proof which also covers the case q = nn−1 , thus answering positively a question
raised in [ABC:14], see Corollary 2.6.
The paper is organized as follows. In Section 2 we collect some basic material on the function
spaces BD, LD, U and LU . We also prove the higher order approximate differentiability for
functions of bounded deformation and a Helmholtz decomposition result on U . The following
Section 3 contains the proofs of our main results. We begin in Section 3.1 by establishing
the straightforward limits δ → 0 while ε > 0 and ε → 0 while δ > 0 in Theorem 1.3 and
also analyze basic properties of the homogenized density fhom. Section 3.2 then gives the
proof of Proposition 1.4, from which also the proof of the lim sup-inequality in Theorem 1.1
is readily deduced. In Section 3.3 we then show that also the lim inf-inequality is satisfied
and thus complete the proofs of Theorems 1.1 and 1.3. In the last Section 3.4 we discuss a
complemetary relaxation result in the location independent case.
2 Preliminaries
For convenience of the reader, we first briefly review the definition and basic properties of
functions of bounded deformation. We then establish a higher-order approximate differen-
5
tiability result for these functions. Finally we discuss the spaces LU and U in some detail
including a Helmholtz decomposition result on U .
2.1 Functions of bounded deformation
We may define Eu via distribution or directly as the only (if existing) function that fulfils∫
Ω
Eu(x) · Φ(x) dx = −
∫
Ω
u(x) · div(Φ(x)sym) dx
for all Φ ∈ C∞c (Ω;Rn×n). We will denote the corresponding space by
LD(Ω) := {u ∈ L1(Ω;Rn) : Eu ∈ L1(Ω;Rn×n)}.
It becomes a Banach space when equipped with the natural norm
‖u‖LD(Ω) := ‖u‖L1(Ω;Rn) + ‖Eu‖L1(Ω;Rn×n).
For the properties of this space, we refer to, e.g., [Te:85, Section II.1]. Analogously to the
space of functions of bounded variation for the full-gradient case, one introduces the space of
functions of bounded deformation as follows: If the mapping
C∞c (Ω;R
n×n)→ R, Φ 7→ −
∫
Ω
u(x) · div(Φ(x)sym) dx,
may be extended to a bounded linear functional on C0(Ω;R
n×n), i.e. to a Radon measure,
then we denote this functional by Eu ∈ M(Ω;Rn×n). (Clearly, it must lie in M(Ω;Rn×nsym ).)
The space of functions of bounded deformation is defined by
BD(Ω) := {u ∈ L1(Ω;Rn) : Eu ∈M(Ω;Rn×n)}.
Equipped with the norm
‖u‖BD(Ω) := ‖u‖L1(Ω;Rn) + ‖Eu‖M(Ω;Rn×n),
it is also a Banach space.
As in the space of functions of bounded variation, we introduce (with abuse of terminology)
the weak convergence: A sequence {uj}j∈N converges weakly in BD(Ω) to u, denoted uj ⇀ u,
if
uj → u in L1(Ω;Rn) and Euj ∗⇀ Eu in M(Ω;Rn×n).
Let us mention that every bounded sequence in BD(Ω) contains a weakly convergent subse-
quence.
If additionally |Euj |(Ω)→ |Eu|(Ω), then we speak of strict or intermediate convergence. This
topology is actually induced by the metric
d(u, v) := ‖u− v‖L1 +
∣∣|Eu|(Ω) − |Ev|(Ω)∣∣.
Finally, let c : Rn×nsym → [0,∞) be a convex function with linear upper bound. A sequence
{uj}j∈N converges c-strictly in BD(Ω) to u, symbolically uj c⇀ u, if
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• uj → u in L1(Ω;Rn),
• |Euj |(Ω)→ |Eu|(Ω),
• ∫Ω c(Euj)→ ∫Ω c(Eu).
For a general discussion about a convex linearly bounded function of a measure including the
density results for c-strict topology, see [Te:85, Section II.4] or [DT:84]. Let us just mention
that every µ ∈M(Ω;Rn×nsym ) has the Lebesgue decomposition
µ = µa + µs
into the absolutely continuous and the singular part with respect to the Lebesgue measure
Ln. Then
c(µ) := c
( dµa
dLn
)
Ln + c∞
( dµs
d|µs|
)
|µs|.
Moreover, the denotation
∫
A c(µ) used above is merely another way for writing c(µ)(A).
For u ∈ BD(Ω) we decompose Eu with respect to the Lebesgue measure Ln into
Eu =: Eu Ln + Esu.
By denoting the density of the absolutely continuous part by Eu, we have just extended the
definition from LD(Ω). Clearly,
LD(Ω) = {u ∈ BD(Ω) : Esu = 0}.
Although being larger than the space of functions of bounded variation, some properties still
hold also for the space of functions of bounded deformation. E.g., it is possible to define
boundary values, as was shown in [Te:85, Theorem II.2.1] for domains with C1-boundary and
extended recently by Babadjian, see [Ba:15]:
Theorem 2.1. Let Ω ⊂ Rn be a bounded Lipschitz domain. There exists a unique linear
continuous mapping γ : BD(Ω) → L1(∂Ω;Rn) such that the following integration by parts
formula holds: for every u ∈ BD(Ω) and ϕ ∈ C1(Rn)∫
Ω
u(x)⊙∇ϕ(x) dx+
∫
Ω
ϕ(x) dEu(x) =
∫
∂Ω
ϕ(x) γ(u)(x) ⊙ ν(x) dH n−1(x).
For all u ∈ BD(Ω)∩C(Ω;Rn), it holds γ(u) = u|∂Ω. In point of fact, γ is even continuous if
BD(Ω) is endowed with the strict topology.
Here ν denotes the outer unit normal vector to ∂Ω and H n−1 the (n− 1)-dimensional Haus-
dorff measure. Henceforth, we will for a, b ∈ Rn write
a⊙ b := 12 (a⊗ b+ b⊗ a).
Theorems II.2.2 and II.2.4 in [Te:85] cover the subject of embeddings in Lp-spaces, see also
[AG:80]:
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Theorem 2.2. Let Ω ⊂ Rn be a bounded Lipschitz domain. There exists a natural bounded
embedding
BD(Ω) →֒ L nn−1 (Ω;Rn).
For every 1 ≤ q < nn−1 the embedding
BD(Ω) →֒ Lq(Ω;Rn)
is even compact.
The singular part of the gradient of a function with bounded variation has a rank-one struc-
ture. This was proved in [Al:93] and is commonly known as Alberti’s rank one theorem. Very
recently De Philippis and Rindler could show the analogous property for functions of bounded
deformation (see [DR:16, Theorem 1.7]):
Theorem 2.3. Let Ω ⊂ Rn be an open set and let u ∈ BD(Ω). Then, for |Esu|-a.e. x ∈ Ω,
there exist a(x), b(x) ∈ Rn \ {0} such that
dEsu
d|Esu| = a(x)⊙ b(x).
2.2 Approximate differentiability
Although for the functions of bounded deformation the (full) gradient is in general not even
a Radon measure, they still can be locally (on average) approximated by linear functions.
More precisely,
Theorem 2.4. For every u ∈ BD(Ω) there exists a negligible set N ⊂ Ω such that for all
x0 ∈ Ω \N there exists a matrix Lx0 ∈ Rn×n such that
lim
r→0
1
rn
∫
Br(x0)
|u(x)− u(x0)− Lx0(x− x0)|
r
dx = 0.
Therefore, u is a.e. approximately differentiable with Lx0 = ∇u(x0) being the approximate
differential. Moreover, it holds Eu(x) = sym∇u(x) for a.e. x ∈ Ω. The function ∇u is in the
weak-L1-space since
|{x : |∇u(x)| > t}| ≤ c(n)
t
|Eu|(Ω).
For the proof, see [ACD:97, Theorem 7.4]. More general tools are presented in [Ha:96].
We will improve this L1-differentiability property to L
n
n−1 -differentiability analogously as
suggested in [AFP:00] for functions of bounded variation. Let us mention that the proof of
Lq-differentiability for 1 ≤ q < nn−1 was recently done in [ABC:14].
We will need an appropriate version of the Poincare´-Korn inequality (see [Te:85, Remark
II.1.1] and [Bre:13, Corollary 4.20]):
Theorem 2.5. Let R be the set of all infinitesimal rigid motions in Rn. For a bounded
Lipschitz domain Ω ⊂ Rn, there exists a constant C = C(Ω) such that for every u ∈ BD(Ω)
min
ρ∈R
‖u− ρ‖
L
n
n−1 (Ω;Rn)
≤ C‖Eu‖M(Ω;Rn×n).
Therefore, for every projection R onto R, we have (possibly for a larger constant)
‖u−R(u)‖
L
n
n−1 (Ω;Rn)
≤ C(R,Ω)‖Eu‖M(Ω;Rn×n).
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We will need this inequality explicitly for balls so let us according to [Te:85, Remark II.1.1]
define one projection. Fix Br(x0) ⊂ Rn. Define
Rx0,r(u)(x) :=
1
|Br|
∫
Br(x0)
u(y) dy +
1
Jr
(∫
Br(x0)
u(y)× (y − x0) dy
)
(x− x0)
where Jr is defined by
Jr :=
∫
Br(0)
y21 dy =
πn/2
(n + 2)Γ(n2 + 1)
rn+2 =: J1r
n+2
and for a, b ∈ Rn we are denoting a×b := 12(a⊗b−b⊗a). Using that every ρ ∈ R can be written
as a sum of a constant function and a linear combination of functions x 7→ (ei × ej)(x− x0),
one verifies that Rx0,r is indeed a projection.
By changing variables in the Poincare´ inequality, we see that the constant is translation and
scaling invariant, i.e., C(Rx0,r, Br(x0)) = C(R0,1, B1(0)).
Corollary 2.6. Every u ∈ BD(Ω) is a.e. L nn−1 -differentiable, and for a.e. x0 ∈ Ω it holds
lim
r→0
1
rn
∫
Br(x0)
∣∣∣∣u(x)− u(x0)−∇u(x0)(x− x0)r
∣∣∣∣
n
n−1
dx = 0.
Proof. Let be x0 ∈ Ω any point such that
• Theorem 2.4 holds,
• x0 is Lebesgue point of Eu,
• limr→0 1rn |Esu|(Br(x0)) = 0.
By the Besicovitch derivation theorem A.4, a.e. x0 meets these conditions. Applying the
Poincare´ inequality to the function u˜(x) := u(x)− u(x0)− Lx0(x− x0) yields
‖u˜−Rx0,r(u˜)‖L nn−1 ≤ C1‖Eu˜‖M
or
(
1
rn
∫
Br(x0)
|u˜(x)−Rx0,r(u˜)(x)|
n
n−1
r
n
n−1
dx
)n−1
n
≤
≤ C1
rn
(∫
Br(x0)
|Eu(x)− Eu(x0)| dx+ |Esu|(Br(x0))
)
.
The right side converges for the chosen x0 to 0 as r→ 0. Therefore, the claim will be proved
when we show
lim
r→0
1
rn
∫
Br(x0)
|Rx0,r(u˜)(x)|
n
n−1
r
n
n−1
dx = 0.
Denote a˜r + A˜r(x− x0) := Rx0,r(u˜)(x). According to Theorem 2.4
lim
r→0
a˜r
r
= lim
r→0
1
|Br(x0)|
∫
Br(x0)
u˜(x)
r
dx = 0.
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Moreover, from
A˜r =
1
J1rn+2
∫
Br(x0)
u˜(x)× (x− x0) dx,
it follows
|A˜r| ≤ 1
J1rn+2
∫
Br(x0)
|u˜(x)||x− x0| dx ≤ 1
J1rn
∫
Br(x0)
|u˜(x)|
r
dx→ 0.
Hence,
lim
r→0
1
rn
∫
Br(x0)
|A˜r(x− x0)|
n
n−1
r
n
n−1
dx = 0.
2.3 The space U
For an integral functional whose density has Hencky plasticity growth, its natural domain is
the space
LU(Ω) := {u ∈ LD(Ω) : div u ∈ L2(Ω)}.
Endowed with
‖u‖U(Ω) := ‖u‖LD(Ω) + ‖div u‖L2(Ω),
it is clearly a Banach space. If Ω is a bounded Lipschitz domain, C∞(Ω;Rn) is a dense subset
(combine Proposition I.1.3 with the proof of Theorem II.3.4 in [Te:85]). We will analogously
as in Sobolev spaces denote
LU0(Ω) := C∞c (Ω;Rn).
Let f : Ω×Rn×nsym → R be a Carathe´odory function with Hencky plasticity growth. For every
X ∈ Rn×nsym , ϕ ∈ LU0(Ω) and ε > 0, there exists ϕε ∈ C∞c (Ω;Rn) such that∫
Ω
f(x,X + Eϕ(x)) dx ≥
∫
Ω
f(x,X + Eϕε(x))− ε.
The proof follows the usual scheme of employing Fatou’s lemma, passing to a.e. pointwisely
convergent sequence and using continuity of f in the second variable.
Due to the lack of weak compactness of bounded sequences in the space LU , we introduce
the corresponding space
U(Ω) := {u ∈ BD(Ω) : div u ∈ L2(Ω)}
(with the obvious norm). Clearly, since the trace part of Eu is regular, we have Esdevu = E
su.
The definitions and claims for BD may be adapted in the following manner.
Definition 2.7. Let us have {uj}j∈N ⊂ U(Ω) and u ∈ U(Ω).
1. We say that {uj}j∈N weakly converges to u in U(Ω), uj ⇀ u, if
• uj → u in L1(Ω;Rn),
• Euj ∗⇀ Eu in M(Ω;Rn×n),
• div uj ⇀ div u in L2(Ω).
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2. The strict (or intermediate) convergence, uj
|.|
⇀ u, means that
• uj → u in L1(Ω;Rn),
• |Euj |(Ω)→ |Eu|(Ω),
• div uj → div u in L2(Ω).
(The underlying metric is clearly
d(u, v) := ‖u− v‖L1 +
∣∣|Eu|(Ω)− |Ev|(Ω)∣∣ + ‖div u− div v‖L2 .)
3. Let c : Rn×nsym → R be a non-negative convex function with linear upper bound. Then
{uj}j∈N converges c-strictly in U(Ω) to u, symbolically uj c⇀ u, if
• uj |.|⇀ u in U(Ω),
• ∫Ω c(Edevuj)→ ∫Ω c(Edevu),
• ∫Ω c(Euj)→ ∫Ω c(Eu).
First let us mention that a bounded sequence from U(Ω) contains a weakly convergent sub-
sequence. This follows immediately from the corresponding results in BD(Ω) and L2(Ω).
For functions in U(Ω) outside LU(Ω), an approximation by smooth functions is not possible
in the norm topology. However, we may at least get an approximation in the c-strict topology.
We give this result in the form of [ABM:06, Theorem 14.1.4]:
Theorem 2.8. Let Ω ⊂ Rn be a bounded Lipschitz domain and c : Rn×nsym → R a non-negative
convex function such that
• there exist α, β > 0 such that for all X ∈ Rn×nsym it holds
α(|X| − 1) ≤ c(X) ≤ β(|X| + 1),
• the domain of its conjugate c∗ is closed.
Then for every u ∈ U(Ω) there exists {uj}j∈N ⊂ C∞(Ω;Rn) ∩ LU(Ω) such that
γ(uj) = γ(u) and uj
c
⇀ u in U(Ω).
Remark 2.9. In Section 3.2 we will use this approximation with the convex function c = 〈·〉
defined as
〈X〉 :=
√
1 + |X|2.
It obviously fulfils the growth conditions and 〈·〉∗ has closed domain since
〈Y 〉∗ =
{ −√1− |Y |2, |Y | ≤ 1,
∞, |Y | > 1.
In Lp-spaces for p > 1, there exists a form of the Helmholtz decomposition (e.g., [Kr:94,
Section 2.3] or [Gr:90, Example 3.14]). We show that a similar result holds also in the space
U , which appears to have been unnoticed so far.
We will need the following standard existence and regularity result for Poisson’s equation.
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Theorem 2.10. Let Ω ⊂ Rn be a cube or a bounded open set with C1,1-boundary. For any
f ∈ L2(Ω) the Dirichlet problem for Poisson’s equation
△φ = f, φ ∈W 1,20 (Ω),
has a unique weak solution φ ∈W 2,2(Ω). Moreover, there exists C > 0 such that
‖φ‖W 2,2 ≤ C‖f‖L2 .
For the proof we refer to [GT:01, Theorem 9.15] for C1,1-domains and to [WY:06, Section
9.1] for cubes.
Proposition 2.11. Let Ω ⊂ Rn be a bounded open set with C1,1-boundary or a cube. Then
for every u ∈ U(Ω) there exist unique
v ∈ U(Ω) with div v = 0 and φ ∈W 1,20 (Ω) ∩W 2,2(Ω)
such that u = v +∇φ. Therefore, we have a decomposition
U(Ω) = (ker div)⊕ (im∇)
into two closed subspaces where here
∇ :W 1,20 (Ω) ∩W 2,2(Ω)→W 1,2(Ω;Rn).
Proof. Let us define a map
P : U(Ω)→ U(Ω), P (u) := ∇φ
with φ ∈W 2,2(Ω) being the unique weak solution of
△φ = div u, φ ∈W 1,20 (Ω).
P is linear and idempotent. According to Theorem 2.10, also
‖∇φ‖U = ‖∇φ‖L1 + ‖∇∇φ‖M + ‖△φ‖L2 ≤ C1‖φ‖W 2,2 ≤ C2‖div u‖L2 ≤ C2‖u‖U .
Therefore, P is a projection. By the definition, imP ⊂ ∇(W 1,20 (Ω) ∩W 2,2(Ω)). Since for
every φ ∈W 1,20 (Ω) ∩W 2,2(Ω) it holds P (∇φ) = ∇φ, actually
imP = ∇(W 1,20 (Ω) ∩W 2,2(Ω)).
Moreover, from
div u = 0 ⇐⇒ ∇φ = 0 ⇐⇒ φ = 0,
it follows that kerP = ker div.
According to Lemma A.3, for bounded sequences in W 1,p, p > 1, there exists a modified
sequence with p-equiintegrable gradients. For a function from U(Ω), only a part of the
symmetrized gradient has a higher integrability. Still, we may get a similar result where we
achieve 2-equiintegrability in that part.
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Lemma 2.12. Let Ω ⊂ Rn be an open bounded set with C1,1-boundary and let {uj}j∈N be a
bounded sequence in U(Ω). There exist a subsequence {ujk}k∈N and a sequence {u˜k}k∈N ⊂
U(Ω) such that
• {(div u˜k)2}k∈N is equiintegrable,
• {ujk − u˜k}k∈N ⊂W 1,2(Ω;Rn) and therefore Esujk = Esu˜k,
• limk→∞
∣∣{∇(u˜k − ujk) 6= 0} ∪ {u˜k 6= ujk}∣∣ = 0.
Moreover, if {uj}j∈N converges weakly, strictly or c-strictly to u in U(Ω), then the u˜k can be
chosen in such a way that γ(u˜k) = γ(u) and {u˜k}k∈N converges to u in U(Ω) in the same
manner.
Proof. Let us decompose
uj = vj +∇φj
according to Proposition 2.11. Since△φj = div uj , {φj}j∈N is a bounded sequence inW 2,2(Ω)
by Theorem 2.10. Denote wj := ∇φj. A suitable subsequence of {wj}j∈N converges weakly
in W 1,2(Ω;Rn) to some w. According to the Lemma A.3, there exist a further subsequence
{wjk}k∈N and a sequence {w˜k}k∈N ⊂ w +W 1,20 (Ω;Rn) such that
• w˜k ⇀ w in W 1,2(Ω;Rn),
• {|∇w˜k|2}k∈N is equiintegrable,
• limk→∞ |{wjk 6= w˜k} ∪ {∇wjk 6= ∇w˜k}| = 0.
Define
u˜k := vjk + w˜k.
It is a bounded sequence in U(Ω) that has the desired properties.
As for supplement: If uj ⇀ u, then also the related projections weakly converge, and we
continue as above. For the (c-)strict convergence we assess, employing Lipschitz continuity
of c, ∣∣∣∣
∫
Ω
c(Eujk)−
∫
Ω
c(Eu˜k)
∣∣∣∣ =
∣∣∣∣
∫
Ω
(
c(Eujk(x))− c(Eu˜k(x))
)
dx
∣∣∣∣
≤
∫
Ω
L
∣∣Eujk(x)− Eu˜k(x)∣∣ dx
=
∫
{Ewjk 6=Ew˜k}
L
∣∣Ewjk(x)− Ew˜k(x)∣∣ dx.
If k →∞, the last expression converges to 0 since {Ewjk − Ew˜k}k∈N is bounded in L2 and is
thus equiintegrable. Similarly for Edev.
Remark 2.13. Young measures offer a possibility to describe weak convergence more pre-
cisely. Namely, a highly oscillatory sequence may converge to a constant, which clearly does
not contain any information about the members. For integral functionals that we explore,
gradient (or better symmetrized-gradient) Young measures should be considered. While suf-
ficient for p > 1, the theory must be generalized for p = 1 since beside oscillations also
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concentrations must be incorporated. The concept dates back to the article [DM:87] from
DiPerna and Majda where they cope with a specific problem. The frame-work for the general
theory was set in [AB:97]. For the full-gradient case, the corresponding generalized gradient
Young measures generated by sequences in BV were identified in [KR:10-2]. Recently, also
the symmetrized-gradient case was resolved, see [DR:17]. The right analogue concept for the
Hencky plasticity would contain measures generated by sequences in U . By the decomposition
lemma 2.12, the generating sequence may be taken to have 2-equiintegrable divergences.
3 Homogenization, vanishing hardening and commutability
We now turn to the proofs of our main results. Having extended the notion of homogenization
to functions with Hencky plasticity growth in Section 3.1, we will focus on the homogenization
of the energy functional for the zero-hardening case, which is the core of our analysis. In
Section 3.2 we construct a recovery sequence, drawing on known results for densities with
linear growth, cf. [KR:10-1] and Theorem 2.3. The sequence will converge in the 〈·〉-strict
topology so that we will be allowed to apply the Reshetnyak continuity theorem. We will
have to handle the recession function with special attention. For that purpose we will derive
a rather technical assessment on the Lipschitz constant.
Regarding the lim inf-inequality, the approach from [ABM:06] with the slicing method of De
Giorgi can be adapted for regular points, where, however, we will have to take care of the
divergence with the help of Theorem A.5. Therefore, we will have to move the analysis form
L1 to Lq, q > 1. By Corollary 2.6 it is still possible to employ approximate differentiability.
To control also the singular points, we will make use of our asymptotic convexity condition,
which will enable the use of the results from [DQ:90]. Let us mention that our analysis
does not need extra regularity properties such as the domain of the convex conjugate of the
homogenized density being closed, which is tacitly assumed in [DQ:90].
Lastly, we will re-examine a special case: the relaxation problem. In [KK:16] new results re-
garding automatic convexity of 1-homogeneous functions with enough convex directions were
shown. Instead of the asymptotic convexity, we will impose a reasonable growth condition
and show an analogous relaxation result.
3.1 Setting and homogenized density
First, let us concisely repeat the setting and explain the known facts. Throughout we will
consider a Carathe´odory function f : Rn × Rn×nsym → R that is
• In-periodic in the first variable,
• has growth properties typical for the densities in the Hencky plasticity, i.e., there exist
α, β > 0 such that for all x ∈ Ω and X ∈ Rn×nsym
α(|Xdev |+ (trX)2) ≤ f(x,X) ≤ β(|Xdev |+ (trX)2 + 1).
For any δ ≥ 0 we define
f (δ) : Rn × Rn×nsym → R, f (δ)(x,X) := f(x,X) + δ|Xdev |2.
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We will investigate the integral functionals Fε and F (δ)ε , δ ≥ 0, on L1(Ω;Rn) defined as
Fε(u) :=
{ ∫
Ω f(
x
ε ,Eu(x)) dx, u ∈ LU(Ω;Rn),
∞, else,
and
F (δ)ε (u) :=
{ ∫
Ω f
(δ)(xε ,Eu(x)) dx, u ∈W 1,2(Ω;Rn),
∞, else.
Obviously, for any u ∈ L1(Ω;Rn) we have
F (δ)ε (u)ց F (0)ε (u) as δ → 0.
Then also
Γ(L1)- lim
δ→0
F (δ)ε = lscF (0)ε = lscFε.
The last equality follows from the fact thatW 1,2(Ω;Rn), even C∞(Ω;Rn), is dense in (LU(Ω;Rn), ‖.‖U ),
and can be proved by the same strategy as the one at the beginning of Subsection 2.3.
For δ > 0 we may apply Proposition ?? and Corollary ??. Hence, for every u ∈ L2(Ω;Rn)
Γ(L2)- lim
ε→0
F (δ)ε (u) = F (δ)hom(u)
where
F (δ)hom(u) :=
{ ∫
Ω f
(δ)
hom(Eu(x)) dx, u ∈W 1,2(Ω;Rn),
∞, else,
has density
f
(δ)
hom(X) = infk∈N
inf
ϕ∈W 1,20 (kIn;Rn)
1
kn
∫
kIn
f (δ)(x,X + Eϕ(x)) dx.
From the lower bound and Korn’s inequality, it follows that this family Γ-converges even with
respect to the L1-norm on the whole L1(Ω;Rn). Schematically, so far we have
F (δ)ε F (0)ε
F (δ)hom
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and
F (δ)ε lscF (0)ε = lscFε
F (δ)hom
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(4)
We expect the density of the homogenized functional to have an analogous form also for f
(of course, with an additional singular term). Therefore, we define
fhom(X) := inf
k∈N
inf
ϕ∈C∞c (kIn;Rn)
1
kn
∫
kIn
f(x,X + Eϕ(x)) dx.
By the reasoning in Subsection 2.3,
fhom(X) = inf
k∈N
inf
ϕ∈LU0(kIn)
1
kn
∫
kIn
f(x,X + Eϕ(x)) dx.
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Let us explore the properties of the new function. Since by [Dac:08, Theorem 9.8]
inf
ϕ∈C∞c (kIn;Rn)
∫
kIn
f(x,X + Eϕ(x)) dx = inf
ϕ∈C∞c (kIn;Rn)
∫
kIn
fqcls(x,X + Eϕ(x)) dx,
it follows immediately (fqcls)hom = fhom. This function is, as in the case with standard growth,
(symmetric-)quasiconvex which can be argued with the regularization by hardening. Namely,
f (δ) are symmetric-quasiconvex for δ > 0, and f
(δ)
hom is descending as δ ց 0. Moreover,
inf
δ>0
f
(δ)
hom(X) = infδ>0
inf
k∈N
inf
ϕ∈C∞c (kIn;Rn)
1
kn
∫
kIn
f (δ)(x,X + Eϕ(x)) dx
= inf
k∈N
inf
ϕ∈C∞c (kIn;Rn)
inf
δ>0
1
kn
∫
kIn
f (δ)(x,X + Eϕ(x)) dx
= inf
k∈N
inf
ϕ∈C∞c (kIn;Rn)
1
kn
∫
kIn
f(x,X + Eϕ(x)) dx
= fhom(X),
where we employed the dominated convergence theorem (for arbitrary sequence δj ց 0).
Hence, again applying the same theorem, the function fhom is symmetric-quasiconvex.
The typical ergodic formula will follow from the theory on subadditive processes from [LM:02].
Let Bb(Rn) denote the set of all bounded Borel subsets of Rn. For X ∈ Rn×nsym and A ∈ Bb(Rn),
let us define
mX(A) := inf
ϕ∈C∞c (IntA;Rn)
∫
IntA
f(x,X + Eϕ(x)) dx.
Then the mapping
mX : Bb(Rn)→ R
fulfils the assumptions of [LM:02, Theorem 2.1]. Thus, for every open bounded convex set A
and εk ց 0
lim
k→∞
mX(ε
−1
k A)
|ε−1k A|
= lim
k→∞
inf
{
1
|ε−1k A|
∫
ε−1
k
A
f(x,X + Eϕ(x)) dx : ϕ ∈ C∞c (ε−1k A;Rn)
}
= fhom(X).
Let us gather the results (and additional properties).
Proposition 3.1. Let f : Rn × Rn×nsym → R be a Carathe´odory function that is In-periodic in
the first variable and fulfils for some 0 < α < β
α(|Xdev |+ (trX)2) ≤ f(x,X) ≤ β(|Xdev |+ (trX)2 + 1)
for a.e. x ∈ Rn and all X ∈ Rn×nsym . Then the homogenized function
fhom(X) := inf
k∈N
inf
ϕ∈C∞c (kIn;Rn)
1
kn
∫
kIn
f(x,X + Eϕ(x)) dx
is well-defined, satisfies the same growth condition, and for every open bounded convex set A
and εk ց 0 it holds
fhom(X) = lim
k→∞
inf
{
1
|ε−1k A|
∫
ε−1
k
A
f(x,X + Eϕ(x)) dx : ϕ ∈ C∞c (ε−1k A;Rn)
}
.
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Moreover, fhom is symmetric-quasiconvex and
(fqcls)hom = fhom.
Let us apply this to our question. Define the functionals
G(u) :=
{ ∫
Ω fhom(Eu(x)) dx, u ∈ LU(Ω;Rn),
∞, else, (5)
and G(0) by reducing the domain of G toW 1,2(Ω;Rn). By the discussion above, for any δj ց 0
we have the pointwise convergence (f (δj))hom ց fhom. It clearly follows
F (δj)hom(u)ց G(0)(u)
for every u ∈ L1(Ω;Rn). Having a non-increasing sequence, it holds furthermore
Γ(L1)- lim
δ→0
F (δ)hom = lscG(0) = lscG (6)
where for the second equality we argue as in Subsection 2.3. From F (δ)ε ≥ F (0)ε for every
δ > 0, it follows
F (δ)hom ≥ Γ(L1)- lim sup
ε→0
F (0)ε .
The right-hand side is, being Γ-lim sup, lower semicontinuous. Hence, sending δ → 0 yields
lscG(0) ≥ Γ(L1)- lim sup
ε→0
F (0)ε .
Thus
lscG = lscG(0) ≥ Γ(L1)- lim sup
ε→0
F (0)ε ≥ Γ(L1)- lim sup
ε→0
Fε. (7)
3.2 〈·〉-strict continuity and recovery sequences
Our main objective in this paragraph is to prove Proposition 1.4. Before doing so, we show how
this result yields the lim sup-inequality in Theorem 1.1. We start with a couple of remarks
on fdev and its recession function (fdev)
∞ (defined in Proposition 1.4 or, for an arbitrary
function, below).
Remark 3.2.
1. Since the deviatoric symmetric rank-one matrices span the whole Rn×ndev , the function
fdev is globally Lipschitz in the second variable, i.e., there exists a constant C, depending
only on n and β, such that
|fdev(x,X) − fdev(x, Y )| ≤ C|X − Y |
for all x ∈ Ω and X,Y ∈ Rn×ndev . See Lemma A.2.
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2. Consequently, the recession function is simply
(fdev)
∞(x0, P0) = lim sup
t→∞
fdev(x0, tP0)
t
.
For every P0 ∈ Rn×ndev symmetric rank-one, this lim sup is even a limit (or a supremum)
due to the convexity in the direction of P0
lim sup
t→∞
fdev(x0, tP0)
t
= lim
t→∞
fdev(x0, tP0)− fdev(x0, 0)
t
= sup
t>0
fdev(x0, tP0)− fdev(x0, 0)
t
.
3. We will apply Proposition 1.4 to an x-independent function. The continuity assumption
on (fdev)
∞ is in that case trivially fulfilled.
Proof of Theorem 1.1, part 1: recovery sequence. Let G be as in (5). G|LU(Ω) has a symmetric-
quasiconvex density fhom. Therefore, it is by Proposition 1.4 continuous in the 〈·〉-strict
topology with
G(u) :=
∫
Ω
fhom(Eu(x)) dx+
∫
Ω
(
(fhom)dev
)∞( dEsu
d|Esu|(x)
)
d|Esu|(x)
being its continuous extension to U(Ω) in this topology. By Theorem 2.8, for every u ∈ U(Ω)
there exists a sequence {uj}j∈N ⊂ C∞(Ω;Rn) ∩ LU(Ω) such that
uj
〈·〉
⇀ u in U(Ω) and consequently G(uj)→ G(u).
Hence,
(lscG)|U(Ω) ≤ G. (8)
By Remark 3.2, it holds
(
(fhom)dev
)∞
= (fhom)
#|
R
n×n
dev
. Therefore, by (8)
lscG ≤ Fhom.
Employing (7), we arrive at
Γ(L1)- lim sup
ε→0
Fε ≤ Fhom.
For our proof of Proposition 1.4 we will adapt the strategy in [KR:10-1, Section 3] to our
purposes, where in adition we have to carefully handle the quadratic growth in the trace
direction. According to Theorem 2.8 and Remark 2.9, we may approximate every function in
U(Ω) with smooth functions in the 〈·〉-strict topology. Therefore, the following form of the
Reshetnyak continuity theorem (see [KR:10-1, Theorem 5]) is applicable:
Theorem 3.3 (Reshetnyak continuity theorem). Let f ∈ E(Ω;RN ) and
µj
∗
⇀ µ in M(Ω;RN ) and 〈µj〉(Ω)→ 〈µ〉(Ω).
Then
lim
j→∞
[∫
Ω
f
(
x,
dµaj
dLn (x)
)
dx+
∫
Ω
f∞
(
x,
dµsj
d|µsj |
(x)
)
d|µsj |(x)
]
=
=
∫
Ω
f
(
x,
dµa
dLn (x)
)
dx+
∫
Ω
f∞
(
x,
dµs
d|µs|(x)
)
d|µs|(x).
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Let us explain the denotations from the theorem. The recession function of some function
f : Ω× RN → R is defined as
f∞(x0,X0) := lim sup
X→X0, t→∞
f(x0, tX)
t
.
A continuous function f : Ω×RN → R belongs to E(Ω;RN ) if the function
Tf : Ω×B1(0)→ R, (Tf)(x, Xˇ) := (1− |Xˇ |)f(x, Xˇ1−|Xˇ|),
has a bounded continuous extension to Ω×B1(0). For these functions the recession function
is actually the limit
f∞(x0,X0) = lim
x→ x0,
X → X0,
t→∞
f(x, tX)
t
and agrees on Ω× ∂B1(0) with the extension of Tf . With functions from E(Ω;RN ), we may
approximate from below a large class of functions as was shown in [AB:97, Lemma 2.3]:
Lemma 3.4. Let f : Ω×RN → R be lower semicontinuous such that for some α > 0 it holds
f(x,X) ≥ −α(1 + |X|)
for all x ∈ Ω and X ∈ Rn. There exists a non-decreasing sequence of functions {gk}k∈N from
E(Ω;Rn) such that
gk(x,X) ≥ −α(1 + |X|), sup
k∈N
gk = f and sup
k∈N
g∞k = hf
where
hf (x0,X0) := lim inf
{
f(x, tX)
t
: x→ x0, X → X0, t→∞
}
.
Since hf will play a significant role in the approximation of the recession function, let us give
a more detailed formula for our setting.
Let f : Ω×Rn×nsym → R. For P0 ∈ Rn×ndev we may rewrite the definition in the following manner
hf (x0, P0) = lim inf
{
f(x, t(P + ρnI))
t
: x→ x0, P → P0 in Rn×ndev , ρ→ 0, t→∞
}
= sup
k∈N
inf
(x,P,ρ,t)∈Ex0,P0,k
f(x, t(P + ρnI))
t
where
Ex0,P0,k :=
{
(x,X, ρ, t) : |x− x0| < 1
k
, P ∈ Rn×ndev , |P − P0| <
1
k
, |ρ| < 1
k
, t > k
}
.
Notice that in −h−f lim inf is replaced by lim sup, i.e.,
−h−f (x0, P0) = lim sup
{
f(x, t(P + ρnI))
t
: x→ x0, P → P0 in Rn×ndev , ρ→ 0, t→∞
}
= inf
k∈N
sup
(x,P,ρ,t)∈Ex0,P0,k
f(x, t(P + ρnI))
t
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We wish to apply the Reshetnyak continuity theorem and Lemma 3.4. Therefore, we must
carefully analyse the relationship between f∞ and (fdev)∞, and take into account the quadratic
growth of f in the trace direction. For that reason, we prove a sort of Lipschitz continuity
that enables us to compare values of finite and zero trace.
Lemma 3.5. Let f : Rn×nsym → R be symmetric-rank-one-convex and suppose
|f(X)| ≤ β(1 + |Xdev|+ (trX)2).
Then it fulfils the following local Lipschitz condition in the trace direction: For any M,κ ≥ 1
and P ∈ Rn×ndev , it holds
|f(P + ρnI)− f(P )| ≤ 14βn
√
κ(
√
|P |+M)|ρ|
for all ρ2 ≤ κ(|P |+M2).
The proof is based on Lemma A.2. It says that for a separately convex function f on a ball
B2r(X), its Lipschitz constant on Br(X) does not exceed n
osc(f,B2r(X))
r .
Proof. Let P ∈ Rn×ndev be arbitrary. Then
osc(f,B(P, 2r)) = sup
X,Y ∈B(P,2r)
|f(X)− f(Y )|
≤ 2 sup
X∈B(P,2r)
|f(X)|
≤ 2β(1 + |P |+ 2r + 4r2n).
Fix r by r2n = κ(|P |+M2). Then
n
r osc(f,B(P, 2r)) ≤ 2nβr (1 + r2n−M2 + 2r + 4r2n)
≤ 2nβ(2 + 5rn)
≤ 14n3/2β√κ(
√
|P |+M).
The claim follows as | ρnI| = ρ√n .
Let f be as in Proposition 1.4. For any M,K ∈ N we set
CM,K := {X ∈ Rn×nsym : |Xdev| ≥ K((trX)2 −M2)}
and define a lower and an upper bound for f
fˆM,K ≤ f ≤ fˇM,K
in the following way. Let us choose a continuous function ζM,K : R
n×n
sym → [0, 1] such that
ζM,K(X) = 1 for all X ∈ CM,K and ζM,K(X) = 0 for every X 6∈ CM+1,K .
Then define
fˆM,K(x,X) := ζM,K(X)f(x,X).
The function fˆM,K fulfils a linear growth condition since
fˆM,K(x,X) ≤ 1CM+1,K (X) f(x,X) ≤ β(1 + 2|Xdev|+ (M + 1)2).
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We define the upper bound as
fˇM,K(x,X) := f(x,X) + βK
2max{(trX)2 −M2 − 1K |Xdev|, 0}.
Lemma 3.6. Suppose f is as in Proposition 1.4. For all x0 ∈ Ω, P0 ∈ Rn×ndev , M ≥ 1 and
K > 1
−h−fˆM,K (x0, P0) ≤ −h−fdev(x0, P0) +
14βn√
K
|P0|
and
hfˇM,K (x0, P0) ≥ hfdev(x0, P0)−
14βn√
K − 1 |P0|.
Proof. Let us fix x0 ∈ Ω and P0 ∈ Rn×ndev . We have to bound
−h−fˆM,K (x0, P0) = infk∈N sup(x,P,ρ,t)∈Ex0,P0,k
fˆM,K(x, t(P +
ρ
nI))
t
.
Take any (x, P, ρ, t) ∈ Ex0,P0,k.
• For t(P + ρnI) 6∈ CM+1,K we have fˆM,K(x, t(P + ρnI)) = 0.
• If t(P + ρnI) ∈ CM+1,K , then |tρ| ≤
√
1
K |tP |+ (M + 1)2 and by Lemma 3.5
fˆM,K(x, t(P +
ρ
nI)) ≤ f(x, t(P + ρnI))
≤ f(x, tP ) + 14βn(|tP |1/2 +M + 1)
√
1
K
|tP |+ (M + 1)2.
In both cases
fˆM,K(x, t(P +
ρ
nI))
t
≤ f(x, tP )
t
+ 14βn
(
M + 1√
t
+ |P |1/2
)√
1
K
|P |+ (M + 1)
2
√
t
≤ f(x, tP )
t
+ 14βn
(
M + 2√
k
+ |P0|1/2
)√
1
K
|P0|+ (M + 2)
2
√
k
.
Hence
−h−fˆM,K (x0, P0) ≤ −h−fdev(x0, P0) +
14βn√
K
|P0|.
For
hfˇM,K (x0, P0) = sup
k∈N
inf
(x,P,ρ,t)∈Ex0,P0,k
fˇM,K(x, t(P +
ρ
nI))
t
.
again choose arbitrary (x, P, ρ, t) ∈ Ex0,P0,k.
• If t(P + ρnI)) 6∈ CM+1,K−1, it holds t2ρ2 ≥ 1K−1t|P |+ (M + 1)2 and therefore
fˇM,K(x, t(P +
ρ
nI)) ≥ βK2(t2ρ2 − 1K t|P | −M2)
≥ βK2( 1K−1t|P |+ (M + 1)2 − 1K t|P | −M2)
= βK2( 1K(K−1)t|P |+ 2M + 1)
≥ β(t|P |+ 1)
≥ f(x, tP ).
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• If t(P + ρnI)) ∈ CM+1,K−1, we assess as above
fˇM,K(x, t(P +
ρ
nI))
t
≥ f(x, t(P +
ρ
nI))
t
≥ f(x, tP )
t
− 14βn
(
M + 1√
t
+ |P |1/2
)√
1
K − 1 |P |+
(M + 1)2√
t
≥ f(x, tP )
t
− 14βn
(
M + 2√
k
+ |P0|1/2
)√
1
K − 1 |P0|+
(M + 2)2√
k
.
Therefore
hfˇM,K (x0, P0) ≥ hfdev(x0, P0)−
14βn√
K − 1 |P0|.
In the following three lemmas, the assumptions of Proposition 1.4 should hold.
Lemma 3.7. The functional F∗ : U(Ω)→ R
F∗(u) :=
∫
Ω
f(x,Eu(x)) dx−
∫
Ω
h−fdev(x,
dEsu
d|Esu|(x)) d|Esu|(x)
is upper semicontinuous with respect to the 〈·〉-strict topology.
Proof. Let us take any sequence uj
〈·〉
⇀ u in U(Ω) and choose an arbitrary K ∈ N. Since the
sequence {(div uj)2}j∈N is equiintegrable, there exists M ∈ N such that∫
{|div uj |>M}
|div uj(x)|2 dx < 1
K3
.
For every j ∈ N we split∫
Ω
f(x,Euj(x)) dx =
∫
{Euj∈CM,K}
f(x,Euj(x)) dx+
∫
{Euj 6∈CM,K}
f(x,Euj(x)) dx.
For the first term obviously∫
{Euj∈CM,K}
f(x,Euj(x)) dx =
∫
{Euj∈CM,K}
fˆM,K(x,Euj(x)) dx ≤
∫
Ω
fˆM,K(x,Euj(x)) dx.
By the definition Euj(x) 6∈ CM,K means |Edevuj(x)| < K((div uj(x))2 −M2) and implies
|div uj(x)| > M and f(x,Euj(x)) ≤ β(1 + 2K(div uj(x))2 −KM2)) ≤ 2Kβ(div uj(x))2.
Therefore, for every j ∈ N∫
{Euj 6∈CM,K}
f(x,Euj(x)) dx ≤
∫
{|div uj |>M}
2Kβ(div uj(x))
2 dx ≤ 2β
K2
.
The singular part Esu is concentrated on Rn×ndev . Clearly −h−fdev ≤ −h−fˆM,K (on deviatoric
matrices). Hence, for
FˆM,K(u) :=
∫
Ω
fˆM,K(x,Eu(x)) dx−
∫
Ω
h−fˆM,K (x,
dEsu
d|Esu|(x)) d|Esu|(x)
22
we have F∗(uj) ≤ FˆM,K(uj) + 2βK2 . Since fˆM,K grows linearly, we may approximate −fˆM,K
from below according to Lemma 3.4 with a sequence {gk}k∈N ⊂ E(Ω;Rn×nsym ). Hence, for every
k ∈ N
lim inf
j→∞
−FˆM,K(uj) ≥ lim inf
j→∞
(∫
Ω
gk(x,Euj(x)) dx+
∫
Ω
g∞k (x,
dEsuj
d|Esuj |(x)) d|E
suj |(x)
)
≥
∫
Ω
gk(x,Eu(x)) dx+
∫
Ω
g∞k (x,
dEsu
d|Esu|(x)) d|Esu|(x)
since for gk we may apply the Reshetnyak continuity theorem. Hence, by the monotone
convergence theorem
lim inf
j→∞
−FˆM,K(uj) ≥ −FˆM,K(u).
By gathering the results above we get
lim sup
j→∞
F∗(uj) ≤ lim sup
j→∞
FˆM,K(uj) + 2β
K2
≤ FˆM,K(u) + 2β
K2
.
By Lemma 3.6
FˆM,K(u) =
∫
Ω
fˆM,K(x,Eu(x)) dx−
∫
Ω
h−fˆM,K (x,
dEsu
d|Esu|(x)) d|Esu|(x)
≤
∫
Ω
f(x,Eu(x)) dx−
∫
Ω
h−fdev(x,
dEsu
d|Esu|(x)) d|Esu|(x) +
14βn√
K
|Esu|(Ω).
Altogether,
lim sup
j→∞
F∗(uj) ≤ F∗(u) + 2β
K2
+
14βn√
K
|Esu|(Ω).
Since K was arbitrary, the upper semicontinuity follows.
Lemma 3.8. The functional F∗ : U(Ω)→ R
F∗(u) :=
∫
Ω
f(x,Eu(x)) dx+
∫
Ω
hfdev(x,
dEsu
d|Esu|(x)) d|Esu|(x)
is lower semicontinuous with respect to the 〈·〉-strict topology.
Proof. The proof is very similar to the previous one. Let us therefore just point out the
differences. Here we employ fˇM,K, which yields the lower bound∫
Ω
f(x,Euj(x)) dx ≥
∫
Ω
fˇM,K(x,Euj(x)) dx− βK2
∫
{Euj 6∈CM,K}
(div uj)
2 dx
≥
∫
Ω
fˇM,K(x,Euj(x)) dx− β
K
.
Since on deviatoric matrices hfdev ≥ hfˇM,K , we arrive at F∗(uj) ≥ FˇM,K(uj)−
β
K where
FˇM,K(u) :=
∫
Ω
fˇM,K(x,Eu(x)) dx+
∫
Ω
hfˇM,K (x,
dEsu
d|Esu|(x)) d|Esu|(x).
The function fˇM,K meets the assumptions of Lemma 3.4. By the same argumentation and
by Lemma 3.6 we get
lim inf
j→∞
F∗(uj) ≥ F∗(u)− β
K
− 14βn√
K − 1 |E
su|(Ω).
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Lemma 3.9. For every x0 ∈ Ω and symmetric rank-one matrix P0 ∈ Rn×ndev
(fdev)
∞(x0, P0) = hfdev(x0, P0) = −h−fdev(x0, P0).
The proof is exactly the same as in [KR:10-1, Lemma 1].
Proof. Fix any x0 ∈ Ω and any symmetric rank-one matrix P0 ∈ Rn×ndev . Then
fdev(x, tP )
t
=
fdev(x, tP )− fdev(x, tP0)
t
+
fdev(x, tP0)− fdev(x, 0)
t
+
fdev(x, 0)
t
By Remark 3.2 we have
|fdev(x, tP )− fdev(x, tP0)|
t
≤ C|tP − tP0|
t
= C|P − P0|,
and we know that the functions
gt(x) :=
fdev(x, tP0)− fdev(x, 0)
t
make a monotonically increasing family with
gt(x)ր (fdev)∞(x, P0)
for every x ∈ Ω. All gt are continuous, and for (fdev)∞( , P0) continuity was an assumption
(see Proposition 1.4). Therefore, we may apply Dini’s Lemma. Hence,
gt ր (fdev)∞( , P0)
uniformly on {x ∈ Ω : |x − x0| ≤ 1k} for every k ∈ N. Clearly we have also |fdev(x,0)t | ≤ βt .
Gathering all the estimates yields
hfdev(x0, P0) = lim inf
{
fdev(x, tP )
t
: x→ x0, P → P0, t→∞
}
= lim inf
x→x0
(fdev)
∞(x, P0)
= (fdev)
∞(x0, P0)
as well as
−h−fdev(x0, P0) = lim sup
x→x0
(fdev)
∞(x, P0) = (fdev)∞(x0, P0).
Proof of Proposition 1.4. According to Theorem 2.3, for |Esu|-a.e. x ∈ Ω, the Radon-Nikodym
derivative dE
su
d|Esu|(x) is a symmetric rank-one matrix. By Lemma 3.9 the functionals from Lem-
mas 3.7 and 3.8 coincide with F .
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3.3 lim inf-inequality at zero hardening
Now we turn our attention to the lim inf-inequality. Let us take any u ∈ L1(Ω;Rn), and
choose εj ց 0 and uj → u in L1(Ω;Rn). Clearly, if lim infj→∞Fεj(uj) =∞, there is nothing
to be proved. If
lim inf
j→∞
Fεj (uj) <∞,
there exists a subsequence {jk}k∈N such that
lim inf
j→∞
Fεj (uj) = lim
k→∞
Fεjk (ujk)
with all elements being finite. Hence, {ujk}k∈N is bounded in LU(Ω), and there exists a further
(not relabelled) sequence that weakly converges in U(Ω) (see Subsection 2.3). Therefore,
u ∈ U(Ω). By Theorem 2.2, ujk → u in Lq(Ω;Rn) for all 1 < q < nn−1 . Moreover, we may
also achieve that the measures
µk := f(
·
εjk
,Eujk(·)) Ln
weakly-∗ converge to some µ in M(Ω;Rn). Let
µ = gLn + µs
be the decomposition according to the Radon-Nikodym theorem. Our aim will be to determine
the derivative g and the singular part µs, as
lim inf
j→∞
Fεj (uj) = lim
k→∞
µk(Ω) ≥ µ(Ω) =
∫
Ω
g(x) dx+ µs(Ω). (9)
The discussion above has shown that we may restrict ourselves to the following setting: We
consider arbitrary u ∈ U(Ω), εj ց 0 and a bounded sequence {uj}j∈N ⊂ LU(Ω) such that
• limj→∞Fεj (uj) exists,
• uj ⇀ u in U(Ω) and uj → u in Lq(Ω;Rn) for a fixed 1 < q < nn−1 ,
• f( ·εj ,Euj(·)) Ln =: µj
∗
⇀ µ =: gLn + µs in M(Ω;Rn).
In the following two subsections we will bound g and µs from below in regular and singular
points, respectively. This leads to the conclusion of the proof of Theorem 1.1:
Proof of Theorem 1.1, part 2. The lim inf-inequality in Theorem 1.1 is a direct consequence
of (9), Lemma 3.10 and Lemma 3.14.
Also the proof of Theorem 1.3 is now a direct consequence of our considerations.
Proof of Theorem 1.3. The upper and the left-hand arrows were derived in Section 3.1 and
depicted in (4). Both right-hand arrows follow from Theorem 1.1 and general properties of
Γ-convergence. Finally, (6), (7) and (8) imply
Γ(L1)- lim
δ→0
F (δ)hom = Fhom.
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3.3.1 Regular points
Lemma 3.10. For a.e. x0 ∈ Ω, it holds
g(x0) ≥ fhom(Eu(x0)).
We will follow the strategy of the proofs of [ABM:06, Propositions 11.2.3 and 12.3.2].
Proof. By the Besicovitch derivation theorem A.4, for a.e. x0 ∈ Ω we have
g(x0) = lim
ρ→0
µ(Bρ(x0))
|Bρ(x0)| . (10)
For all but countable many ρ > 0 it holds
µ(Bρ(x0)) = lim
j→∞
µj(Bρ(x0)).
Therefore, it must be shown for a.e. x0 ∈ Ω
lim
ρ→0
lim
j→∞
µj(Bρ(x0))
|Bρ(x0)| ≥ fhom(Eu(x0))
(whereby we exclude the exceptional sequence of ρ’s).
Let us take and fix any x0 where the formula (10) holds and where the function u is L
q-
differentiable (see Corollary 2.6), and define
u˜(x) := u(x0) +∇u(x0) (x− x0).
We may also suppose Eu˜ = Eu˜(x0) = sym∇u(x0). Our strategy is to approximate u with u˜
and to use the slicing method of De Giorgi. Therefore, choose any ν ∈ N and 0 < λ < 1 and
define
ρ0 := λρ and Bi := Bρ0+ iν (ρ−ρ0)(x0), i = 0, . . . , ν.
Furthermore, we take for every i = 1, . . . , ν also cut-off functions ϕi ∈ C∞c (Bi) such that
0 ≤ ϕi ≤ 1, ϕi = 1 in Bi−1 and ‖∇ϕi‖L∞ ≤ 2ν
ρ− ρ0 .
Let
u˜j,i := u˜+ ϕi(uj − u˜) ∈ L1(Ω;Rn).
Because of
Eu˜j,i = (1− ϕi)Eu˜+ ϕiEuj +∇ϕi ⊙ (uj − u˜),
the functions u˜j,i lie in LD(Ω), but perhaps not in LU(Ω) since
div u˜j,i = (1− ϕi) div u˜+ ϕi div uj +∇ϕi · (uj − u˜),
and the last term in general lies only in L
n
n−1 . We will correct this with the results of Bogovskii
from Theorem A.5. For that reason define
ζj,i :=
1
|Bi \Bi−1|
∫
Bi\Bi−1
∇ϕi(x) · (uj(x)− u˜(x)) dx.
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By Theorem A.5 there exist zj,i ∈W 1,q0 (Bi \Bi−1) such that
div zj,i = −∇ϕi · (uj − u˜) + ζj,i
with
‖zj,i‖W 1,q(Bi\Bi−1) ≤ C‖∇ϕi · (uj − u˜)‖Lq(Bi\Bi−1) ≤
2Cν
ρ− ρ0 ‖uj − u˜‖Lq(Bi\Bi−1).
We take such constant C that the inequality holds for all i. It is scaling and translation
invariant, so we may transfer the situation to B1(0). Therefore, C does not depend on ρ.
Although it depends on ν and λ, this will not cause any troubles since we will first send
j →∞. Now define uj,i := u˜j,i + zj,i ∈ LU(Ω). It is elementary to see that
uj,i − u˜ = ϕi(uj − u˜) + zj,i ∈ LU0(Bρ(x0)).
(We refer to [Je:16] for a detailed argument.) For every i = 1, . . . , ν
fhom(Eu(x0))
= lim
j→∞
inf

 1| 1εjBρ(x0)|
∫
1
εj
Bρ(x0)
f(x,Eu(x0) + Eϕ(x)) dx : ϕ ∈ LU0( 1εjBρ(x0),R
n)


= lim
j→∞
inf
{
1
|Bρ(x0)|
∫
Bρ(x0)
f( xεj ,Eu(x0) + Eϕ(x)) dx : ϕ ∈ LU0(Bρ(x0),R
n)
}
≤ lim inf
j→∞
1
|Bρ(x0)|
∫
Bρ(x0)
f
(
x
εj
,Euj,i(x)
)
dx,
and therefore also
fhom(Eu(x0)) ≤ lim inf
j→∞
1
ν
ν∑
i=1
1
|Bρ(x0)|
∫
Bρ(x0)
f
(
x
εj
,Euj,i(x)
)
dx.
For every i we split∫
Bρ(x0)
f
(
x
εj
,Euj,i(x)
)
dx
=
∫
Bi−1
f
(
x
εj
,Euj(x)
)
dx+
∫
Bi\Bi−1
f
(
x
εj
,Euj,i(x)
)
dx+
∫
Bρ(x0)\Bi
f
(
x
εj
,Eu(x0)
)
dx
=: I
(1)
j,i + I
(2)
j,i + I
(3)
j,i .
The first term can be bounded simply by
I
(1)
j,i ≤
∫
Bρ(x0)
f
(
x
εj
,Euj(x)
)
dx
and the last one by
I
(3)
j,i ≤ βn(1− λ)|Bρ(x0)|
(
1 + |Edevu(x0)|+ |div u(x0)|2
)
.
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The second term we bound by the upper bound on f
f
(
x
εj
,Euj,i(x)
) ≤ β(1 + |Edevuj,i(x)|+ (div uj,i(x))2).
First,
|Edevuj,i| = |(1− ϕi)Edevu˜+ ϕiEdevuj + dev sym(∇ϕi ⊗ (uj − u˜)) + Edevzj,i|
≤ |Edevu˜|+ |Edevuj |+ |∇ϕi||uj − u˜|+ |Edevzj,i|.
First we bound the last two terms∫
Bi\Bi−1
|∇ϕi(x)||uj(x)− u˜(x)| dx ≤ 2ν|Bi \Bi−1|
1/q′
(1− λ)ρ
(∫
Bi\Bi−1
|uj(x)− u˜(x)|q dx
)1/q
and ∫
Bi\Bi−1
|Edevzj,i(x)| dx ≤ |Bi \Bi−1|1/q′
(∫
Bi\Bi−1
|Edevzj,i(x)|q dx
)1/q
≤ 2Cν|Bi \Bi−1|
1/q′
(1− λ)ρ
(∫
Bi\Bi−1
|uj(x)− u˜(x)|q dx
)1/q
.
(q′ stands for the Ho¨lder conjugate of q.) Thus, by applying |Bi \Bi−1| ≤ n(1−λ)ν |Bρ(x0)|, we
arrive at ∫
Bi\Bi−1
|Edevuj,i(x)| dx
≤ |Bi \Bi−1||Edevu(x0)|+
∫
Bi\Bi−1
|Edevuj(x)| dx+
+
2(1 + C)ν1/q
(1− λ)1/q n
1/q′ |Bρ(x0)|1/q′
(∫
Bi\Bi−1
|uj(x)− u˜(x)|q
ρq
dx
)1/q
.
Also
(div uj,i)
2 =
(
(1− ϕi) div u˜+ ϕi div uj + ζj,i
)2 ≤ 3(div u˜)2 + 3(div uj)2 + 3ζ2j,i,
and therefore,∫
Bi\Bi−1
(div uj,i(x))
2 dx ≤ 3|Bi \Bi−1|(div u(x0))2 +
+3
∫
Bi\Bi−1
(div uj(x))
2 dx+ 3
n(1− λ)
ν
|Bρ(x0)|ζ2j,i.
For a bound for the last term, we proceed as above
|ζj,i| ≤ 1|Bi \Bi−1|
∫
Bi\Bi−1
|∇ϕi(x)||uj(x)− u˜(x)| dx
≤ 2ν
(1− λ)|Bi \Bi−1|1/q
(∫
Bi\Bi−1
|uj(x)− u˜(x)|q
ρq
dx
)1/q
≤ 2ν
1+1/q
n1/qλn/q(1− λ)1+1/q
(
1
|Bρ(x0)|
∫
Bi\Bi−1
|uj(x)− u˜(x)|q
ρq
dx
)1/q
,
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where we used |Bi \Bi−1| ≥ nλ
n(1−λ)
ν |Bρ(x0)|. Then
ν∑
i=1
|ζj,i| ≤ ν
2
n1/qλn/q(1− λ)1+1/q
(
1
|Bρ(x0)|
∫
Bρ(x0)
|uj(x)− u˜(x)|q
ρq
dx
)1/q
.
Altogether for the second term
I
(2)
j,i ≤ 3β
[
|Bi \Bi−1|
(
1 + |Edevu(x0)|+ (div u(x0))2
)
+
+
∫
Bi\Bi−1
(|Edevuj(x)|+ (div uj(x))2) dx+
+
2(1 +C)ν
(1− λ)1/q n
1/q′ |Bρ(x0)|
(
1
|Bρ(x0)|
∫
Bi\Bi−1
|uj(x)− u˜(x)|q
ρq
dx
)1/q
+
+
n(1− λ)
ν
|Bρ(x0)|ζ2j,i
]
and
ν∑
i=1
I
(2)
j,i
≤ 3β
[
n(1− λ)|Bρ(x0)|
(
1 + |Edevu(x0)|+ |div u(x0)|2
)
+
+
∫
Bρ(x0)
f
(
x
εj
,Euj(x)
)
α
dx+
+
2(1 + C)ν
(1− λ)1/q (nν)
1/q′ |Bρ(x0)|
(
1
|Bρ(x0)|
∫
Bρ(x0)
|uj(x)− u˜(x)|q
ρq
dx
)1/q
+
+
n(1− λ)
ν
|Bρ(x0)| ν
4
n2/qλ2n/q(1− λ)2+2/q
(
1
|Bρ(x0)|
∫
Bρ(x0)
|uj(x)− u˜(x)|q
ρq
dx
)2/q ]
.
Now
1
ν
ν∑
i=1
I
(1)
j,i + I
(2)
j,i + I
(3)
j,i
|Bρ(x0)|
≤ 1|Bρ(x0)|
∫
Bρ(x0)
(
1 + 3βαν
)
f
(
x
εj
,Euj(x)
)
dx+
+ 4βn(1− λ)(1 + |Edevu(x0)|+ |div u(x0)|2)+
+
2(1 + C)
(1− λ)1/q (nν)
1/q′
(
1
|Bρ(x0)|
∫
Bρ(x0)
|uj(x)− u˜(x)|q
ρq
dx
)1/q
+
+
ν2n1−2/q
λ2n/q(1− λ)1+2/q
(
1
|Bρ(x0)|
∫
Bρ(x0)
|uj(x)− u˜(x)|q
ρq
dx
)2/q
.
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We now send j →∞ and use in the last two terms that uj → u in Lq(Ω;Rn). Hence,
fhom(Eu(x0)) ≤ lim inf
j→∞
1
ν
ν∑
i=1
I
(1)
j,i + I
(2)
j,i + I
(3)
j,i
|Bρ(x0)|
≤
(
1 + 3βαν
)
lim
j→∞
µj(Bρ(x0))
|Bρ(x0)| +
+4βn(1− λ)(1 + |Edevu(x0)|+ |div u(x0)|2)
+
2(1 + C)
(1− λ)1/q (nν)
1/q′
(
1
|Bρ(x0)|
∫
Bρ(x0)
|u(x)− u˜(x)|q
ρq
dx
)1/q
+
+
ν2n1−2/q
λ2n/q(1− λ)1+2/q
(
1
|Bρ(x0)|
∫
Bρ(x0)
|u(x)− u˜(x)|q
ρq
dx
)2/q
.
Sending also ρ→ 0 (excluding countably many) and applying Lq-differentiability of u yields
fhom(Eu(x0)) ≤
(
1 + 3βαν
)
lim
ρ→0
lim
j→∞
µj(Bρ(x0))
|Bρ(x0)| +
+4βn(1− λ)(1 + |Edevu(x0)|+ |div u(x0)|2).
Since λ < 1 and ν ∈ N were arbitrary, we get
fhom(Eu(x0)) ≤ lim
ρ→0
lim
j→∞
µj(Bρ(x0))
|Bρ(x0)| .
Remark 3.11. Until now we have not made use of the asymptotic convexity assumption (3).
By (9) and Lemma 3.10, we have for every u ∈ U(Ω)
Γ(L1)- lim inf
ε→0
Fε(u) ≥
∫
Ω
fhom(Eu(x)) dx.
Together with the proof of the lim sup-inequality from Subsection 3.2 this yields the assertions
in Remark 1.2.
3.3.2 Singular points
In order to control the behaviour in the singular points, we will have to assume that f be
asymptotically convex, as defined in (3). We first note that these cη can be assumed to enjoy
the following additional properties.
Lemma 3.12. Suppose f is as in Theorem 1.1. To every η > 0 there exist βη > 0 and a
Carathe´odory function cη : Rn×Rn×nsym → R that is In-periodic in the first variable and convex
in the second such that (3) is satisfied for a.e. x ∈ Rn and all X ∈ Rn×nsym . Moreover, cη is
non-negative with cη(x, 0) = 0 and dom(cη)∗(x, ·) is closed for a.e. x ∈ Rn.
Here (cη)∗ denotes the convex conjugate of cη in the second variable.
Proof. Let us fix η > 0. For simplicity reasons we omit writing it as a superscript of the
corresponding convex functions. By assumption there is a Carathe´odory function c˜ : Rn ×
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R
n×n
sym → R that is In-periodic in the variable and convex in the second verifying (3) for some
β˜η > 0. Setting cˆ(x,X) := max{c˜(x,X) − β − β˜1, α(|Xdev | + (trX)2)}, we see that cˆ has a
Hencky plasticity growth (with the coefficients αˆ := α and βˆ := β + 1 + β1) and satisfies (3)
with βη := β˜η + β + β˜1. Clearly, cˆ ≥ 0 and cˆ(x, 0) = 0 for every x.
Elementary arguments show that the Hencky plasticity growth assumptions imply that for
every x there is a closed set K(x) in Rn×ndev with
{Y ∈ Rn×ndev : |Y | ≤ αˆ} ⊂ K(x) ⊂ {Y ∈ Rn×ndev : |Y | ≤ βˆ}
such that the domain of the convex conjugate (with respect to the second variable) of cˆ(x, ·)
satisfies
Int dom cˆ∗(x, ·) = IntdevK(x) + RI and dom cˆ∗(x, ·) = K(x) + RI
for a.e. x. (Here Intdev denotes the relative interior in R
n×n
dev .
Since 0 ∈ IntdevK(x), for ε < 1 the set
Kε(x) := (1− ε)K(x)
is a compact and convex subset of K(x) with 0 ∈ IntdevKε(x). We choose a Carathe´odory
function c : Rn × Rn×nsym → R such that
c(x,X) := sup{X · Y − cˆ∗(x, Y ) : Ydev ∈ Kε(x)}
for a.e. x and all X. In other words, c(x,X) = (cˆ∗(x, ·)+χKε(x)+RI)∗(X) for a.e. x and all X.
(Note that since Kε(x)+RI is closed and convex for every x, χKε(·)+RI is a normal integrand.)
As furthermore c(x, ·) is convex, we have
c∗(x, ·) = (cˆ∗ + χKε+RI)∗∗(x, ·) = cˆ∗(x, ·) + χKε(x)+RI
for a.e. x. From c∗(x, ·) ≥ cˆ∗(x, ·), it follows
c(x, ·) ≤ cˆ(x, ·)
for a.e. x.
On the other hand, as cˆ ≥ 0, we have (1− ε)−1cˆ ≥ cˆ, and consequently
cˆ∗(x, Y ) ≥ (1− ε)−1cˆ∗(x, (1− ε)Y )
= (1− ε)−1cˆ∗(x, (1− ε)Y ) + (1− ε)−1χKε(x)((1− ε)Ydev) =
(
(1− ε)−1c)∗(x, Y )
for a.e. x and all Y , since (1 − ε)Ydev /∈ Kε(x) implies Ydev /∈ K(x), i.e., cˆ∗(x, Y ) = +∞.
Hence, we also have
cˆ(x, ·) ≤ (1− ε)−1c(x, ·)
for a.e. x. Summarizing, we have found a Carathe´odory function c : Rn × Rn×nsym → R which
is In-periodic in the variable and convex in the second such that dom c∗(x, ·) = Kε(x)+RI is
closed and
c(x, ·) ≤ cˆ(x, ·) ≤ (1− ε)−1c(x, ·)
holds and for a.e. x. Taking ε sufficiently small, this estimate also shows that c has Hencky
plasticity growth and satisfies (3) for 2η.
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Lemma 3.13. For some η > 0, let c satisfy the assertions of Lemma 3.12. Then also c∗hom
has a closed domain.
Proof. We first note that
(chom)
∗(Y ) = inf
Φ∈L2(Ω;Rn×nsym )
divΦ=0∫
In Φ(x)dx=0
∫
In
c∗(x, Y +Φ(x)) dx, (11)
cf. [DQ:90, Equation (3.8)]. (This formula can be obtained by writing
(chom)
∗(Y ) = sup
X∈Rn×nsym
(
Y ·X − inf
ϕ∈LU0(In)
∫
In
c(x,X + Eϕ(x)) dx
)
= sup
X∈Rn×nsym
(
− inf
ϕ∈LU0(In)
∫
In
(
c(x,X + Eϕ(x)) − Y · (X + Eϕ(x))
)
dx
)
= − inf
u∈LU(In)
F (u) +G(Λu),
with
F (u) := χC(u) and G(A) :=
∫
In
(
c(x,A(x)) − Y ·A(x)) dx,
where C := {u ∈ LU(In) : u affine on ∂In} and
Λu := Eu : LU(In)→ {A ∈ L1(In;Rn×nsym ) : trA ∈ L2}.
By duality, see, e.g., [ET:76, Remark III.4.2, Theorem III.4.1], we get
(chom)
∗(Y ) = inf
Φ∈L2(In;Rn×nsym )
Φdev∈L
∞}
(
F ∗(Λ′Φ) +G∗(−Φ)),
where Λ′ denotes the adjoint of Λ. From this, straightforward calculations lead to (11) with
the help of a measurable selection argument (see, e.g., [ET:76, Proposition IV.1.2]) and the
observation that dom c∗(x, ·) ∩ Rn×ndev is bounded uniformly in x.)
As a direct consequence we have Y ∈ dom(chom)∗ if and only if
∃Φ ∈ L2(In;Rn×nsym ) : div Φ = 0,
∫
In
Φ(x) dx = 0, (Y + Φ(x))dev ∈ K(x) for a.e. x ∈ In.
In order to show that dom(chom)
∗ is closed, we suppose {Y (j)}j∈N ⊂ dom(chom)∗ and Y (j) →
Y . Denote M := supj |Y (j)| <∞.
Let Φ(j) be a corresponding function to Y (j). Then for almost every x ∈ In
Φ
(j)
dev(x) ∈ K(x)− Y (j)dev ⊂ {X ∈ Rn×ndev : |X| ≤ β +M}.
Hence, {Φ(j)dev}j∈N is a bounded sequence in L∞(In;Rn×nsym ). Moreover,
0 = divΦ(j) = div(Φ
(j)
dev +
tr Φ(j)
n I) = divΦ
(j)
dev + div(
tr Φ(j)
n I) = divΦ
(j)
dev +∇( tr Φ
(j)
n ).
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Hence, in the sense of distributions in W−1,2(In;Rn×nsym )
∇(tr Φ(j)) = −n divΦ(j)dev,
and thus
‖∇(tr Φ(j))‖W−1,2 = n‖divΦ(j)dev‖W−1,2 ≤ n‖Φ(j)‖L∞ ≤ n(β +M).
Since
∫
In
tr Φ(j)(x) dx = 0, a weak form of the Poincare´ inequality (see, e.g., [Ga:11, p. 175])
leads to
‖ tr Φ(j)‖L2 ≤ C‖∇(tr Φ(j))‖W−1,2 ≤ Cn(β +M).
Thus we have proved that {Φ(j)}j∈N is a bounded sequence in L2(In;Rn×nsym ). Hence, it contains
a non-relabeled weakly converging subsequence, say
Φ(j) ⇀ Φ in L2.
We wish to prove that Φ an appropriate function for Y , i.e.
div Φ = 0,
∫
In
Φ(x) dx = 0 and (Y +Φ(x))dev ∈ K(x) for a.e. x ∈ In.
The first two properties follow immediately from the weak convergence in L2(In;Rn×nsym ). As
for the last, let us define the set
Ξ := {Ψ ∈ L2(In;Rn×nsym ) : Ψdev(x) ∈ K(x) for a.e. x ∈ In}.
This set is convex and closed (in the norm topology), and is therefore also weakly closed.
Since
Ξ ∋ Y (j) +Φ(j) ⇀ Y +Φ in L2,
also Y +Φ ∈ Ξ.
Let c have all the properties stated in Lemma 3.12. We introduce
Cε(u) :=
{ ∫
Ω c
(
x
ε ,Eu(x)
)
dx, u ∈ LU(Ω),
∞, else.
In [DQ:90] the authors introduce for every non-negative function ϕ ∈ C(Ω) also the functionals
〈Cε(u), ϕ〉 :=
{ ∫
Ω c
(
x
ε ,Eu(x)
)
ϕ(x) dx, u ∈ LU(Ω),
∞, else.
In Theorem 1.1 they show that for any εj ց 0 there exists a subsequence {jk}k∈N such
that Γ(Lq)-limk→∞〈Cεjk (u), ϕ〉 exists for every non-negative continuous ϕ : Ω→ R and every
u ∈ U(Ω). (q is as before, i.e. 1 < q < nn−1 .) In Proposition 2.1 it is proved that for
u ∈ LU(Ω) the corresponding Γ-limit is given by a density, which is by Proposition 2.2
location-independent.
If ϕ = 1, we get the existence of Γ(L1)-limk→∞ Cεjk on the whole L1(Ω;Rn) with the domain
U(Ω). The passage from the Γ(Lq)-limit to the Γ(L1)-limit follows from the lower bound and
the compactness of the embedding U(Ω) →֒ Lq(Ω;Rn). By Remark 1.2 the density of the
Γ-limit must be chom.
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Morever, they show that this density determines the Γ-limit for every u ∈ U(Ω) with the
formula ∫
Ω
ϕ(x) d
(
chom(Eu)
)
(x).
Under the integral there is a measure chom(Eu) that still needs to be explained. Before that,
let us notice that the expression neither depends on {εj}j∈N nor on {jk}k∈N. By the Urysohn
property it follows that actually even Γ(Lq)-limε→0〈Cε( ), ϕ〉 and therefore Γ(L1)-limε→0 Cε
exist and are given by chom.
Now we return to the definition of chom(Eu). For convex functions with a possible superlinear
growth, this was done in [DT:86]. However, there are some requirements that have to be
met (see Subsection 2.2 therein). Right away we see that chom is a non-negative finite convex
function with chom(0) = 0. Since chom has superlinear growth, its asymptotic function (chom)
#
does not coincide with the recession function. The latter is in this case for all X ∈ Rn×nsym
(chom)
∞(X) = lim sup
t→∞, Y→X
chom(tY )
t
=∞.
However, by Remark 3.2 we still have
(chom)
#|
R
n×n
dev
= (chom|Rn×ndev )
∞.
This distinction is actually a very important issue in this analysis. To emphasize the difference,
our denotation differs from the one in [DT:86]. The domain of (chom)
# is Rn×ndev , and for
X ∈ Rn×ndev it holds chom(X) ≤ β(|X| + 1). Finally, by Lemma 3.13 the domain of (chom)∗ is
closed.
Then, according to [DT:86, Section 2.2], we may define
chom(Eu) := chom(Eu) Ln + (chom)#( dEsud|Esu|) |Esu|.
Therefore, for every non-negative ϕ ∈ C(Ω) and u ∈ U(Ω),
Γ(Lq)- lim
ε→∞〈Cε(u), ϕ〉 = 〈Chom(u), ϕ〉 :=
∫
Ω
ϕ(x) dchom(Eu)(x).
As before this implies
Γ(L1)- lim
ε→∞ Cε = Chom
where
Chom(u) :=
{ ∫
Ω chom(Eu), u ∈ U(Ω),
∞, else.
To simplify the denotation, let us define the asymptotic function also for non-convex functions
as
f#(X) := lim sup
t→∞
f(tX)
t
.
As already stated in Remark 3.2, if f is Lipschitz continuous, it coincides with the recession
function.
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Lemma 3.14. Suppose f : Rn ×Rn×nsym → R is a Carathe´odory function that is In-periodic in
the first variable and satisfies (1) and (3). Then
µs ≥ (fhom)#( dEsud|Esu|)|Esu|.
Proof. Take any non-negative ϕ ∈ C0(Ω) and, for given η > 0, let cη be as provided by
Lemma 3.12. We may add to our assumptions on {uj}j∈N from the beginning of Subsection 3.3
that (|Edevuj|+ (div uj)2)Ln ∗⇀ σ in M(Ω). Because of the weak-∗ convergence and from
f(x,X) ≥ cη(x,X)− η(|Xdev |+ (trX)2)− βη,
it follows (denoting the functionals corresponding to cη and cηhom by Cηε , respectively, Cηhom)∫
Ω
ϕ(x) dµ(x)
= lim
j→∞
∫
Ω
ϕ(x) dµj(x)
≥ lim inf
j→∞
〈Cηεj (uj), ϕ〉 − limj→∞η
∫
Ω
(|Edevuj(x)|+ (div uj)2)ϕ(x) dx− βη
∫
Ω
ϕ(x) dx
≥ 〈Cηhom(u), ϕ〉 − η 〈σ, ϕ〉 − βη
∫
Ω
ϕ(x) dx.
Hence, µ ≥ cηhom(Eu)− η σ − βηLn. The inequality holds also for the corresponding singular
part, i.e.,
µs ≥ (cηhom)#( dE
su
d|Esu|)|Esu| − η σs.
From
|Xdev|+ (trX)2 ≤ f(x,X)
α
,
it follows (
1− η
α
)
f(x,X)− βη ≤ cη(x,X) ≤
(
1 +
η
α
)
f(x,X) + βη .
Hence, (
1− η
α
)
fhom(X)− βη ≤ cηhom(X) ≤
(
1 +
η
α
)
fhom(X) + βη ,
and thus (
1− η
α
)
(fhom)
#(X) ≤ (cηhom)#(X) ≤
(
1 +
η
α
)
(fhom)
#(X).
This holds for every η > 0, so
(fhom)
#(X) = lim
η→0
(cηhom)
#(X),
and, since Esu is supported on deviatoric matrices, by dominated convergence
µs ≥ (fhom)#
(
dEsu
d|Esu|
)|Esu|.
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3.4 Relaxation at zero hardening revisited
The considerations of the previous subsections may be applied to the functionals with location-
independent densities. Clearly, thus we are investigating the relaxation of the homogeneous
setting with or without hardening.
We would like to reconsider the assumption of asymptotic convexity for this case taking into
account the recent progress in this field, i.e. the results in [KK:16]. For the sake of simplicity,
we start with f that is already symmetric-quasiconvex.
Suppose that f for some 0 ≤ γ < 1 fulfils
f(X) ≥ f#(Xdev)− β(|Xdev|γ + 1)
for all X ∈ Rn×nsym . Here we actually have two assumptions in mind.
First, we make the projection
f(X) ≥ f(Xdev)− C1(|Xdev|γ + 1).
Recalling the quadratic growth in the trace direction, it is not a very strong assumption.
However, it cannot be excluded just by using the lower bound and Lemma 3.5. Currently,
it is not known to us whether alone the symmetric-quasiconvexity with a Hencky plasticity
growth condition suffices for this estimate.
Additionally, we suppose for P ∈ Rn×ndev also
f(P ) ≥ f#(P )− C2(|P |γ + 1).
Such a behaviour is in accordance with similar assumptions in the literature (e.g., [BFT:00,
BFM:98]).
Thus, we imposed a lower bound on the function f , however, not by a convex function as
before, but by a 1-homogeneous symmetric-rank-one-convex function (on Rn×ndev ). Let us be
more precise:
• V := Rn×ndev is a finite-dimensional normed space,
• D := {a⊙ b : a, b ∈ Rn, a ⊥ b} spans V ,
• g := f#|
R
n×n
dev
: V → R is 1-homogeneous and is convex along any direction from D.
According to [KK:16, Theorem 1.1], g is convex at every point from D. To be more specific,
for every pair of orthogonal vectors a, b ∈ Rn, there exists a (homogeneous) linear function
ℓ : V → R such that
g ≥ ℓ everywhere on V and g(a ⊙ b) = ℓ(a⊙ b).
With this tools we may prove an alternative relaxation result.
Proposition 3.15. Let us have a symmetric-quasiconvex function f : Rn×nsym → R with Hencky
plasticity growth (1) for which there exists γ ∈ [0, 1) such that
f(X) ≥ f#(Xdev)− β(|Xdev|γ + 1)
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for all X ∈ Rn×nsym . Then the lower semicontinuous envelope of the functional
F(u) :=
{ ∫
Ω f
(
Eu(x)
)
dx, u ∈ LU(Ω;Rn),
∞, else,
is
lscF(u) =
{ ∫
Ω f
(
Eu(x)
)
dx+
∫
Ω f
#
(
dEsu
d|Esu|(x)
)
d|Esu|(x), u ∈ U(Ω;Rn),
∞, else.
Proof. By Remark 1.2 and Lemma 3.10, we just have to prove the lim inf-inequality in the
singular points.
Let us take any u ∈ U(Ω;Rn) and let uj → u in L1(Ω;Rn). Clearly, we may for {uj}j∈N
consider only bounded sequences in LU(Ω;Rn). Moreover, we may suppose
• uj ⇀ u in U(Ω;Rn),
• µj := f(Euj)Ln converge weakly-∗ to some µ in M(Ω;Rn),
• |Edevuj|γ + 1 converge weakly to some h in L1/γ(Ω;Rn).
Our goal is to show µs ≥ f#( dEsud|Esu|)|Esu| with µ = gLn + µs again being the Lebesgue
decomposition of µ with respect to Ln.
According to Theorem 2.3, for |Esu|-a.e. x0 ∈ Ω, there exist a(x0), b(x0) ∈ Rn such that
dEsu
d|Esu|(x0) = limρ→0
Eu(Bρ(x0))
|Eu|(Bρ(x0)) = a(x0)⊙ b(x0). (12)
Since trEsu = 0, we have tr a(x0)⊙ b(x0) = a(x0) · b(x0) = 0. By the Besicovitch derivation
theorem A.4, for |Esu|-a.e. x0 ∈ Ω also,
dµs
d|Esu| (x0) = limρ→0
µ(Bρ(x0))
|Eu|(Bρ(x0)) . (13)
Since (div u) Ln and hLn are each mutually singular with |Esu|, for |Esu|-a.e. x0 ∈ Ω also
lim
ρ→0
∫
Bρ(x0)
div u(x) dx
|Eu|(Bρ(x0)) = limρ→0
∫
Bρ(x0)
h(x) dx
|Eu|(Bρ(x0)) = 0. (14)
Let x0 ∈ Ω be from now on any point where (12), (13) and (14) hold. Being fixed, we stop
writing x0 in the denotations. We need to show that
lim
ρ→0
µ(Bρ)
|Eu|(Bρ) ≥ f
#(a⊙ b).
Let ℓ : Rn×ndev → R be a linear function from [KK:16, Theorem 1.1] that determines the
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supporting hyperplane for f#|
R
n×n
dev
at a⊙ b. For all but countable many ρ > 0 it holds
µ(Bρ) = lim
j→∞
µj(Bρ)
= lim
j→∞
∫
Bρ
f(Euj(x)) dx
≥ lim sup
j→∞
∫
Bρ
f#(Edevuj(x)) dx− β lim
j→∞
∫
Bρ
(|Edevuj(x)|γ + 1) dx
≥ lim sup
j→∞
∫
Bρ
ℓ(Edevuj(x)) dx− β
∫
Bρ
h(x) dx
= ℓ
(
devEu(Bρ)
)− β ∫
Bρ
h(x) dx.
Hence, by (14) and (12)
lim
ρ→0
µ(Bρ)
|Eu|(Bρ) ≥ lim supρ→0 ℓ
(
devEu(Bρ)
|Eu|(Bρ)
)
= ℓ
(
lim
ρ→0
Eu(Bρ)
|Eu|(Bρ)
)
= ℓ(a⊙ b).
Now, we employ
ℓ(a⊙ b) = f#(a⊙ b).
A Appendix: Miscellaneous auxiliary results
For convenience of the reader we review the notion of quasiconvexity on linear strains and
collect a couple of auxiliary results in the specific form they were applied above.
Definition A.1. A locally bounded Borel function f : Rn×nsym → R is symmetric-quasiconvex
(resp. symmetric-rank-one convex) if the function
R
n×n → R, X 7→ f(Xsym)
is quasiconvex (resp. rank-one convex).
Therefore, a symmetric-quasiconvex function f must fulfil∫
In
f(X + Eϕ(x)) dx ≥ f(X)
for every X ∈ Rn×nsym and every ϕ ∈ C∞c (In;Rn) whereas symmetric-rank-one convexity means
that
t 7→ f(X + t a⊙ b)
is convex for all X ∈ Rn×nsym and a, b ∈ Rn. We denote the symmetric-quasiconvex envelope by
fqcls. It is related to the quasiconvex envelope by the formula
(f ◦ sym)qc = fqcls ◦ sym .
(sym : Rn×n → Rn×nsym is simply the symmetrizing projection.) For the proof and other
properties, we refer to [Zh:04].
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The following estimate on the Lipschitz constant is proved in [BKK:00, Lemma 2.2]:
Lemma A.2. If f : B2r(X0) ⊂ Rm×n → R is separately convex, then
lip(f ;Br(X0)) ≤
√
mn
osc(f ;B2r(X0))
r
,
where osc(f ;U) = sup{|f(X)− f(Y )| : X,Y ∈ U}.
Next we state an equiintegrability result of Fonseca, Mu¨ller and Pedregal, see [FMP:98,
Lemma 1.2] and [Pe:97, Lemma 8.3]:
Lemma A.3. Let Ω ⊂ Rn be an open bounded set, and let {ui}i∈N be a bounded sequence
in W 1,p(Ω;Rm), 1 < p < ∞. There exist a subsequence {uik}k∈N and a sequence {vk}k∈N ⊂
W 1,p(Ω;Rm) such that
lim
k→∞
∣∣{∇vk 6= ∇uik} ∪ {vk 6= uik}∣∣ = 0
and {|∇vk|p}k∈N is equiintegrable. Moreover, if ui ⇀ u in W 1,p(Ω;Rm), then the vk can be
chosen in such a way that vk = u on ∂Ω and vk ⇀ u in W
1,p(Ω;Rm).
The following version of the Besicovitch derivation theorem is shown in [FL:07, Theorem 1.153].
Theorem A.4. Let µ, ν be two positive regular Borel measures on Rn. There exists a Borel set
N ⊂ Rn with µ(N) = 0 such that for any x ∈ Rn \N and any convex compact neighbourhood
of the origin C ⊂ Rn
dνa
dµ
(x) = lim
rց0
ν(x+ rC)
µ(x+ rC)
∈ R
and
lim
rց0
νs(x+ rC)
µ(x+ rC)
= 0,
where
ν = νa + νs, νa ≪ µ and νs ⊥ µ.
The following theorem gathers the relevant results from [BS:90, Section 2]. See also the
references therein, as the original proofs go back to Bogovskii. Therefore, B is sometimes
referred to as Bogovskii’s operator.
Theorem A.5. Let Ω ⊂ Rn be a bounded Lipschitz domain and 1 < q < ∞. There exists a
linear operator B = BΩ,q : Lq(Ω)→W 1,q0 (Ω;Rn) with the following properties:
• For every f ∈ Lq(Ω) with ∫Ω f(x) dx = 0, it holds
divBf = f.
• For every f ∈ Lq(Ω)
‖∇(Bf)‖Lq(Ω;Rn×n) ≤ C‖f‖Lq(Ω).
The constant C depends only on Ω and q, and is translation- and scaling-invariant.
• If f ∈ C∞c (Ω), then Bf ∈ C∞c (Ω;Rn).
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