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We propose Mo¨bius maps as a tool to model synchronization phenomena in coupled phase oscil-
lators. Not only does the map provide fast computation of phase synchronization, it also reflects
the underlying group structure of the sinusoidally coupled continuous phase dynamics. We study
map versions of various known continuous-time collective dynamics, such as the synchronization
transition in the Kuramoto-Sakaguchi model of non-identical oscillators, chimeras in two coupled
populations of identical phase oscillators, and Kuramoto-Battogtokh chimeras on a ring, and demon-
strate similarities and differences between the iterated map models and their known continuous-time
counterparts.
I. INTRODUCTION
Ensembles of sinusoidally coupled phase oscillators
[1, 2] are widely adopted as canonical models for synchro-
nization in various scientific and engineering inquiries.
For instance, models of coupled phase oscillators have
been successfully applied to functional connectivity of the
human brain [3, 4], neuronal oscillatory behavior [5, 6],
and neural encoding [7–9]. Increasingly, they also serve
as a computational tool in machine learning and artificial
intelligence based on oscillatory neural networks [10–13],
which opens up a new perspective for hardware imple-
mentations [14].
The most popular models in the field, the Kuramoto-
Sakaguchi model [15] and the Winfree model [16] are
formulated as systems of ordinary differential equations
for coupled phase oscillators. The goal of this paper is
to formulate a discrete-time analogue of the Kuramoto-
Sakaguchi model as a system of coupled maps, that has
similar dynamical properties but provides a fast compu-
tation of the dynamics in discrete-time steps.
Globally coupled maps [17–22] have been intensively
studied in the literature, often with emphasis on the col-
lective dynamics of intrinsically chaotic units. Among
the existing map models, coupled circle maps are ideal
for studying synchronization phenomena due to their pe-
riodic domains. The simplest and most widely used cir-
cle map is the sine circle map ϕ → ϕ + Ω + ε sinϕ,
which has been explored in the context of global cou-
pling [18, 23, 24] as well as in non-trivial coupling net-
works such as computational neural networks [25]. How-
ever, the coupled sine circle maps have several properties
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different from that of the Kuramoto-Sakaguchi model.
For example, a known property of the continuous-time
Kuramoto-Sakaguchi model is that clustering, i.e., the
formation of several distinct synchronized groups, cannot
occur [26]. However, for the sine circle maps, even though
the map parameters can be tuned to certain regions such
that no chaos is produced by the iteration of a single
map (i.e., the mapping remains one-to-one), the coupled
iterated map dynamics of identical units governed by the
same mean field nevertheless produces various complex
cluster states.
As shown in previous literature, the propagator of
continuous-time phase oscillators forced proportionally
to the first harmonics of the phase has the form of
a Mo¨bius transformation [27]. The Mo¨bius transform
lies at the heart of the low-dimensional dynamical the-
ory for globally forced populations of continuous-time
phase oscillators formulated by Watanabe and Strogatz
(WS) [27–31]. There, the Mo¨bius transform is used to
convert the original phase variables to new conserved
quantities, such that the time-varying transformation pa-
rameters obey a simple low-dimensional system of ordi-
nary differential equations.
In this paper, we implement a Mo¨bius map, in-
spired from the aforementioned Mo¨bius transform, as
the basic circle map. The main arguments for studying
synchronization and collective dynamics using Mo¨bius
maps are threefold. First, similar to the solution of a
continuous-time Kuramoto-type phase model, an ensem-
ble of infinite units governed by Mo¨bius maps possesses
a low-dimensional manifold (corresponding to the Ott-
Antonsen (OA) manifold [32] for continuous-time oscil-
lators). Therefore, the equation for the mean field can
be reduced to a low-dimensional map, whereas the mean-
field equations for more general circle maps are generic
infinite-dimensional nonlinear Perron-Frobenius opera-
tors. One exception is homographic maps [33], which
as we will discuss in Section II C below, are equivalent
to Mo¨bius maps. Secondly, iterated maps allow for large
changes of the system state at each time step, in contrast
to numerical integration of ordinary differential equations
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2(ODEs) – a property which can be exploited to speed
up computation for large systems. Third, while Mo¨bius
maps can fully reproduce the ODE behaviour within cer-
tain limit of map parameters, new and interesting dy-
namics is also possible, e.g. for strong negative coupling.
The plan of the paper is as follows. In Sec. II, we first
review the general form of the complex Mo¨bius map and
discuss its group properties. We discuss its single-map
dynamics under function iteration and fixed parameters.
Next, by allowing the parameters of the map to vary in
time and applying the group properties, we study the
low-dimensional dynamics in globally coupled identical
maps, and make the connection to the WS and OA mean-
field reduction theories. Finally, we give a real-valued
representation of the Mo¨bius map on the unit circle to
be used in numerical calculations and remark on a con-
nection of the theory of Mo¨bius maps with earlier results
for homographic maps. In Sec. III we give a compact
expression of the Mo¨bius map which solves the Adler
equation for phase dynamics on an arbitrary time inter-
val. In Sec. IV, we use this result to construct a map
model of globally coupled, non-identical oscillators, as
a discrete-time counterpart to the Kuramoto-Sakaguchi
model [15]. We discuss the dynamics of globally coupled
Mo¨bius maps with frequency heterogeneity, of chimera
states in two populations of identical phase oscillators
with different intra- and inter-population couplings [34],
and of chimeras on a periodic lattice of identical oscil-
lators with non-local coupling [35–37]. In all examples,
known behaviours of the continuous-time dynamics can
be reproduced qualitatively under positive coupling, and
an interesting new synchronizing behaviour can be found
for finite negative coupling, under which the familiar
continuous-time dynamics would simply be incoherent or
asynchronous.
II. MO¨BIUS MAP AND ITS PROPERTIES
In this section we heavily rely on the excellent in-
troduction of Mo¨bius transformation and Mo¨bius group
in the context of continuous-time dynamics by Marvel,
Mirollo, and Strogatz [27]. We will repeat some results
from Ref. [27] for the sake of consistency. Our extension
of Ref. [27] is the introduction of the Mo¨bius circle map as
a dynamical system (Section II A), and the formulation
of the low-dimensional discrete-time equations governing
the evolution of ensembles (Section II B). Additionally,
we give a real-valued representation of the map on the
complex unit circle and connect the Mo¨bius maps to ho-
mographic maps on the real line, where low-dimensional
mean-field behavior on an invariant manifold for infinite
ensembles has been reported previously [33].
A. Standard form and dynamics of a single
iterated map
For the Mo¨bius transformation we use the same
parametrization as in Ref. [27]
Mq,ψ (z) = q + e
iψz
1 + q∗eiψz
, (1)
with parameters (q, ψ) ∈ D × S1, where |q| < 1, i.e., q
is on the open complex unit disc D, and exp(iψ) ∈ S1
on the complex unit circle S1. The complex conjugate
of q is denoted as q∗. Transformation (1) can be applied
to any complex number z in the closed unit disk, z ∈
{D∪S1}. Transformation (1) is invertible and leaves the
complex unit circle invariant. This property will be used
to define a circle map. Mo¨bius transformation (1) can be
decomposed as two independent actions
Mq,ψ (z) = Cq ◦ Rψ (z) , (2)
where Rψ denotes rotation by an angle ψ
Rψ : z → eiψz , (3)
and Cq denotes a directional contraction
Cq : z → q + z
1 + q∗z
. (4)
The identity transformation is M0,0. The rotational ac-
tions commute: Rψ1 ◦Rψ2 = Rψ2 ◦Rψ1 = Rψ1+ψ2 , with
the inverse of the rotation R−1ψ = R−ψ. The inverse of
the contraction is C−1q = C−q such that
M−1q,ψ = R−ψ ◦ C−q . (5)
Rotational symmetry is expressed as
Cq = R−ψ ◦ Cqeiψ ◦ Rψ . (6)
It is well known that Mo¨bius transformation forms a
group under functional composition
Mq2,ψ2 (z) =Mq1,ψ1 ◦Mq0,ψ0 (z) . (7)
This is to say, the group parameters q2, ψ2 of the new
transformation are functions of the parameters of the
component transformations. Under parametrization (1),
these functions are (see Appendix A for a detailed deriva-
tion):
q2 =Mq1,ψ1 (q0) , eiψ2 = Cq1q∗0
(
eiψ1
) · eiψ0 . (8)
We now consider a complex variable z = eiϕ on the
unit circle, and define a Mo¨bius circle map by virtue of
the transformation (1):
eiϕ
(n+1)
=Mq,ψ
(
eiϕ
(n)
)
, (9)
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FIG. 1: The rotation number η of iterated Mo¨bius maps as
a function of map parameter ψ, given ρ = 0.4. Open circles:
direct numerical simulations; solid line: formula (11).
where n = 0, 1, . . . is a discrete time index. MapMq,ψ is
defined by a complex parameter q = ρ exp(iϑ) and a real
parameter ψ. Here we first assume the parameters q, ψ
to be constant.
Circle map (9), contrary to generic smooth circle maps,
possesses a very simple dynamics under iteration. It can
be shown that it has just one Arnold tongue – a region
of synchronous phase locking with rotation number zero,
while tongues with other rotation numbers do not exist.
This should be contrasted with the existence of Arnold
tongues with all rational rotation numbers for generic
circle maps [38]. The rotation number η can be defined
according to Refs. [38, 39] as
η = lim
n→∞
ϕ(n) − ϕ(0)
2pin
, (10)
where the phase variable is lifted to the real line. Derived
in detail in Appendix B, the rotation number of map (9)
can be expressed as
η =
0 for ρ >
∣∣∣sin ψ2 ∣∣∣ ,
1
pi arctan
(
tan ψ2 ·
√
1− ρ2
sin2 ψ2
)
otherwise.
(11)
The rotation number of the Mo¨bius map as a function of
parameter ψ is demonstrated in Fig. 1, where numerical
and analytical results are shown to coincide. One can
see a plateau with η = 0 for ρ >
∣∣∣sin ψ2 ∣∣∣ and smooth
dependence on ψ outside the plateau. In the domain
η 6= 0, as is derived in Appendix B, the Mo¨bius map is
conjugate (by virtue of another Mo¨bius transformation)
to a circle shift.
The above calculation consists an analytical proof for
the existence of one single Arnold tongue in iterated dy-
namics of Mo¨bius maps of fixed parameters. Another way
of proving the same result is by considering the group
property of Mo¨bius map (7). If we assume to the con-
trary, that Mo¨bius map (9) under iteration has an Arnold
tongue with a non-integer rotation number, then it fol-
lows that there exists a stable periodic orbit with a period
larger than one. This in turn implies that an iteration
over such a period results in several stable fixed points.
But from the group property (7), we know that any iter-
ation of the Mo¨bius map is again a Mo¨bius map, and a
Mo¨bius map can have at most only one stable fixed point.
This contradicts the assumption that Mo¨bius map (9) has
an Arnold tongue with a non-integer rotation number.
Hence Mo¨bius map (9) can only possess Arnold tongues
of integer rotation number.
This special property of Mo¨bius maps having only one
Arnold tongue has another consequence, namely, that dif-
ferent phases iterated by the same Mo¨bius map may form
at most one cluster. A cluster K{ϕ(n)j , j = 1 . . . N} is a
subset of phases in an ensemble which contract to a sin-
gle point on the unit circle in the course of the phase
evolution, i.e., limn→∞ exp[i(ϕ
(n)
k − ϕ(n)j )] = 1 for all
pairs of phases {ϕk, ϕj} in the cluster. Since the evo-
lution of any phase variable ϕ(0) → ϕ(n) is given by the
same Mo¨bius map, which has at most one attractive fixed
point, only one cluster can be formed under a common
iterated Mo¨bius map of fixed or time-varying parameters,
with the possible exception of one phase located precisely
at the unstable fixed point of the map, outside the clus-
ter.
Under the iteration of Mo¨bius maps, as with all invert-
ible circle maps, chaotic dynamics of the phases cannot
occur, regardless of whether the map parameters are con-
stant, time-varying, or follow chaotic sequences.
B. Low-dimensional evolution of oscillator
ensembles under Mo¨bius maps
The group property of the Mo¨bius maps, as shown
by Eqs. (7) and (8), implies that the evolution under
Mo¨bius map dynamics (9) from any set of initial states
is reducible to a three-dimensional evolution of the map
parameters q and ψ. To see this, consider the single-
map dynamics (9) with an arbitrary discrete sequence of
parameters q(n), ψ(n) that vary in time
eiϕ
(n)
=Mq(n),ψ(n)
(
eiϕ
(n−1))
. (12)
Due to the group property (7), the evolution over any
time interval from the initial state exp(iϕ(0)) to the final
state exp(iϕ(n)) can also be expressed as a Mo¨bius map
eiϕ
(n)
=MQ(n),Ψ(n)
(
eiϕ
(0)
)
. (13)
Shifting n→ (n−1), applying map (12) of time step n to
both sides of (13) and using the transformation rule (8)
for composite group parameters, we obtain the evolution
4equations of Q and Ψ
Q(n) =Mq(n),ψ(n)
(
Q(n−1)
)
,
eiΨ
(n)
= Cq(n)Q∗(n−1)
(
eiψ
(n)
)
eiΨ
(n−1)
.
(14)
The initial values Q(0) = 0 and Ψ(0) = 0 follow from the
identity map M0,0(z) = z.
We note that the transformation governing Q is the
same as the original Mo¨bius map (12) for the phase ϕ,
but here it is applied to a complex variable defined on
the unit disc, and not on the unit circle.
Because transformation (14) does not depend on the
initial phase ϕ(0), it can be used to describe the evo-
lution of any initial state of the phase by first ap-
plying the map (14) for Q(n) and then applying the
map (13) for the phase. Thus, the evolution of any en-
semble of oscillators by a sequence of Mo¨bius maps is al-
ways restricted to a three-dimensional manifold described
by (14) and parametrized by (Q(n),Ψ(n)) ∈ D × S1.
Hence, the discrete-time dynamics (14) for an ensemble
of oscillators under common forcing is fully analogous
to the Watanabe-Strogatz quasi-mean-field equations in
the continuous-time case [28]. The role of the three-
dimensional manifold is the same as in the continuous-
time case: It implies that for any number of units, the
dynamics can be split into constants of motion (e.g., ini-
tial values of the phases) and three dynamical variables
(Q(n),Ψ(n)), the evolution of which may be nontrivial.
One often calls this property of the phase dynamics “par-
tial integrability”.
Even for an infinite ensemble of oscillators described
by a density µ(ϕ), the evolution takes place on a
three-dimensional invariant manifold. µQ,Ψ(ϕ) denotes
the density of oscillator phases after the transforma-
tion exp(iϕ) → MQ,Ψ(exp(iϕ)) from an initial density
µ0,0(ϕ). The family of densities µQ,Ψ(ϕ) is a three-
dimensional invariant manifold, parametrized by Q and
Ψ. In the special case of a continuous, uniform phase
density µ0,0(ϕ) = 1/(2pi), the resulting family of densities
µQ,Ψ(ϕ) = µQ(ϕ) is independent of Ψ, which corresponds
to an angular shift that leaves the uniform density invari-
ant on the circle. As shown in Ref. [27] and Appendix C,
µQ(ϕ) is the family of wrapped Cauchy distributions
µQ(ϕ) =
1
2pi
1− |Q|2
|eiϕ −Q|2 . (15)
This family of phase densities is called the Ott-Antonsen
(OA) manifold in continuous-time phase dynamics [32],
and we shall use the same name to discuss the manifold
in the map dynamics here. On the OA manifold, the Ku-
ramoto mean field Z = 〈exp(iϕ)〉µQ is in fact identical to
the Mo¨bius map parameter Q (Appendix C). Replacing
map parameter Q with the mean field Z in (14), it follows
that the exact evolution of the ensemble mean field can
also be expressed as an iterated Mo¨bius transformation
Z(n) =Mq(n),ψ(n)
(
Z(n−1)
)
=
q(n) + eiψ
(n)
Z(n−1)
1 + q∗(n)eiψ(n)Z(n−1)
.
(16)
It is interesting to note that, the map for the mean field
(16) has exactly the same form as the map describing the
dynamics (12) of every single oscillator in the ensemble.
However, the domains of the two maps differ: while the
complex oscillators exp(iϕ) are always on the unit circle,
the mean field Z is an element of the unit disc, i.e. |Z| ≤
1.
As a side note, the sequences q(n) and ψ(n) in Eq. (12)
are arbitrary and may be functions of Z or contain ran-
dom components. In this way, more complicated noisy
dynamics and globally coupled oscillators can also be
studied with the discrete map model proposed here for
which all the results above still hold.
C. Real-valued representation and relation to
homographic maps
For computational purposes, an equivalent form of
parametrization of the Mo¨bius map may be used, which
is more suited for programming languages that do not
natively support a data type for complex numbers. Us-
ing identity exp(is) = (1 + i tan s2 )(1 − i tan s2 )−1 and
q = ρ exp(iϑ) as before, we can rewrite (9) in the trigono-
metric form
tan
ϕ(n+1) − ϑ
2
=
1− ρ
1 + ρ
tan
ϕ(n) + ψ − ϑ
2
. (17)
Manipulating (17) we then obtain the computationally
simple Mo¨bius map via the ATAN2 function
ϕ(n+1) = ϑ+ ATAN2
[
(1− ρ2) sin(ϕ(n) + ψ − ϑ),
(1 + ρ2) cos(ϕ(n) + ψ − ϑ) + 2ρ
]
.
(18)
Griniasty and Hakim [33] studied a family of homo-
graphic maps, defined for real variable x as
x(n+1) = a− b
x(n)
. (19)
This map leaves a Cauchy distribution invariant, in the
same way that Mo¨bius maps leave a wrapped Cauchy
distribution invariant. The homographic map (19) can
be shown to be equivalent to a Mo¨bius map. Indeed,
by a substitution x(n) = tan (ϕ(n)/2) = i(1− eiϕ(n))(1 +
eiϕ
(n)
)−1 we can rewrite (19) as the Mo¨bius map (9) for
ϕ(n) with parameters
q =
i(1− b) + a
i(1 + b) + a
, eiψ =
a− i(1 + b)
a+ i(1 + b)
. (20)
Given a Cauchy distribution with mean r and scale pa-
rameter s, the complex number z = r + is can be shown
5to be transformed under the same homographic map
z(n+1) = a − b/z(n) as the Cauchy distributed variables
x(n). This is to say, that the low-dimensional reduction
for ensembles evolved under iterated homographic maps
was already deduced in [33], almost at the same time
as the discovery of the low-dimensional dynamics in the
ensembles of phase oscillators [27, 28, 32].
III. RELATION TO ADLER EQUATION
Many continuous-time phase models of coupled oscilla-
tors can be written in the form of an Adler equation [40]
with constant or time-varying parameters. As we shall
see, the solution of the Adler equation has the form of a
Mo¨bius map. This allows us to build Mo¨bius map models
of coupled oscillators analogous to continuous-time mod-
els. In this section we relate the parameters of the Adler
equation to those of the Mo¨bius map.
The Adler equation with constant parameters can be
written in the form
ϕ˙ = A [λ− sin(ϕ− β)] , (21)
where the real-valued parameters consist of the ampli-
tude A, the ratio λ between the constant bias term and
the amplitude of the sinusoidal forcing, and the phase
shift β. It is known that for |λ| ≤ 1 the Adler equation
has a steady state solution, and for |λ| > 1, it yields
phase rotations.
The solution of the Adler equation with fixed param-
eters A, λ, β over a time interval τ can be shown to be a
Mo¨bius map (see Appendix D for details). Here A and τ
only enter the solution as a product P = Aτ . Denoting
σ =
√
1− λ2, Γ = tanh
(
P
2
σ
)
, (22)
and using the conventions
√−1 = i and tanh(ix) =
i tan(x), we can write the solution of the Adler equation
as the Mo¨bius map
eiϕ(τ) =
(σ + iλΓ)eiϕ(0) + eiβΓ
(σ − iλΓ) + eiϕ(0)e−iβΓ =Mq,ψ
(
eiϕ(0)
)
(23)
with group parameters
q = eiβ
Γ
σ − iλΓ , e
iψ =
σ + iλΓ
σ − iλΓ . (24)
The saddle-node bifurcation for the Adler equation at
|λ| = 1 corresponds to the tangent bifurcation of the
circle map. At the bifurcation, Eqs. (24) need to be eval-
uated in the limit λ→ ±1, i.e.,
q = eiβ
P
2∓ iP , e
iψ =
2± iP
2∓ iP . (25)
If the solution to the Adler equation after interval τ is a
Mo¨bius map, then the evolution under iterated Mo¨bius
maps is a Mo¨bius map again, as shown by the group prop-
erty in Sec. II. Therefore, taking infinitesimal time steps,
the solution of the Adler equation with time dependent
parameters A(t), λ(t) and β(t) is still a Mo¨bius map.
Consequently, all basic properties of the Adler equa-
tion are inherited by the Mo¨bius map. In particular, it
is known that for a solution to the Adler equation which
has a periodic dependence on its parameters, there is
only one Arnold tongue for every integer rotation num-
ber [41, 42]. This matches exactly the property of Mo¨bius
map as discussed in Section II, i.e. the Mo¨bius map has
at most one stable fixed point in the synchronized state.
Hence, Eq. (23) can be viewed as a numerical scheme to
simulate the continuous-time Adler equation with small
time step τ . In fact, while a standard Euler scheme,
which to the linear order in τ coincides with the Mo¨bius
map, breaks the Watanabe-Strogatz partial integrability
of the Adler equation [26], the Mo¨bius map (23) preserves
this partial integrability, similar to the symplectic inte-
gration schemes for Hamiltonian equations. Because the
map keeps the properties of the Adler equation also for
large τ , it offers a possibility to model features of oscilla-
tors obeying the Adler-type dynamics with an increased
computational efficiency, even though the main bottle-
neck of computing the mean-field at each step remains
for coupled maps (see Appendix E for more details).
In the special case where only the amplitude A = A(t)
has explicit time dependence, the Adler equation (21)
has the form of a phase response to a time-dependent
forcing, ϕ˙ = H(ϕ)A(t). The exact solution of (21) in
this case can be obtained by separation of variables. The
solution has the same form as (22) and (23), except in
this case the parameter P is the integral of A(t) over the
time interval τ
P =
∫ τ
0
A(t)dt . (26)
Here, the time-dependent kick amplitude A(t) can be any
generic function, e.g. a delta pulse or a constant force.
IV. MEAN-FIELD DYNAMICS FOR PHASES
EVOLVED UNDER COUPLED MO¨BIUS MAPS
A. Formulation of a model of globally coupled
maps with Kuramoto-Sakaguchi-type coupling
The Kuramoto-Sakaguchi model of globally coupled
phase oscillators is formulated as a system of N Adler-
type equations
ϕ˙j = ωj + εR sin(Θ− ϕj − α) , (27)
where the forcing, common to all oscillators, is expressed
through the complex mean field
Z = ReiΘ =
1
N
N∑
j=1
eiϕj = 〈eiϕj 〉j . (28)
6Here, natural frequencies ωj can be typically assumed
to be sampled from some distribution. In this section,
we build a discrete analogue of model (27) based on the
Mo¨bius maps.
Comparing (27) with the Adler equation (21), one can
see that A corresponds to εR, β corresponds to Θ − α,
and λ corresponds to ωj/(εR). However, a direct ap-
plication of the map solution (23) of the discrete-time
Adler equation is not optimal here, because parameters
λ and A enter (23) in a rather complex manner. In or-
der to obtain a simple discrete-time model, which not
only carries the essential properties of a globally forced
continuous-time phase model, but also allows an analytic
evaluation of averages with respect to some distribution
of natural frequencies, we split the phase evolution in the
Kuramoto-Sakaguchi model into two stages. In the first
stage a delta pulse of strength P (n) = εR(n) is applied to
all oscillators, the solution to which corresponds to (23)
with β(n) = Θ(n) − α and λ = 0. Here R(n) exp(iΘ(n))
is the mean field calculated just prior to the kick by the
delta pulse. In the second stage, the oscillators undergo
free rotation for a time interval T with individual nat-
ural frequencies ωj . This stage corresponds to the map
ϕj → ϕj + ωjT . Combining stages one and two, we
formulate the resulting model of heterogeneous, globally
coupled oscillators as
eiϕ
(n+1)
j = eiωjT
eiϕ
(n)
j + eiΘ
(n)−iα tanh εR
(n)
2
1 + eiϕ
(n)
j e−iΘ(n)+iα tanh εR(n)2
. (29)
Here the mean field is defined as
R(n)eiΘ
(n)
=
1
N
N∑
j=1
eiϕ
(n)
j . (30)
Taking T → dt and ε → εdt the map (29) is to the lin-
ear order in dt equivalent to an Euler integration step
for the continuous-time Kuramoto-Sakaguchi model (27)
and solves the ODE exactly in the limit dt → 0. In
the thermodynamic limit and on the Ott-Antonsen man-
ifold, the phase density µQ(ϕ, ω) for each value of fre-
quency ω is a wrapped Cauchy distribution with mean
field Q(ω) =
〈
eiϕ
〉
µQ(ϕ,ω)
, as shown above in Sec. II B.
According to (16), parameter Q then obeys the same
map as the individual phases having natural frequency ω
(29), i.e.
Q(n+1)(ω) = eiωT
Q(n)(ω) + ei(Θ
(n)−α) tanh εR
(n)
2
1 +Q(n)(ω)e−i(Θ(n)−α) tanh εR(n)2
.
(31)
The value of the mean field Z can be calculated as the
average of Q(n)(ω) with respect to a continuous distribu-
tion density of natural frequencies g(ω)
Z(n) = R(n)eiΘ
(n)
=
∫ ∞
−∞
Q(n)(ω)g(ω)dω . (32)
Similar to the approach of Ott and Antonsen [32],
we can assume that Q(ω) is analytic in the upper half-
plane, which allows us to calculate the integral via the
residue theorem. For a Lorentzian frequency distribution
of mean ω0 and scale parameter γ
g(ω) =
1
piγ
γ2
(ω − ω0)2 + γ2 , (33)
the mean field is Z = Q(ω0 +iγ). Accordingly, the global
mean field evolves according to the following map
Z(n+1) = e(iω0−γ)T
Z(n) + ei(Θ
(n)−α) tanh
(
εR(n)
2
)
1 + Z(n)e−i(Θ(n)−α) tanh
(
εR(n)
2
) .
(34)
The first part of map (34), e(iω0−γ)T , consists of a rota-
tion with the mean frequency ω0 of the ensemble, and a
decay of the mean field due to population heterogeneity
γ, which is determined by the width of the natural fre-
quency distribution. Equation (34) is a discrete analogue
of the Ott-Antonsen equation [32] which describes the
dynamics of the mean field in the Kuramoto-Sakaguchi
model.
For globally coupled Mo¨bius maps we can calculate
the steady state order parameter R˜ = R exp(γT ) after
each kick implicitly. Because we can always go into the
co-rotating frame with the mean frequency ω0, we can
set it to 0 without loss of generality. Setting the order
parameter R˜ equal on both sides of (34)
R˜2 =
∣∣∣∣∣Γe−iα + R˜e−γT1 + ΓeiαR˜e−γT
∣∣∣∣∣
2
=
=
Γ2 + R˜2e−2γT + 2ΓR˜e−γT cosα
1 + Γ2R˜2e−2γT + 2ΓR˜e−γT cosα
,
(35)
where Γ = tanh
(
εe−γT R˜/2
)
, we solve a quadratic equa-
tion for Γ, and obtain
Γ =
R˜
1− R˜4e−2γT
[
−(1− R˜2)e−γT cosα
±
√
(1− R˜2)2e−2γT cos2 α+ (1− e−2γT )
(
1− R˜4e−2γT
)]
.
(36)
Inverting the expression for ε we obtain
ε =
2
R˜e−γT
arctanh (Γ) . (37)
Eq. (36) and Eq. (37) together allow us to express cou-
pling strength ε explicitly as a function of the steady state
synchronization order parameter R˜ and to plot them in
a bifurcation diagram, as shown in Fig. 2..
The first notable limit of the expression of the bi-
furcation curve is the existence of two critical coupling
strengths for R˜→ 0
εcr = 2
(
− cosα±
√
cos2 α+ e2γT − 1
)
. (38)
7Eq. (38) implies that there is always a positive and a neg-
ative critical coupling strength for the incoherent state in
globally coupled Mo¨bius maps. The second limit is the
limit of identical oscillators γ → 0, in which case R˜ = R
and
Γ = tanh
(
εR
2
)
= R
− cosα± |cosα|
1 +R2
. (39)
Eq. (39) indicates the existence of two lines of fixed
points connecting incoherence at R = 0 and complete
synchronization at R = 1, for a given value of α.
Under negative coupling and identical frequency, there
are several regimes for a transition to synchrony. At
ε0 = 0, the stability of complete synchronization and
incoherence is exchanged instantly. At ε1 = −4 cosα,
incoherence at R = 0 becomes unstable, and at ε2 =
ln [(1− cosα)/(1 + cosα)], complete synchronization at
R = 1 becomes unstable.
The existence of a synchronization transition for
strongly repulsively coupled oscillators under discrete
time stands in stark contrast to the continuous-time
Kuramoto-Sakaguchi model (27). In the continuous case,
the order parameter R decreases to zero continuously
under negative coupling, whereas in the coupled-maps
system a negative forcing strong enough can invert the
orientation of the mean field during one step, and even
increase its amplitude.
Such an effect of overshooting a fixed point is typical
for maps, e.g. the logistic map in contrast to the lo-
gistic differential equation. When interpreted physically,
the map model is appropriate at describing cases where
a global coupling force is implemented as sequence of
pulses. For example, in studies of neuron populations,
delayed feedback for closed-loop deep brain stimulation
can induce desynchronization [43–45]. In such physiolog-
ical applications, the appropriate external action on the
neurons is not of a continuous signal like in the Kuramoto
model, instead it consists of a sequence of pulses [46].
The pulse is applied as a feedback through a closed loop,
and the desired amplitude of a feedback pulse is deter-
mined prior to the pulse as a function of the observed
mean field. Thus, application of a pulsatile feedback [46]
can be generally described by a map of type (29). The
results above show that a strong negative feedback may
lead to a synchronization instead of desynchronization,
due to the aforementioned overshooting effect.
B. Two-population chimera
Here we consider a setup similar to the one studied in
Ref. [48], where two populations of identical continuous-
time oscillators interact, with each population more
strongly coupled within itself than to the other popula-
tion. To formulate the corresponding Mo¨bius map model,
we denote coupled phases in the two populations by their
complex exponentials as before, z1,j = exp(iϕ1,j) and
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FIG. 2: Steady state order parameter R˜ as a function of cou-
pling strength (i.e., the bifurcation curve) in the attractively
(a)-(b) (ε > 0) or repulsively coupled (c)-(d) (ε < 0) Mo¨bius
map model, as shown by analytical expressions Eqs. (36) and
(37). Without loss of generality we assume the time interval
between discrete kicks to be T = 1.0. Linearly unstable and
stable partially synchronized states are marked by dotted and
solid lines, respectively. In (a) and (c), we keep α = pi/4 con-
stant and vary the natural frequency heterogeneity parameter
γ from zero to 0.5 (from top to bottom). In (b) and (d) we set
γ to a constant value, γ = 0.05 in (b) and γ = 0 in (d), and
vary the parameter α. In (a)-(b) we see the typical second-
order synchronization transition as in the classical Kuramoto-
Sakaguchi model with frequency heterogeneity. For negative
coupling strengths as in (c)-(d) there can be several transi-
tions, both continuous and discontinuous, even for identical
oscillators in (d) with γ = 0.
z2,j = exp(iϕ2,j), and the corresponding mean field of
each population as
Z1 =
1
N1
N1∑
j=1
z1,j , Z2 =
1
N2
N2∑
j=1
z2,j .
The forces acting on the populations are linear combina-
tions of these mean fields
Y1e
iΨ1 = pZ1 + (1− p)Z2 ,
Y2e
iΨ2 = pZ2 + (1− p)Z1 ,
(40)
where parameter p defines relative strengths of intra- and
inter-population couplings. The resulting Mo¨bius maps
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FIG. 3: Bifurcation diagram illustrating the stability of the
chimera states of the two coupled maps of the mean fields
(42). Scatter plots depict the stable solutions (after transient)
obtained from the direct simulation of the coupled maps (42),
showing |Z1| (orange) and |Z2| (green). The dashed line is the
fixed point of the coupled map dynamics found via numerical
solver (the findroot function of the mpmath package [47])
while assuming one of the mean fields is 1 (at full synchrony).
for the phase variables are
z
(n+1)
1,j =
z
(n)
1,j + e
i(Ψ
(n)
1 −α) tanh( εY12 )
1 + z
(n)
1,j e
−i(Ψ(n)1 −α) tanh( εY12 )
,
z
(n+1)
2,j =
z
(n)
2,j + e
i(Ψ
(n)
2 −α) tanh( εY22 )
1 + z
(n)
2,j e
−i(Ψ(n)2 −α) tanh( εY22 )
,
(41)
where α is the common phase shift and ε is the common
coupling strength. Here we set the identical frequency to
zero by going into a co-rotating frame with the common
natural frequency.
In the thermodynamical limit, i.e., N1, N2 → ∞, as-
suming that both systems are on the OA manifold, we
can write the dynamics of the coupled system as two
coupled maps of the order parameters Z1,2 (according to
Eq. (16))
Z
(n+1)
1 =
Z
(n)
1 + e
i(Ψ1−α)Γ1
1 + Z
(n)
1 e
−i(Ψ1−α)Γ1
,
Z
(n+1)
2 =
Z
(n)
2 + e
i(Ψ2−α)Γ2
1 + Z
(n)
2 e
−i(Ψ2−α)Γ2
,
(42)
where Γ1 = tanh(εY1/2), Γ2 = tanh(εY2/2). Y1,2 and
Ψ1,2 expressed by Eq. (40). For small values of coupling
strength ε these equations integrate the continuous-time
attractively or repulsively coupled system. Effects unique
to the map model can be expected for large values of ε.
A bifurcation diagram of the mean-field dynamics (42)
is shown in Fig. 3. For the numerical simulations, as in
Ref. [48], we choose α = 0.5pi − 0.025, in-group coupling
ratio p = 0.6, and start iterations at initial order pa-
rameters Z
(0)
1,2 with small initial amplitudes, either close
to in-phase or to anti-phase. We first evolve the coupled
maps (42) according to various positive coupling strength
ε. At low coupling strength, depending on the initial con-
ditions Z
(0)
1,2 , we obtain either complete synchronization
or chimera states, where one of the population is in full
synchrony and the other in partial synchrony. At high
coupling strength, both populations are in globally stable
full synchrony.
For negative ε, we see four regimes. At ε−cr < ε, cor-
responding to desynchronization by repulsive coupling in
the continuous-time phase model, we observe only the
complete asynchronous case with vanishing order param-
eter. As we decrease ε further, we see first a period-
two chimera, then a chimera with stationary amplitudes,
followed by a coexistence of complete synchronization
and chimera, and finally complete synchronization of
both populations. This can be contrasted again with
continuous-time dynamics, where under negative cou-
pling both order parameters can only decrease to zero.
Stable amplitude chimera states are found by numeric
evolution of (42) and continued by root finding algo-
rithm into unstable parameter regions. When we in-
crease the negative coupling strength to values larger
than ε ≈ −0.07, a period-doubling bifurcation of the
chimera amplitude occurs, corresponding to a periodic
or quasi-periodic mean field. As ε continues to increase
to about −0.06 the quasi-periodic orbit collides with full
synchronization and both disappear. The asynchronous
state becomes stable. The loss of stability of the chimera
state for a large positive coupling strength at ε ≈ 0.16,
similar to a large negative coupling, is again an effect of
the discrete map dynamics.
C. Chimera on a ring
The first example of a chimera state for continuous-
time oscillators was on a one-dimensional ring with non-
local coupling, which was explored by Kuramoto and
Battogtokh [35, 36]. The oscillators are coupled via a
kernel function, which determines the spatial extent of
the interactions with their neighbors. We can show simi-
lar chimera states under the coupled Mo¨bius map model
as follows.
The oscillators on the ring have positions xj = 2pij/N ,
where N is the total number. Following Ref. [35], we have
chosen the coupling kernel as gjm = 1+B cos(xj−xm), so
that the complex field acting on oscillator j is calculated
as
Uj = Rje
iΘj =
1
N
N∑
m=1
gjme
iϕm . (43)
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FIG. 4: Chimera states on a ring in the model described by
Eqs. (43) and (44). Panel (a): configuration of the phases;
panel (b): the local field amplitude. The chimera pattern
shown here appears stable after 18000 steps. The network
size is N = 256, coupling strength ε = −0.8, kernel function
parameter B = 0.995 and phase lag α = pi/2− 0.18. Same as
the initial condition in Ref. [35] for the continuous dynamics,
we use ϕ(t = 0) = 6r exp(−0.76x2), where r ∈ [−1/2, 1/2] is
randomly sampled.
The phases are driven by these local fields according to
the Mo¨bius map
z
(n+1)
j =
z
(n)
j + e
i(Θ
(n)
j −α) tanh(
εR
(n)
j
2 )
1 + z
(n)
j e
−i(Θ(n)j −α) tanh(
εR
(n)
j
2 )
, (44)
where, as before, zj = exp(iϕj).
Similar to the continuous dynamics in Ref. [35], we can
obtain a stable chimera pattern for a range of positive
values of ε (e.g. ε = 0.025) (not shown). Same as in the
two-population case before, under discrete map dynam-
ics, there exists a regime under large negative coupling
strength which can give rise to a stable chimera pattern,
see for example Fig. 4.
Besides the cosine kernel function, we have also sim-
ulated the case with a square kernel, i.e., with the local
field
Uj =
1
2L+ 1
m=L∑
m=−L
exp[iϕm+j ] . (45)
Iterating map (44) using this new local field with N =
1000, L = 130, ε = 0.025 and α = 2.71, we obtained a
many-headed chimera state as in the continuous case in
Ref. [49].
V. CONCLUSION
In this paper we propose a method of modelling syn-
chronizing phase dynamics using a Mo¨bius map. This
map reproduces the dynamics of continuous-time phase
oscillators. It can be an ideal choice for fast simulation
of phase synchronization, since it inherits all the prop-
erties of continuous-time phase dynamics. In particular,
neither clustering nor chaos under the iteration of a se-
quence of Mo¨bius maps can occur. All continuous-time
models based on the Adler equation, i.e. with a frequency
bias and forcing proportional to the first phase harmon-
ics, can be equivalently studied via Mo¨bius maps. We
mention here, that also phase coupling models with pure
higher-harmonics couplings [50] can be modelled with
correspondingly modified Mo¨bius maps.
With the proposed Mo¨bius map, we have studied map
analogues of known continuous-time models for oscilla-
tor ensembles with various connection topologies: the
globally coupled Kuramoto-Sakaguchi model, two cou-
pled populations of identical oscillators, and identical
oscillators on a ring with non-local coupling via cosine
or square distance kernel. For small coupling strengths
and small free rotation time step, the coupled maps re-
produce the dynamics of their continuous-time dynami-
cal counterparts. Especially, we have reproduced known
chimera states with the coupled maps under non-local
couplings. For large coupling strength, and in par-
ticular for large repulsive coupling, the discrete time
dynamics can lead to new synchronization phenomena
with continuous and discontinuous bifurcations to syn-
chrony. This phenomenon is not observed in the equiva-
lent continuous-time models.
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Appendix A: Mo¨bius group property
The Mo¨bius group property implies that the composi-
tion of Mo¨bius maps is again a Mo¨bius map. It can be
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shown as follows:
Mq2,ψ2 = Mq1,ψ1 ◦Mq0,ψ0
=
q1 + e
iψ1 q0+e
iψ0z
1+q∗0e
iψ0z
1 + q∗1eiψ1
q0+eiψ0z
1+q∗0e
iψ0z
=
q1 + q1q
∗
0e
iψ0z + q0e
iψ1 + eiψ0eiψ1z
1 + q∗0eiψ0z + q
∗
1q0e
iψ1 + q∗1eiψ1eiψ0z
=
q1+e
iψ1q0
1+q∗1e
iψ1q0
+
q1q
∗
0+e
iψ1
1+q∗1q0e
iψ1
eiψ0z
1 +
q∗0+q
∗
1e
iψ1
1+q∗1q0e
iψ1
eiψ0z
=
q1+e
iψ1q0
1+q∗1e
iψ1q0
+
q1q
∗
0+e
iψ1
1+q∗1q0e
iψ1
eiψ0z
1 +
q1q∗0+e
iψ1
q1q∗0+e
iψ1
q∗0+q
∗
1e
iψ1
1+q∗1q0e
iψ1
eiψ0z
=
q1+e
iψ1q0
1+q∗1e
iψ1q0
+
q1q
∗
0+e
iψ1
1+q∗1q0e
iψ1
eiψ0z
1 +
q∗1+e
−iψ1q∗0
1+q1e−iψ1q∗0
q1q∗0+e
iψ1
1+q∗1q0e
iψ1
eiψ0z
=
Mq1,ψ1(q0) + Cq1q∗0 (eiψ1)eiψ0z
1 +M∗q1,ψ1(q0)Cq1q∗0 (eiψ1)eiψ0z
=
q2 + e
iψ2z
1 + q∗2eiψ2z
. (A1)
A direct comparison of the last two expressions in (A1)
gives rise to the transformation rules Eqs. (8) for the
group parameters
q2 =Mq1,ψ1(q0), eiψ2 = Cq1q∗0 (eiψ1)eiψ0 . (A2)
Appendix B: Dynamics of the Mo¨bius map
To find the fixed points of the discrete iterated map
dynamics (9) with constant map parameters q and ψ,
we solve the corresponding quadratic equation
z2 − e
iψ − 1
q∗eiψ
z − q
q∗eiψ
= 0 . (B1)
Eq. (B1) has two solutions z1 and z2 with the properties
z1z2 = − q
q∗
e−iψ , z1 + z2 =
eiψ − 1
q∗eiψ
. (B2)
From the first property it follows that |z1||z2| = 1,
which implies that either the two fixed points are on the
unit circle, or that one fixed point is inside and the other
outside the unit circle. According to this observation, we
make the general ansatz
z1 = κe
i(ξ+∆) , z2 =
1
κ
ei(ξ−∆) . (B3)
Denoting q = ρ · exp(iϑ) with 0 ≤ ρ < 1, we obtain
from (B2) the following two relations:
ξ = ϑ− ψ − pi
2
, (B4)
sin
ψ
2
=
ρ
2
[(
κ+
1
κ
)
cos ∆ + i
(
κ− 1
κ
)
sin ∆
]
. (B5)
The two fixed points do not uniquely determine the
Mo¨bius group parameters q and ψ. In the first regime,
the two fixed points are on the unit circle, which implies
κ = 1. As a result, the second relation (B5) is simplified
to
ρ cos ∆ = sin
ψ
2
. (B6)
The condition for fixed points on the unit circle is there-
fore
ρ >
∣∣∣∣sin ψ2
∣∣∣∣ . (B7)
One of the fixed points is stable and the other unstable,
so under this condition the dynamics of the single iter-
ated Mo¨bius map is trivial, and the rotation number is
0. When equality holds in Eq. (B7), it corresponds to
the tangent bifurcation point, where the two fixed points
merge into one.
In the second regime, κ < 1, i.e., z1 is inside the unit
circle, then Eq. (B5) yields two results
∆ = 0 (B8)
κ = ρ−1
(
sin
ψ
2
±
√
sin2
ψ
2
− ρ2
)
. (B9)
For κ to be a real number, ρ ≤ | sin(ψ/2)| must be satis-
fied, which is the exact opposite condition from Eq. (B7).
Under this set of map parameters, i.e., ρ ≤ | sin(ψ/2)|,
map (9) shows rotational dynamics, which can be re-
duced to a pure rotation by virtue of a transformation
which is also a Mo¨bius map
y(n) = C−z1
(
z(n)
)
(B10)
The resulting pure rotational dynamics is
y(n+1) = C−z1 ◦Mq,ψ ◦ Cz1
(
y(n)
)
= R2piη
(
y(n)
)
,
(B11)
with the fixed point z1 = κ · exp(iξ) as the group param-
eter, and the rotation number is
η =
1
pi
arctan
(
tan
ψ
2
·
√
1− ρ
2
sin2 ψ2
)
. (B12)
Eq. (B12) shows that in this second regime, the rotation
number η is a smooth function of the map parameters ψ
and ρ.
Appendix C: Ott-Antonsen manifold for an
ensemble of Mo¨bius maps
The transformation µQ,Ψ of a uniform phase density
µ0(ϕ) = 1/(2pi) under Mo¨bius transformation exp(iϕ)→
12
MQ,Ψ(exp(iϕ)) of the unit circle is a wrapped Cauchy
distribution
µQ,Ψ(ϕ) = µQ(ϕ) =
1
2pi
1− |Q|2
|eiϕ −Q|2 , (C1)
also known as the (univariate) Poisson kernel [27].
To show (C1) is true, we can calculate the charac-
teristic function, which are just the circular moments
〈exp(ikϕ)〉µQ,Ψ of the distribution µQ,Ψ, and compare
that to the characteristic function of the Poisson kernel.
For the circular moments of phases with density µQ,Ψ,
we have
〈
eikϕ
〉
µQ,Ψ
=
∫ 2pi
0
eikϕµQ,Ψ(ϕ)dϕ (C2)
=
∫ 2pi
0
(MQ,Ψ (eiϕ))k µ0(ϕ)dϕ
=
1
2pi
∫ 2pi
0
(
Q+ ei(Ψ+ϕ)
1 +Q∗ei(Ψ+ϕ)
)k
dϕ
=
1
2pii
∮
|z|=1
1
z
(
Q+ z
1−Q∗z
)k
dz = Qk ,
where the last integral after the substitution
dϕ = dz/(iz) is a complex contour integral with
a simple pole z = 0 inside and a kth-order pole
z = (Q∗)−1 outside of the unit circle. In the derivation
above we have also used the fact that the integral
over the unit circle with respect to the transformed
density µQ,Ψ is equal to the integral of the transformed
circleMQ,Ψ
(
S1
)
with respect to the uniform density µ0.
From (C2), first, we see that indeed the character-
istic function, and therefore the distribution µQ,Ψ = µQ
is independent of Ψ. Second, the circular moments are
integer powers of the Mo¨bius map parameter Q, and in
particular, the first moment Z = 〈exp(iϕ)〉µQ = Q.
The circular moments of the Poisson kernel can be
similarly obtained via complex integration. Given
z = exp(iϕ) and dϕ = dz/(iz), it follows
〈
eikϕ
〉
=
1
2pi
∫ 2pi
0
eikϕ
1− |Q|2
|eiϕ −Q|2 dϕ (C3)
=
1
2pi
∫ 2pi
0
ei(k+1)ϕ(1− |Q|2)
(eiϕ −Q)(1−Q∗eiϕ)dϕ
=
1
2pii
∮
|z|=1
zk(1− |Q|2)
1−Q∗z
1
(z −Q)dz = Q
k .
Since they have the same characteristic function,
the density function µQ must be identical to the Poisson
kernel, i.e. Eq. C1.
Appendix D: Solution of Adler equation over a finite
time interval
Here we will show that the kick map
Kλ,Aτ,β (z) = (σ + iλΓ)z + e
iβΓ
(σ − iλΓ) + ze−iβΓ (D1)
with σ =
√
1− λ2 and Γ = tanh(Aτσ/2) under the con-
ventions
√−1 = i and tanh(ix) = i tan(x) is indeed a
solution of the Adler equation
ϕ˙ = A [λ− sin(ϕ− β)] (D2)
with constant parameters A, λ and β. With z = eiϕ,
(D2) can be written in a complex form
z˙ = izA
(
1
2i
eiβz∗ + λ− 1
2i
e−iβz
)
. (D3)
The parameters of the kick map can be directly taken
from the Adler equation, and the kick map can be easily
cast into the canonical form (1) of the Mo¨bius map, where
q = eiβ
Γ
σ − iλΓ , e
iψ =
σ + iλΓ
σ − iλΓ . (D4)
Note that σ and Γ are either both real or both imaginary.
The complex conjugates of q and exp(iψ) are therefore
obtained by just replacing i→ −i in the formulas above.
Without loss of generality we can make a substitution
z → z exp(iβ), q → q exp(iβ) and consider only β = 0.
Marvel et al. [27] have shown that for phase equations
(D3), with arbitrary time dependence of the parameters,
the solution is given by a Mo¨bius transform where the
parameters evolve according to the ordinary differential
equations
q˙ = A
(
1
2
+ iλq − 1
2
q2
)
(D5)
ψ˙ = A
(
1
2i
q∗ + λ− 1
2i
q
)
. (D6)
Thus, we just need to show that the same is true for the
parameters q and ψ and for our choice of Γ(τ).
The left-hand-side of (D5) can be calculated as
q˙ =
σΓ˙
(σ − iλΓ)2 =
σ2A2 (1− Γ2)
(σ − iλΓ)2 , (D7)
which matches the right-hand-side
A
(
1
2
+ iλq − 1
2
q2
)
(D8)
=
A
(σ − iλΓ)2
(
1
2
(σ − iλΓ)2 + iλΓ(σ − iλΓ)− 1
2
Γ2
)
=
A
(σ − iλΓ)2
(
1
2
σ2 +
1
2
λ2Γ2 − 1
2
Γ2
)
=
A
2
(σ − iλΓ)2
(
σ2 − (1− λ2)Γ2) = σ2A2 (1− Γ2)
(σ − iλΓ)2 .
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This proves the first identity (D5). Similarly, we observe
d
dτ
eiψ =
2iλσΓ˙
(σ − iλΓ2) = iλAe
iψ σ
2(1− Γ2)
σ2 + λ2Γ2
(D9)
and
ieiψA
(
1
2i
q∗ + λ− 1
2i
q
)
(D10)
= iAeiψ
(
1
2i
Γ
σ + iλΓ
+ λ− 1
2i
Γ
σ − iλΓ
)
= iAeiψ
1
2Γ(σ − iλΓ) + iλ(σ2 + λ2Γ2)− 12Γ(σ + iλΓ)
i(σ2 + λ2Γ2)
= iAeiψ
λ(σ2 + λ2Γ2)− λΓ2
σ2 + λ2Γ2
= iλAeiψ
σ2(1− Γ2)
σ2 + λ2Γ2
,
which proves the second identity (D6).
Unlike those of the standard parametrization of
the Mo¨bius map (1) (Appendix (B)), the fixed points
of the kick map (D1) have a more direct relation to the
parameters. The fixed point equation
z =
(σ + iλΓ)z + Γ
(σ − iλΓ) + zΓ (D11)
can be changed into the quadratic form z2−1−2iλz = 0
which is solved by
z = iλ±
√
1− λ2 = iλ± σ . (D12)
If |λ| < 1, the fixed points of the kick map are located on
the unit circle at phases ϕ with sinϕ = λ and cosϕ = ±σ.
If |λ| > 1, the fixed points are on the imaginary axis in-
side and outside the unit circle at i(λ±√λ2 − 1). In both
cases the locations of the fixed points are independent of
Γ, i.e. of the kick map parameter Aτ , which only controls
the degree of contraction, expansion or rotation around
the fixed points and not their locations.
Appendix E: Computational efficiency of Mo¨bius
map models
For a single iterated map, due to the complexity inher-
ent in the algebraic form of the map, a single step with
the Mo¨bius map Eq. (18) is 2.5 times slower than the
sine map, or equivalently, than an Euler integration step
of the corresponding ODE system (21). However, when
integrating Adler equation, whose property is inherited
by the equivalent Mo¨bius map, the time step τ can be
large and a significant speed-up can be achieved.
Nevertheless, for systems of globally or locally cou-
pled oscillators, the main bottleneck in terms of computa-
tional efficiency is the calculation of the mean fields. This
bottleneck remains also under the application of Mo¨bius
maps. Euler integration and Mo¨bius map each requires
one calculation of the mean field in every step which takes
about the same time. This is confirmed by double preci-
sion Euler integration of the Kuramoto-Sakaguchi Model
Eq. (27), as compared to simulations with Mo¨bius map
model Eq. (29). When Runge-Kutta integration is used,
which requires four evaluations of the mean field per inte-
gration step, the method using Mo¨bius map is four times
faster, similar to Euler scheme.
However, while Euler scheme violates partial integra-
bility of the original globally coupled ODE dynamics,
Mo¨bius map preserves such property [26]. Certainly,
many synchronization effects can also be observed in
the integrations of ODEs with large integration steps,
even with correspondingly large integration errors. The
main distinction of Mo¨bius map from the integration of
ODEs is the invariance of the OA manifold. When a
more precise solution of the ODE system is required, the
time step usually needs to decrease by a factor of 10 or
100, which makes integrating ODE correspondingly much
slower compared to evolving the system using Mo¨bius
maps.
In fact, using Watanabe-Strogatz theory, we can com-
bine Mo¨bius maps with a numerical integration of the
reduced quasi-mean-field equations, i.e. ODEs (D5) and
(D6), for the Mo¨bius group parameters to obtain ODE
solutions of the full system to desired precision that con-
serve all constants of motion (see Ref. [27] and a practi-
cal example in Ref. [50]) but the necessary calculation of
the mean field from the constants of motion is computa-
tionally more involved than an integration with regular
numerical schemes, because an additional transformation
from the constants to the phases is needed at every inte-
gration step.
