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a b s t r a c t
This paper proposes a centralized resource allocation (CRA) model for the enhanced Rus-
sell model. All the DMUs can be easily projected onto the efficient frontier by solving only
one model. This projection can be made by transforming the proposed model to a linear
programming problem. In this paper, instead of non-radially increasing or decreasing the
inputs or outputs individually, we increase or decrease non-radially all of the inputs and
outputs at the same time. By solving a single model, we can provide targets for all DMUs.
By the proposed approximation, different targets can be found for all DMUs, as compared
to those obtained by the previous approximations. The proposed model can be developed
to CRA models. Finally, an applied example emphasizes the importance of the proposed
model.
© 2010 Elsevier B.V. All rights reserved.
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1. Introduction
Data envelopment analysis (DEA), introduced by Charnes et al. [1], is a technique for determining the efficiency of a
number of comparable units called decision making units (DMUs), which consume inputs to produce outputs. DEA forms
an efficient frontier (the frontier of the production possibility set (PPS)), such that the DMUs lying on the frontier are
considered efficient, otherwise they are inefficient DMUs. Inefficient DMUs can be projected onto the efficient frontier by
decreasing their inputs or increasing their outputs. Efficient DMUs can be considered as benchmarks [2–4] for inefficient
ones. In traditional DEAmodels [1,5], inefficientDMUswere radially projected onto the efficient frontier, bywhich inefficient
DMUs considered certain efficient DMUs as their benchmarks. In the following years, non-radial models were proposed
(enhanced [6]), which made it possible to obtain other targets on the efficient frontier. In [7], Lozano and Villa introduced
a method in which, by solving a single LP, the DMUs are projected onto certain points of the efficient frontier. Some other
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papers considered this issue aswell (e.g., [8–12]). Lozano et al. [10] provided aDEAapproximationusing centralized resource
allocation for the emission permit reallocation problem and examined desirable and undesirable outputs. Asmild et al. [11]
have provided a centralized resource allocation model for the BCC model, in which only inefficient DMUs are projected on
to the efficient frontier. Fang and Zhang [12] proposed an allocation model using DEA models. In this paper, we made use
of the slacks-based measure (SBM) model proposed by Tone [13], the enhanced Russell measure (ERS) model [6], and the
allocation model proposed by Lozano and Villa [7], and proposed the approximation for centralized resource allocation for
enhanced Russell models. Using the proposed model, we can present appropriate benchmarks for all DMUs, such that the
benchmarks we find are different from those obtained by the previous models [5,7]. While in the above-mentioned models
the phase-II problem should be solved, our model does not have such a requirement. This paper is organized as follows.
In Section 2, the enhanced Russell model [6] and the CRA model [7] are discussed. In Section 3, our non-radial CRA model
is introduced. In what follows, we compare our approximation with the previous approximations [5,7]. Section 4 gives a
numerical example for illustrating our proposed approach. In Section 5, we apply our model to real data from 30 insurance
company branches. In Section 6, we provide conclusions.
2. Preliminaries
In this section, the enhanced Russell model [6] and the CRAmodel proposed by Lozano and Villa [7] are briefly discussed.
Consider a case of n DMUs, each consuming m inputs to produce s outputs. Thus, the input and output vectors will be
Xj = (x1j, . . . , xmj)t , Xj > 0 and Yj = (y1j, . . . , ysj)t , Yj > 0, respectively. The non-radial enhanced Russell model, introduced
by Pastore et al. [6], is as follows.
Min τ =
1
m
m∑
i=1
θi
1
s
s∑
r=1
ϕr
s.t
n∑
j=1
λjxij ≤ θixij, i = 1, . . . ,m,
n∑
j=1
λjykj ≥ ϕkykj, k = 1, . . . , s,
n∑
j=1
λj = 1, λj ≥ 0, j = 1, . . . , n,
θi ≤ 1, i = 1, . . . ,m, ϕk ≥ 1, k = 1, . . . , s.
(1)
Let j, r = 1, . . . , n be the indices for DMUs; i = 1, . . . ,m be the indices for inputs; k = 1, . . . , s be the indices for outputs; xij
be the amount of input i consumed by DMU j; ykj be the quantity of output k produced by DMU j; θ be the radial contraction
of the total input vector and λr = (λ1r , λ2r , . . . , λnr) be the vector for projecting DMU r .
The CRA model proposed by Lozano and Villa [7] is as follows.
Min θ
s.t.
n∑
r=1
n∑
j=1
λjrxij ≤ θ
n∑
j=1
xij, i = 1, . . . ,m,
n∑
r=1
n∑
j=1
λjrykj ≥
n∑
r=1
ykr , k = 1, . . . , s,
n∑
j=1
λjr = 1 r = 1, . . . , n,
λjr ≥ 0, r = 1, . . . , n, j = 1, . . . , n.
(2)
The above-mentioned model has three aims:
(a) The inefficient DMUs can be projected on the frontier of efficient DMUs by solving onemodel, instead of solving amodel
for each DMU separately.
(b) An existing technically efficient DMUmay be projected onto a different point on the efficient frontier while it should be
projected onto itself in conventional DEA models.
(c) The total consumption of the DMUs can be reduced, instead of reducing the inputs of any of the DMUs.
The above model has n2 + 1 variables andm+ s+ n constraints.
3. Centralized resource allocation enhanced Russell models
By considering the DMUs, their corresponding input and output vectors, and variable returns to scale assumption of
technology, set T¯v is defined as follows.
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T¯v =
{
(X, Y ) : X ≥
n∑
r=1
n∑
j=1
λjrXj, Y ≤
n∑
r=1
n∑
j=1
λjrYj,
n∑
j=1
λjr = 1, λjr ≥ 0, r = 1 . . . , n, j = 1 . . . , n
}
.
Now, the centralized resource allocation model with non-radial orientation is proposed as follows.
Min γ =
1
m
m∑
i=1
θi
1
s
s∑
k=1
ϕk
s.t.
(
θi
(
n∑
j=1
xij
)
, ϕk
(
n∑
j=1
ykj
))
∈ T¯v
θi ≤ 1, i = 1, . . . ,m ϕk ≥ 1, k = 1, . . . , s.
(3)
By the definition of T¯v , model (3) is converted to the following model.
Min γ =
1
m
m∑
i=1
θi
1
s
s∑
k=1
ϕk
s.t.
n∑
r=1
n∑
j=1
λjrxij ≤ θi
(
n∑
j=1
xij
)
, i = 1, . . . ,m
n∑
r=1
n∑
j=1
λjrykj ≥ ϕk
(
n∑
j=1
ykj
)
, k = 1, . . . , s
n∑
j=1
λjr = 1 r = 1, . . . , n
λjr ≥ 0, r = 1, . . . , n j = 1, . . . , n
θi ≤ 1, i = 1, . . . ,m
ϕk ≥ 1, k = 1, . . . , s.
(4)
Theorem 1. In each optimal solution of model (4), all input and output constraints are binding.
Proof. Let (λ∗, θ∗, ϕ∗) be an optimal solution of model (2). By contradiction, suppose that there exists t ∈ {1, . . . ,m}
such that
∑n
r=1
∑n
j=1 λ
∗
jrxtj < θ
∗
t (
∑n
j=1 xtj), hence
∑n
r=1
∑n
j=1 λ
∗
jrxtj = θ˜t(
∑n
j=1 xtj) and θ˜t < θ∗t . We put λ˜ =
(λ∗1, λ
∗
2, . . . , λ
∗
n), θ˜i = θ∗i i = 1, . . . ,m, i 6= t, ϕ˜k = ϕ∗k k = 1, . . . , s, θ˜t =
∑n
r=1
∑n
j=1 λ∗jr xtj∑n
j=1 xtj
, then (λ˜, θ˜ , ϕ˜) is a feasible
solution for model (4). We have
1
m
∑m
i=1 θ˜i
1
s
∑s
k=1 ϕ˜k
<
1
m
∑m
i=1 θ∗i
1
s
∑s
k=1 ϕ∗k
,which is a contradiction. The proof is, therefore, completed. 
Once model (4) is solved, the corresponding vector λ∗r = (λ∗1r , λ∗2r , . . . , λ∗nr) for each DMU r is the operating point at which
it should aim. The inputs and outputs of any such point can be computed as
x∗ir =
n∑
j=1
λ∗jrxij y
∗
kr =
n∑
j=1
λ∗jrykj i = 1, . . . ,m k = 1, . . . , s r = 1, . . . , n.
Theorem 2. For any DMU r, the operating point onto which it is projected by model (4) is Pareto efficient.
Proof. By contradiction, suppose (x∗1r , . . . , x∗mr , y
∗
1r , . . . , y
∗
sr) is not Pareto efficient, then, using model (4), there exists a
vector λ¯r = (λ¯1r , λ¯2r , . . . , λ¯nr) satisfying∑nj=1 λ¯jr = 1 that defines an operating point
x¯1r =
n∑
j=1
λ¯jrxij ≤ x∗ir i = 1, . . . ,m
y¯kr =
n∑
j=1
λ¯jrykj ≥ y∗kr k = 1, . . . , s,
such that the previous inequality is strict at least for one input or one output. Without loss of generality, suppose x¯tr =∑n
j=1 λ¯jrxtj < x∗tr , so define θ˜t =
∑n
j6=r x∗tj+x¯tr∑n
j=1 xtj
<
∑n
r=1 x∗tr∑n
j=1 xtj
= θ∗t and for the rest θ˜i =
∑n
j6=r x∗ij+x¯ir∑n
j=1 xij
≤
∑n
r=1 x∗ir∑n
j=1 xij
= θ∗i i =
1, . . . ,m i 6= t .
We define λ˜j = λ∗j , j = 1, . . . , n, j 6= r and λ˜r = λ¯r .
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We have λ˜ = (λ˜1, λ˜2, . . . , λ˜n), θ˜ = (θ˜1, θ˜2, . . . , θ˜m), ϕ˜ = (ϕ∗1 , ϕ∗2 , . . . , ϕ∗s ), then (λ˜, θ˜ , ϕ˜) is a feasible solution of model
(4), and we have
1
m
∑m
i=1 θ˜i
1
s
∑s
k=1 ϕ˜k
<
1
m
∑m
i=1 θ∗i
1
s
∑s
k=1 ϕ∗k
having a lower objective function value than the optimum of model (4), which is a
contradiction. The proof is thus completed. 
Theorem 3. The optimal value of the objective function of model (4) is 0 < γ ∗ ≤ 1.
Proof. First, to prove γ ∗ ≤ 1, we put λ˜jr = 1, j = r and λ˜jr = 0, j 6= r, j = 1, . . . , n, r = 1, . . . , n, θ˜i = 1, i =
1, . . . ,m, ϕ˜k = 1, k = 1, . . . , s, then (λ˜, θ˜ , ϕ˜) is a feasible solution of (4). The objective function value for this solution is 1,
and regarding minimization we have γ ∗ ≤ 1.
Now we have to show that γ ∗ 6= 0. By contradiction, suppose γ ∗ = 0, then θi = 0, i = 1, . . . ,m, and in the input
constraint, we have
∑n
r=1
∑n
j=1 λjrxij ≤ θi(
∑n
j=1 xij) = 0, i = 1, . . . ,m, so λjr = 0 for all j = 1, . . . , n, r = 1, . . . , n. This is
a contradiction because we have
∑n
j=1 λjr = 1r = 1, . . . , n. The proof is therefore completed. 
On the other hand, by means of the following change of variables:
θi = 1− s
−
i
n∑
j=1
xij
i = 1, . . . ,m
ϕk = 1+ s
+
k
n∑
j=1
ykj
k = 1, . . . , s
it is easy to express formulation (4) in terms of total slacks. The result is the new problem which provides an alternative
expression of the non-radial centralized resource allocation as follows.
Min
1− 1m
m∑
i=1
s−i
n∑
j=1
xij
1+ 1s
s∑
k=1
s+k
n∑
j=1
ykj
s.t.
n∑
r=1
n∑
j=1
λjrxij ≤
1− s−in∑
j=1
xij

(
n∑
j=1
xij
)
i = 1, . . . ,m
n∑
r=1
n∑
j=1
λjrykj ≥
1+ s+kn∑
j=1
ykj

(
n∑
j=1
ykj
)
k = 1, . . . , s
n∑
j=1
λjr = 1 r = 1, . . . , n
λjr ≥ 0, r = 1, . . . , n j = 1, . . . , n
s−i ≥ 0, i = 1, . . . ,m
s+k ≥ 0, k = 1, . . . , s.
(5)
Formulation (5) can also be expressed as follows.
Min
1− 1m
m∑
i=1
s−i
n∑
j=1
xij
1+ 1s
s∑
k=1
s+k
n∑
j=1
ykj
s.t.
n∑
r=1
n∑
j=1
λjrxij + s−i =
n∑
j=1
xij i = 1, . . . ,m
n∑
r=1
n∑
j=1
λjrykj − s+k =
n∑
j=1
ykj k = 1, . . . , s (6)
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n∑
j=1
λjr = 1 r = 1, . . . , n
λjr ≥ 0, r = 1, . . . , n j = 1, . . . , n
s−i ≥ 0, i = 1, . . . ,m
s+k ≥ 0, k = 1, . . . , s.
Following Charnes and Cooper [14], let
β−1 =
1+ 1s
s∑
k=1
s+k
n∑
j=1
ykj

t−i = βs−i i = 1, . . . ,m,
t+k = βs+k k = 1, . . . , s,
µjr = βλjr j = 1, . . . , n, r = 1, . . . , n.
This converts model (6) into a linear programming problem, as follows:
Min β − 1
m
m∑
i=1
t−i
n∑
j=1
xij
s.t.
n∑
r=1
n∑
j=1
µjrxij + t−i = β
n∑
j=1
xij i = 1, . . . ,m,
n∑
r=1
n∑
j=1
µjrykj − t+k = β
n∑
j=1
ykj k = 1, . . . , s,
n∑
j=1
µjr = β r = 1, . . . , n,
β + 1
s
s∑
k=1
t+k
n∑
j=1
ykj
= 1
µjr ≥ 0, r = 1, . . . , n j = 1, . . . , n,
t−i ≥ 0, i = 1, . . . ,m,
t+k ≥ 0, k = 1, . . . , s.
(7)
Now, to solve model (4), we can solve the linear model (7), and after finding the optimal solution of model (7) we can obtain
the optimal solution of model (4) by the change of variable provided.
It should be noted that the proposed model (3) projects all inefficient DMUs on to the efficient frontier. The advantage of
our proposedmodel over Lozano and Villa’s non-radial model [7] is that there is no need to select preference coefficients for
reduction in the ith input consumed and increase in the rth output produced. On the other hand, since all the constraints in
the proposed model are binding at optimality, it is not needed to solve the phase-II problem. In radial models, decrease in
all inputs is equal and these models provide the highest amount of decrease in all inputs. This is while in non-radial models,
input components are not all decreased equally.
4. Numerical example
In this section, we describe the problem with the numerical examples used by Lozano and Villa [7]. First, consider seven
decision making units (DMUs) which use an input for producing an output. To obtain projection points, we solve model (7)
and by using the variable change λ∗rj =
µ∗rj
β∗ , we obtain projection points. Data and results have been shown in Table 1. As can
be seen, the proposed approach obtains different projection points from other approaches.
As can be observed, in the BCC model, the inefficient unit 5 is projected on to the efficient unit 2, and the inefficient
units 3 and 7 have been projected on to non-extreme points of the efficient frontier. In the BCC model, efficient points are
projected on to themselves. In Lozano and Villa’s model, units 1, 4, 5, 6, 7 are projected on to unit 2, and the inefficient unit 3
has been projected on to a non-extreme point of the efficient frontier; that is, all points have been projected on to the same
hyperplane of the efficient frontier. The results obtained from the model proposed in this paper indicate that units 1, 2, 3, 7
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Table 1
The data of the seven DMUs.
DMU Existing BCC-I Lozano and Villa’s approach Proposed approach
x y x∗ y∗ x∗ y∗ x∗ y∗
1 3 3 3 3 4 8 4.13 8.26
2 4 8 4 8 4 8 4.13 8.26
3 5 5 3.4 5 3.6 6 4.13 8.26
4 5 10 5 10 4 8 5.16 10.32
5 6 8 4 8 4 8 5.16 10.32
6 7 11 7 11 4 8 5.16 10.32
7 8 9 4.5 9 4 8 4.13 8.26
Total 38 54 31.4 54 27.6 54 32 64
Table 2
The data of the seven DMUs.
DMU Existing BCC-I Lozano and Villa’s approach Proposed approach
x1 x2 y x∗1 x
∗
2 y
∗ x∗1 x
∗
2 y
∗ x∗1 x
∗
2 y
∗
1 6 2 1 6 2 1 3.5 3.5 1 2 5 1
2 4 3 1 4 3 1 4 3 1 2 5 1
3 3 4 1 3 4 1 3 4 1 4 3 1
4 2 5 1 2 5 1 4 3 1 3 4 1
5 4 7 1 2.55 4.45 1 2 5 1 2 5 1
6 5 5 1 3.50 3.50 1 4 3 1 3 4 1
7 5 3 1 4.54 2.73 1 4 3 1 4 3 1
Total 29 29 7 25.59 24.68 7 24.5 24.5 7 20 29 7
Table 3
Inputs and outputs of insurance companies.
Inputs Outputs
I1. Area of the branch building O1. Revenues
I2. Level of education of the staff O2. Expenditure
I3. Demand O3. Amount of activity
I4. Interest paid to customers O4. Other
have the same projection (4.13, 8.26) on the efficient frontier. Also, units 4, 5, 6 have the same projection (5.16, 10.32) on the
efficient frontier. The projection obtained by this approximation is different from that by Lozano and Villa’s approximation
and the BCC approximation. By comparing the results, we observe that the ratio of the total output production to the total
input consumption of projection points for the proposed approach is equal to 2, while for Lozano and Villa’s Approach [7]
and the BCC approach [5] it is equal to 1.957 and 1.72, respectively, that is, they are less than that for the proposed approach.
Therefore, the proposed approach is more suitable.
To further illustrate the proposedmodel, a two-input, one-output seven-DMU example from the literature has been used
by Lozano and Villa [7]. The input and output data and results have been shown in Table 2.
As is observed, different projections are obtained for the inefficient units 5, 6, 7, as compared to those by the BCC model.
Lozano and Villa’s model projects units 4, 6, 7 on to unit 2, while unit 5 is projected on to unit 4 and unit 1 on to a non-
extreme point. The projection points obtained by the model proposed in this paper indicate that units 1, 2, 5 are projected
on to unit 4, units 3, 7 on to unit 2, and units 4, 6 on to unit 3. So, the projections obtained by our proposed model are
different from those by previous approximations (BCC and Lozano and Villa’s).
By comparing the results, we observe that the ratio of the total output production to the total input consumption of pro-
jection points for the proposed approach is equal to 0.143, while this ratio is 0.143 and 0.139 for Lozano and Villa’s approach
and the BCC approach, respectively. Therefore, the proposed model is suitable.
5. An application
In this section, we elaborate on ourmethod by an applied example. Real data from 30 branches of an insurance company,
with four inputs and four outputs each, are presented in Table 3.
These data have been provided by the Statistics and Planning Office of Iran Insurance Company, and pertain to the second
half of the year 2006. These insurance companies work under Iran Insurance Company.
The units of measurement of inputs and outputs are as follows. The first, second, third, and fourth inputs are square
meters, the sum of hours of instruction per employee, the number of customers throughout the assessment period, and
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Table 4
Data of 30 insurance companies.
Branch I1 I2 I3 I4 O1 O2 O3 O4
1 73504.25 86 4000 61196520.56 57029.556 40.889 1269 175
2 36582.75 89.778 2565 66287094.89 36,872 18.556 8543.333 313.111
3 25002.25 87 1343 47612874.67 38,680 20.222 6594.778 274.889
4 36684.75 94 1500 349278138.6 35,933 32.444 10516.556 248.556
5 36834.5 83.444 1680 68356757.22 54457.778 30.111 9684.667 221.667
6 62611.625 97 3750 75508661.33 72277.111 11.778 8022 329
7 41572.77 90.667 3313 114264317.2 36625.444 101.222 14513.333 264.667
8 55949.625 92 1500 74950922.22 46360.333 17.111 1622.556 226.111
9 95522.75 89.556 1600 106720450.6 86063.333 71.444 10,645 297.889
10 59080.625 95.222 1725 66010355.44 47242.111 26.222 6824.333 215.778
11 40736.125 78.333 1920 86613046.78 38977.778 184.111 12,226 178.333
12 27300.625 89.667 4433 69942333.33 38214.889 21.778 7561.778 157.444
13 63,295 106.333 2500 78657408.78 58340.444 45.222 7584 269.556
14 94969.875 93.778 2800 78951533.89 88472.333 40 661.222 136.222
15 50,062 93.444 1630 69126959.33 50,499 14.333 10264.111 125.111
16 45926.25 85 1127 146,206,909 47907.222 25 7491.556 188.556
17 82202.5 104 3400 107289969.8 59579.778 19.889 4952.778 157.333
18 88782.5 92.333 1304 165532950.4 83075.111 23.444 4917 141.556
19 87247.25 96.111 4206 68355245.33 51026.556 17.556 1528.333 217.778
20 33196.5 100.444 1340 92342642.33 29658.111 77.333 14766.333 306.222
21 28402.75 89.333 1393 44055007.78 27,735 19.222 940.667 165.111
22 122897.875 121.889 2191 94312914.11 102855.111 47.556 2510.444 238
23 32587.75 100 2140 89070348.78 34063.667 23.111 2110.889 349
24 60866.375 92 1231 69549538.56 53731.333 63.333 10219.556 163.556
25 86429.875 90 1960 164581079.9 75776.556 53.889 4480.333 253.444
26 253,690 890 13,430 694,238,180 1000 3 650 27
27 1002,200 920 16,000 182,951,8580 9000 17 164 29
28 66803.125 93.556 1603 143921177.8 72552.667 75.889 12091.222 184.778
29 40156.125 82.333 2300 65099487.67 38630.778 24.889 1460.556 75.333
30 986,780 950 13,040 3891,855,920 1800 7 491 14
Total 3817,878.4 5273.219 102,924 9079,410,000 1474,437 1173.544 185307.33 5944.001
Rials, respectively, and the units of measurement of the first, second, third, and fourth outputs are million Rials, million
Rials, the number of instructors per month per employee, and million Rials, respectively. The inputs and outputs of the
above-mentioned branches for a six-month period are provided in Table 4.
In DEA, it is known that those DMUs that consume less input to produce more output are more efficient and will be
considered as benchmarks [2–4]. To obtain the suitable benchmark for each DMU, one can use traditional DEA models. The
benchmark for a DMU consumes a smaller amount of inputs and produces a greater amount of outputs than the DMU itself.
Such models decrease (increase) the inputs (outputs) of each DMU separately. When centralized models are employed,
however, the results will be different, since these models do not decrease (increase) the inputs (outputs) of individual
DMUs. As was mentioned earlier, the ith aggregate input and the kth aggregate output are expressed as
∑n
j=1 xij,
∑n
j=1 ykj,
respectively.
Centralized models decrease (increase) the aggregate inputs (outputs). Since the approach presented in this paper is
based upon centralized models, the benchmark obtained by this method for each DMU has a smaller amount of aggregate
inputs and a greater amount of aggregate outputs than the DMU itself. In order to obtain suitable benchmarks for the
branches, we consider each branch as a DMU and solve model (7) for the DMU, the results of which are presented in Table 5.
For instance, consider branch 10. According to Table 5, the first, second, and fourth inputs of this branch are less than the
respective inputs of the benchmark presented for this DMU. As for the outputs, only the fourth output of the benchmark is
less than the output of theDMU itself, which is not desirable from theDEApoint of view.Now, consider branch 23. The results
for this branch are different: all the inputs of this branch aremore than those of the benchmark provided for the branch, with
the approximation employed, which is theoretically desirable. However, the second and fourth outputs of the branch are
greater than those of the benchmark, which is not desirable from the DEA point of view, because the aim in DEA is to find a
benchmark for a DMUwith smaller input and greater output than the DMU itself. As for the sixth branch, the second input is
less than that of the benchmark, while only the second output of the benchmark has a greater output than that of the branch
and the rest of the outputs of the benchmark for this branch are smaller than the respective outputs of the branch, which is
not desirable from the DEA point of view. As can be seen, the approach proposed in this paper is based upon the approach in
centralized models, which might not decrease (increase) all the inputs (outputs). Decreasing/increasing the inputs/outputs
of a DMU is possible only when traditional DEA models are employed. The aim of centralized models is to decrease the
aggregate inputs and increase the aggregate outputs. As can be observed, the aggregate inputs/outputs for the benchmarks
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Table 5
Benchmarks for each branch by using the proposed approach.
Branch I1 I2 I3 I4 O1 O2 O3 O4
1 104,669 103.355 3085.96 87,014,700 97507.8 44.085 728.751 150.134
2 31303.5 98.457 1535.26 48,554,200 30567.5 21.186 1036.73 181.974
3 31303.5 98.457 1535.26 48,554,200 30567.5 21.185 1036.73 181.974
4 69759.2 117.193 2755.32 86,690,500 64298.6 49.841 8358.54 297.085
5 65114.4 104.947 1901.17 72,751,800 52066.8 28.9 7521.29 237.815
6 31303.5 98.457 1535.26 48,554,200 30567.5 21.185 1036.73 181.974
7 67082.5 101.396 1356.72 76,652,500 59218.8 69.801 11263.3 180.259
8 40596.3 91.966 1851.57 75,337,900 60019.4 33.186 10673.7 244.305
9 44896.4 86.333 2116.09 95,458,600 42958.5 202.914 13474.6 196.546
10 67082.5 101.396 1356.72 76,652,500 59218.8 69.801 11263.3 180.259
11 31303.5 98.457 1535.26 48,554,200 30567.5 21.185 1036.73 181.97
12 27555.7 95.885 1480.16 52,475,500 42630.3 22.287 7268.29 302.963
13 31303.5 98.457 1535.26 48,554,200 30567.5 21.185 1036.73 181.974
14 27555.7 95.885 1480.16 52,475,500 42630.3 22.287 7268.29 302.963
15 27555.7 95.885 1480.16 52,475,500 42630.3 22.287 7268.29 302.963
16 104,669 103.355 3085.96 87,014,700 97507.8 44.085 728.751 150.134
17 31303.5 98.457 1535.26 48,554,200 30567.5 21.185 1036.73 181.974
18 69651.4 93.383 2517.76 91,961,500 65550.3 137.134 8195.87 177.324
19 61978.7 101.83 1703.02 128,330,000 66369.1 66.452 9944.11 197.684
20 44896.4 86.333 2116.09 95,458,600 42958.5 202.914 13474.6 196.546
21 58087.8 103.940 1645.85 82,861,500 52,963 57.008 8684.10 239.244
22 27555.7 95.885 1480.16 52,475,500 42630.3 22.287 7268.29 302.963
23 27555.7 95.885 1480.16 52,475,500 42630.3 22.287 7268.29 302.963
24 44896.4 86.333 2116.09 95,458,600 42958.5 202.914 13474.6 196.546
25 104,669 103.355 3085.96 87,014,700 97507.8 44.085 728.751 150.134
26 104,669 103.355 3085.96 87,014,700 97507.8 44.085 728.751 150.134
27 44896.4 86.333 2116.09 95,458,600 42958.5 202.914 13474.6 196.546
28 69759.2 117.193 2755.32 86,690,500 64298.6 49.841 8358.54 297.085
29 73625.6 103.110 1766.71 158,620,000 79962.3 83.639 13326.1 203.649
30 27555.7 95.885 1480.16 52,475,500 42630.3 22.287 7268.29 302.963
Total 1594,150 2961.16 58510.9 2272,620,000 1625,020 1894.43 204,232 6551.05
have been decreased/increased in comparisonwith the respective branches, which is desirable. The amounts of the decrease
in the aggregate inputs of the benchmarks provided, in comparison with the respective branches, are 2223728.4, 2212.059,
44413.1 and 6806,790,000 for the first, second, third, and fourth inputs, respectively. As for the aggregate outputs, those of
the benchmarks have an increase of 150,583, 720.886, 18,925 and 607.049 for the first, second, third, and fourth outputs,
respectively, which is desirable considering the properties of centralized models.
Note that branches 1, 16, 25, 26 have the same projection points on the efficient frontier, so they have the same
benchmark.
The projection points of branches 3, 6, 11, 13, 17 coincide with that of branch 13. This means that they have the same
benchmark.
Branches 20, 24, 27have the sameprojectionpoint as that of branch9. Branches 14, 15, 22, 23, 30have the sameprojection
point as that of branch 12. Branch 28 has the same projection point as that of branch 4. Branches with the same projection
point on the efficient frontier have the same benchmark.
Now, in order to compare the approach provided in this paper with those in previous models, we obtain the benchmarks
corresponding to the branches by the approach used by the BCC model [5] and Lozano and Villa’s approach [7], the results
of which are given in Tables 6 and 7.
The results obtained from the BCC model show that the benchmark provided for each branch has a smaller amount of
inputs and a greater amount of outputs than the branch itself. Lozano and Villa’s approach and the one provided in this paper
do not have this characteristic; one cannot say that all the input/output components corresponding to each branch are a
smaller/greater than the input/output components of every single branch. It can only be said that the aggregate input/output
of the benchmark for each branch is smaller/greater than that of the branch itself. In order to compare the results obtained
from the BCCmodel [5], Lozano and Villa ’s model [7], and themodel provided in this paper, consider branch 10, for instance.
The first, second, and fourth inputs of this branch increase when our proposed approach is employed, while these inputs
decrease when the approaches in the BCC model and Lozano and Villa ’s model are considered. The third input of this DMU
decreases using our approach and that in the BCC model, whereas employing the approach in Lozano and Villa increases
the input. The first and second outputs of this DMU increase when we use our approach, while the use of the approach in
the BCC model does not change these outputs and using that in Lozano and Villa ’s model decreases the outputs. The third
output of this DMU increases when our approach and the BCC approach are used, and decreases when Lozano and Villa ’s
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Table 6
Benchmark for each branch by using the BCC approach.
Branch I1 I2 I3 I4 O1 O2 O3 O4
1 73504.2 86 4000 6119,6500 57029.6 41 1269 175
2 36582.7 89.778 2565 66,287,100 36,872 18.556 8543.33 313.111
3 25002.3 87 1343 47,612,900 38,680 20.222 6594.78 274.889
4 34765.3 89.082 1421.52 88,258,700 37,609 73.203 10516.6 248.651
5 36834.5 83.444 1680 68,356,800 54457.8 30.111 9684.67 221.667
6 62611.6 97 3750 75,508,700 72277.1 11.778 8022 329
7 41572.8 90.667 3313 114,264,000 36625.4 101.222 14513.3 264.667
8 34835.5 86.051 1403 70,104,300 46360.3 26.142 7662.12 251.59
9 95522.7 89.556 1600 106,720,000 86063.3 71.444 10645.0 297.889
10 31638.1 85.054 1538.29 58,961,300 47242.1 26.222 8250.95 245.488
11 40736.1 78.333 1920 86,613,000 38977.8 184.111 12226.0 178.333
12 26638.8 87.493 1378.86 53,405,400 38214.9 33.697 7561.78 271.258
13 53561.1 93.115 2200.2 69,224,700 58340.4 45.222 7584 269.556
14 94969.9 93.778 2800 78,951,500 88472.3 40 661.222 136.222
15 50,062 93.444 1630.00 69,127,000 50,499 14.333 10264.1 125.111
16 45926.2 85 1127 146,207,000 47907.2 25 7491.56 188.556
17 56773.9 83.758 1731.18 86,407,900 59579.8 92.469 10802.3 232.102
18 88782.5 92.333 1304 165,533,000 83075.1 23.444 4917 141.556
19 46025.3 85.193 2373.25 60,590,500 51026.6 31.074 5975.07 217.778
20 33196.5 100.444 1340 92,342,600 29658.1 77.333 14766.3 306.222
21 28402.8 89.333 1393 44,055,000 27735.0 19.222 940.667 165.111
22 122,898 121.889 2191 94,312,900 102,855 47.556 2510.44 238
23 32587.7 100 2140 89,070,300 34063.7 23.111 2110.89 349
24 60866.4 92 1231 69,549,500 53731.3 63.333 10219.6 163.556
25 83553.5 87.104 1669.91 102,328,000 75776.6 96.059 10990.4 271.77
26 25309.2 86.971 1339.83 49,059,000 38815.3 20.292 6607.93 273.623
27 28678.7 84.975 1477.82 56,725,800 38749.6 58.517 7910.6 252.327
28 66803.1 93.556 1603 143,921,000 72552.7 75.889 12091.2 184.779
29 40156.1 82.333 2300 65,099,500 38630.8 24.889 1460.56 75.333
30 45736.7 84.912 1165.53 143,542,000 47602.5 24.996 7293.43 184.836
Total 1544,530 2699.6 56929.4 2523,340,000 1589,480 1440.45 230,087 6846.98
approach is employed. The fourth output is increased when the BCC approach is used, whereas it decreases when Lozano
and Villa ’s approach and our approach are taken into account.
As Tables 4–7 show, it cannot be generally said that a certain approach decreases all inputs and increases all outputs. The
results for other branches can also be studied considering the contents of the tables. From Tables 4–7, it can be observed that
the aggregate inputs/outputs of the benchmarks obtained by the approaches are smaller/greater than those of the branches.
A comparison of the aggregate inputs and outputs of the benchmarks obtained by our proposed approach with those of the
BCC approach indicates that the first, second, and third aggregate inputs in our approach are greater than those in the BCC
approach, while the fourth one is smaller than that in the BCC approach. Meanwhile, the first and second aggregate outputs
of the benchmarks obtained by our proposed approach are greater than those in the BCC approach, but the third and fourth
ones are smaller than those in the BCC approach.
Comparing the aggregate inputs and outputs of the benchmarks obtained by our approach with those by Lozano and
Villa, one can observe that our approach yields amount greater than Lozano and Villa ’s for the first, second, and third
aggregate inputs, but smaller for the fourth aggregate input. On the other hand, all the aggregate outputs in our approach are
greater than those in Lozano and Villa’s approach, which indicates the advantage of our proposed method over Lozano and
Villa’s.
6. Conclusion
DEA solves n linear programming problems for evaluating n DMUs, to project all DMUs onto the efficient frontier. In this
paper, we presented a non-radial model for centralized resource allocation. In ourmethod, we can project all DMUs onto the
efficient frontier by solving only onemodel. By separating efficient and inefficient DMUs, we can project only the inefficient
DMUs. Using the approximation provided, we were able to obtain different benchmarks for all DMUs as compared to the
previous methods. By providing an applied example, we demonstrated that more suitable benchmarks can most often be
obtained by the proposed approximation than by the previous ones. Moreover, by solving one model for the case in which
the number of DMUs is large, appropriate benchmarks can be conveniently provided for all DMUs. Since non-radial models
were used for obtaining the targets, we can ignore the phase-II problem and find the appropriate benchmark. The proposed
approach is quite simple and can be easily extended in different directions.We can apply (upper/ lower) bounds to individual
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Table 7
Benchmark for each branch by using Lozano and Villa’s approach.
Branch I1 I2 I3 I4 O1 O2 O3 O4
1 40156.1 82.333 2300 65,099,500 38630.8 24.889 1460.56 75.333
2 60866.4 92 1231 69,549,500 53731.3 63.333 10219.6 163.556
3 66803.1 93.556 1603 143,921,000 72552.7 75.889 12091.2 184.778
4 57072.8 91.248 1998.99 59,084,700 53894.2 28.171 820.312 152.669
5 88782.5 92.333 1304 165,533,000 83075.1 23.444 4917 141.556
6 35227.2 81.368 1717.97 72,957,900 38873.5 126.729 10254.3 212.14
7 55949.6 92 1500 74,950,900 46360.3 17.111 1622.56 226.111
8 60866.4 92 1231 69,549,500 53731.3 63.333 10219.6 163.556
9 66803.1 93.556 1603 143,921,000 72552.7 75.889 12091.2 184.778
10 40156.1 82.333 2300 65,099,500 38630.8 24.889 1460.56 75.333
11 55949.6 92 1500 7049,509,000 46360.3 17.111 1622.56 226.111
12 36834.5 83.444 1680 68,356,800 54457.8 30.111 9684.67 221.667
13 25002.2 87 1343 47,612,900 38,680 20.222 6594.78 274.889
14 36834.5 83.444 1680 68,356,800 54457.8 30.111 9684.67 221.667
15 55949.6 92 1500 74,950,900 46360.3 17.111 1622.56 226.111
16 28402.8 89.333 1393 44,055,000 27,735 19.222 940.667 165.111
17 25002.2 87 1343 47,612,900 38,680 20.222 6594.78 274.889
18 25002.3 87 1343 47,612,900 38,680 20.222 6594.78 274.889
19 25002.2 87 1343 47,612,900 38,680 20.222 6594.78 274.889
20 36834.5 83.444 1680 68,356,800 54457.8 30.111 9684.67 221.667
21 25002.3 87 1343 47,612,900 38,680 20.222 6594.78 274.889
22 45926.2 85 1127 146,207,000 47907.2 25 7491.56 188.556
23 43129.5 91.662 1550.6 63,175,300 47229.4 15.962 9249.03 166.546
24 52,555 94.746 3057.1 66,262,000 59182.7 13.966 5940.25 280.82
25 86429.9 90 1960 164,581,000 75776.6 53.889 4480.33 253.444
26 28402.8 89.333 1393 44,055,000 27,735 19.222 940.667 165.111
27 40156.1 82.333 2300 65,099,500 38630.8 24.889 1460.56 75.333
28 36834.5 83.444 1680 68,356,800 54457.8 30.111 9684.67 221.667
29 40736.1 78.333 1920 86,613,000 38977.8 184.111 12,226 178.333
30 68209.2 85.808 3448.38 77,518,600 55278.1 37.838 2463.743 177.603
Total 1390879.3 2633.051 51373.04 2348,630,000 1474437.1 1173.552 185307.4 5943.889
inputs or outputs, or to the inequality of the allocated resources. Furthermore, the proposed models can also be used for
discretionary and non-discretionary data.
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