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ABSTRACT
Structured Material Generation and Chemical Handling Advancements in
Microfluidic Platforms
by
Ramsey I. Zeitoun
Chair: Mark A. Burns
Microfluidic technology was developed, in part, to miniaturize chemical analysis tech-
niques. However, difficulties remain in functionality. Several microfluidic techniques
were developed to enhance microfluidic functionality and study phenomena that occur
in microfluidic systems.
Handling nanoliter chemical volumes in microchannels was addressed by inte-
grating a permeable polymer wall separating nanoliter droplets, where droplet con-
tents could actively be manipulated by diffusion. Droplets were actively manipulated
through a user-defined chemical flow to deliver solvents, reagents for reactions, per-
form separations and dissolve solid precipitate. Transport occurring in these systems
was also analyzed and characterized, and transport rates from hundreds of fL/s to
pL/s were achieved.
Microscale separations of double-stranded DNA during polyacrylamide gel elec-
trophoresis were studied in a microchannel with confocal laser scanning microscopy
(CLSM), allowing DNA migration to be imaged at a plane normal to its migration
direction. dsDNA displays a net transverse migration and concentrates at the top and
xvi
bottom of the polyacrylamide gel. This phenomena is analyzed and explained with
both experimental results and simulations. An imhonogenous pore size is attributed
to be responsible for the observed migration.
Using a three-dimensional microfabrication method, both 10 µm particles and
yeast cells were positioned on microfabricated 5 µm through-holes using convective
flow. This method is shown to be rapid to create accurate two dimensional patterns
in around 2 seconds, and was subsequently used to fuse microparticle clusters and to
cuture cells from a predefined two-dimensional pattern. The device was further ex-
panded to be able to precisely position two particle types by independently controlling
drains.
Finally, the properties of miniaturized laminar co-flows were investigated. Through-
holes were used to create an alternating co-flow structure where the number of co-
flowing streams could be scaled up to 64, 750 nm streams. Fluidic effects that arise
and can interfere with the quality of co-flows were investigated and conclusions were
drawn that are applicable to future designs. Effects that were investigated include
stream uniformity caused by non-uniform path lengths, diffusion, and Dean flow
caused by quickly constricting flows at high Dean numbers.
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CHAPTER I
Introduction
1.1 Microfluidics: Motivation and History
Microfluidics describe a growing field involving the manipulation of femtoliter to
nanoliter volumes of fluids, and the subsequent design of such microsystems to ma-
nipulate these fluids [1]. Historically, the need to manipulate small amounts of fluids
grew from a desire to perform analytical measurements with small amounts of reagents
more quickly and efficiently than could previously be done [2]. For instance, The Hu-
man Genome project, started in 1998, was an ambitious project to sequence the 3.3
billion base-pairs that make up the human genome [3]. This task was accomplished
under-cost and ahead of time, partially because of the contribution from microsepa-
ration systems like capillary electrophoresis, where charged species are separated in a
50 µm in diameter fused silica capillary [4]. In addition to electrophoresis separations,
chromatography has been theoretically and experimentally demonstrated to increase
performance as size scales are miniaturized and as a result, makes up some of the
earliest microfluidic separation systems [5].
As microscale analytical methods unequivocally demonstrated the advantage of
microfluidic systems, the microfabriction field, which was developed for generating
microelectromechanimcal systems (MEMS) was mature and had a rich base with
which to create microfluidic systems. This base had developed techniques and instru-
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mentation for precise glass and silicon etching to make channels, deposit thin metal
films to create sensors and heaters, and other technologies to make moving parts and
integrated optics [6, 7]. Microfabrication has been further exploited by microfluidic
researchers through soft-lithography. Flexible polymer components are cast against
microfabricated molds to create microchannels [8]. The flexible substrates have also
been demonstrated to make active fluid components like valves and pumps [9].
1.2 Microfluidic Traits
Lab on a chip systems are used to miniaturize the benchtop components of a
common lab (including purification, reaction, separation and detection) into a self-
contained microchip [10]. By manipulating fluid on-chip, sample can remain free
from outside contamination and be processed in an automated and inexpensive fash-
ion. Some of the earliest results were simple micro total analysis systems (µTAS)
where DNA was amplified, digested and separated on a fully integrated system [11].
Since then, microfluidics has been developed to create many bioanalytical tools. For
instance, DNA analysis devices were developed utilizing a multitude of reactions
including polymerease chain reaction (PCR) and strand displacement amplification
(SDA) [12, 13]. Other systems, like nanoliter viscometers, are used to assess fluid’s
physical properties [14]. Chemical sensors, like immunoassays, have been developed
with different detection methods, including fluorescence, electrochemical and surface
plasmon resonance [15, 16]. However, simply miniturizing current reaction technolo-
gies will not generate a robust lab on a chip. These systems must be developed by
accounting for many of the unique qualities present in microfluidic systems [17].
Micron length scales are fundamental to microfluidic systems and imposes a unique
set of parameters on fluid and chemical operations. By understanding and utilizing
these properties, microfluidic functionality can be enhanced and potential problems
can be addressed [18, 19]. First, microfluidics utilize small volumes, which can re-
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duce reagent costs. By decreasing the volume of an analytical reaction from 10 µL
to 1 nL, the cost per reaction is reduced 10,000 times [20]. Also, with smaller vol-
umes, transport times are decreased because the thermal mass (which is proportional
to volume) of a nanoliter sample is much smaller than a microliter sample. When
compared to macro-scale volumes, microfluidic volumes have higher surface area per
unit volume. so, heat and mass can be more efficiently transferred [21]. This can
be directly advantageous for biochemical reactions. For instance, PCR is used to
amplify DNA. This reaction has been shown to have intrinsically fast kinetics and
amplification time is limited by thermocycling time [13]. By creating systems that
can efficiently thermocycle, PCR reaction time has been decreased. Also, high sur-
face area give equal volumes more surface interaction. This trait has been used to
enhance immunoassays with increased interactions between the analytes and surface
probes [16, 22]. Also, fluid flow in these microsystems is stable and laminar at most
flow conditions because it is tightly bounded by microchannel walls. As a result, flow
follows predictable streamlines and only mixes via diffusion. This property of lami-
nar flow has been used to create co-flows, micromixers and diffusion based separation
systems [23–25].
In certain cases, the advantages of decreased volume, increased surface area, and
laminar flow can also be problematic. First, reducing reaction volumes results in
decreased signals. If the concentrations of analytes are in pM, then a 1 nL sample,
on average, only contains 100 molecules. This can be below noise and detection lim-
its [26]. Also, if target molecules are low enough in concentration, such as with cells
samples, then samples will follow Poisson statistics, and detection of targets can be
missed [27]. Raising surface area per unit volume can be disadvantageous in cases
where surface interaction is not desired. For example, with PCR, additional poly-
merase must be added to perform the reaction because polymerase binds to channel
surfaces removing it from the bulk sample [28]. This undesired binding can also
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foul surfaces and channels which will ultimately reduce or stop microfluidic perfor-
mance [29]. Finally, since laminar flow mixes only via diffusion, mixing time can be
prohibitively slow. Therefore mixing must be separately addressed and micromixer
technology has been developed for these cases [30].
1.3 On-Chip Chemical Handling
When dealing with small volumes of reagents, performing sequential processes is a
difficult and potentially time consuming process. Volumes are microscopic, contained
in microchannels and are subject to steep and sensitive pressure gradients. To per-
form reactions on small scales, nanoliter droplets (aqueous droplets in a continuous oil
phase) are generated to make isolated chemical reactors. Many ways to alter droplets
contents after generation exist. These methods include diffusive transport between
droplets and the environment, merging droplets or using picoinjectors [31, 32]. These
methods are potentially powerful for certain applications, but are either slow, inflex-
ible or a passive process with no feedback and user defined control. This leaves few
ways open to perform complex or sequential processes. This is further complicated
when performing high-throughput chemical processes. Aside from simply adding
reagents, removing reactants and separating components from nanoliter systems is
still a difficult process. This has been identified in a recent review as a potential
turning point for microchemical analysis technologies and some advancements have
been made coupling microseparations with nanoliter chemical technologies [33]. There
have been successful attempts to address this issue with electrophoresis and chrotog-
raphy [34, 35]. However, the demand for these technologies still greatly outweighs the
availability of available and robust methods for chemical handling.
Processing microchemical systems through separation and detection is a critical
step to complete chemical analysis. It is likely that analysis will need to be performed
on-chip since transporting nanoliter volumes from the microscale to the macroscale
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is currently impossible. Therefore, enhancing analytical methods in the microscale is
important for improving the accuracy and resolution of microfluidic analytical tech-
niques. In addition, separations must be efficient for appropriate detection because
of the small total amounts of separated species. For instance, electrophoresis involves
separating charged species based on their electrophoretic mobility and requires a cer-
tain distance for this separation to occur [36]. If the distance required is long relative
to the dimensions of the microfluidic system (on the order of centimeters) than mi-
crofluidic systems may lose their unique advantage of being a small, portable lab on
a chip [37]. Therefore, unique properties that are exist in microfluidic systems must
be accounted for when developing microfluidic separation systems.
1.4 Microfluidics for Complex Structures
Precisely manufactured channels can be used to direct and steer fluid along pre-
defined paths. In the case of a pressure driven flow, flow travels from a high pressure
to a low pressure, and will proportionally follow a path of least resistance [21]. Using
this property, multiphase flows, containing particles or cells suspended in fluid have
been steered into microfabricated wells. An appropriately placed microobject will
block flow through the well, increasing fluidic resistance and reducing flow [38]. Sub-
sequent flow will be steered around the well. This idea has been used to pattern large
arrays of particles and cells quickly with high reproducibility. This has been used to
isolate single cells and particles, pair cells and create bead-based microarrays [39, 40].
Developing methods to pattern more complex structures in terms of shape, number
and composition with further proliferate this technology.
Laminar flow has been used to specifically control flows down to micro size scales.
Since mixing occurs between streamlines through diffusion, flows mix slowly and
fluid elements flow streamlines that can often persist for distances much greater than
the length of flow. Using this property, microfluidic systems have been designed
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to capitalize on the predictable flow differences between microobjects of different
sizes to create cell separation systems with deterministic ratchets, distinct co-flowing
streams, micro-structured fibers and to perform layer-by-layer deposition [41–43].
From a functional standpoint, optics have been integrated with continuous laminar
flows to create both geometric and gradient index lenses as well as fluid core-cladding
waveguides [44]. The properties of laminar flow have been used to create interesting
fluid structures for material, chemical and physical purposes. By further developing
of the range of control of laminar streams for further control the size, shape and
pattern, laminar co-flows have the potential to increase the range and functionality
of co-flowing systems.
1.5 Organization of this Dissertation
This dissertation investigates new methods of nanoliter chemical handling and de-
tection in microfluidic systems and also explores the potential of generating structures
in microfluidic systems from particles, cells and fluids. In, Chapter 2, a method for
actively controlling nanoliter droplets’ chemical composition is introduced. This sim-
ple method is used to continuously control nanoliter chemical systems by integrating
a time-resolved convective flow signal across a permeable membrane wall. With this
method the volume and concentration of nanoliter-sized drops can be controlled with-
out direct convective contact between droplets and the continuous flow. Mass transfer
properties are quantified and fluid introduction and removal rates are achieved rang-
ing from .23 to 4.0 pL/s. Furthermore, this method is expanded to perform chemical
processes. Silver chloride was precipitated using a flow signal of sodium chloride and
silver nitrate droplets. From there, sodium chloride reactants were separated with a
water flow signal and silver chloride solids were dissolved with an ammonia hydrox-
ide flow signal. Finally, this system was used to deliver large molecules and perform
physical processes like crystallization and particle packing.
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Non-uniform distrubtion of dsDNA oligomers during polyacrylamide gel elec-
trophoresis (PAGE) in a microfabricated system is explored in Chapter 3. Confocal
Laser Scanning Microscopy (CLSM) was used to image fluorescently labeled DNA
during electrophoretic migration. The distribution of dsDNA larger than 100 bp
is observed to transition from a center-biased motion on the transverse plane 1 cm
downstream from injection to an edge-biased motion 2 cm downstream. While this
distribution increased with increasing dsDNA size in a cross-linked gel, no similar
distribution was found with the same dsDNA molecules in a linear polyacrylamide
solution (6% LPA). Simulations of DNA distribution in gels suggest that DNA distri-
bution nonuniformities may be caused by biased electrophoretic migration resulting
from motion in an inhomogeneous gel system.
In Chapter 4, a two-dimensional micro-object positioning methods is introduced.
This method is a non-planer microfluidic device which uses laminar convective flow
to actively position particles into any desired, two-dimensional, predesigned pat-
tern. Objects including 10 µm polystyrene particles and Saccharomycesludwigii
cells are rapidly (2 s) loaded onto vacuum-actuated holes, allowing us to both gener-
ate anisotropic particles and culture S.ludwigii cells. The device was further modified
to individually control two sets of holes, adding control of pattern composition. With
rapid, precise and adaptable operation, multilayer microfluidic devices should greatly
assist in research where precise object placement and proximity is necessary.
Finally, in Chapter 5, a three-dimensional microfluidic device architecture has been
designed to scale and actively miniaturize co-flowing streams to desired dimensions.
This architecture allowed for devices to scale both the size and number of co-flows with
few independent design parameters. This was used to generate submicron streams
by constricting 64 streams in a single microchannel. Finally, the quality of produced
co-flows was investigated with respect to uniformity, diffusion and Dean flow.
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CHAPTER II
Control of Mass Transport to Nanoliter Droplets
using Separated Convective Signal Flows
2.1 Introduction
Nanoliter droplet emulsions formed in microfluidic channel networks are used to
create discrete chemical and biological systems with uniform and controlled con-
tents [1]. Droplets are an ideal platform with which to perform high-throughput
analysis because they require minimal reagents and allows for thousands of nanoliter
droplets to be produced per second, which can respectively reduce cost and time to
perform analytical experiments [45]. Once confined to microfluidic channels, droplets
can be isolated and monitored as individual chemical or biological systems. Droplets
have been used for directed evolution in microbial systems by culturing single cells to
remove bulk averaging from cell populations, for optimization of chemical reactions by
controlling reagent concentrations and reaction times, and for amplification of DNA
with PCR using fast thermocycling times [28, 46–49]. In a recent review of micro-
droplets, Theberge, et. al. asserted that further proliferation of droplet technology
will be facilitated by integrating droplet processes, such as separations and reactions,
and is currently limited by researchers ability to control droplets environments and
contents [33]. The idea of unifying droplet operations is an appealing concept and
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has been investigated by combining chemical reactions in droplets and continuous
flow separations on a chip [35]. However, the technology to control the contents of
droplets and interface this technology with other chemical systems does not yet exist
in a mature form [50].
Simple methods to control droplet contents are important to the development
of droplet technology from a user and application oriented viewpoint. Convection
and diffusion-based mass transfer have been used to control droplets after generation.
Convection uses hydrodynamic flow to control droplets by splitting, pairing and merg-
ing them [32]. For example, merging droplets can create controlled reactions and has
been used to produce CdS nanoparticles, poly(lactide-co-glycoide) and magnetic iron
oxide nanoparticles [51–53]. However, hydrodynamic systems operating with discrete
fluid volumes, are sensitive to flow conditions and require optimization of operational
parameters to behave properly. Vapor diffusion between microdroplets can be used to
continuously manipulate droplets, and in two cases, conditions for molecular and pro-
tein crystallization were rapidly screened [54, 55]. Controlled mass transfer mitigates
fluidic design constraints, compared to systems operating with hydrodynamic droplet
manipulation. However, mass transfer methods operate from initial conditions and
cannot quickly or continuously manipulate droplet conditions and compositions. By
combining active control of droplet conditions using convective transport with the
ease of use of mass transfer to droplets, the range of control for droplet systems can
be expanded to allow for the integration for chemical reactions, separations and di-
lutions in a single system. Use of a permeable membrane, first developed in 2007, is
explored to transport both water and ethanol to crystallize proteins and salts [55, 56].
This method used a multilayer fluidic device and would create large volume changes
in droplets in a matter of several hours.
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2.2 Materials and Methods
2.2.1 Device fabrication
Poly(dimethylsiloxane) (PDMS) microfluidic devices were casted from either a
10, 35 or 75 µm SU-8 mold (measured from a surface profilometer) and bonded to
glass slides after oxygen plasma treatment [57]. Channels were treated with siloxane
solution (Rain-X Original, Unelco) overnight to ensure all surfaces in the device were
hydrophobic.
2.2.2 Droplet generation
Two VSO-EP electronic pressure controllers (Baker) were used to control the inlet
pressures of oil and water from an external pressure source. Pressure was applied to
generate droplets in a previously developed oil-water T-junction design [58]. The con-
tinuous phase was made from solutions of fluorinated oil (FMS-121, Fluka) premixed
with surfactant (1H,1H,2H,2H-Perfluorooctanol, Alfa Aesar) at 5% v/v surfactant
to oil. Droplet solutions were made from either deionized water or from premixed
deionized water-ethanol solutions.
2.2.3 Droplet size experiments
Flow was stopped and stationary droplets were measured for all measurements to
ensure consistency. For the stability measurements, YPD (Yeast Peptone Dextrose)
solution was used as a droplet phase. The fluidic signals were applied to our channels
through either a syringe with the desired liquid, or a hose connected to a nitrogen tank
controlled again by a VSO-EP electronic pressure controller. During liquid extraction
experiments, dry nitrogen was applied to the side channels at P = 50−60 kPa. When
growing droplets, the side channel was flushed every two minutes to ensure the channel
was filled and pure. Droplets were monitored using a stereoscope and droplets were
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analyzed using ImageJ software. The area of the droplets was approximated with an
ellipse for a spherical droplet and with the geometry tool if the droplet was deformed.
2.2.4 Water in Oil Concentration
To determine the concentration of water in FMS-121 fluorinated oil a 25 mL
picnometer was used. Constant density was assumed between the water and oil
phases. Oil density was measured in two situations, after being dessicated and baked,
and after being submerged in water. All measurements were performed in a clean
room at a uniform environmental temperature and humidity.
2.2.5 COMSOL Simulations
Droplet evaporation simulations were performed in COMSOL Multiphysics v3.4.
The two-dimensional, steady-state diffusion simulations were used. Thermodynamic
discontinuities were used based on solubility concentrations. At the droplet/oil inter-
face water is assumed to be at saturation and air is assumed to be water free. The
saturation concentrations of water in oil, PDMS and air used were 1,300, 40 and 1.3
mol/m3. Air diffusion used was 1e-5 m2/s and oil/PDMS diffusion used was 1e-9
m2/s.
2.2.6 Colloidal Crystallization
For colloidal packing experiments, Polybead polystyrene red dyed microspheres
(3 µm diameter) were diluted with deionized water to 0.2 wt% and sonicated for 15
minutes to disperse possible particle aggregates. The particle solution was then used
to create droplets. Once liquid was extracted, the particle clusters were imaged in
situ under a Zeiss Axioskop with a 40x microscope objective and enhanced in Adobe
Photoshop CS3.
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2.2.7 Chemical Functions
For reactions/separation/extraction experiments, 3M aqueous NaCl solution was
used for all the experiments and 1M AgNO3 solution was mixed with water and
produced in droplets. For liquid extraction, 20% ammonia hydroxide solution was
used for the side channels.
2.2.8 Small Molecule Delivery
Side stream solutions of rhodamine B (Fluka)-water and rhodamine B-ethanol
solutions were flowed into the side streams for a desired time period. Droplet images
were captured on a Zeiss Axioskop with a 10x objective and a dichroic filter to resolve
the fluorescence signal.
2.3 Results and Discussion
2.3.1 Device Design
Figure 2.1: Method schematics and device design. Droplets are generated in a T-
junction and then move to a channel with side-streams separated by a
permeable wall.
We have developed a simple method, to manipulate droplets with mass transfer
through user-controlled convection. We intend this work to be a straightforward mi-
crofabrication process and demonstrate the functional possibilities that can be gained
by coupling fast response times with a thorough mass transfer analysis. Mass transfer
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occurs as a result of an imposed concentration gradient between droplets and indepen-
dent side channels that are separated by a narrow, permeable poly(dimethylsiloxane)
(PDMS) wall (Figure 2.1). In the past, the permeation of fluid through PDMS walls
has been used to create convective flow [59]. Our method allows an applied convective
flow to indirectly contact droplets through PDMS while avoiding additional fluidic
constraints and microfabrication steps. Because the side channels are independent
from the droplets, different chemical species (both liquid and gas) can used. This
system was used to manipulate droplet sizes and contents and to create significant
steady and transient mass transfer responses. Mass transfer responses were thor-
oughly investigated and the ranged of operations of this device used to extract water
from a droplet, dilute a droplet with ethanol, pack colloids, crystallize salt, perform
a chemical reaction, dilution and dissociation and deliver a fluorescent dye.
2.3.2 Basic Droplet Functions
Droplet contents are controlled by mass transport between the droplet and a
side channel separated by a PDMS barrier. In this case, mass transport occurs by
diffusion, and manifests itself as a chemical species preferentially travelling along a
concentration gradient. This process is possible because of the permeability of the
continuous fluorinated oil phase and membrane (PDMS) to a given chemical species
such as water or ethanol.
The convective stream and droplet interaction creates conditions for two basic ma-
nipulation operations: extracting contents from droplets and adding chemical species
to droplets. These two processes are fundamentally similar and follow Ficks first law
of diffusion, with diffusion occurring from a concentration gradient. However, the
concentration gradient is reversed between cases. For removing liquid from droplets,
droplets made of either water or half-water and half-ethanol were generated in a
droplet channel. The convective side channel was exposed to dry nitrogen flowing at
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Figure 2.2: Basic droplet operations. a) Droplet evaporation. A is area, Ao is ini-
tial area and t is time. b) Droplet growth and dilution. Droplets are
highlighted in the second image.
an input pressure of P = 50 − 60 kPa. To measure droplets, flow was halted and
droplets are set in place. Droplets shrink with time because water is diffusing along
the water concentration gradient through the fluorinated oil and PDMS and into the
N2 stream (Figure 2.2a). Nitrogen diffusing into the droplets from the side channel
cannot cause any comparable growth of the droplets. Since the gas stream is dry and
flowing, there is a constant, low concentration of water and ethanol in the gas phase
and the accumulation of liquid on the sidewalls is negligible. The concentration of
water at the PDMS/oil boundary is non-zero and limited by saturation concentra-
tion in PDMS. This is important to note because ethanol and water have different
saturation concentrations, diffusion coefficients, and therefore different rates of mass
transfer [60]. Evaporation can also be fine-tuned by temperature, which appears to
14
exponentially increase the rate of evaporation.
For liquid addition, water-ethanol droplets were generated in the center chan-
nel and the side channels were subsequently filled with ethanol. Droplets will grow
because ethanol can diffuse into the droplet more quickly than water will diffuse
out of the droplet, owing to a higher saturation concentration of ethanol in PDMS
(Figure 2.2b). Droplet growth is also likely affected by the water-ethanol mixtures
azeotrope of 96% ethanol. Two interesting consequences arise from diluting droplets
with ethanol: First, the droplet is more difficult to resolve because ethanolx′s refrac-
tive index difference causes a poorly defined droplet interface (droplets are highlighted
with a white overlay). Second, because the interfacial tension of the mixture is dif-
ferent from the initial droplet, droplets are more attracted to the PDMS. This can be
observed as droplets adhering to PDMS walls exhibit a decreasing contact angle. This
result may be desirable because solvents like ethanol, cannot be normally created in
nanoliter droplets because of their attraction to PDMS.
2.3.3 Combined Operations
The two operations, droplet size reduction and droplet growth, can be combined
to create a time-resolved signal to stabilize droplets and oscillate their contents. The
side channel input versus droplet response can be thought of as a fluid signal input and
droplet output (Figure 2.3a). Droplets of cell growth medium (YPD) were stabilized
at t = 0 and after the droplets have shrunk to a target size (Figure 2.3b). This
could be desirable for long-term cultures in microdroplets, to selectively create small
and concentrated droplet reactors. A complicated time-resolved droplet response was
demonstrated with a square wave signal which produced oscillations in a droplets
projected area by almost 40% of its original size with no appreciable lag (Figure
2.3c). The lag between signal input and droplet response is short because mass
transport occurs in a microfluidic system with microscale features. For instance, the
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Figure 2.3: Droplet signal input and output. a) Signal-response black box system
concept. b) Droplet size stabilization. A is area, Ao is initial area and t is
time. Droplet size stabilization at t = 0, t = 500 s, and no stabilization.
c) Oscillation of a droplet undergoing size reduction and growth with a
time resolved signal in the second image.
diffusion time for a molecule with a diffusion coefficient of D = 10−9 m2/s diffusing
across a 100 µm membrane is on the order of 10 s [61]. The negative overall slope
for the oscillation curve is a result of the rate of growth being slower than the rate of
reduction. Although droplet change is only measured by droplet size, composition is
changing, favoring more ethanol in the droplet, which can create a dynamic condition
that is only sustainable for a certain time. Complicated signals could conceivably be
used to create dynamic droplets conditions for screening a huge range of variables
by changing a convective signal. Also, this demonstrates the ability of the system
to sequentially change droplet conditions and could be transferred to a system with
stepwise reactions of multiple phases.
2.3.4 Mass Transport Analysis
The range of volumes that can be delivered or removed are limited by mass transfer
rates versus residence times. Droplets often flow with the continuous phase and can
16
have residence times under 10 seconds in a microchannel. In many cases, such as for
chemical reactions, delivering a relatively small number of molecules is acceptable. For
example, adding 1% of a 1 M HCl solution to a pH 7 water droplet would change the
droplets environment considerably. However, cases where delivering volumes closer to
the overall droplet volume can be more difficult. Therefore, investigating parameters
controlling mass transfer is important to investigate, and this was done using the
model case of a water droplet evaporating.
2.3.4.1 Assumptions
Resistance to diffusion is negligible in the oil and primarily occurs in the PDMS. To
understand the resistance of oil and PDMS on mass transfer, the permeability, defined
as the product of a diffusion coefficient (D) and a maximum solubility (Csat), can be
compared. It can be assumed that the diffusion coefficients of water in fluorinated
oil and PDMS are close. From picnometric analysis, the solubility of water in oil
was measured to be 1,300 mol/m3, around 30 times higher saturation than PDMS,
suggesting that resistance to mass transfer through the oil is negligible. All transport
assumptions that are used will simplify the full mass balance Equation 2.1 to derive
basic equations are as follows and also can be visually seen in Figure 2.4 with all
relevant variables labelled [61].
δC
δt
+ ~v · ∇C = D∇2C +R (2.1)
(a) Distance between the droplet and air channels, O(10−4) m is much smaller
than the distance between the droplet channel PDMS device boundary O(10−2) m,
so little mass transfer is out of the device and most mass transfer is into the air
channel. (b) Assume the oil provides no resistance as compared to the PDMS. (c)
Assume psuedo-steady state since the PDMS boundaries and concentration boundary
conditions are fixed (δC/δt = 0). (d) No convection (~v = 0) (e) No reaction (R = 0)
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(f) Since the oil provides little resistance to mass transfer, the end of the droplets can
be assumes as a constant value with surface area equal to the height of the droplet, h,
multiplied by the width of the droplet, wdrop. ∇ = δ/δx+δ/δz. (g) The concentration
out the top is a function of the distance between droplet and air channels and will
related to mass transfer out the sides for fixed droplet/air separations. This mass
transfer can be represented by multiplying by an effective area. Therefore the system
is simplified to one dimension, Equation 2.2. ∇ = δ/δx.
Figure 2.4: Diagram of transport with a droplet located in the channel. (a) Top view
of droplet transport (b) Side view of droplet transport.
δ2C
δx2
= 0 (2.2)
Since all resistance occurs in the PDMS, a Ficks diffusion model is assumed for
molecular diffusion flux, J . This is found by solving Equation 2.2 with boundary
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conditions, Equation 2.3 and Equation 2.4.
C(x = 0) = Csat,PDMS (2.3)
C(x = d) =
Csat,PDMS
Csat,air
Cair = HCair (2.4)
Here, d is the separation between droplet and air channels, Cair is the concentra-
tion of water in the air channel, H is the ratio of saturation concentrations of water
in PDMS versus air (H = Csat,PDMS/Csat,air), AE is an effective surface area and
multiplied by the flux is a total mass transfer rate,N , giving Equation 2.5:
N = AEJ =
2AED
d
(Csat,PDMS −HCair) (2.5)
This is multiplied by 2 to represent two channels where diffusion can take place.
The AE, Equation 2.6 takes into account both transport out the side, ends and top
of the droplet:
AE = Ldroph+ wdroph+ Ldropf(d) (2.6)
Where the first term is the area of transport from the sides of the drop, the
second term is the area where transport occurs from the end of the drop and the
more complicated third term represents transport through the top of the channels.
Transport out the top of the droplet is represented by f(d). From assumption (f), it
is assumed that transport out the ends of the droplet is resisted very little by the oil,
so the entire end area can be considered uniform diffusing area. This AE term also
assumes that transport out the top of the device is independent to transport through
the side-walls of the device. By altering different variables, the terms of Equation
2.5 can be further assessed. Volumetric transport rate can be assessed from the mole
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transport rate by:
V˙ =
N
ρMW
(2.7)
where ρ, is density, MW , is molecular weight.
2.3.4.2 Projected Volume Measurements
The rate of diffusion can be measured by the change of a projected droplet area
with respect to time. Although, a droplets change in area versus time appears lin-
ear and constant while observing changes over small transport ranges, seen by Fig-
ure 2.2 and 2.3, over a large volume change, we observe a deviation from a linear
approximation (Figure 2.5a). The volumetric mass transport rate is calculated by
assuming a constant mass flux (using the pseudo steady state assumption) from the
top, sides and ends of the droplets along with a changing area. This derivation and
model is derived assuming an approximate rectangular block shaped droplet with
constant fluxes (Jtop, Jend, Jside) out of each the top, the ends and the side of the drop
(Atop, Aend, Aside) in Equation 2.8
V˙ = AtopJtop + Aend, Jend,+AsideJside (2.8)
The values of these areas are listed in Equation 2.9, Equation 2.10 and Equation
2.11. It can be seen that two of these values are linearly dependent on the projected
droplet area, A.
Atop = A (2.9)
Aend = wh (2.10)
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Aside =
Ah
w
(2.11)
Droplet volumes can be approximated as cylindrical, for diameters greater than
channel height, so the volumetric transport per second, V˙ , is the change of projected
area with respect to time, δA/δt , multiplied by the channel height, h. Since V˙ =
hδA/δt, this equation can be simplified by combining Equation 2.8 with Equation
2.9, Equation 2.10, Equation 2.11, collecting constants to, c1 and c2, and the result
is listed in Equation 2.12:
V˙ = h
δA
δt
= c1A+ c2 (2.12)
Solving this linear ODE with boundary condition Equation 2.13 results in the area
versus time equation of Equation 2.17.
A(t = 0) = Ao (2.13)
A = (Ao +
c2
c1
ec1t − c2
c1
) (2.14)
Droplet sizes with projected areas of 10,000 µm2 are used as the standard to
calculate transport rates for future measurements. It is measured from the fit in
Figure 2.5a that the evaporation rate linearally decreases (Figure 2.5b) as would be
expected from the model.
2.3.4.3 Temperature, Channel Height and Wall Width
As a calibration, the change in droplet diffusion and evaporation was measured
in a microchannel versus temperature. Since pure water droplets are affected, an
Arrhenius relation (Equation 2.15) between evaporation rate and temperature was
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Figure 2.5: Evaporation rate of water versus projected area. (a) Droplet area versus
time for large droplet sizes along with a fit based on Equation 2.6. (b)
Rate of change of droplet area versus droplet area.
expected:
V˙ ∝ e−
∆Hvap
kbT (2.15)
with the heat of vaporization (∆Hvap) being that of water (40.65 kJ/mol). With
linear regression and weighted least squares analysis, an activation energy of 40.5± .9
kJ/mol was measured, well within the theoretical value (Figure 2.6a).
By changing the height of the device and combining Equation 2.5 and Equation
2.6, the total rate is can be simplified into a linear equation Equation 2.16 and can
be used to determine the properties of the PDMS system:
N =
2Csat,PDMSD
d
(Ldrop + wdrop)h+
2LdropCsat,PDMSD
d
f(d) (2.16)
In this case, side channel airflow is assumed to be sufficiently high that Cair ' 0
and other parameters used were d, wdrop, Ldrop = 100µm and T = 42
◦C. From the
slope of a best fit of data taken with varied height (Figure 2.6b), CsatD was found
to be 1.7 ± .1 × 10−7 mol/m-s. In literature, CsatD is around 4 × 10−7 − 4 × 10−8
assuming water-PDMS diffusion of 10−9-10−8 m2/s [59, 62]. The value found may
also be on the high-end of this range because temperature used is 17◦C higher than
room temperature. In this case, the term, f(d), was determined to be 28.0± .6 µm.
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COMSOL simulation datas trend is in close agreement, displaying a linear correlation
with changing height (R2 = .9999).
By changing the distance between channels droplet evaporation rates the depen-
dence of mass transfer rate on channel separation can be predicted (Figure 2.6c).
Rates scale inversely with the distance between droplet and air channels. Plotted
in Figure 2.6c, is the measured rate, versus the predicted rate out of the side and
end of the droplets (assuming f(d) to be 0). It is observed that at low separations,
transport out the channel sides and ends is more influential than transport out the
channel top. At higher separations, transport out the top of the channel becomes
increasingly greater. Also, at close separations, resistance from the oil may begin to
influence transport which would decrease overall evaporation rates and be the reason
why there is a crossover of the predicted side-wall transport versus total measured
transport under 50 µm.
2.3.4.4 Nitrogen Flow Rate
Finally, the ratio of water concentration at the air channel/PDMS interface was
changed and compared by changing the convective channel dry nitrogen flowrate with
varying pressures. Water concentration in the air channel changes the magnitude of
the water concentration gradient that drives water transport from the droplet channel
to the air channel. Higher inlet pressures result in higher flowrates, less mass transfer
time per volume of air, and therefore drier air with a steeper concentration gradient.
Also, as the air flows further in the channel, and therefore is in contact with diffusing
water longer, it will have a higher water concentration. The concentration of water
in the air channel should be uniform because diffusion time (t ∼ w2air/4Dair) is much
less than the time for mass transfer of the water into the flowing air. Water in the
air channel’s concentration versus residence time in the air channel can be directly
calculated by Equation 2.17.
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2Vair
δCair
δt
= N (2.17)
Position of air in the channel, y, is related to residence time, t, by Equation 2.18.
y = Ut (2.18)
Where, U , is air flow average velocity. Equation 2.17 can be changed to being
dependent on position in the channel by Equation 2.19.
δCair
δt
=
δCair
δy
δy
δt
= U
δCair
δt
(2.19)
By combining Equation 2.17 with Equation 2.5, a separable ODE can be set
up (Equation 2.20) which describes air channel water concentration versus known
parameters. The boundary conditioned used is that air enters completely dry when
introduced (Equation 2.21).
2VairU
δCair
δt
=
2AED
d
(Csat,PDMS −HCair) (2.20)
Cair(y = 0) = 0 (2.21)
The ratio AE/Vair arises which is solved in Equation 2.22.
AE
Vair
=
wdroph
Ldrop
+ h+ f(d)
hwair
(2.22)
With Equation 2.22, combined with Equation 2.20 the driving force can be solved
for in Equation 2.23.
(Csat,PDMS −HCair) = Csat,PDMSexp−
wdrop
Ldrop
h+h+f(d)
hwair
HDy
d
1
U (2.23)
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And, this can be combined with expression Equation 2.5 to describes mass transfer
from the droplet into the air channel (Equation 2.24).
N =
2AEDCsat,PDMS
d
exp
−
wdrop
Ldrop
h+h+f(d)
hwair
HDy
d
1
U (2.24)
By changing the inlet pressure of the nitrogen stream, and estimating a velocity
based on laminar (Re < 103) Pousille flow in Equation 2.25, the average velocity can
be calculated from pressure.
U =
1
12
h2
µLchannel
∆P (2.25)
The predicted trend is that total diffusion rate, with a fixed viewing position
and geometric variables varies by exp−1/U . This trend and the specific values match
experimental data as seen in Figure 2.6d.
2.3.5 Particle Packing
Size reduction of droplets can be used for a variety of functions, such as crys-
tallization and packing colloidal clusters [55, 63, 64]. To create particle packings, a
particle solution (3 µm diameter) was loaded into droplets of uniform size and com-
position, and water was subsequently removed (Figure 2.7). Extracting water created
a volume change forcing particle packing by increasing the density of the solution and
capillary forces create a packed structure. As the droplets evaporate, they become
more opaque as a direct result of the particle density in the droplets. This could also
be done to crystallize large sodium chloride crystals at slow evaporation rates (Figure
2.7d).
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Figure 2.6: Evaporation rate of water measured at several different conditions. (a)
Droplet evaporation rate versus temperature at a height of 75 µm, wall
width, d, of 100 µm and 50 kPa air flow. (b) Droplet evaporation rate
versus channel height with a wall width, d, of 100 µm and 50 kPa air flow
(c) Droplet evaporation rate versus wall width with a channel height, h,
of 35 µm and 50 kPa air flow (d) Droplet evaporation rate versus air flow
with a channel height, h, of 75 µm and wall width, d, of 100 µm.
2.3.6 Chemical Processes
The primary functions of time resolved size reduction and growth were used to
sequentially perform chemical processes on nanoliter droplets (Figure 2.8). First,
aqueous sodium chloride (3 M, salt) flows through the side channels and 1 M aqueous
silver nitrate droplets were generated. It is believed that salt diffuses into the droplets
and the chlorine reacts with the silver, generating insoluble silver chloride precipitate
(Figure 2.8a). Droplets without sodium chloride side channels have no precipitate.
Diffusion is believed to be the mechanism of salt transport based on the fact that
diffusion has been shown to occur for solvents and liquids and should be occurring on
a slower timescale. We note that if droplets are made, and remain stationary before
sodium chloride is introduced into the side channels, then no silver chloride crystals
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Figure 2.7: (a) Droplet shrinking initially concentrated with 0.2 wt% particles. (b)
Droplet magnified prior to full evaporation. (c) Packed particles. (d)
NaCl crystal.
form. We attribute this to the silver nitrate quickly leaving the droplets before the
reaction occurs.
By flowing dry nitrogen, the droplet can be shrunk and the salt and silver chloride
concentration will increase. This causes sodium chloride to precipitate in the droplet
(Figure 2.8b). Alternatively, instead of precipitating the salt reactant, excess reactant
was separated from the system to leave only product in the droplet. Water was used
as the convective stream and salt is diffuses out of the droplet. Since silver chloride
is solid, it does not leave the droplets. After this step and shrinking the droplet, no
sodium chloride crystals form. Finally, the solid silver chloride precipitate can be
extracted back into solution by setting the side channel with ammonia hydroxide,
which silver chloride is soluble in (Figure 2.8c).
These reactions are dependent on ion transport and therefore the PDMS mem-
brane and fluorinated oil must been permeable to ions, notably sodium chloride.
PDMS has been previously used to transport salts and reported to have transported
salts (including sodium chloride) for drug delivery applications [65, 66]. To confirm
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Figure 2.8: Chemical functions using signal flows. a) Aqueous silver nitrate droplets
surrounded by water and with diffusing sodium chloride to precipitate
silver chloride crystals. b) Salt precipitates with air in the side channels
but does not with water side-channels. c) Silver chloride is soluble in
ammonia hydroxide and the crystals are extracted into the droplet.
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Figure 2.9: Silver chloride precipitate formed in the PDMS wall from silver nitrate
droplets and a sodium chloride convective flow. Scalebar is 50 µm.
that sodium chloride is diffusing through the PDMS, the sodium chloride to silver
chloride reaction was performed in the PDMS wall. Silver nitrate droplets were formed
and set in the channel for under 1 minute. This should have loaded the PDMS wall
with silver nitrate, at which point sodium chloride solution is loaded in the convective
side channel. As expected, and seen in Figure 2.9, precipitate forms inside the PDMS
wall. Ammonia hydroxide solution was later flowed in the convective side channel,
and this precipitate dissolved.
This result was also confirmed to not be a convective process because pressure
applied to the microchannels never compromised the separation between droplet and
convective channels. Also, the uniformity of the density of particulates would under-
mine that salt ions travel because of a leak. This result makes it clear that transport
in these systems when reactions are concerned are sensitive, flexible to the ends and
must be performed carefully to have a desired reaction in the droplet instead of in the
PDMS. Transport is likely a classical diffusion system, where ions suspended in water
will diffuse into the PDMS to equilibrate their concentration and lower the systems
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Figure 2.10: (a) Transport of rhodamine B into droplets. Flowchart of experimental
procedure used to transport rhodamine B into droplets. (b) Images
corresponding to the flow chart. Droplet edges are highlighted.
overall energy.
2.3.7 Transport of Small Molecules
PDMS is permeable to larger molecules, so dyes and drugs can be delivered to
droplets from a convective source [67]. The fluorescent dye rhodamine B (MW =
479.01) diffused into the droplets, and was confirmed with fluorescent images of
droplets with no rhodamine B, and droplets after rhodamine B was loaded into side
channels (Figure 2.10). Also, as demonstrated by the fluorescent images of the sys-
tem, molecules will remain in PDMS after the side stream signal has been removed.
So, reactions involving different interacting reactants may be inhibited by this effect.
2.4 Conclusions
Devices combining convective fluid signals interacting with droplets have enor-
mous potential to direct nanoliter droplet systems because of their ease of fabrication
and operation, and versatility to operate with a wide range of molecules and per-
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form sequential processes. From a materials standpoint, replicating this setup with
different materials, like polyesters or perfluoropolyethers, and different continuous oil
phases can be used to change the solubility and diffusion characteristics of molecules
inside of this system [68, 69]. This can be studied to create systems that provide
selective mass transport into and out of nanoliter droplets, such as with sodium chlo-
ride or other salts [55]. Variables affecting the rate of transport out of droplets have
been analyzed. To achieve higher transport rates, increased temperature, minimized
channel height and membrane thickness can greatly increase rate in cases where large
transport volumes are required. Multiple convective channels can be added to create
sequential transient steps for flowing droplets, avoiding species interacting in the mem-
brane. This concept can be used to assist in current microfluidic devices to provide a
real-time environment to perform a myriad of functions such as sequential reactions,
time-dependent system probing, dilution, extraction and crystallization. Combined
with creative channel layouts, systems can be integrated to perform several chemical
functions on a single device.
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CHAPTER III
Transverse Migration of dsDNA in Microchannel
Gel Electrophoresis
3.1 Introduction
Polyacrylamide gel electrophoresis of DNA is used in a wide range of applications
including genetic analysis, mutation detection, disease diagnosis, and forensic screen-
ing. This separation technique has been adapted by the emerging lab-on-a-chip sys-
tems in recent years as a principal separation component of many microfluidic-based
bioanalysis systems [70–74]. Cross-linked polyacrylamide is particularly attractive
mainly due to its relatively short required separation distances as compared to other
matrices [75, 76]. The resolution of these systems has been optimized by several
means, including electrode-compaction injection, on-chip fabricated detectors, and
the introduction of buffer flow [77–79]. The resolving power has been improved to
a comparable level as that achieved by linear polymer solutions but at distances
considerably shorter [80].
However, there are problems associated with cross-linked polyacrylamide. For
instance, we have previously observed a loss in resolution for dsDNA bands larger
than 200 bp in relatively dense gels (10%T) or dsDNA bands larger than 500 bp in less
concentrated gels (5%T) [75, 79]. This reduction significantly limits the resolvable size
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range of dsDNA especially in microfabricated devices with pre-loaded gels. Also, the
microstructure of some cross-linked gels was found to be inhomogeneous, a phenomena
that could be dependent on the monomer and cross-linkers concentrations as well as
the polymerization process [81, 82].
Continuous 3-D visualization of electrophoretic motion in gels can aide in under-
standing these and other aberrant migration patterns. De Carmejane et al. have
studied long-chain DNA (T2, 164 kbp) interacting with surrounding polymer fibers
(0.38% HEC, 1X TBE) in a 3-D manner by taking spatially separated cross-sectional
fluorescence images and reconstructing them into a 3-D image [83]. Advancements
in microscope technology make continuous 3-D visualization (xyzt) possible. Confo-
cal Laser Scanning Microscopy (CLSM), which has been widely used in the field of
molecular biology, cell biology and colloidal particle research, was also used for the
detection of ssDNA electrophoresis in a slab-gel and in a microfabricated disc [84, 85].
However, these studies were limited to the observation of ssDNA on the conventional
detection plane (x-y). To our knowledge, dsDNA gel electrophoresis in cross-linked
gels has never been observed on a transverse plane.
We observed dsDNA motion during electrophoresis in microfabricated glass chan-
nels using CLSM. Both cross-linked and linear polyacrylamide matrices were used
as well as various lengths of dsDNA. To support and better understand our find-
ings we also developed a reptation simulation model that predicts DNAs position in
small-pore gel environments during electrophoresis.
3.2 Materials and Methods
3.2.1 Microchannel Etching
Two designs of microchannel geometries were used in experiments, as shown in
Figure 4.1a. Design A was only used for dsDNA electrophoresis using linear poly-
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acrylamide solution. Design B (Figure 4.1b) was used for electrophoresis of all other
samples. Microchannels were etched on 500 µm thick, 4-inch borofloat glass wafers
(Precision Glass and Optics, Santa Ana, CA, USA). First, wafers were pre-annealed
in a furnace by slowly ramping the temperature to 600◦C and holding it overnight.
After annealing, 500 A˚of chromium followed by 3500 A˚of gold were deposited on the
float surface of each glass wafer. The wafers were then spin-coated with Microposit
SC1827 positive photoresist (Shipley Co., Marlborough, USA), patterned with the
desired channel design and developed in MF319 photoresist developer (Shipley Co.,
Marlborough, USA). Metal layers were etched with gold etchant TFA (Transene Co.,
Danvers, USA) followed by CR-14 chromium etchant (Cyantek Inc., Fremont, USA).
Glass features were then etched by immersing the patterned wafer into 49% hydroflu-
oric acid solution for 5-15 minutes to give a series of channel depths (with channel
width equal to 50 µm plus two times the channel depth). The channel depth was
measured by a stylus surface profilometer and was around 50 µm for a 10-minute
etch.
3.2.2 Device Assembly
After the channels were etched, holes were drilled through the reservoirs on the
glass side by electrochemical spark discharge. For devices assembled with glass-to-
glass thermal bonding, 500 µm thick glass wafers with etched features and 100 µm
thick Pyrex 7740 glass wafers (Sensor Prep Services Inc., Elburn, USA) were cleaned
in 3:1 sulfuric acid/hydrogen peroxide solution for 25 minutes. Following, both pieces
were soaked in potassium hydroxide solution (40% electronic purity) at 85◦C for 15
minutes then liberally rinsed with deionized water. Then, the wafers were gently dried
with nitrogen, pressed together by two Macor ceramic plates (Ceramic Products, Inc,
Palisades Park, NJ) and thermally bonded in an oven for 5 hours at 560◦C. Thermally
bonded wafers were diced into individual pieces for use. Buffer reservoirs and fittings
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Figure 3.1: Images of the microfabricated devices used in the study of DNA elec-
trophoresis with CLSM: (a) Design I; (b) Design II; (c) Sketch of confocal
microscopy scanning mode and cross-section of microchannel with defini-
tion of coordinates: x-; y-length of the channel, z-depth of the channel.
for external electrodes were attached with SK-9 Lens Bond UV curable optical glue
(Summers Optics, Fort Washington, USA). For devices assembled by UV-glue, glass
wafers with etched features were first diced, then bonded to another piece of Pyrex
7740 with SK-9, and finally cured under UV-light. UV-cured devices were occasionally
reused. To accomplish this, the etched glass side was separated from the bonded
wafer and channels were cleaned by razorblade agitation along with water, ethanol
and isopropanol.
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3.2.3 Channel Treatment
Devices assembled by glass-to-glass thermal bonding were used without further
cleaning. All devices assembled by UV-glue were rinsed with water followed by ethanol
and dried by vacuum aspirator. All channels were pretreated following the protocol
developed by Hjerten [86]. After channel treatment, the device was dried in a desic-
cator before use.
3.2.4 Gel Preparation
Polyacrylamide (8%T) was made from a mixture of ReprolGelTM High Resolution
Solutions A and B (Amersham Pharmacia Biotech, Piscataway, USA) according to
the manufacturers instruction. Polyacrylamide gel of varying monomer/cross-linker
concentrations was formed by diluting ReprolGelTM High Resolution formula with
1X TBE buffer solution. For thermal studies, polyacrylamide with pre-mixed Rho-
damine B was made by mixing 190 µL 8% ReprolGelTM Solution A and B with 10
µL 0.4 mM rhodamine B (in 10X TBE buffer) to a composition of 7.6%T and .02
mM rhodamine B. Prior to UV-polymerization, freshly mixed monomer and initiator
solution was degassed in a desiccator for 30 minutes. The solution was then loaded
into the microchannel by pipette. A distinct gel interface was created following work
previously published by Brahmasandra et al [77]. A model XL-1000 spectrolinker
UV cross-linker (Spectronic Co., Westbury, USA) was used for UV-initiation and gel
polymerization. The solution was first exposed to UV-light source for a 100 second
pre-polymerization. Then, 10 µL 1X TBE buffer was added into the buffer tanks at
both ends of the separation channel (Figure 4.1) to balance the ionic concentration
and keep the gel interface moisturized during gel formation. For complete polymeriza-
tion, an additional 600 seconds of UV exposure was applied. After gel polymerization,
the chip was set with both ends filled with 30 µL fresh 1X TBE solution for at least
30 minutes until use. Linear polyacrylamide solution (LPA), 6%T, was degassed by
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helium flow for 5 minutes and loaded into the microchannel by high pressure helium
through tubing connections and NanoPortTM fittings (Upchurch Scientific, Inc., Oak
Harbor, USA), as shown in Figure 4.1a.
3.2.5 Sample Preparation
20 bp and 100 bp dsDNA size-standards were commercially purchased (Bio-Rad,
St. Louis, USA). Monodispersed dsDNA samples (343 bp and 462 bp) were amplified
from mouse RNA by PCR and diluted with deionized water at a 1:5 ratio of DNA
to water. dsDNA samples were labeled with YOYO-1 intercalating dye (Molecular
Probes, Eugene, USA) at a volume ratio of 2:1 ratio of dye to DNA. All light-sensitive
samples were kept in the dark after preparation.
3.2.6 LabVIEWTM Controlled Injection and Electrophoresis
The electrophoresis apparatus included a computer loaded with LabVIEWTM
software, data acquisition card, stage adaptor for mounting the chip on the con-
focal microscope stage, circuit connections and controls, a BHK-2000-20MG high-
voltage power supply (Kepco Inc., Flushing, USA) and microfabricated devices. A
LabVIEWTM program was used for control of a three-phase, electrokinetic injection
and electrophoresis process. A diagram of the system is displayed in Figure 4.1c.
Prior to electrokinetic injection, a 0.5 µL sample, labeled with fluorescent dye, was
loaded into port 3. To begin, a +20V potential was applied on port 4 for 2 seconds
while ports 1, 2 and 3 were grounded to move the sample into the channel intersection
area. Next, a +150V potential was applied on port 2 for 0.5 sec with port 1 grounded,
to move the sample plug into the separation channel. Meanwhile, a +10V anti-leakage
potential was applied on port 4. Finally, the +150V potential was kept on port 2 for
sample electrophoresis towards port 2, while a +20V potential was applied on ports 3
and 4 to hold all uninjected sample at the intersection area and prevent tailing while
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port 1 was kept grounded.
3.2.7 Detection with Confocal Microscopy
DNA and Fluorescein-Na electrophoresis were monitored by a Leica SP2 con-
focal laser scanning microscope (Leica Microsystems, USA) with a 100X/1.40-0.70
objective. The green fluorescent signal (YOYO-1) was excited with an Ar/ArKr laser
(488nm) while the red signal (Rhodamine B) was excited with a He/Ne laser (543nm).
A single or dual-channel transmission detector was used according to the detection
needs. Xzt-scanning mode was used to scan the channel cross-section. The scanning
speed was set at 400 MHz ( 1.68sec/frame), giving an image resolution of 512x512
pixels. Image gain and offset were adjusted to a proper level and kept constant for the
rest of the detection. The motorized x-y stage was controlled either by a joystick, for
fast movement, or knobs, for fine movement. Movement along the z-axis for scanning
used the galvanometric z-stage controlled via software.
3.2.8 Image Process and Data Analysis
All the images were taken and digitalized by Leica confocal software (Leica Mi-
crosystems, USA). Image processing and profile plots were constructed with Photo-
shop v9.0 (Adobe, USA) and Matlab (Mathworks, Massachusetts, USA). Using Pho-
toshop and Matlab, the intensity profile of the cross-section was plotted by selecting a
measuring window, which is a rectangular covering the center area of the cross-section
from the bottom to top of the channel. Subsequent distribution calculations of the
extracted image were completed with Matlab.
3.2.9 Simulation of dsDNA Movement
dsDNAs transverse movement was simulated using Matlab software on a Pentium
4 desktop (Dell, USA). Random number generation was obtained from Matlabs rand
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command. An electric field of 5 kV/m was used, corresponding to a 150 V potential
across a 3 cm gap. The linear charge density used is 2 eV per base pair of DNA. The
ambient temperature was set to 298 K, and the Kuhn length of dsDNA used was 100
nm.
3.3 Results and Discussion
3.3.1 Observation of Non-Uniform DNA Distribution
Figure 3.2: DNA distribution in the cross-sectional plane of the microchannel, and its
net transverse movement as a function of y-distance (detected by moving
the stage along DNA migration direction in 2min).
During electrophoresis, dsDNA is distributed non-uniformly in photopolymerized
cross-linked polyacrylamide gels. We observed that as dsDNA migrates from cathode
to anode it is initially concentrated in the center and then gradually separates to
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the top and bottom of the gel. Figure 4.2 shows the cross-sectional migration of a
343 bp dsDNA band that displays this center-concentrated (1 cm from injection) to
edge-concentrated (2 cm) transition. Similar distribution patterns were observed for
both 343 bp and 462 bp dsDNA bands. This phenomena is a strong a function of
DNAs migration distance and is not dependent on migration time.
Figure 3.3: Images of self-diffusion induced distribution change when the electric field
turned off. The first image is taken right after the turn-off of the electric
field (e.g. td = 0 minutes) and each image is taken 1 minute after the pre-
vious one (e.g. the last image represents the distribution at the moment
td = 4 minutes).
The non-uniform distribution is an active process and not a passive distribution.
The edge-concentrated DNA distribution pattern of a 343 bp migrating band was
monitored as the applied electric field was terminated. As seen in Figure 4.3, ds-
DNA immediately begins to diffuse into areas of lower concentration. In the absence
of an electric field, distributed DNA patterns disperse in approximately 5 minutes.
Once the field is reactivated, the DNA distribution pattern returned to its initial dis-
tribution state in both the center-concentrated (Figure 4.4a) and edge-concentrated
perspectives. Note that the decay of the distribution, measured by each images vari-
ance of fluorescence intensity with respect to the vertical direction (Figure 4.4b),
shows a first order decay. This functionality is different when the field is reapplied;
the variance linearly increases with time.
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Figure 3.4: (a) Center-concentrated DNA pattern as a 150V electric field is cycles.
At the first image the electric field is shut off, and half-way through the
field is reapplied. (b) Variance of the images versus time. Fluorescence
intensity was integrated across the width of the channel, then variance
was calculated from integrated width intensity with respect to the height
of the channel. The dotted line represents reapplication of the electric
field.
3.3.2 Factors Influencing DNA Distribution
Interactions between migrating DNA and its surrounding gel matrix influence the
distribution. We investigated several factors that might affect the migration of DNA
including the DNA length, the cross-linking properties of the gel, the monomer den-
sity, electroosmotic flow, and the presence of any temperature gradients. For exam-
ple, different dsDNA distribution intensities were observed using individual lengths
of DNA ranging from 20 bp to 462 bp in addition to a 20 bp ladder. As seen in
Figures 4.5a-d, 20 bp dsDNA strands whose lengths are on the order of the gel pore
size migrate uniformly. However, as dsDNA length increases, DNA begins to mi-
grate in a biased fashion. dsDNA, sized from 100 bp to 462 bp, display both a
center-concentrated and edge-concentrated distribution bias as a function of migra-
tion distance. 100 bp dsDNA was less intensely concentrated along the gel edges than
343 bp and 462 bp strands. Note that in a more elastic network, such as 6% linear
polyacrylamide solution (Figure 4.5e), we observed no concentration gradients.
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Figure 3.5: Various distribution patterns of dsDNA on the cross-sectional plane cor-
responding to the size of DNA strands and gel type. (a) 8%T 20 bp; (b)
8%T 100 bp; (c) 8%T 343 bp; (d) 8%T 462 bp; (e) 6% linear polyacry-
lamide 200bp. (a-d) are taken 1 cm downstream of starting point of the
electrophoresis while (e) was chosen as a representative image.
The distribution of DNA was also a function of pore size. To vary pore sizes,
gels with concentrations 7%T (larger pores) and 8%T (smaller pores) were used. Gel
structures have been investigated by various groups and have been shown to have
a bulk pore size, for these concentrations, ranging between 5 nm and 10 nm [37].
Displayed in Figure 6, 7%T (Figure 4.6a) and 8%T (Figure 4.6b) gels were observed
to be center-concentrated at 1 cm. However, the transition from center-concentration
to edge-concentration does not occur at the same distance for both systems. 2 cm
after injection, in 7%T gel (Figure 4.6c), DNA is in a transition state similar to
intermediate pictures seen in Figure 4.2, versus 1.5 cm for the 8%T gel.
Non-uniform DNA distribution does not appear to be a result electric field side
effects such as electroosmotic flow or thermal gradients caused by Joule heating.
To observe the effect of electroosmosis on dsDNA distribution, dsDNA migration
patterns were studied in both a bare channel and in a channel coated to dampen
electroosmosis. The distributions of a 343 bp dsDNA band were unchanged in both
cases. This result can be attributed to the presence of the gel already restricting
electroosmotic flow as well as the chemical similarity between the coating and the gel.
Joule heating is another side effect of applying an electric field. Thermal gradients
were measured using rhodamine B, a thermo-fluorescent dye. Initial fluorescence
signals were compared to those taken 30 minutes after the 150 V electric current was
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Figure 3.6: Distribution images of DNA migrating through both 7%T and 8%T poly-
acrlyamide gel. (a) 7%T 1 cm after injection (b) 8%T 1 cm after injection
(c) 7%T 2 cm after injection; (d) 8%T 2 cm after injection
applied. There was only a slight decrease (8%) in the overall intensity, corresponding
to less than 5◦C increase in the gel temperature according to the slope reported by
Ross et al [87].
3.3.3 Simulation of DNAs Transverse Movement
A simulation was developed that employs principles of the Biased Reptation Model
(BRM) to aid in understanding the observed dsDNA distribution. The simulation
models dsDNA as a strand made up of several interconnected segments [88]. Because
dsDNA reptating through cross-linked polyacrylamide gel (pores 5-90 nm) has a Kuhn
length ( 100 nm) larger than the gel matrixs pores, the motion is modeled as a rigid
fluctuating head segment leading a number of other segments as they migrate through
a gel [89–93].
A Boltzmann distribution based on bending and electrostatic forces determines
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the probability of specific alignments of the dsDNAs head segment Equation 3.1):
pi = pbend × pelectro (3.1)
Where, pi is the overall probability of a certain alignment, and pbend is the direc-
tional probability based on the bending, ridgity and confinement of the DNA segment
and pelectro is the directional probability based on electrostatic alignment. pbend can
be described by Equation 3.2.
pbend =
exp(σ∆nˆ2i )∑N
j=1 exp(σ∆nˆ
2
j)
(3.2)
In Equation 3.2, σ is a dimensionless parameter that governs the bending force of
a DNA segment and is equal to Equation 3.3 [91, 94, 95].
σ =
b
a
(3.3)
b, is the persistence length of a DNA segment and, a, is the average pore size in
the polyacrylamide gel. Higher values of σ represents a stiffer polymer or more highly
confined polymer that requires a higher bending activation energy barrier. The nˆi is
a unit vector of alignment which will favor a polymer moving through a gel to stay
straight and will discourage bending. The, pelectro term can be described by Equation
3.4.
pelectro =
exp(− 
2
(1− nˆx,i))∑N
k=1 exp(− 2(1− nˆx,k)
(3.4)
where  is a dimensionless parameter which describes the energy gain from elec-
trostatic alignment and is shown in Equation 3.5.
 =
qEa
kbT
(3.5)
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 is a function of the segment charge, q, electric field E, pore size and temperature,
T . [91, 94, 95]. The current alignment in the direction parallel to the applied electric
field is preferentially favored in this case and is represented by nˆx,i.
This probability results from a strands change in energy from both disengage-
ments with the electric field and bends between stiff interconnected segments versus
thermal fluctuations. For each step, a new orientation angle and direction of move-
ment is selected based on MatLAB random number generation versus the probability
of selecting a corresponding alignment. Once an angle is selected, DNA is moved one
segment length and the head alignment is reevaluated. At walls, DNA can sample
fewer angles because of steric interactions, so the probability of choosing an impos-
sible alignment is automatically set to zero. After a new alignment is chosen, the
strand is moved in the direction of that alignment for one pore distance. This process
is repeated for multiple DNA strands and timesteps.
Simulations show DNAs movement changes significantly between gel systems (50
µm channels) with different pore sizes (Figure 4.7). For small pores (5 nm,  =
.0022, σ = 16), the dsDNAs resistance to bending governs and results in slower,
variable motion. For larger pores (80 nm,  = .5632, σ = 1.25), the electrostatic
forces dominate and the molecules align more with the field, resulting in quicker,
more uniform movement. Trajectories of individual DNA molecules (data not shown)
show that DNA exhibits more transverse movement in small pores than in large pores.
This can also be seen in Figure 4.7, where the larger band dispersion in a small pore
system is indicative of more transverse motion.
We simulated a binary-pore system and found that this produced both center-
distributed and edge-distributed DNA patterns, similar to what has been observed.
A binary-pore system was chosen because TEM imaging has shown that cross-linked
polyacrylamide gel polymerized in enclosed glass channels form larger pores near the
walls and smaller pores near the center [81]. In multipore systems, distribution results
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Figure 3.7: Images of 100 strands of DNA after t = 5 seconds in (a) 5 nm pores; (b)
80 nm pores; (c) 80 nm pores (10 microns on the top and bottom of the
channel) and 5 nm pores (occupying the center 30 microns)
from DNA in small pores being more likely to migrate transverse to the electric field
versus large pores which are more likely to align with the electric field. The results
(Figure 4.7c) demonstrate that DNA on the edges travel faster and may be observed
before the center DNA reaches a fixed detection point. As DNA migrates (Figure
4.8a), DNA in the smaller, center pores begins to move to the edges, creating a 3D,
parabolic concentration gradient similar to what is observed in Figure 4.2. Also, the
DNA distributes non-uniformly across the gel; the number of DNA molecules in the
center decreases while the number of DNA molecules at the edges increase (Figure
4.8b). In addition to representing the confocal data, this simulated data also resembles
separations performed earlier by Brahamasandra et. al., where they acknowledged
the 2D parabolic shape to unpolymerized gel at the channel edges [77].
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Figure 3.8: (a) DNA traveling through a stratified pore system over different time-
lapses (×) 5 seconds; (•) 30 seconds; (◦) 120 seconds. Dotted lines rep-
resent the large and small pore interface. (b) Number change fraction of
DNA in large pores () and small pores (×) versus time.
3.4 Conclusion
We reported on our observation of transverse DNA electrophoretic migration in
cross-linked polyacrylamide gel polymerized in microfabricated glass channels. With
the primary gels we studied (8%T and 7%T in-situ UV-initiated cross-linked poly-
acrylamide), a center-biased pattern is observed for detection at a relatively short
migration distance (1 cm) while an edge biased is observed at a longer migration
distances (2 cm) for dsDNA. The distribution becomes weak or even disappears as
the size of dsDNA decreases to the scale of the pore size or if a linear polyacrylamide
solution is used. Our simulations show that a multipore gel with large pores near
the walls and smaller pores in the interior will produce an edge-concentrated and
center-concentrated DNA pattern. This preliminary result is also consistent with the
observation that as the pore size increases (i.e., monomer concentration decreases),
the transition from center-concentration to edge-concentration becomes more grad-
ual. In addition, the observed DNA distribution is an active process (Figure 4.4b) and
an inhomogenous gel may be a contributing factor. Although the experimental and
simulated results coincide fairly well, neither accounts for the reversibility of DNA
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distribution or the absence of the edge distribution at shorter (1 cm) distances. An
initial attempt has been made to understand the complex phenomena presented here.
However, there are many additional experiments and simulations that need to be per-
formed before the exact causes of the observed DNA distributions can be stated with
confidence. For instance, high-resolution imaging of the gel pore structure would help
corroborate or negate the pore size arguments. In addition, other parameters such as
electric field gradient and nonhomogeneous field gradients in the channels could be
explored. Hopefully, additional studies will elucidate the exact cause of the nonuni-
formities and allow the design of more versatile and higher-resolution separations in
microfluidic devices.
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CHAPTER IV
Selective Arraying of Complex Particle Patterns
4.1 Introduction
Precise and accurate positioning of micro- objects, such as cells and particles is
a recurring and central theme in a wide range of disciplines including biology, tissue
engineering and self-assembly. For example, by isolating bacterial communities in
microwells, Kim, H. J. et. al. recently showed that micro- spatial structure within
microbial communities influences growth, competition and stability [96]. The inter-
cellular structure of human liver tissue affects its efficacy and by positioning hepato-
cytes and endothelial cells, more viable liver tissues were created [97, 98]. In addition,
cells, such as C.Elegans, have been isolated from a general population for individual
interrogation [99, 100]. To generate uniform anisotropic particles for self-assembly,
work has been dedicated to accurately patterning particle precursors using surface
tension, optical tweezers, convective drag and magnetic fields [101–104]. Although
all of the mentioned work was developed because the authors can generate desired
structures, these methods encounter difficulties when additional features are desired.
For instance, using surface tension for particle and cell positioning is accurate, but
is dependent on solvent properties, is unresponsive and can result in cells exposed to
air for periods of time.
There has been considerable effort to unify intricate and complex object place-
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ment with flexible and responsive arrayed control using convective flow in microfluidic
devices. Tan, W. H. et. al. created a system which quickly positions functionalized
particles into large-scale microparticle arrays [40]. More recently, using a similar
concept and a three-step flow scheme, Skelley, A. M. et. al. showed how a massive
number of cells could be quickly paired for electrofusion [39]. In addition, there is
a vast library of work on both chemically and physically controlling cells and parti-
cles in microfluidic devices [38, 105, 106]. However, these microfluidic channels are
often planar and therefore fluidic placement results in single particle placement or
consequential multi-particle patterning. Although single particle placement is used
for experiments requiring simple object interrogation, expansion to more complex
patterning will require a different approach to attain.
We have developed a novel method to rapidly, precisely and accurately position
individual objects, such as particles, in any two-dimensional shape, spacing and fre-
quency. Using glass and silicon microfabrication techniques, we constructed a system
that uses laminar flow to position particles into complex patterns with single object
resolution. With objects smaller than 5 microns were patterned with multiple object
resolution. An extension was made in the fabrication and operation process to inde-
pendently control particles thus increasing the scope and versatility of the microfluidic
system. Furthermore, since the device operates using convective pressure-driven fluid
flow, we have shown its versatility with a wide range of samples with few operational
changes.
4.2 Materials and Methods
4.2.1 Device Fabrication and Construction
Devices are microfabricated with UV-lithography technology in a Class 100 clean-
room environment (Figure 4.1). Both single-control devices and multi-control devices
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are fabricated on 500 µm thick double-side polished (100) silicon wafers. Wafers were
front-side spin-coated with 3 µm of PR1827 photoresist and were soft-baked for 60
seconds at 110◦C. The wafer was then exposed with a low vacuum contact mode
using an SUSS MicroTec MA-6 mask aligner for 13 seconds and developed in MF-
319 developer for 50 seconds and rinsed with DI water for 1 minute. Drains were
etched with an STS deep reactive ion etcher for 35 minutes. Photoresist was then
stripped in hot PRS-2000 positive photoresist stripper for 5 minutes. From this point,
single- and multi- control device fabrication differs. The single-control devices were
backside coated with 12 µm of AZ9260 photoresist and soft-baked for 4 minutes at
110◦C. Using a SUSS MicroTec MA-6, the wafer was backside aligned, exposed with
the backside pattern for 50 seconds under hard contact mode and developed in 4:1
H2O:AZ400k for 3 to 4 minutes. The wafer was then backside mounted to a carrier
wafer with PR1827 followed by a 20 minute bake at 110◦C. The wafer was etched
until the drains were exposed, typically for 85 minutes. The wafer was released from
the carrier wafer using PRS-2000 for 20 minutes. The wafer was then diced using a
dicing saw to release individual devices.
Multi-control devices are front-side spin-coated over the drains with 3 µm of
PR1827 and baked for 1 minute on a 110◦C hotplate. Using a SUSS MicroTec MA-6,
the wafer was front-side aligned, exposed for 13 seconds under low vacuum contact
mode and developed in MF-319 for 50 seconds to create the control line pattern. This
pattern is then etched for 7 minutes in the STS deep reactive ion etcher. Photoresist
is stripped in PRS-2000. The silicon wafer and a borofloat glass wafer are cleaned
in piranha solution (3:1 sulfuric acid:hydrogen peroxide) for 20 minutes, then rinsed
in DI water. Both wafers are then sonicated in acetone and isopropyl alcohol for 1
minute each and dried with filtered nitrogen. The surfaces were then activated with
nitrogen plasma (500 W, 2 treatments) from a SUSS nP-12 surface activation system.
The glass and silicon are anodically bonded (feature to glass) with an SB-6E bonding
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Figure 4.1: Fabrication diagram for both classes of devices for creating single com-
ponent patterns or multi-component patterns. Both fabrication layouts
begin the same with etching the high-resolution drain features.
unit (T=250◦C , P = 10−4 Pa, V = -1000 V). The silicon substrate is then thinned
with hot KOH (85◦C) until large features are exposed. Fine control of the wafer
thinning is finally completed with the STS deep reactive ion etcher until drains are
exposed. The devices are then released using a dicing saw.
Glass fluidic layers are microfabricated by depositing 500 A˚ /3500 A˚ Cr/Au on
piranha cleaned borofloat glass wafers using a PVD enerjet evaporator. 3 µm of
PR1827 are then spin-coated and baked for 1 minute on a 110◦C hotplate. The wafer
is exposed with a MA-6 mask aligner for 13 seconds under hard contact mode and
developed in MF-319 for 50 seconds. Gold is etched in TFA gold etchant followed by
CR-14 chromium etchant. Channels are etched in HF (49%) until a desired channel
depth is reached. Wafers are stripped with PRS-2000 followed by gold etchant then
chromium etchant. Individual devices were released from the wafer with a dicing saw
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and holes were drilled using an electrochemical spark discharge.
Prior to assembling devices, each piece is cleaned in a cleanroom environment
by sonication for 1 minute in acetone followed by isopropanol. Individual pieces are
assembled top-side glass to silicon followed by back-side glass to the glass/silicon by
slowly wicking NOA-61 UV-curable adhesive (Norland Products). Adhesive is cured
by UV-light exposure for 10 minutes each side. Fluidic connections were attached by
gluing connection pillars with UV-curable adhesive, adding an 18 gauge precision tip
into the connection and sealing it with epoxy followed by a 12 hour age at 80◦C.
4.2.2 Fluidic Setup
Devices were controlled with a custom built fluidic system attached to a house
pressure and vacuum source. Pressure was controlled by an electronic pressure reg-
ulator which leads to the inlet fluidic connections which could be controlled with a
flow constricting clip on PTFE tubing. Flow was introduced from a sealed water
source and filtered several times to ensure a contaminant-free solution. Vacuum was
controlled with a marked needle valve, which could be set to restrict flow. Devices
were imaged on a Karl Zeiss Axioskop with both 10x and 20x objectives with both
bright-field and dark-field. Videos and images were directly saved to an attached
hard drive.
Particles used were precision size standard 20 µm diameter polystyrene particles
(Polysciences, Precision Size Standards), 10 µm diameter polystyrene particles (Poly-
sciences, Polybead) and 20 µm diameter polymethyl-methacrylate partices (Fluka).
Yeast cells used were.
4.2.3 FEM Simulations
FEM simulations were performed using COMSOL Multiphysics incompressible
Navier-Stokes package. Water (ρ=1000 kg/m3 , µ=.001 Pa-s) was used as the medium
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and data was interpreted and graphed using MATLAB software.
4.2.4 Cell Culturing and Monitoring
Both S.Cerevisiae and S.Ludwigii cells were cultured in YPD growth solution.
Standard autoclave and sterile laboratory practices were used while handling cells.
After positioning cells, the inlets and outlets were closed, and cells were left in the
device with YPD solution and grew unagitated for discrete periods of time. Cell
number was calculated by transforming the image in Adobe Photoshop with the
equalize, posterize and threshold functions to create a clipping mask on the original
image. Images were subsequently analyzed in MATLAB.
4.3 Results and Discussion
4.3.1 Surface Patterned Device Concept
Multilayer microfluidic drain arrays convectively move particles onto precisely
positioned holes (drains) across the device surface. The device has both a top side
and a back side glass fluidic layer encasing a patterned silicon substrate as diagramed
in Figure 4.2. Top side fluidic layers include a serpentine microfluidic channel (100
µm high) to direct flow over the drains, a fluid inlet and an outlet. The back side
fluidic layer is a chamber (150 µm high) that actuates the device drains. Fluidic
layers interact through the particle drains fabricated on silicon substrate. To load the
drains, particles are introduced into the device as a dilute particle-liquid suspension
from a positive pressure source while the outlet port is open to atmospheric pressure
and vacuum is applied to the back side of the device. Since the particles are larger
than the designed size of the drain, particles passing near a drain are trapped. A
trapped particle will lower the hydraulic diameter of the drain, increasing the drains
resistance to flow, thus decreasing the drains effect on other particles. Once a particle
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suspension has been adequately loaded, additional particles are swept away to the
device outlet by both increasing fluidic resistance of the drains and increasing the top
side flow.
Figure 4.2: Overview and operation of the multilayer microfluidic device for position-
ing objects. (A) Diagram of the front and back of a multilayer microfluidic
device. (B) Cross sections of selected areas from Figure 4.2A. (C) Mag-
nified cross-section of the drains from both the side view and top. The
top view image demonstrates the two-dimensional drain placement. (D)
Several major operational modes. In loading, flow is restricted out the
outlet which a majority of flow occurs at the inlet (positive pressure) and
back side (vacuum). For clearing, flow is applied at the inlet while the
outlet is opened to atmospheric pressure and the vacuum is constricted.
Unloading, pressure is applied at the inlet and back side, while the outlet
is open to atmospheric pressure. (E) Actual device image.
Fluid flow through drains is affected by particle presence, inlet pressure, vacuum
and the back side fluidic resistance. We characterized this flow by measuring the
liquid flowrate exiting the top side versus the liquid flowrate exiting the back side
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in a device with 950 drains. The ratio of top side to back side flow appears to
be uniform experimentally (Figure 4.3A). Simulations show that at decreasing inlet
pressures, flow ratio drastically increases, attributed to nonlinearities of flow in the
system. This could not be replicated experimentally because as pressure is decreased,
flow decreases resulting in larger measurement errors. However, in the flow regime
of interest flow ratio was uniform. After loading particles, the flow ratio increases,
favoring a slightly lower flow rate through the drains. This result was more mild than
expected and simulations show that, although particles may obstruct the drain flow,
the location and intensity of the pressure drop in the system is never directly across
the drains (Figure 4.3B). To drastically alter the flow ratio, to favor either high drain
flow (loading) or low drain flow (clearing), we changed the resistance to flow through
the drains, with an external needle valve. Depending on the resistance of the top
side and back side channels, the device operated in difference regimes. For instance,
as seen in Figure 4.3C, with high resistance of both the top and back sides, the flow
ratio occurs below 1 for all cases, creating a device with easy to load drains, but hard
to clear drains. However, as the resistance to the topside flow is decreased, the device
begins to operate in a more variable mode that allows for controlled loading.
4.3.2 Rapid Arraying Capabilities
Using convective flow and arrayed drains, particle patterns of any arbitrary shape
could be designed and constructed. For instance, Figure 4.4 shows a 100 unit array
of a repeating 3 x 3 pattern of 5 µm drains (i.e., 900 total drains). The devices were
fabricated with three different drain spacings: 10, 20 and 40 µm center-to-center.
10 µm polystyrene particles could be rapidly and precisely positioned on top of the
drains. As long as the inter-drain spacing was greater than the particle diameter,
the particles could be patterned on the substrate with a relatively high accuracy.
However, as drain spacing approaches the average particle diameter, polydisperse
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Figure 4.3: Characterization of fluid flow and drain loading. (A) Experimental fluid
flow characterization graphs of flow ratio (top side flow versus back side
flow) versus applied inlet pressure. Data compared devices with and with-
out 20 µm particles positioned. The dotted line is COMSOL simulation
data of a 2D system, diagramed in 2B. (B) COMSOL simulation layout
diagramming simulation conditions. Zoomed in scenario with and with-
out particles displays a pressure surface plot, while the overall schematic
is a velocity surface plot. (C) Flow ratio in two systems be constricting
topside and backside flow at varying flow conditions.
particle samples degrade a drains ability to limit fluid flow and result in aggregation
of additional, unwanted particles (Figure 4.4C).
Particle loading and unloading can be achieved in seconds. Pressures of around
50 kPa at the top inlet and -30 kPa (i.e., partial vacuum) on the bottom chamber
were used to introduce and trap the particles. These pressures result in an observed
loading time of around 2 seconds (Figure 4.4D). Changing pressures and inlet solution
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Figure 4.4: Loading particles in a 3x3 drain structure. (A) Stereoscope image of the
array device and serpentine microchannel. (B) Enlarged image of the box
showing arrayed 3x3 drain formation of 5 µm drains pre-particle loading.
Drains are spaced 10, 20 and 40 µm apart. (C) Drains post particle
loading with 10 µm polystyrene particles. Steric particle interactions
result in additionally aggregated particles in the 10 µm spaced case. (D)
Graph of fraction of 10 µm polystyrene particles loaded and unloaded
versus time in a 3x3 array microfluidic device with respect to the viewing
window. 18 drains are imaged in the loading case, and 27 drains are
imaged in the unloading case. (E) Sample loading fraction from 40 sets
of drains in a 3x3 drain system. (360 drains) Scale Bars: (A) 5 mm (B,C)
40 µm.
particle concentration can manipulate this loading time. Increasing particle concen-
tration could conceivably have a negative effect on particle loading, although this was
never observed in device operation. Excess particles were convectively ejected from
the system by constricting the flow through the drains using a needle valve on the
back-side outlet while keeping a steady fluid flow across the top of the drains. How-
ever, all extraneous particles were not cleared after this, perhaps because of surface
interactions or improper seating of particles on drain openings. Complete particle
removal and replacement is achieved by simply applying a positive back-side pressure
along with a positive top-side pressure. Often, if all particles are not fully unloaded,
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air can be introduced in the system to facilitate particle unloading. Unloading oc-
curs as rapidly as particle loading (Figure 4.4D). We have also repeatedly used the
devices by unloading the device, switching the particles, and reloading without any
modifications to design or operation. Loading and unloading is identical with both
large (20 µm) and small (10 µm) particles because particles load based on convective
drag, which is uninhibited by the presence of a dilute particle suspension.
Particles (10 µm polystyrene) loaded on the 3x3 array surface were quantified over
40 different sets of 3x3 arrays, or 360 drains (Figure 4.4E). In the quantified run, 86%
of the drains were occupied by particles and 95% of the positioned particles were
in desired positions. However, only around 25% of the 3x3 patterns were perfectly
formed. Considering 9 particles must be appropriately placed in order to create a
perfect pattern, approximating this as the probability of 9 independent positioning
the probability of an appropriate particle placement without aggregating additional
particles is .251/9 or 86%. We noticed particle loading errors were often systematic
within a given device rather than random, suggesting that uninhabited drains were
caused by clogging or fabrication errors. Surface interaction and surface adhesion can
also affect the complacency of particles to be swept away. We have tried different
solvents with lower surface tension to move particles and noticed particles are more
easily swept away. Surface charge on particles should not affect initial loading since
convection governs this property, however it is foreseeable that charged particles may
aggregate and compromise the system integrity. Salts and surfactants could be used
in conjunction with fluid flow to address this potential materials problem. Finally,
particle size versus drain size could be optimized to create more favorable loading
conditions.
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4.3.3 Accuracy and Precision in Object Placement
Particles were convectively positioned onto drains, creating particle patterns that
accurately reproduce the pre-designed drain pattern Figure 4.5. We created parti-
cle patterns with 20 µm diameter polystyrene particles including compact triangles,
high aspect ratio 5-mer particles and rings. With spherical particles and cylindrical
drains, the minimum energy of a particle is at the center of each drain, and individual
non-interacting spheres reach this minimum. However, observed deviations from op-
timal positions arise from both contact adhesion deformation and volume exclusion
interactions. Position change from contact adhesion, on the 20 µm particle scale is
very small and would be reasonable to neglect while volume exclusion interactions
is variable between designs and is a function of particle polydispersity and drain
spacing [107]. Measured deviations were around 3% the particle diameter for 5-mer
patterns.
We quantified drain loading efficiency by measuring the number of particles cor-
rectly patterned versus particles erroneously patterned (Figure 4.5E). The device
used were sets of 5-drain arrays with drains spaced by 20 µm, and loaded with 20
µm polystyrene particles. Each drain set occupied a unit cell spacing of 100x200 µm
and can extrapolated to pack 5000 drains sets/cm2. Most of the 5-drain arrays were
fully filled with particles, and there were very few patterned with less than 3 parti-
cles. We see that 97% of the drains (of 335 drains) were occupied by particles and
86% of immobilized particles were appropriately placed, which is 9% lower than in
the 10 µm non-interacting particle case. A majority of 5-drain patterns did not have
unwanted particles. About 57% of the observed patterns were perfectly formed, and
approximating this as the probability of 5 independent positioning the probability of
an appropriate particle placement without aggregating additional particles is .571/5
or 89%, a very similar number to the non-interacting 10 µm particle case. Several
drain arrays were discarded from the statistical analysis because there was a region
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Figure 4.5: Procedure for precisely positioning particles in contact. (A) Computer
design of different drains. (B) Drains fabricated on a silicon substrate
(C) Particles (20 µm) convectively pulled into precise positions, forming
tightly packed patterns. (D) Fused 20 µm polystyrene particles including
a triangle, 5-mer zig zag and a ring. (E) Loading fraction in the case with
67 5-mer drain sets (335 drains). Scale Bar: 40 µm
of not fully formed drains caused by fabrication issues.
4.3.4 Particle Bonding
Particle patterns formed in this manner can be fused to create anisotropic par-
ticle assemblies. By positioning particles in contact (drain spacing equal to particle
diameter) and heating them above the glass transition temperature, we are able to
make many two-dimensional particle shapes with unique anisotropy. (Figure 4.5D)
This technique is particularly attractive because the fused particles can be made in
an assembly line type fashion, using the same device to create multiple sets of iden-
tical particles in parallel. With further development, these devices could be used to
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create particles that self-assemble functional structures or be used as advanced drug
carriers [108, 109].
Figure 4.6: Adjacent particle coalescence d/dp measured as a function of the temper-
ature of the particle. Inset particle pictures correspond to filled points.
To properly bond particles, the thermal bonding of adjacent polymeric particles
was investigated. By heating particles past their glass transition temperature, the
polymer relaxes and becomes softer. This also increases surface energy between par-
ticles. The two effects of relaxed polymer structure and increased surface energy
between these two attractive particle surfaces causes particles to deform. Particle
begin to coalesce to reduce surface area while still keeping their structure intact.
This deformation causes bonding of the polymeric particles [107, 110]. The degree of
bonding was measured by quantifying the degree of deformation. However, relating
bonding and coalescence is not entirely accurate, because once surfaces coalesce dif-
fusion of polymer molecules across the surface adds a time dependent component to
the strength of the formed bond.
Seen in Figure 4.6, as temperature increases past the glass transition temperature,
particles being to show greater coalescence. Coalescence was measured by comparing
the distance between particles centers, d with the diameter of an individual particle,
dp. Equation 4.1 was used to quantify this. In Equation 4.1, 1 and 2 represent two
individual particles, x and y are the cartesian coordinates of the particle centers and
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w and h are the width and height of a circular fit to each particle. The circular fit
can be seen from the insets in Figure 4.6. Also, black dots in Figure 4.6 are the
points corresponding to the poster particle pictures. At temperatures below the glass
transition temperature (Tg = 95
◦C for polystyrene), the change in particle diameter
is negligible. However, after the glass transition temperature the particle size changes
steeply with temperature. At around T=135◦C (T-Tg = 40◦C), particles begin to
deform and adhere to the silicon. At this point, particles also begin to lose the
”zig-zag” shape and deform to a rod.
d
dp
=
4
√
(x1 − x2)2 + (y1 − y2)2
w1 + h1 + w2 + h2
(4.1)
4.3.5 Positioning Complexity
In order to create more complex patterns of both custom geometry and composi-
tion, the back-side of the device was modified to independently actuate drains (Figure
4.7). Two groups of control lines were added, allowing the individual control of two
sets of drains. Drains were actuated by either applying vacuum or pressure to produce
either a captured particle on a drain or a clear drain, respectively. Note that, with
additional complexity such as a routing fluidics layer, more than two control lines can
be used.
A demonstration of this concept in Figure 4.7 using a 5-drain system where both
2- and 3- drains are individually controlled. 5 µm drains were positioned 20 µm
on-center and each set of drains were independently actuated, as shown in Figure
5C. Many different complex particle patterns can be obtained by independently con-
trolling sets of drains. For example, a ring was made (Figure 4.7C) with the center
particles controlled independently of the end particles. The control lines can be
changed to accommodate any drain control scheme or positioning. In addition, the
multi-component device could be used for creating even more complicated anisotropic
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particles with varying composition and functionality.
Figure 4.7: Methodology and demonstration of controlling particles individually. (A)
Design of the front and back side of the device. (B) Cross sections of
the multi-control device demonstrating the ability to individually actuate
two sets of drains. (C) Zig-zag drain and ring drain with the backside
(large) and topside (small) demonstrating the independent control. Ar-
rows represent fluid actuation. (D) Still device image. Scale Bars: (A) 1
cm (B-D) Drains - 40 µm, Backside - 80 µm
4.3.6 Small Particle Aggregation
The multilayer device performed well with most particles. Polymeric particles of
different composition (PS and PMMA) and size (10 µm and 20 µm) have been loaded
into the device without any complications, and there are few foreseeable problems with
particles of other materials. However, difficulties can arise from using non-spherical
objects and objects smaller than the diameter of the drains. We have collected both
glass microfibers and small (3-4 µm, Figure 6) non-spherical yeast cells (S.Cerevisiae
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and S.Ludwigii) by forcing the objects to pack at the drain entrances. The objects do
not seal the drains as they would for larger particles, but form aggregates at the top
surface. For accurate single-particle positioning, the drain diameter must be smaller
than the object size.
For biological systems, the aggregated cells can then be cultured. S.Ludwigii
yeast cells were grown on a 3x3 drain array pattern (40 µm drain spacing) with a large
chamber replacing the top-side serpentine channel. These cells are non-spherical, with
the cell diameter being variable but smaller than the drain width. Thus, loading the
cells onto the device formed cell aggregates around the drain openings. We were able
to concentrate cells and dictate initial positioning and growth patterns (Figure 6B).
We observed growth discrepancy between different cells; it appears that many clusters
of cells did not bud. In addition, we noticed that growth occurs in three-dimensions,
with clusters growing parallel and perpendicular to the substrate. By quantifying cell
number on each array versus time, cell growth rates could be extracted (Figure 6C).
4.3.7 Miniaturization Limits
Drain miniaturization can be complicated by fluidic resistance increasing as the
drain size decreases. Typically, for uniform conditions, flowrate through a circular
pipe scales by the diameter, d, to the fourth power. Therefore, understanding the
time it will take to flow a set volume of fluid through the drains is important. This
can be very useful to design systems that can handle smaller particle sizes and mi-
crofabricated features.
The time, t, to drain a volume of fluid, V , is inversely proportional to the flowrate
through the drain, Qv (Equation 4.2).
t =
V
Qd
(4.2)
The flowrate can be estimated by the Pousille flow equations, Equation 4.3.
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Figure 4.8: Culturing S. Ludwigii yeast cells in an alternative fluidic arrangement. A)
Alternative design of an open box flow design which was used to culture
cells. (B) At t = 0 hrs, S.Ludwigii cells were loaded in a 3x3 array with a
box top side fluidics. All top side and back side fluidics are closed and the
cells are given time to grow and culture. Time progression shows areas of
cell growth and stagnation. (C) Normalized intensity of cell (S.Ludwigii)
growth for 3 sets of drain arrays on the same run. Sets 1 and 2 are images
in (B). Scale Bars: 40 µm
66
Qv =
pid4
128µL
∆P (4.3)
Where ∆P is the pressure differential across the drain (in this case we use 1 atm),
µ, is the viscosity of the fluid (water) and L is the length of the drain (40 µm). The
volume that each drain will flow is calculated by setting the density of the drains, ρd
and height of the channel containing particles, h, seen in Equation 4.4. This is not
the volume needed to position a particles, but should give a rough estimate of a time
constant for a channel to drain a given volume a fluid.
V =
4h
ρd
(4.4)
The ρd term is in units of drains per area. The maximum packing is where the
drains are touching, so a density of 1
d2
. As drains are spaced further a packing fraction,
R, can be used to scale this. However, this packing causes the time for fluid to be
drained to scale by d2, not d4. The final equation governing scaling is Equation 4.5.
t =
1
R
512
pi
Lµ
∆P
1
d2
(4.5)
When analyzing this (Figure 4.9), the change in time can be seen scale differently
and is mostly affected by changes in drain diameter. Having smaller drains is nec-
essary to control smaller particles. Also, as particles become smaller and smaller,
Brownian motion will compete against hydrodynamic effects brought about by flow
through the drains. However, this would be seen as a net drift in particle position,
and the Brownian motion could be beneficial to particle loading.
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Figure 4.9: Time to drain volume based on Equation 4.5. (a) Time versus drain
packing density, R. (b) Time versus drain size, d.
4.4 Conclusion
We have demonstrated that we can change the manipulated frame of reference
from an indistinguishable distribution of objects to a discrete, structured and immo-
bilized sampling. Particles were quickly and repeatedly formed into patterns with
almost any two-dimensional structure. Compositions of the particles in patterns can
be varied using independently controlled drain lines. Also, polymer particles as well
as cell lines can be manipulated with this system. The entire array can be designed to
accommodate a high drain density to study larger systems or mass-produce a prod-
uct. However, there remains work to be done in improving and optimizing loading
selectivity, and investigation with materials of different density, electric charge and
compliance.
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In the future these devices can have considerable function in a diverse range
of applications from positioning mammalian cells for interaction studies and tissue
engineering to anisotropic particle formation and production. With further devel-
opment, micron and submicron particles should be able to be manipulated in this
system for applications such as surface-enhanced plasmon resonance or nanoparticle
self-assembly. For smaller particle systems, Brownian motion, higher fluid pressure
drops, and particle-particle and particle-surface adhesion forces need to be taken into
account. However, the current system should be able to be scaled down at least an
order of magnitude without these affects significantly impacting operation.
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CHAPTER V
Flows with Tunable Micro- and Nano- Structure
at Short Diffusion Timescales
5.1 Introduction
Laminar flow is the characteristic flow in microfluidic channels, with fluids exhibit-
ing stable, predictable and continuous streamlines [41]. In laminar flow, diffusion is
the only mechanism for mass transport between streamlines [61]. As a result, mixing
between streamlines is controllable and liquids exhibit a flowing structure. Laminar
structures, such as co-flowing streams, are used for various chemical and physical pro-
cesses. For instance, some chemical systems take advantage of the defined interfaces
between streams. These have been used to generate particles [111] and fibers [43],
to perform sequential chemical reactions such as layer-by-layer deposition [42], and
to manipulate light with liquid waveguides and lenses [112, 113]. Other systems rely
on known diffusion times, like sub-millisecond diffusive micromixers, which have been
generated from micron-sized laminar streams [114] to study protein-folding dynam-
ics [115]. The functionality of these co-flowing systems can benefit from the inherent
scalability of microfluidic devices by multiplying stream numbers and miniaturizing
stream sizes.
Lithographic processes used to create microfluidic systems and the small dimen-
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sions in microfluidic systems provide a platform with which to scale microchemical
processes. However, many co-flowing systems do not fully benefit from the scala-
bility [116] in microfluidic systems due to limitations of the size and number of co-
flowing streams. For example, the design and construction of a device to encapsulate
oil droplets through layer-by-layer deposition limits no more than three co-flowing
streams [42]. Additional co-flow has previously required a significant investment to
external infrastructure [117]. Significant external infrastructures developed include
microfluidic breadboards to regulate flow and a manifold concept. But both of these
require external infrastructure and do not integrate into a single systems [118, 119].
This constrains the number of different layers that can be added to the final capsule to
a few layers. In another example, rapid micromixers are used to study the high tem-
poral resolution kinetics of biochemical events, such as FRET analysis of structural
changes in proteins [120–122]. However, micromixer designs have been limited to a
single submicron stream with an inherently small sample volume and therefore poor
detection limits. With multiple parallel diffusing submicron streams, the number of
mixing interfaces can be dramatically increased and subsequently a target signal can
be raised. Methods that generate many co-flowing streams with the ability to actively
control stream size and quality can further expand the capabilities of these systems.
We have developed a microfluidic device that scales co-flowing streams, and used
it to quantify parameters that control the properties of laminar co-flows. This mi-
crofluidic device scales co-flowing streams by utilizing a three-dimensional microfluidic
design. The three-dimensional design interdigitates flow from two inlets creating al-
ternating fluid inlets. The flow is constricted along with a third inlet buffer flow to
miniaturize the flow pattern over almost two orders of magnitude from the initial
size. By producing 64 streams on a single device, co-flows as small as 750 nm were
generated with the possibility to create much smaller flows. Design of subsequent
systems were analyzed based on fluid, flow and geometric parameters. The quality
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of the streams was investigated with both qualitative and quantitative analysis for
both, uniformity and sharpness. These properties were shown to controlled by the
contact time of the flows and angle of constriction of the flows and are limited by
both diffusion and Dean flow.
5.2 Materials and Methods
5.2.1 Microfluidic Device Fabrication
Microfluidic devices were fabricated using standard microfabrication techniques
(Figure 5.1). Through holes were patterned by spincoating 8 µm of AZ9260 photore-
sist on a 100 mm diameter silicon wafer and features were exposed with a Karl Suss
MA/BA-6 mask aligner. Deep vertical sidewall trenches were etched with a Surface
Technology Systems DRIE to a depth of ∼350 µm. The fluidics layer was patterned
and etched to a target depth. Spincoating over high aspect ratios was accomplished
by pouring UV-curable glue on the features, and the glue was infused in the features
with a vacuum. Glue outside of the features was removed with a razor blade. The
back channel layers were patterned by spincoating, and by exposing the back of the
wafer with backside alignment. After the channels were etched about 100 microns
Kapton Vaccum tape was used to mask the channels with the exception of the through
holes. The through holes were etched until they reached the front side.
Borofloat glass wafers were electrochemically drilled to create through-hole ac-
cess to the microfluidic device. Next, glass and silicon was piranha cleaned (3:1
H2SO4:H2O2) for 30 minutes, rinsed with DI H2O, sonicated with acetone followed
by 2-proponol and activated using a nP-12 nitrogen plasma source. These wafers
were placed together and anodic bonded with a −1000V potential at 250◦C at 1e− 4
torr. Completed devices were released using a dicing saw and fluidic connections
and backside mount was attached using UV-curable adhesive. Fluidic connections
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Figure 5.1: Microfabrication diagram. (a) Silicon wafer. (b) Coasted with photore-
sist. (c) Deep reactive ion etch deep trenches for through holes. (d)
Pattern and etch top channel network. (e) Back etching channels and
reaching the through holes. (f) Anodic bond glass to top channel net-
work. (g) UV glue back of the device to glass slide.
were attached to the fittings with two part fast-cure epoxy (Norland Optics 61) and
precision tips (EFD).
5.2.2 Fluid Delivery
Fluids were delivered using syringe pumps and 30 mL, 10 mL and 5 mL syringes
(BD) depending on chosen flow rates. The flow rate was first calibrated using a 15
mL falcon tube and the fluid was injected using constant flow rate settings. Fluids
used were denatured ethanol and benzaldehyde. Ethanol was dyed with fluorescein
by in a 10:1 proportion of ethanol to ethanol saturated with fluorescein.
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5.2.3 Computational Fluid Dynamics
COMSOL v3.4 was used with the 2D momentum transport Incompressible Navier-
Stokes module was used to calculate flow streamlines in microfluidic channels. The
density and viscosity of ethanol were assumed to be constant (ρ = 789 kg/m3, µ =
.0012 Pa-s). The mesh was refined several times to ensure a high-quality simulation.
The direct UMFPACK solver was used to solve the simulation.
5.2.4 Imaging
Imaging was performed using a Zeiss Axioscope with a 20x objective. Images were
captures from a cooled CCD camera (MTI) attached to an IFG-300 signal processing
system (MTI). Gain and black levels were kept constant between analytical experi-
ments. Fluorescent sources were excited with an HBO 100W mercury arc source and
light was filtered with a high-pass fluorescent filter prior to capture. Images were
processed in Adobe Photoshop and MATLAB.
5.2.5 Fiber Optic Characterization
Optical transmission across streams was captured with visible light fiber op-
tics (FC-IR100-2, Avantes). An original optical fiber was cleaved in half and ex-
posed fibers were inserted in etched side channels perpendicular to the stream flow.
The source and detector fibers were then attached to a UV/Vis spectrophotomer
(Avantes). Integration time was adjusted for an appropriate signal.
5.3 Results and Discussion
5.3.1 Three-Dimensional Architecture
We have analyzed and generated a periodic laminar flow structure in a microflu-
idic system microfabricated in glass and silicon. Two inlets are used to define an
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alternating fluid structure by injecting separate fluids through independent bifurcat-
ing channels. These channels are on the top and back of the microfluidic device and
are brought in contact using alternating through holes (Figure 5.2a). In one design, a
total of sixteen streams were generated from eight, 100 µm-wide through holes. Lam-
inar flow stabilizes flow, so the inlet conditions are maintained throughout the fluids
path. Flow traveling fast enough appears uninhibited by mixing. This alternating
flow pattern can be miniaturized from a constricting geometry to generate a structure
with much higher resolution than the initially generated streams (Figure 5.2b). Size
reduction is advantageous in the case where through holes were fabricated in silicon,
because deep reactive ion etching is sensitive to etched feature size [123]. For example,
a 100 µm through-hole etch might be simple from a microfabrication standpoint, but
may be prohibitively difficult to etch 3 µm through holes while maintaining device
quality.
A third buffer fluid is used to actively control the size of the inlet flows. The
buffer gives size control outside of the geometric constraints in the microfabricated
system. Buffer flow is introduced after the inlet fluids have been brought in contact
and geometrically constricted to prevent backflow.
The flow structure resulting from the microfluidic design can be predicted with
computational fluid dynamics software. A structure was predicted by highlighting
simulated streamlines from different inlets (Figure 5.2c). As the flows are constricted,
the structure transitions from an angled alternating flow to a straight alternating flow.
The path of the fluid travels shrinks from 3.3 mm to .4 mm in about a 1 mm distance.
The ethanol streams flow in a 70 µm silicon microchannel. By using fluorescein-dyed-
ethanol and undyed-ethanol, streamlines are accurately reproduced by highlighting
the inherent structure which results from the flows inlet conditions and path. The
flow is also stable and, although it is moving quickly (on the order of 1 to 10 cm/s),
the structure appears static. Figure 5.9 is a layout of the device dimensions with
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Figure 5.2: Device design for interdigitating fluid streams. (a) Front and back of a
silicon wafer with bifurcating channels. Through holes connect and offset
channels from the front and back of the wafer. (b) Assembled device, and
schematic of flow constricting from the two inlets. (c) Computational
fluid dynamics simulations of flow with inlets flow and resulting flows
taken at different points in the channel. Scalebar: (i) 100 µm (ii) 50 µm.
appropriate length scales labelled.
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Figure 5.3: Device design with labelled dimensions.
5.3.2 Active Co-Flow Control
By altering buffer flow rates relative to inlet flow rates actively controlled stream
size (Figure 5.4a). The parameter R quantifies the ratio of buffer flow rate to inlet
flow rate. At high values of R, buffer flow occupies a larger channel ratio and the
highlighted structure is reduced. As R is increased, the stream sizes decreases from
around 12 µm (at R = 1) to 2.5 µm (at R = 8, Figure 5.4b). The reduced stream
size as a function of R is predicted by a geometric relationship (Equation 5.1), where
ds is stream width, N is the number of streams, and wc is the constriction width.
Further, changes in stream size due to buffer flow control are reflected in the stream
geometry within seconds.
ds =
wc
N(R + 1)
(5.1)
In the constructed devices, the upper limit for R that was used is 8, for two reasons.
77
First, the flow from the buffer is much greater than flow from the inlets, which causes
backflow. The syringe pumps used were not able to manage this discrepancy. Future
designs can account for this by creating a buffer flow resistance much greater than
the inlet flow resistance. Second, although structure may be present, imaging of the
stream structure becomes difficult as R is increased because of the high aspect ratio
features. Imaging one focal plane causes out of focus fluid structure to blur. When
shrinking channel depths, the clarity of small features increased.
5.3.3 Uniformity
In Figure 5.4b, the stream widths have small standard deviations. The flows
path conditions, like angle of constriction, are important to control the uniformity of
streams. To promote uniformly thick layers, it is optimal for the fluid in the channels
to travel roughly equal distances, thereby having equal fluidic resistance and equal
flow. However, fluid traveling from inlets that are offset from the constrictions center
travel further than fluid inlets that originate at the center. This creates a condition
where flow on the outside channels encounters more resistance and therefore flows
less. This issue is diagramed in Figure 5.5. As a result, microfabricated constrictions
were designed to be steep (θ > 30◦), such that the fluid distance travelled from inlet
to constriction is long compared to the inlets maximum centerline offset.
Stream uniformity was analyzed by imaging intensity profiles of fluorescent streams
and by a fluidic resistance calculation. This analysis is primarily concerned with the
distance different packets of fluid must travel from the inlets to the outlet. In this
case since the height of the channel, h is much greater than the width of the channel,
w, it is assumed the laminar parabolic profile with respect to the x-coordinates is
negligible. Also, flows are considered to flow in straight lines as seen in Figure 5.5,
and the only source of deviation in path length occurring at the constrictions. Finally,
because of symmetry along the y-axis, only half the system will be calculated, with
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Figure 5.4: Active flow size scalability. (a) Images of streams shrunk at different
ratios of buffer flow to inlet flow. Scalebar: 50 µm. (b) Measured stream
width at different flow ratios and calculated streams width.
N = 8 streams.
With fluidic resistance, fluid flows are treated as in the same ways as electronic
flows. Resistance to flow brought on by channel geometry and fluid viscosity are the
cause of resistance, a pressure differential (∆P ) is analogous to an applied electric
potential, and flow rate, Q, is used instead of current [21]. Similar to Ohm’s Law,
fluidic resistance (Rhyd) is defined by Equation 5.2:
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Figure 5.5: Comparison of two possible flow paths by inlet flows.
∆P = RhydQ (5.2)
Where the resistance is proportional to the travel distance, L. And this travel
distance for fluid stream, i, is a function of the x- and y- distance (δx, δy) that the
flow will travel (Equation 5.3).
Li =
√
(δxi)2 + (δyi)2 (5.3)
The δy term is simply a constant that represents the y-distance the fluid has to
travel. Depending on the x-position the fluid is in the channel, the δx term changes.
The x-position of each stream, xi, can be known based on the width of every stream,
ds,i. A width of a stream can be calculated from Equation 5.4. Equation 5.4 is derived
from the idea of modeling several resistors in parallel. Flow will proportionally travel
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different paths based on resistance [21].
ds,i =
wc
2
Li∑
L
(5.4)
In this case, wc is the x-dimension of the channel the streams are located in. The
x-position of the center of each stream can be calculated from this information. x = 0
is set to be the centerline where the streams converge so the maximum x-value that
can be obtained is half the channel width. For instance, for the stream furthest from
the centerline (Stream 1), the center of the stream will be half the stream width away
from the wall, Equation 5.5.
x1 = wc − d1
2
(5.5)
Subsequent streams will have positions further from the wall based on the width
of previous streams as seen in Equation 5.6.
xi = wc − d1
2
−
i−1∑
j=1
dj (5.6)
This information can be used to calculate a δx from a channel of size 1, wc,1 to
a smaller channel of size 2, wc,2. This is found by comparing the the value of xi
calculated for wc,1, to a ratio comparing the two channel widths, seen in Equation
5.7.
δxi = xi − xi × wc,2
wc,1
(5.7)
By combining the previous equations to solve for Li what results is Equation 5.8.
Li = f(L1, L2, L3, L4, L5, L6, L7, L8) (5.8)
This cannot be analytically solved for, so a numerical iterative method was used. A
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result was typically converged upon after 5 iterations after an initial guess of uniform
stream sizes. From this calculation, streams were predicted to have a parabolic profile,
where streams further from the center flowed less, and were not as wide as streams
towards the center. A uniformity can be quantified by plotting the ratio of the
standard deviation of the stream widths against average stream width, Figure 5.6a.
This was compared to the slope of the converging channels with constant channel
widths. Steeper channels (higher θ) resulted in more uniform flow and over a 30◦
slant should result in under 10% deviation. This occurs because as the channels
become steeper, the y-distance travelled becomes greater and begins to significantly
outweigh differences in flow caused by a centerline offset. Also. it is important to
note that streams are more uniform as the R value is increased. This is because as
streams encounter more buffer flow, they are miniaturized at a steeper angle than
with lower buffer flows.
Figure 5.6: Uniformity of stream widths. (a) Calculated stream width uniformity.
(b) Experimental stream intensity versus x-position (y-position held con-
stant) after constriction.
Plotting the experimental intensity of streams reflects the theoretical finding that
streams in the center will flow higher than streams on the ends (Figure 5.6). This can
be seen through the slightly parabolic intensity profile of the streams, where center
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streams are more prominent than edge streams. It could be argued that the light
source used may not have a uniform intensity exposure, however that cannot account
of the fact that at all size scales this parabolic profile is prominent. According to
theory, for this system, the intensity of size variation should be on the order of several
percent. Therefore, although this possible effect is apparent, it is not overwhelming.
Finally, it appears that stream sizes become less uniform as R is increased. This is
not in agreement with prediction and could be a result from having more sensitive
flows, fabrication inhomogeneities or less accurate imaging.
5.3.4 Miniaturization
A second device was constructed in which the number of streams was increased to
64 streams by adding two bifurcations to the fluid inlet channels. Through holes were
also fabricated to be 50 µm wide. In Figure 5.7a, 47 of the streams are imaged as they
traveled through the constriction. Interestingly, some streams appear to be brighter
than others, and brightness is a function of fluorescein concentration and stream
sizes. This could be because of higher flow rates from specific stream inlets. Also, as
the number of bifurcations increase, the probability for fabrication inhomogeneities
increase, which may be reflected in the streams.
From Equation 5.1, as the number of streams increase from 16 to 64, the effective
resolution of the system increases four-fold for constant R values and channel widths.
Miniaturizing the streams in the constriction at R = 4 for this system results in
calculated fluid streams of ∼ 750 nm. These cannot be easily resolved using standard
imaging techniques (Figure 5.7b). To circumvent lack of resolution and interrogate
streams below available imaging capabilities, streams are expanded after they are
constricted to sub-micron sizes (Figure 5.7c). Since the streams clearly exist after
expansion, a property of laminar flow is that it is reversible, and can be used to
conclude that streams were present in the constriction, and persisted at a width of
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Figure 5.7: Stream number increase and stream miniaturization. (a) Screenshot of
a 64 streams device. 47 streams are shown in this image. Scalebar:
100 µm (b) Imaged constriction with flowing streams. Scalebar: 50 µm.
(c) Stream showing clear structure before full miniaturization and clear
structure on expansion. Scalebar: 50 µm.
750 nm with negligible effects from diffusion. This was created with a total stream
inlet flowrate of about 5 mL/hr or around 100 µL/min.
Streams (N = 16) were also manipulated in the channel to create non-uniform
patterns. By microfabricating a circular obstruction in the flowpath, streamlines were
curved and created a pattern similar to the classic Stokes flow around a sphere, Figure
5.8 [124]. Similar to the case of 64 streams, as flow was miniaturized (R = 2), the
streams could not be easily resolved and after the expansion, the presence of streams
confirmed high resolution structured flow around the circle.
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Figure 5.8: Structured flow around a cylinder imaged with a stereoscope and color
CCD camera. (a) Flow at R = 0. (b). Flow at R = 2 with magnified
sections around the side of the cylinder and after passing the cylinder.
Scalebar: 250 µm.
5.3.5 Stream Quality - Diffusion
A model was developed, based on low relative diffusion time, which accurately
predicts flow rates required to keep any desired stream quality. The distance molecules
diffuse is proportional to t
1
2 , where t is diffusion time, so as stream size decreases
diffusion time greatly decreases with it [61]. For instance, a 1 µm stream of ethanol
and fluorescein (diffusion coefficient, Df = 5× 10−10 m2/s) [125] has a characteristic
diffusion time ( 63% diffuse) of about 125 µs, while a 10 µm stream will diffuse in
about 12.5 ms. By adapting the diffusion times and residence times for our converging
flow system, diffusion of the streams can be predicted.
Diffusion of fluorescein between streams was calculated assuming a time-dependent
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1D diffusion perpendicular to flow. At relatively short diffusion times, this equation
can be linearized to a simple expression Equation 5.9 representing a characteristic
diffusion time, td.
td =
ds(l)
2
4Df
(5.9)
In this case, ds is the stream width. Since stream width is dependent on position in
the microchannel, and is uniform, ds is a function of the position in the microchannel,
l. Each stream is bounded on each side by another stream, and the characteristic size
is actually half a stream width since diffusion occurs on two fronts. Stream size is
considered to be uniform. In addition, the stream width is dependent on the whether
the channel has no buffer flow (Equation 5.10) which happens at the larger stream
sizes earlier in the channel, or if the channel has buffer flow Equation 5.11 further in
the channel.
ds(l) =
w(l)
N
(5.10)
ds(l) =
w(l)
N(R + 1)
(5.11)
The width of the channel, w(l) will determine stream size. To predict the amount
of diffusion that takes place, the diffusion time, td, must also be compared to the
contact time of the laminar co-flows residence time in the system (Equation 5.15).
Residence time, tr is inversely proportional to flow velocity. Because flow is incom-
pressible and satisfies mass conservation the velocity is a function of the width of the
channel, w(l). As flows are narrowed and constricted, the flows speed up. Channel
height, h, remains constant.
tr =
V
Qv
=
lhw(l)
Qv
(5.12)
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Qv is the volumetric flowrate at the measured position in the microchannel. The
flowrate is also a function of buffer flow addition, where QT is the total flow entering
the system. Qv is dependent on whether or not a section is being calculated with
or without buffer flow. Without buffer flow is Equation 5.13 and with buffer flow is
Equation 5.14.
Qv =
QT
R + 1
(5.13)
Qv = QT (5.14)
The ratio of the diffusion time versus the residence time, integrated for the system,
can give us a value representing how diffuse the system is. Using our systems specific
geometry, we can solve for this ratio resulting in Equation 5.16. The geometry is
calculated from 4 sections that must be integrated separately, Equation 5.15.
tr
td
=
4∑
i=1
(
tr
td
)i (5.15)
An diagram of the device with labelled regions is displayed in Figure 5.9. The four
sections are color-coded differently and the specific widths and lengths are appropri-
ately labelled. The first and last sections are straight channels with constant widths
and the second and third sections are slanted channels that geometrically constrain
the flow and have variable width. Also, the third and fourth sections differ from the
first two because they include buffer flow.
tr
td
=
4DfN
2h
QT
(R + 1)(
l1
w1
+
l2∫
l1
δl
w2(l)
+ (R + 1)
l3∫
l2
δl
w3(l)
+ (R + 1)
l4
w4
) (5.16)
The two quantities of w2(l) and w3(l) are linear equations. They are listed as,
87
Figure 5.9: Sectioned and labelled device, separated into 4 quarters for separate in-
tegration to find predicted diffusion.
Equation 5.17 and 5.18.
w2(l) =
w2(l1 + l2)− w2(l2)
l2
l + w2(l1) (5.17)
w3(l) =
w3(l2 + l3)− w3(l3)
l3
l + w3(l2) (5.18)
This dimensionless time fraction is then used as an exponential decay to estimate
a percent diffusion, Dp from Equation 5.19.
Dp = 100× (1− exp−
tr
td ) (5.19)
The dimensionless inverse Pe`clet number arises and relates convection to diffu-
sion (Equation 5.20). Minimizing this number is important to achieving the sharpest
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features possible because convection will be much greater than diffusion. Although
diffusion time scales by the diffusion distance squared, co- flows diffusion scales lin-
early. This is because as features become smaller through a geometric constriction,
flow velocity increases. The contact time for these streams linearly decreases while
the diffusion time quadraticly increases.
1
Pe
=
4DfN
2h
QT
(5.20)
Theory and experimental results were compared by imaging a uniform stream
size (R value) and changing the flow rates. As flow rates decreased, the contact and
diffusion time increases, which is observed by the stream interfaces blurring (Figure
5.10a). Diffusion percent was measured as the average maximum intensity of the
fluorescent streams versus the minimum intensity in the non-fluorescent streams. We
see that this developed theory compares closely to the data (Figure 5.10b). For this
system, the 1/Pe = 5.12× 10−11 with Df = 5× 10−10 m2/s, h = 100 µm and N = 16
streams. The shape factors were calculated based on an w1 and l1 of 3300 µm and
1933 µm respectively. w4 and l4 (distance past constriction where measurements
were taken) of 400 µm and 300 µm respectively. The two constrictions used were the
widths of two lineally constricting segments. The width, w2(l), was calculated from
a width shrinking from 3300 µm to 800 µm over a distance of 1700 µm. The width,
w3(l), was calculated from a width shrinking from 3300µm to 400µm over a distance
of 1025 µm.
The value of the geometric parameters from Equation 5.16 were analyzed more in
depth versus channel constriction angle. This resulted in essentially changing l2 and
l3 of the geometric parameter. It is expected that a steeper system results in longer
residence times and therefore the geometry’s contribution to diffusion will greater.
Plotted in Figure 5.11 is the effect of geometry versus constriction angles. Four lines
plotted represent the diffusion effect from the four sections of the device (Figure 5.9).
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Figure 5.10: Stream quality from diffusion. (a) Images of constant sized streams
blurring with decreasing flow rates and increased residence time. (b)
Calculated and measured diffusion percentages for streams of varying
size versus flow rate.
The straight channel sections have uniform contributions based on angle, and both
stay under 1. Sections 2 and 3, as expected, have increasing diffusion contributions
as angle increases. Around 60 degrees, the diffusion contribution of the constrictions
begins to rapidly increase past two. It is also important to note that sections 3 and
4 are scaled by (R + 1)2, so this increase will be more prominent. Therefore, these
results suggest that angles must be low enough to account for diffusion. However, at
higher Pe numbers, this shape effect may still be insignificant.
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Figure 5.11: The relative effect of channel geometry on diffusion with a changing
constriction angle.
5.3.6 Stream Quality - Dean Flow
Miniaturizing streams can also give rise to Dean flow, a rolling flow perpendicular
to axial flow [126]. By flowing two different miscible fluids (ethanol and benzaldeyde)
Dean flow was observed (Figure 5.12a). Dean flow is caused by velocity gradients
related to centripetal acceleration and is amplified by fluids with unequal densities.
Although no curvature was explicitly designed in our system, the act of converging
flow in this micronozzle creates very slight curves, which are prominent at low R-
values (Figure 5.12b). At some flowrates necessary to create distinct microstructure,
like 120 mL/hr, curves with high radius of curvature begin to slightly roll, exhibiting
a three-dimensional structure upon imaging. Depending on the application, this
structure can be desired. In fact, it has been used before to create a curved fluidic
microlens [127]. Regardless, to obtain a straight smooth structure, an upper flow
limit, characterized by the Dean number is present (Equation 5.21). In the Dean
number, Rc is the radius of curvature in the flow, d is the characteristic dimension
of the flow (in this case the channel height) and other parameters are the velocity,
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U , density, ρ, and viscosity, µ. Dean flow was reduced by actively lowering the
Reynolds number. This was demonstrated by slowing down flow rate and seeing this
phenomena diminish (Figure 5.12c). However, lowering flow rate to mitigate Dean
flow will increase diffusion between streams. Another way to mitigate Dean flow is
to increase the constriction distance and constriction angle. This will cause flow to
have a larger radius of curvature on constriction. However, again, this will promote
more diffusion, but may also promote uniformity.
De =
ρUd
µ
√
d
2Rc
(5.21)
Figure 5.12: Dean flow. (a) Images stitched together from three frames of ethanol
and benzaldehyde flowing through a constriction at 240 mL/hr, with R
= 2 in a 70 µm high device. Ethanol is highlighted with fluorescein.
Scalebar: 50 µm (b) Curvature of the streams at R = 1. Scalebar: 50
µm (c) Decreasing flowrate with a constant R value changing the clarity
of the streams as diffusion increases.
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5.4 Conclusions
A three-dimensional microfluidic method has been developed to scale and co-
flowing microfluidic streams both in number and size, and the physical phenomena
controlling streams quality in scaled co-flows has been investigated. An idea for upper
and lower bounds have been proposed and can be considered when designing systems
that converge laminar coflows. Further investigation should be done to connect theo-
retical derivations for stream uniformity and diffusion versus constriction angle more
closely to experiment so definitive parameters are known. Also, in-depth investigation
of Dean flow with respect to viscosity and density of several streams could be an in-
teresting and worthwhile endeavor, especially for developing micromixers or high-flow
systems [126].
This method, creating miniaturized co-flows, can expand current capabilities in
microfluidic systems to use co-flows for applications from optics to material gener-
ation. For instance, we demonstrated the ability to make submicron streams with
controlled diffusion, set curvature from Dean flow. These could be used to assist in
production of proposed metamaterials that require geometric curvature and gradient
index of refraction, like extreme-angle broadband lenses [128, 129]. Also, coflows can
be combined with current co-flow material polymerization techniques to produced new
complex materials with curvatures based on complex flow patterns. These systems,
with integrated fiber optics, can be used to probe microsecond chemical processes
with high fidelity. The scalability of streams can possibly be capitalized on as an
alternative to using nano-channels. Demonstrated submicron streams, can be used to
probe oligomers while avoiding large pressure drops that can occur in these channels.
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CHAPTER VI
Conclusions and Continuing Work
6.1 Conclusions
The goal of this dissertation was to enhance microchemical handling in microflu-
idic systems and to exploit properties in microfluidic systems to create structured
materials. To enhance chemical handling, a method to interface continuous flows
to nanoliter droplets was developed and polyacrylamide gel electrophoresis in mi-
crochannels was studied. Structured materials were generated in microfluidics using
convective flows to position particles and cells on a two dimensional array of holes
and co-flowing laminar streams were arrayed to create a flow sub-micron alternating
fluid structure.
To actively control the contents of nanoliter droplets, a device was designed and
characterized to remove and deliver reagents from nanoliter droplets. This was accom-
plished using a convective flow which diffuses through a semi-permeable membrane
into and out of droplets. This membrane was found to be permeable to water, or-
ganic solvent, salts and fluorescent dyes and, as a result, subsequent reactions and
separations were performed on-chip. Methods to control nanoliter droplet contents
were traditionally predetermined by a specific inlets and geometry with little latitude
for broad designs. Also, these methods were primarily used to introduce high vol-
umes of reagents by merging droplets. With this membrane methodology, a simple
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1-step fabrication was developed that can continuously address droplet contents and
is flexible towards desired functions.
Polyacrylamide gel electrophoresis of dsDNA was analyzed in glass microfluidic
channels using confocal laser scanning microscopy. A net motion of the DNA to the
top and bottom edges of the polyacrylamide gel was observed. This effect was seen
to be a reversible process that was a function of the type of gel used to separate
the dsDNA as well as the length and ridgity of the dsDNA molecules. This is the
first reported instance of the phenomena and it was speculated that a gel pore size
inhomogeneity can be attributed to the preferential migration of the dsDNA to the
pore edges. Non-uniform DNA migration can deteriorate resolution of electrophoretic
separations and hinder microscale separation performances. With this information,
methods to form gels in microfluidic channels can be more carefully crafted with the
aim of creating higher resolution electrophoresis separations.
Complex two-dimensional particle patterns were formed using a non-planer mi-
crofluidic system. By fabricating through-holes on a silicon substrate, convective flow
driven by a pressure differential was used to position particles directly onto through-
holes. Since microfabrication controls through-hole placement, the resolution and
size of particle patterns was only limited by microfabrication resolution. Previously,
particle and cell placement resolution has been either one-dimensional and limited
to single particles, or circumstantially two-dimensional. With this method, there is
now a rapid and direct technique to position particles and cells which can be used
to culture cells from an initial starting position, create complex particle patterns for
building up larger particles or to array particles with two dimensional precision.
By connecting two bifurcating channel networks with through-holes, alternating
co-flows were produced. The design of this microfluidic system inherently allowed for
the number and size of the subsequent co-flows to be easily scaled and controlled. This
was demonstrated by generating 64 co-flowing fluid streams and submicron size scales.
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Also, parameters governing the performance and quality of coflows was investigated.
Previously the number of streams, and consequently the size of the streams, was
limited by the external architecture of the microfluidic system. This technology will
enable current work using co-flowing streams to be greatly scaled and subsequently
expand on the functionality of these coflows. Specific applications include enhancing
microfluidic materials generation, creating unique optofluidic flows and expanding
capabilities of rapid micromixers.
6.2 Continuing Work
6.2.1 Particle Filter to Visually Detect DNA Hybridization
The particle microarraying technology presents an platform with which to array
functionalized particles to undergo a biochemical reaction such as the ligase detection
reaction (LDR) [130]. LDR can be used to detect single nucleotide polymorphisms
(SNP). By creating varying sized particles with different DNA primers, SNPs can be
rapidly screened. Since the through-holes are fabricated based on a certain size, these
can be used as a particle sieve, separating and sequestering particles based on size.
This two-dimensional particle array can be used to position relatively few particles
over a large area. By functionalizing particles based on size along with use of quantum
dots, different size-selective regions can be visually inspected for a positive reaction.
This setup, diagrammed in Figure 6.1, has several engineering challenges associated
with it.
First, figuring out how to position particles on drains while allowing smaller parti-
cles to pass through is not trivial. As previously seen with S.Ludwigii cells which are
smaller than the drain size, they can clog drains and not pass through. When dealing
with particles that should pass and should not pass, a creative flow scheme should be
devised either by using alternating pulsing flows or by figuring out a critical density
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Figure 6.1: Bead-based array to separate and place particles based on sizes. (a) De-
sign of particles flowing from large holes to small holes. (b) Visual readout
of the system.
with which to operate this system. This will also require analysis of a separation
efficiency that is deemed acceptable for the purposed of this system. Also, laminar
flow occurring in a microfluidic system is reversible. So alternating flow may not
be entirely effective and may require a more thoughtful solution to selectively array
particles. From a reactions perspective, achieving appropriate chemical flows to all
of the particles may prove to be a difficult task.
6.2.2 Continuous Separation and Infrared Detection of Nanoliter Samples
Using the inherent preferential separation of organic solvent through a PDMS
membrane coupled with an integrated infrared fiber, volatile organics can be identified
and quantified. This method is diagrammed and prototype devices are shown in
Figure 6.2. With this method, nanoliter droplets will move next to a chamber where
a steep concentration gradient exists and is held constant because of a nitrogen flow.
An open chamber is located between the nitrogen flow and droplet channel, and the
flux of molecules from the droplet to the nitrogen channel should be measured by the
FTIR signal.
Problems will arise mainly from the sensitivity of this system. Since the measure-
ment chamber’s volume is on the order of nL and the maximum signal can be very
low. Also, a question that must be addressed is how low of a concentration of organ-
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Figure 6.2: Nanoliter sample interrogation using an infrared fiber optic integrated
to a microfluidic device. (a) Concepts of the device, where droplets will
flow and permeate through a thin wall and contents will travel into a
nitrogen channel. Between the droplet and nitrogen channel is a detection
chamber which is bounded by source and detector fibers. (b) Image of
the microfabricated device with fiber optics.
ics can be measured from FTIR chamber. This may be a function dependent on the
signal integration time, flow rate of droplets, intensity of the concentration gradient,
chemical’s being interrogated and concentration of a target chemical species in the
droplet phase.
6.2.3 Integrated UV/vis Fiber Optic to Stream Flows
The fluid co-flow setup has been shown to be able to make curved structures with
sub-micron resolution and diffuse features. Some of these properties are unique to
current materials and have the potential to create structures that are unique and
unable to generate by simple solid processing alone. The properties of combining a
gradient index of refraction with geometric curvature has been theoretically shown to
open possibilities to make unique light-guiding materials [129]. The optical properties
of these fluids can be interrograted by integrating a UV/vis fiber across the path of
the fluid. Measuring a simple Bragg Interference filter would be a target first goal
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Figure 6.3: Integrated UV/vis fiber optic. (a) Image of microfabricated device with
cleaved source and detector fiber placed across the path length. (b) Di-
agram of a sample experiment where methylene blue stream is measured
based and signal is changed based on the stream width. (c) Transmission
results of varying width methylene blue streams which can be predicted
from the Beer-Lambert absorption law.
with this system. Further steps can include polymerizing the fluid structure in situ.
However, the features must be uniform to achieve a strong optical effect. Achieving
small, uniform features that are not diffuse could be a design optimization challenge.
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