Abstract-This paper considers the problem of sensor selfcalibration in mobile robotics by only using a single point feature (e.g. a source of light). In particular, the problem of determining the extrinsic parameters of a bearing sensor mounted on a mobile platform (e.g. a camera) and simultaneously estimating the parameters describing the systematic error in the odometry system is discussed. Special attention is devoted to investigate the dependence of the observability properties of these parameters on the chosen robot trajectory.
I. INTRODUCTION
Calibration is the problem of estimating the parameters characterizing the systematic error of a sensor. In mobile robotics, performing this process on-line is not only a desire which automatizes a work which would have to be performed by hand, but it is in many cases a real need. This is especially true for the odometry. Indeed, the pressure of tires can change over time and the effective wheelbase depends on the terrain where the robot is moving. Having a system able to adapt continuously to different floor types and changing wheels attributes (i.e. different tire pressure, deterioration, etc.) is a key advantage.
Several strategies have been developed to perform online self-calibration. In many cases, an Extended Kalman Filter has been introduced to simultaneously estimate the robot configuration and the parameters characterizing the systematic error of a sensor (i.e., to solve the Simultaneous Localization and Auto Calibration (SLAC) problem). Regarding the odometry, the SLAC problem has been investigated in [4] , [5] , [8] , [9] , [14] and [16] both for indoor and outdoor environments. The same idea was adopted to self calibrate a vision sensor [11] . In this work, an observability analysis taking into account the system nonlinearities was also provided to understand whether the system contains the necessary information to perform the self calibration. Indeed, a necessary condition to perform the estimation of a state, is that the state is observable. In [11] it was investigated whether the state containing the extrinsic parameters of the vision sensor is or is not observable. The observability rank criterion introduced by Hermann and Krener [6] was adopted to this scope. The observability rank criterion has also been adopted in cooperative localization [10] and in SLAM [13] . Regarding calibration problems, it has also been applied for the odometry self-calibration [12] . However, in all these works what it was determined is only whether the state defining the system configuration is observable or not.
In this paper we want to do a step forward whose importance is in our opinion fundamental when dealing with a non observable problem. Indeed, when a state is not observable, estimating directly the state brings to inconsistency with catastrophic consequences. On the other hand, when a state is not observable, suitable combinations of its components could be observable and therefore could be estimated. The derivation of these combinations is very important in order to properly exploit the information contained in the sensor data to estimate a given set of parameters. This derivation requires to perform a local decomposition [7] which exploits all the system Lie symmetries. While in the linear case this decomposition is easy to be done, in the non linear case it is often troublesome. In this paper we apply such approach to the problem of self-calibration in mobile robotics. We consider the case when the calibration is carried out by only using a single point feature. In particular, we consider the following calibration problems:
• The extrinsic self calibration of a bearing sensor (i.e. the same problem considered in [11] );
• The simultaneous self calibration of the odometry system and the extrinsic calibration of a bearing sensor (to the best of our knowledge this problem has never been investigated before).
In both cases we perform a local decomposition as illustrated in [7] in order to analytically derive which combinations of the parameters are observable. In particular, we derive these combinations for several different contexts, basically defined by the robot trajectory.
In section II we define the considered systems. In section III we remind some results from [6] and [7] . In section IV and V we perform the decomposition for different robot trajectories respectively in the two cases mentioned before. This allows us to detect for every robot trajectory the combinations of the parameters which are observable. A validation is given in section VI where experimental results are shown. Finally, conclusions are provided in section VII.
II. THE CONSIDERED SYSTEMS
We consider a mobile robot moving in a 2D-environment. The configuration of the robot in a global reference frame can be characterized through the vector X =[ x R ,y R ,θ R ] T where x R and y R are the cartesian robot coordinates and θ R is the robot orientation. The dynamics of this vector are described by the following non-linear differential equations:
where v and ω are the linear and the rotational robot speed, respectively. The link between these velocities and the robot controls u depends on the considered robot drive system. We will consider the case of a differential drive. In order to characterize the systematic odometry error we adopt the model introduced in [3] . We have:
where v R and v L are the control velocities (i.
for the right and the left wheel, B is the nominal value for the distance between the robot wheels and δ R , δ L and δ B characterize the systematic odometry error due to an uncertainty on the wheels diameters and on the distance between the wheels.
Furthermore, a bearing sensor is mounted on the robot. We assume that the camera's optical axis is aligned with the z−axis of the robot reference frame and therefore the transformation between the camera and robot reference frames is characterized through the three parameters φ, ρ and ψ (see fig. 1 ). In the case we consider an omnidirectional mirror camera, we assume that this axis is aligned with the mirror's axis. The available data are the control
T and the bearing angle of a source of light (β in fig. 1 ) at several time steps during the robot motion.
We introduce the following quantities:
By using simple trigonometry algebra we obtain (see also fig. 1 ):
where S p can be ±1 depending on γ. In particular, S p =1 when γ − ≤ γ ≤ γ + and S p = −1 when γ>γ + or γ< γ − , γ − and γ + being the two solutions (in [−π, π)) of the equation cos γ = −µ with γ + = −γ − and γ + > 0. We made the assumption 0 <µ<1 since we want to avoid collisions between the robot and the feature (D>ρ ).
A. Camera Self-Calibration
In this case we assume that the odometry is calibrated. As a result,
The goal is to estimate on-line the three parameters φ, ρ and ψ by using the available data (i.e. v, ω and β in a given time interval). Our system is described by the following equations:
In section IV we derive for several robot trajectories, which combinations of µ, γ, φ, ρ and ψ are observable and hence can be estimated.
B. Simultaneous Camera and Odometry Self-Calibration
In this case v and ω are not directly provided by v R and v L . The goal is to estimate simultaneously the parameters φ, ρ, ψ, δ R , δ L and δ B using the available data (i.e. v R ,v L and β in a given time interval). Since these data consists of angle measurements (the wheel diameters are not known and in fact are to be estimated), the best we can hope is the possibility to estimate these parameters up to a scale factor. In particular, we will refer to the following parameters: φ, ψ, η ≡ The dynamics of our system are described by the following equations:
In section V we derive for several robot trajectories, which combinations of µ, γ, φ, ψ, η, δ and ξ are observable and hence can be estimated.
Both the dynamics in (5) and in (6) have the following structure:Ẋ
with M =2in both cases. Furthermore, in (5) we have:
T , u 1 = v, u 2 = ω and
while in (6) we have:
III. OBSERVABILITY PROPERTIES AND LOCAL DECOMPOSITION
In control theory, a system is defined as observable when it is possible to reconstruct its initial state by knowing, in a given time interval, the control inputs and the outputs [7] . The observability property has a very practical meaning. When a system is observable it contains all the necessary information to perform the estimation with an error which is bounded [7] .
A. Observability Rank Criterion
In a nonlinear system the concept of local distinguishability was introduced by Hermann and Krener [6] . The same authors introduced also a criterion, the observability rank criterion, to verify whether a system has this property. This criterion plays a very important role since in many cases a nonlinear system, whose associated linearized system is not observable, has however the local distinguishability property. Regarding the localization problem this was proven in [1] and [2] . Note that it is the distinguishability property telling us that the system contains the necessary information to have a bounded estimation error (actually, provided that the locality is large enough with respect to the sensor accuracy).
We now want to remind some concepts in the theory by Hermann and Krener in [6] . We will adopt the following notation. We indicate the K th order Lie derivative of a field Λ along the vector fields
Note that the Lie derivative is not commutative. In particular, in L K vi 1 ,vi 2 ,...,vi K Λ it is assumed to differentiate along v i1 first and along v iK at the end.
Let us indicate with Ω the space spanned by all the Lie derivatives L
.., i K =1 , 2 and the functions f ij are defined in (9) .
Furthermore, we denote with dΩ the space spanned by the gradients of the elements of Ω.
In this notation, the observability rank criterion can be expressed in the following way: The dimension of the observable sub-system at a given X 0 is equal to the dimension of dΩ.
In sections IV and V we adopt this criterion to investigate the observability properties of the two systems introduced respectively in section II-A and II-B. In particular, we evaluate the dimension of dΩ for several trajectories. When the dimension of dΩ is smaller than the dimension of the entire configuration space, we perform a local decomposition of the system.
B. Local Decomposition
Let us suppose that a given system is not observable. We refer to the case where the dynamics have the structure as in (7) but with a single input control. Indeed, in the next section we consider trajectories with one degree of freedom. By denoting the state with S, we can describe the system by the following equations:
where y is the output (observation) of the system (in our case y = β ∈ R)
We are assuming that S is not observable, i.e. the dimension of the associated subspace dΩ is smaller than n (in this case the Lie derivatives are computed only along the vector field f (S)). Let us suppose that this dimension is equal to n obs . According to the theory of distributions developed in [7] , we can find n obs independent combinations of the components of the original state S which are observable and n − n obs independent combinations of the components of S which are not observable. More precisely, if we include the n obs observable combinations in the vector S 2 and the other n − n obs combinations in the vector S 1 ,w eh a v et h e following decomposition for the original system:
In particular, the subsystem defined by the last two equations in (11) is independent of the value of S 1 and it is observable. Therefore, by performing this decomposition, we can use the information coming from the dynamics (i.e. the knowledge of u(t)) and the observations (y(t)) in order to estimate the observable quantities (S 2 ). This decomposition is very important in every estimation problem when the state is not observable. Indeed, estimating directly the original state S results in an erroneous evaluation.
In section II-A, when we introduced the two quantities defined in (3), we performed such a decomposition for the state
T is observable as proven in [11] and its components are non linear combinations of the components of the original state (which is not observable). On the other hand, in the most of cases it is very troublesome to perform such a decomposition.
In the next two sections we perform such a decomposition in several contexts. In two cases we apply the distributions theory developed in [7] .
IV. OBSERVABILITY PROPERTIES AND LOCAL DECOMPOSITION FOR THE SYSTEM DEFINED IN SECTION II-A
We consider the following four cases: 1) Pure rotations and far feature; 2) Pure shift and far feature; 3) Pure rotations and close feature; 4) Pure shift and close feature.
In the following, with far feature we mean that the value of ρ is negligible (ρ → 0) and not necessarily that the distance of the feature (D) is infinite. In particular, the distance traveled by the robot is not negligible with respect to D. In this limit we have:
Furthermore, for the system defined in section II-A, the pure rotation motion is defined by setting v =0and ω =0, while the pure shift motion is defined by v =0and ω =0.
A. Pure Rotation and Far Feature
The Lie derivatives of the observation function in (12) must be calculated only along the vector f 2 in (8). It is easy to realize that the dimension of dΩ is 1 (the first order Lie derivative is equal to -1, i.e. is a constant). This result is intuitive: the observation in (12) does not provide any information on µ and ρ and it is not able to distinguish among γ and ψ. Furthermore, the pure rotation does not provide any additional information. Hence, it is only possible to observe the sum γ+ψ. The observable part of the local decomposition in this case is given by the equations:
where α ≡ γ + ψ is the only observable quantity.
B. Pure Shift and Far Feature
The Lie derivatives of the function in (12) must be calculated only along the vector f 1 in (8). By adopting the variables D = ρ µ , θ = γ − φ and ζ ≡ φ + ψ instead of the original state [µ, γ, φ, ρ, ψ]
T , we obtain the following equations:
By applying the observability rank criterion (see the appendix), it is easy to prove that the state [D, θ, ζ] is observable. Therefore, the system described by (14) represents the observable part of a local decomposition for the original system (when the feature is far and ω =0). In other words, the state [D, θ, ζ] plays the role of S 2 in (11).
C. Pure Rotation and Close Feature
In this case the expression for the observation is the one given in (4). Furthermore, v =0 . The expression in (4) depends only on µ, γ and ψ. Furthermore, f 2 in (8) is independent of the state. Therefore, the best we can hope is that these three quantities are observable. By directly computing the Lie derivatives and by applying the observability rank criterion it is possible to show that this is the case. Therefore, the observable part of the local decomposition is given by the equations:
D. Pure Shift and Close Feature
This is a very troublesome case. A priori, it is not possible to exclude that the entire state [µ, γ, φ, ρ, ψ]
T is observable. However, a direct computation of the dimension of dΩ shows that this dimension is smaller than 5. Furthermore, by applying the method introduced in [7] , it is possible to detect the following observable quantities: χ 1 ≡ sin(γ+ψ)+µ sin ψ µ cos ψ+cos(γ+ψ) , χ 2 ≡ µ ρ(sin(γ+ψ)+µ sin ψ) and χ 3 ≡ φ + ψ. In particular, the observable part of the local decomposition is given by the equations:
where k π can be 0 or π depending on the system parameters. We do not provide here neither the derivation of the previous result (i.e. the application of the method described in [7] for the considered system) nor the dependence of k π on the parameters. Indeed, the computation is troublesome in contrast with the result which has a very simple analytical expression. It is in any case easy to verify the validity of the equations in (16) by just performing differentiation. They represent a local decomposition since these equations only depend on the three quantities χ 1 , χ 2 , and χ 3 and not on the original five variables µ, γ, φ, ρ and ψ. Furthermore, by applying the rank criterion on the system in (16), it is possible to show that the dimension of the associated dΩ is equal to three.
V. O BSERVABILITY PROPERTIES AND LOCAL DECOMPOSITION FOR THE SYSTEM DEFINED IN SECTION II-B
We consider the same four cases of trajectory defined at the beginning of section IV. However, in this case instead of the pure rotation we define the motion obtained by setting
Since the parameter δ is in general different from 1, the motion actually accomplished by the robot with the previous control settings does not correspond to a pure rotation. However, since δ is unknown, we consider this motion instead of a true pure rotation. We will refer to this motion as Opposite Speeds Motion. Likewise, instead of the pure shift we define the motion obtained by setting v R = v L ≡ ν. Again, this actually does not correspond to a shift in the 2D-space. We will refer to this motion as Equal Speeds Motion.
A. Opposite Speeds Motion and Far Feature
Let us start by considering the case of far feature. We will derive a local decomposition without the need of directly applying the method in [7] . The observation is provided in (12) , which is independent of µ. On the other hand, it is possible to reduce the number of variables in the equations in (6) by considering the new variable µ η ≡ µη. In other words, the system with the dynamics given in (6) and the observation given in (12) can be described by the following equations:
By directly computing the rank criterion it is possible to verify that the 5 variables of this system (µ η ,θ ,δ ,ξand ζ) are observable and therefore the system in (17) represents the observable part of a local decomposition for the original system when the feature is far.
On the other hand, when we consider the one-degree of freedom motion previously defined by the opposite speeds motion, we can further reduce the number of variables. By introducing the quantities µ − ≡ µη(1−δ) and ξ + ≡ ξ(1+δ) we have:
By directly computing the rank criterion it is possible to verify that the 4 variables of this system (µ − ,θ ,ξ + and ζ) are observable and therefore the system in (18) represents the observable part of a local decomposition for the original system when the feature is far and the robot accomplishes the opposite speeds motion.
B. Equal Speeds Motion and Far Feature
Similarly to the previous case, it is possible to verify that the observable quantities are in this case: µ + ≡ µη(1 + δ),θ ,ξ − ≡ ξ(1 − δ) and ζ. In particular, the equations for these observable subsystem are:
C. Opposite Speeds Motion and Close Feature
We cannot eliminate µ as in the previous case since the observation depends on it. However, for the opposite speeds motion we can still have a reduction of variables for the system whose dynamics are given in (6) and the observation in (4). Indeed, we can easily eliminate δ by using ξ + as in the previous case and η − ≡ η(1 − δ). We obtain:
The state defining this system is [µ, γ, η − ,ξ + ,φ ,ψ ]
T and has dimension equal to 6. By applying the rank criterion it is possible to find that the dimension of the associated dΩ is equal to 4. Therefore, this is not a local decomposition for the original system. In particular, according to the theory developed in [7] it must be possible to detect 4 independent quantities which are non linear combinations of the original 6−dimensional state. We do not provide here the derivation (i.e. the application of the method described in [7] for the considered system). Indeed, the computation is very troublesome in contrast with the result which has a very simple analytical expression. We found the following observable quantities:
; and ξ + where:
It is possible to verify the validity of the equations in (22) by just performing differentiation. They represent a local decomposition since these equations only depend on the 4 quantities G, V , L and ξ + and not on the original
T . Furthermore, by applying the rank criterion on the system in (22), it is possible to show that the dimension of the associated dΩ is equal to 4. Obs. 
D. Equal Speeds Motion and Close Feature
The result is exactly the same as in the previous case by defining Ψ 
VI. DISCUSSION AND EXPERIMENTS
We summarize the results obtained in the previous two sections. Let us start with the results obtained in section IV. The system is defined in section II-A whose state is given by [µ, γ, φ, ρ, ψ]
T . In table I we provide a summary of the results obtained in section IV. In the first line we report all the considered trajectories. We provide all the independent quantities which are observable for all the considered trajectories in the second line. Finally, we indicate the equations to be adopted to implement a filter for their estimation in the third line.
Regarding the system defined in section II-B the results are summarized in table II. The state defining the system is in this case [µ, γ, φ, ψ, η, δ, ξ] T .
A. Experiments
For the experiments we adopted a mobile robot with a differential drive system equipped with encoder sensors on the wheels. In this preliminary experiment we consider only the problem of the extrinsic camera calibration (Indeed, the odometry system was previously calibrated). We equipped the robot with an omnidirectional vision sensor consisting of a webcam and a conic mirror (see fig 2a) . Furthermore, we put on the origin a source of light consisting of a set of LEDs as shown in fig. 2b . Finally, we adopted the same strategy introduced in [15] to detect the source of light from the image based on the defocusing. The source of light appears as shown in fig. 2c .
According to the results provided in table I, it is possible to estimate the parameters φ, ρ and ψ by combining a shift motion far from the feature with pure rotations close to the feature. Indeed, by performing the first trajectory, it is possible to observe the sum φ + ψ, D and θ. Once the robot starts to rotate, D does not change. Furthermore, the sum 
Eq. Eq. φ + ψ is time independent. On the other hand, with the pure rotation µ, γ and ψ are observable. Therefore, from the values of µ and D it is possible to determine ρ and from ψ and the sum φ + ψ it is possible to determine φ. This is exactly what we obtained in our experiment, where the estimation was performed by implementing an Extended Kalman Filter. In particular, a single filter was implemented to estimate the state [µ, γ, φ, ρ, ψ] T . Better results can be achieved by implementing one filter for every robot motion, accordingly to the equations corresponding to every decomposition. In our experiment, the robot performs a long shift at the beginning starting very far from the source of light and ending very close. Then it starts to perform a pure rotation. In figure 3 there is a jump in the estimated values of the three parameters φ, ρ and ψ. This jump occurs exactly when the robot starts to rotate. Observe that during all the experiment, the estimated value of φ + ψ is almost constant. Indeed, according to our theory, this quantity can be estimated starting from the beginning, i.e. by moving the robot far from the feature and along a straight trajectory. 
VII. CONCLUSIONS
In this paper a new approach based on the theory of distributions has applied to face a calibration problem in the framework of mobile robotics. The method is very general and could be applied to solve every estimation problem. It exploits all the system Lie symmetries through the Frobenius theorem which is at the heart of the distribution theory [7] . Regarding the considered calibration problem this method allows us to analytically detect the combinations of the calibration parameters which are observable for a given robot trajectory.
We are making more complete experiments by including the odometry calibration as discussed in section V and by also comparing the performance achievable by implementing a single filter and one filter for every system decomposition. Preliminary results show significant improvement in the second case as expected since all the estimated quantities are observable and the estimation process is consistent. 
