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ABSTRACT
In this dissertation I present results on our efforts to increase the sensitivity and
selectivity of silicon nanowire ion-sensitive field-effect transistors for the detection of
biomarkers, as well as a novel method for wireless power transfer based on metama-
terial rectennas for their potential use as implantable sensors. The sensing scheme is
based on changes in the conductance of the semiconducting nanowires upon binding
of charged entities to the surface, which induces a field-effect. Monitoring the dif-
ferential conductance thus provides information of the selective binding of biological
molecules of interest to previously covalently linked counterparts on the nanowire
surface.
In order to improve on the performance of the nanowire sensing, we devised and
fabricated a nanowire Wheatstone bridge, which allows canceling out of signal drift
due to thermal fluctuations and dynamics of fluid flow. We showed that balancing
the bridge significantly improves the signal-to-noise ratio. Further, we demonstrated
the sensing of novel melanoma biomarker TROY at clinically relevant concentrations
and distinguished it from nonspecific binding by comparing the reaction kinetics. For
increased sensitivity, an amplification method was employed using an enzyme which
catalyzes a signal-generating reaction by changing the redox potential of a redox pair.
vi
In addition, we investigated the electric double layer, which forms around charges in
an electrolytic solution. It causes electrostatic screening of the proteins of interest,
which puts a fundamental limitation on the biomarker detection in solutions with
high salt concentrations, such as blood. We solved the coupled Nernst-Planck and
Poisson equations for the electrolyte under influence of an oscillating electric field and
discovered oscillations of the counterion concentration at a characteristic frequency.
In addition to exploring different methods for improved sensing capabilities, we
studied an innovative method to supply power to implantable biosensors wirelessly,
eliminating the need for batteries. A metamaterial split ring resonator is integrated
with a rectifying circuit for efficient conversion of microwave radiation to direct elec-
trical power. We studied the near-field behavior of this rectenna with respect to
distance, polarization, power, and frequency. Using a 100 mW microwave power
source, we demonstrated operating a simple silicon nanowire pH sensor with light
indicator.
vii
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Chapter 1
Introduction
1.1 Motivation
Health is a valued asset in modern society. This is reflected in the annual health
expenditure, which was projected to be $3.2 trillion or 18% of the GDP in the United
States in 2015 (Keehan et al., 2015). An essential function of healthcare is to accu-
rately diagnose disease to be able to provide adequate treatment. Current diagnosis
schemes are mainly symptom-based, which are not always accurate and can lead to
late detection (Zhang and Ning , 2012). A more objective and quantitative method is
one based on the detection of biomarkers present in the patient’s blood. Biomarkers
include nucleic acids, proteins, peptides, or cells, and they can be measured using a
biosensor.
The biosensors commonly used for medical biomarker detection are immunoas-
says. They are based on the high-affinity binding of antigens to antibodies, which
are measured using a label attached to the antibody. The extremely high affinity
of antibody-antigen binding promotes a high specificity of the immunoassay. High
sensitivity is achieved by signal-based amplification, for instance, the label serves as a
catalytic, signal-generating entity (Giljohann and Mirkin, 2009). A general overview
of biosensors in use and development will be given in Section 1.2.
However, conventional immunoassays based on labeling involve multistage pro-
cesses and must be performed in a laboratory setting by trained technicians (Ghindilis
et al., 1998). This results in slow throughput and high cost of tests rendering regular
1
2screening for disease biomarkers unfeasible. Immense research efforts are devoted to
developing reliable Point-Of-Care (POC) diagnostic tests. POC testing is analytical
testing performed outside the central laboratory using a device or devices that can be
easily transported to the vicinity of the patient (Holland and Kiechle, 2005). POC
diagnostic devices facilitate rapid test results, enabling quick and accurate decision-
making for treatment, and routine screening.
One promising candidate for a novel POC testing device, the silicon nanowire
Field-Effect Transistor (FET), is based on the Ion-Sensitive Field-Effect Transistor
(ISFET) developed by Bergveld (1972), which is reviewed in Section 1.3.1. Ad-
vantages of silicon nanowire biosensing include direct, label-free (Cui et al., 2001)
operation, and a highly scalable nature (Rothberg et al., 2011). Sensitivity of de-
tection of molecules is enhanced by their high surface-to-volume ratio, permitting
nanowires to sense surface binding events, which is difficult to achieve by bulk detec-
tion schemes. The binding of antigens to the paratope of the antibodies immobilized
on the nanowire surface changes the charge distribution in the biofunctionalized layer.
This can either happen because the antigen is charged in solution or because of the
adsorption process. The result is a change of the electric field through the nanowire,
which leads to accumulation or depletion of charge carriers, hence modulating its
conductance (Heller et al., 2008). The direct sensing of molecules of interest elim-
inates the need for labeling and long incubation times reducing the cost and time
needed for detection.
However, there are several challenges associated with the use of semiconducting
nanowires for the use of biosensors (Balasubramanian, 2010). Because the sensor
system is highly complex, consisting of a semiconductor nanowire, a gate oxide with
biofunctionalized (capture) layer and solution with a multitude of molecules, there
are many different types of noise associated with analyte sensing. A description of
3these noise sources and how they influence the optimal nanowire operating regime is
given in Section 1.3.2.
The major challenge of nanowire biosensors is electrostatic screening of charges
in the biofunctionalized layer in physiological solutions due to their high electrolyte
concentration (Section 1.4). An indication of the screening range is the Debye length.
It is the characteristic decay length of the electrical potential in the Debye-Hu¨ckel
approximation (Israelachvili , 2011). For physiological solutions it is less than 1 nm.
Section 1.5.4 discusses an approach to weaken this charge screening effect using high-
frequency electric fields.
The nanowires’ ultra-low power consumption and small footprint make them
ideal candidates for implantable biosensors to control biological function invivo. For
extended operating time of the potentially non-accessible biosensor, it is essential to
explore new routes of supplying power to the device. A novel small-footprint power
harvesting technique based on a metamaterial rectenna, which is able to drive the
silicon nanowire biosensor, is presented in Section 3.6.
1.2 Biosensors
Pioneers of biosensors, Clark and Lyons (1962), used the enzyme glucose oxidase
embedded between two membranes in contact with an electrode pH sensor to measure
the concentration of glucose in solution. Since then, their impact has been growing
steadily in diverse areas, such as clinical diagnostics (Kirsch et al., 2013), food safety
(Sharma and Mutharasan, 2013), homeland security (Bruckner-Lea, 2004) and envi-
ronmental monitoring (Nigam and Shukla, 2015). The significance of biosensors in
the field of medicine has been growing, partly due to increased life expectancy and
corresponding diagnostic needs for common, age-related diseases such as diabetes,
heart disease and cancer (Kirsch et al., 2013).
4According to Higson et al. (1994), “A biosensor is a chemical sensing device in
which a biologically derived recognition entity is coupled to a transducer, to allow the
quantitative determination of some complex biochemical parameter”. Biosensors may
be categorized, according to the recognition entity, into either metabolism sensors,
where enzymes chemically convert the analyte, or affinity sensors (Figure 1.1).
Fig. 1.1: A biosensor consists of receptor molecules that bind or react with the target
and a transducer (optical, electrical or mechanical) that produces a measurable signal.
The latter are composed of receptor molecules, such as antibodies, peptides, or ap-
tamers immobilized on the surface of the detector. These biomolecules interact with
the target via complementary nucleic-acids or antibody-antigen binding. A further
classification is made in relation to the transducing element, which can be opti-
cal, electrical, or mechanical. Common biosensor transducers in use today include
optics-based devices, such as Enzyme-Linked Immunosorbent Assay (ELISA) (Sec-
tion 3.1.3) and Surface Plasmon Resonance (SPR), electrochemical techniques and
mechanical oscillating devices, such as Quartz Crystal Microbalance (QCM) and can-
tilevers. Recently, advances in nanotechnology opened new avenues of sensing that
enable multiplexing capability and encouraged the development of POC diagnostics.
Accordingly, the field of biosensors spans a vast number of techniques that are either
5in use today or in development. A comprehensive overview is therefore outside the
scope of this section and we will focus on a few select methods and devices.
Any biosensor should be designed to meet certain requirements. They should
exhibit high reproducibility, sensitivity, and selectivity, where sensitivity is used as
the smallest detectable concentration of a certain analyte and selectivity as the ability
of the sensor to measure the analyte of interest in a solution containing a variety of
molecules, typically at much higher concentrations than the target molecule. Real-
time measurement is favorable, as well as robustness and ease of use.
1.2.1 Surface plasmon resonance-based biosensors
Biosensors based on surface plasmon resonance detect refractive index changes
in a solution in proximity to the surface of a metal plane (typically gold). Here, the
change in refractive index is caused by analyte binding to the biofunctionalized layer.
Coherent electron oscillations, or surface plasmons, at the liquid-metal interface are
excited by light polarized parallel to the plane of incidence. For resonant excitation
the light must have the same momentum as the surface plasmon, which is typically
achieved by using a prism coupler. In the Kretschmann configuration (Figure 1.2), a
thin metal film is evaporated onto a glass prism. The incident light beam undergoes
total internal reflection at the prism-metal interface with the evanescent field exciting
surface plasmons at the metal-liquid interface.
Fig. 1.2: Surface plasmon resonance scheme.
6The resonance frequency depends on the refractive index of the liquid medium, which
is modified by molecules binding to the metal surface. Due to energy transfer from
the incident light to surface plasmons, the reflection intensity shows a minimum at
resonance frequency. A shift of this resonance frequency can be directly related to
the number of bound molecules.
SPR-based sensors have been developed since 1983 (Liedberg et al., 1983) and
are commercially available from various vendors. They are manufactured by Biocore
(Biocore X to Biocore 4000), Reichert Technologies (Reichert4SPR), and GWC Tech-
nologies (SPRimager II), just to name a few. SPR is considered the gold standard
of label-free biodetection. Despite their high sensitivity to proteins down to picomo-
lar concentration (Guo, 2012; Homola, 2008), these sensors suffer from non-specific
binding, they are too bulky for use as POC devices, and are not well suited for multi-
plexing. Furthermore, due to the delicate mechanical system, they require extensive
optical maintenance and technical service. Recent studies on a handheld device
based on nanoplasmonics using nanoapertures (Cetin et al., 2014) show promise as
a multiplexed POC device.
1.2.2 Electrochemical biosensors
Compared to optical sensor techniques, electrochemical sensors do not require
the high sensor setup complexity and cost. They are also easily miniaturized and are
able to be used in turbid biofluids with optically absorbing and fluorescing compounds
(Grieshaber et al., 2008).
There are three main types of electrochemical sensors: conductometric sensors,
potentiometric sensors, and amperometric sensors. Conductometric sensors measure
changes in the conductance of the medium between two electrodes caused by a bio-
logical component, typically using Alternating Current (AC) bias to prevent faradaic
processes. Potentiometric sensors monitor the electric potential on a working elec-
7trode with respect to a reference electrode, while amperometric sensors measure
the current on the working electrode induced by redox reactions involving electron
transfer in contact with the electrode. Currently, amperometric sensors are the most
sensitive of the three (Mehrvar and Abdi , 2004), and further discussion will focus on
them.
Amperometric sensors exhibit a linear dependence between current and analyte
concentration. Their efficiency depends highly on the pathway of electrons between
the site of the redox reaction and the electrode surface (Schuhmann, 1995). Of-
ten, mediators are utilized for improved electron transport to the working electrode
(Chaubey and Malhotra, 2002). An example for an enzyme-mediator pair is glu-
cose oxidase and ferrocene (Chuang et al., 1997). A further optimization is achieved
by embedding the mediators in a conductive polymer layer as part of the working
electrode (Contractor et al., 1994).
One of the most widely used forms of amperometric sensing is called cyclic
voltammetry. The voltage between working electrode and reference electrode (phys-
ically removed from the reaction site to maintain stable potential) is swept back and
forth between a minimum and maximum while the current between working electrode
and counter electrode is measured. The resulting voltammogram allows conclusions
to be made about the redox potential and electrochemical reaction rates (Grieshaber
et al., 2008).
Using nanomaterials, such as carbon nanotubes and graphene, as electrochem-
ical sensors offers many advantages to conventional materials. Due to their large
surface-to-volume ratio they show enhanced adsorption properties, better electrocat-
alytic activity, and fast electron transfer kinetics (Yang et al., 2015). They have
been used to detect a prostate cancer biomarker (Akter et al., 2012), the cardiac risk
marker C-Reactive Protein (CRP) (Gupta et al., 2014), and metastatic liver cancer
8(Zhao et al., 2013), just to name a few. Electrochemical detection of protein biomark-
ers relies on immunosensor implementation because an electroactive species (usually
an enzyme coupled to a primary antibody specific for the target protein) is required
for the measurement. A recent review of several different strategies was written by
Chikkaveeraiah et al. (2012). In contrast to SPR most of these techniques are not
label-free and are therefore of limited use as POC devices. An exception is a clever
method for label-free detection proposed by Gupta et al. (2014), who related the
specific binding of proteins to carbon nanofiber arrays and the accompanied surface
coverage to an increase in charge transfer resistance of a background redox reaction
in the solution.
A few of the challenges for electrochemical biosensors are strong responses to
perturbations on the sensor surface, such as different pH, ionic strength, and co-
existing molecules in biological fluids (Grieshaber et al., 2008). Mediators are often
required to ensure efficient electron transfer coupling, but the functionality of anti-
bodies may be diminished in the presence of redox mediators (Qureshi et al., 2012).
1.2.3 Nanomechanical biosensors
Similar to SPR, mechanical biosensors are label-free and offer real-time
biomarker detection. Mechanical sensors are mostly based on measuring shifts in
resonance frequency caused by changing mass due to selective binding of target
molecules. Reducing the size of the resonator increases its mass resolution; measure-
ments down to the yoctogram scale have been reported (Chaste et al., 2012). Types
of nanomechanical resonators include cantilevers, beams, and membranes. The pre-
ferred method for deflection monitoring is the optical lever, in which the reflection
of a laser beam off the resonator is measured by a position sensitive photodetector
(Tamayo et al., 2013).
9Dynamic mode cantilevers achieve high Q-values in vacuum, but for real-time
biomarker detection the cantilever must be operated in solution, which drastically
reduces the Q-value and with it sensitivity (Tamayo et al., 2013). This is the reason
that a different mechanical property of cantilevers has gained attention, changes in
the surface stress due to binding of target molecules (on one side of the cantilever)
lead to a static bending of the cantilever. According to Sharma and Mutharasan
(2013), this is the preferred method for fluid biosensing. However, research efforts
have also aimed at improving the dynamic mode cantilever, for instance by utilizing
higher modes (Braun et al., 2005) or by incorporating a fluid channel inside the
cantilever (Burg et al., 2007).
One of the first demonstrations of label-free biosensing via cantilevers was per-
formed by Fritz et al. (2000) who detected DNA hybridization. Since then they have
been utilized to detect cancer biomarkers in a human serum albumin background
(Arntz et al., 2002), myocardial infarction biomarkers, and many others. Exten-
sive reviews on other applications were written by Goeders et al. (2008) and Boisen
et al. (2011). Sources of noise and drift for nanomechanical biosensors are variations
in temperature, ionic strength, pH, and hydrodynamic forces, as well as deposition
of nonspecific molecules. Furthermore, the effect of oscillations of the cantilever
on binding kinetics, equilibrium, and non-specific adsorption is not well understood
(Johnson and Mutharasan, 2012).
1.3 Semiconductor nanowire sensing
Compared to the biosensors reviewed in the previous section, silicon nanowire
FETs have many advantages since they provide real-time, label-free sensing using
affordable electronics and fabrication compatible with Complementary Metal-Oxide-
Semiconductor (CMOS) technology. They promise multiplexed detection and size
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restrictions are mostly on the fluid handling system due to the negligible size of the
actual sensor. Further, the measurements are independent of mechanical vibrations,
and variations in temperature, pH and ionic strength can be mitigated by intelligent
sensor design. Henceforth, I will critically review previous research efforts towards
silicon nanowire biosensing.
1.3.1 Basics
The concept of solution ion sensing using field-effect transistors was pioneered
by Bergveld (1970), who built the first ISFET. The working principle is similar to
a Metal-Oxide-Semiconductor Field-Effect Transistor (MOSFET) with the main ex-
ception that the semiconducting channel is not gated by a metal electrode but rather
surface ions on the gate dielectric. A common material for the gate dielectric is silicon
oxide, which exhibits silanol groups on the surface. These may be either protonized
or deprotonized depending on the pH of the solution. A changing pH thus leads to
a change in surface charge, which in turn causes either depletion or accumulation
of charge carriers in the semiconducting channel. Monitoring its conductance allows
for measurements on the pH of the solution. Naturally, this technique has found
application as a pH sensor (Bergveld , 2003).
In order to increase their sensitivity, ISFET research efforts have been devoted
to decrease the cross-section of the semiconducting channel to a point where its size
is on the order of the charge carrier screening length in the semiconductor LD
LD =
√
Si
βq2N
, (1.1)
where Si is the permittivity of silicon, q the elementary charge, N the doping con-
centration and β = 1/ (kBT ), with kB being Boltzmann’s constant and T being the
temperature. The screening length is between 10 and 100 nm for doping concentra-
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tions between 1015 and 1017 cm−3. In this regime, surface charges will gate the whole
cross-section of the semiconducting channel (Gao et al., 2009), hence a surface effect
is translated to a measurable change in bulk properties.
There are two strategies for fabrication of silicon nanochannels or nanowires,
bottom-up and top-down. The Charles Lieber research group was first to demonstrate
silicon nanowire biosensing (Cui et al., 2001). They grew nanowires in a bottom-up
approach using laser-assisted catalytic growth (Cui et al., 2000) for the detection of
streptavidin. CMOS-compatible top-down fabrication of silicon nanowire FETs for
pH sensing was first shown by Chen et al. (2006). It was adopted by Stern et al.
(2007a), who used the lithographically fabricated nanowires to detect antibodies in
buffer solution down to 100 fM concentrations. An alternative method for top-down
fabrication was developed by Beckman et al. (2004). The so-called SNAP (superlat-
tice nanowire pattern transfer) technology is a patterning method and can produce
large arrays of silicon nanowires (Jung et al., 2006). The authors demonstrated atto-
molar sensitivity to single stranded DNA (Cheng et al., 2006). Compared to bottom-
up, the top-down approach offers increased fabrication efficiency, reproducibility, and
throughput.
Silicon nanowire biosensors are a platform technology. To achieve specificity,
a capture antibody or similar recognition element needs to be immobilized on the
surface. This is achieved by covalent bonding using a cross-linking layer, typically
silanes which bind to silica surfaces via Si-O-Si groups. Upon binding of the target
biomarker to the biofunctionalized layer, the charge distribution changes (proteins
are generally charged in solution depending on the pH) and gates the nanowire.
Many research groups have used silicon nanowires since their inception for the
detection of various biomarkers. A few prominent groups are the Lieber group at
Harvard (Cui et al., 2001), the Reed group at Yale (Stern et al., 2007a), the Patolsky
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group (a former student of Lieber) at Tel-Aviv University (Elnathan et al., 2012),
the Bashir group at the University of Illinois at Urbana-Champaign (Duarte-Guevara
et al., 2014), the Heath group at the California Institute of Technology (Bunimovich
et al., 2006), and the Scho¨nenberger group at Basel University (Knopfmacher et al.,
2010). A summary of selected biomarkers detected using silicon nanowire biosensing
is provided in Table 1.1.
Biomarker Sensitivity Medium Reference
PSA 1 fg/ml 3 µM phosphate buffer (Kim et al., 2007)
PSA 0.9 pg/ml desalted donkey serum (Zheng et al., 2005)
PSA 2.5 ng/ml human blood1 (Stern et al., 2009)
CA 15.3 0.1 nM 1 mM phosphate buffer (Chen et al., 2010b)
CA 15.3 0.1 nM human blood1 (Stern et al., 2009)
cTnT 1 pg/ml 1 mM PBS2 (Zhang et al., 2011)
cTnT 30 fg/ml desalted human serum (Chua et al., 2009)
cTnI 0.5 ng/ml 25 mM PBS (Kong et al., 2012)
Table 1.1: List of selected biomarkers detected using silicon nanowire FET biosen-
sors. Prostate specific antigen (PSA) is a biomarker for prostate cancer, CA 15.3 is a
biomarker for breast cancer, and cTnT, as well as cTnI are biomakers for cardiovas-
cular disease. 1The blood was preprocessed on-chip. 2The antigen was bound from
whole blood, but the measurement was performed in 1 mM PBS.
There are also a few groups who have investigated the topic theoretically, for
instance the Heitzinger group at the University of Vienna (Baumgartner et al., 2011),
the Landheer group at the Institute for Microstructural Sciences in Ottawa (Landheer
et al., 2005), and the Alam group at Purdue University (Nair and Alam, 2007).
Recent advancements have been made towards multiplexing (Patolsky et al., 2006)
and mass-production of sensors (Duarte-Guevara et al., 2014), as well as packaging
in device systems (Livi et al., 2015); however, there are some challenges that need to
be addressed before silicon nanowire FETs will be usable for clinical diagnostics in
a POC setting. These will be discussed in the following sections.
13
1.3.2 Noise, limit of detection, and optimal sensor operating regime
Aside from the label-free, real-time detection capability, the other revolutionary
promise of silicon nanowire sensors is an increase in the sensitivity by orders of magni-
tude compared to existing real-time measurement technologies (Patolsky et al., 2006).
For this goal it is essential to understand their physical behavior and systematically
improve their Signal-to-Noise Ratio (SNR). Patolsky et al. (2004) demonstrated de-
tection of single virus particles from buffer solutions of 100 units/µl by correlating
spikes in the nanowire conductance to images of fluorescently tagged viruses in real
time. In another publication the same group claims to be able to sense as little as
three elementary charges in a low ionic strength buffer (10 µM salt concentration),
though it is not entirely clear how they derive this number (Gao et al., 2009). Specif-
ically, it is not shown how the minimum detectable potential difference across the
double layer capacitance was derived. Their results indicate the subthreshold regime
to exhibit the highest SNR, however, no rigorous noise analysis was provided in the
publication. Analyzing the noise in silicon nanowire sensors is important due to the
fundamental sensing limit it imposes on their sensitivity. Further, studying the noise
can provide insights into the basic physical mechanisms in the sensor, as well as the
surrounding medium and binding phenomena (Deen et al., 2006).
In contrast to the findings of Gao et al. (2009), both Chen et al. (2015) and Rajan
et al. (2011) found the peak in transconductance (derivative of the drain current with
respect to the gate voltage) to be the optimal sensing regime with the highest SNR
by comparing the noise spectral density with transconductance measurements for
varying fluid gate voltages. This discrepancy might be related to different back gate
bias conditions in those experiments. Go et al. (2012) theoretically predicted that
the best sensitivity for nanowire FET sensors could be achieved when an inversion
channel is created both below the fluid gate as well as the back gate.
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Chen et al. (2015) define the Limit of Detection (LOD) for the surface potential
change ∆Ψ0 with 99% estimation confidence interval (and 1 Hz bandwidth) as
ΨLOD = 3
√
SI
gm
(1.2)
and the corresponding signal-to-noise ratio SNR for a sensor response ∆I as
SNR =
∆I√
SI
≈ gm∆Ψ0√
SI
. (1.3)
Their results on sensing pH demonstrate that the LOD depends on the transconduc-
tance gm, as well as the current noise spectral density SI . The region near the peak
in transconductance shows an improved LOD by about a factor of 2 compared to
the subthreshold region, even though the 1/f noise is lower in the latter region by
two orders of magnitude. They conclude that for an ideal Nernstian response of the
surface (Chen et al., 2011b) the LOD of their sensors is 0.03 units of pH.
The main source of noise in CMOS transistors is 1/f noise, which originates
in the trapping and detrapping of inversion layer carriers at the Si-SiO2 interface,
leading to discrete modulations of the channel conductance in the form of Random
Telegraph Signals (RTSs) (Jakobson et al., 1998). The superposition of those RTSs
gives rise to a 1/f characteristic of the noise power spectrum. The trapped charges
can act as scattering centers and further lead to mobility fluctuations of the channel
carriers. The proposed model (Jakobson et al., 1998) leads to the following relations
for the power spectral density of drain current noise SId to frequency. For strong
inversion in the linear region:
SId(f) = g
2
mSV g(f) =
q2
C2ox
(
Id
Vg − Vt
)2
Not
WL
1
f
. (1.4)
For the subthreshold region:
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SId(f) =
C2inv
(Cox + Cd)
4
q4
(kT )2
I2d
Not
WL
1
f
. (1.5)
Here, Cinv, Cox, and Cd are the inversion, oxide, and depletion capacitance per unit
area, Not is the effective oxide traps density per unit area, and W and L are the
channel width and length.
Jakobson et al. (1998) confirmed their model on commercially available ISFET
pH sensors by measuring the drain-current noise spectrum for many different drain
currents by varying the gate voltage. In addition, they found the gate referred noise
power spectral density SV G to be independent of applied gate voltage for the range
measured. The dominant noise was caused by the transistor, which clouded any
contributions from the measurand (different pH values) and the solution-gate oxide
interface.
A few years before Jakobson et al. (1998) developed their model, Ghibaudo
et al. (1991) already established a trapping noise model with correlated mobility
fluctuations and compared it to the empirical mobility fluctuation model by Hooge
(1976). Plotting the normalized drain current noise SI/I
2
d versus the drain current Id
helps differentiate between the two. For trapping noise, SId/I
2
d starts from a plateau
at weak inversion before decreasing as 1/I2d at strong inversion. In the case of Hooge
mobility noise, SId/I
2
d varies approximately as 1/Id.
The predicted relation of SId/I
2
d for trapping noise (Ghibaudo et al., 1991) was
observed experimentally by Rajan et al. (2011) on silicon nanowire FETs. Further,
they found that the current noise was independent of electrolyte concentration, com-
position, or pH. Again, this indicates that the intrinsic noise of the sensors is domi-
nant and the full sensing potential was not reached. As mentioned previously, their
results suggest the linear regime of the transistor near the peak of transconductance
to exhibit the highest SNR. The authors conclude that at a noise of 3×10−4 V for
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their devices and with a nanowire capacitance of 2×10−15 F, their nanowires can de-
tect 4 elementary charges with the measured intrinsic transistor noise. Qualitatively,
similar results were obtained by Bedner et al. (2014), who also found trapping noise
as the dominant noise source in their silicon nanowire FETs.
The question arises as to when the noise of the electrolyte, which was not
observed experimentally, matches the intrinsic noise of the transistor. For a good
approximation for small frequencies, the electrolyte bulk noise is white noise with
spectral density given by (Deen et al., 2006)
SI,3 ≈ 4g2mkTRe, (1.6)
where Re is the resistance of the electrolyte, which depends on the geometry of the
sensor and can be approximated by the spreading resistance
Re ≈ 1
κ
√
pi
W × L. (1.7)
For sensor dimensions of 50 × 50 µm2, Deen et al. (2006) calculated an electrolyte
noise of 5 µV2 for a 1 mM sodium chloride solution and a bandwidth of 100 Hz. It
is apparent from equations 1.6 and 1.7 that the noise decreases with increasing salt
concentration and gate area. For devices used by Rajan et al. (2011) with a gate
area of 0.1 x 5 µm2, the electrolyte resistance is higher by a factor of 70, hence the
noise due to the electrolyte resistance around 350 µV2 given the same bandwidth.
However, the minimum total noise measured was around 1 mV2, which is orders of
magnitude higher than the noise due to the electrolyte.
Combining these results suggests that the dominant noise in silicon nanowire
biosensors has its origin in the trap states in the gate oxide. In order to increase the
sensitivity, it is therefore essential to improve on the fabrication of silicon nanowires,
specifically the growth of the gate oxide and the annealing of the semiconductor-
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gate oxide interface (Cle´ment et al., 2011). The fundamental detection limit will be
achieved once the dominating noise source is not transistor noise but noise due to
fluctuations of the measurand.
The fluctuations of antigens binding to the antibodies immobilized on the sen-
sor surface can be described by chemical relaxation theory. The theory states how
a chemical reaction relaxes back to its equilibrium state after small perturbations
(Czerlinski , 1966). The relaxation follows an exponential decay and the relaxation
time τrel for a three-component system of the form
A + B↔ AB (1.8)
is given by
τrel =
1
ka (n1 + n2) + kb
(1.9)
This results in a Lorentzian noise function with cutoff frequency fc = (2piτrel)
−1 in
the power spectral density after Fourier transform (Hwang et al., 2013; Feher and
Weissman, 1973). With typical association and dissociation constants for antibody-
antigen binding ka = 1µM
−1s−1 and kb = 10−2 s−1 and a concentration of 1 nM, the
cutoff frequency is about 10 mHz (Zheng et al., 2010). The challenge is to decrease
the 1/f noise in this frequency range (where it is dominating as the name suggests).
1.3.3 Reference electrode
The reference electrode is an integral part in the nanowire sensing system as it
controls the electrostatic potential Ψ in the fluid surrounding the nanowire. The ideal
reference electrode is faradaic, which means that it can exchange electrons with ions
in the electrolyte and there is no potential drop at the electrolyte-electrode interface
(Go et al., 2012). For non-faradaic or Ideal Polarized Electrodes (IPEs), which
18
involve charging an insulating interface, the potential applied at the electrode drops
at the electrode-electrolyte interface and can therefore not control the electrostatics
at the sensor surface. In order to obtain a stable sensor signal the reference electrode
must be insensitive to changes in the electrolyte. For this reason traditional reference
electrodes are separated from the liquid by some porous membrane, which is filled
with a saturated salt solution. The most commonly used electrode is composed of
silver, coated with silver chloride, immersed in a solution with high Cl− concentration,
such as a saturated KCl solution. The following reaction takes place at the electrode-
electrolyte interface:
AgCl(s) + e− ↔ Ag(s) + Cl−(aq). (1.10)
The chlorine ions are the chemical species in the operation of the electrode. The
electrode potential EAg,AgCl,Cl− is now obtained from the Nernst equation:
EAg,AgCl,Cl− = E
0
Ag,Ag+,Cl− −
RT
F
ln aCl− . (1.11)
Here, E0Ag,Ag+,Cl− is the standard potential of the silver/silver chloride electrode, R
is the gas constant, T is the temperature, F is Faradays constant and aCl− is the
activity of chlorine ions. For a saturated solution, flow of current due to changing
electric potential of the electrode or the surrounding liquid will not affect the chemical
potential of chlorine ions and hence their activity. This provides stability to the
electrode. In a saturated KCl solution the electrode potential is 0.199 V at room
temperature (Sawyer , 1995).
However, conventional reference electrodes are too bulky and hence defeat the
purpose of the nanowire sensing scheme. Therefore, in many biosensor experiments
involving nanowires, a quasi-reference electrode was utilized that consisted of the bare
silver wire coated with silver chloride immersed in the solution to be tested (Wang
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et al., 2008b; Cle´ment et al., 2011; Livi et al., 2015). This is also the approach chosen
in this thesis even if there are obvious drawbacks associated with this choice. If the
activity of the conducting ions is not stable in the test solution the electrode potential
will change as can be seen from equation 1.11. Furthermore, adsorption of biological
material on the electrode and corrosion will lead to a drift in the electrode potential
and therefore in the electric potential detected by the nanowire. For instance, Minot
et al. (2007) demonstrated that the signal obtained with carbon nanotube biosensors
was different when using a platinum wire quasi-reference electrode or a silver/silver
chloride reference electrode immersed in 3M NaCl solution, separated from the an-
alyte solution by a porous Vycor glass plug. Nevertheless, absence of a separating
membrane in quasi-reference electrodes makes the design much simpler and in section
3.2 we will show how using a nanowire Wheatstone bridge can eliminate the signal
drift.
There have been considerable efforts to microfabricate reference electrodes as
well. A general review on this topic was written by Shinwari et al. (2010a). The
two prominent approaches are either fluid filled or solid state microelectrodes. The
latter may be composed of an electrolyte infused gel (Huang and Huang , 2002) or
polymer (Tymecki et al., 2004; Mamin´ska et al., 2006; Duarte-Guevara et al., 2015)
surrounding the miniature electrode. True fluid filled miniature reference electrodes
were realized by several groups. Kim et al. (2006), for example fabricated a liquid
junction microfabricated reference electrode using a polyelectrolyte salt bridge in a
microfluidic device separating the electrolyte surrounding a silver/silver chloride wire
from the liquid under test.
20
1.4 Electric double layer
Any surface in solution that is either charged or exhibits surface groups that
dissociate is surrounded by an atmosphere of counterions in thermal motion, which
balances the surface charge (Israelachvili , 2011). This atmosphere is called the dif-
fuse double layer. It consists of the ions released by the surface during dissociation
and hydroxide or hydronium ions in pure water or an increased concentration of ad-
ditional salt ions if the surface is located in an electrolyte. Since our goal is to detect
proteins in electrolyte, we will focus on this case. Here, we have a comparatively
high concentration of ions nioni,∞ in the solution. The ion concentration at a distance
from a surface nioni (x) is described by a Boltzmann distribution in the steady state
nioni (r) = n
ion
i,∞ exp
(−βziqΨ(r)) , (1.12)
where β = 1/kBT (kB is the Boltzmann constant, T is the temperature), zi is the ion
charge, q is the elementary charge, and Ψ(r) is the electric potential. Note, that the
distribution is different directly next to the surface due to the finite size of surface
ionizable groups and counterions. This is called the Stern layer (∼ 1 A˚) and will be
neglected in this discussion as it is much smaller than the biofunctionalized layer.
The equation relating the electric potential to the net charge density ρ is the Poisson
equation
∆Ψ(r) = − ρ
water
(1.13)
Combining these equations results in the Poisson-Boltzmann equation
∆Ψ(r) = − q
water
∑
i
zin
ion
i,∞ exp
(−βziqΨ(r)) . (1.14)
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For small potentials the equation can be linearized (Debye-Hu¨ckel approximation
(Debye and Hu¨ckel , 1923))
∆Ψ(r) ≈ − q
water
∑
i
zin
ion
i,∞
(
1− βziqΨ(r)
)
. (1.15)
Requiring charge neutrality in the solution eliminates the zeroth order term and we
arrive at the following equation
∆Ψ(r) =
1
λ2
Ψ(r), (1.16)
with the so-called Debye length λ
λ =
√
water
2β
∑
i z
2
i q
2nioni,∞
. (1.17)
For a planar surface the solution to Equation 1.16 is
Ψ(x) = Ψ0 exp
(
−x
λ
)
. (1.18)
Equation 1.18 dictates that the electric potential decreases exponentially with
distance from the charged surface due to shielding by counterions (illustrated in
Figure 1.3). This effect is detrimental to electric detection methods if the proteins
bind too far from the nanowire surface. How far is indicated by the Debye length,
which is less than 1 nm for physiological salt concentrations. On the other hand, it
also presents an advantage by rendering the nanowire insensitive to the bulk solution.
Only changes in the biofunctionalized layer will be detected, provided they occur close
enough to the surface.
The effect of the electric double layer on nanowire protein detection has been
studied, see for instance Stern et al. (2007b). Due to the size of the antibody, which
is about 7 nm ×10 nm ×10 nm (Elnathan et al., 2012), proteins in physiological
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Fig. 1.3: Schematic of the electric double layer. The electric potential decreases
exponentially after the Stern layer, which is ∼ 0.1 nm wide.
solution bind too far from the surface, hence they do not gate the nanowire. An
intuitive strategy around this problem is shortening the antibody, since only a small
part, the so-called paratope (shaped by the variable domain of the heavy and light
chain) is involved in the binding of the antigen (see Figure 1.4).
Fig. 1.4: Schematic of the antibody structure. It consists of two identical heavy (H)
and light (L) chains with constant (C) and variable domains (V) which are connected
by disulfide bridges. The FAB region shapes the paratope, which provides specific
binding to an antigen.
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Elnathan et al. (2012) explored this approach by employing the FAB region for
antigen binding. They measured a reduced biofunctionalization layer size of 3 nm
using atomic force microscopy. In Section 3.3 we demonstrate the detection of
the biomarker TROY utilizing FAB as the antigen binding entity. Even smaller
molecules, such as aptamers might prove interesting for further studies (Song et al.,
2008). Instead of shrinking the capture element to bind the protein within the Debye
length of the surface, increasing the Debye length by lowering the salt concentration
would allow ordinary antibodies to be viable. This would require on-chip desalting
without disturbing the antigen concentration in the solution.
A different strategy involving on-chip preprocessing via photocleaving was
demonstrated by Lim and Rothschild (2008) and adopted by Stern et al. (2009).
Essentially, a reservoir is coated with antibodies via photocleavable crosslinkers and
blood is injected. Antigens in the blood bind to the corresponding antibodies and
after some incubation time the reservoir is washed. The reservoir is then illumi-
nated with light of appropriate wavelength to cleave the crosslinker, which releases
the antigen-antibody complex into the reservoir. It is then flown over the sensing
nanowires via a control valve, which switches between the waste and sensor channels.
An elegant approach was proposed by Kulkarni and Zhong (2012). They apply a
high frequency voltage (f∼1 MHz) between the source and drain of a carbon nanotube
to detect biomolecule dipoles rather than the associated charges. The assumption
behind their study is that salt ions are not able to follow the high-frequency electric
field, hence an electric double layer will not form. We explore the effect of high-
frequency electric fields provided by metal side gates on the salt ions in solution
around charged particles in Sections 1.5.4 and 3.5.
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1.5 Modeling of the silicon nanowire FET and the electrolyte
1.5.1 MOSFET analogue
Given the similarity of ISFETs to MOSFETs, it seems reasonable to adapt the
same theoretical framework to describe their behavior. The main difference is that
in the ISFET the metal gate is replaced with a reference electrode submersed in
a solution, which is in contact with the gate oxide. The drain current Id can be
described by
Id = Coxµ
W
L
[(
Vgs − Vt
)
Vds − 1
2
V 2ds
]
(1.19)
in the non-saturated, linear region, where Cox is the gate oxide capacitance per unit
area, µ is the charge carrier mobility, Vgs is the applied gate voltage, Vds is the voltage
applied to the drain, and W and L are the channel width and length, respectively.
The threshold voltage Vt is the gate bias beyond flat-band just starting to induce an
inversion charge layer (Sze and Ng , 2006). It is given by the sum of voltages across
the semiconductor and the oxide layer
Vt = Vfb + 2Ψb +
√
2sqNA (2Ψb)
Cox
. (1.20)
Here, Ψb is the difference between Fermi potential and mid-gap, NA is the acceptor
concentration, and s is the permittivity of the semiconductor. The flat band voltage
Vfb for the MOSFET depends on the accumulated charges in the gate oxide and oxide-
semiconductor interface per unit area Qox, and the work function differences between
the gate metal and semiconductor Φdiff . For the ISFET (Bergveld , 2003) there
are additional contributions from the reference electrode potential Eref , the surface
dipole potential χsol, and the surface potential Ψs at the solution-oxide interface
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Vfb = Eref −Ψs + χsol + Φdiff
q
− Qox
Cox
. (1.21)
The surface potential can be chemically modified, for instance by protonation
and deprotonation of the surface depending on the pH of the solution. In this case
the surface potential changes according to the Nernst equation given by
∆Ψs = −2.3 α
βq
∆pH, (1.22)
with α given by
α =
1
Cdl
Cs
+ 1
. (1.23)
Here, β = 1/kBT , Cdl is the capacitance of the electric double layer in the solution at
the oxide surface and Cs is the surface buffer capacitance determined by the number
of OH groups on the surface (Knopfmacher et al., 2010). The parameter α can vary
between 0 and 1, resulting in a maximum threshold voltage shift of 58.2 mV per
decade (at 20◦C) (Chen et al., 2011b).
The threshold shift can be related to the measured change in drain current by
the transconductance gm
∆Ids
gm
= ∆Vt. (1.24)
This transconductance can be measured by recording the drain current while varying
the reference electrode bias in a buffer solution (Duan et al., 2012). The slope on the
resulting curve is the transconductance of the device. For measurements with very
small drain bias it is beneficial to measure the differential conductance rather than
the drain current. This concept will be explained in Section 2.3.2.
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1.5.2 Capacitor model for charged biomolecule detection
The main interest of this thesis is the detection of proteins (or antigens), which
bind to antibodies immobilized on the gate oxide surface. Most proteins carry a net
electrostatic charge, which depends on the pH of the solution. Along the same lines
as the model for pH response, a simple capacitor model can provide valuable insights
into the nanowire response to binding of proteins (Nair and Alam, 2008). This model
consists of three capacitors connected in series: a capacitance due to the electric dou-
ble layer, a capacitance for the gate oxide and molecular layer, and a capacitance in
the semiconductor due to a surface depletion region. The modulation of the nanowire
conductance is due to charge accumulation or depletion in the semiconductor σnw
caused by charged molecules, such as proteins, binding at the oxide surface. The ef-
fect is, however, reduced due to screening by an electric double layer forming in any
electrolyte around charged particles (Section 1.4). Charge conservation law states
that the charges must cancel each other
σnw + σdl = −σbio. (1.25)
For a planar sensor the charge in the electric double layer for a 1:1 electrolyte can
be calculated from the Poisson-Boltzmann equation (PBE) to
σdl =
2water
βλ
sinh
(
βΨs
2
)
, (1.26)
where λ is the so-called Debye length given by
λ =
√
water
2βq2nion
(1.27)
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for a 1:1 salt. The charge in the nanowire can be related to the surface potential via
the insulator capacitance Cins and the depletion layer capacitance Cnw (Lee et al.,
2009)
σnw =
(
CinsCnw
Cins + Cnw
)
Ψs. (1.28)
The charge due to attached biomolecules σbio in the steady state is simply the charge
of a single molecule σs multiplied by the number of attached molecules. The number
of attached molecules in the steady state Nequi is given by
Nequi =
k1Nabnan
k1nan + k−1
, (1.29)
where k1 and k−1 are the association and dissociation rates, Nab is the number of
antibodies on the surface, and nan is the antigen concentration near the surface.
Combining equations 1.25, 1.26, 1.28, and 1.29 results in
(
CinsCnw
Cins + Cnw
)
Ψs +
2water
βλ
sinh
(
βΨs
2
)
= − k1Nabnan
k1nan + k−1
σs. (1.30)
This equation was solved by Nair and Alam (2008) for the surface potential
assuming highly charged biomolecules (Ψs  β−1), as well as Cnw  Cins (accumu-
lation mode). They found the sensitivity S, which they defined as the conductance
change ∆G divided by the conductance G, having a logarithmic relation to the ana-
lyte concentration and the ionic strength
S ∝
[
lnnan − lnnion
2
+ const.
]
. (1.31)
For depletion mode with Cnw ∼ Cins a self-consistent numerical solution of equation
1.30 is necessary.
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1.5.3 Multiscale model
Up to this point, the described models neglect the finite size of the attached
biomolecules and their distance from the sensor surface. However, as nanowire widths
approach biomolecule dimensions, these factors gain significance. A more detailed
model with proper boundary conditions is therefore essential to predict the nanowire
sensing behavior (Nair and Alam, 2007). For this purpose the current density Je,h
in the nanowire for electrons (subscript e) and holes (subscript h) is modeled using
a drift-diffusion equation,
Je,h = qµe,hne,h∇Ψ± qDe,h∇ne,h, (1.32)
which depends on the charge-carrier concentration ne,h and electric potential Ψ in the
nanowire, as well as the mobility µe,h and the diffusion coefficient De,h. Accounting
for recombination of charge carriers we can use the Shockley-Read-Hall recombination
rate
∇Je,h = ± nenh − n
2
i
τh (ne + ni) + τe (nh + ni)
, (1.33)
where ni is the intrinsic charge density and τe and τh denote the relaxation time
of electrons and holes, respectively. Using Poisson’s equation we can calculate the
interdependent potential and carrier concentration
−∇ (Si∇Ψ) = q (nh − ne +ND −NA) . (1.34)
Here, Si denotes the dielectric constant in silicon, and ND and NA are the donor
and acceptor concentration (assuming complete ionization).
Appropriate Dirichlet boundary conditions are used for the electron and hole
concentration and potential at the source and drain contacts and Neumann bound-
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ary conditions on all other nanowire boundaries. For instance, the charge carrier
concentration at the source and drain contacts is given by
ne,h =
1
2
[
± (ND −NA) +
√
(ND −NA)2 + 4n2i
]
. (1.35)
The potential in the gate oxide considering fixed oxide charges nox is given by
∇ (ox∇Ψ) + qnox = 0. (1.36)
The potential in the electrolyte depends on the ion density and the microscopic charge
distribution in the biofunctionalized layer ρbio. It is given by the Poisson-Boltzmann
equation
− water∇2Ψ =
∑
i
nioni Ziq exp (−βZiqΨ) + ρbio. (1.37)
The boundary at the oxide-electrolyte layer should be modeled with fixed potential
since the reference electrode sets the solution potential.
Solving this set of coupled equations numerically is a formidable task due to
the nonlinearities, the different length scales of the sensor and the biomolecules, and
the differences in range of the variables to solve for, Ψ, nh, and ne. Several groups
have made attempts with different strategies. Nair and Alam (2007) first solved
the electric flux over the oxide-solution boundary caused by the (screened) charged
biomolecules by solving equation 1.37 and used this flux as boundary condition to
compute the charge transport in the nanowire according to equations 1.32 and 1.34.
Their results confirm that lower doping, smaller nanowire dimensions, and lower
ion concentration in the electrolyte improve the sensitivity of biomolecule sensing.
Heitzinger et al. (2010) homogenized the layer of charged biomolecules and used the
charge density and dipole density as boundary conditions at the oxide-electrolyte
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interface (Baumgartner et al., 2011). They identified optimal device parameters.
Their results suggest that the sensitivity increases by increasing the nanowire length
from 200 nm to 1 µm due to decreasing influence from the drain and source contacts.
They identified the region just below threshold as the one with the largest sensitivity
and the ideal nanowire thickness to be 40 nm. Shinwari et al. (2010b) solved the
equations by running a numerical simulation first at thermal equilibrium to find
appropriate initial parameters and ”soft starting” the transistor by slowly increasing
the drain and gate voltages. Further, they employed a variable substitution, in
particular, the ”quasi-Fermi” formulation and mesh size distribution.
1.5.4 High-frequency modulation
One major challenge for detection of biomolecules is the electrostatic screening
of charges in electrolytes by the electric double layer. The characteristic length scale
for the electric double layer is the Debye length (equation 1.27), which depends on
the salt concentration in the solution. The Debye length in physiological solution
is around 1 nm. This essentially results in total screening of the biomolecules with
respect to the nanowire, hence no detection is possible (Stern et al., 2007b). This
is the reason that most published research on the detection of biomolecules using
nanowire FETs is performed in electrolytes with low salt concentration. Some alter-
native routes have been explored to measure protein concentration in physiological
solutions as discussed in 1.4.
The most promising approach is manipulation of the Debye layer by fast alter-
nating electric fields (Kulkarni and Zhong , 2012). The electrolyte has a characteristic
relaxation time τe, which indicates the time required for screening electric field per-
turbations. It can be approximated by the time of ion diffusion Dion through a
distance equal to the Debye length (Shilov et al., 2001)
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τe ∼ λ
2
2Dion
. (1.38)
A characteristic frequency ωce for the electrolyte to differentiate different regimes is
therefore given by
ωce =
2Dion
λ2
. (1.39)
We can now define a low-frequency regime and a high-frequency regime in re-
lation to the characteristic frequency. In the low-frequency regime (ω  ωce), the
ions will follow the electric field and have enough time to form electric double layers.
In the high-frequency regime (ω  ωce), the ions are not able to follow the rapidly
oscillating electric field, hence are not able to form electric double layers.
In order to identify the optimal frequency and geometry of the electric field
we need to formulate and solve an appropriate model for the electrolyte. The PBE
(equation 1.37) used in Section 1.5.3 is a steady-state equation, which follows from
the Nernst-Planck equation (NPE) used to describe the time evolution of charged
species (denoted by subscript i) in solution in response to concentration gradients and
electric fields. If we neglect convective flow of the fluid the NPE takes the following
form
∂nioni
∂t
= ∇
(
Di∇nioni + qβnioni ZiDi∇Ψ
)
. (1.40)
Here, nioni is the concentration, Di is the diffusion and Zi is the valency. We
modeled the electrolyte around a charged particle attached to a semiconducting wire
under the influence of an oscillating electric field applied between two side gates for
the different frequency regimes. The details of this study are presented in Section
3.5.
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1.6 Scope of this thesis
The goals of the research conducted as part of this thesis are to increase the
sensitivity and selectivity of silicon nanowire ISFETs and develop a metamaterial
rectenna for potential remote powering of a biosensor implant.
There is a high need in clinical screening and diagnosis for the rapid detection
of protein and DNA in ultra-small quantities. Current detection techniques, such
as ELISA are time-consuming and not consistent with the work flow and treatment
plans in the emergency room. Furthermore, it is essential for the survival of patients
to diagnose certain diseases at an early stage. Thus a new detection tool, which
gives fast results but could possibly also be used by patients at home, needs to
be established. Devices comprised of silicon nanowire FETs promise a label-free,
direct measurement of various diseases in analyte solution at a fraction of the cost
of traditional immunoassays.
We fabricated silicon nanowires according to a top-down lithographic process
explained in Section 2.1 and utilized crosslinking chemistry to immobilize antibodies
on their surface with high affinity to the analyte of interest (Section 2.2). The func-
tionalization efficiency was studied in Section 3.1. In order to detect the binding of
antigens, the differential conductance of the nanowires was measured and monitored,
as explained in Section 2.3, while analyte solutions were flown over the sealed device.
One of the challenges associated with silicon nanowire biosensing is a multitude
of sources of noise stemming from the complexity of the system. These include
electrical noise (Rajan et al., 2010; Tarasov et al., 2011), drift of the signal due to
chemical changes of the gate oxide (Park et al., 2010), thermal fluctuations, and
dynamic changes in fluid; all contribute to a low SNR. We mitigate these sources of
noise and increase the SNR by using a miniature Wheatstone bridge as will be shown
in Section 3.2.
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Despite the high affinity of antibody-antigen binding, nonspecific binding is an
issue due to the shear number of proteins and other molecules in bodily fluids, which
is typically six or more orders of magnitude higher than the biomarker of interest.
These molecules adsorb on the nanowire surface and result in systematic errors in
the measurement. We demonstrate a method to distinguish specific binding from
nonspecific binding using the novel melanoma biomarker TROY as an example in
Section 3.3. The real-time conductance measurement enables analysis of the reaction
kinetics, which are different for specific and nonspecific binding.
For ultra-sensitive detection of proteins we implement an amplification method
from traditional immunoassays. Instead of the color change we measure the redox
potential change of a redox reaction catalyzed by an enzyme bound to a primary
antibody (Section 3.4). This antibody has a high affinity to a different epitope of the
antigen than the capture antibody.
In order to measure biomarkers in human blood or serum directly, the hurdle of
electrostatic screening needs to be overcome. An atmosphere of counterions reduces
the electric potential of charged particles in electrolytes exponentially with distance.
We have performed simulations on disruption of the electric double layer using high-
frequency electric fields in Section 3.5 which indicate an oscillatory behavior of the
counterions surrounding the charged particle at an ideal frequency.
Finally, we developed a metamaterial rectenna with a simple rectifying circuit to
demonstrate the feasibility of wireless power transfer using smaller-than-wavelength
receivers in accordance with the need for the small size of implantable biosensors in
Section 3.6. The rectenna was systematically studied with respect to distance to the
source, polarization of the microwave radiation, and power output.
Chapter 2
Experimental Details
The experimental setup and measurement parameters vary slightly between the
different projects in this thesis, however the main fabrication and functionalization
steps are common in most of the projects. These common steps will be described
in this chapter, while variations for each project will be mentioned in the following
results chapter. The measurement setup for fluid handling and differential conduc-
tance measurements, as well as the data analysis for these measurements, will be
described in this chapter. More specific measurement setups will be described in
their respective results sections.
2.1 Fabrication
The silicon nanowire FET sensors are fabricated in a CMOS-compatible top-
down lithography approach. This allows for exact process control and enables multi-
plexing and mass production. The backbone of our devices is a Silicon on Insulator
(SOI) wafer (Figure 2.1) that consists of a 0.7 mm handle layer of boron-doped sili-
con (≈ 1015 1/cm3), a 200 nm buried oxide layer, and a 100 nm silicon device layer
(boron-doped silicon, ≈ 1015 1/cm3). The wafer (with a PMMA protective layer) is
cut into 30 mm × 20 mm pieces using a DAD 3220 dicing saw (from Disco Corp.)
and a Keteca Diamablade dicing blade with a 35 µm blade thickness. The pieces hold
nine single devices (so-called die). Before the actual fabrication the wafer is cleaned
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in acetone and isopropanol, as well as a 3:2 mixture of sulfuric acid and hydrogen
peroxide (piranha solution).
Fig. 2.1: Typical SOI wafer dimensions used for fabrication (not to scale).
In the first step the metal electrodes (or leads) are deposited on top of the wafer
piece using photolithography. For this purpose the SOI wafer is spin-coated with a
positive photoresist (S1813, Microposit) using a spinner from Headway Research
(PWM32-CB-15) at 4000 RPM for 45 seconds. A primer (Hexamethyldisilazane
(HMDS)) is deposited just prior to the photoresist for better adhesion using the
same recipe. The photoresist is soft-baked at 90◦C for 3 minutes on a hotplate.
The wafer is then exposed through a photomask using an MA6 mask aligner from
Karl Suss with a 350 W mercury short-arc lamp for 10 seconds at 10 mW/cm3.
Afterwards, the wafer piece is immersed in toluene for 1 minute to harden the top
layer of the photoresist and provide an undercut upon developing. The photoresist
is then hard-baked on a hotplate at 110◦C for 2 min and developed in MF319 (from
Microposit) for 45 seconds.
Fig. 2.2: Wafer with photoresist deposited by spin-coating and partially exposed by
near-UV light in a mask aligner.
Before metal deposition the wafer piece is cleaned in a plasma asher (M4L,
PVA Tepla Inc., recipe: 2 min, O2 300 sccm, 300 W) to remove the primer layer
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and any photoresist residue for better metal adhesion. The following metals are
then deposited in a thermal evaporator (Edwards Auto 306 Turbo): 10 nm titanium
for better adhesion of 50 nm gold followed by 20 nm chromium as an etch mask
(Figure 2.3). In the subsequent lift-off step the unexposed (and therefore remaining)
photoresist is dissolved in acetone removing the metal that is not in direct contact
with the wafer surface with the help of an ultrasound sonicator from Branson.
Fig. 2.3: Deposition of metal electrodes by thermal evaporation and lift-off by pho-
toresist dissolving.
The nanowires are then defined using electron beam lithography (Figure 2.4).
For this purpose, a double layer of Poly-Methyl Methacrylate (PMMA) is deposited
by spin-coating, the first layer is PMMA 495 (Microposit) and the second layer is
PMMA 950 (Microposit). This creates an undercut upon developing. Each layer
is deposited at 1700 RPM for 45 seconds and baked in the oven at 110◦C for 10
minutes. Then, we use a scanning electron microscope (JEOL 6400) equipped with
a beam blanker (Deben) and lithography software (NPGS) to write nanowires into
the PMMA with a focused beam of high-energy electrons (40keV, 550 nC/cm2).
This breaks up the polymer strands and renders the exposed PMMA dissolvable in
a 1:4 mixture of Methyl Isobutyl Ketone (MIBK) and isopropanol (solution used at
a temperature of 4◦C) within 12 seconds.
Afterwards, the sample is cleaned in the plasma asher, a 20 nm layer of
chromium is deposited in the thermal evaporator, and lift-off in acetone leaves a
chromium wire where the e-beam exposed the PMMA (Figure 2.5). The chromium
is needed for the next step during which the silicon is removed in a reactive ion etcher
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Fig. 2.4: Defining the nanowires by electron beam lithography.
(Plasma Therm 790) anisotropically (preferred in the 100 direction, perpendicular to
the surface) using a mixture of oxygen and tetrafluoromethane (5 sccm oxygen, 50
sccm CF4, 125 W, 2 minutes, 70 mτ).
Fig. 2.5: A chromium nanowire is deposited as etch mask.
The chromium layer is then chemically removed (Cr remover, Microposit) and
we obtain silicon nanowires connected by gold electrodes (Figure 2.6). The cross-
section of a nanowire is shown in Figure 2.6. The image was obtained by first
depositing a carbon layer using a Cressington 108C and then a platinum layer insitu
using a focused ion beam from FEI as protective layers. Afterwards a trench was
milled in the silicon wafer using a focused beam of high energy gallium ions. The
image was then taken in the Zeiss Supra 55 scanning electron microscope at an angle
of 80 degrees. All the SOI layers are clearly visible and the silicon nanowires exhibit
a rectangular shape as intended. Furthermore, a small layer of aluminum oxide is
observed (this is explained later in this section).
In order to use the silicon nanowires as FETs in solution we need to electrically
isolate the electrodes and form a gate oxide on the wires. This is done in a three-
step process to allow for a thin gate oxide but sound electric isolation of the metal
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Fig. 2.6: (a) Scheme of the silicon nanowire connected by gold electrodes. (b)
Electron micrograph showing a set of silicon nanowires. (c) Cross-section scanning
electron microscope image of the silicon nanowire and underlying layers.
electrodes. First, an organic layer is deposited and hardened in proximity to the
silicon nanowires using e-beam lithography for better alignment accuracy (Figure
2.7). Here, the electrons are not only used to break down the polymer strands of
PMMA but to carbonize the organic molecules (Duan et al., 2009). This transforms
the overexposed layer to be insoluble in acetone and other organic solvents and forms
an excellent electric isolation on the metal electrodes. However, this process is fairly
slow (∼1 hour for an area of 0.01 mm2) and we need another process to cover the rest
of the electrodes. Therefore, 80 nm of aluminum oxide is deposited everywhere on the
wafer piece except for the wire bond pads and on areas surrounding the nanowires,
which were defined photolithographically. We use Atomic Layer Deposition (ALD)
(Savannah 100, CambridgeNanotech) with Trimethylaluminum (TMA) and water as
precursor gases and heat the reaction chamber to 110◦C.
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Fig. 2.7: (a) Scheme of the overexposed PMMA for insulation. (b) Electron mi-
crograph showing a set of silicon nanowires and overexposed PMMA surrounding
them.
In the final fabrication step, another layer of aluminum oxide (20 nm) is de-
posited with ALD everywhere to form the gate oxide (Figure 2.8). The wafer piece
with nine devices is now diced into nine single die and is ready for testing. For this
purpose it is mounted on a PC board and electrical connections are made via wire
bonding.
Fig. 2.8: (a) Scheme of the finished device with final 20 nm Al2O3 layer. (b) Electron
micrograph of a finished device with six sets of wires.
The fabrication of silicon nanowires in a Wheatstone bridge configuration as
presented in section 3.2 requires additional fabrication steps. In particular, on some
of the wires we deposit metal electrodes as top gates to be able to modify the con-
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ductance through these wires. The fabrication steps for the Wheatstone bridge are
summarized in Figure 2.9.
Fig. 2.9: Scheme for the fabrication of a nanowire Wheatstone bridge.
2.2 Functionalization
In the following I will describe the general functionalization protocol that was
employed for immobilizing capture antibodies on the sensor surface to render them
specific for the target analyte. Similar to the fabrication of the silicon nanowire FETs
the functionalization protocol is a work in progress and has slightly changed over the
course of this thesis. Whenever variations from the protocol were implemented they
will be described in their respective section. Several buffer solutions are required
for every experiment. They were made in batches and stored in the fridge. From
these stock solutions, other more reactive solutions were prepared just prior to the
experiment. A list of both is summarized in Table 2.1.
2.2.1 Silanization
Since we are interested in immobilizing antibodies on aluminum (or silicon)
oxide surfaces we need an intermediate coupling agent. One reliably used class of
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Designation pH Ingredients Stock/Fresh
MES activation buffer 5 0.1 M MES, 0.5 M NaCl in DI water stock
250 mM PBS 7.2
BupH, #28372, Thermo Scientific,
500 ml DI water
stock
250 mM PBS, pH 8.5 8.5 250 mM PBS, NaOH stock
2 mM PBS 7.2 4 ml 250 mM PBS, 496 ml DI water stock
EtOH/DI 5 95% Ethanol/5% DI water stock
2 mg/ml antibody 7.2 2 µg antibody, 10 µl 250 mM PBS stock
DI, pH 5 5 0.1 mM NaOH in DI water stock
5% APTES 5 50 µl APTES, 950 µl EtOH/DI fresh
NHS/EDC 5
4.4 mg sulfo-NHS, 1.82 µl EDC,
1 ml MES activation buffer
fresh
Table 2.1: Stock solutions used for the immobilization of antibodies.
molecules to covalently bond and form self-assembled monolayers on silica surfaces
are silanes, which work just as well on alumina surfaces (Kurth and Bein, 1995).
The prerequisites for coupling are exposed hydroxyl groups on the surface and a
small amount of water for the crosslinking of the silane. For this purpose we first
hydrolyze the sensor chip using a plasma asher (M4L, PVA Tepla Inc., recipe: 2
min, O2 300 sccm, 300 W) followed by dipping it into a 3:2 mixture of sulfuric acid
and hydrogen peroxide (piranha) for 8 seconds and rinsing in water. For silaniza-
tion we use a short molecule with amine group for further binding capability called
(3-aminopropyl)triethoxysilane (APTES) (from Sigma Aldrich). The silanization
process is well-studied and further details can be found at the following references
(Acres et al., 2012; Kim et al., 2008; Zeng et al., 2010; Howarter and Youngblood ,
2006). We prepare a 5% solution of APTES in ethanol with 5% Deionized (DI) water
(EtOH/DI) by adding 50 µl of APTES to a tube with 950 µl Ethanol/water and mix-
ing. The sensor chip is added to the tube and left for 20 min at Room Temperature
(RT). It is then cleaned in EtOH/DI three times to remove any unbound APTES and
afterwards dipped into DI, pH 5 to expose the amine groups. It is dried in a stream
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of nitrogen gas and baked in an oven at 110◦C for 1 hour to facilitate cross-linking
between individual APTES molecules (Vandenberg et al., 1991). The silanization is
shown schematically in Figure 2.10. The silane layer is studied in section 3.1.1.
Fig. 2.10: Scheme of the self-assembled monolayer formation of APTES on the
aluminum oxide surface. APTES binds to the hydroxyl groups with ethoxy groups
leaving during the reaction. The molecules may crosslink further to form a silane
layer with exposed amine groups.
2.2.2 Antibody immobilization
To bind the antibody to the surface amine groups we utilize a zero-length
crosslinker to keep the distance of the capture site as close to the nanowire sur-
face as possible. In particular, we use N-hydroxysuccinimide (NHS)/1-ethyl-3-(3-
dimethylaminopropyl)carbodiimide (EDC) coupled reactions (Hermanson, 2008).
The reaction steps are depicted in Figure 2.11. EDC reacts with carboxyl groups to
create an active-ester intermediate, which then reacts with amine groups to form an
amide bond. The intermediate is, however, labile in aqueous solutions, and should
not be stored but rather used immediately. By adding sulfo-NHS, the solubility
and stability of the intermediate is enhanced. The sulfo-NHS replaces EDC to form
a sulfo-NHS ester, which is also more effective at reacting with amine-containing
molecules. The effectiveness of this reaction is studied in Section 3.1.2.
We prepare the NHS/EDC in an MES activation buffer by adding 4.4 mg sulfo-
NHS and 1.82 µl EDC to a centrifuge tube containing 1 ml of MES buffer and mix
by vortexing. Then, 22 µl of each solution are added to 10 µl of antibody solution
and mixed by pipetting up and down. We let them react for 20 minutes at RT.
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Fig. 2.11: Scheme of the NHS/EDC coupled reaction. The EDC first reacts with
a carboxyl group on the antibody and then gets replaced by sulfo-NHS to form a
sulfo-NHS ester, which reacts with amine groups more efficiently.
The pH of the solution is kept below 6 to prevent hydrolysis of the intermediate.
For the actual reaction, the pH of the solution is raised by adding 80 µl of pH 8.5
Phosphate Buffered Saline (PBS) to the antibody ester intermediate and mixing well.
Immediately after this we add a small drop of the activated antibody solution to the
sensor chip (around 5 µl) and put it in a sealed petri dish containing a wet piece
of cloth to prevent dry-out. Upon adding the sulfo-NHS ester to the amine-covered
sensor surface, the two will react to form a stable amid bond. The sulfo-NHS group
leaves during the reaction resulting in a zero length cross-linking (Figure 2.12). The
amount of antibody bound to the sensor surface is measured with an independent
ELISA test, as seen in Section 3.1.3.
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Fig. 2.12: Scheme of the zero length cross-linking. The surface amine groups attack
the carbonyl group of the sulfo-NHS ester and form a stable amid bond as the sulfo-
NHS group leaves.
2.3 Measurement setup
2.3.1 Fluid handling
Our goal is to detect proteins in solutions of minimal volume, which is why we
need to move around tiny quantities of liquid. In the following two sections the fluid
chamber and flow system will be described.
Fluid chamber
The fluid chamber is made of acrylic and laser cut into shape to both make a
good seal with the silicon die and to provide a small chamber volume while leaving
room for the wire bonds. The actual seal is achieved using parafilm rolled into an
elliptic shape surrounding the inlet and outlet hole at the bottom of the fluid chamber
to guarantee fluid flow in one direction over the silicon nanowires and eliminate dead
volume. A third hole in the fluid chamber between the inlet and outlet is provided
for insertion of a reference electrode, which is essential to maintain a constant fluid
potential or can be used to gate the nanowire FET (Section 1.3.3). The chamber is
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clamped down using screws. A device wirebonded to the PC board and sealed in the
fluid chamber is shown in Figure 2.13.
Fig. 2.13: Photograph of the fluid chamber sealed to the silicon nanowire FET die.
Fluid flow system
In a typical experiment, solutions with different protein concentrations are pre-
pared by appropriate mixing and then are loaded into Tygon tubing, alternating with
PBS washing solution and seperated by small air pockets. The tubing is then con-
nected to the fluid chamber by pressure fitting. A syringe pump is used to guarantee
a steady flow of solution over the nanowire. The typical flow rate is 400 nl/s.
Microfluidics
Instead of using the plastic chamber, it is also possible to use microfluidic
Polydimethylsiloxane (PDMS) chips (Figure 2.14), which provide better control and
smaller sample volumes. This method was not pursued in this thesis; however, the
protocol used for fabricating microfluidic chips and sealing them to the silicon die is
given in the following paragraph.
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Fig. 2.14: Photograph of a microfluidic PDMS chip sealed to the silicon nanowire
FET device. A solution (colored red using Rhodamine 6G from ThermoFisher) is
injected using polyethylene tubing. The microfluidic channel is half-way filled and
visualized by the red dye in the solution.
First, a 50 µm tall and 200 µm wide negative of the microfluidic channel was
fabricated on a silicon wafer using a negative photoresist called SU-8. The channel
was exposed using the same photolithography machines as described in section 2.1
with different parameters appropriate for SU-8. The actual PDMS chip was created
by forming a well with the wafer at the bottom, into which a 3 mm high layer of
SYLGARD 184 (Sigma Aldrich) was poured. It was heated on a hot plate to 120◦C
for 30 min or until most bubbles migrated to the surface. Then, holes for the inlet
and outlet were punched into the PDMS and the chips were cut using a sharp blade.
Adhesion to the silicon die was achieved using the following protocol. The silicon
die was cleaned in acetone, isopropanol, and piranha solution for 5 minutes each and
then baked in the oven at 110◦C for 10 minutes. In the meantime, the PDMS chip
was cleaned in isopropanol for 30 minutes and baked in the oven at 110◦C for 15
minutes. Both were exposed to oxygen plasma in a plasma asher (M4L, PVA Tepla
Inc., recipe: 2 min, O2 300 sccm, 150 W) and were subsequently immersed in DI
water for 10 minutes. Without drying they were immediately aligned and baked at
120◦C overnight.
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2.3.2 Measurement circuit
After wire bonding the functionalized chip and sealing it in the fluid chamber,
the device is ready for testing. Upon injection of solutions with charged proteins
binding to the sensor surface, the nanowire is gated, which changes its conductance.
This is the parameter to be measured. Small changes in the conductance are best
resolved by measuring the differential conductance, or dI/dV. This is achieved by
the following circuit (Figure 2.15).
Fig. 2.15: Electric circuit for dI/dV measurements.
We use a summing amplifier to add a small AC voltage VAC,in (typically 10 mV,
provided by Lock-in Amplifier (LIA)) to the Direct Current (DC) voltage applied to
the source contact of the nanowires. The frequency of the applied AC voltage is low
(typically 17 Hz). The output voltage VAC,out amplified by the second amplifier is
then measured at the same frequency using the LIA and is recorded using a LabView
program. The AC component of the output voltage is given by the following equation
VAC,out = Gdiff ×Rm × R0
R0 +RLIA
× VAC,in, (2.1)
where R0, Rm, and RLIA are the summing circuit resistance, the amplifier resistance,
and the resistance of the LIA. Using this equation we can calculate the differential
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conductance Gdiff from the output voltage. The basics of this concept are visualized
in Figure 2.16. The small AC voltage essentially approximates the slope of the I-V
curve in the interval [VDC − VAC , VDC + VAC ] which is the dI/dV.
Fig. 2.16: Differential conductance measurement concept. A small AC voltage mea-
sures the slope on the current-voltage curve around the applied DC voltage.
To investigate the current-voltage characteristics of the nanowire FETs, a Keith-
ley 2400 source meter connected to a computer with LabView program is used. The
voltage is applied to the source contact of the nanowires, while the drain contact is
grounded. The current through the nanowires is recorded. A typical current-voltage
curve is shown in Figure 2.17.
The effect of gate voltage on the nanowire conductance can be studied by sweep-
ing the backgate voltage. Plotting the graph allows for identifying the subthreshold
and linear region of operation. A typical conductance-gate voltage plot is shown in
Figure 2.18. For a more detailed analysis of nanowire characteristics the reader is
directed to Wang et al. (2008c).
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Fig. 2.17: Current-voltage curve of a silicon nanowire FET 200 nm in width and 100
nm tall for different backgate voltages as indicated on the graph.
Fig. 2.18: Differential conductance of the nanowire in Figure 2.17 for different back-
gate voltages at zero drain-source voltage. The conductance scale is logarithmic to
illustrate the exponential relation in the subthreshold region.
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2.4 Data analysis
The differential conductance of the nanowires is recorded while solution is flown
through the fluid chamber. As the protein of interest enters the chamber, it binds to
the antibodies following chemical reaction kinetics. The characteristic conductance
change with time can be approximated by an exponential curve (this will be fur-
ther analyzed in Section 3.3). A saturation conductance can be identified, as well
as a baseline conductance before protein injection (Figure 2.19). For each protein
concentration a conductance change ∆G is then calculated as the difference between
baseline and saturation conductance. Additionally, the standard deviation of the
conductance is calculated in the baseline and saturation region, which defines the
statistical error of our measurement.
Fig. 2.19: Parameters extracted from the data. Binding of protein to the nanowire is
approximated by exponential curve and the saturation identified. The conductance
change for the specific protein concentration equals the difference between baseline
and saturation.
Chapter 3
Results and Discussion
3.1 Analysis of the functionalization layer
The silicon nanowire FETs gain their specificity to certain proteins from the
antibodies immobilized on their surface. The specific antibody-antigen interaction is
very strong resulting in small dissociation constants for the antibody-antigen com-
plex. Therefore, to gain high specificity it is essential to immobilize antibodies to the
sensor surface with high efficiency and packing density. The standard immobilization
protocol used in this thesis is described in Section 2.2. In the following, we analyze the
silane layer serving as an intermediate between the sensor surface and the antibody
using Fourier-Transform Infrared Spectroscopy (FTIR) (Section 3.1.1). Fluorescent
tagging (Section 3.1.2) is used to investigate the NHS/EDC binding efficiency. To
validate the immobilization of antibodies we employ a standard immunoassay called
ELISA (Section 3.1.3).
3.1.1 Fourier-transform infrared spectroscopy
FTIR spectroscopy is based on the Michelson interferometer, which essentially
consists of a beamsplitter, a fixed mirror, and a movable mirror. The light source is
approximately a black body, which emits polychromatic light. The two light beams
reflected from the fixed and the movable mirror superpose and are focused on a
sample before the beam intensity is measured at the detector for various optical
pathlength differences, called retardations. The result is the interferogram, which is
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modulated by light absorption from the sample. Performing a Fourier transformation
on this interferogram yields the absorption spectrum. Compared to a dispersive
spectrometer, all wavelengths are measured simultaneously, which results in faster
measurement times.
We performed FTIR spectroscopy using a Grazing Angle Attenuated Total Re-
flectance (GATR) measurement setup (VariGATR, Harrick Scientific, Pleasantville,
NY) in a VERTEX 80/80v spectrometer (Bruker, Billerica, MA), which is espe-
cially well suited to study the surface composition of extremely flat samples, such
as silicon wafer chips. The beam is completely reflected inside a germanium crystal
many times with the evanescent field probing a few nanometers above the crystal
surface (see Figure 3.1). Provided that the silicon chip makes perfect contact with
the crystal, the beam excites vibrational modes of molecules on the silicon surface.
Therefore, measuring the absorption spectrum yields information of the molecules
attached to the surface of the silicon chip.
Fig. 3.1: Attenuated total reflectance spectroscopy principle.
Chips were prepared according to the following protocol. SOI wafers were
cleaned in acetone and isopropanol followed by plasma ashing. A 40 nm aluminum
oxide layer was deposited using ALD and surface hydroxyl groups generated by im-
mersion in a piranha solution. APTES was deposited from water in an ethanol so-
lution. Absorbance spectra of a blank sample and a sample with APTES are shown
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in Figure 3.2. The background spectrum was taken in air and subtracted from the
actual spectrum shown in the plots.
Fig. 3.2: Spectra of the blank sample (blue) and sample functionalized with APTES
(red). The right graph is a zoom in on the wavenumber region where amine group
modes are located. The spectrum for the blank sample is shifted for easier viewing.
The spectra are very similar, except for the wavenumber region between 1450
cm−1 and 1700 cm−1. Here, several peaks above the signal-to-noise ratio are found
for the sample functionalized with APTES, which are identified as amine group
deformations (Kurth and Bein, 1995; Lapin and Chabal , 2009), as well as protonated
amine group deformations (Kim et al., 2011). The peaks found in this experiment
are not as prominent as found by other groups (Pasternack et al., 2008; Majoul et al.,
2015). One explanation for this is the relatively small sample size of 3 mm × 3 mm.
Further, APTES is known to form multiple layers (Vandenberg et al., 1991), which
might be the reason for stronger absorption peaks in other studies. For instance,
Majoul et al. (2015) probed many layers of APTES bound to porous silicon. In any
case, the spectra suggest successful coating of the oxide surface with APTES.
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3.1.2 Fluorescent tagging
In order to investigate the zero-length crosslinker method for antibody immo-
bilization, we test the chemical reaction with a model system that we can probe
with established techniques. The chemical reaction of interest is the amide bond
formation between amine groups on the sensor surface (from APTES) and sulfo-
NHS-esters (on the antibody). The amine group attacks the carbonyl group of the
ester, the NHS group leaves, and a stable bond is formed between antibody and
APTES (Hermanson, 2008).
As a substitute for the antibody we chose a fluorescent molecule called car-
boxyfluorescein succinimidyl ester (Thermo Scientific, Catalog number: 46410) to
bind to the surface. It is shown schematically in Figure 3.3. It contains a carboxy-
succinimidyl ester group on the fluoresceins lower ring, and is also known as NHS-
fluorescein. Its excitation wavelength is 491 nm and its emission maximum is at 518
nm. The binding of the fluorescent molecule can be measured using a fluorescent mi-
croscope with the corresponding optical filters. This allows analysis of the NHS-ester
based binding mechanism, as well as of the surface coverage with APTES.
Fig. 3.3: Carboxyfluorescein succinimidyl ester (NHS-fluorescein).
The protocol used for this experiment is described in the following. Silicon
wafers were cleaned with acetone, isopropanol and piranha and were afterwards
coated with 90 nm aluminum oxide using atomic layer deposition. The wafer was then
cut into 4 mm × 4 mm pieces and cleaned again. The wafer chips were saturated with
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hydroxyl groups by immersing in a piranha solution and were subsequently silanized
with APTES using the standard protocol described in section 2.2.1. NHS-fluorescein
was dissolved in dimethyl sulfoxide and the solution was diluted 200-fold in PBS
with pH 8.0 for a final concentration of 2 µM. A dilution series was produced with
NHS-fluorescein concentrations of 2 µM, 1 µM, 0.5 µM, and 0.25 µM. Finally, the
chips were reacted with 100 µl of 6 different solutions in a low-bind 96-well plate for
2 hours: the 4 different NHS-fluorescein concentrations in PBS, a control with pure
PBS, and another control with 2 µM NHS-fluorescein but on a chip without APTES.
The chips were then washed with PBS three times and the 96-well plate was wrapped
with aluminum foil to block out light. Fluorescence microscope images were taken
using an Andor Zyla 5.5 camera attached to an Olympus IX70 microscope with a
4X UPlanFI (NA 0.13) lens and a BH2 mercury arc light source. An image of all six
chips is shown in Figure 3.4, where single micrographs were stitched together using
the MosaicJ plugin for ImageJ (Version 1.50a, Wayne Rasband, National Institutes
of Health, USA). The structure formations on the chips are artifacts from dried salt
on the chips from the PBS solution.
Fig. 3.4: Fluorescent micrograph of NHS-fluorescein covalently bound to aluminum
oxide coated silicon chips with a side length of 4 mm. The chips were silanized with
APTES except chip (I) and afterwards coated with different concentrations of NHS-
fluorescein via covalent bonding to amine groups and washed with 2 mM PBS. Chips
(I) and (II) were immersed in a PBS solution with 2 µM NHS-fluorescein, chip (III)
in 1 µM NHS-fluorescein, chip (IV) in 0.5 µM NHS-fluorescein, chip (V) in 0.25 µM
NHS-fluorescein, and chip (VI) in pure PBS. The structure formations visible on the
chips are salt from the PBS washing buffer.
For further analysis, the histogram of the gray scale values of an area on the
chips without salt structures was compared to that of the background. The average
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value of both was subtracted and will further be referred to as change in grayscale.
The error was determined as the combined standard error of the histogram of the
chip and background. The result is summarized in the plot in Figure 3.5. We observe
a clear concentration dependence of the fluorescent signal without saturation of the
signal. The number of fluorescein molecules in 100 µl of 2 µM solution is 1.2×1014,
which results in a coverage of 7.5 molecules per nm2, if all molecules were to bind
to the chip. We do not have a comparison to confirm this coverage, however, it
is reasonable that no saturation is observed for the chosen concentrations. The
control chip, which was prepared without APTES (but otherwise underwent the
same protocol steps) showed a greyscale change less than six times smaller than the
chip with APTES. This suggests that the observed fluorescent signals are not due
to adsorption of fluorescein molecules to the surface but rather are due to covalent
bonding via a NHS-ester reaction. We conclude that the antibody immobilization
method using NHS/EDC crosslinking on APTES covered silicon nanowires is an
efficient method.
Fig. 3.5: Fluorescence microscope reading difference between chip and background
for all six chips shown in Figure 3.4. The line is a guide to the eye and the error bars
show the standard error of the grayscale for chip and background combined.
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3.1.3 Enzyme-linked immunosorbent assay
ELISA is a widely used immunoassay that tests the presence of certain antigens
or antibodies and visualizes their concentration by a color change. In the most
common antigen-detecting form, the sandwich assay, a 96-well plate (Figure 3.7) is
coated with antibodies specific for the antigen of interest, incubated with the solution
of interest and washed with a washing buffer several times. It is then incubated with
an antibody that has a high affinity for a different region of the antigen than the
first antibody and washed again. In the final incubation step, a secondary antibody
is added that binds specifically to the last antibody. This secondary antibody is
typically labeled with an enzyme that catalyzes the reaction of a chromogenic reagent,
also called substrate, which changes its color upon reaction. The enzyme is not
consumed in the reaction. Therefore, one enzyme may catalyze many reactions,
resulting in an enormous amplification of the signal. The process is depicted in
Figure 3.6.
Fig. 3.6: ELISA scheme.
A commonly used enzyme-substrate pair is Horse Radish Peroxidase (HRP) which
catalyzes the redox reaction of 3,3,5,5-tetramethylbenzidine (TMB) and hydrogen
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peroxide. The product, 3,3’,5,5’-tetramethylbenzidine diimine, has a blue color,
which could be read at 650 nm. For consistent results the reaction is stopped after
a certain time with sulfuric acid, which turns the solution yellow. The spectral ab-
sorbance for this solution is measured in a spectrophotometer at 450 nm. It is the
quantity referenced in ELISA experiments and is related to the antigen concentra-
tion. For quantification of the antigen concentration, a calibration curve needs to be
prepared using known quantities of the antigen.
Fig. 3.7: 96-well plate with silicon die after the substrate was reacted with enzymes
coupled to the die. Rows 1-3 have die in them and the solution in rows 4-6 is
transferred from these rows for reading in a plate reader.
To study the antibody immobilization on our sensors we prepare SOI die 4 mm×
4 mm with a top layer of 40 nm Al2O3 and silanize the surface with APTES according
to Section 2.2. The die are placed in four rows of a 96-well plate (BD, Falcon, tissue
culture treated, Figure 3.7) to have multiples of four for each condition. Mouse
Immunoglobulin G (IgG) (anti-CRP from Sigma-Aldrich) is covalently linked to the
surface by first creating the NHS-sulfo ester of the IgG using NHS/EDC coupling
and then exposing that solution (after 20 minutes) to the die surface for 2 hours. A 2
µL drop is added to each die containing varying amounts of IgG to be bound to the
chip ranging from 62.5 nM to 312.5 pM followed by three washing steps with 250 µl
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Tris Buffered Saline (TBS) (50 mM tris, 150 mM NaCl, pH 7.6) and 0.05% Tween
20 (all from Sigma-Aldrich) per well. To block unreacted sites 100 µl of blocking
buffer (from Thermo Fisher Scientific) is added to each well and the plate is placed
on a shaker for 1 hour. Then the die are washed again three times with TBS and
0.05% Tween 20. Afterwards, 100 µl of the secondary antibody (1 nM anti-mouse
conjugated with HRP, from Sigma-Aldrich) diluted in the blocking buffer is added to
the die and the plate is shaken for 2 hours followed by three times washing. Now we
can test whether antibodies are bound to the die by observing the substrate reaction
and measuring its color change. For this purpose we add 100 µl substrate (TMB
ELISA Substrate, from Abcam, ab171522) to each well and end the reaction with
stop solution (from Thermo Fisher Scientific) after 10 minutes. The solution is then
transferred from the first four rows to the next four rows, otherwise the die would
obstruct the absorbance measurement. The absorbance at 450 nm is measured for
each well using a microplate absorbance spectrophotometer (from Bio-Rad) and the
values from rows 5-8 are summarized and each column plotted in Figure 3.8a.
We use two control columns, one with die not silanized with APTES and one
without mouse IgG. We expect zero absorbance for both columns since without
APTES the IgG will not bond covalently to the die and without IgG the secondary
antibody should not bind to the die. This is not the case. The die without APTES
show 85% of the absorbance compared to the die with APTES and the same IgG
concentration. The die without IgG also exhibit a non-zero absorbance. Both are
attributed to nonspecific binding. The first suggests a strong adsorption of IgG to the
die even without covalent bonding. The second indicates adsorption of the secondary
antibody and can be assigned the background signal.
To further analyze the data, we plot a concentration dependent plot in Figure
3.8b. The linear regime extends to an IgG concentration of 50 pM, as depicted by
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Fig. 3.8: (a) Average of the absorbance for each column consisting of four wells with
identical conditions. The first column had die without APTES but 1.25 nM IgG,
the other columns had die with APTES and the IgG concentration is given below
the plot. The error bars correspond to the standard deviation for the four wells. (b)
Concentration dependence plot of the data from (a). The dashed red line shows the
linear regime.
the dashed red line. The adsorption saturates around 250 nM. A drop of 2 µl with
250 pM IgG has about 250 pM × 2 µl × 6 ×1023 mol−1 = 1.5 × 108 IgG. The die
area is 16 ×10−6 m2. If all IgG was bound to the surface and would be detectable by
the secondary antibody, this would correspond to a coverage of around (300 nm)−2,
which is much lower than a close packed IgG coverage (around (21 nm)−2). In
conclusion, the functionalization protocol is not optimized. The antibody coverage
should be improved and the nonspecific binding of IgG to non-silanized die lowered.
Nevertheless, we confirm the binding of antibody to the die surface, which is essential
for the nanowire sensing experiments.
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3.2 Tunable nanowire Wheatstone bridge for improved sen-
sitivity in molecular recognition1
3.2.1 Abstract
Poor signal-to-noise ratio is a strong limiting factor on the performance of
nanowire field-effect transistor based sensing of molecules. Using an advanced mea-
surement configuration such as a Wheatstone bridge electrical noise, drift due to
fluid dynamics, thermal fluctuations and chemical changes of the gate oxide can be
drastically reduced. A miniature Wheatstone bridge was lithographically fabricated.
All four arms consist of silicon nanowires, while two of the arms are tunable by top
gate electrodes enable balancing of the bridge. We studied the performance of the
bridge for pH detection. The signal-to-noise ratio is significantly enhanced in the
balanced configuration, which also helped to reduce overall drift.
3.2.2 Introduction
In the last decade there have been great advances towards point-of-care diagnos-
tics and personalized medicine (Giljohann and Mirkin, 2009). Label-free, electrical
sensing of proteins and nucleic acids using silicon nanowire field-effect transistors has
the potential to address the major challenge of high throughput, rapid detection of
biomarkers in ultra small quantities (Stern et al., 2007a; Cui et al., 2001; Chen et al.,
2010b; Gao et al., 2007). The underlying concept in a nanowire field-effect transistor
is molecular gating: molecules bound or adsorbed to the nanowire surface intro-
duce a field effect and thus change the conductance of the wires. The ion-sensitive
field effect transistor or ISFET in its early form was a planar device (Bergveld , 1970).
1This chapter was submitted December 2, 2012 and has been published as ”Tunable Nanowire
Wheatstone Bridge for Improved Sensitivity in Molecular Recognition” by C. Maedler, S. Erramilli,
L. House, M.K. Hong, P. Mohanty in Applied Physics Letters 102, 043112 (2013). A scheme for
the fabrication of the Wheatstone bridge configuration can be found in section 2.1.
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Shrinking of the critical dimensions of the transistor and changing the geometry from
planar to three dimensional wires increase the surface-to-volume ratio and hence the
sensitivity drastically (Nair and Alam, 2007). Specificity of the nanowire sensors to
certain target proteins is achieved by functionalizing the nanowire sensing area with
the corresponding antibody.
However, the SNR of silicon nanowire sensors needs to be improved to realize
their full potential. There are different types of noise associated with analyte sens-
ing. They include electrical noise (Tarasov et al., 2011; Rajan et al., 2010), drift
of the signal due to chemical changes of the gate oxide (Park et al., 2010), thermal
fluctuations, and dynamic changes in fluid. All these sources lead to a low SNR.
Using advanced signal processing techniques with more elaborate measurement con-
figurations such as a Wheatstone bridge, SNR can be enhanced (Morgenshtein et al.,
2004). The Wheatstone bridge was developed in 1843 (Wheatstone, 1837) and has
since been used in applications mostly for very accurate measurement of resistance,
and more recently for temperature (Ramakrishna et al., 2000), pressure (Lo¨fdahl and
Gad-el Hak , 1999), strain (Baviere and Ayela, 2004) and magnetic fields (Daughton
et al., 1994).
A standard Wheatstone bridge consists of 4 impedances ZA, ZB, ZC and ZD
connected in a characteristic diagonal manner. The bridge is termed balanced when
the output voltage Vout is zero which is the case if the impedances satisfy ZA/ZB =
ZC/ZD = 1/z. This enables a null measurement and high amplification of the signal.
When the impedances are mainly resistive (ZA ≈ RA and so on, z ≈ r) and their
changes ∆RA etc. are small, the relation between the output and the input voltage
Vin is:
∆Vout ≈ r
(1 + r)2
[
∆RA
RA
− ∆RB
RB
+
∆RC
RC
− ∆RD
RD
]
Vin. (3.1)
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It is obvious from this equation that thermal fluctuations and signal drift will
cancel out if they affect the wires similarly. The major change in resistance will be
due to molecular gating of the functionalized sensing wire (Sensor D in Figure 3.9).
Fig. 3.9: a) Scheme of a Wheatstone bridge network with top gates above wires A
and C to allow for tuning of the resistance. Wire D is typically functionalized for
detection of biological species. b) Electron micrograph of an actual device consisting
of four sets of wires connected by electrodes. Everything is covered by a 140 nm
layer of aluminum oxide except wires D (20 nm Al2O3). Top electrodes above wires
A and C control their conductance.
Therefore, the change in resistance can be approximately given as
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∆RD ≈ −RD∆Vout
Vin
. (3.2)
By measuring the change in the output voltage across the bridge, one can deduce the
concentration change of the specific protein or pH in solution. Using a Wheatstone
bridge where the arms are composed of silicon nanowires enables filtering out of the
background, and signal drift, and effects of thermal fluctuations and the dynamics
of fluid flow. This is achieved simply by having more than one sensing arm which
leads to a differential measurement. We fabricated silicon nanowire Wheatstone
bridges using a top-down approach, which makes it much easier to achieve more
difficult geometries. The top-down lithography approach easily lends itself to scalable
manufacturing. The Wheatstone bridge consists of one sensing set of wires and one
reference set of wires, which are both exposed to fluid, as well as two top-gate-
controllable sets of wires for balancing as required for an AC signal (Takagishi ,
1980). We studied the feasibility of balancing the Wheatstone bridge both in air
and solution and tested its sensing capabilities in solutions with different pH values.
We were able to show an enhancement of the signal-to-noise ratio by a factor of 5
by top gate balancing of the bridge. Additionally, the overall drift of the signal was
significantly reduced.
3.2.3 Experimental details
For fabrication we start with silicon-on-insulator (SOI) wafers. First, source and
drain electrodes for the wires are defined by photolithography. After exposure and
developing a small titanium layer for improved adhesion, a gold layer as the electrode
metal and chromium as mask for subsequent etching are deposited by evaporation.
Next, four sets of wires are defined by electron-beam lithography into a sacrificial
PMMA layer (typically a set of wires consist of about 20 wires, 10 microns long and
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100 nm wide, for increased sensitivity). A chromium layer is deposited by evaporation
again as a mask for reactive ion etching, which is used to etch away the unwanted
silicon. Afterward, the chromium layer is etched off chemically. In order to insulate
two sets of wires from the gate electrodes, a film of aluminum oxide (Al2O3, 60 nm)
is grown by ALD everywhere except on the sensing wires. The gate electrodes are
defined by photolithography and a layer of titanium and gold is deposited to compose
the top gates. In order to use the device in solution the electrodes and wires need to
be covered by an electrically insulating layer. For this purpose, a layer of Al2O3 (60
nm) is deposited by ALD everywhere except on the sensing wires and another thin
layer of Al2O3 (20 nm) is deposited by ALD to cover the whole sample including the
wires. Encapsulation of the electrodes is achieved by electron-beam overexposure of
PMMA. A typical sample of the Wheatstone bridge configuration is shown in Figure
3.9b.
The final device consist of two sets of nanowires exposed to fluid, one covered
by 20 nm Al2O3, the other covered by 140 nm Al2O3, which makes the latter less
susceptible to changes in the fluid and enables for instance the detection of different
pH values. The other two sets of wires exhibit a tunable resistance by applying
appropriate top gate voltages in order to balance the bridge.
The nanowire Wheatstone bridges were tested using 2mM PBS buffer solutions
with either Sodium Hydroxide (NaOH) or Hydrogen Chloride (HCl) added to achieve
different pH values from 3 to 11. The devices were mounted in a fluid chamber (de-
scribed in Chen et al. (2008)) with one inlet and one outlet and a reference electrode,
which was grounded throughout the experiment. For constant fluid flow of about 25
µl/min a syringe pump (WPI, Sp210iw) was used.
Electrical measurements were performed using an EG& G 7260 lock-in-amplifier.
An AC voltage at low frequency (37 Hz) was applied to the Wheatstone bridge and
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the diagonal voltage was measured (Figure 3.9) at the same frequency. A back
gate voltage was applied to increase the sensitivity of the wires. In order to compare
previous measurement setups the differential conductance was measured as described
in Chen et al. (2010b).
3.2.4 Results and discussion
After testing the feasibility to balance the bridge by applying appropriate top
gate voltages we studied the sensing capability of the nanowires. For that purpose,
the differential conductance was measured across the sensing set of wires (wires D)
while consecutively pumping buffer solutions exhibiting different pH through the
fluid chamber over our devices. The results (not shown here) show a clear distinction
between the solutions with different pH ranging from 3 to 11. For the Wheatstone
bridge measurements, the device was connected to a lock-in-amplifier according to
Figure 3.9. In order to compare the signal-to-noise ratio of this measuring geometry,
the top gate voltages above two of the sets of wires were adjusted to either null the
output voltage, hence balancing the bridge, or increasing the output voltage, hence
pushing the device further out of balance. The input voltage is kept constant in those
cases, as are all other relevant parameters. The results are shown in Figure 3.10a-c.
Here, the output voltage is shown as solutions with different pH values are flushed
over the device. The bottom graph (Figure 3.10c) shows the balanced bridge while
the center graph (Figure 3.10b) shows the unbalanced bridge without applied top
gate voltages and the top graph (Figure 3.10a) shows the bridge pushed further out
of balance. It is obvious from the graphs that the noise decreases when balancing
the bridge. Additionally, the graph shows that the overall stability of the signal is
improved when balancing the bridge since the signal drops back to zero after flushing
with deioinized water.
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Fig. 3.10: Change of the output voltage of a silicon nanowire Wheatstone bridge as
buffer solutions with different pH value (indicated in the plot) are fed consecutively
into a fluid chamber containing the sensor. The input voltage is 300 mV and the
backgate voltage is 10 V. Changing the top gate voltages the bridge is balanced
(c), unbalanced with zero top gate voltages (b) and pushed into an even further
unbalanced state (a) to compare the overall drift and noise.
In order to evaluate the results further the SNR was plotted for the three dif-
ferent cases (Figure 3.11). We define the SNR at one pH value to be the difference
in average signal sizes between that pH and the previous pH value divided by the
standard deviation of Vout at the current pH:
SNR =
(
V¯out − V¯ previousout
)
σ
. (3.3)
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Fig. 3.11: Signal-to-noise ratio of the silicon nanowire Wheatstone bridge measure-
ment for different pH values and comparison to the differential conductance mea-
surement (dI/dV ).
The SNR of the balanced bridge are the highest for all pH values as compared to
the unbalanced bridge and differential conductance measurement. It is about three
times as high as the differential conductance measurement, which is on the same
order as the unbalanced bridge. The SNR of the balanced bridge is also about 5
times better than the bridge pushed out of balance. The reason for the SNR not
being constant for different pH values is the nonlinear response of the conductance of
the nanowires to pH changes. The SNR is simply greater for higher signal steps, such
as for example from pH 4 to pH 3. The nonlinearity seems to be an intrinsic property
of the aluminum oxide layer covering the wires since the change in output voltage
should be linear in change of resistance of the sensing wire to first order according
to equation 3.2 and the back gate voltage is chosen such that the conductance of
the wires changes approximately linearly with back gate voltage. To eliminate other
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factors causing the nonlinearity additional tests with changing back gate voltages
were performed (Figure 3.12). The graphs suggest that changing the back gate
voltage between 7.5 V and 15 V does not alter the trend of the pH response. Only
the step sizes are larger for higher back gate voltages. But the biggest step sizes are
seen between pH 6 and 5 and between pH 4 and 3 for all the back gate voltages.
Fig. 3.12: Different applied backgate voltages applied to the silicon nanowire Wheat-
stone bridge while measuring fluids with different pH values. The lines are merely
drawn for better distinction. The error is smaller than the symbol size.
3.2.5 Conclusion
In conclusion we have studied the use of a Wheatstone bridge geometry for
improved electrical measurement of changes in conductance of silicon nanowires.
Using silicon nanowires as the arms of a Wheatstone bridge and combing two of
the arms with top gates allows tuning and balancing of the bridge. And, it leads
to a higher signal-to-noise ratio and increased overall stability of the signal while
sensing buffer solutions with different pH values. Balancing the bridge also enables
great amplification of the signal, which further increases the sensitivity. A constant
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zero output could be achieved using a feedback system, which adjusts the top gate
voltages. Spotting different antibodies on the two sets of wires would enable the
direct comparison of the concentration levels of the corresponding biomarkers, while
an increase in the sensing network similar to the Multiple-Input Multiple-Output
(MIMO) sensor technology should drastically enhance current sensing capabilities
on just one chip.
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3.3 Sensing of the melanoma biomarker TROY using silicon
nanowire field-effect transistors2
3.3.1 Abstract
Antibody-functionalized silicon nanowire field-effect-transistors have been
shown to exhibit excellent analyte detection sensitivity enabling sensing of analyte
concentrations at levels not readily accessible by other methods. One example where
accurate measurement of small concentrations is necessary is detection of serum
biomarkers, such as the recently discovered tumor necrosis factor receptor superfam-
ily member TROY (TNFRSF19), which may serve as a biomarker for melanoma.
TROY is normally only present in brain but it is aberrantly expressed in primary
and metastatic melanoma cells and shed into the surrounding environment. In this
study, we show the detection of different concentrations of TROY in buffer solution
using top-down fabricated silicon nanowires. We demonstrate the selectivity of our
sensors by comparing the signal with that obtained from bovine serum albumin in
buffer solution. Both the signal size and the reaction kinetics serve to distinguish
the two signals. Using a fast-mixing two-compartment reaction model we are able
to extract the association and dissociation rate constants for the reaction of TROY
with the antibody immobilized on the sensor surface.
3.3.2 Introduction
While the incidence of many common cancers is decreasing, according to the
American Cancer Society the incidence of melanoma has been rising by about 3%
per year. Statistical analysis shows there will be an estimated 76,380 new cases
in 2016, with 10,130 deaths. If melanoma is detected early, the five-year survival
2This chapter was submitted January 9, 2016 and was accepted for publication as ”Sensing of
the melanoma biomarker TROY using silicon nanowire field-effect transistors” by C. Maedler, D.
Kim, R.A. Spanjaard, M.K. Hong, S. Erramilli, P. Mohanty in ACS Sensors
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rate is 98% but this rate rapidly decreases to 62% for regional disease and to 15%
and lower when tumors have spread to distant sites. While treatment options for
advanced stage melanoma had stagnated for decades, recently a number of new tar-
geted therapies have become available, but, unfortunately, even these drugs are only
expected to increase survival by several months in certain patient groups before they
too inevitably relapse (Jang and Atkins , 2013; Sullivan and Flaherty , 2013). If an
early diagnosis can be made before metastatic disease becomes clinically detectable
and virtually incurable, it may be possible to effectively treat patients because the
tumor burden is still very low. But presently no such early detection method exists.
Recently, it was found that a member of the tumor necrosis factor receptor super-
family, called TROY (or TNFRSF19), may serve as a melanoma-specific biomarker
(Spanjaard et al., 2007). TROY is widely expressed during embryogenesis, but in
human adults it is primarily restricted to the brain. Studies have shown that TROY
is expressed in all investigated primary and metastatic melanoma cells and tissue
samples, but not in melanocytes found in normal skin biopsies and primary skin
cell cultures. Neither is it detectable in other (skin) tumor cells (Spanjaard et al.,
2007). Many membrane receptors are shed into the surrounding environment (Hi-
gashiyama et al., 2011; Islam et al., 2006) and our preliminary studies showed that
the Extra-Cellular Domain (ECD) of TROY is also shed (data not shown). This
suggests that TROY may serve as a novel surrogate serum biomarker for circulating
and metastatic melanoma cells and a POC diagnostic blood test that can detect ab-
normally elevated levels of TROY ECD may help revolutionize early diagnosis and
treatment for this disease. This project intends to address this huge unmet clinical
need by first generating and characterizing a nanosensor dedicated to detection of low
quantities of TROY in vitro as a first step towards developing this sensor technology
towards clinical use as a novel POC device to detect occult metastatic disease.
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With recent advances in nanotechnology many novel biosensing systems have
been developed (Jianrong et al., 2004). Among those different techniques for
biomarker sensing especially electrical detection using ISFETs holds a great promise
to revolutionize biosensing (Chen et al., 2011a) due to its direct, label-free (Cui et al.,
2001) sensing and highly scalable nature (Rothberg et al., 2011). Silicon nanowire
FETs have been used to detect pH (Chen et al., 2006, 2010a, 2011b; Duarte-Guevara
et al., 2014; Maedler et al., 2013), various cancer biomarkers (Chang et al., 2011;
Chen et al., 2010b; Kim et al., 2007; Zheng et al., 2005), biomarkers indicative of
acute myocardial infarction (Chua et al., 2009; Elnathan et al., 2012; Kong et al.,
2012; Zhang et al., 2012), glucose (Wang et al., 2008c) and viruses (Ishikawa et al.,
2009; Patolsky et al., 2004). Sensitivity of detection of molecules is enhanced by their
high surface-to-volume ratio, permitting nanowires to sense surface binding events
hard to achieve by bulk detection schemes. Specificity is generally achieved by im-
mobilization of antibodies to the nanowire surface by silanization of the sample and
subsequent covalent binding of the antibody through amide bonds. The binding of
antigens to the paratope of the immobilized antibodies changes the charge distribu-
tion in the biofunctionalized layer. This can either happen because the antigen is
charged in solution or because of the adsorption process. The result is a change of
the electric field through the nanowire, which leads to accumulation or depletion of
charge carriers, hence modulating its conductance (Heller et al., 2008). For obvious
reasons, this is also termed molecular gating (Paska et al., 2011). The direct sensing
of molecules of interest eliminates the need for labeling and long incubation times
reducing the cost and time needed for detection. The data is essentially recorded
in real time, which allows the evaluation of reaction kinetics. This should also en-
able distinguishing between specific and nonspecific binding due to their different
reaction kinetics. The nanowires’ ultra-low power consumption makes them ideal
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candidates for implantable biosensors to control biological function in vivo. There
are several challenges associated with the use of semiconducting nanowires for the use
of biosensors (Balasubramanian, 2010). The major problem is electrostatic screening
of charges in the biofunctionalized layer in physiological solutions due to their high
electrolyte concentration. An indication of the screening range is the Debye length.
It is the characteristic decay length of the potential in the Debye-Hu¨ckel approxima-
tion (Israelachvili , 2011). For physiological solutions it is less than 1 nm. Several
groups have made efforts to increase this Debye length. Stern et al. (2009) used a
microfluidic purification chip to pre-clean blood and transfer the antigens of interest
to a purified buffer with low salt concentration. Another approach is the use of high
frequency to disrupt the electrical double layer (Kulkarni and Zhong , 2012). A more
simple solution is the use of antibody fragments to allow for binding of the biomarker
of interest in the vicinity of the nanowire (Elnathan et al., 2012).
In this study, we have detected the novel melanoma biomarker TROY using
silicon nanowire FETs functionalized with the antibody FAB. These fragments are
only a fraction of the size of the immunoglobulin, yet retain the ability to bind
antigens with high binding strength. Therefore, the antigens bind in closer vicinity to
the sensing element, the nanowire. The detection limit in pure low-salt buffer was less
than 10 ng/ml, determined for 3 separate series of measurements. By real-time data
recording we extracted the reaction kinetics for binding of TROY to its corresponding
antibody. Nonspecific binding tests with Bovine Serum Albumin (BSA) showed
adsorption at longer time scales, allowing for further discrimination against any non-
specific background signals.
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3.3.3 Experimental
Silicon nanowire fabrication
We have fabricated silicon nanowires in a top-down approach starting with SOI
wafer (100 nm top silicon layer, 10 Ωcm, B-doped, from Soitech) which is diced
and cleaned with acetone, isopropyl alcohol and a 2:3 mixture of hydrogen peroxide
and sulfuric acid (piranha, all from J.T.Baker). First, gold electrodes are formed by
photolithography (Karl Suss, MA 6) and electron beam evaporation. A small layer of
titanium (10 nm) is used for adhesion of the gold layer (50 nm) and a chromium layer
is evaporated last as etching mask (all from Kurt J. Lesker). Then, the nanowires
(usually a set of 20 single wires about 300 nm in width and 100 nm in height) are
defined by electron beam lithography (JEOL JSM 6400) and a chromium layer is
evaporated as mask for isotropic dry etching in a reactive ion etcher (Plasma-Therm
790) using tetrafluoromethane and oxygen. Afterwards, the chromium layer is etched
off chemically (chromium etchant 1020 from Transene), which leaves silicon nanowires
on silicon oxide electrically connected by gold electrodes. In order to use the device in
solution, the electrodes and wires need to be electrically insulated. This is achieved
by growing 100 nm of aluminum oxide on the electrodes and 20 nm of aluminum
oxide on the wires using atomic layer deposition (CambridgeNanoTech, Savannah
100). Additionally, a micrometer thick layer of poly(methyl methacrylate) (PMMA,
from MicroChem) is overexposed on top of the electrodes by e-beam lithography. A
finished set of wires is shown in Figure 3.13a.
Antibody immobilization
The nanowires gain selectivity by immobilized antibodies on the nanowire sur-
face. A zero length crosslinker is used for covalent binding of the antibodies to the
surface. For that purpose the surface is hydroxylated with an oxygen plasma in a
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Fig. 3.13: (a) Electron micrograph of two separate sets of silicon nanowires with the
electrical connections insulated from solution by a micrometer thick layer of PMMA.
(b) Immobilization of the antibody FAB to the silanized nanowire using NHS/EDC
coupling chemistry. The FAB has one constant and one variable domain from each
heavy and light chain of the antibody (constant heavy (CH), constant light (CL),
variable heavy (VH) and variable light (VL). It binds with its C-terminal end to the
nanowire exposing the paratope at its variable end to the solution. (c) The sensing
nanowires are sealed in a fluid chamber with an inlet and outlet at opposing ends.
Their conductance is tunable by a reference electrode immersed in the solution and
a backgate connected to the bulk silicon.
plasma asher (PVA TePla, M4L, 300 mW power, 300 sccm flow rate for 2 minutes)
and silanized by immersion in ethanol containing 5% (3-aminopropyl)triethoxysilane
(APTES, both from Sigma-Aldrich) and 5% water for 20 minutes followed by 30 min
annealing at 110◦C. The antibody FABs (provided by Biosite Diagnostics) were gener-
ated by proprietary phage-display against the TROY ECD. They are NHS-activated
by adding them (10 mg/l) to an MES (from Sigma-Aldrich) buffer containing 40 mM
NHS (from Pierce) and 10 mM EDC (from Sigma-Aldrich) for 20 minutes at RT.
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This forms an active ester intermediate. The pH of the solution is increased to 7.2
by mixing with pH 8.5 PBS buffer before reacting the intermediate with the amine
groups on the surface of the nanowires for 2 hours at RT to create stable amide bonds
(Figure 3.13b).
Measurement setup
Different concentrations of TROY are detected by sealing the functionalized
device in a fluid chamber (Chen et al., 2008) together with an Ag/AgCl reference
electrode (A-M Systems) and flowing buffer solutions with TROY over the wires
(Figure 3.13c). The conductance through the nanowire changes upon binding of the
antigen due to a change in the charge distribution. This is measured by adding a
small, low-frequency AC voltage to a DC voltage using a noninverting summing cir-
cuit (Chen et al., 2008) and measuring the response using a lock-in-amplifier (EG&G
7260) referenced to the same frequency as the AC voltage. The signal is essentially
the slope of the source-drain current-voltage curve, or differential conductance. In
a typical experiment the conductance is measured at 0 V source-drain voltage with
a AC voltage of 10 mV at 17 Hz frequency. The reference electrode is grounded to
control the fluid potential.
3.3.4 Results and discussion
Detection of TROY
The recently-found potential biomarker for melanoma TROY opens new op-
portunities for early and confident diagnosis of melanoma as well as for monitoring
recurrence and spreading of the cancer and responsiveness to therapy in established
patients that are undergoing treatment. In order to make full use of the biomarker a
reliable, fast and cheap biosensor needs to be developed for its detection and valida-
tion. We have used silicon nanowire FETs functionalized with the antibody FABs to
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detect TROY in pure 2 mM PBS buffer. For that purpose buffer solutions were pre-
pared containing different concentrations of the antigen but equal salt concentrations
(2 mM) and pH values (pH 7.2) to ensure that the signal is due to binding of the
antigen. Devices were prescreened with respect to their I-V characteristics and an
optimal working point was determined according to Chen et al. (2010b). Through-
out one measurement the differential conductance through the sensor was recorded
in real-time. After establishing a conductance baseline with pure buffer, solutions
containing the antigen and a washing buffer were then injected successively into the
fluid chamber sealing the device. A syringe pump was used to allow for continuous
flow. For analysis of the data the change in conductance after injection of buffer
containing the antigen was calculated after saturation with respect to the baseline.
The change in conductance for three different measurements with respect to
TROY concentration is shown in Figure 3.14. The relationship is linear on a log-
log plot, which means that the intersection is zero, hence there is no significant
systematic error. The error is determined by the standard deviation of each signal
after saturation. This also sets a limit for detection and is illustrated in Figure
3.14 by the patterned area. Where the line crosses into this region determines the
detection limit of the device. It corresponds to less than 10 ng/ml or 200 pM. In
order to test specificity, pure buffer solutions with different concentrations of BSA
were flown over the device. For the same concentrations that were measured with
TROY the signal for the BSA samples was below the detection limit of a conductance
change of 0.11 nS. However, for a BSA concentration of 0.1 mg/ml the signal size
was similar to the one generated by a TROY concentration of 50 ng/ml. As will be
shown later though, the signals differ significantly due to their different adsorption
times.
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Fig. 3.14: Sensing of the melanoma biomarker TROY using FAB-functionalized
nanowires. The conductance change of the nanowires in response to different con-
centrations of TROY in 2 mM PBS buffer (squares, circles and triangles) is compared
to the response to BSA (stars) in the same buffer. A linear dependence between con-
ductance change and concentration is observed in the 10 ng/ml to 1 µg/ml regime of
TROY concentration (the dashed line is a guide to the eye). The error bars are the
standard deviation of the signal (they are expanded for lower concentrations due to
the nature of the logarithmic plot). The largest standard deviation is 0.2 nS, which
is illustrated by the shaded area. Hence, where the line crosses into the shaded area
determines the detection limit. It corresponds to a concentration below 10 ng/ml.
The signal for TROY is in the linear regime of a Langmuir adsorption isotherm,
which makes extraction of the equilibrium constant highly inaccurate. Assuming a
linear increase of conductance with charge distribution change in the biofunctional-
ized layer the change in conductance is proportional to the concentration of bound
antigen-antibody complex, which can be modeled by a Langmuir adsorption isotherm.
Therefore, the change in conductance ∆G is proportional to
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∆G ∝ CTROY
CTROY +Keq
, (3.4)
where CTROY is the antigen concentration in the buffer and Keq is the equilibrium
constant. Approximation of the curve in Figure 3.14 yields an equilibrium constant
of 12 ± 4 nM.
Reaction kinetics analysis
Two-compartment reaction model The collection of real-time data using the
silicon nanowire FETs allows evaluation of the binding curves of TROY to the anti-
body FAB. By comparing the binding curves with reaction kinetics models of the
antigen-antibody complex association and dissociation rate constants can be ex-
tracted as successfully demonstrated by Duan et al. (2012). We start with a two-
compartment reaction model (Gaster et al., 2011)
V
dCS
dt
= V km (CTROY − CS)
−S (k1CS (cmax − cbound) + k−1cbound) , (3.5)
dcbound
dt
= k1CS (cmax − cbound)− k−1cbound, (3.6)
where V is the compartment volume, S is the surface area, CS is the antigen concen-
tration in the surface compartment, cmax is the concentration of antibody FABs on
the surface and cbound is the concentration of bound antigen-antibody complex; km,
k1 and k−1 are the transport rate constant, the association and the dissociation rate
constant, respectively. We have to pay attention to the fact that kinetics are both
evaluated in the volume and on the surface, hence CS and CTROY have dimensions
of a volume concentration and cmax and cbound have dimensions of a surface concen-
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tration. No analytical solutions are known to these equations, but, under certain
assumptions, we can simplify them and fit the binding data to the model. In our
case a fast-mixing model for adsorption can be applied which is not diffusion-limited.
In the following we will justify this choice.
Dominant mode of antigen transport A measure for the ratio of convective
transport rate to diffusive transport rate is the dimensionless Pe´clet number. There
are two Pe´clet numbers associated with our experiment (Squires et al., 2008), one
for our fluid chamber design (Pec) and one that takes the nanowire dimensions into
account (Pen). They depend on the volumetric flow rate Q, the chamber width wc
and height h, the diffusion constant of the antigen D and the nanowire width wn.
The two Pe´clet numbers are then calculated (Squires et al., 2008)
Pec =
Q
wcD
, (3.7)
Pen = 6
(
wn
h
)2
Pec. (3.8)
The parameters of our setup are Q = 30 l/min, wc = 1 mm, h = 0.1 mm, wn
= 20 × 300 nm, since we have a set of 20 wires. Assuming a diffusion constant
of 10 µm2/s we obtain a Pe´clet number for the chamber Pec = 50,000  1. This
indicates that antigen transport in the chamber is dominated by convection. The
second Pe´clet number Pen = 900 is still much larger than 1 and hence convection is
also the dominant transport mechanism to the sensor and supply of antigen to the
nanowire is not limited by diffusion. This means that the concentration in the surface
compartment is essentially the same as the volume concentration and equations 3.5
and 3.6 simplify to:
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dcbound
dt
= k1CTROY (cmax − cbound)− k−1cbound. (3.9)
This can be solved analytically and then the conductance change ∆G is pro-
portional to
∆G ∝ 1− exp (− (k1CTROY + k−1) t) . (3.10)
For desorption the conductance change is proportional to
∆G ∝ exp (−k−1t) . (3.11)
Fig. 3.15: Comparison of the nanowire response curves to different concentrations of
TROY. The graphs were aligned to show injection of buffer containing TROY at the
same time (0 s) and starting with the same baseline. The errors are estimated from
the signal drift to 0.3 nS. For visual clarity they are not shown in the graph. The
data is approximated by a linear fit for the baseline and by a fast mixing reaction
kinetics model (equations 3.10 and 3.11) for binding and unbinding.
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Association and dissociation rate constants Equation 3.10 was used to ap-
proximate the real-time antigen-antibody binding data (Figure 3.15). The curves
were time-shifted to ensure that injection of the buffer containing TROY happens
at time zero. The decay constants τadsorption and τdesorption were then plotted for the
different concentrations to extract the association and dissociation constants (Figure
3.16). Due to the small value of k−1 its calculation from the binding curve is not very
accurate. It is thus calculated from the unbinding curve using equation 3.11. The
association rate constant is (1 ± 0.2) × 105 mls−1g−1 or (5 ± 1) × 106 s−1M−1. The
dissociation rate constant is 0.13 ± 0.01 s−1. From those two values, the equilibrium
constant can be calculated according to Keq = k−1 × k−11 = 26 nM ± 7 nM.
Fig. 3.16: (a) The inverse time constants of the exponential approximations to
the adsorption data in Figure 3.15 for different concentrations. The association
and dissociation rate constants can be extracted from the linear fit according to
1/τadsorption = k1CTROY + k−1. The inset shows the time constants for adsorption.
(b) The time constants for the desorption data in Figure 3.15. Error bars in (a) and
(b) are statistical errors from the fit.
Differentiation from nonspecific binding For comparison with the reaction ki-
netics of TROY binding to the antibody FAB the binding curves for BSA are shown
in Figure 3.17a and approximated by exponential decays. Because the binding is
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nonspecific the time constants are much bigger compared to binding of TROY espe-
cially for concentrations greater than 1 µg/ml. This is emphasized in Figure 3.17b.
To enable direct comparison the conductance signals were normalized by subtraction
of the saturation conductance Gsat and subsequent division by the total conductance
change ∆Gtotal. This normalized signal Gnorm was plotted logarithmically to visualize
the different time constants. The difference of the binding kinetics for high concen-
trations of BSA and TROY enables a distinction between specific and non-specific
binding.
Fig. 3.17: Comparison of the adsorption of TROY and BSA. (a) The nanowire
conductance change for different concentrations of BSA. The graphs were aligned to
show injection of buffer containing BSA at the same time (0 s) and starting with
the same baseline. The data is binned (3 adjacent original data points are averaged
and summarized into 1). The lines are exponential fits. (b) The data is normalized
by the difference between baseline and saturation value for the conductance and
displayed logarithmically for easy comparison of the time constants. The errors are
estimated from the uncertainty in the saturation and baseline conductance. The
lines are guides to the eye. It is obvious that the time constants are different which
enables a distinction between specific and nonspecific binding.
3.3.5 Conclusion
In conclusion we have shown the detection of TROY in buffer solution us-
ing antibody-functionalized silicon nanowires. TROY is expressed in primary and
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metastatic melanoma cells and shed into the surrounding environment. It may thus
serve as a biomarker for melanoma. The detection limit was about 200 pM. We
have demonstrated specificity using BSA as control. For similar concentrations as
TROY, up to 1 µg/ml, the signal due to BSA was below the detection limit. For
larger concentrations of BSA, a distinction to TROY is possible by comparing the
reaction kinetics. The adsorption of TROY, which could be modeled by a fast-mixing
two-compartment reaction model, exhibits much smaller time constants than an ex-
ponential fit for the BSA adsorption. The association and dissociation rate constants
for TROY-antibody binding on the nanowire surface were calculated to (5 ± 1) ×
106 s−1M−1 and 0.13 ± 0.01 s−1, respectively. For sensing in solutions containing
high concentrations of salt antibody fragments were used. In further studies this
hypothesis should be confirmed and eventually TROY should be detected in serum
and validated as a melanoma biomarker to advance the technique towards a POC
device that would be expected to revolutionize melanoma patient care.
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3.4 Signal amplification via enzymatic reaction
For certain applications that reliably require higher sensitivity than achievable
by label-free nanowire protein detection, it might be beneficial to employ an am-
plification method borrowed from standard immunoassays that rendered them so
successful. This amplification relies on enzyme labels to catalyze the same reaction
over and over, effectively creating an avalanche of readable signal (see Section 3.1.3).
We are not interested in a colorimetric change but rather an electrically detectable
signal. Chemical reactions involving a redox pair are accompanied by a change in
redox potential, which should be measurable using the silicon nanowire field effect
transistors. One such redox pair, hydrogen peroxide and TMB, is also widely used
in standard ELISA. Its reaction is very slow due to a high activation energy, but
is greatly accelerated by providing a different reaction path using an enzyme called
HRP (Figure 3.18).
Fig. 3.18: Reaction of hydrogen peroxide and TMB catalyzed by HRP.
HRP contains a heme, which is responsible for its enzymatic action. A heme
consists of a large heterocyclic organic ring called a porphyrin with a ferrous ion in
its center. Veitch (2004) wrote an informative summary on the structure of HRP and
its enzymatic intermediates. The oxidation potential of hydrogen peroxide is around
-1.8 V and the reduction potential for TMB is rather weak at around 0.3 V (Jang and
Roper , 2011). After reaction, the potentials change to those of the products. For the
experiment we utilize a primary antibody that has high affinity for another region
on the antigen of interest than the capture antibody, which is immobilized on the
sensor surface. The primary antibody is labeled with HRP, which will, upon adding
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of TMB and hydrogen peroxide, generate a conductance change in the nanowire FET
via changing the redox potential in the solution.
Silicon nanowire FETs are prepared according to standard protocol and func-
tionalized with a capture antibody with high affinity for a biomarker for myocardial
infarction called Cardiac Troponin I (cTnI). First, we perform a control experiment
to study the effect of adding TMB and hydrogen peroxide to the sensor repeatedly.
For this purpose, the washing buffer, PBS, and TMB and hydrogen peroxide are
injected into the fluid chamber containing the functionalized silicon nanowire in an
alternating fashion, while monitoring the conductance through the nanowires. The
result is plotted in Figure 3.19.
Fig. 3.19: Control experiment to study the effect of repeated nanowire exposure to
TMB and hydrogen peroxide.
An increase in conductance is observed upon TMB/hydrogen peroxide injection com-
pared to PBS. The same increase is measured for three consecutive injections and
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the conductance returns to baseline after the last injection. This suggests that both
the nanowire and the capture antibody are not altered by these chemicals.
For the actual experiment we use nanowire FETs prepared the same way as
the control experiment and seal them in the fluid chamber. We test several different
concentrations of cTnI in a PBS buffer solution (250 mM salt concentration) on the
same sensor and wash in between with pure PBS solution. The exact procedure
is as follows. After reacting the antigen solution with the antibody-functionalized
nanowires and washing, the nanowire is reacted with the labeled primary antibody
inside of the fluid chamber to form a sandwich. The additional incubation step is
a tradeoff between rapidness of direct sensing and ultrahigh sensitivity. Another
advantage of this additional step is that it bypasses the electric screening problem,
because the actual detection step is performed in a solution without salt ions. After
this last step, a solution containing hydrogen peroxide and TMB is injected into
the fluid chamber. The HRP will catalyze the reaction, which leads to a change
in electrical potential locally around the HRP. The conductance through the silicon
nanowires is monitored throughout all the steps.
The results are shown in Figure 3.20. This graph displays the nanowire con-
ductance in real-time over a period of almost six hours. As a result, it contains a
lot of information and displays some signal drift. For easier viewing the data was
divided into six plots. Each of the plots show a cycle of antigen injection (marked
pink, concentration indicated on the plot), a primary antibody with HRP injection
(green), washing with pure PBS and injection of TMB and hydrogen peroxide (blue),
followed by washing. Each plot depicts a different antigen concentration. Spikes ap-
pear in the conductance whenever the tubing was switched to change the injected
fluid.
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Fig. 3.20: Real-time conductance data for nanowire functionalized with an antibody
specific for cTnI as different solutions are injected into the fluid chamber as indicated.
Unmarked regions are washing cycles with pure buffer solution.
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Our main focus is the conductance change upon injection of TMB and hydrogen
peroxide because this indicates whether a redox reaction takes place and whether it
will be measured by the nanowire FET. As can be seen in Figure 3.20, the con-
ductance change after incubation with the lowest cTnI concentration is positive,
similar to the data without HRP (Figure 3.18). However, as the cTnI concentration
increases, the conductance change after TMB and hydrogen peroxide injection de-
creases. The nanowire FET responds to the change in redox potential upon reaction
of the redox pair facilitated by the HRP. The dependence on antigen concentration
suggests that an increase in cTnI results in an increased amount of HRP bound
to the sensor. The conductance change, with respect to the (dynamic) baseline, is
summarized in Figure 3.21.
Fig. 3.21: Conductance change upon TMB and hydrogen peroxide injection for
different cTnI concentrations. The error bars correspond to the standard deviation
of the conductance measured for the period of fluid of interest. The line is a guide
to the eye.
This result demonstrates that the concentration of the antigen detectable using
this amplification method is much lower than for direct sensing, rendering this ap-
proach a perfect alternative for applications where time is not a priority but where
high sensitivity is essential.
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3.5 High-frequency behavior of the electrolyte
In order to overcome one major limitation of protein detection in physiolog-
ical solutions, we performed numerical simulations on the behavior of ionic solu-
tions around charged particles under the influence of applied oscillating electric
fields. The goal is to identify the optimal frequency and field strength for dimin-
ishing the electrostatic screening of the ions in solution, hence allowing for sensing
of charged biomolecules, attached to and separated by antibodies (size ∼5 nm) from
the nanowire surface. We used a finite element differential equation solver called
COMSOL to solve a system of coupled differential equations for the electric poten-
tial (Poisson equation) and the dynamics of charged particles in the solution (NPE,
equation 1.40) for the geometry given in Figure 3.22.
Fig. 3.22: Geometry of the fluid cell for modeled electrolyte behavior in oscillating
electric fields. The biomolecules are modeled by cubes with a side length of 1 nm
and are located 4 nm above the oxide layer. The metal electrodes are 200 nm apart
surrounding a 100 nm silicon nanowire with 30 nm oxide.
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The equations are only solved for the electrolyte with boundary conditions as fol-
lows. The potential on the electrodes is oscillating with frequency ω and maximum
potential V0
Ψ = ±V0 sin (ωt) . (3.12)
The other boundaries are assigned Neumann boundary conditions with a zero
charge on all boundaries except the charged cubes, which exhibit a surface charge
layer that integrates to two elementary charges per cube. The ions are contained in
the fluid cell, which is why we apply a zero flow boundary condition on all boundaries.
We also neglect reactions at the electrodes. A small window at the top of the fluid
cell is given a Dirichlet boundary condition for the ions to allow the solver to find a
finite solution. For the frequency range of interest (< 1 GHz), the permittivity of the
solution is constant and real. The fluid cell was divided into a tetrahedral mesh with
a smaller size around the charged cubes and electrodes to account for the screening
(< 4 nm) and a larger size in the electrolyte bulk. We chose a direct solver using the
MUMP algorithm for solving the problem.
3.5.1 Model validation
First, we compare analytical solutions with numerical simulations for the static
case (where analytical solutions exist) to validate the computational model. In the
steady state, the Nernst-Planck equation results in a Boltzmann distribution of the
charged particles and the Poisson equation becomes the Poisson-Boltzmann equation
(1.37). For small potentials (Ψ Ziβ/q), the PBE can be linearized.
exp (−βZiqΨ) ≈ 1− βZiqΨ (3.13)
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In the case of a biased infinite plate electrode in ionic solution the PBE can then be
approximated by
− ∇2Ψ =
∑
i
nioni Ziq +
∑
i
nioni βZ
2
i q
2Ψ. (3.14)
The first term on the right-hand side of equation 3.14 is the total charge in the
solution and must be zero due to electro-neutrality. Using the Debye length (equation
1.27) this leads to
∇2Ψ = Ψ
λ2
. (3.15)
For a fluid cell similar to Figure 3.22 with opposing infinite metal electrodes, the
potential only changes in a direction normal to the electrode. We call this direction x
and bias the electrodes with positive and negative potential V0, at positions x = −L/2
and x = L/2, respectively. The solution is then given by
Ψ = − V0
sinh
(
L
2λ
) sinh(x
λ
)
. (3.16)
Writing the PBE in spherical coordinates
1
r2
∂
∂r
(
r2
∂Ψ
∂r
)
=
Ψ
λ2
(3.17)
is helpful for calculating the potential around charged spherical particles with spher-
ical symmetry. Here, the potential depends on the distance to the center of the
charged particle r. For a charged particle with radius a and charge Zq, the solution
of the linearized PBE is given by (Ohshima, 2006)
Ψ =
Zq
4pi
exp
(− r−a
λ
)(
1 + a
λ
)
r
. (3.18)
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Variable Value Description
T 298 K Temperature
Dp,n 1×10−9 m2s−1 sodium/chloride ion diffusion coefficient
water 80 relative permittivity of the electrolyte
nion 6×1023 m−3 salt concentration
L 184.32 nm separation between the electrodes
xcube 92.16 nm x-position of the charged cube
a 1 nm side length of the charged cube
h 4 nm distance of the cube from the nanowire surface
Z 2 number of elementary charges on the cube
V0 100 mV / -100 mV electric potential on the left/right electrode
Table 3.1: Parameters used for numerical calculation
Now we have the ingredients to validate the numerical solutions for the steady
state. For this purpose, we solve the problem using a time-dependent solver with
constant potential V0 = 100 mV on the left electrode and V0 = −100 mV on the
right electrode. The initial condition for the salt concentration in the solution nioni =
6 × 1023 m−3 is homogeneous. An appropriate end time t = 10−4 s is chosen to
allow convergence to a steady state. The parameters used for both the numerical
simulation and analytical calculation are summarized in Table 3.1. The resulting
electric potential along a line perpendicular to the electrodes and through the center
cube is shown in Figure 3.23 without electric charge on the cube. The linearly
decreasing electric potential at the start of the simulation changes to a hyperbolic
sine shape as predicted by equation 3.16 as salt ions move towards the electrodes of
opposite polarity and electrically shield them.
95
Fig. 3.23: Numerical simulation of a 1 mM salt solution between metal electrodes
biased at ±100 mV. Shown is the electric potential for different times from 0 s to
10−4 s at intervals of 5× 10−7 s.
After adding an electric charge in the center (Z = 2), the electric potential
converges to a curve approximately comprised of the sum of equations 3.16 and 3.18
as indicated by the circles in Figure 3.24
Ψ = − V0
sinh
(
L
2λ
) sinh(x
λ
)
+
Zq
4pi
exp
(
−|x−xcube|−a
λ
)
(
1 + a
λ
)|x− xcube| . (3.19)
The time scale is on the order of 10−5 s, which corresponds to the time for ions
to diffuse from the center of the box to the electrodes (equation 1.38). The small
difference between the simulation and the analytic solutions could be due to the
linearization of the PBE and the cubic form of the electric charge in the center in the
simulation as opposed to a sphere. The results confirm that the numerical simulation
describes the system accurately, enabling the study of the high-frequency behavior
of the electrolyte.
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Fig. 3.24: Comparison of numerical simulation and analytical calculation of a 1
mM salt solution between metal electrodes biased at ±100 mV with an electrically
charged cube in the center (Z = 2). Shown is the electric potential for different times
from 0 s to 10−4 s at intervals of 5× 10−7 s. The circles correspond to the analytical
solution. The inset is a close-up of the region around the charged center cube.
3.5.2 High frequency behavior
In order to observe the effect of a changing electric field on the electrolyte sur-
rounding a charged particle, we let the potential applied to the metal electrodes os-
cillate (equation 3.12) with frequency ω around V0 = 250 mV and opposite polarities
for the electrodes (phase difference pi). The simulation starts with an initial condition
determined by a stationary solution for a charged particle in the center without an
electric potential applied to the electrodes. This means the system starts with the
electric double layer already formed around the charged particle. The electric poten-
tial is then turned on and the simulation is run for several periods of the oscillating
potential with a time-dependent direct solver. The characteristic frequency for the
studied system can be calculated from equation 1.39 and the parameters given in
table 3.1 to ωc = 1.68 MHz.
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Regime below characteristic frequency (ω  ωc)
First, we consider a frequency much smaller than the characteristic frequency, in
particular ω = ωc/1000, and evaluate the electric potential along a line perpendicular
to the electrodes through the charged cube in the center. The migration and diffusion
of salt ions is fast compared to the frequency of the applied electric potential, which
means that the ions are able to ”follow” the oscillations. An oscillating electric double
layer is formed on the electrodes, hence the potential around the charged particle is
not affected by the electrodes. This is demonstrated in Figure 3.25 where the electric
potential is plotted for a time t = 3.25× T (maximum potential on the electrodes),
where T = 2pi/ω is the period of the oscillation. Here, the potential close to the
charged cube is the same as for the initial condition.
Fig. 3.25: Comparison of electric potential for low frequency regime (ω = ωc/1000)
at time t = 3.25 × T (depicted by line) and stationary solution (circles). The inset
is a close-up of the region around the charged cube.
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Regime above characteristic frequency (ω  ωc)
Next, we consider the regime much higher than the characteristic frequency.
In this regime, the ions are not able to follow the electric field on a length scale
of the Debye length. Therefore, a complete electric double layer will not form on
the electrodes allowing the electric field to penetrate the fluid chamber. However,
the salt ions screening the charged proteins (or cubes in this simulation) migrate
slowly compared to the oscillating electric field. To study the exact interaction of
the ions with the electric field we chose a frequency representative of this regime,
ω = 1000 × ωc. In Figure 3.26 the charge density is shown for the initial condition
and at t = 3.35× T . The reason for choosing this time will be explained in the next
section. The charge density appears to be unchanged, which means that an electric
field oscillating at too high of a frequency is unable to diminish the electric double
layer around charged particles in an ionic solution.
Fig. 3.26: Comparison of charge density for high frequency regime (ω = 1000× ωc)
at time t = 3.35× T (depicted by line) and stationary solution (circles).
99
Characteristic frequency regime (ω ≈ ωc)
After confirming that both the low-frequency and high-frequency regime are
unsuited to disrupt the electric double layer, we simulate the system for a fre-
quency around the characteristic frequency, ω = ωc/50. This particular frequency
has shown the highest effect amongst the frequencies studied around the character-
istic frequency. The electric potential for the three regimes is summarized in Figure
3.27.
Fig. 3.27: Comparison of electric potential for the three different regimes at time
t = 3.25 × T (depicted by line) and stationary solution (circles). The slight bend
in the curves around x = 40 nm and x = 144 nm coincides with the edge of the
nanowire. The inset is a close-up of the region around the charged cube.
In the critical frequency regime, the electric potential in the fluid is between that for
the low- and high-frequency regime. The electrodes are not fully screened by the salt
ions as is the case for the low-frequency regime. The electric potential in the vicinity
of the charged cube is modified compared to the stationary case and oscillates at the
same frequency as the applied potential. The electric field is penetrating the fluid
chamber and should have an effect on the electric double layer around the charged
cube.
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In order to investigate this effect, we plot the charge density close to the charged
cube. For comparison, the charge density for the initial condition (which corresponds
to the stationary case) is shown in Figure 3.28. The charge density was only solved
for in the ionic solution, hence both the charged cube and the nanowire have no
values assigned to them and are shown as white in the color plot.
Fig. 3.28: Charge density in the ionic solution close to the charged cube for the
initial condition. The charge density is depicted by color according to the bar on the
right side of the plot. The cube and nanowire are white since the charge density is
not solved there.
The minimum charge density is observed at a time of ((2n + 1)/4 + 0.1)T . It lags
behind the maximum in applied electrode potential by 0.1× T . As an example, the
charge density is plotted at time t = 3.35 × T in Figure 3.29. The charge density
around the charged cube appears to oscillate at the same frequency as the applied
potential. The maximum is observed at (n/2 + 0.1)T , for instance at t = 3.6 × T
(Figure 3.30).
These results suggest that it is possible to alter the electric double layer around
charged particles using oscillating electric fields at appropriate frequencies. The
oscillation of the electric double layer could be measured directly. It should also be
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feasible to measure the electric field induced in the nanowire by the charged cube
whenever the electric double layer is minimized.
Fig. 3.29: Charge density at time t = 3.35 × T with ω = ωc/50. The color scale is
the same as in Figure 3.28. The plot corresponds to the minimum observed in the
charge density close to the charged cube.
Fig. 3.30: Charge density at time 3.6 × T . The plot corresponds to the maximum
observed in the charge density.
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3.6 Wireless transfer of power by a 35-GHz metamaterial
split-ring resonator rectenna3
3.6.1 Abstract
Wireless transfer of power via high frequency microwave radiation using a minia-
ture Split Ring Resonator (SRR) rectenna is reported. RF power is converted into
DC power by integrating a rectification circuit with the split ring resonator. The
near-field behavior of the rectenna is investigated with microwave radiation in the
frequency range between 20-40 GHz with a maximum power level of 17 dBm. The
observed resonance peaks match those predicted by simulation. Polarization studies
show the expected maximum in signal when the electric field is polarized along the
edge of the split ring resonator with the gap and minimum for perpendicular orien-
tation. The efficiency of the rectenna is on the order of 1 % for a frequency of 37.2
GHz. By using a cascading array of 9 split ring resonators the output power was
increased by a factor of 20.
3.6.2 Introduction
Powering devices that are not easily accessible by hard-wired power sources
or where it is impractical to regularly change batteries is an area of increasing im-
portance including, as examples, consumer electronics, healthcare and sensor ap-
plications (Pivonka et al., 2012; Olivo et al., 2011; Kim et al., 2012; Jabbar et al.,
2010; Hui et al., 2014; Goodarzy et al., 2014; Dewan et al., 2014; Chaimanonart and
Young , 2006; Ali et al., 2005). Delivering power remotely to these devices typically
involves resonant energy transduction, followed by rectification to provide usable
3This chapter was submitted January 10, 2016 and is under review as ”Wireless transfer of
power by a 35-GHz metamaterial split-ring resonator rectenna” by C. Maedler, G.Keiser, A. Yi, J.
Christopher, M.K. Hong, A. Mertiri, L. House, H.R. Seren, X. Zhang, R. Averitt, P. Mohanty, S.
Erramilli in Wireless Power Transfer
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direct-current (DC) power. After pioneering works by Hertz and Tesla on wireless
power transmission (WPT) by radio waves (Carlson, 2014; Hertz , 1893), rectifica-
tion of microwaves for highly efficient WPT was proposed in the 1960s (Brown,
1984) Higher operating frequencies enable shrinking of the receiving antenna. Fur-
ther, the use of smaller rectifiers and direct integration with the antenna resulted
in the so-called rectenna, leading to applications that include RF identification tags
(Wu et al., 1996) and implantable biomedical devices (Matsuki et al., 1996; Parramon
et al., 1997). Importantly, for many applications, batteries are either too expensive
or constitute health risks. Therefore, further scaling down of rectennas is crucial for
use in implantable biological sensors (Olivo et al., 2011; Kotanen et al., 2012).
A promising candidate for miniaturization is based on metamaterials (Alavikia
et al., 2014; Fu and Sonkusale, 2014; Hawkes et al., 2013; Wang et al., 2011), which
were first realized in 1999 (Pendry et al., 1999; Smith et al., 2000). Metamaterials con-
sist of many periodically arranged single elements, which are generally much smaller
than the wavelength of the electromagnetic radiation. This allows for the composite
material to be described by macroscopic properties, such as electric permittivity and
magnetic susceptibility. One of the most-studied metamaterial elements is a split
ring resonator (SRR), which is essentially a loop with a small gap constituting an
LC resonator. By varying the geometry of the SRR, its resonance frequency can
be tuned independently of its size. The resonance frequency is usually obtained us-
ing numerical simulations but analytical models with excellent agreement have been
proposed (Sydoruk et al., 2009; Zhu et al., 2014).
Metamaterials have been extensively studied for their artificially created ex-
otic behavior and their fascinating applications, such as negative index of refraction
(Smith et al., 2000), electromagnetic cloaks (Schurig et al., 2006), perfect lensing
(Pendry , 2000) and sub diffraction imaging (Fang et al., 2005). Recently, nonlinear
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effects have been introduced and studied, with a focus on tunability of the metamate-
rial (Zharov et al., 2003). By incorporating nonlinear elements into the metamaterial
new phenomena become accesible, such as bistable behavior (Wang et al., 2008a),
harmonic generation (Klein et al., 2007; Shadrivov et al., 2008) and discrete breathers
(Lazarides et al., 2006). Coupling of metamaterials with nonlinear elements is also
necessary for their use as energy harvesters to remotely power devices with DC cur-
rent.
For the purpose of this work, a rectifying diode is incorporated into the meta-
material to convert microwave radiation into usable DC power. It was predicted the-
oretically (Ramahi et al., 2012) and has been shown experimentally (Hawkes et al.,
2013) that SRR rectennas can be used for the efficient transmission of wireless power
at frequencies around 1 GHz. However, the structures used by Hawkes et al. (2013)
were too large and thus not practical for their use in powering implantable biosen-
sors. By scaling to higher frequencies and integrating the electromagnetic functions
of SRR antenna and rectifier, we demonstrate a miniaturized WPT system at a size
smaller than the wavelength. For AC to DC conversion, we use a half-wave rectifier
circuit with a fast Schottky diode having a low on-set voltage and a smoothing ca-
pacitor. We measured the DC voltage across a load as a function of the distance and
orientation to the microwave source while varying the radiative power and microwave
frequency and estimated the WPT efficiency. In order to increase the output power,
we fabricated a cascading array of 9 split ring resonators.
3.6.3 Experimental details
Rectenna fabrication
The SRR rectenna was simulated using CST Microwave studio and designed
to have a resonance frequency at 35 GHz. The SRR was fabricated on 0.79 mm
thick Rogers Duroid RT5880 substrate (r = 2.2) by Advanced Circuits, Inc. The
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SRR material is 35 m thick copper with the following dimensions: side length 2.8
mm, microstrip width 0.2 mm, gap size 0.2 mm. In the first part of this study all
measurements were performed on single SRR elements to demonstrate the feasibility
of WPT using a metamaterial rectenna. Afterwards, multiple SRR elements were
combined in an array to increase the output power. In order to rectify the AC signal,
we integrated a half-wave rectifying circuit with the SRR. Due to the high resonance
frequency of the SRR, it is essential to use fast electrical components with low par-
asitic impedance. Furthermore, the signal generated by the SRR at power levels in
compliance with ICNIRP regulations is small (International Commission on Non-
Ionizing Radiation Protection (ICNIRP), 1998), hence we chose a low-barrier n-type
Schottky silicon diode with small threshold voltage and small footprint (Skyworks
SMS7621-060). It also features a small parasitic capacitance (C < 0.05 pF) and in-
ductance (L < 0.2 nH). The smoothing capacitor is chosen to reduce the ripple in the
output voltage (ATC 600L4R3AT200T). The output voltage Vout is measured over
a 50 Ohm load resistor using a multimeter (HP 3457A). An example of a fabricated
device is shown in Figure 3.31a.
Measurement setup
For the measurements we used an Agilent signal generator (N5183A-540), which
provided a maximum signal power of 19 dBm at frequencies above 30 GHz. We
measured the power input into the waveguide feeding the horn antenna Pin using a
power meter (Agilent N1913A) with thermocouple power sensor (Agilent N8487A).
The highest possible power fed into the waveguide above a frequency of 33 GHz was
17 dBm. For enhanced directivity of the generated microwave radiation we used
a high gain horn antenna (Pasternack PE9850/2F-20) with a cut-off frequency of
approximately 21.3 GHz. A schematic of the measurement setup is shown in Figure
3.31b. Both the horn antenna and the rectenna were fixed on an optical table.
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Fig. 3.31: (a) Single split ring resonator with rectifying circuit. (b) Measurement
setup and rectifying circuit. A signal generator supplies a signal of specific frequency
and power to the horn antenna, which emits electromagnetic radiation. This couples
with the SRR. The signal is then rectified and smoothed by a Schottky diode and
capacitor. The DC voltage is read out by a voltmeter over a load. (c) The split
ring resonator is positioned on a xyz-translational stage for movement with respect
to the horn antenna which is mounted on a rotational stage. This allows for three
dimensional, as well as, polarization dependent measurements.
The horn antenna was attached to a precision rotation stage to facilitate probing
the polarity of the SRR over the full 360 degrees. The SRR was mounted on a xyz-
translation stage which served two purposes. First, this allowed us to center the SRR
with respect to the horn antenna, and second it enabled precise distance-dependent
measurements. For all experiments the SRR was positioned with its normal parallel
to the axis between horn antenna and SRR. The setup is shown in Figure 3.31c.
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3.6.4 Results and discussion
Power and frequency dependence
We performed frequency sweeps using a LabView program which recorded the
output voltage Vout as measured by the voltmeter for each microwave frequency and
power set by the signal generator. The time between readings was set to approxi-
mately 1 second. First, we wanted to compare the simulated resonance to the actual
resonance of the SRR rectenna. For this purpose we increased the frequency from
20 GHz to 40 GHz and varied the power supplied to the horn antenna from 5 to
17 dBm while recording the output voltage. For these measurements the distance
and orientation between rectenna and microwave source was fixed. The SRR was
positioned at a distance of 3 mm from the aperture of the horn antenna, while the
rotation was chosen for maximum coupling of the electromagnetic radiation with the
SRR. The data is plotted as a color plot in Figure 3.32, where the color corresponds
to the measured output voltage.
Fig. 3.32: The DC output voltage from a single SRR was measured for different
frequencies and input powers. It is plotted logarithmically in color as shown on the
right hand side of the plot. Multiple resonance frequencies are visible in the plot.
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To compare the observed peaks to those predicted by simulation, the output
voltage is plotted for four specific input powers in Figure 3.33 together with the sim-
ulated S-parameter for transmission through a SRR. The simulation was performed
for linearly polarized electromagnetic radiation incident normal to the SRR struc-
ture, which was modeled by metal leads on Duroid substrate, but without rectifying
elements.
Fig. 3.33: (a) The data from Figure 3.32 is plotted in a linear plot where each line
represents a different input power. The scale is linear and the lines are guides to the
eye. (b) Simulated S-parameter for transmission through the SRR for comparison.
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The measured peaks around 25 GHz, 30 GHz, 33 GHz, and 37 GHz match the
simulated peaks. The measured peak around 28 GHz could be attributed to the
additional capacitance and inductance originating in the rectifying circuit, as well as
the nonlinear nature of the diode (Wang et al., 2008a), and nonradiative coupling in
the near-field (Karalis et al., 2008; Haus , 1984).
The output voltage is plotted with respect to the input power for multiple
peaks on a logarithmic scale for better visualization in Figure 3.34. The nonlinear
relationship observed here is likely due to the nonlinear nature of the rectifying
diode. For energy harvesting purposes it is actually advantageous to use a rectenna
with larger bandwidth in comparison to conventional antennas. While this is not
the case for WPT due to the lower efficiency at off-resonance frequencies, multi-
layered resonant structures with different resonant frequencies can be used to increase
bandwidth.
Fig. 3.34: The output voltage from Figure 3.32 is plotted for two resonance fre-
quencies on a logarithmic scale. The error bars are determined from the noise in the
measured output voltage. The lines are guides to the eye.
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Polarization dependence
The SRR is asymmetric, and we expect a strong dependence of the response
on the polarization of the incident electromagnetic radiation. When the electric
field is polarized parallel to the side of the SRR with the gap, a resonant LC mode
is excited. In order to show this effect, we recorded the output voltage over the
load while changing the angular orientation of the horn antenna with respect to the
rectenna. For this experiment the distance between the SRR and horn antenna, as
well as the input power, were fixed. The data is shown in the plot in Figure 3.35.
Fig. 3.35: A single SRR was positioned at a distance of 3 mm from the aperture of
the horn antenna. The input power was set to the maximum available power from
the signal generator for high frequencies. The rotation of the antenna was varied in
15 degree steps over a full circle. The DC output voltage is plotted for 3 different
resonance frequencies.
The measured output voltage is plotted as a function of the angular orientation
between SRR and horn antenna for three different resonance frequencies as identified
in Figure 3.32. For all three frequencies, peaks in the output voltage are visible at
orientations close to where the electric field plane of the horn antenna is parallel to
the side of the SRR with the gap. The output voltage drops to zero when the SRR is
rotated by 90 degrees. The variations in the peak positions are likely due to nonideal
polarization of the electric field and errors in the centering of the SRR. In any case,
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this polarization dependence shows that the resonance peaks observed in Figure 3.32
are indeed due to LC modes determined in part by the geometry of the SRR.
Distance dependence
Whether the rectenna is used for energy harvesting or WPT, the distance be-
tween microwave source and rectenna will be different for different applications. We
studied the distance dependence of the power transfer while maintaining a constant
orientation and radiation power. The data is plotted in Figure 3.36. The distance is
measured from the SRR to the horn antenna aperture. It is evident from the data
that the measured output voltage over the rectenna load decreases with distance to
the horn antenna. However, a detailed analysis of the exact relationship between
distance and output voltage is complicated by the fact that multiple peaks, most
likely due to standing waves, appear in the plot. The peak position is periodic in
distance for a single frequency and corresponds to half of the wavelength. This is
illustrated in the plot of Figure 3.36b by two rulers, which have marks at distances of
4 and 4.5 mm, respectively, corresponding to half of the wavelength of the two graphs
displayed in the plot. They align well with the observed peaks, except very close to
the horn antenna. Standing waves can be utilized to increase the power transfer by
mounting the SRR at a specific distance from a metal plane. In experiments with
such a setup the power transfer was increased by a factor of up to ten (data not
shown).
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Fig. 3.36: (a) The DC output voltage of a single SRR is plotted for different distances
in color plot as shown on the right hand side of the plot. The ripples seen in the
plot indicate standing waves resulting from reflection off of the walls. (b) The output
voltage from the color plot is plotted for two different resonance frequencies. The
wavelength for those frequencies are 8 and 9 mm, respectively. For standing waves,
maxima are, thus, expected every 4 and 4.5 mm, respectively. As a visual aid, rulers
are provided below the plot with marks corresponding to those values.
Efficiency calculation
In order to calculate the efficiency of our rectenna, we need a model of the ra-
diated power from the horn antenna. All measurements were performed at distances
between the horn antenna aperture and the SRR on the order of the wavelength.
Hence, the far-field approach is not applicable. However, there is no analytical for-
mula for the power radiated from a horn antenna in the near field, requiring numer-
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ical evaluation of the equations describing the electromagnetic fields (Metzger et al.,
1991). We modeled the radiation pattern using COMSOL, a finite-element, differen-
tial equation solver to calculate the power incident on the effective area Aeff,max of
the SRR. The effective area was determined according to Balanis (2005)
Aeff,max =
λ2
4pi ×D0 , (3.20)
where λ is the wavelength of the microwave radiation and D0 is the directivity of the
SRR. In a good approximation, we can use the directivity of a small loop antenna (D0
= 1.5) for the SRR (Hawkes et al., 2013). The power incident on the effective area
Pincident normalized by the total radiated power PRF is plotted in Figure 3.37a for
different distances of the SRR to the horn antenna aperture. This ratio is henceforth
denoted as α. The available DC power Pout from the rectenna is given by
Pout =
V 2out
R
, (3.21)
where R is the resistance of the load over which Vout is measured. The efficiency η
of our rectenna can now be calculated as
η =
Pout
Pincident
=
Pout
α× Pin . (3.22)
The input power Pin is measured by a power meter on the input to the horn
antenna waveguide for all frequencies studied. The efficiency of the rectenna is plotted
in Figure 3.37b for a specific distance (3 mm) of the data shown in Figure 3.36. It is
only an approximation because the simulation did not take into account other objects
or laboratory walls that were present during the measurements. The maximum
efficiency observed in Figure 3.37b is 1 %. This is lower compared to efficiencies
achieved and predicted by other groups (Hawkes et al., 2013; Ramahi et al., 2012;
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Fig. 3.37: (a) COMSOL simulation for the incident power on the effective area
of the SRR at different distances to the horn antenna aperture and for different
frequencies. (b) The measured efficiency of the rectenna as calculated by equation
(3) for a distance of the SRR to the horn antenna aperture of 3 mm. The data is the
same as in Figure 3.36. The lines are guides to the eye for both plots.
Zhu et al., 2011), albeit for frequencies smaller by at least an order of magnitude than
in our study. There are several reasons for a reduced efficiency. The main limiting
factor is the rectifying diode. With increasing frequency the rectifying efficiency of
the diode decreases. Furthermore, the input powers available in this study might not
have been sufficient to completely turn on the diode. A similar behavior was found
by Hawkes et al. where the efficiency increased drastically with input power (Hawkes
et al., 2013).
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Rectenna array
The maximum measured DC output power from a single rectenna was 50 µW
for an input power of 50 mW, which is not sufficient for most applications. For appli-
cations that require WPT in the vicinity of humans we need a scheme to increase the
output power without increasing the radiative power. Further, for energy harvesting
applications the ambient RF powers collected are typically small (Percy et al., 2012).
In order to increase the output power we devised and fabricated an array made up
of nine of the single element SRRs in a cascading structure. An optical micrograph
of the device is shown in Figure 3.38. The separation of the cascading wires are 8.4
mm in x-direction and 5.4 mm in y-direction.
Fig. 3.38: Rectenna array consisting of 9 split ring resonators each with 2.8 mm side
length and 24 rectifying diodes, as well as a smoothing capacitor and load resistance.
Power and frequency dependence of the array
We first positioned the array at a close distance to the horn antenna with the
electric field plane of the horn antenna parallel to the side of the SRRs with the gap
to study the frequency-dependent response of the rectenna array (Figure 3.39).
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Fig. 3.39: (a) The DC output voltage for a SRR array is plotted logarithmically in
color plot for different frequencies and input powers. (b) The data from the color
plot is plotted in a linear plot where each line represents a different input power.
The scale is linear and the lines are guides to the eye.
Similar to the single SRR rectenna we observe more than one resonance frequency.
However, the peaks are not as dominant. The measured DC voltage is higher than
40 mV over the whole frequency range from 21.7 GHz to 30 GHz for an input power
of 18 dBm. This might be due to imperfections of the individual SRRs resulting in
a shifted resonance frequency. The highest measured DC voltage is 204 mV at a
frequency of 21.85 GHz. The signal decreases for frequencies above 30 GHz. The
array was not phase matched for a single frequency because broadband operation was
desired to avoid future issues with resonance matching of transmitter and receiver
which is especially difficult for biological environments (Fu and Sonkusale, 2014).
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Further, for energy harvesting purposes it is beneficial to convert power from a range
of RF frequencies. However, the signal might cancel due to destructive interference
at certain frequencies in the chosen array structure. This will have to be improved
in future work. The input power to DC voltage relation is plotted for two different
frequencies on a logarithmic scale in Figure 3.40.
Fig. 3.40: The output voltage from Figure 3.39 is plotted for two resonance frequen-
cies on a logarithmic scale. The lines are guides to the eye. The error determined
from the noise in the output voltage signal is on the order of 1 µV and therefore too
small to display in this graph.
Polarization dependence of the array
The broad spectrum observed in Figure 3.39 could lead one to think that the
microstrips connecting the SRRs in the cascading structure act as an antenna and
are at least partially responsible for receiving the microwave radiation. In order to
demonstrate that the DC output voltage is in fact due to conversion of microwave
radiation by the SRR rectenna elements we performed polarization dependent mea-
surements. For this purpose the rectenna structure was rotated for a full turn on a
rotation stage around its normal axis and frequency dependent measurements were
taken every 15 degrees. The DC voltage is plotted in color in Figure 3.41a for all
frequencies and rotation angles. A clear polarization dependence is evident. For
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better analysis the DC voltage is plotted for 3 different frequencies and all angles in
Figure 3.41b. For all three frequencies the output voltage is highest when the electric
field plane of the horn antenna is within 15 degrees of being parallel to the side of
the SRRs with the gap. At an orientation perpendicular to that configuration the
output voltage drops below 11 mV. This suggests that most of the converted power
originates in the SRR receiving microwave radiation.
Fig. 3.41: (a) A SRR array was positioned at a distance of 3.5 mm from the aperture
of the horn antenna. The input power was set to 17 dBm, the maximum available
power from the signal generator for high frequencies. The rotation of the antenna
was varied in 15 deg steps over a full circle. The DC output voltage is plotted in
color according to the legend on the right hand side of the plot. (b) The data from
the color plot is plotted in a linear plot for 3 different frequencies. The lines are
guides to the eye.
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3.6.5 Output power of the array
An efficiency analysis for the conversion of electromagnetic radiation power to
DC power is complicated since the directivity of the array structure is not known.
We can not assume a simple loop antenna as we did for the single element SRR.
However, we can compare the total output power Pout of the array to the single
element. For this calculation we use the maximum measured output voltage over the
load resistance R of the single element (Vout = 51.7 mV, Figure 3.35) and the array
(Vout = 228.6 mV, Figure 3.41b) and calculate the DC output power according to
equation 3.21. The output power of the rectenna array is by a factor of 20 higher
than that of the single rectenna. This is higher than a factor of 9 for independent
elements.
3.6.6 Conclusion
In conclusion, we fabricated and studied the behavior of a sub-wavelength-scale
metamaterial rectenna by combining rectification elements directly into a split ring
resonator. The measured resonance peaks match those predicted by simulation. Our
device facilitates energy harvesting over a broad frequency range. The detected
polarization dependence of the rectenna shows that the resonance peaks are indeed
due to LC modes determined by the geometry of the SRR. The measured efficiency
of our rectenna is on the order of 1 %. This is in part due to the low input power
and the high frequency used in this study. We observed standing wave patterns due
to reflection of the microwave radiation off the walls in the building, which might
serve as a power transmission enhancement scheme by incorporating a metal plane
at a specific distance behind the rectenna. Preliminary results show an enhancement
in efficiency by up to a factor of 10. In order to improve the efficiency further
the rectifying circuit should be optimized (Hagerty et al., 2004; Curty et al., 2005).
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In an effort to increase the output power we fabricated and studied an array of
nine of single SRRs. Here, we observed a broadband wireless power transfer from
frequencies between 21.7 GHz and 30 GHz with the highest DC output power at 21.85
GHz. Compared to the single element SRR rectenna we achieved a DC power output
increase of a factor of 20. The successful demonstration of WPT using a metamaterial
rectenna structure should stimulate further research on possible applications of those
structures, such as wireless powering of biological implants and sensors, or remote
sensor networks.
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3.7 Wireless powering of a silicon nanowire biosensor.
After studying the SRR rectenna regarding its frequency, distance, and polar-
ization dependence, we implemented a circuit to test its use as power source for our
silicon nanowire biosensor. To demonstrate the feasibility of wireless operation, a
Light-Emitting Diode (LED) was used as indicator of solution pH. Upon decreasing
the pH of the fluid surrounding the nanowire below a certain threshold, a warning
light turns on. The details of this experiment are described in the following.
First, a constant source-drain voltage is required to maintain a stable back-
ground signal for the nanowire conductance. However, as was shown in section
3.6, the output voltage from the rectenna varies significantly with distance to the
microwave source. To provide a steady voltage that is higher than the threshold
voltage of the LED, we used a voltage step-up converter and power manager from
Linear Technology (LTC3108EDE-1). The DC voltage from the rectenna is fed to
this power manager, which uses a step-up transformer, charges a storage capacitor,
and provides a constant output voltage Vout of 4.5 V. This is used to both apply
the source-drain voltage, and power a comparator with built-in reference of 1.182
V (Linear Technology, LTC1540). Arranging the nanowire sensor together with a
potentiometer in a voltage divider configuration (Figure 3.42) allows comparing the
resistance of the nanowire RNW to a variable resistance Rvar. The comparator only
supplies power to the LED, if the voltage at its plus-terminal Vplus exceeds the built-in
reference voltage
Vplus =
Rvar
Rvar +RNW
Vout. (3.23)
The resistance of the silicon nanowire depends on the pH of the solution in the fluid
chamber. Once the resistance-pH dependence is known (from calibration experi-
ments), the resistance of the potentiometer may be adjusted according to equation
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Fig. 3.42: Comparator circuit for threshold detection of solution pH or biomarker
concentration. Microwave radiation is emitted by a horn antenna (top right) and
converted to DC power by the SRR rectenna. The voltage is increased and stabi-
lized by the power manager, which supplies a constant voltage to the nanowire and
comparator. The latter is used to compare the resistance of the nanowire to a po-
tentiometer in a voltage divider configuration and supplies power to an LED only if
the input voltage is greater than a built-in reference.
3.23 to set a desired threshold for the pH. For the experiment, a power of 100 mW
was supplied to the horn antenna using a network analyzer from Agilent (N3383A)
with frequency multiplier. The experimental setup and result is shown in Figure 3.43.
The solution injected into the fluid chamber on the left picture has a pH of 7 while
the solution used in the right picture has pH 5. The LED lights up when the solution
pH is lowered to 5. As mentioned previously, the threshold was set by adjusting the
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potentiometer. Reversed operation, which detects an increasing pH, is also possible
but was not tested as part of this thesis. The result shows the successful wireless
operation of the silicon nanowire sensor via microwave radiation converted to usable
DC power by the SRR rectenna. Modifying the silicon nanowires with antibodies for
the detection of biomarkers as shown in section 3.3 will produce wireless biosensors.
Fig. 3.43: Experimental setup for the wireless powering of a silicon nanowire sensor.
The horn antenna is suspended above the rectenna which is connected to the power
manager. The comparator circuit is set up on a breadboard. On the left picture
solution with pH 7 is injected from the corresponding syringe into the fluid chamber
surrounding the nanowire. In the right picture solution with pH 5 is injected from
the other syringe which results in the LED lighting up.
Chapter 4
Conclusion
We successfully fabricated and functionalized silicon nanowire FETs for the
quantification of protein biomarker concentration in solution. In the process, we
expanded our knowledge in biochemistry, solid-state, surface and fluid physics, mi-
crowave radiation, and data analysis to improve the sensitivity and specificity of such
devices, as well as implement an energy harvesting rectenna operating between 20
and 37 GHz for their wireless powering.
In particular, we studied each step of the protocol with which antibodies were
immobilized on the nanowire surface using FTIR to investigate the silane binding,
fluorescence microscopy to study the coupling chemistry, and ELISA to measure
the antibody coverage. A signature for APTES was found in the FTIR spectrum
and a concentration-dependent fluorescence signal was observed on silanized chips
incubated with different concentrations of NHS-modified fluorescein, suggesting that
silanization and NHS-coupling are successful. However, the ELISA results indicate
high non-specific binding of antibody on non-silanized alumina surfaces. A proposed
future improvement of the binding strategy thus includes a mixed silane layer with a
molecule such as Polyethylene Glycol (PEG) to prevent non-specific binding (Figure
4.1).
We successfully reduced the conductance noise in silicon nanowires caused by
fluid, surface, and temperature fluctuations by designing, fabricating, and employing
a nanowire Wheatstone bridge. We demonstrated increased SNR, as well as increased
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Fig. 4.1: Surface layer consisting of APTES and PEG molecules covalently bound
to the nanowire surface.
stability of the background signal upon balancing of the bridge by appropriately
biasing the top gates above two of the sets of wires. Using a balanced Wheatstone
bridge for biomarker sensing should therefore increase the LOD.
A single wire set configuration was used to quantify the concentration of the
potential melanoma biomarker TROY in a buffer solution. The antigen-antibody
binding kinetics could be extracted from the real-time conductance signal by approx-
imation with a simplified two-compartment kinetics model. The dominant mode of
antigen transport in the fluid chamber was calculated to be convection on the basis of
the Pe´clet numbers of the system. The association and dissociation constant of the
antigen-antibody complex on the surface of the nanowire was thus determined to be
(5 ± 1) × 106 s−1M−1 and 0.13 ± 0.01 s−1, respectively. Comparing the adsorption
of BSA on the surface reveals a very different time scale, enabling the differentiation
between specific and non-specific binding.
In order to achieve ultra-high sensitivity, an amplification approach was adopted
from traditional immunoassays. The amplification is achieved by employing a redox
reaction catalyzed by an enzyme coupled to an antibody, which binds to a different
epitope on the antigen of interest than the capture antibody (covalently bound to
the nanowire surface). The change in redox potential is measured with the silicon
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nanowires. Deviating from the label-free method resulted in a high sensitivity to the
cardiac biomarker cTnI (< 100 pg/ml) but comes at the cost of additional incubation
steps. Future studies are necessary to investigate reproducibility and non-specific
binding.
The holy grail of silicon nanowire biosensing is detection of biomarkers in whole
blood despite the high salt concentration shielding the charges of the biomarkers on
a length scale of 1 nm. A strategy to decrease the electrostatic screening is disrupt-
ing the electric double layer via high-frequency electric fields. We demonstrate the
feasibility theoretically using a finite-element differential equation solver (Comsol)
to solve the coupled Nernst-Planck equation and the Poisson equation for the elec-
trolyte. A characteristic frequency is identified at which the electric double layer
oscillates with the frequency of the voltage applied to the side electrodes.
Thus far, silicon nanowire biosensor research was focused on invitro detection
of biomarkers, however, their small size and low power consumption make them ideal
candidates for invivo monitoring of protein concentrations. One challenge will be to
power the sensor wirelessly. We developed and studied an energy harvesting rectenna,
which converts microwave radiation into usable DC electric power. We confirmed
the LC modes determined by the geometry of the rectenna to be responsible for the
conversion of radiative energy into electric energy. The low efficiency of a single
split-ring resonator rectenna (1%) was attributed to the rectifying diode. However,
a 20-fold increase in DC power output was obtained by using an array of split-ring
resonators. Finally, we demonstrated pH sensing with a wirelessly powered silicon
nanowire FET using a simple comparator circuit.
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