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Abstract.
In practice, almost, akl dynamic systems require decisions to be made online, without full knowledge of their future impact on the system. We introduce a general model for the processing of sequences of tasks and develop a general online decision algorithm.
We show that, for an important class of special cases, this algorithm is optimal among all online algorithms.
Specifically, a task system (S, d) for processing sequences of tasks consists of a set S of states and a cost matrix d where d(i, j) is the cost of changing from state i to state j (we assume that d satisfies the triangle inequality and all diagonal entries are 0.) The cost of processing a given task depends on the state of the system.
A schedule for a sequence T', T2 + . * Tk of tasks is a sequence 8'9 -52 -: e Sk of states where si is the state in which T' is processed; the cost of a schedule is the sum of all task processing costs and state transition costs incurred.
An online scheduling algorithm is one that chooses si only knowing T' T2 -* * T'. Such an algorithm operates within waste factor w if, on any input task sequence, its costs is within an additive constant of w times the optimal offline schedule cost. The online waste factor w(S, d)
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I. Introduction
Computers are typically faced with streams of tasks that they have to perform. It is usually the case that a task can be performed in more than one way. For example, the system may have several possible paging schemes available or the same piece of data may reside in several files each of which can be accessed. The decision as to how to perform a particular task impacts the efficiency of the system in two ways: 1) the cost of the present task depends on how it is performed and 2) the state of the system upon completion of the task may effect the cost of subsequent, tasks.
There are many other situations in which present actions influence our well being in the future.
In economics, one often encounters situations in which the choice between present alternatives influences the future costs/benefits. This is, for example, the case in choosing an investment strategy, e.g., in selecting among investment plans with different, interest rates and time spans.
The difficulty is, of course, that we have to make our decision based only on the past and the current task we have to perform.
It is not even clear how to measure the quality of a proposed decision strategy. The approach usually taken by mathematical economists is to devise some statistical model of the future and act on this basis. This is the starting point of the theory of Markov Decision Processes [HS\. More precisely, consider a system for processing tasks that can be configured into any of a possible set S of states (we will take S to be the set (1, 2 ,..., n 1). For any two states i and j there is a nonnegative transitialn cost d(i, j) associated with changing from i to j. We always assume that the distance matrix d satisfies the triangle inequality,
and that the diagonal entries are 0. The pair (S, d) is called a task system. For any task T, the cost of processing T is a function of the state of the system so we can view T as a vector T = (T(l), T(2) ,..., T(n)) where T(j) is the cost of processing the task while in state j. An instance T of the scheduling problem consists of a pair ; T' 7-2 . . a Trn, $0) where A schedule for processing a sequence T = T' T2 . * * Tm of tasks is a function u : (0 ,..., m f + S where a(i) is the state in which T' is processed (and a(O) = so). The cost of schedule u on T is the sum of all state transition costs and the task processing costs: c(T ; a) = i; d(a(i -l), a(i)) + 5 T'@(i)) . i=l It will be convenient to view the jth task being processed during the time interval [i, i + 1). A scheduIe 0 is also specified by sequences of state transitions and transitions times. Specifically 1 5 t, < t, < * * . < t, is the sequence of times at which a state change occurs and s = sr, s2 ,..., Sk 'is the order in which states are visited (the states are not necessarily dist;nct but sier # Sj for each j).
A scheduling algorithm for (S, d) is a map A that associates to each task sequence T a schedule o = A(T). Th e cost of algorithm A on sequence T, denoted cA(T) is defined to be c(T; A(T)).
It is easy to construct a dynamic programming algorithm that gives an optimal (minimum cost) schedule for any task sequence; we denote this optimal cost by c,(T). This algorithm is an offline computation since the choice of each state may depend on future tasks.
In an online scheduling algorithm, the jth state CT(~) of the resulting schedule 0 is a function only of the first i tasks T' T2 . * -T' and so; that is, the tasks are received one at a time in order and the algorithm must output a(i) upon receiving T'. To measure the efficiency of an online algorithm A as compared to the optimal (offline) algorithm, we say that algorithm A has waste factor at most w if CA(T) -wco(T) is bounded for any finite task sequence T. The waste factor, w(A ) is the infimum of all such w. The waste factor of the task system, w(S, d), is the infimum of w(A) over all online algorithms A.
if the transition cost matrix is symmetric, i.e., d(i, j) = d(j, z') we say that the task system (S, d) is metrical.
Our main result is that the waste factor of every metrical task system on n states is independent of d:
For any metrical task system (S, d) with n states w(S, d) = 2n -1 .
In many situations the matrix d is not symmetric since the cost of switching between two states may be more expensive one way than the other. In fact our algorithm can be used to give an upper bound in the general case.
The work in this paper was motivated by the goal of developing a general theory of online algorithms for sequential decision problems. Let us explain how it relates to some of the work done in particular cases, for instance, sequential search of a list. In this case, online algorithms have been developed that give a waste factor of at most 2 ([ST]). H ow does this square with our result, that there is an n( ISI) lower bound on the waste factor for any metrical task system? The difference is that in the sequential search problem and in other particular problems, the possible tasks are restricted to a very special set, while in our model we allow arbitrary tasks. The next step in this research is to determine what types of restrictions on the set of tasks result in constant waste factors. Since d satisfies the triangle inequality, it is easy to show that l.',(d) 5 n -1, and so w(S, d) 5 (n -1) (2n -1) for any task sequence. We do not believe that this is best possible; our guess is that an O(n) waste factor is always achievable.
In section 2, we prove the lower bound of 2n -1 for metrical task systems. We begin by formulating the situation as a game between an online scheduler and a taskmaster.
We then show that a particular strategy for the taskmaster forces a waste factor of 2n -I. The upper bounds of Theorems 1.1 and 1.2 are proved by explicit description of online algorithms.
These algorithms are most easily described as operating in continuous time (allowing nonintegral transition times). In section 3 we precisely define such algorithms and show that they are easily converted to discrete time algorithms.
In section 4, we describe a simple class of algorithms called nearly oblivious algorithms, whose behavior depends only very weakly on the input task system. In section 5 we give a simple algorithm that achieves a waste factor of at most S(n -1) when d is symmetric.
Finally in section 6, we present the algorithm promised by Theorem 1.2.
II. Cruel Taskmasters and a lower bound
We can view the operation of an online algorithm as a game between the taskmaster and the scheduler, in which the taskmaster and scheduler alternate moves; in the ith round the taskmaster provides the task T' and then the scheduler chooses o(i). To prove a lower bound we will define a simple set of strategies for the taskmaster and show that they can be used to force a waste factor arbitrarily close to 2n -1. To prove a lower bound of 2n -1 on the waste factor of an arbitrary algorithm A, it will be convenient to define the waste factor of A with respect to an infinite task sequence T as follows:
e-e T"') '
From the definition of w(A) it is easy to prove:
Lemma 2.1. 1f T is an infinite task sequence such that cA( T1 T2 * * * Tm) is unbounded, then the waste factor of A is at least wT(A ).
The lower bound on w(S, d) now follows from Note that the times t'l < t', < -* * with t 'k = t, + 1 define the times at which the taskmaster changes tasks.
Before proving the lemma, let us see how this implies Theorem 2.2. We have, for k '2 1 and ( > 0, thle optimal offline cost is
In the time interval 11, tlk) the cost incurred by A for state transitions is interval [I, t'k] g iven that the system is in state s at time t',.
Lemma 2.:3. For each k 2 1
Hence the ratio of online cost to offline cost is at least
We now use dynamic programming to upper bound the cost of an optimal offline schedule. For s E S and k 2 1, define bk(s) to be the cost of the optimal offline schedule during the The first claim is obvious, since staying in state s adds no cost between time t/k-I and t',. The second follows from the fact that the offline algorithm has the option of staying in state skBl durino the interval [t'kpl, t'k) or staying in state 0 sk and moving to Sk-l at time t',. Now we prove the lemma by induction on k. 
III. Continuous time schedules
Because of the discrete nature of our problem, all state transitions occur at integer times. It will be useful to consider schedules in which transition times are allowed to be arbitrary nonnegative real numbers. Such continuous time schedules are not really possible in our model, but we will see in Lemma 3.1 that any such schedule can be converted easily to a discrete time schedule that is at least as good. The advantage of introducing continuous time is that the algorithms we will define in the next sections are easier to describe. [a, b) . The endpoints of these intervals represent times for transitions between states. As before, (T can be described by the sequences sl, s2 ,...) Sk and t, < t, < * . . < t, where state si is entered at time ti; the only difference is that the ti need not be integers.
The cost of processing task T' under this schedule is given by i+1 L dt 7+(t)) , that is, the cost is the convex combination CA, T'(s) where X, is the proportion of the time interval spent in state s. The total cost of the schedule is An online continuous time scheduling algorithm (CTSA) is one that schedules the time interval [i, i + 1) upon receipt of task T'. The algorithms we describe in the next three sections are CTSAs.
We now show that any such algorithm can be. converted into an online discrete time scheduling algorithm (DTSA) that is at least as good on any task sequence. Proof.
We define A as follows.
On task sequence T, the schedule CT produced by A is given by
where Sj is the set of states visited by algorithm A' during the time interval jj, j +l). Since A' is online, a(j) is computable from so and 'l-1 7'2 . . . Tj. Furthermore we claim that the cost incurred by algorithm A is at most the cost incurred by A '. This follows from (1) By th e d f t e mi ion of a(j), the sequence of states visited by A up to time j is a subsequence of the states visited by A '. Hence, by the triangle inequality, the total transition cost for A is at most that for A'.
(2) The cost of processing task j in A' is a convex combination of Ti(s) for s f Si and hence is at least Tj(a(j)). n IV. Nearly oblivious algorithms and traversal algorithms
The online CTSAs that we will present will be of a very special type, called nearly oblivious, because their behavior depends only very weakly on the input task sequence. Specifically, such an algorithm is-specified by two infinite sequences, S()SIS2 ---of states (so is given), and coc1c2c3 * * * of posit,ive reals, and produces a schedule as ~follows:
(1)
The states are visited in the sequence St, !i2, S3, -* . independent of the input task. sequence.
(2) The transition from state sj to sj+r occurs at the instant in time tit, when the total processing cost incurred since entering si reaches cl. Hence, tj +i is defined so that r', 11-l
Such an algorithm clearly operates online. We say it is periodic with period k if, for j > k, Sj = Sj-k and Cj = Cj-k.
A periodic algorithm is a traversal algorithm if for each j, Cj = d(sj, Sj+l), that is, the processing cost in state j is equal to the cost incurred in the transition to state Sj+l. A traversal algorithm (with period k) is completely specified by the sequence T = SOSlS2 . * -Sk (=su) which is called a traversal of S. 
V. A good traversal algorithm
We now construct a traversal algorithm that achieves an 8(n -1) waste factor on metrical task systems. MST into two smaller trees MST, = (S,, E,) and MST, = (S, , E2) with ti f S, and v E S,. For i = 1, 2 let Ti be the inductivety constructed traversals for Sj, and let y qML be the maximum of the modified edge weight in Ei. Starting at 11, r consists of M-M, cycles of rl, followed by the edge ;u, V) followed by 2"-M2 cycles of r2, followed by the edge (v, u) . (Here we cyclically permute r1 (resp. T2) if necessary so that it begins and ends at 'II (resp. r). Proof.
We will show that B's transition costs plus the task costs incurred while B is in the same state as A (s') is at least Z"-'.
We proceed by induction on I,!3 1, where E defines the MST. For the basis, El = 1, say T' is u-+2,+21. Thus d( 21, u) >_ P-? If algorithm B makes an edge traversal then we are done. Otherwise B stays at some state (say u). Since A(r) incurs a cost d(u, u) while in state u , so does B.
For I,!?) > 1, let ( u, v) be the edge of maximal weight and MST,, MST, be as in the construction of 7*. Case 1. During a cycle of A (T*), B moves from some state in S, to some state in S, (or vice versa).
Then, since MST is a minimum spanning tree, this transition costs at feast
Case 2. B stays in some S, (say S,) during the cycle.
6)
(ii)
IS,1 = I, so S, = 1 u 1. Then B remains at u throughout the cycle. By the definition of A(r), a task cost of at least
is incurred by B while NT*) is in 21.
IS',1 > 1. Let 2"' be the maximum modified weight in MST;. Assume first that the traversal T' begins at u or at a vertex in S,. Then the portion of the &p-M, cycle spent in S, consists of I cycles of rr. By the induct.ion hypothesis, B incurs a cost of 2'"'-1 in each cycle, for a total cost at least 2"-'. If instead 7' begins at a vertex s f u in S, then the argument is almost the same except that one of the traversals of r1 by A(r) is interrupted by a visit to SD and then resumed later. Consider the moves of B while A (r') crosses (u, v) , completes its traversals of TV and crosses (v, u) . Say that during this time B moves from state s' to s". By the triangle inequality, and since our lower bound for B disregards the task cost it incurs while A (7 *) is in S,, the relevant cost to B is only reduced if B waits in state s' until A (r*) returns to u, and then moves to s ". Thus we can treat this exactly as before.
VI. An algorithm with waste factor (2n -1) e(d)
We now define a nearly oblivious algorithm for every task system (A', d) and prove that it has waste factor (2n -1) ti( d). We will need to specify the sequences Slj SC& s3 --' and co7 Cl, c2, --* as described in section 4. It will be useful to define, at the same time, a sequence f,> f27 * * * of functions from !i to the reals.
We define Sk, fk inductively as follows:
so is given, The nearly oblivious algorithlm defined by 1 Sk ) and ; ck 1 above is denoted A;. We prove: Let T = T' T2 * * * T" be any task sequence. Let t, < t, < * * * t, 5 M be the (continuous) times at which A; prescribes state transitions;
Sk is entered at time tk. Let hk(s) be the cost incurred by an optimal offline algorithm up to time tk, subject to its being in state s at time tk. We will prove ,three lemmas. On the other hand, c,(T) 2 minh(s) 2 min jr(s) , 9 B
