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The Thesis proposes a new theoretical framework for the study of electronic stopping of
particle projectiles in crystalline solids. It does not rely on perturbative or linear response
approximations. Moreover, it goes beyond nonlinear models for the homogeneous electron
gas, which assume ideal metal hosts. The theory exploits a discrete symmetry in the
trajectory of the projectile following a direction of crystalline periodicity, which allows
a treatment based on Floquet theory for time-periodic systems. Floquet theory allows to
find the solutions of time-periodic Hamiltonians through the same techniques used in time-
independent problems: this provides the new framework with an intrinsic advantage over the
the real time first principles calculations that are currently employed for analysing electronic
stopping, which rely on the explicit solution of the time-dependent Schrödinger equation,
and are therefore very computationally expensive. The (stroboscopic) stationary solutions of
the stopping problem are found using a Bloch-Floquet scattering treatment. The expressions
for electronic stopping of previous perturbative and nonlinear models are readily recovered
from the theory in the corresponding limits. The so-called “threshold velocity effect” for
stopping is analysed and interpreted using quasienergy conservation, and it is suggested
to display a much richer behaviour compared to both experimental observations (due to
limited resolution), and previous phenomenological theoretical explanations. A method
for numerical calculations is proposed: it is based on a tight-binding model, in which a
time-evolving localised basis set is introduced to allow the treatment of the moving crystal in
the projectile frame of reference and a Dyson equation can be solved for the Green’s function
in the local basis set. While the model is presented for the one-band tight-binding model for
simplicity, it can be generalised to higher dimensions and to arbitrary number of basis states
per unit cell. In addition, other fundamental questions on this paradigmatic nonequilibrium
problem, such as the adiabatic limit for a slow projectile, are discussed.

Table of contents
1 Introduction to electronic stopping 1
1.1 Overview and historical context . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Early analytical models . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.4 Lindhard’s linear response theory for stopping . . . . . . . . . . . . . . . . 9
1.5 Nonlinear theory for metals . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.6 Nonlinear theory for finite velocity and related models . . . . . . . . . . . 12
1.7 Threshold velocity effect . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.8 Many-body effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2 Floquet theory for time-periodic Hamiltonians 23
2.1 Floquet Formalism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.2 The t-t ′ formalism and Floquet Green’s function . . . . . . . . . . . . . . . 30
2.3 Some properties of Floquet systems . . . . . . . . . . . . . . . . . . . . . 32
3 Floquet theory of a projectile in a crystal 37
3.1 Moving to the projectile reference frame . . . . . . . . . . . . . . . . . . . 37
3.2 Galilean Transformations in quantum mechanics . . . . . . . . . . . . . . 39
3.3 Transformation of Bloch states . . . . . . . . . . . . . . . . . . . . . . . . 41
3.4 Asymptotic states in electronic stopping . . . . . . . . . . . . . . . . . . . 42
3.5 Phenomenology of the threshold effect using Floquet quasienergy conservation 45
3.6 The adiabatic limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
4 Bloch-Floquet electronic stopping 55
4.1 Summary of free-particle scattering . . . . . . . . . . . . . . . . . . . . . 55
4.2 Stopping power with Bloch-Floquet scattering theory . . . . . . . . . . . . 58
4.3 Bloch-Floquet scattering states derivation . . . . . . . . . . . . . . . . . . 60
4.3.1 One-dimensional case . . . . . . . . . . . . . . . . . . . . . . . . 60
xii Table of contents
4.3.2 Three-dimensional case . . . . . . . . . . . . . . . . . . . . . . . 62
4.4 Derivation of the electronic stopping power . . . . . . . . . . . . . . . . . 65
4.4.1 1D Bloch-Floquet energy transfer rate . . . . . . . . . . . . . . . . 65
4.4.2 3D Bloch-Floquet energy transfer rate . . . . . . . . . . . . . . . . 66
4.4.3 Bloch-Floquet stopping power: expression and analysis . . . . . . . 67
5 Gliding basis set for electronic stopping 73
5.1 Tight-binding chain in time-periodic basis . . . . . . . . . . . . . . . . . . 73
5.1.1 Tight-binding chain and nonorthogonal basis states . . . . . . . . . 73
5.1.2 Static tight-binding chain with time-dependent localised basis . . . 77
5.2 Gliding basis set for a moving projectile in a crystal . . . . . . . . . . . . . 83
5.3 Introducing the projectile: Dyson equation . . . . . . . . . . . . . . . . . . 87
5.4 Scattering states in gliding basis, Dyson equation for realistic projectiles . . 89
5.5 Local density of states in the Fourier-gliding basis . . . . . . . . . . . . . . 92
5.6 Summary and next steps . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6 Conclusions and Outlook 97
References 101
Appendix A 111
A.1 Joint density of states (JDOS) . . . . . . . . . . . . . . . . . . . . . . . . . 111
A.2 Evaluation of the threshold velocity integrals . . . . . . . . . . . . . . . . 112
Appendix B 115
B.1 Derivation of the perturbative expression for stopping . . . . . . . . . . . . 115
Appendix C 117
C.1 Gauge function choices for the gliding basis . . . . . . . . . . . . . . . . . 117
C.2 Time-dependent Schrödinger equation in a time-evolving basis set . . . . . 118
Chapter 1
Introduction to electronic stopping
In this Chapter electronic stopping of ion projectiles is introduced, and the most widely used
theoretical and computational models used for its description and for numerical calculations
are outlined. Specifically, Lindhard linear response theory and the non-linear model for the
homogeneous electron gas (jellium) developed by Echenique, Nieminen and Ritchie [1] –and
its higher-order extensions using time-dependent density functional theory (TDDFT)– which
are the most widely applicable theoretical paradigms, are described. Additionally, an effect
that is referred to as the threshold velocity effect in stopping processes in semiconductors
and insulators is introduced.
1.1 Overview and historical context
The effect of particle penetration in matter is one of the oldest and most widely studied
problems in modern physics, whose experimental observations started even before the
knowledge of the fundamental constituents of matter. Experiments conducted around 1850 in
gas-discharge tubes were not completely understood until many decades later, when beams
of electrons were identified by Thomson in 1897 and of ions by Goldstein in 1902, paving
the foundations of atomic physics. Since then, it became clear that the observed surface
modification effects such as wear caused by sputtering –the ejection of particles from a
surface caused by energetic beams of particles– were of relevance, and that understanding
the interactions between particles and matter was of paramount importance [2].
Furthermore, those experiments inspired the realisation of more complex investigations on
the interaction of particles with matter. Moreover, the discovery of radioactivity, with alpha
and beta rays penetrating matter much more deeply than what was possible with discharged-
gas particles, allowed for better and more sophisticated quantitative measurements of the
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ion-matter interactions. Indeed, one of the most important and clear effects observed when
particles shoot through matter is that they slow down, losing energy. The oldest paper about
energy loss of radiation in matter, which will be later defined as the stopping power of the
target on the projectiles, is by Bragg and Kleeman in 1905 [3]. Stopping power is defined as
S = −dE/dx, the projectile loss of energy E per unit path length x: it has the dimensions
of a force and it is, in practice, the force exerted on the projectile by the constituents of
the solid. A few years later, Rutherford [4] established the nature of the atomic nucleus by
analysing the interaction of alpha radiation with matter, introducing important ideas such as
the scattering cross-section, which is a fundamental concept in scattering theory to describe
particle-particle interactions. A general result, which emerges from Rutherford’s formula for
the energy transfer from an incoming charge to stationary target particles, is that the stopping
due to the electrons in the target material (electronic stopping Se) dominates at high particle
velocity (v ≫ vF , vF denoting the Fermi velocity) compared to the nuclear stopping Sn. In
this range, nuclear collisions represent just a small perturbation, since the scattering cross
section is very small. For slow particles, both nuclear stopping and electronic stopping are
relevant. Nuclear stopping refers to the collision processes between the projectile ion and the
atomic nuclei of the target, mediated by electromagnetic interaction. Since the bare charge
of the nuclei is screened by the bound electrons, nuclear stopping can be well approximated
within the framework of classical scattering theory [5].
The type of particles, or projectiles, creating damage when propagating in a medium can
be either coming from outside the medium (cosmic rays or products of radioactive decays
such as alpha particles, etc.), or nuclei of the medium itself, whenever the nuclei themselves
get accelerated via a knock-on collision with incoming projectiles. In this way, they are set
into motion with an energy that is high enough to cause them to be ejected from their original
sites. Projectile types in stopping processes can have a wide range in both energy and weight.
For instance, projectiles can be high-energy neutrons (∼ 10 MeV) created by radioactive
decays or very high-energy cosmic rays, going up to the GeV scale. However, they can also
be slow or intermediate-velocity heavy or light charged particles set in motion from collision
cascades, whose energy can range from a few keV to hundreds of keV. Moreover, light,
intermediate and heavy projectiles are normally classified according to their atomic number
with Z1 ≤ 2, 3 ≤ Z1 ≲ 18 and Z1 ≳ 19 respectively [6]. Even in the range where the energy
is mainly lost to the electrons, experimental results show that damage along the projectile
track can be explained by the energy transfer between the highly-excited electrons and the
nuclear subsystem. The true mechanism of this ion track formation is debated [6], but the
most studied models include Coulomb explosion [7], where the ejection of electrons from
the region allows for a strong bare repulsion between the nuclei in the track; the thermal
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spike model, instead, attributes the displacement track to local melting of the material due to
the very high temperature reached by the electron system, and subsequent energy transfer to
the ions through electron-electron and electron-phonon interaction [8]. The electron-phonon
interaction properties are therefore very important in stopping processes, and considerable
theoretical efforts have been dedicated to their modelling [6]. Regarding the inclusion of ion-
ion many-body interactions responsible for nuclear stopping, this is usually achieved using
molecular dynamics (MD) [9]. All of the above processes, which include thermal, ballistic,
hydrodynamic, classical and semi-classical dynamics of the atoms, describe the stages of
what is usually referred to as collision cascade, started by some initial event that causes an
energetic projectile to shoot through a material [6]. However, the nonadiabatic response of
the electronic system to the large perturbation of the projectile (especially at medium and
low velocities) is generally ignored by the aforementioned models. Even when the effect of
the electrons is taken into account, such as in MD, the electrons are usually treated using
the Born-Oppenheimer approximation [9, 10], where the electrons instantaneously adjust
their state to the dynamics of the ions. In fact, the electronic excitation process in response to
the projectile perturbation is important in almost all classes of stopping media, projectiles’
energy ranges and atomic numbers, and its accurate description is of fundamental relevance.
When analysing electronic stopping processes, there are various ways in which the energy
loss of the projectile can be modelled. For instance, the electrons in the medium can be
treated classically or quantum mechanically; electrons in metals can be treated as a free-
electron gas, or one can consider the collective excitations induced by the field given by the
charged projectile. From the theoretical side, the most important early contributions for the
modelling of electronic stopping in matter were the models developed by Bohr, Bethe and
Bloch [11–13], and later on by Fermi and Teller [14]. Bohr’s model evaluates the energy
transfer between a point charge and the classically-bound electrons in the material modelled
as harmonic oscillators, whereas Bethe’s formula uses a perturbative quantum scattering
theory for free electrons (1st Born approximation) to get an expression for stopping. Together
with Bloch’s correction, these models represent good approximations at high velocities of the
particles compared to the Fermi velocity of the electron system (v ≫ vF ), where electronic
stopping has the strongest contribution and the projectile acts as a weak perturbation to the
electron system. The model of Fermi and Teller, on the other hand, looks at the opposite
limit of the free-electron model, namely the case where the projectile velocity is less than
the Fermi velocity. In this case, the predicted electronic stopping has the form Se ∝ v, which
is in agreement with the observed electronic stopping of most metals. In 1954, Lindhard
introduced a linear-response theory for stopping in a free electron gas [15], which takes
into account the force acting on the projectile due to the induced change in an electric
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field. In fact, in [15] Lindhard characterises the expression for the dielectric function of the
stopping medium through a density-density response function which is now widely known as
Lindhard function. The derived expression for stopping can be regarded as the link between
the Fermi-Teller and Bethe approximations.
However, since radiating particles in many cases can hardly ever be considered weak
perturbations, theories are needed to treat the response of the electrons in materials beyond
Lindhard’s paradigm, especially at low velocities and at electron densities that in a real
material can be too high to be modelled with linear response. A fundamental step in this
direction was made by Ferrell and Ritchie in 1977 [16]. They proposed an approach based on
considering electrons at the Fermi surface as being scattered by the screened potential of the
ion, thus deriving a nonlinear expression for stopping at v ≳ 0. Interestingly, the same model
is valid when considering an impurity in a metal, thereby calculating the contribution to the
resistance due to electron scattering: this case was analysed much earlier in the 1st Born
approximation by Mott and Jones [17]. Ferrell’s and Ritchie’s approach was pursued shortly
afterwards by Echenique, Nieminen and Ritchie [1], who managed to perform calculations
with this nonlinear theory using Density Functional Theory (DFT). In their work, through
DFT calculations, the screened potential of the projectile could be calculated more accurately
compared to the heuristic approximations used by Ferrell and Ritchie, providing very accurate
material-specific results. This approach proved to be very accurate for metals and, even
though strictly valid in the v → 0 limit, proved to be reliable in predicting the stopping
properties of a wide range of target materials for velocities up to vF [18]. An example of
many of the nonlinear effects that can be analysed from the model in [1] are, for instance, the
oscillations in Se as a function of the projectile ion nuclear charge Z1, termed Z1 oscillations.
However, there are materials classes whose nonlinear stopping properties cannot be
modelled with Echenique’s approach. This is because the method is fundamentally based on
a description of the electrons in the material as a free, noninteracting electron gas (jellium),
and it is derived in the limit v → 0, which accurately predicts the properties of certain
metals, e.g. s− p bonded metals [19, 20], as well as the Z1 oscillations. However, the
behaviour of ion projectiles in noble metals, semiconductors and wide-gap insulators cannot
be accurately described [21, 22]. Although the theory has been extended to finite velocities
for the projectile [23–26], the main limitation is that treating the electrons in the jellium
approximation cannot access nontrivial effects caused by the electronic structure of the
stopping medium. An example is given by the appearance of a minimum velocity for the
onset of electronic stopping in gapped materials, the threshold velocity effect [27–31] (this
phenomenon is reviewed in more detail in Section 1.7): the jellium approximation predicts
electronic stopping to be Se ∝ v at low velocities, failing to capture this important effect.
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Other methods for electronic stopping calculations, which allow for a treatment of the
electrons beyond the jellium approximation, treat the electrons in the material, and their time-
dependent evolution due to the projectile, explicitly. In this direction, the most successful
and general methods for the treatment of electrons in stopping power calculations are time-
dependent DFT (TDDFT) and time-dependent tight-binding (TDTB) methods. Aided by
the improvement of computing power in the past decades, they are able to calculate the
nonadiabatic response of the electron system [6]. TDDFT allows for explicit first-principles
calculations of electronic excitations caused by time-dependent Hamiltonians by computing
the real-time evolution of the Kohn-Sham wavefunctions [32]. While in a closed system
the total energy is conserved, by forcing an ion to move at constant velocity in TDDFT
simulations, electronic stopping can be calculated from the total energy increase [21]. Indeed,
by removing the projectile position and velocity from the dynamical variables, the system
becomes energy nonconservative, and the energy increase in this nonconservative system
can then be related to stopping. In fact, the projectile can be safely assumed to travel at a
constant velocity along a rectilinear trajectory within the relevant timescale of the electronic
stopping problem, without sacrificing accuracy: a light projectile with kinetic energy of a few
MeV will excite the electron system at a rate of a few eV/Å. While this constitutes a strong
excitation for the electron system, the slowing down of the projectile is barely noticeable
over a significant distance in the atomic scale. The constant velocity assumption is not only
used in TDDFT calculations for stopping, but also in the nonlinear theory of Echenique,
Nieminen and Ritchie and its generalisations, and in Lindhard’s linear response. Therefore,
based on the negligible effect of on the modelling of a projectile with non-constant velocity,
in this Thesis the constant velocity approximation will be assumed throughout, unless stated
otherwise.
TDDFT has been successfully applied not only for calculations of nonlinear electronic
stopping effects in systems exposed to light projectiles (H/He ions), where the energy loss is
in the order of 10 eV/Å [21, 22, 33–46], but also for stopping in the keV/Å range [47]. The
response of the ions can be computed through Ehrenfest dynamics: the electronic structure
provided by TDDFT simulations can be used to compute the forces acting on the ions,
which are used to evolve their equations of motion, ensuring that the nonadiabatic electronic
response is taken into account [9]. TDTB provides a more crude approximation for the
electron system, which is less limited by the system size and is therefore able to simulate
larger systems for longer times: band structure effects can be simulated and, despite not
being an accurate representation of real materials, the main aspects of nonadiabatic evolution
of the system can be analysed [6, 48, 49].
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Albeit these notable successes in the application of TDDFT methods constitute a remark-
able progress, there lacks a coherent, nonlinear theory for the electronic response, such as
the one of Echenique, Nieminen and Ritchie, as well as its generalisations [1, 23–25], which
can take band-structure effects of arbitrary crystalline solids into account. In order to lay
the foundations to fill this gap in the theory, in this Thesis a new framework for electronic
stopping calculations in arbitrary crystals based on Floquet theory for time-periodic systems
is introduced. It generalises the approach of Echenique, Nieminen and Ritchie building on
similar assumptions; in addition, it crucially treats the electron system beyond the free elec-
tron gas paradigm, and paves the way for more efficient first-principles calculations. Indeed,
through Floquet theory, the time-dependent Schrödinger equation can be transformed into an
equivalent, but time-independent-like, Schrödinger equation. Hence, instead of having to ex-
plicitly solve the full time-dependent problem through from the time-dependent Schrödinger
equation, the simpler and more efficient techniques used to solve time-independent problems
can be used. This, together with the fact that the Floquet theory can help in obtaining
a better physical intuition on the stopping processes in crystals compared to brute-force
first-principles calculations, represents the main advantage of the new framework.
The outline of the thesis is as follows: in Chapter 2, Floquet theory is introduced; in
Chapter 3, results are derived on the threshold problem for gapped systems and adiabatic low-
velocity limits; in Chapter 4, the new theoretical framework is explicitly and fully formalised;
in Chapter 5, a practical framework for electronic stopping calculations is introduced, based
on the formulation of the theory for the special case of a periodic localised basis set; in
Chapter 6, the main results are summarised, and an outlook to future work is presented.
In the next section, the main applications for the research on ion radiation-matter inter-
actions are summarised. Subsequently, some of the most important theories for electronic
stopping calculations are summarised, including the linear response and the nonlinear jellium
theory, in order to serve as an introduction for some of the theoretical basis of the Floquet
formalism for stopping.
1.2 Applications
While the results of radiation damage in materials are accessible and visible experimentally,
the mechanisms are very difficult to probe directly using current experimental methods. Since
the timescale of such processes is of the order of a few picoseconds, the physical process
needs to be modelled theoretically. Therefore, a sizeable amount of efforts, summarised in
the previous section, have been devoted into the theoretical research.
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One of the main industries and research fields that can benefit from better materials for
radiation shielding is the space industry [2]. Cosmic rays such as protons or alpha particles,
as well as electrons and neutrons, which in our Solar System are parts of the solar wind and
flares, can cause severe short-term and long-term damage (both structural and electronic) to
equipment and to the well-being of astronauts. Therefore, effective long-term protection from
damaging cosmic rays are necessary and crucial for medium to long-term space missions.
Furthermore, radiation damage plays an important role in the nuclear energy industry
as well. One of the major challenges for obtaining viable nuclear fusion power plants
is the damage caused by the interaction of the plasma with the walls in the containing
chamber. The hydrogen isotopes in plasma used in nuclear fusion research have energies
in the order of tens of keV: long, damaging interactions with the metallic alloys usually
employed in containment structures can compromise their integrity. Moreover, tungsten, a
leading candidate as a plasma-facing structural material, is liable to become embrittled due to
structural modifications induced by the alpha particles produced during the fusion reactions.
Furthermore, energetic neutrons, which are the main products of fusion reactions and whose
energy needs to be converted into electricity, cannot be contained through magnetic or inertial
confinement, and thus also will impact the structural integrity of the reactor. Therefore, the
fabrication of reliable materials ensuring leakage safety and structural integrity is crucial for
the commercial usage of nuclear power.
Ion beam radiation has also historically been used for studying the scattering properties of
materials. For instance, Rutherford backscattering (with H and He ions in the keV-MeV range)
has been used for the analysis of defects and dopants in crystals. Furthermore, ion beams are
also used to modify the structure of materials, as for the case of ion implantation applications:
the implantation depth for an ion beam at a given energy depends on the stopping properties
of the target. Creation of defects in superconductors can also be beneficial on raising the
transition temperature [2]. In biomedical research, the knowledge of the stopping properties
of soft tissues allows for precise energy deposition where, for example, a tumour is located.
If the beam energy is in the right range, healthy tissue will have almost no damage. This
happens because in the electronic stopping regime, only a small fraction of the beam energy
is lost along the track, and only once an ion is slow enough, the energy deposition will have
a peak (the Bragg peak), with the ions coming to rest.
In addition to electronic stopping, the problem of an impurity causing excitations in
many-body quantum systems is of fundamental interest: it is a canonical problem in the
study of nonequilibrium many-body systems, which is connected to issues regarding thermal-
isation, nonequilibrium dynamics and the existence of nonequilibrium steady-states. Some
of these issues are investigated in this Thesis: they represent practical challenges for the
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implementation of the new framework for electronic stopping calculations into first-principles
calculations. Others will be merely touched upon and would require more investigation from
a more fundamental perspective, and represent interesting research directions which still
have many open questions.
1.3 Early analytical models
The well-known Rutherford formula for the energy transfer of an incoming charge at velocity
v to stationary charges with particle density n is T (b) = 2e2Pe
2/mv2b2, where b indicates the
impact parameter, and eP and e are the charges of the incoming projectile and the targets,
and m is the mass of the target particles. The recoil of the projectile is neglected in this
approximation. By performing an integration over valid impact parameters b ∈ (bm,bM), the









From this formula one can note that for large v, the dominant contribution would come
from the recoil of the electrons with target mass me, while the contribution from much more
massive nuclei will be negligible.
This fully classical treatment is in fact a good approximation for the scattering between
heavy particles [2]. More sophisticated models for the electron stopping were needed, and
the ones by Bohr, Bethe and Bloch [11–13], which are essentially based on the use of
perturbation theory, have limited validity to the case of swift projectiles. Bohr’s treatment
[11] models the classical electrons as harmonically bound to the target atoms, with frequency
ωi for the ith electron. The total energy transferred to one of the electrons by the collision
with the ion can then be calculated from the classical equations of motion: summing over
all of the electrons in the atoms, assuming a density n of the target atoms and free Coulomb










with the dimensionless constant C ≈ 1.123 and the f j are normalised factors quantifying
the strength of the interaction. This expression correctly predicts a 1/v2 dependence of
stopping at high energy, and gives a good estimate for the location of the Bragg peak, i.e. the
maximum of stopping as a function of projectile velocity [6]. Bethe’s formulation is inspired
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by Bloch’s when considering the validity of the dipole’s approximation for distant interaction
[2]. Bethe’s approach is based on a perturbative (Born) approximation of quantum scattering










where in this case the strength factors f j are proportional to the matrix element coupling
the initial and final states of the electrons. Theories correcting for the Bohr and Bethe
approximations were subsequently developed, e.g. by Bloch [13], correcting the failure of
Bethe’s perturbation treatment for close collisions, treated instead as free Coulomb collisions
as in Bohr’s theory. Further corrections to Bohr’s and Bethe’s static-target approximation,
termed shell corrections [2], take into account the motion of the target electrons. The
perturbative approach is accurate for the case of fast and light projectiles (with energy in the
MeV range), but fails for the case of slow light or heavy ion projectiles, where models that
can capture higher-order effects are needed.
1.4 Lindhard’s linear response theory for stopping
Lindhard’s treatment of electronic stopping is formalised by considering the force on the
projectile caused by the change in the electronic density distribution due to the projectile
electric field [15]. It is formulated, within linear response, in terms of the dielectric function,
which makes it applicable to a vast range of materials. Consider an electron system with
charge density n(r, t) deviating from the equilibrium value n0(r) by δn(r, t) because of the
interaction with a time-dependent external scalar potential VP(r, t) (the projectile). The
resulting total potential seen by the projectile is given by the screened potential
Vsc(r, t) =VP(r, t)+Vind(r, t), (1.4)







Assuming that the coupling of the electron system with the projectile is weak, the relationship
between the induced density δn(r, t) and the external potential will be linear, and in terms of
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dr′ χnn(r,r′, t ′)VP(r′, t − t ′). (1.6)
By combining Eq. 1.4, 1.5 and 1.6 and taking the Fourier transform with respect to t and
|r− r′|, which is valid under the assumption of a homogeneous electron gas, the relation





where ε(q,ω) is the Fourier component of the dielectric function, which is related to the
density-density response function by
1
ε(q,ω)
= 1+ vqχnn(q,ω), (1.8)
where vq is the Fourier component of the Coulomb potential. Lindhard [15] considers the
special case of a projectile with charge Ze travelling at velocity v in the electron medium











v ·Esc(r = vt, t), (1.10)
where Esc is the screened electric field seen by the projectile. Expanding the electric field in

















Where ℑ{z} indicates the imaginary part of z.
Lindhard [15] calculates the dielectric function in the random phase approximation (RPA)
for the interacting electron gas, in which the dielectric function can be expressed in terms of
the noninteracting density-density response function χ(0)nn as [50]
ε(q,ω) = 1− vqχ(0)nn (q,ω), (1.12)
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with the Lindhard’s function
χ
(0)





h̄ω +Eσ (k)−Eσ (k+q)+ ih̄ηsign(ω)
, (1.13)
where a sum over the spin states σ has been included, nkσ is the Fermi-Dirac occupation of
the free-electron state ψk(r) = 1√V e
ik·r with spin σ , and Eσ (k) is the free-electron energy.
Lindhard’s formulation represented a very important advancement in the theory of
stopping, given its simplicity and wide applicability, with the RPA already giving a good
estimate of the dielectric constant: the integral in Eq. 1.13 can be evaluated analytically
for the one, two and three-dimensional cases, and more accurate approximations for the
dielectric constant can improve the accuracy of this model [50].
1.5 Nonlinear theory for metals
Lindhard’s treatment assumes a linear-response of the electron gas, which is only valid
for weak interactions between the projectile and the electron system. It corresponds to a
first-order perturbation treatment for the scattering of the electrons with the projectile [52],
and it is most accurate for high projectile velocities and low electron densities, similarly to
the other perturbative treatments. However, stopping processes are, in many cases, highly
nonlinear and nonperturbative. An improvement on the linear theory result has been achieved
via the nonlinear theory proposed by Ferrel and Ritchie [16]. In their model, based on a
scattering theory for a free electron gas with the screened potential of the projectile, the
electronic stopping for a projectile having velocity v is given by
Se = nσT (vF)vFv, (1.14)
where n is the electron density and σT (vF) is the transport cross-section, calculated at the





The expression 1.14 has been firstly proposed by Lindhard, and subsequently reported to
have been used in the thesis of Finnemann [53] by Ferrel and Ritchie in their paper.
By considering a spherically symmetric screened potential, the transport cross-section
can be expanded in terms of the phase shifts of the electrons calculated at the Fermi energy
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(l +1)sin [δl(EF)−δl+1(EF)] (1.16)







(l +1)sin [δl(EF)−δl+1(EF)], (1.17)
where kF is the Fermi wavevector. An equivalent formulation of this model was used by
Mott and Jones [17] for the calculation of the resistivity by impurities in metals, but their
formulation employed the first-order Born approximation for scattering. Since the potential
is assumed to be completely screened by the electronic medium, the phase shifts obey the
Friedel sum rule to a good accuracy, Z = 2
π ∑l(2l + 1)δl(EF). Therefore, if the screened
potential of the projectile when shooting through the electron medium is known, the stopping
can be calculated very accurately through Eq. 1.17. In their calculation, Ferrel and Ritchie
[16] assume a Yukawa potential of the form V (r) = Ze−λ r/r, which is only valid in a linear-
response regime. Echenique, Nieminen and Ritchie use DFT to find the screened potential of
the projectile in an electron gas, which is then used to find the corresponding phase shifts
[1, 54]. The reason why the DFT result is more accurate in the nonlinear regime, when the
electron density of metals is too high for a linear treatment, is that DFT is very efficient in
calculating the ground state of the electronic system. Indeed, the stopping power calculated
using the above DFT method correctly predicts the oscillating behaviour of stopping as
a function of the ion charge Z1 (the Z1-oscillations), which originates from the formation
of closed shells of electrons around the projectile [1]. However, in this formulation, the
theory is limited to the v → 0 regime. A generalisation was developed by Schönhammer
[23] for spherically symmetric potentials and later generalised to self-consistent potentials
by Zaremba, Arnau and Echenique [25], and is summarised in the next section, since it is
related to the Floquet stopping theory for crystals developed in Chapters 3 and 4.
1.6 Nonlinear theory for finite velocity and related models
Consider an electron gas with Hamiltonian H0(r′), and a localised, scalar potential VP(r′, t) =
VP(r′−vt) describing a projectile at constant velocity v in the laboratory frame. As explained
in section 1.1, the constant-velocity approximation applies most of the typical stopping
regimes and the usual size of simulation boxes in first-principles calculations. Since the
projectile degrees of freedom are removed from the equation of motion, there is no energy






Fig. 1.1 Potential landscape for a Hamiltonian describing the projectile shooting through an
homogeneous medium in the laboratory reference frame (a) and in the projectile (b). v is the
projectile velocity (slope of dotted line). The curves (potential vs x) are shifted for different
times. The problem becomes time-independent in the projectile reference frame, allowing
for the treatment within the formalism of the free-particle scattering theory. Arbitrary units.
conservation, or, from an alternative point of view, the energy change in the electron system
compensates the work needed to keep the projectile moving at constant velocity. This energy







|Ψ′(r′, t)⟩ , (1.18)
where |Ψ′(r′, t)⟩ are the solutions to the time dependent Schrödinger equation (TDSE)
for H ′(r′, t) = H0(r′)+VP(r′− vt). By performing a Galilean transformation to put the
projectile at rest at the origin, the problem becomes the time-independent one of an impurity
in a homogeneous electron gas, with Hamiltonian H(r) = H0(r)+VP(r) (primed/unprimed
indices indicating lab/projectile frame, respectively). This holds for a homogeneous electron
gas because the trajectory of the projectile is homogeneous in the space-time diagonal that it
defines (see Fig. 1.1). Assuming that the projectile potential is introduced in the electron
system at some time t0, for the special case of noninteracting electrons letting t0 →−∞ maps
the problem to time-independent free-electron scattering for the single-particle states. The
free-particle scattering solutions with outgoing boundary conditions are eigenstates of the
Hamiltonian H(r). They can be expressed through the Lippmann-Schwinger equation as
|k(+)⟩= |k⟩+g(+)[E(k)]VP |k(+)⟩ , (1.19)
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with free-particle states ψk(r) = ⟨r|k⟩, g(+)(E) = [E −H0 + iη ]−1 (η → 0+) being the
unperturbed retarded Green’s function.
As a first example for ETR and stopping calculations in this scattering picture, consider
the one-dimensional case because of its simplicity and intuitiveness, only requiring the very
basics of quantum mechanics. In the projectile frame, moving at velocity v, the energy of
free-particle waves is conserved, and the wavefunction for a free particle scattered by the




eikx + r(k)e−ikx, for x →−∞t(k)eikx, for x → ∞ (1.20)




t(k)e−ikx, for x →−∞e−ikx + r(k)eikx, for x → ∞ (1.21)
if the particle comes from x =+∞, where C is a normalisation constant which, for example,
can be taken C = 1/
√
2π h̄ using δ -function normalisation for the momentum eigenstates
[55], which gives a current density j = h̄k/2π h̄m = vk/2π h̄ for an unperturbed free-particle
state |k⟩. The latter case is illustrated in Fig. 1.2, showing the momentum transfer to the






Fig. 1.2 One-dimensional scattering of a free particle in the laboratory frame for an arbitrary
projectile potential moving at velocity v. The energy of the reflected wave with momentum
h̄k′r for an incoming left-moving particle increases due to the “kick” given by the projectile.
The ETR can be found by considering the problem as energy conserving in the projectile
frame.
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The reflection and transmission coefficients satisfy |r(k)|2+ |t(k)|2 = 1. In the laboratory





= ∆E| jr|, (1.22)
where ∆E is the energy transfer from a single collision of an electron with the projectile,
and jr is the reflected probability current density in the projectile frame (the absolute value
is introduced since we are interested in absolute energy differences, and therefore we need
to discard the direction of the reflected current). The momentum in the laboratory frame
p′ = h̄k′ of an electron can be expressed as p′ = mv+ p, where p = h̄k is the center of mass
momentum of the system moving with projectile defined by the stationary scattering problem.








= h̄v(kr − ki), (1.23)
where h̄ki/r denotes incident and reflected momenta respectively. In our problem, we have
simply −kr = ki = k, and ∆E = −2vh̄k. Substituting jr = vk2π h̄ |r(k)|










The same result can be obtained by noting that the ETR for single-particle states can
be expressed in terms of a force matrix element [23]. Considering the more general three-


















∣∣k(+)〉≡ ⟨k(+)|[v · p̂,V̂P]|k(+)⟩ (1.26)










| ⟨k′|VP|k(+)⟩ |2v · h̄(k−k′)δ (E(k)−E(k′)). (1.27)
Integrating over occupied states and assuming a spherically symmetric potential representing
the projectile, the total ETR Ė is obtained, which leads to the expression for stopping







p · v̂ f (Ep+mv)σT (p), (1.28)
since Se = Ė/v. f (Ep+mv) is the shifted Fermi distribution, which represents the momentum
distribution of the homogeneous electron gas in the projectile frame. In the low-velocity limit,
it reduces to the expression in Eq. 1.14, in which the transport cross-section is evaluated
at the Fermi level. While Schönhammer and Bönig [23, 56] analysed the case of a hard
sphere potential, Zaremba, Arnau and Echenique [25], as explained in section 1.5, calculated
the scattering potential self-consistently using DFT to get the phase shifts required for the
evaluation of 1.14. While an effective spherically symmetric potential is used for such
calculations, allowing for the solution of the Schrödinger equation for outgoing scattering
states of the usual form, the resulting electron density calculated with DFT is not in general
spherically symmetric.
The expression for the ETR in Eq. 1.27, derived using the explicitly time-dependent
Hamiltonian, gives good insight on the nature of the energy nonconserving process in the
laboratory frame due to the constant-velocity approximation. The expression for stopping in
a framework which makes use of conservation laws for elastic scattering was already known
for some time, with one of the oldest references being the work of Trubnikov and Yavlinskii
[57]. In a derivation attributed to Lindhard [2], instead of considering the change in energy
to the electron system due to the time-dependent external potential, one can consider, in line
with the one-dimensional example presented at the beginning of the section, the equivalent
calculation of the averaged momentum transfer to the projectile due to electrons with velocity
ve and scattered by an angle θ . This is given by
∆p = mwe(1− cosθ), (1.29)
where we = ve −v, v being the projectile velocity, m is the electron mass and the interaction
potential is assumed to be spherically symmetric, with the transverse components of the
momentum transfer from the uniform current density averaging out. The force on the ion,
Fe = dp/dt, can be integrated over the velocity distribution f (ve) in the laboratory frame,






v ·weσT (|we|). (1.30)
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The low-velocity limit for the case of a degenerate electron gas (the nonlinear jellium model)


















Θ(vF − v), (1.32)
then Eq.1.30 reduces to Eq. 1.14.
More recently, another method was proposed [59], which is not based or connected to the
momentum-transfer method leading to the transport cross section formulations above, but
rather it is based on the calculation of the retarding force on the ion due to the induced charge
density (always limited to the homogeneous electron gas), more in line with Lindhard’s
approach. This leads to an expression for stopping that is identical to Eq. 1.28, with an










with the projectile atomic number Z1. This expression, for high projectile velocities, con-
verges well to the Bethe and Bloch formulas, and seems to provide a link between nonlinear
stopping power calculations and high-velocity perturbative methods.
1.7 Threshold velocity effect
The threshold velocity vth for the projectile is defined as the minimum velocity below
which electronic stopping is absent. For ideal metals, a stopping ∝ v derived through the
nonlinear theory for metals does not admit a threshold, i.e. vth = 0. However, the model
cannot accurately calculate electronic stopping in semiconductors and insulators, which have
been shown to have a nontrivial low-velocity limit for stopping. An important example,
which proved to be quite controversial in experiments [27, 29, 60], is the large band-gap
insulator LiF. The most accurate experimental results up to date, shown in Fig. 1.3, provide a
confirmation of the existence of a threshold velocity at v ≈ 0.1 a.u., with the onset of stopping
having the approximate functional form Se(v− vth) ∝ v.
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Fig. 1.3 Electronic stopping cross section ε = (1/n)Se (y axis) as a function of projectile
velocity, showing the clearest experimental proof to date of the threshold velocity effect for
the case of Hydrogen and Helium nuclei shooting through LiF, a large band-gap insulator
(band gap energy ∼ 13 eV). Figure from [27], and reproduced with the editor’s permission.
To illustrate the origin of the threshold, consider a simple parabolic insulator model –at
the independent particle level– with parabolic energy bands around the gap and isotropic
effective masses me and mh for electrons and holes. We can consider the cases of direct and
indirect band gap as displayed in Fig. 1.4. The band gap energy is Eg, and for the indirect
case the bottom of the conduction band is displaced by k0 from the top of the valence band,
and the projectile is assumed to have velocity v = vk̂0. From perturbation theory, it can be
derived that the excitation induced by the projectile must have frequency [61]
ω = v ·∆k, (1.34)
where ∆k = k f −ki is the difference in wave-vectors of the states ψk ∝ eik·r participating in
the transitions. This can be derived by considering the projectile potential of the VP(r, t) =
VP(r−vt), which can be regarded as a superposition of harmonic perturbations of the form
eiω(r−vt), giving the condition of Eq. 1.34 using time-dependent perturbation theory. The
probability of excitations is modulated by the real-space Fourier transform ṼP(∆k), which
decays for large ∆k for any smooth VP(r). Eq. 1.34 corresponds to the expression relating
energy and momentum change of a light particle of mass m when colliding with a much more
massive particle (M → ∞) with velocity v, i.e. ∆E = v ·∆k [38]. For the case of a direct gap,
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where Eg is the band gap. The threshold velocity condition in this case is given by imposing
vth to be the value of the slope of the common tangent between the two parabolas in Fig. 1.4












Fig. 1.4 Model of parabolic insulator with direct (a) and indirect (b) band gap. The projectile
threshold velocity for electron-hole excitations is given by the slope of the red arrow in each
of the two figures. In the indirect band gap analysis, we assume that the projectile velocity is
aligned with the displacement vector k0 for the upper band.
For the indirect band gap case, where the bottom of the upper band is displaced from the
top of the bottom one by k0, if the projectile velocity is collinear with k0 the threshold is
given by the condition [38]
1
2
(me +mh)v2th + k0vth −Eg = 0. (1.36)
This simple analysis for this model, which gives a strict threshold velocity for excitations
induced by the projectile, was implemented as a phenomenological constraint (see e.g.
Archubi and Arista [62]) for the nonlinear model for stopping, where the transport cross-
section in Eq. 1.28 is modified to only allow transitions above Eg. When considering real
materials, involving transitions between Bloch states, this simple picture seems to lose
validity. Actually, already from perturbation theory [61] it was shown that the low-velocity
limit, related to the threshold effect, can in principle show a highly nontrivial behaviour
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with, in principle, no real strict threshold velocity, in disagreement to the above simplified
model. A mechanism in which dynamical defect states introduced by the projectile act as
“elevators” for transitions across the gap in some types of projectile-target systems has also
been proposed [42, 63], showing no strict threshold. This in fact holds for general gapped
materials, as it will be shown in Chapters 3 and 4 with the formalisation of the Floquet-Bloch
scattering formalism.
1.8 Many-body effects
In the nonlinear theory presented in the previous section, many-body effects governed by
dynamical correlations between the electrons in the stopping process are not taken into
account beyond the mean-field approximation provided by the Kohn-Sham method. However,
it was shown by Nazarov and collaborators [64, 65] that these effects, even in the low-velocity
limit where it was expected that they did not play an important role, can be relevant. In their
work, which is limited to low projectile velocities, the effect of the dynamical exchange
and correlation interaction is included within the TDDFT formalism. Consider the friction
coefficient Q –which is in fact simply the stopping power divided by the projectile velocity–






It can be shown, by taking into account the exchange-correlation kernel in the local density
approximation (LDA), that it can be divided into the contribution of the noninteracting
Kohn-Sham electrons Q1, which corresponds to the nonlinear theory of Echenique et al.
based on the theory of elastic scattering presented in the previous section, and the dynamical
































where ṽq indicates the Fourier transform of the effective Kohn-Sham potential, n0q is the
Fourier transform of the electron density, χ0q,k(ω) is the Fourier transform of the noninter-
acting Kohn-Sham electron density-density response function, and f xcq,k(ω) accounts for the
exchange-correlation kernel. The dynamical correlation factor Q2 becomes comparable to
Q1 for intermediately charged ions, enhancing their stopping power and providing better
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agreement with experimental results for projectiles of charge Z1 < 15 in the LDA for the
exchange-correlation kernel [64].
The above theory is limited to the low-velocity limit and to the specific choice of
exchange-correlation functional within TDDFT, as well as being only valid for the treatment
of the homogeneous electron gas. However, it already shows how taking into account
dynamical many-body effects can in principle be important for corrections to stopping
power calculations based on single-particle momentum-conserving scattering. In fact, there
are other theoretical methods that include corrections due to electron-electron interactions
in nonequilibrium systems, such as nonequilibrium Green’s function methods based on
the Keldysh formalism, which could be in principle incorporated when starting from a
noninteracting single-particle picture, such as the one considered in the development of the
Floquet formulation of electronic stopping in the present Thesis.
In addition, all of the above theories assume stationary stopping processes, with the
projectile travelling at a constant velocity. Corrections to these assumptions, including
a slowing down of the projectile and/or oscillatory behaviours due to the effects of the
underlying crystal, can be in principle implemented into the above methods, but their effects
on the projectile velocity are typically very small. Therefore, the assumption of a stationary
motion of the projectile is quite generally applicable. Regarding the stationary behaviour
of the electron system out of equilibrium, which is implicitly assumed in the above linear-
response and nonlinear theories for jellium and is connected to the observed stationary energy
increase in real-time TDDFT simulations after a short transient [21, 22, 36, 38, 47], it is likely
that taking into account the effect of many-body interactions would lead to a modification of
the properties of the excitations as described by single-particle mean-field theories, and it
would be a very interesting direction for future investigations.

Chapter 2
Floquet theory for time-periodic
Hamiltonians
In this Chapter, the Floquet formalism for Hamiltonians periodic in time is presented, and
some of the general properties of Floquet systems are described. The Floquet formalism will
be applied in the Chapters 3 and 4 for the construction and description of the Bloch-Floquet
scattering theory, used to model electronic stopping in crystalline systems.
2.1 Floquet Formalism
The Floquet formalism for time-dependent Hamiltonians in quantum mechanics was de-
veloped by Shirley [66] in 1965, and the presentation in this section is inspired by the
introductory notes by Hänggi [67] and Santoro [68]. Consider a Hamiltonian H(t) periodic
in time with period τ , i.e. H(t) = H(t + τ). Floquet theorem tells us that there exists a basis
of solutions to the time-dependent Schrödinger equation (TDSE), the Floquet states, that are
of the form
|Ψα(t)⟩= e−iεα t/h̄ |Φα(t)⟩ , (2.1)
with the periodicity of the Hamiltonian reflected in the Floquet modes |Φα(t)⟩= |Φα(t + τ)⟩,
and where the real parameters εα are termed quasienergies. It is the equivalent of the Bloch
theorem for particles in crystalline potentials, with the Floquet states corresponding to Bloch
waves and the quasienergy being the equivalent of quasimomentum. The analogy with
Bloch states can be made even more explicit: define a new Hermitian operator, the Floquet
Hamiltonian, as
H (t) = H(t)− ih̄∂t ; (2.2)
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the TDSE can be written as
H (x, t)Ψ(x, t) = 0 . (2.3)
It is then easily found from this that the Floquet modes are eigenstates of the Floquet
Hamiltonian with corresponding eigenvalues given by the quasienergies from
H (x, t)Ψ(x, t) = (H(x, t)− ih̄∂t)e−iεα t/h̄Φα(x, t) = e−iεα t/h̄(H − ih̄∂t − εα)Φα(x, t) = 0,
(2.4)
which can be expressed as a time-independent-like Schrödinger equation, the Floquet mode
equation
H (x, t)Φα(x, t) = εαΦα(x, t). (2.5)
Using the fact that the Floquet modes are periodic, equivalent physical states are easily
defined as
|Ψpα(t)⟩= e−iεpα t/h̄ |Φpα(t)⟩ , (2.6)
where the modes are given by
|Φpα(t)⟩= eipωt |Φα(t)⟩ , (2.7)
with ω = 2π/τ , p ∈ Z is an integer and the shifted quasienergies are
εpα = εα + ph̄ω. (2.8)
Given that the physical states are determined for the quasienergies being modulo h̄ω , one
may restrict them, without loss of generality, to any interval in energy of this length, e.g.
−h̄ω/2 < ε0α ≤ h̄ω/2. This is equivalent to the choice for a 1st Brillouin Zone (BZ) for
Bloch waves, where the quasimomenta are also defined within the finite interval determined
by the length of reciprocal lattice vectors. Therefore, physically different states can be
characterised by the reduced quasienergies within the chosen interval in energy space. Since
the choice of an interval is arbitrary, some conventions may be more convenient than others
in specific cases, and there is freedom in choosing the most convenient one: for instance, it
may be appropriate to set the Floquet energy interval to correspond most closely to the one
of the static system [69].
Consider the time-evolution operator U for the Floquet Hamiltonian. With its usual
definition
|Ψα(t)⟩= U (t, t0) |Ψα(t0)⟩ , (2.9)
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for t ∈ [t0, t0 + τ], it has the property
U (t +nτ, t0)≡ U (t, t0) [U (t0 + τ, t0)]n . (2.10)
This illustrates the fact that, in order to describe the time-evolution of a state from some
initial t0 to some general t +nτ , it is enough to know U (t, t0) for t within [t0, t0 + τ]. The
one-period unitary







, T ≡ time ordering operator, (2.11)
has the Floquet modes as eigenvectors, obeying
U0(t0 + τ, t0) |Φα(t0)⟩= e−iεα τ/h̄ |Φα(t0)⟩ , (2.12)
which leads to the definition of an effective Hamiltonian operator H0e f f through




H0e f f τ
]
. (2.13)
The effective Hamiltonian, which depends on the specific choice of t0 for the unitary, is
therefore associated with the quasienergy eigenvalues εα and eigenmodes |Φα(t0)⟩. Hence,
H0e f f is linked to H (t) defined in Eq. 2.2. In addition, the nonuniqueness of the choice for
the quasienergy εα = εα + ph̄ω is clear in Eq. 2.12 from the fact that it leaves the physics
invariant. This indefiniteness can be interpreted as the freedom in choosing the operator
logarithm in Eq. 2.13 to obtain H0e f f . In practice, starting from some initial state, expressed
as a superposition of Floquet modes at t = 0
|ψ(0)⟩= ∑
α
cα |Φα(0)⟩ , cα = ⟨Φα(0)|ψ(0)⟩ (2.14)
its time evolution is given by
|ψ(t)⟩= ∑
α
cαe−iεα t/h̄ |Φα(t)⟩ . (2.15)
Hence, the evolution operator becomes
U (t ′, t) = ∑
α
e−iεα (t
′−t)/h̄ |Φα(t ′)⟩⟨Φα(t)| , (2.16)
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generalising the evolution of time-independent systems to time-periodic Hamiltonians, where
the role of the stationary eigenstates is replaced by the Floquet modes. The above picture
becomes somewhat clearer if one then introduces an extended Hilbert space, making use of
the periodicity of the Floquet modes: in this space the fact that Eq. 2.5 resembles a time
independent Schrödinger equation (TISE), where time seems to play the same role as spatial
coordinates, finds a natural explanation. Following Sambe (1971) [70], the Hilbert space T







The functions ⟨t|n⟩= eimωt , with m ∈ Z, form a complete orthonormal set in T . Define by
R⊗T the composite linear Hilbert space given by the product of R, the Hilbert space of
square-integrable functions in configuration space, with T . R is the usual Hilbert space in
which wavefunctions in quantum mechanics “live”. R⊗T is the space in which the Floquet
Hamiltonian acts, and in which its eigenstates (the Floquet modes) obey orthonormality
conditions, which can be formulated using a generalised inner product in this space












dr f (r, t)g(r, t),
(2.18)




been introduced for average integral in T defined by Eq. 2.17. Therefore, the orthonormality















dt ⟨Φ∗pα(t)|Φqβ (t)⟩= δα,β δp,q.
(2.19)






′, t ′) = δ (r− r′)δ (t − t ′) (2.20)
and, at equal times (t = t ′), the Floquet modes in the 1st BZ Φ0α(r, t) ≡ Φα(r, t) form a






′, t) = δ (r− r′). (2.21)
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Using these properties of the Floquet modes, we may rewrite Eq. 2.5 in matrix form. To





eimωt |φα,m⟩ , (2.22)
where |φα,m⟩ is defined as the mth Fourier component of the Floquet mode, and observe that

















dt H(t)e−i(m−n)ωt , (2.24)




Hm−n |φα,n⟩− (mh̄ω) |φα,m⟩= εα |φα,m⟩ , (2.25)
The usual case when studying Floquet systems is the one of an Hamiltonian periodic in
time of the form H(t) = H0 +Vext(t), i.e. the sum of a static Hamiltonian H0, of which we
know the eigenvectors {|ϕ j⟩}, and an external potential Vext(t) =Vext(t + τ). Expanding the
Fourier component of equation Eq. 2.22 in terms of the eigenvectors of H0
|φα,m⟩= ∑
j
C jα,m |ϕ j⟩ , (2.26)







⟨⟨ϕ j,m|H |ϕl,n⟩⟩Clα,n = εαC
j
α,m, (2.27)
where the matrix elements of the Floquet Hamiltonian are given by
⟨⟨ϕ j,m|H |ϕl,n⟩⟩= ⟨ϕ j|Hm−n|ϕl⟩+nh̄ωδ j,lδm,n. (2.28)
Note that no restriction has been imposed in the strength of the external potential Vext(t).
Indeed, the fact that calculations can be easily extended beyond perturbation theory is one of
the main advantages of Floquet theory.
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The eigenvalue equation 2.25 can be expressed visually in matrix form by explicitly
constructing the Floquet Hamiltonian in the extended Fourier space. Firstly, define a vector
of the Fourier coefficients {|φα,m⟩} denoted by xα
H xα = εαxα , (2.29)
where the Floquet matrix and the vector of Fourier coefficients have the form
H =

. . . ...
...
...
. . . H0 − (n−1)ω H−1 H−2 . . .
. . . H1 H0 −nω H−1 . . .















and where the Hamiltonian Fourier components are defined as in Eq. 2.24. The above
matrix has in fact a block structure: when considering a Hilbert space of size d for the
time-dependent Hamiltonian H(t), each of the elements in the above definition of H is itself












Fig. 2.1 Schematic illustration of the structure of the Floquet Hamiltonian defined in Eq.
2.30 in the extended Fourier space. H0 is the time-averaged Hamiltonian (see definition 2.24)
with the higher-order terms of the Fourier expansion that can be interpreted as hopping terms
between different “unit cells” in Fourier space.
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Due to the particular structure of the extended Floquet matrix, it can be shown that a
truncation in the Fourier indices, approximating the infinite matrix with a finite one, can give
accurate numerical solutions to Eq. 2.29. A physical intuition can be gained by mapping the
form of the Floquet Hamiltonian in the representation 2.30 to a Wannier-Stark ladder. An
illustration of such a mapping is showed in Fig. 2.1. Consider a simple periodic perturbation,
so that the only nonzero matrix element will be H±1 (harmonic drive). This gives the matrix a
tridiagonal structure. Then, the structure of the Hamiltonian can be considered as analogous
to the one of a tight-binding lattice with nearest-neighbour hopping, with a uniform potential
along the lattice –for more details, see e.g. [71]. Assuming H0 to be finite-dimensional, the
presence of the nh̄ω terms, which create the Fourier ladder, have the effect of effectively
localising the eigenstates in Fourier space: depending on the frequency and the spectral
properties of the Hamiltonian, higher-order modes become effectively inaccessible with the
Fourier-space mode decaying exponentially fast –see the Appendix in [72] for more details.
Practically, the difference between the numerical approximation of the Floquet modes coming
from the truncation of the Hamiltonian and the true eigenmodes can be made arbitrarily small
by increasing the range of the Fourier coefficients taken into account. However, as shown
in [71], the truncation in Fourier space might not be a good approximation in the limiting
case of small ω , and further resonance effects appear in this case (see section 3.6 for a more
detailed discussion on this limit).
To conclude this section, it is appropriate to summarise how the dynamics of a time-
dependent system can be obtained numerically through Floquet theory:
• Calculation of the one-period unitary evolution operator as defined in Eq. 2.11, through
brute-force integration of the TDSE. Since the Floquet modes are eigenstates of this
operator, they can be obtained through diagonalisation, together with the corresponding
eigenvalues. Furthermore, having access to the one-period unitary evolution operator
allows, in principle, to obtain the exact dynamics of the problem from any initial state.
• The time periodicity of the Floquet modes themselves can be exploited to transform the
time-integration procedure for the unitary operator into a problem of a diagonalisation
of a unique Hamiltonian, which is defined in the extended space H ⊗T . This amounts
to solving the Floquet mode equation 2.5 in the Shirley matrix representation 2.30.
This methodology is usually preferred for numerical calculations since, while the size
of the Hamiltonian in the extended Hilbert space is in principle infinite (due to the
Fourier expansion), in fact its structure means that the numerical result converge very
effectively when truncating it over a finite range of indices in Fourier space.
30 Floquet theory for time-periodic Hamiltonians
2.2 The t-t ′ formalism and Floquet Green’s function
As highlighted in the previous section, the Floquet Hamiltonian H (t ′) = H(t ′)− ih̄∂t ′
operates in the extended Hilbert space R ⊗T , and the stationary states |Φα(t ′)⟩ obey a
time-independent-like Schrödinger equation given by Eq. 2.5. In fact, the parameter t ′
corresponds to the real time t only if it is made to be equal to the evolution time parameter t
of the TDSE, in a framework referred to as the t-t ′ formalism. This formalism can actually be
applied to compute the evolution of Hamiltonian that is not periodic in time: this is possible
when, in considering the normalisation length τ for the space T , one makes it very large,
and the single-period unitary operator can actually approximate the true system evolution
very well.
In this formalism, one considers a two-time state which satisfies a t − independent




|χ(t ′, t)⟩= H (t ′) |χ(t ′, t)⟩ . (2.31)
By separation of variables the state can be written as
|χ(t ′, t)⟩= e−iεα t/h̄ |Φα(t ′)⟩ , (2.32)
which, combined with 2.31 gives the mode equation 2.5. From this, the Floquet state
|ψ(t)⟩= |χ(t ′ = t, t)⟩ can be obtained, thus solving the TDSE with Hamiltonian H(t) [67].
In fact, this formalism provides a different perspective on the fact that the time-independent-
like Schrödinger equation in the extended space provides all the required information for the
full time evolution of any initial state. Consider an initial state ψ⃗(t = 0)≡ x⃗α , an eigenstate
of the Floquet Hamiltonian as defined in the matrix representation of the previous section in
the extended space. Evolving the state in the auxiliary time variable t as in equation 2.32,
which is conjugate to the quasienergy parameter εα , leads to
ψ⃗(t) = e−iεα t/h̄⃗xα . (2.33)
The components of xα are the components of the Fourier expansion of the time-periodic
Floquet modes 2.22, so they can be mapped back from the extended space to H , with the
equation above becoming
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which, setting t = t ′ as the physical time, becomes the physical state at time t.
From now on, when considering the Floquet mode equation, the t-t ′ formalism will be
assumed. This means that the above process of setting the auxiliary time to be equal to the
physical time at the end of the calculation (for the solution of the TDSE) will be implicitly
assumed. As a consequence, the usual techniques of the time-independent formalism can
be used to find the stationary solutions, without the need of the time-ordering procedures
implied by the unitary evolution operator in Eq. 2.11. The Green’s function corresponding to
the Floquet Hamiltonian for the extended Hilbert space can be defined as [73]
[ε −H (t)]G (ε|t, t ′) = δτ(t − t ′), (2.35)
with δτ being the τ-periodic delta function. Using completeness of the Floquet modes in
R⊗T , the Green’s function can be expressed as







where the integral notation stands for a sum over α , taking into account the case of a
continuum of eigenstates |Φα(t)⟩, running over the 1st BZ in quasienergy, and |Φpα(t)⟩
and εpα are defined as in 2.7 and 2.8. The summation in the index p makes sure that the
whole quasienergy spectrum is covered. Note that the Green’s function depends on the
quasienergy parameter ε , while still depending on the time variables. This appears unusual,
since the energy (or frequency) is usually the conjugate of the time parameter, and the
spectral form of the Green’s operator should therefore be independent of time. This is, in
fact, another demonstration of the key aspect of the t-t ′ formalism for Floquet theory; the
quasienergy ε is the conjugate of the auxiliary time t of Eq. 2.31, while t and t ′1, in the above
expression, represent actual time variables, on the same footing as spatial variables in the
generalised Hilbert space. The t-t ′ Green’s function for time-periodic Hamiltonians allows
for the formulation of the electronic stopping problem, which is formalised in Chapter 4.
Noting that this Green’s function is periodic in both t and t ′, and that the periodicity
comes from the complete set of Floquet modes {Φpα(t)}, the Fourier representation of the
Green’s function in R⊗T can be found. By expanding the modes in Fourier series as in Eq.
1In [73], in fact, t and t ′ are labelled as t ′ and t ′′, to avoid confusion with the auxiliary time t. However, here
the above notation will be kept to simplify the expressions in the next latter chapters, while keeping in mind the
fact that all of the related expressions are considered in the extended space R⊗T
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This representation allows, upon the introduction of the projectile, for the implementation
of familiar techniques used for the solution of impurity problems using Green’s functions: this
is possible because the Fourier index n of the expansion, within the context of the generalised
Hilbert space R⊗T introduces an effective additional dimension in the problem, which can
be regarded as introducing a tight-binding coupling in energy space [74]. Hence, methods for
the tight-binding Green’s function formalism can be adapted to suit the problem [75]. This
will be exploited in Chapter 5, where a tight-binding Floquet model for stopping calculations
in crystalline solids will be introduced.
Green’s function methods are generally very useful since they provide information about
the whole spectrum of excitations in a system. In addition, the Floquet Green’s function
formalism is well suited to generalise the theory from the noninteracting single particle
picture to interacting many-body systems out of equilibrium. This can be achieved, for
instance, through a nonequilibrium dynamical mean field formalism, including self-energy
corrections and dissipation to external heat baths [76].
2.3 Some properties of Floquet systems
In recent years, Floquet theory has been widely used in the description of periodically driven
systems: since the physics of systems out of equilibrium in quantum mechanics is in general
difficult to describe beyond the linear response regime, Floquet theory can naturally take into
account higher-order effects; the Floquet matrix of Eq. 2.25, which encodes the solutions to
the nonequilibrium problem, can be computed quite efficiently as explained in section 2.1.
One of the most important features of Floquet systems, which is clear from the time-
independent-like formalism just introduced, is that the quasienergy is conserved (or, equiva-
lently, the energy is conserved up to an integer number of h̄ω) in the same way as quasimo-
mentum is conserved in Bloch theory. In the case of an external drive such as a monochro-
matic electric field, this can be interpreted with the exchange of photons of energy h̄ω [67].
Therefore, depending on how many Fourier indices are retained in the Floquet matrix, the
theory can in principle include processes involving an arbitrary number of photon exchanges.
This picture corresponds, in systems where photon exchange processes are not involved, to
highly nonlinear energy exchange processes, which is the reason why Floquet theory can be
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very useful for nonperturbative calculations. The off-diagonal elements in the Floquet matrix
correspond to the probability amplitude of transition from a Floquet mode to another, i.e. the
probability of a state transitioning to another mode from the influence of the driving field,
while the diagonal elements correspond to the case in which the state remains in the same
mode.
While the total energy is not conserved due to the broken time-translation symmetry, the











Therefore, energy is accumulated in each of the harmonic components of the Floquet state.
This is connected to the fact that, in general, isolated Floquet systems approach an infinite-
temperature state, caused by an “unbounded heating” due to the periodic drive. This effect
is caused by the fact that, in analogy with static ergodic systems, in Floquet systems the
entropy tends to be maximised. However, in the absence of other local conserved quantities,
the entropy grows without bound and eventually yields the infinite-temperature state [77–79],
regardless of the starting conditions. Hence, all the expectation values of local observables
synchronise with the period of the drive [80]. This result can be derived from the expectation
value of some local observable O(t) = ⟨Ψ(t)|Ô(t)|Ψ(t)⟩, where the wavefunction can be






where Oαβ = ⟨Φα(t)|Ô(t)|Φβ (t)⟩ and fO(ω)≡ ∑α ̸=β Oαβ (t)c∗αcβ δ (h̄ω − (εβ − εα)). The
second term, describing fluctuations of the off-diagonal elements, vanishes by the Riemann-
Lebesgue lemma in the thermodynamic limit when the Floquet quasienergy spectrum ap-
proaches a continuum [80]. This observation can be applied to both interacting and non-
interacting systems. Hence, there have been many efforts, both from the theoretical and
experimental sides, to understand whether this unbounded increase in entropy can be avoided
for many-body interacting systems and whether ordered, stable phases of matter can be
achieved in Floquet systems; if this is the case, how can they be formed and stabilised? In
addition to these fundamental questions regarding the long-time behaviour and stability of
the Floquet modes, one of the most important features of driven systems is that they allow
Floquet engineering.
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The Floquet engineering concept is, in a way, to reverse the logic of the Floquet formal-
ism introduced earlier in the Chapter, which is to start from a time-periodic Hamiltonian of
interest, calculate the one-period evolution U0(t0+τ, t0), and access the Floquet Hamiltonian
that gives the stroboscopic evolution of the system (the evolution at times separated by a
multiple of the period). Instead, a time-periodic Hamiltonian could be constructed purpose-
fully in order to achieve an effective Floquet Hamiltonian with the desired properties. These
may include the formation and modification of nontrivial topological phases of matter, the
enhancement and suppression of tunneling, the creation of artificial gauge fields in optical
lattices, just to give some examples [67, 81–85].
One important effect in Floquet systems is dissipation. For instance, in Floquet engi-
neering experiments involving optical lattices and cold atoms, it is possible to control and
minimise coupling with the external environment. While such systems allow for a good level
of control on the effective Hamiltonian, most application require engineered properties to be
stable against dissipation and interactions with external environments.
An important class of systems that shows ordered phases, related to Floquet systems for
their realisation, is the one of time crystals, which were first proposed by Frank Wilczek
in 2012 [86, 87]. The original proposal was that, in the same way in which the continuous
space symmetry is broken by crystals in space, the continuous time-translation symmetry
might be spontaneously broken in closed quantum systems, leading to physical observables
showing persistent periodic oscillations in the ground state. Wilczek’s proposal was swiftly
disproved for the ground state of systems in equilibrium [88, 89]. The current definition of
a time crystal is the one of a state with a periodic two-time correlation functions between
different spatial points, such as Ci j = ⟨σ zi (t)σ
z
j (0)⟩, or ⟨m(x, t)m(x′,0)⟩ with order parameter
m oscillating periodically in time. The reason why the correlation needs to be considered
between different spatial points is that one wants to ensure that the periodic correlation is
nontrivial, by which it is meant, for example, the oscillation performed by a two-level system,
or a set of independent two-level systems. With the above definitions, it is ensured that the
observed correlation happens in both space and time [90].
However, even though time crystals as spontaneously appearing as ground states of
equilibrium systems were ruled out, the no-go theorem in [88, 89] does not preclude nonequi-
librium systems from achieving a time-crystalline phase. This prompted research from both
theorists and experimentalists, leading to the discovery of the novel nonequilibrium phase
named π-spin glass, or discrete time crystal (DTC) [91–96]. The avoidance of unbounded
energy increase, which is fundamental for the stabilisation of the DTCs, can be achieved by
disorder-induced localisation or coupling with an external environment.
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In the nondissipative cases, where disorder-induced localisation is used to ensure that
the infinite temperature state is avoided, Floquet eigenstates have, in addition, a discrete-
symmetry broken spatial glassy order and are separated by π/τ in quasienergy, showing
oscillations with a period that is a multiple of the period of the Hamiltonian, leading to
a lower symmetry [93]. However, coupling such a system with some external dissipative
(Markovian) environment in general destroys the time crystalline phase [97]. Nonetheless, it
has been shown [98] that dissipation can actually stabilise the ordered phases, such as DTC,
in Floquet systems.
From the next Chapter, the description of electronic excitations in stopping processes
caused by a projectile shooting through a crystalline material will be approached through
Floquet theory. The stroboscopically stationary Floquet solutions can be connected to the
steady total energy increase observed in first-principles calculations using TDDFT, from
which electronic stopping is calculated [99]. On the other hand, while the Floquet solutions
will be shown to constitute a good basis for the modelling of stopping processes, they are
not the only solutions that, in principle, the many-body electron system can admit. In fact,
instabilities with the respect to the nonequilibrium steady states (Floquet modes) can be fore-
seen, such as periodic modulations or correlations. These, if they exist, could be interpreted
as a time-crystal according to the definition that was given in the previous paragraph. Indeed,
a similar behaviour has been observed in TDDFT simulation for the stopping processes
in self-irradiated nickel [47]: the projectile core electrons, for a certain range of projectile
velocities, exhibit a nontrivial flapping instability response, whose frequency is independent
of the projectile velocity. While this does not necessarily imply that the phenomenon can
be classified as a DTC as it is currently interpreted and investigated in the literature, it is
definitely a many-body effect that shows a nontrivial time periodicity –assuming that it is
not an artifact of the TDDFT simulation. While the investigation of Floquet DTCs is not the
focus of in the present thesis, it is a very important field of research, with many unanswered
questions. Some of the most interesting phenomena regarding DTC, and nonequilibrium
steady states in Floquet systems are intrinsically many-body in nature. As mentioned in
section 1.8, dynamical many-body effects seem to also play an important role in the the-
ory of electronic stopping. Hopefully, getting a better description and insight on highly
nonequilibrium processes such as electronic stopping power will also help answer some of




Floquet theory of a projectile in a crystal
In this Chapter, the problem of a projectile shooting through a crystal is mapped, via a
Galilean transformation to the projectile frame, to a time-periodic problem which can be
analysed using Floquet theory. A parabolic band model, approximating the effective band
structure of insulators and semiconductors, is presented and analysed based on quasienergy
conservation. From this simple model a novel interpretation of the threshold velocity effect
emerges: it is shown that, while transitions across the gap are in theory allowed for any finite
velocity of the projectile, the appearance of an effective threshold behaviour can be linked to
the suppression of the scattering rate of transitions to higher-order Floquet modes. While this
type of behaviour is quite hard to resolve experimentally, the model provides an alternative
interpretation to the established semi-classical and linear-response based approaches.
3.1 Moving to the projectile reference frame
The theory for jellium [1, 16, 23, 24], which was introduced in Chapter 2, is implicitly
built on the fact that the problem of a projectile of constant velocity v = vv̂ moving in a
homogeneous electron liquid, although a time-dependent, nonconservative problem, retains
a continuous symmetry and related conservation, which neither stems from time nor space
homogeneity, but rather from invariance along a space-time diagonal. The change to the
projectile reference frame aligns this trajectory with the time axis and the problem becomes
energy conservative, while still dissipative in the laboratory frame. This was illustrated in
Fig. 1.1, where the frame transformation clearly maps the problem into the one of a static
impurity in a homogeneous system. Consider the same projectile in a crystalline periodic
solid, with a spatial periodicity a along its trajectory. The translational invariance becomes
discrete along the same line of space-time: the system is invariant under combined space-
time translations T ∗ : r → r+nav̂, t → t +nτ with n ∈ Z , and τ = a/|v|. Moving to the







Fig. 3.1 Evolution of crystalline plus projectile potential in one dimension, in (a) the labo-
ratory reference frame and in (b) the projectile. a is the lattice parameter, τ = a/v, and v
is the projectile velocity (slope of dotted line). The curves (potential vs x) are shifted for
different times. Thicker lines indicate times separated by τ . Compare this with figure 1.1 of
Chapter 1, which highlights the difference between the continuous translational invariance of
the projectile trajectory in a homogeneous system and the discrete translational invariance of
the trajectory in a periodic system.
projectile reference frame, the problem becomes purely time-periodic with period τ and the
previous T ∗ symmetry becomes T : t → t + τ (Fig. 3.1). In this frame, both the electrons
in the target and the crystalline potential move past the projectile with velocity −v. The T
symmetry is the main point exploited in this Thesis as it allows the use of Floquet theory for
time-periodic Hamiltonians [66, 67].
Consider a general potential landscape in the laboratory frame, including the crystal and
projectile,
Vlab(r′, t) =V0(r′)+VP(r′, t), (3.1)
where V0(r′) is the crystal potential and VP(r′, t) = VP(r′−vt) describes a projectile with
velocity v. This gives the T ∗ symmetry introduced earlier for the associated Hamiltonian
Hlab(r′, t). In the reference frame moving with the projectile, r = r′−vt, the potential
becomes
V (r, t) =V0(r+vt)+VP(r), (3.2)
which is associated with an Hamiltonian H(r, t) that is time-periodic with period τ = a/|v|.
Primed and unprimed indices indicate lab and projectile reference frame respectively, in a
notation that will be kept throughout the Thesis. The fact that the projectile potential VP(r) is
assumed to be localised around the origin [VP(r)→ 0 as |r| gets large] allows for a treatment
that generalises the scattering theory for jellium, which will be fully formalised in Chapter 4.
3.2 Galilean Transformations in quantum mechanics 39
3.2 Galilean Transformations in quantum mechanics
A Galilean transformation to the projectile reference frame allows very intuitively to under-
stand how the problem can be in principle treated using Floquet theory for time-periodic
Hamiltonians. However, let us step back for now and consider the system without the projec-
tile: a Galilean transformation of the crystal alone. The problem is still manifestly Floquet
from the argument of the previous section. In addition, it is not only the potential that is
transformed, but also the electron states in the crystal. In practice, the eigenstates of the static
crystals, transformed in a new reference frame moving at velocity v in a periodic direction,
must be eigenstates of the Floquet Hamiltonian in the new frame. Therefore, the solutions
of the Floquet problem are readily available from a simple Galilean transformation of the
crystal wavefunctions.
Hence, consider how a quantum mechanical wavefunction transforms when moving to a
reference frame moving at velocity v. The velocity regime in the stopping problem is assumed
to be nonrelativistic throughout the rest of the Thesis, making Galilean transformations
applicable. Indeed, the lightest ions that are usually considered in TDDFT simulations are
hydrogen nuclei, and in the typical velocity regimes of TDDFT simulations relativistic effects
can be considered negligible [2]. In addition, when studying the threshold velocity effect, the
energies are in the order of a few tens of keV. However, it is clear that this assumption will
not hold for kinetic energies in the GeV range, as for the case of cosmic rays. The energy
loss of ions in such energy ranges are usually investigated trough Monte Carlo methods (see
e.g. the Geant4 platform [100, 101]). Nonetheless, an extension of the Floquet formalism
presented in this Thesis to include relativistic Lorentz transformations could be in principle
formulated, and would represent a very interesting research direction.
The problem of applying a Galilean transformation to quantum mechanical wavefunctions
is very well known, and the form of the transformed wavefunctions can be derived very
simply (Landau [55]). The transformation of a general wavefunction ψ ′(r′, t) in the lab frame
to ψ(r, t) in a moving frame can be found by considering the transformation of a free particle
(plane wave). Since plane waves can be used as a basis set for any arbitrary wavefunction,
the transformation that is found for the plane wave corresponds to the general one. The two
plane waves
ψ
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where C is a normalisation constant, m is the mass of the particle and r = r′ − vt, can
be connected using the expressions p = p′−mv and E = E ′− v · p′+ 12mv
2 relating the
particle momenta and energies between the two frames. Upon substitution, the wavefunction
transformation takes the form






which is the one that is valid for any arbitrary wavefunction.









the transformed wavefunction is then found through
|ψ⟩=UG |ψ ′⟩ . (3.7)
Furthermore, the Galilean boost operator allows for a convenient derivation of the
transformed Hamiltonian: given that the TDSE needs to be satisfied in both reference

















the transformed Hamiltonian in Eq. 3.8 can be rewritten as
H =UGH ′U
†




To check explicitly with a simple example that this is indeed the correct form of the trans-
formed Hamiltonian in the moving frame, consider again a free particle, which is an eigen-
1The expression is derived by making use of the identity esX̂ esŶ = es(X̂+Ŷ )+s
2[X̂ ,Ŷ ]/2 for the case in which
[X̂ ,Ŷ ] commutes with both X̂ and Ŷ .
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state of the momentum operator p̂ |ψ ′p′⟩= p
′ |ψ ′p′⟩, whose energy in the transformed frame is
calculated, using the identities 3.7 and 3.6 as















which is indeed the correct transformation for the energy in the moving frame.
3.3 Transformation of Bloch states
It is time to consider the more interesting case of Bloch electrons, which provides the
solutions to the Floquet problem without the projectile. In the laboratory frame, the Bloch







with energy En(k), band index n, and unk(r′) is a periodic modulation. The Galilean
transformation of Eq. 3.4 brings the Bloch states into the form
ψnk(r, t) = e−iεn(k)t/h̄ei(k−mv/h̄)·runk(r+vt), (3.13)
where m is the electron mass. The quasienergy
εn(k) = En(k)− h̄k ·v+mv2/2 (3.14)
and the Floquet modes, which shall be named Bloch-Floquet modes henceforth,
φnk(r, t) = unk(r+vt)ei(k−mv/h̄)·r (3.15)
are immediately identified by comparison with Eq. 2.1. Fig. 3.2 illustrates an example of
a two-band system Floquet quasienergy spectrum. The Floquet BZ for quasienergy can
be chosen to coincide with the BZ for the Bloch vectors: shifting k by pG0 [for p ∈ Z
and G0 = (2π/a)v̂] shifts the quasienergy by ph̄ω , εpn(k) ≡ εn(k+ pG0) for the shifted
Bloch-Floquet modes φpnk(r, t). The 1st BZ defined in this way encodes all of the available
states in the system. In principle, crystals have an infinite number of bands, which would
make the equivalent picture of Fig. 3.2 much messier and unintelligible. In practice, one
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is usually interested in transitions inside a limited range in energy: transitions involving
higher-energy exchanges, which correspond in the Floquet picture to an higher number of
exchanged photons, are not usually dominant. However, this assumption may lose validity








Fig. 3.2 Bloch-Floquet-mode quasienergies εn(k) = En(k)− h̄k · v+ 12mv
2 of a two-band
model along the projectile-periodic direction in reciprocal space, extended zone scheme
and Floquet replicas εpn(k) included (thin lines), v > 0. The 1st BZ is highlighted in grey.
Quasienergy conserving states are indicated for an incoming mode at k = 0 (red star). Blue
circles and black triangles label allowed scattering modes in the lower and upper bands,
respectively, both in the extended zone scheme (on thick curves) and folded back into the 1st
BZ.
3.4 Asymptotic states in electronic stopping
In the theoretical modelling and most computational calculations of electronic stopping
in projectiles, one of the key assumptions is that the ETR approaches a steady increase
after a transient that can be neglected [99]. In fact, this steady-state assumption is either a
direct consequence of the approximations made for the model, as for the case of nonlinear
jellium [1, 16, 23, 25, 56] and linear-response [15], or it is observed numerically in first-
principles (TDDFT) calculations. The existence of a regime that leads to a steady increase in
energy (a constant or periodically oscillating ETR around a constant value for first-principles
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calculations) follows directly from the fact that the projectile is forced to move at constant
velocity. The projectile, swiftly moving along its path in the solid, continuously excites
electrons that are in equilibrium.
Indeed, Floquet theory provides a solid theoretical grounding on why one should expect
the existence of a steady-state regime. Since the introduction of the projectile does not change
the periodicity of the Hamiltonian in the moving frame, the quasienergy of the Bloch-Floquet
states remains a good quantum number. Stroboscopically steady states can be identified as
eigenstates of the full Floquet Hamiltonian, since the system can be analysed using scattering
theory in the Floquet modes obeying Eq. 2.5 in the extended Hilbert space R⊗T . Hence,
single-particle states obey
H (r, t)Φα(r, t) = εαΦα(r, t),
with
H (r, t) = H0(r, t)+VP(r), (3.16)
where H0(r, t) is the Floquet Hamiltonian of the crystal without the projectile, whose
eigenstates are given by the Bloch-Floquet states of Eq. 3.13. The eigenstates Φα(r, t) of the
full Floquet Hamiltonian H (r, t) can be described asymptotically as crystal Bloch-Floquet
states of Eq. 3.13 that have the same quasienergy. For example, consider a one-dimensional
(1D) system and the scattering process of a single mode. It is quite straight-forward to write
down an expression for the asymptotic form of the solution; starting from an incoming Bloch-
Floquet state φnki(x, t) coming from x → ∞, using quasienergy conservation the allowed
asymptotic Bloch-Floquet states can be found. This is shown schematically in Fig. 3.3.
Practically, the asymptotic components can be found by solving
εm(k f ) = εn(ki), (3.17)
where k f indicates the wavevector of the allowed asymptotic states and m indicates other
quantum numbers, e.g. band index as before. In Fig. 3.2, for the case εn(k) = 0, the
Bloch-Floquet asymptotic states that satisfy quasienergy conservation are highlighted.
In addition, scattering states must satisfy the appropriate (outgoing) boundary conditions:
since the projectile is set to be fixed at x = 0, outgoing boundary conditions impose that the
group velocity vmg (k f ) = h̄
−1
∂k(Em(k))− v|k=k f should point away from the projectile for
the asymptotic states (see Chapter 4 for more details). Therefore, the full Bloch-Floquet
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(x, t)∼ φnki(x, t)+ ∑
m,k f
Aki,k f φmk f (x, t), (3.18)
subject to the above boundary conditions. The scattering amplitudes Aki,k f , connecting the
incoming with the outgoing Bloch-Floquet state, will be derived and defined in the next











Fig. 3.3 Schematic representation of the scattering process of a 1D Bloch wave with quasi-
momentum h̄ki in the laboratory frame. While for free particles there are only two scattering
channels (c.f. Fig. 1.2), quasienegy conservation for Bloch electrons allows for multiple
scattering channels in general –see Eq. 3.19. The single-particle scattering states with
wavevector k f need to satisfy outgoing boundary conditions, as shown by the direction of the
arrows.
Switching to 3D notation, quasienergy conservation implies, using the definition of Eq.
3.14, that
Em(k f )−En(ki) = h̄(k f −ki) ·v . (3.19)
This expression coincides to the one obtained from energy and momentum conservation in a
binary collision of an electron with a projectile of mass MP → ∞ [38], and in perturbation
theory [61], with the distinction that k values must be considered in the Bloch-Floquet
extended zone/repeated band scheme (see Fig. 3.2). Despite the simplicity of this expression,
its validity beyond the free-particle and perturbation theory had not be clearly shown. For
allowed transitions between states with wavevectors ki in the 1st BZ and k f in the extended
zone scheme at the pth BZ, the energy of the electron-hole transition can be expressed
as ∆E = h̄(k f −ki)|1stBZ + ph̄ω . This corresponds to the fact that the scattering process
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involves transitions between different Brillouin zones, corresponding in the Floquet picture
to transitions to higher or lower-order Floquet modes.
On a final note, the steady ETR regime that appears naturally from the above scattering
arguments can be connected with the discussion in Section 2.3, where the problem of
thermalisation in Floquet systems was introduced. This energy increase could be connected
to the unbounded increase in energy leading to the infinite temperature state in strongly
driven systems. At the same time, the stopping process is very different from the periodic
driving of extended systems: the projectile, being a localised perturbation, will in general not
be able to excite the electron system as extensively as, for instance, external induced fields
such as a monochromatic lasers. In addition, the projectile swiftly moves in different parts of
the solid, continuously exciting electrons that are in equilibrium. Therefore, when simulating
stopping processes using finite-size boxes in first-principles calculations, the steady increase
in energy may be interpreted as the manifestation of a stable prethermalisation regime. In
Floquet systems, prethermalisation regimes are usually considered metastable phases before
the infinite temperature state is achieved: it is in the prethermal time window is such systems
that electron states with the desired properties can be engineered [102]. Therefore, in the
“infinite box limit” in simulations, which corresponds to the idealised scattering picture that
leads to the Bloch-Floquet steady states, the infinite temperature states can in fact never be
reached due to the size of the crystal, and the fact that the interaction of the electron system
with the projectile is quite localised. In addition, the possibility of reaching the infinite
temperature state in the present model can be also thought as an artifact of forcing the motion
of the projectile for the stopping calculations: in reality, the projectile slows down, and the
projectile plus target energy is in fact conserved.
3.5 Phenomenology of the threshold effect using Floquet
quasienergy conservation
The form of the solution of Eq. 3.18, together with the quasienergy conservation condition,
can already provide a good phenomenological model of the stopping threshold effect observed
in semiconductors and insulators introduced in Chapter 1.
Consider a model insulator with indirect gap as introduced in section 1.7. This simple
model does not include plasmonic contributions to stopping, or quantitative predictions for
the electron-hole contributions, which demand including electron-electron interactions. At
this stage, however, the simple model already offers good insights into what to expect for the
electron-hole excitation contribution in the nonlinear gapped case.















Fig. 3.4 (a) Model parabolic bands with indirect band gap, in 1D for illustration. Red
lines delimit possible electron-hole pair transitions compatible with Eq. 3.17, with arbitrary
projectile velocity v > vth defining their slope. (b) JDOS ρ(ω,v) vs excitation energy ω ,
for velocities v2 > v1 > vth for the same model. Red vertical lines highlight van Hove
singularities.







δ (∆Emn, f i −v ·∆k f i)δ (∆Emn, f i − h̄ω), (3.20)
where ∆Emn, f i = Em(k f )−En(ki) and ∆k f i = k f − ki, offering interesting insights –see
Fig. 3.4 for one dimension (1D), illustrative of the behavior in any dimensions. A two
dimensional (2D) plot of the JDOS ρ(ω,v) is included in Appendix A. For the parabolic
model in the figure, no stopping is allowed below a threshold velocity vth, as described in
section 1.7. When considering electron-hole excitations near the threshold velocity (v ≳ vth)
the scattering amplitude for transitions from states near the valence band maximum to states
at the bottom of the conduction band can be assumed to be approximately constant: this
gives an approximately constant scattering rate γ for the velocity range just defined. While
more accurate estimations for the scattering rate in simulations for real materials might be
needed, this approximation allows the derivation of some important results, and it is similar
to approximations used to analyse direct electron-hole optical transitions [103]. Indeed, the
JDOS near vth can be integrated, assuming some constant scattering rate γ near the threshold,





dωρ(ω,v)h̄ω = f (v)Θ(v− vth), (3.21)











Fig. 3.5 Integrated JDOS illustrating the approximate behaviour of Eq. 3.21 for (a) the
1D parabolic insulator, showing a linear relationship between velocity and stopping power
starting from vth. (b) 3D case, in this case displaying a quadratic onset. Arbitrary units.
where Θ(x) is the Heaviside step function. When v ≳ vth, f (v) ∝ vm, where m depends
on dimension: from numerical calculations, using ρ(ω,v) as defined in Eq. 3.20 for the
parabolic insulator model, m = 1 in 1D and m = 2 in three dimensions (3D). Figure 3.5
shows the numerical integration of Eq. 3.21, illustrating the functional form of f (v) for the
two cases in this simple model.
For an actual insulator, however, the threshold behavior is less clean. In fact, the adiabatic
limit v→ 0 is quite nontrivial, as illustrated in Fig. 3.6: by quasienergy conservation (Eq. 3.19)
transitions are allowed for arbitrarily small v even for gapped solids. This is shown in the
figure using the repeated zone scheme, where the lines of allowed transitions decrease in
slope with decreasing v.
The Se(v) curve is then characterized by a series of onset velocities, or partial thresholds,



















In this limit, assume a decaying scattering rate γl for transitions to the lth replica in the
extended zone scheme. This assumption can be regarded as an adiabatic limit for the
stopping power, since a v → 0 limit should bring us back to the case of a static impurity
(see section 3.6). For a projectile velocity v ≳ v(l)th , the electronic stopping power Se(v)
can in principle be accurately approximated by a semi-infinite sum over the higher-order
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Fig. 3.6 (a) Partial threshold velocities (slopes of red lines, v(p)th ) for replicas of parabolic
bands in the extended zone scheme, corresponding to shifted Floquet modes, cf. Fig. 3.2. (b)
Effective threshold behavior for Se versus v in the small v limit, for a 3D indirect gap model
with γl ∝ e−αl . Red dots: v
(p)
th , v0 is the threshold velocity for transitions within the 1
st BZ.
The solid line is the sum over all the contributions from the replicas (dashed lines). The inset:
Se (logarithmic scale) vs 1/v, highlights the quick decay of stopping as v → 0.
replica contributions. Each term of these contributions will have the form calculated for
the single-parabola case, with a decaying coefficient given by the scattering rate γl; the












Consider some examples for the behaviour of the scattering rates γl , whose behaviour
depends on the strength of the projectile coupling through the scattering matrix elements for
the transitions between occupied and unoccupied states, see section 4.4.3. As a prototype of
slow decay, the algebraic form γl ∼ l−µ for some µ can be assumed. A much quicker decay
may be given by the exponential form γl ∼ e−αl
λ
. In the former case, the electronic stopping















where the expression 3.23 was used in Eq. 3.24. This sum can be approximated as an integral,
leading to (details of the derivation in Appendix A)
Se(v)∼ vm+µ−1. (3.26)
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Taking as an example the 3D case (m=2), it leads to Se ∼ vµ+1: from a very slow algebraic
decay µ = 1, one would expect a quadratic dependence Se ∼ v2, with an increasing power




where v∗ is a scaling constant. This form of the stopping decays much more quickly compared






Fig. 3.7 (a) Experimental data (same as Fig. 1.3) showing the threshold behaviour of electronic
stopping for the wide band-gap insulator LiF. Note that, at vth = 0.1 a.u., the data points and
their reported errors overlap with each other, and the behaviour close to the onset is not very
clear, with the error bars becoming quite relevant. (b) Effective threshold behavior modelled
from Eq. 3.24, where a line was fit to simulate an apparent linear onset for stopping starting
at v0, with transitions to higher-order replicas decaying coefficients.
Compare the right plot of Fig. 3.6 with the experimental results regarding threshold
velocities in LiF [27]. In particular, Fig. 3.7 shows the experimental plot of Fig. 1.3, together
with the exponential threshold decay of Fig. 3.6 in which a straight line has been fitted to
simulate an apparent linear onset starting from the primary threshold velocity v(0)th . Indeed,
while the stopping onset from the experimental data looks linear, the behaviour close to the
onset, for projectile velocity v = 0.1 a.u., is not very clear, due to the reported uncertainty in
the values. Indeed, the reported error bar of the experimental data is ±0.2×10−15 eVcm2:
compared to the scale of the right graph of Fig. 3.7, it would represent half of the y-axis.
Therefore, while the relationship between Se and v away from the onset is strongly dependent
on the electronic properties of the specific target, the above results on the presence of an
effective threshold, based on Bloch-Floquet scattering and quasi-energy conservation, could
in theory capture a behaviour that has not, so far, been resolved by experiments. It would
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be interesting to investigate, through further enhancements of the experimental techniques,
or investigating other gapped materials which could show it more easily, whether such an
effective threshold behaviour, showing a decaying tail for electronic stopping at velocities
lower than the primary threshold, exists.
This result on the apparent threshold behaviour can be related to the work presented in
[63] by Horsfield et al., which provides a theoretical modelling to the “electron elevator”
mechanism through a dynamical state introduced in the band gap by a projectile ion, proposed
on the basis of TDDFT simulations in [42] by Lim et al., and referred to in section 1.7. In [63],
it is also found that transitions are allowed below the fundamental threshold, with transitions
allowed at multiples of h̄ω from unoccupied to occupied states, and hence no strict threshold.
However, there are some fundamental differences between the model presented in this Thesis
and the work in [63]. Firstly, in [63] the authors make use of the lowest-order perturbation
theory, while the expression for stopping derived in section 4.4 is exact and independent of
perturbation theory. Secondly, the Floquet Stopping model can in principle take into account
the full electronic structure of the target, which was made possible by applying quasienergy
conservation to the unperturbed Bloch states of the target material. In contrast, in [63] the
target material was modelled as an ideal two-level insulator: the model for stopping is in fact
closely related to the perturbative one of [61], which considers an ideal “flat band” insulator,
with the difference that in [63] the single-particle states (orbitals) adiabatically adjust to the
position of the projectile, thus modulating periodically. Nonetheless, the electron elevator
model and the presented Floquet approach need not be incompatible with each other. Indeed,
perturbation theory can be readily recovered from the exact, single-particle expression
obtained through Floquet theory (see section 4.4.3). In this perspective, the model in [63]
represents a special case of the full Floquet theory. Moreover, the presence of any projectile
defect state appearing in the gap, which provides the proposed elevator mechanism, may
in principle be probed through the Dyson equation formalism presented in Chapter 5 by
considering, for instance, the local density of states in the proximity of the projectile.
3.6 The adiabatic limit
Looking back at the discussion over the stopping threshold, it is worth analysing in more
depth the general problem of the adiabatic limit in Floquet systems, i.e. the limit for ω → 0.
In the Bloch-Floquet scattering problem the scattering rates are assumed to decay when
considering transitions to the higher-order replicas because, in the static limit, the problem
becomes the one of a static impurity in a solid whose electronic system is in equilibrium,
with no stopping. Moreover, in the limit v → 0, it can no longer be safely assumed that the
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timescale for the relaxation of the electronic excitations is much longer than the period τ
determined by the projectile moving in a periodic lattice direction. In the nonlinear theory
for jellium, the v → 0 behaviour is better defined, since the spectrum of the homogeneous
electron liquid is much simpler than the Bloch-Floquet picture which takes into account
electronic band structures: indeed, Se ∝ v leads to a well-defined adiabatic limit.
In order to get an intuition on the low-velocity limit in the Bloch-Floquet scattering
picture, consider the simple two-band model, such as two-band picture of Fig. 3.2. In order
to gain a better intuition, the bands can be represented in the Bloch repeated zone scheme
–see Fig. 3.8– without losing generality, given the one-to-one correspondence between the
repeated zone scheme in k and Floquet quasienergy space.
As the velocity v of the projectile is decreased, and therefore the periodicity of the
Bloch-Floquet Hamiltonian that determines the scattering process is increased, the available
asymptotic scattering states, given by the quasienergy conservation formula, become more
distant in quasimomentum space: in the Floquet picture, only transition to higher-order
modes are available. Indeed, when considering only two bands as in Fig. 3.8, while at higher
velocities only a limited number of solutions for the asymptotic scattering states is available,
when v → 0 the number of possible solutions to the Floquet quasienergy conservation
equation diverges. In fact, the limit v → 0+ can be regarded as a singular limit with respect
to the solutions of the quasienergy conservation equation.
In fact, the adiabatic limit ω → 0 in Floquet theory is the subject of extensive discussions
and theoretical work. A very interesting study of this limit is carried out by Russomanno and
Santoro [71], who focus on the adiabatic limit of a periodically-driven spin-1/2 system in a
magnetic field. The problem is mapped to a nearest-neighbour tight-binding form on a one-
dimensional Floquet lattice, since the corresponding matrix form of the Floquet Hamiltonian
is tridiagonal, given the harmonic form of the time-dependence in the Hamiltonian. Indeed,
for harmonic Hamiltonians the Floquet matrix of Eq. 2.30, where H0 describes a two-level
system, takes the form
H =

. . . ...
...
...
. . . H0 − (n−1)ω H1 0 . . .
. . . H−1 H0 −nω H1 . . .




... . . .

. (3.28)
It can be regarded, in the Shirley-Floquet picture, as a tight-binding model in the extended
Hilbert space R⊗T , with the Fourier label n giving rise to the extra dimension as ω ̸= 0,
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Fig. 3.8 Bloch-Floquet quasienergy spectrum in the repeated zone scheme for different
projectile velocities, where v1 [used in (a)] is greater than v2 [used in (b)], arbitrary units. As
with Fig. 3.2, blue circles and black triangles label allowed the solutions of the quasienergy
conservation equation in the lower and upper bands, respectively, with quasienergy ε = 0.
Note how the number of allowed modes increases as the projectile velocity is lowered,
leading to a singular limit as v → 0.
and creating a Floquet-Wannier-Stark ladder of spin doublets, with upper and lower spin
components occupation undergoing Rabi oscillations that are caused by resonances. The
resonances appear when the quasienergy of the Floquet mode related to the upper spin
component is equal to an integer multiple of h̄ω of the lower spin component quasienergy.
In the limit ω → 0, there is a singular accumulation of resonances.
While this model is very different from the Bloch-Floquet scattering problem related
to stopping, they do share some important similarities for the adiabatic limit. Indeed, the
two-band Bloch-Floquet problem analysed in the previous section could be simplified by
approximating the insulator as a collection of two-level atoms, as done in [61]. Even in the
full two-band picture, the singular accumulation of allowed transitions at v → 0, as illustrated
in Fig. 3.8, can be connected to the singular accumulation of resonances in the limit ω → 0.
However, as explained in Chapter 2, in general the matrix elements related to the scattering
rates to such states decay quickly with the order of the Bloch-Floquet transition. Additionally,
in [71] the effect of dissipation is analysed, and it is found that dissipation effects increase
in the presence of resonances. In the low-velocity limit of the stopping problem, given the
much slower timescale, it is very likely that the effect of dissipation would play an important
role.
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In fact, without the Floquet analysis of the threshold effect, it might appear that a
threshold behaviour should not exist, not even as an effective threshold. Indeed, it might
be tempting to treat the adiabatic limit in the following way: consider approximating the
crystal as a collection of oscillators with given excitation energy ∆E as in [61]; when the
velocity of the projectile is very small, it would only be able to induce localised excitations.
In the true v → 0 limit, a very large amount of time passes between the excitation at one of
the oscillators and the next one, allowing for the the previous one to relax in the relevant
dissipation channels. Assuming that the average excitation induced by the projectile has
value ∆E, the stopping power is simply given by Se ∼ 1v ∆E/τ = ∆E/a, i.e. it approaches a
constant value, in clear contradiction with the threshold behaviour shown by experimental
results and TDDFT calculations. However, it might be argued that, in fact, this constant
value for stopping in the adiabatic limit would be too small for it to be accurately measured
by experiments.
While the results presented in section 3.5 do not intend to represent the final word on the
threshold velocity problem, I think that they provide an interesting perspective and starting
point for discussion, apart from the stopping problem, even for the problem of adiabatic
limit in Floquet systems. Indeed, so far, works in this direction have been mainly focused
on the weak-perturbation regime [71, 104], and is clear that an effective description and




In this Chapter, the Bloch-Floquet scattering theory introduced in Chapter 3, based solely
on quasienergy conservation, is formalised. Firstly, a brief summary of the theory of free-
particle scattering is provided, introducing the notation and the formalism which is then
generalised to the Floquet problem. Then, the expressions for the single particle Bloch-
Floquet scattering states and for electronic stopping power are derived for the 1D and 3D
cases. It is shown that, in the appropriate limits, the expressions for stopping derived using
perturbation theory and the non-linear model for jellium are recovered. The formalism will be
presented for noninteracting particles, and the projectile will be represented by a local scalar
potential. However, the model can be generalised to more realistic situations using time-
dependent mean-field methods (such as Kohn-Sham) to include realistic crystals, projectiles,
and electron-electron interactions. At the end of the Chapter, some of the limitations of the
theory are discussed.
4.1 Summary of free-particle scattering
This section serves as a revision of free-particle scattering theory and its formalism, which
will be useful to introduce the basic concepts that are generalised for the Bloch-Floquet
scattering theory in the next sections. This section is inspired by the presentation in [105].
In elementary collision theory for free particles, the Hamiltonian is assumed to be of the
form
H = H0 +V, (4.1)
where H0 is the kinetic energy operator and the scattering potential V is assumed to be
time-independent. As mentioned in Chapter 1, the eigenstates of the Hamiltonian are the
scattering states defined by the Lippmann Schwinger equation 1.19, which is appropriate to
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report here
|k(±)⟩= |k⟩+g(±)[E(k)]V |k(±)⟩ , (4.2)
where the ± notation, labelling outgoing/incoming boundary conditions has been introduced.
These states have the same eigenvalue E(k) as eigenstates of H as |k⟩ for H0. This can be
interpreted by the fact that one can consider the energy-momentum free-particle eigenstate
|k⟩ as being an incoming wave from the infinite past t →−∞, and that by energy conservation
all the scattered components of the wave must have the same energy, with |k(±)⟩ representing
the plane wave evolved from t →−∞ by the scattering process with the potential. In fact,
it is appropriate to remind that the states in Eq. 4.2 are improper vectors, which are not
normalisable in the Hilbert space R of H, and therefore cannot represent physical states.
Conveniently, though, for the purposes of scattering theory one can assume that they behave
as if the eigenstates of H and H0 are physical states. To see why this is the case more
formally, the physically well defined wavepackets can be constructed by “smearing” the








where the functions φ(p) are defined here to be amplitudes for the specific wavevector
component, which make the wavefunction well-defined and normalisable, e.g. by making
the state having the form of a Gaussian wave-packet. 1
They satisfy the asymptotic conditions
U (t) |φ (±)⟩ −→
t→∓∞
U0(t) |φ⟩ , (4.4)
and the appearance of the unitary evolution operators related to the free-particle Hamiltonian
H0 and the full one H comes from the fact that they are in fact solutions of the TDSE.
The physical significance of |φ (+)⟩ is the following: if the in-asymptote, i.e. the incoming
wavepacket from t →−∞, is |φ⟩, the actual state at t = 0 is |φ (+)⟩. For |φ (−)⟩, instead, the
state at t = 0 is connected to the out-asymptote, which, practically, can be interpreted as
1A quick way to see how smeared plane waves are normalised is to invoke the Riemann-Lebesgue Lemma,




d pφ(p)eipx → 0,
which makes the wave-packet to be a well-defined state in H , while the plane wave state ψ(x)∼ eikx is not.
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a computation “backwards in time”. The use of the former expression for the scattering
state will be preferred since its physical interpretation as a superposition of an “unperturbed”
incoming wave and the disturbance caused by the scattering potential is more intuitive. The
connection between the two is formally given by the Möller wave operators, defined as
Ω± = lim
t→∓∞
U (t)†U o(t), (4.5)
which relate the initial states to the asymptotes as
|φ (±)⟩ ≡ Ω± |φ⟩ . (4.6)
Using the relations 4.3, the improper vectors |k(±)⟩ can be connected to the plane wave states
in the same way
|k(±)⟩ ≡ Ω± |k⟩ . (4.7)
The Möller operators can be interpreted as mapping the set of {|k⟩} states in R onto the
subspace S of scattering states, in which they form a complete orthonormal set. Together
with the eigenvectors |n⟩ of the subspace of the bound states B (the states that do not have
in or out asymptotes, but can be regarded as staying localised around the impurity), they
form an orthonormal basis in R. Therefore, while the improper states |k(±)⟩ and |k⟩ do
not satisfy the asymptotic conditions 4.4, since they are eigenstates of H and H0 [explicitly,
U (t) |k(±)⟩= e−iE(k)t |k(±)⟩ and U0(t) |k⟩= e−iE(k)t |k⟩] as they are stationary states with
respect to the evolution operators, they do satisfy them when considered as components as a
wavepacket, as one can quickly verify by considering Eq. 4.4 in terms of the expansion 4.3.
Formally, this is the reason why, for example, the state |k(±)⟩ can be considered to be the
state into which the initial free-particle state |k⟩ evolves into due to the scattering process.
Physically, when considering the scattering process of a particle beam that is incident on
a scattering potential, the difference between a physical wave packet and stationary states
becomes negligible if the particle beam is turned on for a long enough time, so that the
system can be assumed to reach a steady state.
Introducing the real-space representation, the Lippmann-Schwinger equation assumes
the explicit form –with the definition ⟨r|k⟩ ≡ ψk(r)–
ψ
(±)




This equation can be used to establish the asymptotic behaviour of the scattering state at
large r = |r|, which is a standard exercise in quantum mechanics. The Green’s operator is
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defined as
g(±)(E)≡ (E −H0 ± iη)−1, (4.9)
where a limiting procedure η → 0 is implied. Its explicit form in real space can be obtained



















In this expression, the scattering amplitude connecting the incoming plane wave defined by
the wave-vector k and an outgoing component k′ is defined as
f (k → k′) =−m(2π)2h̄⟨k′|V |k(±)⟩ . (4.12)
As shown in Chapter 1 for the case of the free-electron gas, the scattering formalism can
provide a good modelling tool for electronic stopping processes in solids: for free particles,
the stopping power can be conveniently written as a function of the scattering cross section,
which can be expressed in terms of the scattering amplitude above.
The theory of free-particle scattering provides a simple framework in which one can
build understanding and physical intuition on scattering processes. The formalism for the
scattering of Bloch-Floquet waves presented in the next section, which will allow for a
generalisation of the nonlinear theory for stopping in jellium, is simply a generalisation of
free-particle scattering theory in the extended Hilbert space of Floquet modes.
4.2 Stopping power with Bloch-Floquet scattering theory
The theory presented in this chapter will provide a firm theoretical ground to the expressions
and the results presented in Chapter 3, where an ansatz for the solution of the scattering
problem in the projectile frame for Bloch states in the crystals was presented based simply
on quasienergy conservation.
The theory is based on the mapping of the time-periodic problem in H , which requires the
solution of the TDSE, to the time-independent-like form given by the Floquet-mode equation
2.5. Making use of t − t ′ formalism developed in section 2.2, a generalised Lippmann-
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Schwinger solution to the problem is presented, which provides an exact integral expression
for the scattering states.
The analogy with the formalism of free-particle scattering comes from the fact that, in
place of the eigenstates ψk(r) of the free-particle Hamiltonian, the Bloch-Floquet modes
φnk(r, t) of Eq. 3.15 are considered. These states are eigenstates of the crystal Floquet
Hamiltonian H0(r, t) = H0(r+vt)− ih̄ ∂∂ t with quasienergy εn(k), where H0(r+vt) is the
crystal Hamiltonian in a moving frame as defined in Chapter 3. Since the Floquet eigen-
mode equation 2.5 has the form of a time-independent-like Schrödinger equation, the same
techniques used to solve the stationary scattering problem for free particles presented in
the previous section can be applied. Thus, consider a Bloch state ψnki(r, t) in the moving
frame, which is defined according to Eq. 3.13. With the addition of the projectile, the Floquet
Hamiltonian is now H (r, t) = H0(r, t)+VP(r). Since this does not change the discrete
time-translational symmetry (the Hamiltonian is still periodic with period τ), according
to the Floquet theorem the full solution will be a Floquet state, which can be written as
Ψ
(±)
nki (r, t) = e
−iεn(ki)t/h̄Φ
(±)
nki (r, t). Here, Φ
(±)
nki (r, t) labels the Floquet mode of the full solu-
tion, c.f. with φnki(r, t), which denotes the Floquet mode of the unperturbed Bloch-Floquet
initial state ψnki(r, t). Therefore, the Floquet state has the same quasienergy εn(ki) of the
incoming mode which can be expressed as an integral equation in the Lippmann-Schwinger
spirit, with ξ = (r, t),
Φ
(±)
nki (ξ ) = φnki(ξ )+
∫





where the ± sign shares its meaning with the free-particle scattering formalism. The integral








i.e. an averaging over one time period is assumed. The Green’s function is expressed in
terms of the complete set of eigenstates given by the Floquet modes and is defined according

















ε − εpn(k)± iη
, (4.14)
where φpnk(r, t)≡ eipωtφnk(r, t) are the shifted Floquet modes, since by definition of com-
pleteness of the Floquet modes the integral in energy of the Green’s function should cover
the whole quasienergy spectrum. An equivalent definition makes use of the correspondence
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between shifted Floquet modes and Bloch-states in the repeated zone scheme, as explained












ε − εn(k)± iη
, (4.14’)
where the integral in k has to go over all reciprocal space. Using these definitions, the
asymptotic expression for the full Bloch-Floquet modes can be obtained. In the next section,
it will be derived for the 1D and more general 3D case.
4.3 Bloch-Floquet scattering states derivation
4.3.1 One-dimensional case
In this section, the asymptotic form for the stationary states for the stopping problem are
presented for the 1D case. As well as providing a simpler model, the 1D formalism can
be understood more easily, and a 1D model will also be used for the formalisation of a
method for stopping calculations in Chapter 5. With the Bloch-Floquet modes of the crystal











ε − εn(k)± iη
, (4.15)
To obtain the asymptotic form of the Green’s function, the limit of interest is given by
∆x = |x−x′| → ∞ in the Lippmann-Schwinger expression. This can be derived by calculating
the large-x asymptotic form of the Green’s function above. Moreover, from now on only the
scattering state with outgoing boundary conditions [i.e. only the (+)-expressions], which are
the ones of physical interest, will be considered .
The main difficulty is given by the fact that an exact analytical expression for G (±)0 , in
contrast to the free-particle case, is not generally available. This is due to the fact that the
poles of the Green’s function are defined by the zeros of the function ε − εn(k) for some
constant ε . However, it can be assumed that such zeros, if they exist, can be obtained, at least
numerically, as done in Chapter 3 for the two-band model. Moreover, a difference between
this problem and the case of scattering of Bloch waves from a static defect or impurity [106]
is that the change of reference frame breaks the time-reversal symmetry of the static crystal,
and therefore extra care needs to be taken when performing the complex integrations. This
procedure allows to find an asymptotically exact expression for the Green’s function, which
in turn determines the one for the scattering state.
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It is convenient to recast the integral in Eq. 4.15 in the form
∫ dk
2π
ei(k−mv/h̄)x fn(k,x,x′, t ′, t ′′)
ε − εn(k)+ iη
(4.16)
where fn(k,x,x′, t, t ′) = e−i(k−mv/h̄)x
′
unk(x, t)u∗nk(x
′, t ′). As a preliminary analysis, it can
be seen that the asymptotic limit x →±∞ is well defined since fn is effectively bounded
in this limit, given the periodicity of the Bloch states. It is assumed that the function
Fn(k) = ε − εn(k) has zeros defined by the quantum number(s) m and k f , which define the
simple poles of the integrand. In the asymptotic limit, this integral is equivalent to
∑
m,k f
fm(k f ,x,x′, t, t ′)




k− k f + iη/(−h̄vmg (k f ))
, (4.17)
where the group velocity is defined as vmg (k f ) = h̄
−1
∂k(Em(k))− v|k=k f . In fact, this ex-
pression for the group velocity is fairly intuitive: the group velocity of the Bloch-Floquet
states is the one of the corresponding Bloch state in the lab frame shifted by the velocity of
the moving reference frame. In order to see that this expression is indeed the correct limit
consider the following decomposition of the integrand in Eq. 4.16 [106]
fn(k)
ε − εn(k)+ iη
=
fn(k)− fm(k f )
ε − εn(k)+ iη
+ fm(k f )
[
k− k f + iη/(−h̄vmg (k f ))





k− k f + iη/(−h̄vmg (k f ))
+
fm(k f )
(−h̄vmg (k f ))
1
k− k f + iη/(−h̄vmg (k f ))
,
(4.18)
where the shorthand fn(k) is used in place of fn(k,x,x′, t, t ′). In the limit η → 0, which
is implicit in Eq. 4.16 upon substitution of the above expression in the integral, it can be
verified that the first two terms are regular everywhere along the integration axis, and they
vanish by the Riemann-Lebesgue lemma as |x| → ∞. Therefore, the only term contributing to
the integral is the last one, which leads directly to expression 4.17. At this stage, the complex
integral can be performed without problems by summing over the residues of the poles. The
two limits x →±∞ are taken separately by closing into the upper and lower half plane for
x > 0 and x < 0 respectively. The poles associated with positive vmg (k f ) will be associated
with the solutions at x > 0, and the ones with vmg (k f ) < 0 with x < 0, which is sensible
given the fact that we are evaluating the retarded propagator for the Bloch-Floquet modes,
which should give forward-time propagation. Thus, by evaluating the integral the asymptotic
expansion of G (+)0 is readily obtained; inserting it into the one-dimensional version of the
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(x, t)∼ φnki(x, t)+ ∑
m,k f
Anki,mk f φmk f (x, t) (4.19)
with the outgoing boundary conditions above, with the expression being valid at x > (<)0 if
the group velocity of the outgoing scattering mode vg(k f )> (<)0: the boundary conditions
are fulfilled with the group velocities pointing away from the projectile located around x = 0.
The scattering amplitudes are
Anki,mk f =−
i






















(x′, t ′). (4.21)
This proves the ansatz 3.18.
Therefore, the behaviour is already very complex, even in 1D, compared to free-particle
scattering, where the only available states are the reflected and transmitted plane waves, since
conservation of energy imposes |k f | = |ki|. As only quasienergy needs to be conserved, the
number of possible solutions can be in principle infinite, as explained in Chapter 3, even
for ideal one or two-band systems. In theory, these modes could be in principle observed
experimentally in controlled conditions. For instance, in systems where a 1D Hamiltonian
can be engineered to enforce a moving impurity at constant velocity in a lattice, it is possible
that they could be directly observed by measuring the density profile of the excited states,
which at set distances from the impurity could in theory be described by the asymptotic form
of the wavefunction above.
4.3.2 Three-dimensional case
The 3D case can be thought simply as a generalisation of the 1D one, in a similar way in
which 3D free-particle scattering can be related to 1D. However, while the derivation of the
form of the asymptotic scattering states is quite similar, it is still worth going through some
of the details; on the one hand because there are some differences, and on the other hand
because it appears that it is the first time that such a scattering problem has been analysed,
in particular with regards to the broken time-reversal symmetry which distorts the band
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structure into the Bloch-Floquet spectrum, and from the fact that the theory is applicable to
arbitrary crystals, whose electrons can be described by Bloch waves.











ε − εn(k)+ iη
. (4.22)
Firstly, this integral needs to be split into two parts. Consider the expression (see [55], §125








in which the integral over the 3D k-space is separated into angular and scalar components.
For large r = |r|, which is the limit of interest, by a stationary phase argument the integral is
determined mainly in regions near the extrema, given by k̂ · r̂ = cosθ =±1. Therefore, for









By identifying, in this case, F(k) = e−i(k−mv/h̄)·r′unk(r, t)u∗nk(r
′, t ′)/(ε − εn(k)+ iη), the
remaining integration in k can be performed similarly to the previous sections. One of the








ε − εn(−kr̂)+ iη
, (4.25)








ε − εn(kr̂)+ iη
, (4.26)
with fn(k) = e−i(k−mv/h̄)·r
′
unk(r, t)u∗nk(r
′, t ′). Since time-reversal symmetry is broken in the




−∞ dk as usually done in similar problems where the time-reversal symmetry applies.
In fact, it is easy to see that the two integrals, together, cover all the possible solutions of the
quasienergy conservation equation ε − ε(kr̂) = 0, with the solutions k f < 0 being taken into
account by the poles of the first integral. This holds trivially because, given a zero k f < 0
of ε − ε(kr̂), then −k f > 0 is a zero of ε − ε(−kr̂). Consider first the integral in Eq. 4.25.
Similarly to the integral for the 1D expression, it can be approximated, in the asymptotic




k f fm(k f r̂)




k− k f − iη/h̄vmg (k f r̂)
, (4.27)




∂k(εm(kr̂))|k=k f . With the condition v
m
g (k f r̂)> 0, closing the contour of the integral in the
upper-half plane leads to the evaluation of the expression in 4.25 as
∑
k f>0
k f fm(k f )




Now, consider the other integral in 4.26, and denote the zeros of the real part of the








k− k′f − iη/h̄vmg (−k′f r̂)
. (4.29)
The integral is then calculated by closing the contour in the lower-half plane with the
condition vmg (−k′f r̂) < 0, which is equivalent to vmg (k f r̂) > 0, as expected. This means
that the integral gives the same result 4.28 for the negative roots k f of the quasienergy
conservation equation. This leads, after substitution of the asymptotic form of the Green’s
function into the Lippmann-Schwinger equation, to the following asymptotic form of the
Bloch-Floquet scattering state in 3D
Φ
(+)





umk f r̂(r, t), (4.30)
where the scattering amplitudes are defined as
Anki,mk f r̂ =−
k f
2π h̄vmg (k f r̂)
⟨⟨φmk f r̂(t)|VP|Φ
(+)
nki (t)⟩⟩ . (4.31)
The full solution of the Schrödinger equation is then obtained by inserting the quasienergy
phase factor Ψ(+)nki (r, t) = e
iεn(k)t/h̄Φ
(+)
nki (r, t). The outgoing boundary conditions are clearly
satisfied from the conditions on the group velocity for the outgoing states.
Looking at the derived expressions for the scattering states one gets a much richer
behaviour compared to both the free-particle case and the scattering of Bloch waves from
an impurity. Indeed, even when considering impurity scattering of Bloch waves in a crystal
[106], depending on the band structure, the number of possible outgoing states is limited
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to the ones satisfying energy conservation. Looking at the form of Eq. 4.30, it resembles
the form of a plane wave scattering states in the form of Eq. 4.11, which consists of a
superposition of a plane wave and outgoing spherical waves. The difference with the Bloch-
Floquet scattering state 4.30 is in the summation of all (possibly infinite) number of allowed
scattering states defined by k f r̂.
4.4 Derivation of the electronic stopping power
As derived in Chapter 1, the ETR Ė and stopping power for a projectile of velocity v are
related by the simple relation Se = Ė/v. However, in order to derive the expression for
stopping power from the Bloch-Floquet scattering states, it is not possible to use the same
methods used in [56] for Eq. 1.26 to compute the force matrix element: this stems from the
fact that the Floquet Hamiltonian does not commute with the momentum operator, which
holds instead for the case of a free-particle Hamiltonian. However, it is still possible to derive
it using probability flux conservation, as in 1.22. It differs from that example in that the full
spectrum of possible scattering states given by quasienergy conservation needs to be taken
into account.
4.4.1 1D Bloch-Floquet energy transfer rate
Let us analyse the 1D case first for simplicity, and observe that the quasienergy conserving
scattering process is particle-conserving. This means that the incoming probability current
from some initial incoming state from x → ±∞, is equal to the sum of the currents of
the outgoing states. For the 1D Bloch-Floquet scattering process, where the outgoing





2|vmg (k f )|= |vng(ki)|, (4.32)
where the notation is derived from the expressions in Eq. 4.19, and only the group velocities
of the modes satisfying the correct boundary conditions are considered.
The ETR can then be derived in the stationary regime by noting that each of the Floquet-
Bloch asymptotic modes corresponds to a Bloch state with energy En(k). The energy
flux of the outgoing modes can therefore be expressed via the scattering amplitudes, since
probability flux conservation holds in both the projectile and the laboratory frame. Therefore,
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the single-particle ETR takes the form




2|vmg (k f )|Em(k f )−|vng(ki)|En(ki)
]
, (4.33)
where ρi is the density of the incoming state. Using the identity 4.32, it can be expressed as
Ėni = ρi ∑
mk f
|Anki,mk f |
2|vmg (k f )|(Em(k f )−En(ki)). (4.34)
This expression has the simple interpretation of a generalisation of the one-dimensional
free-particle expression in Eq. 1.23. Furthermore, it can be recast in a form that generalises
the expressions derived in [23, 56]: consider the following identity for the Dirac-delta
















∆Emn, f i| ⟨⟨φmk f (t)|VP|Φ
(+)
nki
(t)⟩⟩ |2δ (∆Emn, f i − vh̄∆k f i), (4.36)
with ∆Emn, f i = Em(k f )−En(ki) and ∆k f i = k f − ki. In the form above, the ETR expression
can be linked to the Fermi golden rule, differing by the presence of the full scattering state
|Φ(+)nki (t)⟩in the matrix element instead of the unperturbed Bloch-Floquet mode |φnki(t)⟩.
4.4.2 3D Bloch-Floquet energy transfer rate
In 3D a similar argument related to flux conservation holds: for single-particle scattering, as in
the previous paragraph, one can still consider the ETR as the difference in energy flux between
the incoming Floquet-Bloch state and the allowed outgoing scattering states. The ETR can be
expressed in terms of the differential scattering cross-section (dσ/dΩ)(nki → mk f ) from a
Bloch-Floquet mode |φnki⟩ to |φnk f ⟩. It can be defined as the ratio between the scattered flux
to the incident flux, which can be expressed in terms of the Bloch-Floquet matrix elements as
dσ
dΩ
(nki → mk f ) =




(2π h̄)2vmg (k f )vng(ki)
, (4.37)
whose difference with the free-particle scattering case can be noted, especially in the appear-
ance of the group velocities of the two states. This expression for the differential scattering
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cross section is more similar to the form for inelastic scattering than to stationary scattering
processes based on energy conservation [105], with the reason simply being that the group
velocities of the allowed Floquet-Bloch states are, in general, different. The ETR can then be
obtained by integrating the differential energy transfer rate
dE
dΩ
(nki → mk f ) = jnki
dσ
dΩ
(Em(k f )−En(ki)), (4.38)
where jnki = ρiv
n











(2π h̄)2vmg (k f )
(Em(k f )−En(ki)), (4.39)










δ (∆Emn, f i −v · h̄∆k f i), (4.40)
where ∆Emn, f i = Em(k f )−En(ki) and ∆k f i = k f −ki which is a simple generalization in 3D
of the 1D form 4.36, with the Dirac-δ imposing quasienergy conservation.
4.4.3 Bloch-Floquet stopping power: expression and analysis
In order to obtain the electronic stopping power, the total ETR is needed. At temperature
T = 0, assuming occupied bands n and unoccupied bands m, it can be expressed by integrating














δ (∆Emn, f i −v · h̄∆k f i).
(4.41)
The expression for the 1D case is simply the 1D version of the above expression. Eq.
4.41 can be regarded as the result of the generalisation of the nonlinear jellium theory
for finite velocities [23, 56]. In fact, by simply substituting the Bloch-Floquet modes
φnk(r, t) = unk(r+ vt)ei(k−mv/h̄)·r with plane waves with corresponding wavevector, the
expression for the nonlinear stopping in jellium is readily recovered. Eq. 4.41 can be
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where ρ(ω,v) is the JDOS as defined in Eq. 3.20 and the energy-dependent scattering rate
γmn(v,ω) will depend nontrivially on the matrix elements Anki,mk f connecting valence and
conduction band modes that satisfy quasienergy conservation. In section 3.5, when analysing
the threshold velocity effect, the assumption was that the matrix elements in the region of
interest in energy space do not change much with the value of the wavevectors ki,k f , in
analogy with the analysis of direct optical transitions in gapped solids [103]. While Eq. 4.41
is more general compared to Eq. 3.21, for actual numerical calculations either 4.41 or 4.42
may be more suitable, depending on which approximations can be made, and choosing the
most efficient one. While for 1D systems the from of 4.41 appears to be more suitable (given
the discreteness of the quasienergy conserving solutions), for numerical schemes in higher
dimensions the version of 4.42 may prove to be better.
To extend this to T ̸= 0 and partially filled bands the relevant occupation numbers can be















δ (∆Emn, f i −v · h̄∆k f i),
(4.43)
where here f (E) is the Fermi distribution function. For higher-order correction of the theory,
which take into account many-body effects beyond single particle mean-field approximations,
the above expression(s) for stopping would likely have to be corrected. However, the above
expression constitutes the starting point for a more general nonlinear stopping theory for
arbitrary crystalline system including higher-order many-body corrections, in the same way
as the theory in [64, 65] generalised the nonlinear theory for jellium.
The constant-velocity assumption for the projectile was motivated in Chapter 1. How-
ever, small deviations from the constant velocity regime are usually expected. In fact, the
expression 4.41 is still valid for a periodically varying velocity (and therefore periodically
oscillating potential in the moving frame), as long as the average v is constant. This would
allow the application of the theory in cases where oscillations are induced in the projectile
motion. Such oscillations could be expected as a reflection of the flapping observed in the
core electrons energy levels in first-principle calculations [47]. Oscillations in the projectile
motion are also expected when the ion is “bouncing” while channelling through the solid
(a channel being a constrained path in 3D for the ion in the crystal which does not cross
crystalline atoms that act as effective “walls” for the ion). However, this effect should lead to
a very long period of oscillation, and in such case the expression for constant velocity should
constitute a good approximation.
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Moreover, let us consider, briefly, how the model could change for the case in which
the projectile is not travelling in a direction in the crystal lattice defined by one of the
primitive lattice vectors (which this is clearly not possible in 1D, since by definition the
projectile would move in the primitive lattice vector direction). If the deviation from the
periodic direction is minimal, it can be assumed that the theory retains validity to a good
approximation. The system can still be analysed as a Floquet model if the projectile velocity
points along some arbitrary lattice vector R, which is by definition constructed through all
the possible combinations of primitive lattice vectors, multiplied by integers; however, the
bigger the real-space unit cell determined by the periodicity, the more complicated the picture
in reciprocal Bloch-Floquet space, with the band structure having a much more complex
structure compared to the quite intuitive one in Fig. 3.2. Indeed, by considering a periodicity
determined by a lattice vector R, for a projectile velocity v = vR̂, the period is given by
τ = R/v (R = |R|) which, for R ≫ a, makes the frequency ω much smaller than the case in
which τ = a/v, a being a primitive lattice vector. The small-ω limit has been discussed with
relation to the adiabatic limit analysis in Chapter 3. However, the ω → 0 limit in this case
is radically different: instead of letting the projectile velocity v → 0, it is the lattice vector
R → ∞. To reach the actual limit, the direction of R can be set so that the ratio between the
primitive unit cell indices is irrational, obtaining a trajectory that retains the crystal ordered
structure, but with no periodicity, similarly to how one-dimensional quasicrystals such as
Fibonacci chains are obtained by projection of higher-dimensional crystalline structures onto
a line [107]. In fact, rectilinear trajectories for the projectile that are incommensurate with
the crystal lattice vectors have been proposed for accurate first-principles calculations of
electronic stopping [39]. However, another recent proposal suggests that other geometric
criteria of projectile trajectory sampling lead to more efficient and accurate first-principles
calculations [108].
In fact, the Galilean transformation for the Bloch states is also valid in this “quasicrys-
talline” case, with the difference that εn(k) and φnk(r, t) cannot be regarded anymore as
quasienergies and Floquet modes in the projectile frame, but could be interpreted simply as
the transformed energy and a quasiperiodic modulation. The above expressions still make
sense and should be valid in the τ →∞ limit, by increasing the unit cell in time in the extended
Hilbert space. However, while it would be plausible that a quasiperiodic regime is reached in
such cases, described by scattering states of the form 4.30, with quasiperiodic modes and
energy, the problem becomes basically intractable with the current formalism. In order to see
why it is the case, consider again what the ω → 0 limit means in this circumstance: by folding
the states into the 1st BZ in Floquet quasienergy space, and with the reciprocal lattice vectors
becoming smaller and smaller, the unit cell in Bloch-Floquet states of 3.2 would become
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infinitesimal, losing much of the information and insight that, for example, one could draw
for the velocity threshold in insulator. However, by keeping the extended-zone picture, it is
in principle still possible perform a meaningful analysis by truncating the spectrum for large
k. In addition, such nonperiodic trajectories for real stopping events could still in principle
be approximated by a suitable periodic trajectory that is not too far to the nonperiodic one,
since the actual numerical results should not be very different. In fact, the analysis of the
adiabatic limit ω → 0 stemming from the v → 0 limit for the projectile, and the shrinking 1st
BZ in quasienergy, is also nontrivial, and will need to be addressed in practical calculations.
One of the main advantages of the Bloch-Floquet scattering theory is that in principle,
having access to the exact stationary states of the stopping process, it allows for more accurate
results for stopping power. However, the exact stationary states needed to compute the matrix
elements in Eq. 4.41 are highly nontrivial to obtain, since they are defined in terms of the
Lippmann-Schwinger equation 4.13, which is an integral equation. This difficulty is usually
circumvented when considering an interaction potential that couples only perturbatively with
the electron system: a weak potential would make a 1st Born approximation applicable, and
a Bloch-Floquet perturbation theory is obtained: substituting |Φ(+)nki ⟩ by |φnki⟩ and assuming
a smooth projectile VP(r), the matrix element (Eq. 4.20) becomes (see Appendix B)
⟨⟨φmk f |VP|φnki⟩⟩ ∝ ṼP(∆k), (4.44)
where ∆k = |k f −ki|, and ṼP indicates the Fourier transform of VP(r), thereby recovering
perturbation theory results (see e.g. [61]). In fact, ideally the matrix elements should be
calculated nonperturbatively, similarly to what has been achieved with the nonlinear theory
for jellium. The advantage of the jellium model is that, for the free-electron gas, the total
stopping can be directly related to the scattering phase shifts, as explained in Chapter 1,
obtained by expanding the scattering wavefunction in terms of angular momentum eigenstates.
However, for Bloch-Floquet scattering states this type of expansion is practically infeasible.
The method proposed in the next Chapter will show how a nonperturbative treatment can be
formalised by solving a Dyson equation in the extended Fourier Hilbert space R⊗T .
In addition, it is appropriate to point out some of the effects that this simplified theory,
which regards the projectile as a simple, repulsive, scalar potential, cannot capture. Firstly,
being a stationary theory, it does not capture the initial transient when the projectile enters
the solid (for real systems) or set into motion (for simulations). However, in simulations
transients are usually short lived, and while an analysis on how transients stabilise into
stationary states is a theoretically very interesting problem, they have a minimal effect on the
actual stopping power. Others are mainly related to the fact that bound states in the projectile
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can have important effects during stopping process. These, being related to the ionic screening
cause the ion to stabilise to having an effective charge. Two examples of how bound-states-
related effects modify stopping processes are coherent resonant processes and electronic
exchange processes. Examples of electronic exchange effects are given, for example, by
Auger processes, in which electron capture and loss is mediated by other excitations such
as plasmons or electron-hole pairs [54]. Regarding coherent resonant processes, Okorokov
proposed in 1965 [109] that the crystal could induce Coulomb excitations if a multiple of the
natural frequency from the collision equals the energy excitation ∆E, i.e. if the condition
v = a∆E/h̄n2π is satisfied. This effect results in emission of photons at the frequency
corresponding to the energy excitations and, while this effect is quite hard to observe for
light projectiles, such as He+, due to the short lifetime of the excited state, experiments
with heavier ions have managed to detect this emission process, and this effect has been
proposed as a scheme for heavy-ion spectroscopy [54, 110]. The Okorokov effect could, in
fact, also be interpreted within the Floquet formalism as a periodic drive, with the periodicity
caused by the crystal moving in the projectile reference frame. Other types of coherent
resonant interaction processes influenced by the time-periodic crystalline potential involve,
similarly to Auger processes, electron capture and loss between bound and free-electron
states, stimulated by time-dependent crystalline effects [54, 111]. In fact, bound states can
have an effect in the scattering process not only by having an attractive projectile potential,
but the periodicity induced by the crystal can also cause Floquet-induced bound states, which
can be identified as poles in the scattering matrix [112]: for the 1D Bloch-Floquet scattering
theory formalism, the scattering matrix can be written as
Snki,mk f = δmnδki,k f −
i





Finally, consider how, starting from the noninteracting model, many-body interaction
effects could be introduced. While the single-particle noninteracting approximation has
already provided results regarding the threshold velocity problem and new insights on the
adiabatic v → 0 limit, it is also clear that the extension for the inclusion of many-body
interactions is important for both the stopping problem and Floquet systems (see sections
1.8 and 2.3). For instance, consider the problem of Floquet electrons coupled with a bath of
phonons [113]. For simplicity, consider single-particle Bloch-Floquet electron states which
could be the scattering states defined earlier in the chapter of the form in Eq. 4.30. The
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(Floquet) Hamiltonian can be written as
H (t) = H (t)+Uel-ph, (4.46)










where the second-quantised operators ζ (†)k (t) annihilate (create) a Bloch-Floquet scattering







for bosons and fermions, and b(†)q annihilate (create) a phonon with wavevector q.






where U(q) defines the strength and form of the interaction, in which, via the creation or
absorption of a phonon with momentum q, the Bloch-Floquet modes scatter to another mode.
Since only the total quasienergy is conserved –Bloch-Floquet modes quasienergy εp(k)
plus the energy of the phonon bath E(ph) = ∑q h̄ωq– after a scattering process involving (to
first order) the emission or absorption of phonon, the Bloch-Floquet mode will end up at
εq(k′). Since the electrons can be scattered in different BZ of the Floquet spectrum, when
the final state is folded back into the 1stBZ in might appear to have increased its energy even
after a phonon has been emitted. These are the Floquet-Umklapp processes that cause the
characteristic unbounded heating of Floquet systems described in Chapter 2 [113]. Other
important effects for this problem are electron-electron interactions, which together with
electron-phonon exchanges are important effects to be taken into account to go beyond the
noninteracting single-particle picture [69, 113].
Chapter 5
Gliding basis set for electronic stopping
In this Chapter, a framework for electronic stopping calculations is proposed. It makes use of
the fact that the projectile is a localised perturbation and, with the construction of a local,
time-periodic basis set (the gliding basis), it allows for the treatment of the moving crystal.
The Bloch-Floquet scattering states can be expressed in this basis set, which allows for the
calculation of the matrix elements for stopping as well as, for example, allowing for the
calculation of the local density of states and charge density. The formalism is presented here
for 1D, but it is ready to be generalised to higher dimensions.
5.1 Tight-binding chain in time-periodic basis
Before introducing formalism based on the construction of the gliding basis set, consider a
simple 1D tight-binding (TB) model. Introducing a set of time-periodic nonorthogonal basis
will help to build the gliding basis set.
5.1.1 Tight-binding chain and nonorthogonal basis states
Consider the simplest 1D TB model with N atoms, with one type of atom per unit cell, one
orbital per atom ⟨x|ϕµ⟩= ϕµ(x) = ϕ(x−Rµ), and lattice spacing a, such that ϕ[x− (Rn +
a)] = ϕ(x−Rn+1), with Rµ ≡ µa. Assuming that such localised orbitals are orthogonal
⟨ϕµ |ϕν⟩= δµν , and assuming only nearest-neighbour interactions with hopping parameter
−γ , the Hamiltonian is written as
H0 = ∑
µ
|ϕµ⟩E0 ⟨ϕµ |− γ ∑
µ
(|ϕµ⟩⟨ϕµ+1|+h.c.), (5.1)
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with ε0 being the on-site energy, and h.c. indicates the Hermitian conjugate. While the
choice of an orthogonal basis set is, in this simple case, the most convenient, it is not the
only possible one. Indeed, it may be more convenient, as it will be shown later, to relax this
requirement.
The eigenvalues of the above Hamiltonian form a band structure labelled by wavenumber
k,
E(k) = E0 −2γ cos(ka), (5.2)





Consider a new set of nonorthogonal basis |ξµ⟩ which has an overlap with the nearest-
neighbours. The overlap matrix can be defined as
Sµν = ⟨ξµ |ξν⟩ . (5.4)
A choice for such basis can be, for instance,
|ξµ⟩= cosθ |ϕµ⟩+ sinθ |ϕµ+1⟩ , (5.5)
where θ is some constant parameter, giving an overlap matrix
Sµν = δµ,ν + cosθ sinθ(δµ,ν+1 +δµ,ν−1). (5.6)
The choice of 5.5 with two orbital sites is made for simplicity. Nonorthogonal basis sets can
be defined using an arbitrary number of such orbitals.
The Hamiltonian matrix elements, in these basis, are given by
⟨ξµ |H0|ξν⟩=−2γ cosθ sinθδµ,ν − γ(δµ,ν+1 +δµ,ν−1)− γ cosθ sinθ(δµ,ν+2 +δµ,ν−2).
(5.7)




eiµka |ξµ⟩ , (5.8)
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where C (θ) is a phase factor that depends on the form of the overlap, it is easy to verify that
they are eigenstates of H0 with the same eigenvalue, and they correspond when defining the
phase factor to be Ck(θ) = (cosθ + e−ika sinθ)−1, making |ψ̃k⟩ ≡ |ψk⟩.
Knowing the eigenstates of H0, the impurity problem can be solved via the Green’s
function formalism [75]: in the orthogonal basis set representation, the Green’s function
g associated to H0 (defined by [E −H0]g = 1) can be used, for instance, to find the local








4γ2 − (E −E0)2)
, (5.9)









is the Green’s function matrix element, obtained through the spectral representation of g with








Fig. 5.1 (a) Band structure for the 1D TB model defined by the Hamiltonian in Eq. 5.1.
(b) Density of states (LDOS), calculated using 5.9, showing with van-Hove singularities
corresponding to the band edges.
The same result can be found when using a non-orthogonal basis set representation,
for instance using the basis defined by 5.5 (for more details, see [114–116]). Consider
some arbitrary nonorthogonal basis set {|ξµ⟩ ,µ = 1, ...,N}. A state |ψ⟩ in the natural
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representation can in these basis be represented as a contravariant first-rank tensor
|ψ⟩= ⟨ξ µ |ψ⟩ |ξµ⟩= cµ |ξµ⟩ , (5.11)
where the summation convention over repeated indices is implied henceforth. The Schrödinger
equation H |ψ⟩= E |ψ⟩ can be written in matrx form as
Hµνcν = ESµνcν . (5.12)
The dual basis set {|ξ µ ,µ = 1, ...,N⟩} can be defined such that it satisfies
⟨ξ µ |ξν⟩= ⟨ξν |ξ µ⟩= δ µν , (5.13)
Hence, the identity in the Hilbert space R is defined by
|ξµ⟩⟨ξ µ |= |ξ µ⟩⟨ξµ |= 1. (5.14)
The overlap of the dual basis Sµν = ⟨ξ µ |ξ ν⟩, in addition, gives the inverse of the overlap
matrix Sµν . In this representation, the Green’s function satisfies the equation
[ESµρ −Hµρ ]gρν = δ νµ , . (5.15)




ℑ [gνν(E)] , (5.16)
where gνν(E) = g
νρ(E)Sρν . It is straight-forward to verify that the expression 5.16 is indeed













with Ck(θ) defined as in Eq. 5.8. A calculation of the generalized Green’s function matrix
elements gµν = gµρSρν leads to an expression identical to the one of Eq. 5.10. In addition,
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where EF indicates the Fermi level, as
n(r) = Pµν ⟨ξµ |r⟩⟨r|ξν⟩= Pµνξ ∗µ(r)ξν(r). (5.19)




|ϕµ⟩E0 ⟨ϕµ |− γ ∑
µ
(|ϕµ⟩⟨ϕµ+1|+h.c.)+EP |ϕl⟩⟨ϕl| ≡ H0 +V, (5.20)
the scattering problem can be solved by calculating the full Green’s function of H, which is
made possible by knowing the Green’s operator g of H0. The full Green’s function G can be
expressed via the Dyson equation
G = g+gV G. (5.21)
Expanding Eq. (5.21) recursively –and assuming that such an expansion is well defined,
i.e. converges– a closed-form expression can be found which, in the orthogonal basis
representation, is [75]




where gll = ⟨ϕl|g|ϕl⟩. The knowledge of the matrix elements of g is enough to find the
full solutions of the scattering problem: indeed, the LDOS can be evaluated using Eq. 5.9
for G, and, in addition, the knowledge of G allows for the calculation of the full scattering
solution from the Lippmann-Schwinger equation |Ψ(+)k ⟩= |ψk⟩+G
(+)V |ψk⟩ for the Bloch
eigenstates 5.3. Expressing the scattering state as |Ψ(+)k ⟩=∑µ ⟨ϕµ |Ψ
(+)
k ⟩ |ϕµ⟩, the amplitude
at site n is given by




an exact expression which can be evaluated with our knowledge of g and the impurity energy
level. This method, while it gives a simple solution for the 1D TB case, can be generalised to
more complex models within the TB framework.
5.1.2 Static tight-binding chain with time-dependent localised basis
Before presenting the gliding basis formalism for the Bloch-Floquet scattering problem, let
us stay for the moment with the static 1D TB chain, but consider a new basis set that is









t = 3 /8
t = /2
Fig. 5.2 TB basis orbitals ϕµ(x) (dotted lines), and nonorthogonal time-periodic basis ξµ(x, t)
at some fixed site µ , for four time snapshots over half a period (solid lines), with the ϕµ(x)
going back symmetrically to the snapshot at t = 0 over the rest of the period. The modulating
“gauge” functions for the basis orbitals ϕµ(x) and ϕµ+1(x) used here are |cosωt/2| and
|sinωt/2|, but define an equally valid basis compared to the definition 5.24 –see section 5.2
and Appendix C for more details.
non-orthogonal and time-periodic. This will be useful for application in the Bloch-Floquet
problem. For instance, based on the nonorthogonal basis defined in Eq. 5.5, the following
|ξµ(t)⟩= cosωt |ϕµ⟩+ sinωt |ϕµ+1⟩ (5.24)
defines a basis set with the desired properties –see Fig. 5.2 for an illustration. This has the
same form as before, with the difference that the parameter θ one has the time-evolving
phase, which makes the basis periodic with period τ = 2π/ω . The Bloch states 5.3 can be




cµk (t) |ξµ(t)⟩ , (5.25)
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Using time-evolving basis states, the TDSE must be modified [115]: indeed, the TDSE for a
static nonorthogonal basis set takes the form
Hµνcν = ih̄Sµνðtcν , (5.27)
where the same notation as defined in 5.12 was kept, the overlap Sµν is defined as in Eq.
5.6; the Hamiltonian matrix elements Hµν are defined as in Eq. 5.7 and the covariant time
derivative is given by




with the Christoffel symbol
Dµνt = ⟨ξ µ |∂tξν⟩ . (5.29)
Equivalently, the TDSE can be written as
Hµνc
ν = ih̄ðtcν , (5.30)
or as
Hµνcν = ih̄Sµνðtcν , (5.31)
by making use of the properties and the definitions of the overlap matrix and its inverse, with
the notation convention following the natural representation as defined in the previous section.
It is a simple exercise to verify that the Bloch states expressed in these basis indeed satisfy
the TDSE expressed in this form (see Appendix C). In fact, the space spanned by the time-
periodic basis gives, at each time, a different Hilbert space R(t), which can be interpreted
as a curved manifold (see [115]). Indeed, this is the reason why covariant derivatives and
curvature tensors have to be introduced to correctly represent the TDSE as in the equations
above.
Now, consider a general choice of time-periodic basis in R(t), which can be extended
to represent a valid basis set in the Fourier Hilbert space R⊗T . The frequency ω can be
interpreted in this case as the frequency of some “fictitious” time-periodic drive with zero
amplitude: its value is arbitrary, and not related to any physical quantities (in contrast to the
frequency ω = 2πv/a related to the motion of the projectile, which will be treated in the next
section). The eigenstates and dispersion relations are unchanged, and the Floquet modes can
be represented in the Floquet quasienergy picture, with bands replicas in quasienergy with
spacing h̄ω . This is shown in Fig. 5.3. Indeed, the Bloch state in Eq. 5.25 can be identified
to be in the Floquet form, and equivalent states with quasienergy Ep(k) = E(k)+ ph̄ω can









Fig. 5.3 (a) Replicas of the 1D-TB model with energy dispersion 5.2, extended in Floquet
quasienergy space. The choice for the frequency is h̄ω = γ in this case. For a frequency
smaller than the bandwidth, one gets the replicas to overlap in the 1st Floquet BZ (highlighted
in grey), whereas a larger frequency leads to “decoupled” replicas in Floquet space, c.f.
the case for Bloch-Floquet states in Fig. 3.2. (b) Corresponding DOS: note the van Hove
singularities corresponding to the band edges, that for this specific choice of parameters





eiph̄ωtcµk (t) |ξµ(t)⟩ ; (5.32)
the coefficients cµk (t) are periodic with period τ , and can be expanded in Fourier series. This
expression is equivalent to the relationship between Floquet modes of Eq. 2.6, where in this
case the Floquet modes are identified by
|φkp(t)⟩= ∑
µ
cµpk(t) |ξµ(t)⟩ , (5.33)
with the definition cµpk(t)≡ e
iph̄ωtcµk (t).
The Fourier Hilbert space R⊗T can be constructed by considering a general periodic
function expanded in the time-periodic basis {|ξµ(t)⟩}
|χ(t)⟩= ∑
µ
Cµ(t) |ξµ(t)⟩ . (5.34)
Since both the basis and the function are time periodic, for the coefficients Cµ(t) must be
periodic as well. Note that this is also the case for the Bloch state in the form 5.33: the
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wavefunction –once decoupled from the energy phase factor– is in fact time-independent,
and therefore trivially time-periodic. For this reason, the replicas in quasienergy space can
be defined as illustrated in Fig. 5.3.








imωt |ξµ(t)⟩ , (5.36)
which decouples all the time-dependence from the coefficients. From this, a new basis set for
the extended Hilbert space R⊗T is readily defined
⟨t|ξµ ,m⟩⟩= eimωt |ξµ(t)⟩ , (5.37)
where a double-bracket notation has been introduced for the new basis {|ξµ ,m⟩⟩} to indicate
that the new basis functions span the extended Hilbert space R⊗T .








= δµ,νδm,n + sm−n(δµ,ν+1 +δµ,ν−1),
(5.38)
with sm−n = 1τ
∫
τ s(t)e−i(m−n)ωt , where s(t) = sin(ωt)cos(ωt) the special case of Eq. 5.24,
but the function s(t) could be a general periodic function, depending on the definition of
nonorthogonal basis coefficients in 5.5 –for a more general definition for the gauge parameters
when defining the nonorthogonal basis, see Appendix C.




cµmp(k) |ξµ ,m⟩⟩, (5.39)
where the double-bracket notation indicates that the state belongs to the extended Hilbert
space, and the expansion coefficients are defined as
cµmp(k) = Rm−p(k)e
ikµa, (5.40)
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Fig. 5.4 Two-dimensional lattice, sites defined by the Fourier basis |ξµ ,m⟩⟩. The µ = 0,m= 0
site is highlighted in white. The matrix elements of the Hamiltonian in nonorthogonal basis
are of the form Eq. 5.7, with up to next-to-nearest-neighbour (NTNN) hopping: this means
that sites are not only connected between neighbours as shown in the figure (for simplicity),
but up to NTNN. In addition, all the components at different Fourier indices connected. By
considering an impurity (or projectile) to couple, for example, only to the |ξ0,0⟩⟩ site, the
Dyson equation for the TB model can be solved.
Given that the modes |φkp⟩⟩ are eigenstates of the Hamiltonian expressed in the Fourier
basis (by construction), the Green’s function matrix elements can be found directly









The Fourier basis set can be interpreted as defining a 2D lattice, with the extra dimension
appearing from the Fourier expansion in the periodic basis, as illustrated in Fig. 5.4: each of
the |ξµ ,m⟩⟩ can be identified with a site in the lattice, with the Green’s function acting as the
propagator between sites.
From this expression, the Fourier components of the LDOS at site µ can be obtained:
consider some general Green’s function Gµνmn in the representation of extended space basis
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The interpretation of this expression is straightforward: it represents the density of states
corresponding to a site in the extended-space lattice of Fig. 5.4. By summing over the Fourier




While the value of ω is arbitrary, since it is not linked to any real physical drive, the model,
through the introduction of an impurity at one of the sites, is related to well-studied models
representing periodically driven Hamiltonians: an impurity at µ = 0, defined appropriately
over the Fourier basis |ξµ ,m⟩⟩, can be mapped to a time-periodic impurity localised at µ = 0
in a TB chain, which is analogous of, for instance, the problem analysed in [73].
5.2 Gliding basis set for a moving projectile in a crystal
In Chapter 4, it was shown that, in the projectile frame, stationary stopping can be described
through Bloch-Floquet scattering theory with a fixed impurity. The gliding basis set, defined
in a similar way to the time-dependent nonorthogonal basis set in the last section, allows
for a convenient formalisation of the model of a moving chain and a fixed projectile. The
formalism for the problem of a moving projectile in a lattice is different from the well-known
TB model with an impurity at one of the chain sites: in the former, compared to the latter, the
coupling between the crystal and the projectile cannot be limited to a single site but, after
each period, the impurity will have moved from one of the sites to the next.
Consider the problem of a TB chain in a moving frame, in particular the Hamiltonian
5.1 for the 1D TB lattice, with a single orbital ϕµ(x) per site. The transformation of this
Hamiltonian to a frame moving at velocity v can be directly derived from the Hamiltonian
transformation rule 3.10, which gives
H0(t) = ∑
µ






where the local basis have now become time-dependent. The time-dependent moving orbitals
take the form ⟨x|ϕµ(t)⟩= ϕµ(x+ vt)≡ ϕµ(x, t): each orbital has a fixed label µ , and moves
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past the projectile VP(x) at constant velocity v. The eigenstates of the Hamiltonian 5.45 are
easily obtained, since they correspond to the Bloch states in the static frame of Eq. 5.3: by
applying the Galilean transformation of Eq. 3.4 to the TB Bloch state 5.3, the wavefunction
becomes







eikaµϕµ(x, t) , (5.46)
where the time-dependent energy phase was explicitly introduced. The normalisation factor
of 1/
√
N, which comes from imposing periodic boundary conditions on a one-dimensional
lattice with N sites, is kept for convenience. Comparing the expression above with the general
Bloch wavefunction form of Eq. 3.13, the Bloch-Floquet modes φpk(x, t) with quasienergy
εp(k) of Eq. 3.15 can be expressed in the local orbital basis as




which is manifestly periodic with period τ = a/v. For simplicity, and without loss of
generality, the basis states can also be defined by absorbing the phase factor ϕ̃µ(x, t) =
e−imvxϕµ(x, t), since this phase leaves the physics invariant. Therefore, it will be assumed
from now on that this is the chosen basis set, and the tilde on ϕ̃µ(x, t) will be dropped. By
construction, φkp(x, t) is an eigenstate of the Floquet Hamiltonian H0(t) = H0(t)− ih̄∂t with
quasienergies ε(k) = E(k)+ ph̄ω , which can be also verified explicitly.
The gliding basis, in the spatial representation, can be defined as
ξµ(x, t) = N (t)[ f (δ t)ϕµ+n(x, t)+ f (δ t−τ)ϕµ+n+1(x, t)], (5.48)
for δ t ∈ [0,τ], t = δ t +nτ , and where the normalisation factor
N (t) =
[
| f (δ t)|2 + | f (δ t−τ)|2
]−1/2
. (5.49)
The index n in the expression 5.48 labels the nth period in time, which is defined arbitrarily
from an initial time t0 = 0. Moreover, an equivalent definition to Eq. 5.48 is
ξµ(x, t) = N (t) [ f (δ t)ϕµ(x,δ t)+ f (δ t−τ)ϕµ+1(x,δ t)]. (5.50)
Similarly to 5.5, the choice of two atomic orbitals is arbitrary and made for simplicity, in
order to have the simplest model that allows coupling with the projectile perturbation once it
is introduced. An example of a gliding basis localised at site µ = 0 is illustrated in Fig. 5.5:
the localised basis function ξ0(x, t) stays fixed in the same region of space [unlike the ϕµ(x, t)








t = 3 /4
t =
Fig. 5.5 Moving TB basis orbitals ϕµ(x, t) (dotted lines), and gliding basis ξµ(x, t) at some
fixed site µ , for four time snapshots over a period (solid lines). The red arrow indicates
x = 0, where the centre of the projectile potential VP(x) is assumed to be fixed. The main
difference compared to the “static” time-periodic basis of Fig. 5.2 is that the gliding basis set
is constructed from the moving set of orbitals ϕµ(x, t), as indicated by the green arrow. This
makes them more suitable for the description of a TB chain in a moving frame.
basis states, displacing leftwards with velocity −v] changing shape in a periodic fashion,
with period τ .
The function f (t) defines the transformation to the gliding bases, and it should be nonzero
only in the [−τ,τ] interval, i.e.
f (t) =
{
f̃ (t) , t ∈ [−τ,τ]
0 , t /∈ [−τ,τ]
(5.51)
and, for instance, satisfying f (0) = 1 to correspond to the orbitals at times that are multiples
of the period τ . Otherwise, f̃ (t) can be defined quite arbitrarily, although it could be
mathematically convenient to ensure continuity at t =±τ , and even continuity of derivatives
at those points, especially for numerical implementations. Indeed, since the basis given by the
gliding basis set {ξµ(x, t)} will be spanning the same space as done by {ϕµ(x, t)}, the shape
of f (t) represents a gauge freedom, which can be exploited for practical considerations such
as maximising smoothness for Fourier transform truncation, or simplicity in the equations.
Examples of f̃ (t) can be found in Appendix C, including a choice similar to the one for
the periodic basis of the static lattice of 5.24. In fact, the actual difference between the two
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definitions of nonorthogonal basis (non-gliding and gliding) is just a matter of a particular
gauge choice, which gives a different temporal dependence to the shape of the basis set.
Therefore, the main ideas and details of the formalism developed in the previous section can
be readily generalised for the case of the gliding basis.
The overlap Sµν(t) = ⟨ξµ(t)|ξν(t)⟩ between gliding basis is easily found to be
Sµν(t) = δµν + s(t) (δµ,ν+1 +δµ,ν−1), (5.52)
where f (t) is assumed to be real, and with the definition
s(t) = N 2(t) f (δ t) f (δ t − τ) . (5.53)
Consider the form of this overlap matrix, given the conditions that were imposed on the f (t):
it is tridiagonal, with the off-diagonal elements pulsating in time according to the function
s(t), which annihilates with period τ .
The matrix elements of the moving lattice Hamiltonian H0(t), are found directly from
5.45 (setting E0 = 0 for simplicity)
(H0)µν(t) =−2γs(t)δµ,ν − γ(δµ,ν+1 +δµ,ν−1)





Hence, the Bloch-Floquet modes can be directly expressed in terms of the gliding basis
functions through a transformation of the expressions 5.47 and 5.46. They can be regarded as
the solutions of the TDSE in the form of Eq. 5.31 in the gliding basis similarly to the static
TB states in the nonorthogonal time-periodic basis in section 5.1. Therefore, Bloch-Floquet














f (δ t)+ e−ika f (δ t − τ)
] ≡ eiφp(δ t)√
N[1+2s(t)cos(ka)]
, (5.56)
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with δ t ≡ t −nτ as before, and the phase factor φ(δ t) is by definition
φp(δ t) = φ1p(δ t)+φ2(δ t) ;
φ1p(δ t) = (−kv+ pω)δ t ,
φ2(δ t) = tan−1
[
sin(ka) f (δ t − τ)




From these expressions, the analogy section 5.1 is immediate. Indeed, the Bloch-Floquet
modes can be represented in the extended Hilbert space R⊗T by defining a Fourier-gliding
basis set following the same formalism via Eq. 5.37, with the difference that the Galilean
transformation of the local basis functions introduces some extra phase factors. Hence, define















and the gliding basis in the extended Fourier space in analogy with Eq. 5.37 as
⟨t|ξµ ,m⟩⟩= eimωt |ξµ(t)⟩ . (5.60)





pk,m |ξµ ,m⟩⟩. (5.61)
In addition, the unperturbed Green’s function matrix elements in the Fourier-gliding basis
are immediately found











ε − εp(k)± iη
(5.62)
5.3 Introducing the projectile: Dyson equation
At last, the framework has been set for the introduction of the projectile in this TB model,
which, for example, can be modelled as being coupled one of the µ sites. Furthermore, de-
pending on the choice of the gauge functions and the form of the projectile time-dependence,
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the matrix elements of the projectile in the Fourier-gliding basis can also be truncated in the
Fourier indices.
For instance, the simplest possible choice for the projectile matrix elements is given by
VP = εPδµ,νδm,nδm,0δµ,0, (5.63)
with the projectile being localised only on a single lattice site, to which it couples with
strength εP (the white bead in Fig. 5.4). While this choice for the projectile is not physical for
any realistic VP(t) (see the latter part of section 5.4 for more details), it may may be able to
capture qualitatively the effects of the projectile, even though it might show a weaker/stronger
effect compared to the more accurate definition of the projectile perturbation.
Hence, consider the Dyson equation for the full Green’s function 5.21: it can be expressed,










All the matrix elements of the unperturbed Green’s function are known from Eq. 5.62. In
general, the matrix elements of the full Green’s function can be found by matrix inversion,
assuming that a truncation in the Fourier index m would provide a good approximation, as
G = [1−gVP]−1g, (5.65)
where 1 and A−1 is the inverse of a matrix A, assuming the non-singularity of A.
In fact, with the choice of Eq. 5.63 for the projectile impurity, the Dyson equation can be




















providing the full solution for G in an algebraic form which allows for faster numerical
calculations. Indeed, other more general forms for the projectile (allowing, for example, the
Fourier coupling indices to be different form zero) do not allow a closed-form solution for
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the matrix elements, and full matrix inversion needs to be implemented using Eq. 5.65. In
general, for problems such as the present one, involving impurities in a tight-binding lattice
where the impurity matrix has dimensions n×n, the smallest matrix that needs to be inverted
for a solution of the full Green’s function needs to have at least the same dimensionality.
5.4 Scattering states in gliding basis, Dyson equation for
realistic projectiles
Once the full Green’s function is calculated, the site amplitudes of the single-particle Bloch-
Floquet scattering modes can be found. Indeed, using the scattering wavefunctions expressed
in the Lippmann-Schwinger form, reported here for convenience
|Φ(+)ki ⟩= |φki⟩+G
(+)VP |φki⟩ (5.69)
and the simple projectile form 5.63, the site amplitudes are immediately found
⟨⟨ξ µ ,m|Φ(+)ki ⟩⟩= ⟨⟨ξ
µ ,m|φki⟩⟩+
gµ0 (+)m0 [ε(ki)]εP ⟨⟨ξ 0,0|φki⟩⟩
1− εpg00 (+)00 [ε(ki)]
, (5.70)
which define the full Bloch-Floquet modes
|Φ(+)ki ⟩⟩= ∑
µm
⟨⟨ξ µ ,m|Φ(+)ki ⟩⟩ |ξµ ,m⟩⟩. (5.71)
From this expression, the time-dependence of the Bloch-Floquet is recovered by applying






eimωt ⟨⟨ξ µ ,m|Φ(+)ki ⟩⟩
)
|ξµ(t)⟩ . (5.72)
The wavefunction in Eq. 5.72 represents the full Bloch-Floquet scattering state at all
sites, and has a very different form compared to the form of Eq. 3.18 (derived in Chapter
4) for Bloch-Floquet states, which is an asymptotic expression that can be expanded in
terms of the unperturbed Bloch-Floquet modes satisfying quasienergy conservation. In fact,
the site-specific amplitudes contain in principle much more information, including on the
regions close to the projectile, which are in general quite difficult to access without real-time
first-principles methods.
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The calculation of full Green’s function permits the calculation of the matrix elements of
the electronic stopping expression Eq. 4.41, i.e. ⟨⟨φmk f |VP|Φnki⟩⟩ defined as in Chapter 4. In
fact, the matrix element can be equivalently expressed in terms of the T scattering matrix,
that is defined, in terms of the full Green’s function, as
T =VP +VPGVP, (5.73)




⟩⟩= ⟨⟨φmk f |T |φnki⟩⟩ (5.74)
by using the definition 5.69. In fact, the T matrix equation can be thought as essentially an
equivalent representation of the Green’s function, with the same analytic structure: poles and
branch cuts on the real axis correspond to bound states or eigenstates in the continuum. The
T matrix can be defined with the equivalent expression
T =VP +VPgT, (5.75)
c.f. Dyson equation 5.21.
So far, this corresponds to standard scattering theory, and the matrix element is often
approximated using low-order perturbation theory [75]. However, for the special choice 5.63
for VP, it is clear from Eq. 5.73 that the only relevant matrix element is T 0000 , which can be








Once T 0000 ≡ T 0000 (ε) is obtained for the quasienergy spectrum, it can be used to find the matrix
element 5.74.
Notwithstanding the fact that the projectile form 5.63 is the simplest possible in the
Fourier gliding basis, it cannot be a representation of any realistic projectile, and therefore
should be amended in order to have meaningful numerical stopping calculations. Indeed,
when considering a projectile potential localised at µ = 0, whose only nonzero Fourier
component is the 0th one (a constant in the local gliding basis at µ = 0), then the contribution








δµνδµ,0 = εPδmnδµνδµ,0. (5.77)
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The difference with 5.63 is that εP needs to be included into all matrix elements that satisfy
m = n due to the integral in 5.77. Hence, this form is the one that needs to be used for







. . . ...
...
...
. . . εP 0 0 . . .
. . . 0 εP 0 . . .
. . . 0 0 εP . . .
...
...







With this choice for the projectile, the scalar equations derived in the current section and
section 5.3 are generalised to matrix equations in the Fourier indices (m,n). In particular,
















respectively, noting the presence of the sum over repeated indices l and p in 5.78 and 5.79
from the new form 5.77 of VP. They can also be expressed as matrices in the Fourier indices,
Gµν = gµν + εPgµ0G0ν ; (5.80)
G0ν = g0ν + εPg00G0ν . (5.81)






which provides a complete solution for the full Green’s function.
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In addition, Eq. 5.70 for the local site amplitude is generalised as
⟨⟨ξ µ ,m|Φ(+)ki ⟩⟩= ⟨⟨ξ
µ ,m|φki⟩⟩+ εPG
µ0 (+)
mp [ε(ki)]⟨⟨ξ 0, p|φki⟩⟩ . (5.83)
Furthermore, the T matrix for the calculation of the matrix element for stopping of Eq. 5.76








)−1 −g00]−1 . (5.84)
In this expression, the matrix inversion of V 00P is easy to carry out due to its diagonal structure.
Hence, the matrix T can be used for the calculation of the single-particle ETR 4.36 and the
stopping power 4.43.









Fig. 5.6 Quasienergy bands (a) for the single-band 1D TB model folded back into the 1st BZ
in reciprocal space, showing the replicas in Fourier space and associated DOS (b), arbitrary
units. The quasienergy dispersion is εp(k) = ε(k)+ ph̄ω , with ε(k) = E(k)− vh̄k, with the
TB band dispersion E(k) given by Eq. 5.2. The transformation to the moving frame modifies
the excitation spectrum, as it is clear from the modification of the van Hove singularities
compared to the static case of Fig. 5.3. In addition, in (a) the solid line in red represents
the Fermi level for a half-filling of the band: when considering the total DOS, the state
occupancy information seems to be lost due to the reference frame transformation.
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In analogy with the LDOS defined in Eq. 5.5 and Eq. 5.5 for the nonorthogonal time-
periodic basis for the static lattice, the LDOS can also be defined for the Fourier gliding basis.














For the unperturbed lattice, the LDOS corresponds to the DOS, and it is illustrated in Fig.
5.6 for the single-band cases considered throughout the Chapter, in Fig. 5.6 (c.f. with the
Bloch-Floquet dispersion 3.2). The DOS is calculated numerically via the above equation
for Dµ(ε) for µ = 0 using the unperturbed Green’s function defined in Eq. 5.62. The
DOS spectrum is noticeably modified by the transformation, with a shift in the van Hove
singularities that is strongly dependent on the parameter v of the transformation, looking
very different from the static bands [see Fig. 5.3 (b)]. This change in the LDOS depending
on v is not due to the 1D nature of the system under consideration, but would be present
when considering higher-dimensional crystals, and it is due to the “tilting” induced by the
reference frame transformation.
The insertion of the projectile impurity of the form 5.63 would modify the LDOS
in the sites where the projectile exerts its influence, modifying the excitation spectrum
nonperturbatively, from which important information on stopping processes can be extracted.
However, there is still an important issue of interpretability of the LDOS in the moving frame,
since, for the general case, the spectrum given by the DOS sums over both occupied and
unoccupied states, as shown in Fig 5.6. While for the unperturbed states this problem can
be avoided by explicitly introducing the occupation numbers f [E(k)] as a function of k (as
done, for instance, in Eq. 4.43) it is not clear how to keep track of this information for the
LDOS once the projectile perturbation is introduced. In addition, the adiabatic limit v → 0
that was discussed in section 3.6 makes a meaningful analysis of the LDOS nontrivial: in the
low-velocity limit, the band replicas in Fig. 5.6 become arbitrarily close to each other in the
1st BZ (corresponding to the folding of the extended bands in Fig. 3.8), and the information
on occupancy becomes harder to access. These issues, and their importance towards a
meaningful spectral analysis of the stopping problem once the projectile is introduced, are
currently being investigated.
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5.6 Summary and next steps
In this Chapter, an approach for the treatment of the Bloch-Floquet scattering problem for the
analysis of stopping processes in crystals has been presented. It is based on the introduction
of a localised, time-periodic basis set that can most conveniently treat the system of a moving
TB lattice and a fixed projectile potential coupling with one of the local basis. A solution to
the Dyson equation in these bases gives access to the matrix elements for stopping power
calculations based on 4.41, as well as, in principle, giving access to the full scattering states
in the Fourier-gliding bases. Once these are known, they can be mapped back to the original
Hilbert space to have the real time-dependence, as explained in Chapter 2, section 2.2. Thus,
the real-time charge density could be in principle accessed directly through the many-electron
noninteracting wavefunctions, and obtain population information on the localised basis from
a generalised Mulliken population analysis [114]. Moreover, having access to the real-time
charge density would allow, for instance, to analyse the electronic wake and hence to calculate
quantities like the instantaneous force on the ion, which are very difficult to analyse without
computationally expensive first-principles methods.
In practice, there are some technical steps that still need to be finalised in order to achieve
a complete meaningful analysis of the stopping problem from the formalism presented in the
previous sections 5.4 and 5.5.
The first one is related to the solution of the Dyson Eq.s 5.78 and 5.79 to get the full
Green’s function after the introduction of the projectile. The convergence of G(ε) with
respect to the number of Fourier components taken into account in the expansion, the number
of Floquet “replicas” used for the calculations (which enter the Dyson equation through the
unperturbed g in Eq. 5.62) and other details of the numerical calculations such as k-point
spacing, for instance, are still the subject of ongoing analysis. Such convergence tests are
also useful to find the optimal parameter selection for numerical accuracy and efficiency in
this simple model, which will help in terms of a future scaling up of the calculations for
realistic materials.
The second one, always related to the solution of the Dyson equation, is associated to the
interpretability of the results in real space, which have been introduced in section 5.5 with
regards to the LDOS, for instance. There can be various ways to do this type of real-space
analysis: an example is the analysis of the LDOS Dµ(ε) and how it varies with projectile
strength, position µ , etc.; another possible direction that will be pursued is to consider a
simple single-particle scattering process (i.e. to consider the scattering process of a single
Bloch-Floquet state): an analysis of the local-site weight 5.83 would provide interesting and
important insights into the Bloch-Floquet scattering problem and its stationary state regime.
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A full understanding and ability to map the calculations in the gliding basis formalism to
real space and real time will help the completion of the third important technical step, i.e. the
implementation of the stopping power calculations. In this direction, one of the technical
issues is a correct implementation of the tilted Fermi level constraint (see section 5.5) into
the Dyson equation for a correct implementation of the matrix element into the expression
4.43 to avoid inaccuracies on state occupancy when calculating the stopping power.
The completion of the above steps for the 1D TB chain will pave the way for calculations
in higher dimensions, and with different types of basis states and orbitals. Hence, realistic




In this Thesis, I have presented a new approach for the description and calculation of
electronic stopping in arbitrary crystalline solids. The theory is based on the mapping of the
problem of a charged projectile of radiation shooting through a periodic direction of a crystal
to the one of a static projectile and a time-periodic crystalline potential, via a reference frame
transformation. The discrete time-translation symmetry that emerges from the transformation
allows for the treatment of the system as a whole (projectile and crystal) in terms of a Floquet
scattering theory for the electronic Bloch states of the crystal. The single-particle solutions
of this Bloch-Floquet scattering problem, which are stroboscopically stationary, are linked to
what is observed in stopping calculations performed with real-time TDDFT, in which the rate
of increase in total energy of the projectile and crystalline system oscillates over a constant
value after an initial transient. Indeed, the existence of the stroboscopically stationary states
as solutions of the Floquet problem provides a general justification on the assumptions
made in jellium and linear-response approaches, which assume, without justification, that
the stationary regime for stopping would hold beyond their defining simplifications and
hypothesis to arbitrary solids.
The main advantage of the Floquet approach to stopping power calculations over full time
dependent first principles simulations such as TDDFT is that, through Floquet theory, the
problem of solving the time-dependent Schrödinger equation can be can be transformed into
the equivalent one of solving a time-independent-like Schrödinger equation (the Floquet mode
equation), in which the time parameter is promoted to be an additional coordinate. Therefore,
the ability of using the techniques usually implemented for the analysis of time independent
problems, instead of computationally expensive real time techniques to explicitly solve the
time-dependent Schrödinger equation, makes the new formulation especially promising and
potentially superior to current state-of-the-art techniques in terms of efficiency and accuracy.
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Furthermore, based on quasienergy conservation, a new interpretation of the controversial
velocity threshold effect in gapped materials was presented in this Thesis. Quasienergy
conservation and a Bloch-Floquet scattering analysis show that only an effective threshold
behaviour should in fact be observed: while not directly accessible from current data and
experimental capabilities, it could in principle be probed experimentally. The results on the
effective threshold phenomenology for a slow projectile v → 0 were then linked to the more
general problem of the adiabatic limit in Floquet systems as the frequency of time-periodic
Hamiltonians ω → 0.
An expression for electronic stopping power was derived based on Bloch-Floquet scatter-
ing theory in Chapter 4, and it was reduced, in the corresponding limits, to the expressions
derived through perturbation theory and nonlinear models for jellium, demonstrating a gen-
eralisation to these models. While the theory is ready for a generalization to more realistic
situations using time-dependent mean-field and Kohn-Sham methods, the introduction of
many-body interactions will require further theoretical work.
In order to provide a practical scheme for numerical calculations, the theory for stopping
has been applied in Chapter 5 to a one-dimensional, single-orbital tight-binding model.
The specific properties of the system, with a static impurity and a moving lattice, requires
the introduction of a special set of localised, time-periodic basis (the gliding basis set),
allowing for a convenient description of the problem in the projectile frame. Then, the
Bloch-Floquet scattering theory has been formulated in terms of the gliding basis extended
in Fourier space. For a simple choice of the projectile representation in these Fourier-gliding
basis, the scattering problem can be solved exactly by considering the Dyson equation for
the full Green’s function, from which full single-particle scattering states can be obtained.
A calculation of the local density of states (LDOS) has been presented, which provides
further insight on the problem of a moving tight-binding chain. Moreover, it has been shown
that solving the Dyson equation after the introduction of the projectile, together with the
expression for stopping power derived in Chapter 4, allows the presented methodology to be
applied for future numerical calculations.
The work opens interesting paths for the analysis of excitations of many-body quantum
systems due to moving impurities, since most of the current theoretical models (excluding
real time first principles calculations such as TDDFT) have been limited to linear-response
or, at most, nonlinear theories for the homogeneous electron liquid. By taking into account
the electronic structure of the host environment, this work provides a promising starting
point for new and more accurate numerical schemes for electronic stopping calculations.
Furthermore, it can provide insights to other canonical problems in the field of strongly
nonequilibrium electronic systems where, for instance, a symmetry similar to the discrete
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space-time symmetry T is fulfilled. The introduction of the time-dependent gliding basis,
which has formalised for the first time the treatment of a moving tight-binding model (as far
as I am aware), may have some further applications aside from the stopping problem.
The next practical steps to develop a full scheme for electronic stopping calculations are
clear and achievable in the near-term. Firstly, the 1D tight-binding model needs to be finalised
as described in section 5.6: this includes the implementation of numerical calculations for
the stopping power, and the generalisation of the method to higher dimensions and multiple
basis states per unit cell. The 1D tight-binding model will be the subject of a forthcoming
publication. In fact, this can be readily done from the basic 1D formalism developed in
Chapter 5, where the tight-binding chain can be generalised to a 2D or 3D tight-binding
model with an arbitrary number of atoms and basis states per unit cell (this is especially
important for materials in which the core electrons were proven to provide an important
contribution, e.g. in [47]). For this generalisation, the definition of the gliding basis set
can be adjusted accordingly. The numerical calculations which can be developed from the
model will provide accurate quantitative results to some of the qualitative results and analysis
from Chapter 3, with regards to the effective threshold behaviour and the low-velocity
adiabatic limit for stopping processes. The model could also provide more insight on the
more general problem of adiabatic limits in Floquet systems, which become problematic
beyond perturbative treatments.
Having access to the full stationary states will allow the characterization of the induced
time-dependent electronic density, and hence can be used to analyse the electronic wake (the
induced density fluctuation of the electron system by the projectile). However, the method
needs to be extended to the levels of theory used in the state-of-the-art first-principles calcu-
lations using TDDFT on real material target (beyond jellium) in order to have a meaningful
quantitative comparison with the most accurate numerical results.
A further step will be the generalisation of the theory for cases in which the system does
not strictly conserve quasienergy, in analogy with the extension of the nonlinear theory for
jellium (based on energy conserving scattering theory in the projectile frame) to include
many-body effects [64, 65]. More correctly, the introduction of many-body interactions
does not in fact make the problem nonconservative, but rather the electronic system, while
conserving quasienergy together with the environment (crystal, etc.), can be modelled as a
coupling to dissipative channels. Thus, the electronic properties will be modified compared to
the single-particle noninteracting theory. In order to reach the levels of accurate state-of-the-
art first-principles methods, the inclusion of many-body exchange and correlation and other
many-body effects will need to be ultimately implemented into software packages for first-
principles calculations, such as TDDFT. Nevertheless, the Bloch-Floquet theory presented
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in the Thesis could be also implemented at the level of a simple effective Hamiltonian. For
instance, the properties of insulators could be captured by a simple two-band model, and the
inclusion of many-body interactions could be performed through various methods such as
nonequilibrium Green’s function (Keldysh) formalism. Therefore, incorporating existing
methodologies that combine nonequilibrium many-body formalism with Floquet theory
[117, 118] might be an interesting research direction to gain novel results and insights, even
though they might not be sufficient for calculations on real materials.
Another question that naturally arises, which has been discussed section 2.3 and is related
to the dissipative many-body effects in nonequilibrium systems, is the one of instabilities
that will break the stroboscopic stationary character of the electron states, giving rise to the
flapping instability in the projectile core electrons observed in first-principles calculations
and linked to the DTC phase (there is still the possibility that, however, this effect is an
artifact of the TDDFT simulation). An analysis of the instabilities induced by many-body
interactions may in fact provide a signal for the existence of a DTC phase in this type of
system.
To conclude, it has been shown that the new framework presented in the Thesis, as well
as providing the basis for future accurate and more efficient first-principles calculations
compared to currect techniques, can be regarded as a platform for the exploration and
investigation of some interesting, important, and fundamental questions on the properties
of nonequilibrium quantum systems. The problem of electronic stopping of ions in solids
and its theoretical formulation is old and yet timeless. It has been repeatedly linked to many
theoretical advances in the quantum theory of the electrons, an important example being
the development of Lindhard’s linear response theory and the random phase approximation.
Therefore, I am confident and hopeful that the study of electronic stopping processes will
lead to plenty of fascinating physics to be discovered.
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Appendix A






The figure shows a 2D contour plot, illustrating the behaviour of the joint density of
states for a model parabolic insulator with direct band gap in 3D. The JDOS is defined in







δ (εm(k f )− εn(ki))δ (∆Emn, f i − h̄ω).
This was used for the numerical evaluations of the threshold onset behaviour reported in the
main text. The JDOS ρ(v,ω) is only non-zero when v ≥ vth, only for excitation energies
h̄ω greater than the band gap energy Eg, as shown in the figure. The apparent “leaking” of
112
the JDOS into the forbidden regions below the gap and threshold velocities are due to the
artificial broadening for the Dirac delta functions of 3.20, which was used for the numerical
calculations.
A.2 Evaluation of the threshold velocity integrals

















































with the definitions x = lh and p = a/h for some infinitesimal h. Solving and converting
a ∼ p ∼ v−1, one gets to the threshold behaviour
Se(v)∼ vµ+m−1. (A.3)
This large-p limit is justified by the fact that, for the effective threshold behaviour, the regime
is the one in which the pth partial threshold velocity is relatively small, and all the v(p)th are
close to each other. Close to the “primary” threshold v(0)th , while the expression is not exact,
it is still expected to represent a good approximation.
For an exponential decay, the scattering rate goes as γl ∼ e−αl
µ
, and the equivalent form
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where Γ(z) is the Gammma function, and Wk,µ(z) is the Whittaker function. As in the
algebraic decay case, the functional form in the low-velocity limit comes from the term
containing a ∼ v−1 which dominates the approximate expression for stopping, leading to
Se(v)∼ e−(v
∗/v). (A.7)
For the general case of µ > 1, while the integral cannot be solved in terms of standard
analytical functions, its behaviour is simply the generalisation of A.7.
Se(v)∼ e−(v
∗/v)µ , (A.8)













by making a change of variables x/a → x, leading to the behaviour of Eq. A.8.
1See I.S. Gradshteyn, I.M. Ryzhik, Table of Integrals, Series, and Products, Elsevier.

Appendix B
B.1 Derivation of the perturbative expression for stopping
Consider the matrix element of Eq. 4.41 in the 1st Born approximation (in 1D for simplicity),











dxVP(x)ei(ki−k f )xu∗mk f (x+ vt)unki(x+ vt),
(B.1)
where the wavevectors k are assumed to belong to the whole reciprocal space, and not just
limited to the 1stBZ. This matrix element can be easily seen to decay as ∆k = k f − k1 → ∞
by considering the Fourier transform f̃ (k) of the function f (x) =VP(x)unki(x)u
∗
mk f (x), which
is L1-integrable due to the assumptions on the scalar projectile potential VP(x). Therefore, by
the Riemann-Lebesgue lemma∫
dx f (x)ei∆kx = O(
1
∆k
), ∆k → ∞ (B.2)
i.e. it decays at least as fast as ṼP(∆k)∼ O(1/∆k).








where g(x+ y) = uki(x+ y)u
∗
k f (x+ y), which can be immediately found through the q = 0







= ṼP(q+∆k)g̃(q)|q=0 ∼ ṼP(∆k). (B.4)
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As explained in the main text, this recovers perturbation theory results [115] for the low
velocity limit. From quasi-energy conservation, the large-∆k limit corresponds to v → 0.
While this approximation breaks down when considering a projectile that cannot be regarded
as a weak perturbation, the matrix elements are still expected to decay in the adiabatic limit.
Appendix C
C.1 Gauge function choices for the gliding basis
The function f (t) as defined in Eq. 5.51 defines the basis state transformation. It effectively
represents a gauge freedom, that can be used for convenience in the calculation, as explained
in the main text. A few examples, in addition to the use of sinωt and cosωt as in the

















f4(t) = Θ(t+τ/2)−Θ(t−τ/2) ,
where Θ(t) is the Heaviside step function. The the corresponding f (t) functions are depicted
in Fig. C.1. f1(t) quite simple and convenient, since N (t) = 1 at all times, but shows a
derivative discontinuity at t =±τ , while f2(t) displays continuity of the function and first
derivative, with a discontinuous curvature at t = ±τ . f3(t) derivatives are all continuous,
and contains the free α parameter that fattens the function within its limits. f4(t) gives the
simplest, “relabelling" transformation of the original atomic orbitals on which the gliding
basis set is constructed: the ξµ(x, t) follow the ϕ orbitals leftwise, but every period they







Fig. C.1 Examples of gauge function f (t), corresponding to the four in Eq. C.1. f1(t) is
given by the solid lines, and the other gauge functions fi(t) with increasing i are indicated
with dashed lines of increasing minuteness. f3(t) is depicted for α = 2.
C.2 Time-dependent Schrödinger equation in a time-evolving
basis set
In this section, it will be shown that the Bloch states defined in section 5.1.2, Eq. 5.25 are
indeed solutions of the TDSE. As explained the section, the TDSE has, in the time-dependent
non-orthogonal basis, the form
Hµνcν = ih̄Sµνðtcν ,
and the coefficients of the Bloch states are





where the overall time phase given by the energy has been included. By explicitly applying
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On the RHS, the two terms that need to be computed are the ones defined by the covariant
derivative
ih̄Sµνðtcν = ih̄Sµν(∂tcν +Dνρtc
ρ),
with the Christoffel symbol
Dµνt = ⟨ξ µ |∂tξν⟩ .
as defined in the main text, which give
ih̄Sµνðtcν = e−iE(k)t/h̄E(k) [1+2cos(ωt)sin(ωt)cos(ka)]cν +2(−ih̄)SµνDνρtcρ
− ih̄Sµν∂tcν .
(C.3)
An explicit evaluation of the Christoffel symbol, together with the definition of the overlap
Sµν(t) from 5.6, lead to a cancellation of the last two terms, which verifies the TDSE. In
fact, the same result generalises to any choice of the gauge functions, and to the case of the
Bloch-Floquet gliding basis defined in section 5.2. In that case, the Floquet modes can be
shown in a similar way to satisfy the Floquet mode equation, where the time derivative in
the Floquet Hamiltonian H = H(t)− ih̄∂t also needs to be transformed into its covariant
version for the non-orthogonal gliding basis.

