Efficient Hellinger distance estimates for semiparametric models  by Wu, Jingjing & Karunamuni, Rohana J.
Journal of Multivariate Analysis 107 (2012) 1–23
Contents lists available at SciVerse ScienceDirect
Journal of Multivariate Analysis
journal homepage: www.elsevier.com/locate/jmva
Efficient Hellinger distance estimates for semiparametric models✩
Jingjing Wu a, Rohana J. Karunamuni b,∗
a Department of Mathematics and Statistics, University of Calgary, Calgary, Alberta, Canada T2N 1N4
b Department of Mathematical and Statistical Sciences, University of Alberta, Edmonton, Alberta, Canada T6G 2G1
a r t i c l e i n f o
Article history:
Received 22 September 2010
Available online 10 January 2012
AMS subject classifications:
primary 62F10
62E10
secondary 62F35
60F05
Keywords:
Minimum Hellinger distance estimators
Semiparametric models
Asymptotically efficient estimators
Robust estimators
Adaptive estimators
a b s t r a c t
Minimum distance techniques have become increasingly important tools for solving
statistical estimation and inference problems. In particular, the successful application
of the Hellinger distance approach to fully parametric models is well known. The
corresponding optimal estimators, known as minimum Hellinger distance estimators,
achieve efficiency at the model density and simultaneously possess excellent robustness
properties. For statistical models that are semiparametric, in that they have a potentially
infinite dimensional unknown nuisance parameter, minimum distance methods have
not been fully studied. In this paper, we extend the Hellinger distance approach to
general semiparametric models and study minimum Hellinger distance estimators for
semiparametric models. Asymptotic properties such as consistency, asymptotic normality,
efficiency and adaptivity of the proposed estimators are investigated. Small sample and
robustness properties of the proposed estimators are also examined using a Monte Carlo
study. Two real data examples are analyzed as well.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Two primary goals in parametric estimation are to achieve efficiency when the model has been appropriately chosen
and to attain robustness (against model misspecification) when it has not. One of the practical deficiencies of maximum
likelihood estimators is the lack of robustness, while many robust estimators achieve robustness at some cost in first-
order efficiency. On the other hand, minimum Hellinger distance (MHD) estimators for parametric models are efficient
as well as robust [6,7]. Moreover, Lindsay [26] has shown that the maximum likelihood and MHD estimators are members
of a larger class of efficient estimators with various second-order efficiency properties. Beran [6] proved that the MHD
estimators have excellent robustness properties for parametric models, such as resistance to outliers as well as robustness
with respect to (w.r.t.) modelmisspecification. In general, all minimumdistance estimators are ‘‘automatically robust’’ w.r.t.
the stability of the quantity being estimated [17]. In particular, MHD estimators have the smallest sensitivity to Hellinger
contamination among Fisher-consistent functionals. Efficiency combined with excellent robustness properties make MHD
estimators appealing in practice and form a desirable class of estimators. Furthermore, Hellinger distance has the special
attraction that it is dimensionless.
Following [6], an MHD estimator associated with a parametric family Fo = { fθ : θ ∈ Θ} is given by TFo(fˆ ), where fˆ is a
nonparametric estimator of the underlying density f and TFo denotes the MHD functional which assigns to a density g the
value
TFo(g) = arg min
t∈Θ
∥f 1/2t − g1/2∥,
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where ∥ · ∥ denotes the L2-norm. Various asymptotic and robustness properties of TFo(fˆ ) have been studied under some
regularity conditions in [6,37,39,4,3,45], among others. MHD estimators have been studied for various parametric models in
the literature. For example, Simpson [35] has examined MHD estimators for discrete data models. Yang [49] and Ying [50]
have studiedMHDestimators for censoreddata. SriramandVidyashankar [36] andWooandSriram [43,44] have investigated
MHD estimators for branching processes and themixture complexity in a finitemixturemodel, respectively. MHD estimates
for finite mixture models and their variants have been studied in [42,13,15,23,27]. Takada [38] studied MHD estimates in
stochastic volatility models. However, MHD estimators in general semiparametric models have not been investigated in the
literature.
Specifically, let (X,A, ν) be a σ -finite measure space and f be a density w.r.t. measure ν. Suppose we observe
independentX-valued random variables X1, . . . , Xn each with density f . Consider the semiparametric family
F = { fθ,η : θ ∈ Θ, η ∈ Γ } (1.1)
of ν-densities, whereΘ is a compact subset of Rp and Γ is a subset of some Banach space Bwith norm ∥ · ∥B. The problem
is to estimate the parameter θ using X1, . . . , Xn in the presence of nuisance parameter η.
Numerous models fall into class (1.1), well-known examples include semiparametric mixture models [40], errors-in-
variables models [10,28,29], regression models [29,41] and Cox model for survival analysis [14], among others. More
examples and an overview of the main ideas and techniques of semiparametric inference can be found in the monographs
of [9,40,41,25]. The goal of semiparametric inference is to construct efficient estimators and test statistics for evaluating
semiparametric model parameters. The most common approach to efficient estimation is based on modifications of the
maximum likelihood approach. These modifications are necessary due to complications resulting from the presence of an
infinite dimensional nuisance parameter in models (1.1). In general, the presence of this nuisance parameter induces a loss
of efficiency. An estimator that remains asymptotically efficient in these conditions is called adaptive [8].
In this paper, we extend the Hellinger distance approach to semiparametric models of general form (1.1). We investigate
two MHD estimators for (1.1). First, we propose a plug-in type MHD estimator of θ as follows:
θˆ = TFηˆ ( fˆ ) = arg min
t∈Θ
∥f 1/2t,ηˆ − fˆ 1/2∥, (1.2)
where Fη = { ft,η : t ∈ Θ}, and fˆ and ηˆ are estimators of f and η, respectively, based on a sample X1, . . . , Xn from f .
Next, we study a non-plug-in type MHD estimator of θ without estimating the nuisance parameter η directly. We wish
to investigate if the proposed estimators have retained any of the desirable properties possessed by MHD estimators for
fully parametric models. In particular, we shall examine asymptotic properties such as consistency, asymptotic normality,
efficiency and adaptivity of the estimators. Detailed constructions of the proposed MHD estimators are exhibited for three
examples of (1.1): the symmetric location model, a logistic model and a scale-mixture model. It will be observed that,
in general, the presence of nuisance parameter η, possibly of infinite dimension, adds an extra degree of complexity to
the constructions of proposed estimators and to the development of their asymptotic results. A major advantage of MHD
estimates for semiparametric models is their potential ability to be resistant to outliers and to be robust w.r.t. model
misspecification.
MHD estimators for some examples of (1.1) have been studied in [7,24,46,48] as well.
This paper is organized as follows. Section 2 studies adaptive MHD estimators for models (1.1). An efficient (in the
semiparametric sense) MHD estimator is exhibited in Section 3. MHD estimates for three specific models are given in
Section 4. A simulation study and two real data examples are given in Sections 5 and 6, respectively, where both efficiency
and robustness properties of the proposed MHD estimators are examined. Concluding remarks are given in Section 7.
2. MHD estimation
We first introduce some properties of the parametric familyFg = { ft,g : t ∈ Θ}, g ∈ Γ . We callFg identifiable if ∥fθ1,g−
fθ2,g∥ > 0 for any θ1 ≠ θ2. We set st,g = f 1/2t,g for t ∈ Θ . Let L2(ν) denote the collection of all functions that are square
integrable w.r.t. measure ν, i.e., L2(ν) = { f :

f 2(ν)dν < ∞}. If the map t → st,g is continuous in L2(ν), then we call Fg
Hellinger continuous. We say Fg is Hellinger differentiable at an interior point θ of Θ if the map t → st,g is differentiable at
θ : there is a vector s˙θ,g with components in L2(ν) such that
∥sθ+t,g − sθ,g − t⊤s˙θ,g∥ = o(|t|). (2.1)
In this case, we call Iθ,g = 4

s˙θ,g s˙⊤θ,g dν the information matrix at θ and ℓ˙θ,g = 2s˙θ,g/sθ,g the score function at θ . Since
2

s˙θ,g sθ,g dν is the gradient of the constant map t → ⟨st,g , st,g⟩ = 1 at θ , s˙θ,g and sθ,g are orthogonal:

s˙θ,g sθ,g dν = 0.
We say Fg is twice Hellinger differentiable at θ if Fg is Hellinger differentiable in a neighborhood of θ and there is a matrix
s¨θ,g with entries in L2(ν) such that
∥s˙θ+t,g − s˙θ,g − s¨θ,g t∥ = o(|t|). (2.2)
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We say Fg is Hellinger-regular if Fg is identifiable, Hellinger continuous and twice Hellinger differentiable at each interior
point θ ofΘ with positive definite information matrix Iθ,g .
The semiparametric family (1.1) can be written as a union of the parametric models Fg = { ft,g : t ∈ Θ} over all g ∈ Γ .
For any g ∈ Γ , define
Γ˙g = {h ∈ B : lim
n→∞ ∥n
1/2(gn − g)− h∥B = 0 for some sequence {gn} ⊆ Γ }. (2.3)
Suppose also that there exist bounded linear operators At,g : B → L2(ν) such that for each interior point θ ofΘ , γ and g in
Γ , and each sequence tn inΘ converging to θ , we have
∥stn,γ − stn,g − Atn,g(γ − g)∥ = o(∥γ − g∥B) (2.4)
and
sup
h∈K
∥Atn,gh− Aθ,gh∥ → 0 (2.5)
for any compact subset K of B. We say the family F is adaptive at (t, g) if
s˙t,gAt,gh dν = 0, h ∈ Γ˙g .
In what follows, fˆ and ηˆ denote estimators of f and η, respectively, based on a sample X1, . . . , Xn from f , and sˆ = fˆ 1/2. Our
aim is to develop efficient estimators of θ . Thus, we assume that the common density f belongs to the family F defined by
(1.1), i.e., f is equal to fθ,η ∈ F for some θ ∈ Θ and some η ∈ Γ . The next theorem establishes consistency of the MHD
estimator θˆ defined by (1.2). The proofs of the theorems are outlined in Appendix.
Theorem 2.1. Assume that the parametric models Fg = { ft,g : t ∈ Θ} is Hellinger-regular for each g ∈ Γ . Let {an} and {bn} be
two sequences of positive numbers such that an = o(1) and bn = o(1) as n →∞. Suppose that the density estimator fˆ satisfies
∥sˆ− sθ,η∥ = OP(a1/2n ), (2.6)
and that the estimator ηˆ is such that
sup
t∈Θ
∥st,ηˆ − st,η∥ = OP(b1/2n ). (2.7)
Then the MHD estimator θˆ defined by (1.2) satisfies θˆ = θ + OP(u1/2n ) with un = max{an, bn}, and in particular, θˆ P→ θ as
n →∞.
The following theorem gives an asymptotic linear representation and the asymptotic normality of the MHD estimator θˆ
under further assumptions.
Theorem 2.2. Assume that the conditions of Theorem 2.1 hold with sequences {an} and {bn} of positive numbers such that
an = o(n−1/2), bn = o(1), nan →∞, nbn →∞ and anbn = o(n−1) as n →∞. Further, suppose that fˆ satisfies
s˙θ,η sˆ dν = 1n
n
i=1
s˙θ,η
2sθ,η
(Xi)+ oP(n−1/2) (2.8)
and that ηˆ satisfies
sup
t∈Θ, |t−θ |≤cu1/2n
∥s˙t,ηˆ − s˙t,η∥ = oP((nun)−1/2) (2.9)

s˙θˆ ,ηˆsθˆ ,ηdν = oP(n−1/2) (2.10)
for any finite positive constant c, where un = max{an, bn}. Then the MHD estimator θˆ defined by (1.2) satisfies the stochastic
expansion
√
n(θˆ − θ) = I−1θ,η
1√
n
n
i=1
ℓ˙θ,η(Xi)+ oP(1), (2.11)
and hence,
√
n(θˆ − θ) L−→N(0, I−1θ,η) as n →∞.
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Remark 2.1. In Theorem 2.2, condition (2.10) holds if
sup
t∈Θ, |t−θ |≤ε
∥s˙t,η∥ <∞ for some ε > 0, (2.12)
sup
t∈Θ, |t−θ |≤cu1/2n
∥st,ηˆ − st,η∥ = oP(n−1/2). (2.13)
To see this clearly, note that

s˙θˆ ,ηˆsθˆ ,ηˆdν = 12 ∂∂θˆ

fθˆ ,ηˆdν = 0 and then by the Cauchy–Schwarz inequality and (2.9), s˙θˆ ,ηˆsθˆ ,ηdν =  s˙θˆ ,ηˆ(sθˆ ,ηˆ − sθˆ ,η)dν
≤ sup
t∈Θ, |t−θ |≤cu1/2n
(∥s˙t,ηˆ∥ · ∥st,ηˆ − st,η∥)
≤ sup
t∈Θ, |t−θ |≤cu1/2n
(∥s˙t,η∥ + ∥s˙t,ηˆ − s˙t,η∥) sup
t∈Θ, |t−θ |≤cu1/2n
∥st,ηˆ − st,η∥
= oP(n−1/2).
It is appropriate to make a few comments about the conditions used in Theorem 2.2. Condition (2.6) gives the mean
squared error (MSE) of the estimator sˆ. Conditions (2.7) and (2.9) exhibit the requirements needed in the construction of
estimator ηˆ in terms ofMSEs of st,ηˆ and s˙t,ηˆ , respectively. Condition (2.9) is generally hard to verify compared to (2.7) because
s˙t,ηˆ is a ratio. If ∥ηˆ−η∥ = oP((nan)−1/2) and s˙2θ,η is Hellinger differentiable at (θ, η) ( for the definition see (3.1) below), then
(2.9) easily follows. Condition (2.8) is the ‘‘linearity’’ condition, and it is not hard to verify in practice for most smoothed
estimators sˆ. This condition is needed for the asymptotic normality of
√
n(θˆ − θ). Finally, condition (2.10) is the ‘‘no-bias’’
condition. This condition is similar to no-bias conditions used in theMLE context of semiparametricmodels; see, e.g., [40,41].
Because

s˙θˆ ,ηsθˆ ,ηdν = 0, the condition

s˙θˆ ,ηˆsθˆ ,ηdν = oP(n−1/2) requires that the ‘‘bias’’ of the plug-in estimator, due to
estimating the nuisance parameter η, converges to zero faster than n−1/2. Such a condition comes out naturally in the proof.
Within the context of Theorem 2.2, this condition is necessary. If it fails, then the estimator θˆ is not asymptotically efficient
and may even converge at a slower rate than n1/2. To be more specific, suppose that the conditions of Theorem 2.2 hold
except possibly that condition (2.10) does not hold. Then it follows from the proof of Theorem 2.2 that
√
n(θˆ − θ) = I−1θ,η
1√
n
n
i=1
ℓ˙θ,η(Xi)+
√
n

s˙θˆ ,ηˆsθˆ ,ηdν + oP(1).
Since the estimator θˆ can be asymptotically efficient only if it is asymptotically equivalent to the sum on the right of the
preceding expression, the condition that
√
n

s˙θˆ ,ηˆsθˆ ,ηdν = oP(1) is seen to be necessary for efficiency. The preceding
condition can be simplified to
√
n

s˙θ,ηˆsθ,ηdν = oP(1) for θ ∈ int(Θ). The extreme case that the expression

s˙θˆ ,ηˆsθˆ ,ηdν
is identically equal to zero occurs in many important classes of models; see Section 4 for some examples. If the model F is
adaptive at (t, g), then from (2.4) it follows that
−

s˙θˆ ,ηˆsθˆ ,ηdν =

s˙θˆ ,ηˆ(sθˆ ,ηˆ − sθˆ ,η)dν
=

s˙θˆ ,η(sθˆ ,ηˆ − sθˆ ,η)dν +

(s˙θˆ ,ηˆ − s˙θˆ ,η)(sθˆ ,ηˆ − sθˆ ,η)dν
=

s˙θˆ ,ηAθˆ ,η(ηˆ − η)dν + o(∥ηˆ − η∥B)+

(s˙θˆ ,ηˆ − s˙θˆ ,η)(sθˆ ,ηˆ − sθˆ ,η)dν. (2.14)
Thus, if ηˆ has a ‘‘derivative’’ h in Γ˙η , i.e., limn→∞ ∥√n(ηˆ− η)− h∥B = 0, then using the Cauchy–Schwarz inequality the first
term on the right hand side of (2.14) is of order oP(n−1/2). The third term of (2.14) is also of order oP(n−1/2) by (2.7) and
(2.9). In cases where the nuisance parameter η is not estimable at
√
n rate the Taylor expansion must be carried out into its
second-order term. Then it may be sufficient to have ∥ηˆ − η∥ = oP(n−1/4), provided the first term of (2.14) is bounded by
∥ηˆ − η∥2.
In most situations, the plug-in MHD estimator θˆ is the solution for the equation

ρt,ηˆ sˆdν = 0 in t , where ρt,η = s˙t,η and
sˆ = fˆ 1/2. Instead of restricting to a plug-in type estimator of ρt := ρt,η , we now propose to estimate it directly by a general
estimator ρˆt(·) = ρˆt(·|X1, . . . , Xn) for each t . Recall that if η is known, then ρθ is typically just the usual parametric score
function ℓ˙θ,η for θ times 12 f
1/2
θ,η . Thus, the problem reduces to estimation of the score function and the density fθ,η . There are a
number ofmethods available in the literature for estimation of the score function ℓ˙θ,η directly; see, e.g., [9,41]. Alternatively,
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one can employ readily available nonparametric density and its derivative estimation techniques to construct an estimator
of ρθ,η as a ratio estimator. We now propose an MHD estimator of θ as the solution in t for the equation
ρˆt sˆdν = 0. (2.15)
Let us denote the solution of (2.15) asθ , assuming that a solution exists. The next theorem establishes consistency ofθ.
Theorem 2.3. Assume that the parametric familyFg = { ft,g : t ∈ Θ} is Hellinger-regular for each g ∈ Γ . Suppose that fˆ and ρˆt
satisfy ∥sˆ − sθ,η∥ P→ 0 and supt∈Θ ∥ρˆt − ρt∥ P→ 0 as n → ∞. Further assume that the equation

ρtsθ,ηdν = 0 has a unique
solution in t. Then the MHD estimatorθ satisfiesθ P→ θ as n →∞.
A result on the asymptotic normality ofθ can be stated along the same lines of Theorem 3.2 below.
Remark 2.2. Sufficient conditions for (2.8) are given by
√
n

s˙θ,η
sθ,η
fˆ dν − 1
n
n
i=1
s˙θ,η
sθ,η
(Xi)

= oP(1), (2.16)
√
n
 |s˙θ,η|
sθ,η
( fˆ 1/2 − f 1/2θ,η )2 dν = oP(1). (2.17)
To see this more clearly, apply the algebraic identity
b1/2 − a1/2 = (b− a)/(2a1/2)− (b1/2 − a1/2)2/2a1/2
for b ≥ 0 and a > 0. Since  s˙θ,ηsθ,ηdν = 0, then we have using (2.16) and (2.17) that
√
n

s˙θ,η sˆ dν =
√
n

s˙θ,η(sˆ− sθ,η) dν
= √n

s˙θ,η
2sθ,η
( fˆ − fθ,η) dν − n1/2

s˙θ,η
2sθ,η
( fˆ 1/2 − f 1/2θ,η )2 dν
= √n

s˙θ,η
2sθ,η
( fˆ − fθ,η) dν + Rn
= √n

s˙θ,η
2sθ,η
fˆ dν + Rn
= √n1
n
n
i=1
s˙θ,η
2sθ,η
(Xi)+ oP(1)+ Rn,
with |Rn| ≤ √n
 |s˙θ,η |
sθ,η
( fˆ 1/2 − f 1/2θ,η )2 dν P→ 0, and hence (2.8) holds.
The property that one can estimate θ as well asymptotically not knowing η as knowing η is called adaptivity [8]. A
sequence of estimators {θˆn} is adaptive if and only if, under fθ,η ,
√
n

θˆn − θ − 1n
n
j=1
I−1θ,ηℓ˙θ,η(Xj)

= oP(1).
The preceding expression is equivalent to, as n →∞,
√
n(θˆn − θn) L−→N(0, I−1θ,η)
whenever
√
n(θn − θ) = OP(1). This follows from Theorem 6.1 of [8] and the note thereafter. Note that Iθ,η is the regular
Fisher information for θ when η is known. This means that the MHD estimator given in Theorem 2.2 above is an adaptive
estimator of θ.
Given any n1/2-consistent estimator, Bickel [8] used sample splitting techniques to give a general procedure for
constructing adaptive estimators in semiparametric models (1.1). Schick [33]gave sufficient conditions for the construction
of efficient estimators without sample splitting, which are stronger and more cumbersome to verify than the necessary and
sufficient conditions for the existence of efficient estimators which suffice for the construction based on sample splitting.
Forrester et al. [18] used a conditioning argument to weaken those conditions of [33] and showed that resulting weaker
conditions reduce tominimal conditions for the constructionwith sample splitting in a large class of semiparametricmodels
and for properly chosen estimators of the score function. Given a n1/2-consistent estimator, then we can implement one of
the procedures discussed above to construct adaptive estimators based on the corresponding MHD estimator.
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3. Efficiency in the semiparametric sense
The adaptivity of estimators is a stronger requirement. It has been argued in the literature that efficiency in the
semiparametric sense ( for the definition see (3.4) below) is a more reasonable goal. In this section, we construct a non-
adaptive but efficient estimator in the semiparametric sense.
In order to investigate the efficiency for the semiparametric models (1.1), we first need to introduce a lower bound of the
asymptotic variance under thesemodels. For simplicity, suppose the parameter space is a compact intervalΘ = [a, b] ⊆ Rp.
Results could be easily extended to a more general space. Recall that fθ,η is said to be Hellinger differentiable at (θ, η) ∈
Θ × Γ if there exists ρθ,η ∈ L2(ν) and a bounded linear operator Aθ,η : B → L2(ν) such that
∥sθn,ηn − sθ,η − ρθ,η(θn − θ)− Aθ,η(ηn − η)∥
|θn − θ | + ∥ηn − η∥B −→ 0 as n →∞ (3.1)
for all sequences {θn} ⊆ Θ and {ηn} ⊆ Γ such that θn → θ and ∥ηn − η∥B → 0 as n → ∞, where B is as described
(1.1). Note that this definition is a generalization of (2.1) when η is fixed. If η is known, then ρθ,η is typically just the usual
parametric score function ℓ˙θ,η for θ times 12 f
1/2
θ,η . If the operator At,η in (3.1) is continuous in t at point θ , then fθ,η is Hellinger
differentiable at (θ, η). The operator Aθ,η can be regarded as yielding a ‘‘score for η’’. Here we have used the Hellinger
perturbations to define differentiability. The rationale for choosing Hellinger differentiability here is because it is consistent
with previous sections, and it nicely ties in with the local asymptotic normality.
It is known that finding the ‘‘information’’ for estimation of θ in presence of nuisance parameters requires orthogonal
projection of the score for the parameter of interest onto the space of nuisance parameter scores {Aθ,ηh : h ∈ Γ˙η}, thereby
yielding the ‘‘effective’’ component of ρθ,η orthogonal to the nuisance parameter scores. We assume that Γ˙η defined by (2.3)
is a subspace of B and that {Aθ,ηh : h ∈ Γ˙η} is closed. Therefore, there exists a h∗ ∈ Γ˙η minimizing ∥ρθ,η − Aθ,ηh∥, i.e.,
h∗ = argmin
h∈Γ˙η
∥ρθ,η − Aθ,ηh∥.
Here h∗ represents a ‘‘least favorable’’ or worst possible direction of approach to η for the problem of estimating θ . Let
ρ∗θ,η = ρθ,η − Aθ,ηh∗ (3.2)
and
I∗ = 4

ρ∗θ,ηρ
∗⊤
θ,ηfθ,η dν. (3.3)
Assume that I∗ ≠ 0. Obviously, I∗ ≤ Iθ,η (defined circa (2.1)), and ρ∗θ,η ⊥ Aθ,ηh for any h ∈ Γ˙η , where α⊥β means

αβ dν
= 0. Under some regularity conditions, Begun et al. [5] proved that I−1∗ is an achievable lower bound of the asymptotic
variance. Informally speaking, an estimator θˆn of θ is said to be asymptotically efficient in the semiparametric sense if
n1/2

θˆn − θ − 1n
n
i=1
I−1∗ ρ
∗
θ,η(Xj)

= oP(1). (3.4)
This definition can be made precise in the sense of a convolution and the local asymptotic minimax theorem, as explained
in [5]. We now construct an estimator of θ based on the Hellinger distance that achieves the semiparametric efficiency
bound in the sense of (3.4).
When η is known, themaximum likelihoodmethod can usually be reduced to solving the score equation
n
i=1 ℓ˙θ,η(Xi) =
0. A natural generalization of estimating the parameter θ in semiparametricmodels (1.1) is to solve θ from the efficient score
equations,
n
i=1 l˜θ,η(Xi) = 0, where l˜θ,η is the ‘‘efficient score function’’ for θ , i.e., the projection of ℓ˙θ,η onto the orthogonal
complement of {Aθ,ηh : h ∈ Γ˙η}. We can substitute an estimator ηˆ for the unknown nuisance parameter η and that results in
solving for θ from the equation
n
i=1 l˜θ,ηˆ(Xi) = 0. van der Vaart [40,41] proved that such an estimator of θ is asymptotically
efficient under certain assumptions. Intuitively, we could similarly make the definition of MHD estimator accommodates
to semiparametric models. From (1.2) we have that θˆ = argmaxt∈Θ

st,ηˆ sˆ dν, or equivalently (in most situations) θˆ solves
the equation

ρt,ηˆ sˆ dν = 0, where ρθ,η is given by (3.1). Motivated by this, we now propose an MHD estimator of θ as the
solution of
ρ∗t,ηˆ sˆ dν = 0, (3.5)
where ρ∗θ,η is given by (3.2). Let us denote the solution as θˆn, assuming that a solution exists. A similar estimator was
investigated byHuang [22] in a different context. He proved that his estimator is efficient under certain conditions, including
the assumption of consistency of the estimator. Schick [33] pointed out that proving consistency of Huang’s estimator may
pose difficult mathematical problems and, therefore, limit the use of Huang’s estimator. Next, we prove consistency of the
MHD estimator θˆn under some reasonable assumptions.
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Theorem 3.1. Suppose that (t, η) → ρ∗t,η is continuous in L2(ν) at (t, η) for each t ∈ int(Θ), ∥sˆ−sθ,η∥ P→ 0 and ∥ηˆ−η∥B P→ 0
as n →∞. Further, suppose that the equation  ρ∗t,ηsθ,η dν = 0 has a unique solution in t. Then the MHD estimator θˆn defined
in (3.5) satisfies θˆn
P→ θ as n →∞.
We now summarize all the conditions needed for the efficiency of the MHD estimator θˆn as follows:
S1. fθ,η has compact support, absolutely continuous and the second derivative exists and bounded. Further, fθ,η is Hellinger
differentiable at (θ, η).
S2. (t, η) → ρ∗t,η is continuous in L2(ν) at (t, η) for each t ∈ int(Θ); equation

ρ∗t,ηsθ,η dν = 0 has a unique solution in t;
ρ∗θ,η is Hellinger differentiable at (θ, η), and

∂
∂θ
ρ∗θ,ηsθ,η dν is finite and nonzero.
S3. ∥sˆ− sθ,η∥ P→ 0 and n1/2

σ(sˆ− sθ,η) dν L−→N(0, 14∥σ∥2) as n →∞ for any σ ∈ L2(ν) such that

σ sθ,η dν = 0.
S4. ∥ηˆ − η∥B P→ 0 as n →∞, and ρ∗t,ηˆ is well-defined for large n and each t ∈ Θ .
Theorem 3.2. Under conditions S1–S4 , any solution θˆn of (3.5) is an asymptotically efficient estimator of θ , i.e., (3.4) holds for
θˆn.b
Remark 3.1. Given a n1/2-consistent estimator of θ , we can use one of the procedures mentioned at the end of Section 2 to
construct an asymptotically efficient estimator in the sense of (3.4). The only difference from the construction of an adaptive
estimator is that ρ∗θ,η is utilized here instead of ρθ,η .
4. Examples
In this section, we consider three examples of the semiparametric models (1.1): the symmetric location model,
generalized logistic models and a scale mixture model. In each case, we will demonstrate the construction of the MHD
estimator defined by (1.2) for the parameters of interest. We will also show that the conditions of the theorems stated in
Section 2 can be verified for suitable estimators sˆ, ηˆ andρt .
4.1. Symmetric location model
Assume that the data X1, . . . , Xn ∈ R are i.i.d. and satisfy the model
X = θ + ε,
where the center θ is the parameter to be estimated, and the error ε has a symmetric (about zero) continuous bounded
density η. Then the semiparametric model under our consideration here is
F = { ft,η(x) = η(x− t) : t ∈ R, η ∈ Γ } = ∪
η∈Γ Fη,
where
Fη = { ft,η(x) = η(x− t) : t ∈ R},
Γ =

η : η > 0,

η(x)dx = 1, η(−x) = η(x), η is absolutely continuous a.e. with

(η(1)(x))2
η(x)
dx <∞

.
For convenience, we assume thatΘ is a compact subset of R. For instance, it is reasonable to setΘ = [−C, C]with C being
a large positive number such that the true parameter θ ∈ int(Θ). With this assumption, we will not lose any information
about θ and, at the same time, we can guarantee the consistency of MHD estimators in most cases. We will assume that Fη
is Hellinger-regular for each η ∈ Γ .
First we define the following kernel density estimator of fθ,η based on X1, . . . , Xn:
fˆ (x) = 1
nhn
n
i=1
K

x− Xi
hn

, (4.1)
where kernel K is a nonvanishing bounded density, symmetric about zero, twice continuously differentiable and satisfies
uiK(u)du <∞ for i = 2, 4, and the bandwidth satisfies hn > 0 and hn → 0 as n →∞. One can also use an adaptive kernel
density estimator (see, e.g., [34]), which uses Snhn instead of hn with Sn being a robust scale statistic. Here we employed a
non-adaptive kernel density estimator for computational simplicity, but an adaptive version is used in the simulation study.
Let θ˜ = θ˜ (X1, . . . , Xn) denote a preliminary estimator of θ possessing the property that √n(θ˜ − θ) = OP(1), i.e., θ˜
is a
√
n-consistent estimator of θ . Location estimators that satisfy this property can be found readily; see, e.g., [9]. Since
η(x) = f (x+θ), intuitively we can construct an estimator of η as fˆ (x+ θ˜ ), where fˆ is given by (4.1). Following an idea of [7],
we define a symmetric truncated version of fˆ (x+ θ˜ ):
ηˆ(x) = 1
2
[fˆ (x+ θ˜ )+ fˆ (−x+ θ˜ )]b2n(x) (4.2)
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as our proposed estimator of η, where bn is given by
bn(x) =

1 if |x| ≤ cn
b(x− cn) if cn ≤ x ≤ cn + 1
b(x+ cn) if − cn − 1 ≤ x ≤ −cn
0 otherwise,
where function b has range [0, 1], is symmetric about zero with b(0) = 1, vanishes outside [−1, 1], and is twice absolutely
continuous with derivatives b(i) (i = 1, 2) bounded on the real line, and {cn} is a sequence of positive numbers such
that cn → ∞ as n → ∞. It is easy to show that ηˆ is a consistent estimator of η. Furthermore, ηˆ(x) = ηˆ(−x) and
ηˆ(1)(−x) = −ηˆ(1)(x), where ηˆ(1) denotes the first derivative of ηˆ. Hence we have,
s˙θˆ ,ηˆsθˆ ,ηdx =

ηˆ(1)(x− θˆ )
ηˆ1/2(x− θˆ ) η
1/2(x− θˆ )dx =

ηˆ(1)(x)
ηˆ1/2(x)
η1/2(x)dx = 0,
and thus, the no-bias condition (2.10) is trivially satisfied in this case. As in previous sections, denote
f˙t,η(·) = ∂
∂t
ft,η(·) = ∂
∂t
η(· − t),
st,η(·) = f 1/2t,η (·) = η1/2(· − t),
s˙t,η(·) = ∂
∂t
st,η(·) = ∂
∂t
η1/2(· − t),
s¨t,η(·) = ∂
2
∂t2
st,η(·),
st,ηˆ(·) = f 1/2t,ηˆ (·) = ηˆ1/2(· − t).
It is easy to see that (3.2) holds with the bounded linear operator At,ηh(·) = h(· − t) for any h ∈ L2(R). Since

s˙t,g(x)At,g
h(x)dx = −  g(1)(x− t)h(x− t)dx = 0 for any g, h ∈ Γ , themodelF is adaptive at any point (t, g) ∈ R×Γ . For notational
convenience, we will denote fθ,η and hn by f and h, respectively, in this subsection. Let Bn = {x ∈ R : |x − θ | ≤ cn} and
wn(x) = supt∈Θ,|t−θ |≤Ca1/2n
|η(1)(x−t)|
η1/2(x−t) for any constant C > 0 and a sequence of positive numbers {an} such that an = o(n−1/2)
as n →∞. Define
f¯ (x) = E[fˆ (x)] =

f (x− hu)K(u) du, x ∈ R.
Cn1 =

Bcn
( f (x))1/2dx,
Cn2 =

Bcn
 f (1)f
 (x)( f (x))1/2 dx,
Cn3 =

Bn
 f (1)f
 (x)dx,
Cn4 =

Bcn
f (x)dx,
Cn5 =

Bcn
( f (1)(x))2
4f (x)
dx.
Consistency of the MHD estimator θˆ defined by (1.2) with fˆ and ηˆ given by (4.1) and (4.2), respectively, now follows from
(4.3) and (4.9) below, provided (nh)−1 = o(1), an = o(1), Cn1 = o(1), Cn4 = o(1) and (nh)−1/2 = o(1) as n →∞. To prove
the asymptotic normality of the MHD estimator θˆ ,we now state four lemmas. The proofs of these lemmas are given in our
technical report, [47].
Lemma 4.1. Let fˆ be defined by (4.1). Suppose the density f has absolutely continuous derivatives f (i), i = 1, 2, and  ψ(x)dx <
∞, where ψ(x) = ( f (2)(x))22f (x) + ( f
(1)(x))4
8f 3(x)
. Then
(fˆ 1/2(x)− f 1/2(x))2dx = OP(h4 + (nh)−1cn + (nh)−1/2Cn1 + n−1/2h1/2). (4.3)
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Further, if
 | f (1)f |(x)ψ(x) <∞ then  f (1)f
 (x)(fˆ 1/2(x)− f 1/2(x))2dx = OP(h4 + (nh)−1Cn3 + (nh)−1/2Cn2 + n−1/2h1/2). (4.4)
Lemma 4.2. Assume that the conditions of Lemma 4.1 hold. Further assume that f (4) exists and is bounded, and f (i), i = 1, 2, 4,
satisfy following conditions: ∞
−∞
( f (x))−1f (1)(x)f (2)(x) dx = 0, (4.5) ∞
−∞
( f (x))−1|f (1)(x)| |f (4)(x)| dx <∞, (4.6)
 ∞
−∞
f (x)

f (1)
f

(x)
2
dx <∞. (4.7)
Then, we have ∞
−∞
s˙θ,η(x)sˆ(x)dx = 1n
n
i=1
s˙θ,η
sθ,η
(Xi)+ OP(h4 + (nh)−1Cn3 + (nh)−1/2Cn2 + n−1/2h1/2).
Lemma 4.3. Assume that the conditions of Lemma 4.1 hold. Further assume that η satisfies
(η(x))−1(η(1)(x))2 dx <∞. (4.8)
Let ηˆ be defined by (4.2). Then we have
sup
t∈Θ

(st,ηˆ(x)− st,η(x))2 dx = OP(h4 + (nh)−1cn + (nh)−1/2Cn1 + n−1/2h1/2 + Cn4 + n−1). (4.9)
Lemma 4.4. Let fˆ be defined by (4.1) with kernel K further satisfying K (1)/K is bounded. Assume that the conditions
of Lemma 4.1 hold. Also assume that f (i), i = 2, 3, exist and are bounded, and that η satisfies
(g(2)(x))2 dx <∞, (4.10)
where g = η1/2. Further suppose that ψ(x) = ( f (2)(x))22f (x) + ( f
(1)(x))4
8f 3(x)
is bounded, 
f (1)(x)
f (x)
2
ψ(x)dx <∞, (4.11)
 
f (1)(x)( f (2)(x))
f 3/2(x)
2
dx <∞, (4.12)
and 
( f (x))−1( f (3)(x))2 <∞. (4.13)
Then we have
sup
t∈Θ

(s˙t,ηˆ(x)− s˙t,η(x))2dx = OP(h4 + (nh3)−1cn + Cn4 + Cn5 + n−1). (4.14)
Theorem 4.1. Assume that the conditions in Lemmas 4.1–4.4 hold. Further assume that the bandwidth h = hn in (4.1) is of the
form h = O(n−1/5). Suppose that the sequence {cn} and the density f satisfy the conditions n−2/5Cn1 = o(n−1/2), n−2/5Cn2 =
o(n−1/2), n−4/5Cn3 = o(n−1/2), Cn4 = o(n−1/2) and Cn5 = o(n−1/2). Then the MHD estimator θˆ defined by (1.2) of θ satisfies
n1/2(θˆ − θ) L−→N(0, I−1η ),
where Iη =

(η(1)(x))2(η(x))−1dx. Thus, θˆ is an adaptive estimator of θ.
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The proof of Theorem 4.1 follows from Theorem 2.2 and Lemmas 4.1–4.4. For the normal location family, i.e., f (x) =
η(x − θ) with η(x) = (2π)−1/2e−x2/2, −∞ < x < ∞, it is easy to show that there exists a sequence {an} satisfying the
conditions of Theorem 4.1 when one chooses Bn = {x ∈ R : |x − θ | ≤ cn} with cn = (2 log n)1/2 and Θ compact. For
the double-exponential family, i.e., f (x) = 2−1e−|x−θ |, −∞ < x < ∞, the choices of cn = log n and Θ compact would
be suitable to verify the conditions in Theorem 4.1. In fact, the sequence {an} has the form {n−7/10} in both cases with the
preceding choices of cn. Furthermore, conditions (4.6)–(4.8) and (4.10)–(4.13) are easily satisfied for both of these families.
4.2. Generalized logistic models
Suppose Y is a binary response variable and X is the associated covariate; then the (prospective) logistic regressionmodel
is of the form
P(Y = 1|X = x) = exp[α
∗ + xβ]
1+ exp[α∗ + xβ] , (4.15)
where α∗ and β are parameters and themarginal distribution of X is not specified. In case-control studies, data are collected
retrospectively in the sense that for samples of subjects having Y = 1 (‘case’) and having Y = 0 (‘control’), the value x of
X is observed. More specifically, suppose X1, . . . , Xn is a random sample from F(x|Y = 1) and, independently of the Xi’s,
suppose Z1, . . . , Zm is a random sample from F(x|Y = 0). If π = P(Y = 1) = 1−P(Y = 0) and f (x|Y = i) is the conditional
density of X given Y = i, i = 0, 1, then it follows from (4.15) and Bayes rule that
f (x|Y = 1) = f (x|Y = 0) exp[α + βx]
where
α = α∗ + log[(1− π)/π ]. (4.16)
In other words, we observe two independent samples
Z1, . . . , Zm
i.i.d.∼ η(x)
X1, . . . , Xn
i.i.d.∼ f (x) = fθ,η(x) = η(x) exp[α + r(x)β],
(4.17)
where r(x) = (r1(x), . . . , rp(x)) is a 1 × p vector of functions of x, θ = (α, β), β = (β1, . . . , βp)T is a p × 1 parameter
vector, and α is a normalizing parameter that makes g(x) exp[α + r(x)β] integrate to 1. We are concerned with estimation
of parameters α and β when η is unknown (the nuisance parameter).
For model (4.17), various choices of r(x) are discussed in the literature, but in most applications r(x) = x or r(x) =
(x, x2). For r(x) = x, (4.17) encompasses many common distributions, including two normal distributions with common
variance but different means, two exponential distributions and two Poisson distributions. Model (4.17) with r(x) = x or
r(x) = (x, x2) has wide applications in the logistic discriminant analysis [2] and in case-control studies [12,30].
Here we are interested to show that the conditions of Theorems 2.1 and 2.2 can be verified for suitable estimators sˆ and
ηˆ. Consider the case that r(x) = x and (α, β) ∈ Θ with Θ = [al, au] × [bl, bu]. Denote Fη = { fθ,η = η(x) exp[α + βx] :
(α, β) ∈ Θ}. Obviously, Fη is identifiable for any density function η. Suppose that η has a continuous second derivative. If
ebxη(x)dx <∞ for any b ∈ (bl, bu), then Fη is Hellinger continuous at each θ ∈ int(Θ). If

xiebxη(x)dx <∞, i = 0, 1, 2,
for any b ∈ (bl, bu), then Fη is Hellinger differentiable at each θ ∈ int(Θ). If

xiebxη(x)dx < ∞, i = 0, 1, 2, 3, 4, for any
b ∈ (bl, bu), then Fη is twice Hellinger differentiable at each θ ∈ int(Θ), and thus Fη is Hellinger-regular. Such classes
include normal distributions with common variance but different means, and exponential distributions with different
means. We define following kernel density estimators of η and f = fθ,η based on, respectively, the samples Z1, . . . , Zn
and X1, . . . , Xm:
ηˆ(x) = 1
mhm
m
i=1
K0

x− Zi
hm

,
fˆ (x) = 1
nhn
n
i=1
K1

x− Xi
hn

,
where K0 and K1 are density functions that are bounded, symmetric about zero, twice continuously differentiable and
uiKj(u)du < ∞ for i = 2, 4, j = 0, 1, and bandwidths satisfy hm → 0 as m → ∞ and hn → 0 as n → ∞. Suppose
that the support of Ki is [−ai, ai], where ai > 0 for i = 0, 1. Let cn denote a sequence of positive numbers such that cn →∞
as n →∞. Define Bn = {x ∈ R : |x| ≤ cn}, f¯ (x) = E[fˆ (x)], and
Cn1 =

Bcn
f 1/2θ,η (x)dx,
Cn2 =

Bcn

sup
|t|≤a1
f (2)θ,η (x+ thn)
1/2
dx.
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Following an argument similar to the proof of Lemma 4.1 we obtain,
( fˆ 1/2(x)− f¯ 1/2(x))2 dx = OP(cn(nhn)−1 + Cn1(nhn)−1/2 + Cn2n−1/2h1/2n ),
and if

ψ1(x)dx <∞with ψ1(x) = ( f
(2)
θ,η (x))
2
2fθ,η(x)
+ ( f
(1)
θ,η (x))
4
8f 3θ,η(x)
, then
(f¯ 1/2(x)− f 1/2θ,η (x))2 dx = O(h4n).
By combining the above two expressions we have,
( fˆ 1/2(x)− f 1/2θ,η (x))2 dx = OP(h4n + cn(nhn)−1 + Cn1(nhn)−1/2 + Cn2n−1/2h1/2n ).
Similarly with Bm = {x ∈ R : |x| ≤ cm} and cm being a sequence of positive numbers such that cm → ∞ as m → ∞ and
ψ0(x) = (η(2)(x))22η(x) + (η
(1)(x))4
8η3(x)
, if

ebxψ0(x)dx <∞ for any b ∈ [bl, bu], then
sup
b∈[bl,bu]

ebx(ηˆ1/2(x)− η1/2(x))2 dx = OP(h4m + ebucm(mhm)−1 + Cm1(mhm)−1/2 + Cm2m−1/2h1/2m ),
where
Cm1 = sup
b∈[bl,bu]

Bcm
ebxη1/2(x)dx,
Cm2 = sup
b∈[bl,bu]

Bcm
ebx

sup
|t|≤a0
η(2)(x+ thm)
1/2
dx.
Thus, Theorem 2.1 holds with
an = h4n + cn(nhn)−1 + Cn1(nhn)−1/2 + Cn2n−1/2h1/2n ,
bn = h4m + ebucm(mhm)−1 + Cm1(mhm)−1/2 + Cm2m−1/2h1/2m .
Note that here n and m could be of the same or different orders, and cn (hn) and cm (hm) could take the same or different
choices when N = (n + m) → ∞. For some appropriate choices of cn, cm, hn and hm, we have an = o(n−1/2) and
anbn = o(n−1) as required in Theorem 2.2. For example, if η = N(0, 1) and f = N(µ, 1), then f = fθ with θ = (−µ22 , µ).
Simple calculations show that Cn1 = O(c−1n e−c2n/4), Cn2 = O(cne−c2n/4), Cm1 = O(c−1m e−c2m/4) and Cm2 = O(cme−c2m/4). If we
take cn = O(ln(nr1)) and cm = O(ln(mr0)) with r0, r1 > 0, then Cn1 = o(n− r
2
4 ln n) = o(n−p), Cn2 = o(n−p), Cm1 = o(m−p)
and Cm2 = o(m−p) for any p > 0. If further hn = O(n−s1) with 1/8 < s1 < 1/2, then an = h4n + ln(n)(nhn)−1 = o(n−1/2).
If hm = O(m−s0) and n andm have the relationship thatm = nt for some t > 58 (1− bur0)−1, then 18t < s0 < 1− bur0 − 12t
ensures that bn = h4m +mbur0(mhm)−1 = o(n−1/2).
If limx→±∞ xf (i)θ,η(x) = 0, i = 0, 1, 2, 3, and

xψ1(x)dx < ∞, then following an argument similar to the proof of
Lemma 4.2 we obtain, ∞
−∞
s˙θ,η(x)fˆ 1/2(x)dx = 1n
n
i=1
s˙θ,η
sθ,η
(Xi)+ OP(n−1/2hn + h4n + cn(nhn)−1 + Cn3(nhn)−1/2 + Cn4n−1/2h1/2n ),
where
Cn3 =

Bcn
|x|f 1/2θ,η (x)dx,
Cn4 =

Bcn
|x|

sup
|t|≤a1
f (2)θ,η (x+ thn)
1/2
dx.
Therefore, (2.8) holds for appropriately chosen cn and hn. For the two sample normal distributions and the choices of cn and
hn given in the last paragraph, it is easy to see that (2.8) holds.
If

x2ebxψ0(x)dx <∞ for any b ∈ [bl, bu], then following an argument similar to the proof of Lemma 4.1 we obtain,
sup
b∈[bl,bu]

x2ebx(ηˆ1/2(x)− η1/2(x))2 dx = OP(h4m + c2mebucm(mhm)−1 + Cm3(mhm)−1/2 + Cm4m−1/2h1/2m ),
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where
Cm3 = sup
b∈[bl,bu]

Bcm
x2ebxη1/2(x)dx,
Cm4 = sup
b∈[bl,bu]

Bcm
x2ebx

sup
|t|≤a0
η(2)(x+ thm)
1/2
dx.
Hence, (2.9) holds for appropriately chosen cm and hm. For the two sample normal distributions and the choices of cm and
hm discussed above, it is easy to see that
sup
t∈Θ
∥s˙t,ηˆ − s˙t,η∥2 = OP(h4m + (lnm)2mbur0(mhm)−1) = oP(n−1/2),
and thus, (2.9) holds.
If the Fisher information matrix for estimating θ is continuous in t ∈ Θ and is finite at point θ , then (2.12) holds. Note
that (2.7) implies (2.13) if bn = o(n−1). For the two sample normal distributions discussed in this example, if m = nt for
some t > 54 (1 − bur0)−1 (> 1), cm = O(ln(mr0)) for some r0 > 0, and hm = O(m−s0) with 14t < s0 < 1 − bur0 − 1t , then
bn = o(n−1), and so, (2.13) holds. From Remark 2.1 we note that (2.10) is satisfied, and therefore, Theorem 2.2 holds.
For the two normal distributions case discussed above, a sufficient condition for (2.10) would bem = nt for some t > 1.
This is the case in many clinical trials and in case-control studies. For instance, in case-control studies when the case or
disease is very rare, one tends to observe more controls (largerm) and less cases (smaller n).
4.3. Scale mixture model
Let φ denote a probability density that is symmetric about zero and consider the mixture model
fθ,η(x) =
 ∞
0
1
z
φ

x− θ
z

dη(z), −∞ < x <∞. (4.18)
For simplicity, it is assumed that the unknown mixing distribution η (nuisance parameter) is supported on a fixed interval
[m,M] ⊆ (0,∞). We will also assume that the parameter spaceΘ is a compact subset of R. Further assume that the class
Fη = { ft,η : t ∈ Θ} is Hellinger-regular and that the information matrix Iθ,η is finite for each η. Note that fθ,η is symmetric
about θ and that θ can be estimated with an adaptive estimator [8,40]. Here we are interested to show that the conditions
of Theorem 2.3 can be verified for suitable estimators sˆ andρt .
Suppose that X1, . . . , Xn is a random sample from (4.18). Then, by symmetry, the variables Yi = |Xi − θ | are, for fixed θ ,
sampled from the density g(s) = 2ϕ(s)I{s > 0}, where ϕ(s) = ∞0 1z φ( xz )dη(z). We use the Yi’s to construct an estimatorωn for the ratio g(1)/g1/2 and then define
ρt(x) = −12ωn(|x− t|)sign(x− t) (4.19)
as our proposed estimator of ρt,η = f˙t,η/2f 1/2t,η , where g(1) is the first derivative of g . Note that the condition supt∈Θ∥ρt −
ρt,η∥ P→ 0 of Theorem 2.3 follows from
(ωn − g(1)/g1/2)2(s)ds P→ 0 (4.20)
as n →∞. An estimatorωn can be constructed using the kernel method of density and its derivative estimation. Define
gn(s) = 1nhn
n
i=1
K

s− Yi
hn

,
where the kernel K and the bandwidth hn are as defined in (4.1). With further positive tuning parameters αn, βn and γn,
define
ωn(s) = g(1)ng1/2n (s)IAn(s),
where An = {s : |g(1)n )s)| ≤ αn,gn(s) ≥ βn, s ≥ γn}, αn ↑ ∞, βn ↓ 0 and γn ↓ 0 at appropriate speeds. It can be shown that
(4.20) follows ifαn,βn and γn are chosen such that hn ≤ γn, h2nα2n(β3n )−1 and nh4nβ3n →∞ as n →∞. Using Lemma 4.1, it can
be also shown that ∥sˆ − st,η∥ P→ 0 as n → ∞ with an appropriately chosen bandwidth hn, where sˆ = fˆ 1/2 and st,η = f 1/2θ,η
with fˆ and fθ,η defined by (4.1) and (4.18), respectively. Then a MHD estimatorθ obtained as a solution for the equation ρt sˆdx = 0 is a consistent estimator of θ from Theorem 2.3.
Observe that the no-bias condition,
 ρθ˜ sθ˜ ,ηdx = 0 (cf., (2.10)), is trivially satisfied for ρt defined by (4.19), since ρtst,ηdx = 0 for any t ∈ int(Θ), due to the fact thatρt and st,η are anti-symmetric and symmetric, respectively, about t .
Under some additional conditions, the asymptotic normality ofθ can be established using a theorem similar to Theorem 3.2.
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Table 1
Summary of mixture models under study.
θ Scale parameter b Overlap Mixture model
0.25 1 0.03 0.25Φ(0, 1)+ 0.75Φ(3.6, 1) (I)
0.1 0.25Φ(0, 1)+ 0.75Φ(2.32, 1) (II)
0.5 1 0.03 0.5Φ(0, 1)+ 0.5Φ(3.76, 1) (III)
0.1 0.5Φ(0, 1)+ 0.5Φ(2.56, 1) (IV)
0.25
√
2 0.03 0.25Φ(0, 1)+ 0.75Φ(4.46, 2) (V)
0.1 0.25Φ(0, 1)+ 0.75Φ(2.96, 2) (VI)
0.5
√
2 0.03 0.5Φ(0, 1)+ 0.5Φ(4.52, 2) (VII)
0.1 0.5Φ(0, 1)+ 0.5Φ(3.07, 2) (VIII)
0.75
√
2 0.03 0.75Φ(0, 1)+ 0.25Φ(4.20, 2) (IX)
0.1 0.75Φ(0, 1)+ 0.25Φ(2.57, 2) (X)
5. Simulation studies
In this section, we report the results of a Monte Carlo study designed to demonstrate both efficiency and robustness
properties of the MHD estimator θˆ defined by (1.2).
Consider the semiparametric mixture models given by
F = { fθ,η : fθ,η = θφ(0, 1)+ (1− θ)η, 0 ≤ θ ≤ 1, η ∈ P/φ(0, 1)} (5.1)
where φ(µ, σ) denotes the normal density function with mean µ and standard deviation σ , P is the collection of all
density functions, and P/φ(0, 1) means ‘‘P except φ(0, 1)’’. Class (5.1) comprises many common situations including
the contamination model with θ large and η the contamination. We examined the situation where η = φ(a, b), and thus
fθ,η = θφ(0, 1)+ (1−θ)η is a normal mixturemodel. LetΦ(µ, σ ) denote the distribution function of φ(µ, σ). For different
values of θ , a and b, we considered ten normal mixture models displayed in Table 1. The value of a was chosen to provide
the desired overlap between components, as described in [42].
Model (5.1) is not identifiable in general, since θφ(0, 1)+ (1− θ)η = θ1φ(0, 1)+ (1− θ1) (θ−θ1)φ(0,1)+(1−θ)η1−θ1 for θ ≠ θ1.
This two-component mixture model (5.1) is identifiable only when it satisfies certain conditions such as the symmetry of
η [11]. Wu et al. [47] considered cases when η is from some particular classes that makes (5.1) identifiable. Here we take
a different approach. Instead of imposing conditions on η, we assume that we have some auxiliary information about η in
terms of some data from η. Thus, we have a sample of size n from the mixture model fθ,η and another sample of size n0 from
η. So our data structure is
X1, . . . , Xn
iid∼ θφ(0, 1)+ (1− θ)φ(a, b)
Y1, . . . , Yn0
iid∼φ(a, b).
(5.2)
The above auxiliary sample situation appears in many applications. For example, [31] and [21]considered the same two-
component mixture model with training samples from both components. Hosmer [21] estimated the proportion of male
halibut based on the lengths of dissected fish from both the mixture and the components models.
We define the following adaptive kernel density estimators [34] of fθ,η and η based on X1, . . . , Xn and Y1, . . . , Yn0 of (5.2):
fˆ (x) = 1
nSnbn
n
i=1
K

x− Xi
Snbn

, (5.3)
ηˆ(x) = 1
n0Sn0bn0
n0
j=1
K0

x− Yj
Sn0bn0

, (5.4)
where K and K0 are two smooth density functions, bandwidths bn and bn0 are positive constants such that bn → 0 as n →∞
and bn0 → 0 as n0 → ∞, and Sn = Sn(X1, . . . , Xn) and Sn0 = Sn0(Y1, . . . , Yn0) are robust scale statistics (these statistics
generally estimate the scale parameters of respective distributions). We used the compact-supported Epanechnikov kernel
function
K(x) = 3
4
(1− x2)I[−1,1](x) (5.5)
for kernels K and K0 in (5.3) and (5.4), respectively. The bandwidths bn and bn0 in (5.3) and (5.4), respectively, were taken to
be bn = n−1/3 and bn0 = n−1/30 . For scale statistics Sn and Sn0 in (5.3) and (5.4), respectively, we used the following robust
scale estimators proposed by Rousseeuw and Croux [32],
Sn = 1.1926medi(medj(|Xi − Xj|)),
Sn0 = 1.1926medi(medj(|Yi − Yj|)).
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Table 2
Estimates of the biases and mean squared errors of θˆ , θˆMLE and θMLE with no contamination.
Model ˆBias(θˆ) ˆMSE(θˆ) ˆBias(θˆMLE) ˆMSE(θˆMLE) ˆBias(θMLE) ˆMSE(θMLE)
I 0.0210 0.0075 0.0564 0.0099 0.0002 0.0044
II 0.0375 0.0138 0.0809 0.0189 −0.0021 0.0059
III 0.0392 0.0088 0.0359 0.0084 −0.0011 0.0060
IV 0.0511 0.0119 0.0533 0.0115 −0.0013 0.0069
V 0.0308 0.0084 0.0587 0.0115 0.0017 0.0046
VI 0.0430 0.0127 0.0705 0.0154 0.0026 0.0060
VII 0.0439 0.0087 0.0378 0.0081 0.0022 0.0054
VIII 0.0483 0.0117 0.0404 0.0098 −0.0009 0.0069
IX 0.0501 0.0078 0.0166 0.0044 −0.0001 0.0037
X 0.0556 0.0112 0.0182 0.0070 −0.0041 0.0060
Then an MHD estimator of θ is given
θˆ = arg min
0≤t≤1
∥f 1/2t,ηˆ − fˆ 1/2∥,
where fˆ and ηˆ are given by (5.3) and (5.4), respectively. We compared the preceding MHD estimator with two maximum
likelihood estimators (MLEs) based on following likelihood functions:
L =
n
i=1
[θ f (Xi)+ (1− θ)η(Xi)]
and
Ln =
n
i=1
[θ f (Xi)+ (1− θ)ηˆ(Xi)],
where f = φ(0, 1) and ηˆ is defined by (5.4). In other words, the likelihood L is constructed assuming that density functions
f and η are completely known, whereas Ln is obtained by replacing η by its estimator ηˆ. Thus, L and Ln are rather naturally
constructed for simulation purposes. We define
θMLE = arg max
θ∈[0,1]
L (5.6)
and
θˆMLE = arg max
θ∈[0,1]
Ln (5.7)
as the MLEs of θ based on L and Ln, respectively.
5.1. Efficiency
For each model, samples of n = 50 and n0 = 20 were obtained from the corresponding distributions. For instance, for
Model I, samples of size n = 50 were obtained from the mixture distribution 0.25Φ(0, 1)+ 0.75Φ(3.6, 1), while a sample
of size n0 = 20 was obtained from the distribution Φ(3.6, 1). In each of the distributional situations considered in Table 1,
we obtained estimates of the bias and mean squared error (MSE) as follows:
ˆBias(µˆ) = 1
Ns
Ns
i=1
(µˆi − µ), ˆMSE(µˆ) = 1Ns
Ns
i=1
(µˆi − µ)2,
where Ns is the number of replications, and µˆi denotes an estimate of µ for the ith replication. Here µ = θ and µˆ denotes
either the proposed MHD estimator θˆ or the MLEs, θMLE and θˆMLE. We chose Ns = 500 in our simulation. Simulation results
are presented in Table 2.
From the results in Table 2, we observed that the MHD estimator θˆ performed competitively with the MLE θˆMLE for all
ten models. Thus, the MHD estimator achieves about the same efficiency as that of the MLE under the models considered.
Overall, θMLE showed the best performance among the three estimators for all ten models. This behavior can be expected
since θMLE employs more information (i.e., knowing η, or in other words n0 = ∞) than either θˆ or θˆMLE. The lower bound of
the asymptotic variance is higher when η is unknown than when it is known. Note that θMLE is not available in practice and
the sole purpose of analyzing it here is to examine the amount of loss in performance when η is unknown. Also note that all
three estimators performed the least when the overlap is 0.1 thanwhen it is 0.03, which indicates that higher overlapsmake
estimation more difficult and less accurate. In Fig. 1, we have given the normal probability plots of the three estimators for
Models I and VI. Fig. 1 demonstrates that the sampling distribution of θˆ closely approximates a normal curve for eachmodel
considered. We have observed very similar plots for other models considered as well.
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(a) Model I. (b) Model VI.
Fig. 1. Normal probability plots of estimates θˆ (•), θˆMLE (◦) and θMLE (+).
5.2. Robustness
For the models in Table 1, we have also studied robustness properties of the MHD estimator θˆ . Specifically, we examined
its behavior in the presence of a single extreme observation. For this purpose, the α-influence function (α-IF) given in [6] is
a suitable measure of the change in the estimator, where α is the contamination rate. Here we have used an adapted version
of the α-IF given in [27].
For the ten models in Table 1, we chose sample sizes n = 100 and n0 = 40. Note that the outlying observation could
come from either the Xi’s or the Yi’s. Thus, after drawing data sets of the specified sizes, 98 alternate versions of the data
were created by replacing the last observation in the sample Xi’s, or the last observation in the sample Yi’s by an integer x
valued between−24 and 24. The contamination rate α is then 1/140 and the two α-IFs are given by
IF(x) = W ((x, Xi)
n−1
i=1 , (Yi)
n0
i=1)−W ((Xi)ni=1, (Yi)n0i=1)
1/140
(5.8)
and
IF0(x) = W ((Xi)
n
i=1, (x, Yi)
n0−1
i=1 )−W ((Xi)ni=1, (Yi)n0i=1)
1/140
, (5.9)
where W could be any functional (estimator of θ ) based on two data sets from fθ,η and η, respectively. In our case, W is
the MHD functional defined by (1.2). For fˆ and ηˆ, the same kernel estimators defined by (5.3) and (5.4) were used. For
the average of 100 replications, the α-IFs (5.8) and (5.9) were calculated under the ten models of Table 1, and the results
for four models are graphically displayed in Fig. 2. The α-IFs under other models are similar. From Fig. 2, one can see
that as the outlier approaches ±∞, the α-IFs appear to converge to a constant, i.e., limx→∞ IF(x) = limx→−∞ IF(x) and
limx→∞ IF0(x) = limx→−∞ IF0(x). In fact, theα-IFs outside the interval [−7, 10] seem to be constant, while they take varying
values inside the interval [−7, 10]. Moreover, IF0 has a lower value inside the interval [−7, 10] than outside the interval.
We also compared theMHD estimator θˆ with the twomaximum likelihood estimators θMLE and θˆMLE defined by (5.6) and
(5.7), respectively. We chose sample sizes n = 50 and n0 = 20. We used (5.8) to calculate α-IFs for θˆ , θMLE and θˆMLE. For the
sake of consistency, we used the contamination rate α = 1/50 = 0.02 in (5.8). For a single sample, the α-IFs of the three
estimators for Model I, IV, VI and IX are displayed in Fig. 3. Influence functions under other models are similar.
From Fig. 3, it is clear that all three α-IFs of θˆ , θMLE and θˆMLE are approximately symmetric about zero. When the outlier
is between −30 and 30, the three estimators are competitive and the α-IFs take values between −3 and 3. As mentioned
above on Fig. 2, the α-IF of θˆ outside the interval [−7, 7] seems to be constant, while the α-IFs of θMLE and θˆMLE increase
rapidly at a point around± 40, and they take values as high as 41.27. It appears that θMLE is better than θˆMLE in the sense that
the ‘exploding point’ of θMLE is higher than that of θˆMLE, and the α-IF of θMLE after the exploding point has a smaller absolute
value than that of θˆMLE. This behavior can be expected since θMLE employs more information (i.e., knowing η, or in other
words n0 = ∞) than either θˆ or θˆMLE. Note that, as mentioned earlier, θMLE is not available in practice since η is unknown.
Fig. 3 shows that θˆ is more robust than either θMLE or θˆMLE in the sense of resistance to a single extreme observation.
The breakdown point is the smallest fraction of data that, when strategically placed, can cause an estimator to give an
arbitrarily bad answer. Tamura and Boos [39] gave breakdown results for MHD estimators of multivariate location and
covariance. Cutler and Cordero-Braña [15] investigated the breakdown point of MHD estimators for mixture models. The
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(a) Model I. (b) Model IV.
(c) Model VI. (d) Model IX.
Fig. 2. The α-influence function of MHD estimator θˆ with respect to single outlier, with •-IF and−-IF0 .
models considered in both of these papers are parametric models, while ours is a semiparametric model (η is unknown).
We again considered the normal mixture model fθ,η = θφ(0, 1)+ (1− θ)φ(µ, b)with b = 1,
√
2, θ = 0.25, 0.5, 0.75, and
varying µ values. Let
(1− α)[θφ(0, 1)+ (1− θ)φ(µ, b)] + αI{10}
denote the contaminationmodel with contamination of the point mass function I{10} and the contamination rate α. Here we
numerically compared the behavior of θˆ and θˆMLE defined by (1.2) and (5.7), respectively, as we varied the value of µ. For
given values of θ , µ and b, the value of α was increased until θˆ fits the contamination, and a similar operation was done for
θˆMLE. We used sample sizes n = 50 and n0 = 20 for a single sample. The results shown in Fig. 4 is typical for any re-sampling.
To increase α, we replaced the last observation, X50, from the mixture model with a value 10 and then the second last, and
so on. The values of µ are µ = 0.5k, k = 1, 2, . . . , 14. If the estimator jumps and stays at value 1 as α increases, then
the estimator is fitting the contamination. The reason for this is that a compact-supported kernel function, (5.5), is used for
density estimation. The results for the models with (θ, b) = (0.25, 1) and (0.5,√2) are shown in Fig. 4. The breakdown
points under other normal mixture models are similar. From Fig. 4, one can observe that the breakdown point, α, of θˆ seems
to be constant (about 0.5) for any µ value between 0.5 and 7.0, while that of θˆMLE it is around 0.25. So the breakdown point
of θˆ is about twice that of θˆMLE. In other words, the MHD estimator θˆ shows more robust behavior than the MLE θˆMLE in our
simulation.
We also investigated the relative biases and relative MSEs of θˆ to those of θˆMLE for the contaminationmodel (1−α)fθ,η+
αI{10} with fθ,η being one of the models defined in Table 1. We again chose Ns = 500, n = 50 and n0 = 20 in our simulation.
We considered four contamination rates, 2%, 4%, 10% and 20%. For the contamination rate 2%, the last observation X50 was
replaced with a value 10, for the contamination rate 4% the last two observations X49 and X50 were replaced with a value
10, and so on. Our simulation results are summarized in Table 3. From Table 3, it is evident that most of the relative values
are less than one with exceptions on models with θ = 0.75. The relative biases and MSEs are notably small for models with
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(a) Model I. (b) Model IV.
(c) Model VI. (d) Model IX.
Fig. 3. The α-influence functions for θˆ (solid), θˆMLE (dashed) and θMLE (dotted) with respect to single outlier.
(a) θ = 0.25 and b = 1. (b) θ = 0.5 and b = √2.
Fig. 4. The smallest proportion α of contamination at which θˆ (solid) and θˆMLE (dashed) fit the contamination, as a function of µ, with the contamination
model (1− α)(θφ(0, 1)+ (1− θ)φ(µ, b))+ αI{10} .
θ = 0.25. An interesting observation is that the relative biases andMSEs are uniformly smaller for higher contamination rate
α than those for lower α values. In particular, the relative MSEs for models VII and VIII are bigger than one when α = 2%,
while those are less than one when α = 4%, 10% and 20%. It appears that relative biases and MSEs decrease when the
contamination rate α is increased. One could probably expect that relative bias and relative MSE values would be close to or
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Table 3
Relative bias (RB) and relative MSEs (RM) of θˆ to θˆMLE for the contamination model (1−α)fθ,η +αI{10} with fθ,η being one of the models defined in Table 1.
Model RB RM RB RM RB RM RB RM
fθ,η α = 2% α = 2% α = 4% α = 4% α = 10% α = 10% α = 20% α = 20%
I 0.2518 0.6760 0.2398 0.5946 0.1851 0.3406 0.1093 0.2061
II 0.3571 0.6850 0.3225 0.5461 0.2472 0.3653 0.1688 0.1817
III 0.8386 0.9650 0.7015 0.9032 0.4799 0.6644 0.2831 0.4195
IV 0.7775 0.9648 0.6603 0.9268 0.4139 0.6526 0.2502 0.4168
V 0.4128 0.6153 0.3072 0.5932 0.2420 0.3428 0.1668 0.1906
VI 0.4490 0.7187 0.4189 0.6031 0.2541 0.3967 0.1883 0.2002
VII 0.9381 1.0391 0.7870 0.9795 0.4819 0.7032 0.3347 0.3843
VIII 0.8748 1.0759 0.6664 0.9696 0.4811 0.7388 0.3014 0.4460
IX 2.3012 1.7285 1.9038 1.6732 1.0932 1.5204 0.6657 1.0013
X 1.9267 1.5780 1.4644 1.4653 0.9483 1.3286 0.5442 0.9537
Table 4
Distribution of 262 women with myocardial infarction and 519 controls according to smoking habits. Northern Italy, 1983–1988.
Smoking scores (Cigarettes/day) 0 (0) 7.5 (1–14) 19.5 (15–24) 30 (≥25)
Myocardial infarction 100 57 65 40
Controls 362 91 48 18
less than onewhen the contamination rate increases. This is another indication that θˆ seems to show amore robust behavior
than θˆMLE in our simulation.
Wu et al. [48] have studied MHD estimates for the two-sample model (4.17). They have investigated asymptotic
properties such as consistency, asymptotic normality, efficiency and robustness properties of their estimator. A detailed
simulation study has been given in Section 4 of their paper, and the performance of their MHD estimators under models
(4.17) and (5.2) is similar. To save space, simulation results under model (4.17) are not repeated here again. Instead, two
real data sets are analyzed under (4.17) in the next section.
6. Real data examples
Example 1. Glovsky and Rigrodsky [19] analyzed the developmental histories of 41 mentally deficient children, including
21 who had been diagnosed as aphasics (an impairment of language). The remaining subjects were a random sample of
retarded children, and all 41 were enrolled in a speech therapy program. Let X and Z stand for the group of children who
are aphasic andmentally retarded, respectively. Then the social quotient scores made by the children on the Vineland Social
Maturity Scale were
X : 56, 43, 30, 97, 67, 24, 76, 49, 46, 29, 46, 83, 93, 38, 25, 44, 66, 71, 54, 20, 25;
Z : 90, 53, 32, 44, 47, 42, 58, 16, 49, 54, 81, 59, 35, 81, 41, 24, 41, 61, 31, 20.
Both Zhang [51] and Deng et al. [16] analyzed this data set and concluded that there is no evidence againstmodel (4.17) with
r(x) = x, or equivalentlymodel (4.15). Based onmodel (4.17)with r(x) = x, we calculated both theMHDestimator θˆ and the
maximum semiparametric likelihood estimator (MLE) given in [52]. With the same kernel estimators used in (5.3) and (5.4),
theMHDestimate turned out to be θˆ = (αˆ, βˆ) = (0.450,−0.013), while theMLE came to be θ˜ = (α˜, β˜) = (0.398,−0.008)
(the same value as in [51]). From the estimated β value, we can conclude that the social quotient scores of mentally retarded
children are generally a little bit lower than those of aphasic children.
To see the behavior of the two estimates when this data set is contaminated due to, say, a recording error, an outlier was
introduced. For this purpose, we replaced the smallest Z value 16 with 160, and then recalculated the estimates. NewMHD
estimate came to be θˆ = (0.220,−0.009), while the MLE was θ˜ = (−0.266, 0.005). Notice that the MHD estimator has
changed very little in value, whereas the MLE has different signs from those based on the original data set. This means that
after adding an extreme large Z value, the MLE indicates that the social quotient scores of mentally retarded children are
generally higher than those of aphasic children, which is completely the reverse of the original relationship interpretation.
Obviously, the MLE showed a much more sensitive behavior to the outlying observation than the MHD estimator.
Example 2. Gramenzi et al. [20] reported results of a northern Italy case-control study on the relationship between cigarette
smoking and myocardial infarction (heart attack) in women. The sample consisted of young and middle-aged women
admitted to the coronary care units of 30 hospitals in northern Italy with acute myocardial infarction, as cases, and controls
admitted to the same hospitals with other acute disorders. The data is summarized in Table 4. This data set is also listed in
Table 5.11 on page 165 of [1]. The table classifies the cases and the controls by their smoking histories, measured in terms of
average number of cigarettes per day.We used scores {0, 7.5, 19.5, 30} for smoking levels. Let X denote the level of cigarette
smokingper day andY = 1or 0 represent the presence or absence ofmyocardial infarction inwomen. Zhang [53,52]reported
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Fig. 5. The estimated P(Y = 1|X = x) in (4.15) using the MHD estimator θˆ (solid) and the maximum semiparametric likelihood estimator (MLE) θ˜
(dashed).
a good fit of model (4.17) with r(x) = x, or equivalently model (4.15), to this data set based on both an information matrix
test and an entropy distance test. Under model (4.17) with r(x) = x, we calculated the MHD estimate θˆ and it was equal to
θˆ = (αˆ, βˆ) = (−0.511, 0.071), while the MLE was θ˜ = (α˜, β˜) = (−0.536, 0.075). Thus, the two estimates are very close
in values.
An estimate of π = P(Y = 1) is πˆ = m/(n + m) = 262/781. Based on (4.16), the MHD estimate αˆ∗ and the MLE α˜∗ of
α∗ in (4.15) are, respectively, given by
αˆ∗ = αˆ − log[(1− πˆ)/πˆ ] = −0.511− log[519/262] = −1.19456,
α˜∗ = α˜ − log[(1− πˆ)/πˆ ] = −0.536− log[519/262] = −1.21956.
Thus under model (4.15), we obtained both the MHD estimate and MLE of P(Y = 1|X = x), the chance that a woman with
acute disorders will developmyocardial infarction (heart attack) if she smokes x cigarettes per day. The results are displayed
in Fig. 5 as functions of x. From the graphs in Fig. 5, it is clear that the two estimates are closely matched, and it appears that
the MHD estimate is slightly conservative than the MLE.
7. Concluding remarks
The Hellinger distance approach has been applied in a variety of parametric models in the literature with great
success for solving statistical estimation problems. This approach yields statistics which have excellent efficiency and
robustness properties. In this paper, we have shown that the Hellinger distance approach can be extended successfully
to semiparametric models of general form as well. As in the parametric case, the resulting MHD estimators have excellent
asymptotic efficiency properties. In many cases, the proposed estimators are adaptive or semiparametrically efficient. We
have observed excellent robustness properties of the estimators in a Monte Carlo study as well. Theoretical results on
robustness of the proposed estimators are not reported here due to space constraints; they will be presented in a separate
paper.
Due to the presence of an infinite dimensional nuisance parameter, it is clear that application of the Hellinger distance
approach in semiparametric models faces many difficult tasks compared to its application in the parametric models.
These include the construction of a suitable estimator of the nuisance parameter that satisfies the assumptions of the
theorems proved in the case of a plug-in type MHD estimator. For construction of a non-plug-in type MHD estimator,
the existing literature on the estimation of score functions would be useful. Consistency of the proposed MHD estimators
can be established with minimal assumptions, as shown in Theorems 2.1, 2.3 and 3.1. Adaptivity and semiparametric
efficiency, however, require stronger assumptions (Theorems 2.2 and 4.2). Nevertheless, we believe that substantially
weaker assumptions would suffice to establish the preceding theorems but do not have proofs in that case. The theory
and the proofs of main theorems in this paper are somewhat different from those available in the literature for parametric
models. As done in the MLE case, we have concentrated on establishing a stochastic linear expansion of the form
√
n(θˆ − θ) = I−1θ,η
1√
n
n
i=1
ℓ˙θ,η(Xi)+ oP(1)
for the MHD estimators by using their characterization as minimizers, and the asymptotic normality of θˆ easily follows
from it.
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Appendix
Proof of Theorem 2.1. Note that θˆ is a minimizer of the function dˆ and θ is the unique minimizer of the function d, where
dˆ(t) = ∥sˆ− st,ηˆ∥ and d(t) = ∥sθ,η − st,η∥, t ∈ Θ.
Observe that
dˆ2(t) = 2− 2

st,ηˆ sˆ dν and d2(t) = 2− 2

st,ηsθ,η dν.
Since st,η is continuous in t in L2(ν), dˆ and d are continuous and θˆ is well defined. By the triangle inequality
|dˆ(t)− d(t)| ≤ ∥st,ηˆ − sˆ− st,η + sθ,η∥ ≤ ∥st,ηˆ − st,η∥ + ∥sˆ− sθ,η∥.
Thus, by (2.6) and (2.7), we obtain
∆n := sup
t∈Θ
|dˆ(t)− d(t)| = OP(u1/2n ), (A.1)
where un = max{an, bn}. We have from (2.1) that
d2(t) = ∥st,η − sθ,η∥2 = 14 (t − θ)
⊤Iθ,η(t − θ)+ o(|t − θ |2)
and therefore d(t) ≥ c|t − θ | for some positive constant c and for all t close to θ . The preceding result and the continuity of
d show that
φ(s) ≥ cs, 0 < s < δ, (A.2)
for some δ > 0, where φ(s) = inf{d(t) : t ∈ Θ, |t − θ | ≥ s} for s > 0. Next we can show that the events {|θˆ − θ | ≥ s} and
{∆n < φ(s)/2} are disjoint for 0 < s < δ. Indeed on their intersectionwe can conclude that dˆ(θ) < d(θ)+φ(s)/2 = φ(s)/2
and dˆ(θˆ) > d(θˆ) − φ(s)/2 ≥ φ(s) − φ(s)/2 = φ(s)/2, and therefore dˆ(θ) < dˆ(θˆ), which yields a contradiction to the
definition of θˆ . Thus by (A.2) we have for all ϵ > 0,
P(|θˆ − θ | ≥ ϵu1/2n ) ≤ P(∆n ≥ φ(ϵu1/2n )/2) ≤ P(∆n ≥ cϵu1/2n /2).
The preceding inequality and (A.1) establish that
θˆ = θ + OP(u1/2n ) (A.3)
and hence the result. 
Proof of Theorem 2.2. Since Fη is Hellinger-regular, it follows that

s˙t,ηst,η dν = 0 for all t ∈ int(Θ) and that the map
t →  st,ηˆ sˆ dν is differentiable with derivative  s˙t,ηˆ sˆ dν. Since θˆ maximizes this map, we see that  s˙θˆ ,ηˆ sˆ dν = 0 on the
event that θˆ is an interior point ofΘ . This event has probability tending to one since θˆ is a consistent estimator of the interior
point θ as shown in (A.3). On this event we also have

s˙θˆ ,ηsθˆ ,η dν = 0. Then we have
0 =

s˙θˆ ,ηˆ sˆ dν
=

(s˙θˆ ,ηˆ − s˙θˆ ,η)sˆ dν +

s˙θˆ ,η sˆ dν
=

s˙θˆ ,η sˆ dν −

s˙θˆ ,ηsθ,η dν

+

s˙θˆ ,ηˆsθ,η dν +

(s˙θˆ ,ηˆ − s˙θˆ ,η)(sˆ− sθ,η) dν
= J1,n + J2,n + J3,n, (A.4)
where J1,n =

s˙θˆ ,η sˆ dν −

s˙θˆ ,ηsθ,η dν, J2,n =

s˙θˆ ,ηˆsθ,η dν and J3,n =

(s˙θˆ ,ηˆ − s˙θˆ ,η)(sˆ − sθ,η)dν. The Cauchy–Schwarz
inequality together with (2.6), (2.9) and (A.3) give
|J3,n| ≤ ∥s˙θˆ ,ηˆ − s˙θˆ ,η∥ · ∥sˆ− sθ,η∥ = oP((nun)−1/2)OP(a1/2n ) = oP(n−1/2).
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Using (2.2), (2.6), (2.8) and (A.3) we have
J1,n =

s˙θ,η(sˆ− sθ,η) dν +

(s˙θˆ ,η − s˙θ,η)(sˆ− sθ,η) dν
=

s˙θ,η sˆ dν + O(∥s˙θˆ ,η − s˙θ,η∥ · ∥sˆ− sθ,η∥)
= 1
4n
n
i=1
ℓ˙θ,η(Xi)+ oP(n−1/2)+ OP(u1/2n a1/2n )
= 1
4n
n
i=1
ℓ˙θ,η(Xi)+ oP(n−1/2). (A.5)
First, using (2.10) followed by applying (2.1), we can write
−√nJ2,n =
√
n

s˙θˆ ,ηˆ(sθˆ ,η − sθ,η) dν + oP(1)
=

s˙θ,η s˙⊤θ,η dν + oP(1)
√
n(θˆ − θ)+ oP(1). (A.6)
Since the integral in (A.6) is equal to 14 Iθ,η , the proof is completed by combining (A.4)–(A.6). It only remains to verify the last
step of (A.6). The difference between the first and the second lines of (A.6) can be written as sum of two terms:
√
n

s˙θˆ ,ηˆ[sθˆ ,η − sθ,η − s˙⊤θ,η(θˆ − θ)] dν +
√
n

[s˙θˆ ,ηˆ − s˙θ,η]s˙⊤θ,η dν · (θˆ − θ).
The first term can be easily seen to be oP(
√
n∥θˆ−θ∥) by applying the Cauchy–Schwarz inequality together with (2.1). Again
by the Cauchy–Schwarz inequality, the second term can be bounded by
√
n∥θˆ − θ∥ · ∥s˙θˆ ,ηˆ − s˙θ,η∥ · ∥s˙θ,η∥,
which is of the order oP(
√
n∥θˆ − θ∥), since ∥s˙θˆ ,ηˆ − s˙θ,η∥ ≤ ∥s˙θˆ ,ηˆ − s˙θˆ ,η∥ + ∥s˙θˆ ,η − s˙θ,η∥ = oP(1) from (2.2), (2.9) and (A.3).
This completes the proof of Theorem 2.2. 
Proof of Theorem 2.3. First suppose that ∥sˆ − sθ,η∥ → 0 w.p.1 and supt∈Θ ∥ρˆt − ρt∥ → 0 w.p.1 as n → ∞. Note that θ
andθ satisfy
0 =

ρˆθ sˆ dν − ρθ sθ,η dν
=

(ρˆθ − ρθ )sˆ dν +

ρθ (sˆ− sθ,η) dν +

(ρθ − ρθ )sθ,η dν. (A.7)
Hellinger-regularity of Fη implies that t → s˙t,η = ρt is continuous in L2(ν) and then the compactness of Θ gives that
supt∈Θ ∥ρt∥ is bounded. As a result, as n →∞, (ρˆθ − ρθ )sˆ dν ≤ ∥ρˆθ − ρθ∥ · ∥sˆ∥
≤ ∥ρˆθ − ρθ∥ · (∥sˆ− sθ,η∥ + ∥sθ,η∥)
→ 0
and  ρθ (sˆ− sθ,η) dν ≤ ∥ρθ∥ · ∥sˆ− sθ,η∥ → 0.
Thus (A.7) yields
(ρθ − ρθ )sθ,η dν → 0. (A.8)
Suppose thatθ 9 θ as n → ∞. By the compactness of Θ , there exists a subsequence {θm} ⊂ {θ} such thatθm → θ ′ ≠ θ
for some θ ′ ∈ Θ as m →∞. Then from (A.8), it follows that  (ρθ ′ − ρθ )sθ,η dν = 0, i.e.,  ρθ ′sθ,η dν = 0 and thus t = θ ′
is a solution to

ρtsθ,η dν = 0. This contradicts the uniqueness of the solution, and thusθ → θ as n →∞. Therefore, the
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solution to

ρt f 1/2 dν = 0 as a functional of ({ρ2t }, f ) is continuous at ({ρ2t }, fθ,η) in the Hellinger metric. As a result,θ P→ θ
as n →∞ for any sequences {fˆ } and {ρˆ2t } such that ∥sˆ− sθ,η∥ P→ 0 and supt∈Θ ∥ρˆt − ρt∥ P→ 0 as n →∞. 
In order to prove Theorem 3.1 we need the next lemma.
Lemma A.1. For ρθ,η and Aθ,η defined in (3.1) and each h ∈ Γ˙η with Γ˙η defined in (2.3), we have ρθ,η⊥sθ,η and Aθ,ηh⊥sθ,η .
Proof. Since ∥sθ,ηˆ−sθ,η−Aθ,η(ηˆ−η)∥∥ηˆ−η∥B → 0 and the definition of h implies that n1/2∥ηˆ−η∥B → ∥h∥B for some sequence {ηˆ} ⊆ Γ ,
we have ∥n1/2(sθ,ηˆ − sθ,η)− n1/2Aθ,η(ηˆ − η)∥ → 0. Further,
∥n1/2(sθ,ηˆ − sθ,η)− Aθ,ηh∥ ≤ ∥n1/2(sθ,ηˆ − sθ,η)− n1/2Aθ,η(ηˆ − η)∥ + ∥Aθ,η∥ · ∥n1/2(ηˆ − η)− h∥B
→ 0,
and thus n∥sθ,ηˆ − sθ,η∥2 = O(1) and ∥n1/2sθ,ηˆ − Aθ,ηh∥ − ∥n1/2sθ,η∥ → 0. This gives
∥n1/2(sθ,ηˆ − sθ,η)− Aθ,ηh∥2 = ∥n1/2sθ,ηˆ − Aθ,ηh∥2 + ∥n1/2sθ,η∥2 − 2n⟨sθ,η, sθ,ηˆ⟩ + 2n1/2⟨sθ,η, Aθ,ηh⟩
= 2n⟨sθ,η, sθ,η − sθ,ηˆ⟩ + 2n1/2⟨sθ,η, Aθ,ηh⟩ + o(n1/2).
Hence,
n1/2⟨sθ,η, sθ,η − sθ,ηˆ⟩ + ⟨sθ,η, Aθ,ηh⟩ = 12n
1/2∥sθ,η − sθ,ηˆ∥2 + ⟨sθ,η, Aθ,ηh⟩
→ 0
and thus Aθ,ηh⊥sθ,η . Similarly, one can prove that ρθ,η⊥sθ,η by the definition of ρθ,η . 
Proof of Theorem 3.1. First suppose that ∥sˆ − sθ,η∥ → 0 w.p.1 and ∥ηˆ − η∥B → 0 w.p.1, as n → ∞. Lemma A.1 gives
ρ∗θ,ηsθ,η dν = 0; i.e., t = θ is the unique solution to the equation

ρ∗t,ηsθ,η dν = 0. Note that θ and θˆn satisfy
0 =

ρ∗
θˆn,ηˆ
sˆ dν − ρ∗θ,ηsθ,η dν
=

(ρ∗
θˆn,ηˆ
− ρ∗
θˆn,η
)sˆ dν +

ρ∗
θˆn,η
(sˆ− sθ,η) dν +

(ρ∗
θˆn,η
− ρ∗θ,η)sθ,η dν. (A.9)
In view of the compactness of Θ , the continuity of (t, η) → ρ∗t,η in L2(ν) implies that ∥ρ∗θˆn,ηˆ − ρ
∗
θˆn,η
∥ → 0 as n →∞ and
that supt∈Θ ∥ρ∗t,η∥ is bounded. As a result, as n →∞, (ρ∗θˆn,ηˆ − ρ∗θˆn,η)sˆ dν
 ≤ ∥ρ∗θˆn,ηˆ − ρ∗θˆn,η∥ · ∥sˆ∥
≤ ∥ρ∗
θˆn,ηˆ
− ρ∗
θˆn,η
∥ · (∥sˆ− sθ,η∥ + ∥sθ,η∥)
→ 0
and  ρ∗θˆn,η(sˆ− sθ,η) dν
 ≤ ∥ρ∗θˆn,η∥ · ∥sˆ− sθ,η∥ → 0.
Thus (A.9) gives
(ρ∗
θˆn,η
− ρ∗θ,η)sθ,η dν → 0. (A.10)
Suppose that θˆn 9 θ as n →∞. By the compactness ofΘ , there exists a subsequence {θˆm} ⊂ {θˆn} such that θˆm → θ ′ ≠ θ
for some θ ′ ∈ Θ as m → ∞. Then (A.10) gives that  (ρ∗
θ ′,η − ρ∗θ,η)sθ,η dν = 0, i.e.,

ρ∗
θ ′,ηsθ,η dν = 0 and thus t = θ ′ is a
solution to

ρ∗t,ηsθ,η dν = 0. This contradicts the uniqueness of the solution, and thus θˆn → θ as n → ∞. Therefore, the
solution to

ρ∗t,hf 1/2 dν = 0 as a functional of ( f , h) is continuous at ( fθ,η, η) in the Hellinger metric. As a result, θˆn P→ θ as
n →∞ for any sequences {fˆ } and {ηˆ} such that ∥sˆ− sθ,η∥ P→ 0 and ∥ηˆ − η∥B P→ 0 as n →∞. 
Proof of Theorem 3.2. The proof is similar to that of Theorem 5.2.1 of [22] and is therefore omitted here to save space. 
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