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1. INTRODUCTION
 .A random variable X is distributed according to a law self-decomposa-
ble, if and only if for every 0 - c - 1, there exists a random variable Xc
independent of X and such that X and X q cX are equal in law.x
w xWe know 5 that a distribution is self-decomposable if and only if it is a
weak limit of partial normed centered sums of simple sequence of inde-
pendent random variables. For the infinite divisibility an analogous charac-
terization is true, but we admit independent random variables double
sequences in each line. Hence the self-decomposability of probability
distributions is the property more restrictive than the infinite divisibility.
The class of self-decomposable distributions, often called class L , is
closed under the convolution and the weak convergence. This class con-
 w x.tains stable distributions, generalized gamma convolutions Thorin 9 ,
 w x.and the B-class Bondesson 2 . Each non-degenerate self-decomposable
w xdistribution is absolutely continuous and unimodal 10 .
For a given distribution it is interesting to know if it is self-decomposa-
ble or not. Let us consider some examples.
Normal and Cauchy distributions are self-decomposable; Poisson distri-
butions are not.
 2 . XFor X a normal random variable N m, s the random variable e has
the density
1 2 2yl n xym. r2 s 1h x [ e 1 x , x g R . .  .x0 , q`w’x 2p s
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0022-247Xr98 $25.00
Copyright Q 1998 by Academic Press
All rights of reproduction in any form reserved.
SELF-DECOMPOSABLE DISTRIBUTIONS 43
w xThis distribution is called the log-normal distribution. Thorin 9 proved
that if it is a generalized gamma convolution, then it is self-decomposable.
 .For a gamma g r, u , r G 1, distributed random variable X the distribu-
X  .tion of e called log-gamma is self-decomposable, because the density g
X  w x.of e y 1 belongs to the class B Bondesson 2
Let X be a Cauchy random variable. We define:
v
Xlog-Cauchy distribution as the law of the random variable e . Its
density is
1
1f x [ 1 x , x g R . .  .w0 , q`x2x 1 q ln x . .
We show easily that it is not self-decomposable, but the question of its
infinite divisibility is still open,
v < <half-Cauchy distribution as the law of the random variable X . Its
density is
2
1f x [ 1 x , x g R . 1 .  .  .x0 , q`w2p 1 q x .
We have proved in the previous article that this law is infinitely divisible.
This law doesn't belong to the subclasses of the class of self-decomposa-
ble distributions mentioned previously, i.e., neither to generalized gamma
 w x.convolution distributions, nor to the class B Bondesson 2 , nor to the
w xset of stable laws. Bondesson 1 asserts that by numerical methods this
question may have a positive answer.
w xIn this note we are going to prove his hypothesis. In 1 Bondesson
remarked that the method he used to show the infinite divisibility of
half-Cauchy fails for self-decomposibility. Here we prove rather the con-
trary.
2. PRELIMINARIES
In this article we consider only the probability distributions defined on
w w w w0, q` . For a probability distribution m concentrated in 0, q` given by a
distribution function F s F its Laplace transform ism
w t [ eyt x dF x , t G 0. .  .Hm
x w0, q`
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Let us recall that a law m is infinitely divisible if and only if for each
n g N there exists a solution w of the equationn
n
w s w , .n
which is a Laplace transform of some probability measure.
w xWe known 1 that:
v w wA probability law m concentrated in 0, q` is inifinitely divisible if
and only if the Laplace transform w has the formm
eyt x y 1
w t s exp yat q dR x , t G 0, 2 .  .  .Hm  5xx w0, q`
where a is the left extremity of m, i.e.,
w xa [ inf x G 0; m 0, x ) 0 4 .
and R is a distribution function of a positive measure not necessarily
. w wfinite concentrated in 0, q` satisfying
q` dR x .
- `.H x1
v w wIf the probability law m has a density f in 0, q` , then it is
  ..infinitely divisible if and only if for the same function R as in 2 we have
xf x s f x y y dR y , .  .  .H
w x0, x
for almost all x ) 0.
v Moreover, if the probability law m is infinitely divisible with a
w wdensity f , which is m q 1 times continuously derivable in 0, q` , m G 0
 mq 1w w.  .f g C 0, q` and f 0 ) 0, then the measure R is absolutely con-
mw w.  .tinuous with a density r g C 0, q` and r 0 s 1.
w x mq 1w w.  .Bondesson 1 showed that if f g C 0, q` is such that f 0 ) 0,
then there always exists a solution r of the equation
xf x s f x y y r y dy , x G 0, 3 .  .  .  .H
w x0, x
mw w.  .such that r g C 0, q` and r 0 s 1.
The crucial and delicate point is that this solution is not necessarily
 .positive, therefore it cannot serve as a positive measure density.
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mq 1w w.Assume that f be a strictly positive density of the class C 0, q` .
We put
g x [ xf x , x G 0. .  .0
 .After derivation, Eq. 3 becomes
x
Xg x .0 Xf 0 r x s f x y y y f x y y r y dy , .  .  .  .  .H  5g x .0 0
x ) 0, r 0 s 1, 4 .  .
 .  .and every solution of 3 is a solution of 4 too.
We can show that the successive derivatives of r verify an analogous
equation. In fact, repeating this procedure we have
x
m.g x s f x y y r y dy , x G 0, m s 0, 1, 2, . . . 5 .  .  .  .Hm
0
where
g x \ gX x y r my1. 0 f x , x G 0, m G 1. .  .  .  .m my1
In particular,
x
X Y X Yg x [ f x q xf x y r 0 f x s f x y y r y dy , x G 0, .  .  .  .  .  .  .H1
0
6 .
x
X Xg x [ xf x s f x y y r y dy , x G 0. 7 .  .  .  .  .H2
0
 .Integrating by parts the expression 5 we have
x
X Xm. m.f 0 r x s g x y f x y y r y dy , x ) 0. .  .  .  .  .Hm
0
 .If g x / 0, thenm
x
X1 g x .m Xm. m.r x s f x y y y f x y y r y dy. 8 .  .  .  .  .H  5f 0 g x .  .0 m
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The expression
1 gX x .m XK x , y [ f x y y y f x y y , 0 F y F x , x ) 0, .  .  .m  5f 0 g x .  .m
m.  .is called kernel corresponding to r . We can associate to Eq. 3 a
sequence of Volterra equations:
x
m. m.r x s K x , y r y dy , x ) 0; m G 0. 9 .  .  .  .H m
0
 .  .  .Every solution of Eq. 3 which always exists is a solution of Eq. 9 too.
3. SELF-DECOMPOSABILITY OF THE
HALF-CAUCHY DISTRIBUTION
Let w be a Laplace transform of the probability distribution m inm
 1 1.R , B .
This distribution is self-decomposable if for every 0 - c - 1 there exists
 .a Laplace transform c of another distribution , such thatc
w s s w cs c s ; s g Rq. .  .  .m m c
 w x. w wPROPOSITION 1 Lukacs 6 . A density f in 0, q` is self-decomposable
 .if and only if the solution r of Eq. 3 is non-negati¨ e and decreasing; in this
case r tends to 0 when x tends to q`.
Therefore to prove that a distribution concentrated in the interval
w w  .0, q` is self-decomposable it suffices to prove that the solution r of 3 is
positive and its derivative rX is negative, which must be deduced from Eq.
 .9 for m s 1.
 .The half-Cauchy density is given by 1 ; it is strictly positive decreasing
`w w.and in the class C 0, q` . Its Laplace transform is
q`
yt xw t [ e f x dx s ysin t ci t y cos t si t , t G 0, .  .  .  .H
0
where
q` `sin j cos j
si t [ y dj , ci t [ dj ; t G 0. .  .H H
j jt t
We are going to show that this distribution is self-decomposable. It suffices
0  .to prove that the solution r s r of Eq. 3 is positive and decreasing. The
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solution r does not depend on the normalization coefficient, hence we will
consider the density
1
1f x [ 1 x , x g R . 10 .  .  .w0 , q`w21 q x
w xIn 5 we have shown that r is strictly positive.
 T . 1w w.LEMMA 1. 1 If f g C 0, q` is a decreasing, strictly positi¨ e, in-
 .finitely di¨ isible distribution such that f 0 s 1 and
f x q f X x G 0, x G 0, 11 .  .  .
then we ha¨e
r x F f x q xf x q xf X x , x G 0. 12 .  .  .  .  .
 T . w w.2 If , additionally, f g C 0, q` , then for e¨ery x ) 0 such that0
w xthe solution r is decreasing in 0, x we ha¨e0
X X X Y w xr x G f x q xf x q xf x , x g 0, x . 13 .  .  .  .  .0
 .Proof. After deriving 3 we obtain the equation
x
X Xr x s f x q xf x y f x y y r y dy , 14 .  .  .  .  .  .H
0
 .  .then by 11 and 3
x
X Xr x s f x q xf x y f x y y r y dy .  .  .  .  .H
0
x
XF f x q xf x q f x y y r y dy .  .  .  .H
0
s f x q xf X x q xf x . .  .  .
The density f is decreasing and integrable, therefore
lim xf x s lim xf X x s lim f x s 0, .  .  .
xªq` xªq` xªq`
 . x  .because 0 F xf x F 2H f y dy. It implies thatx r2
lim r x s 0. .
xªq`
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The function rX must satisfy the equation
x
X X Y X Xr x s f x q xf x y f x y y r y dy , .  .  .  .  .H
0
w xso for each x g 0, x we obtain0
x
X X Y Xr x G f x q xf x q f x y y r y dy .  .  .  .  .H
0
X Y Xs f x q xf x q xf x . .  .  .
The half-Cauchy distribution verifies the conditions of Lemma 1. Then
 .12 implies
x 3 y x 2 q x q 1
r x F , x G 0. . 221 q x .
X .For this distribution we have r 0 s 0 and
x 22 1 y x .
X X Xr x s f x y y y f x y y r y dy .  .  .  .H 2 /x 1 q x .0
 .for each x ) 0. According to the relation 7 we have
x
X Y Y Yg x [ f x q xf x s f x y y r y dy s r b F x , .  .  .  .  .  .  .H2 x
0
from which one concludes that
f X x q xf Y x 2 f Y x q xf Z x .  .  .  .
Yr 0 s lim s lim s y4. .q F x f xxª0q xª0q .  .
Then there exists a neighborhood of zero, in which the function r is
decreasing.
 .Now we are going to discuss Eq. 9 for m s 1 with the kernel
2 1 y x 2 1 2 x y y .  .
K x , y [ q , .1 2 22 2x 1 q x . 1 q x y y . 1 q x y y . .
0 - y F x , 0 - x .
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We know that
 w x.PROPOSITION 2 Bondesson 1 . If f is a strictly positi¨ e density of the
mq 1w w.class C 0, q` and if for e¨ery fixed x ) 00
v  .K x, y G 0 for all 0 F y F x F x .m 0
v  .for each 0 - x - x , there exists 0 F y F x such that K x, y ) 0,0 m
then
v
m m. m m. .  .  .  .y1 r 0 ) 0 implies y1 r x ) 0.0
 . X .In our case K x, y G 0 for 0 - x F 1, therefore we have r x - 0 for1
0 - x F 1.
 .Fir fixed x ) 1 the kernel K x, y is not always non-negative. In fact,1
K x , y s f x y y G y , 0 F y F x , x ) 0, .  .  .1 x
where
2 1 y x 2 2 x y y .  .
G y [ q , 0 F y F x . .x 22x 1 q x . 1 q x y y .
Then it has the same sign as the function G . It is increasing in the intervalx
w x w x0, x y 1 and decreasing in the interval x y 1, x . We have
2 2 1 y x 2 .
G 0 s ) 0, G x y 1 s q 1 ) 0, .  .x x2 2x 1 q x x 1 q x .  .
2 1 y x 2 .
G x s - 0. .x 2x 1 q x .
w x  .There exists then y g x y 1, x such that G y s 0.Ä Äx x x
 .Solving the equation G y s 0 with respect to x y y, we find a positivex
solution
2 1
x y y s - ,Äx 2 x2 2 2 2’x 1 q x r x y 1 q x 1 q x r x y 1 y 4 .  .  .  . .
x ) 1, 15 .
 .since K x, x y 1rx ) 0, x ) 1.1
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 .On the other hand, we have K x, x y 1r2 x - 0, if1
1 2 1 y x 2 4 x .
G x y s q - 0.x 22 /2 x 1 q 4 xx 1 q x .
’x w’This inequality is satisfied for x g 5 q 33 r4 , q` , so we have .
’1 1 5 q 33
- x y y - , x ) , 1.6.(Äx2 x x 4
More generally,
 .LEMMA 2. For each a ) 1 and for each x ) k a we ha¨e
1 1
- x y y - , 16 .Äxa x x
where
2 4 3 2’a q a y 1 q a q 2a q 3a y 6a q 1
k a [ . . ) 22 a y a .
We obtain this result by solving the inequality
1 2 1 y x 2 2a x .
G x y s q - 0, x ) 0.x 2 22 /a x 1 q a xx 1 q x .
 .The function k a is strictly decreasing for a ) 1 and
lim k a s q`, lim k a s 1. .  .
aªq`aª1q
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We deduce from the last two equations that for all a ) 1
x 22 1 y x 1 1 .
K x , y dy G arctan q , 17 .  .H 1 2 22  /x 1 q a xx 1 q x .yÄx
 .if x G k a .
An elementary calculus gives
’ ’3 4 y 7 4 q 7 1
Xf x q f x F 0, x [ F x F x [ s ; .  . 1 24 3 3 x1
18 .
1 1
X X X’ ’f x q f x F 0, x [ 2 y 3 F x F 2 q 3 [ x s ; 19 .  .  .X1 22 x1
therefore we get the respective inequalities
2 1 y x 2 3 .
G y G q , 20 .  .x 2 4x 1 q x .
 4for max x y x , 0 F y F x y x , if x ) x ;2 1 1
2 1 y x 2 1 .
G y G q , 21 .  .x 2 2x 1 q x .
 X 4 X Xfor max x y x , 0 F y F x y x , if x ) x .2 1 1
We show easily that for each fixed 0 - a - 1
2 2’ ’f a q a q 4 r2f x a q 4 y a .  . /
min s s ,
22 ’’f x y axGa  . a q 4 q af ya q a q 4 r2 . /
 .  .and the function f x y y rf x y y y a , x G a, y F x y a, has the same
minimum, so we have the inequality
2 2’ ’f a q a q 4 r2f x y y a q 4 y a .  . /
G s ,
22 ’’f x y y y a . a q 4 q af ya q a q 4 r2 . /
x G a ) 0, y F x y a. 22 .
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 .  .  .Using 14 , 18 , and 22 we show that for all x F x F x1 2
x
X Xr x s f x q xf x y f x y y r y dy .  .  .  .  .H
0
xyx3 1XG f x q xf x q f x y y r y 1 y dy .  .  .  .  .H 0 F y F x44 xyx2
2’f x q x q 4 r23  /1 1 /XG f x q xf x q .  .
24 ’f yx q x q 4 r2 /1 1 /
xyx1
= f x y x y y r y dy. .  .H 1
0
 .Therefore, from 3 we obtain
22 ’f x q x q 4 r21 y x 3 x y x .  . /1 1 / 1
r x G q , . 2 22 24 1 q x y x .1 q x ’f yx q x q 4 r2 . 1 /1 1 /
x F x F x . 23 .1 2
 .In particular r 1.3 ) 0.14.
Let us consider the function
f x y y y x .1
Q x , y [ ; x - x , 0 F y F x y x , . 2 2f x y y y x .2
and for fixed x - x its section2
f x y y y x .1
q y [ ; 0 F y F x y x . .x 2f x y y y x .2
Its derivative
yy2 q 2 x y x y x y y x y x x y x q 1 .  .  .1 2 1 2Xq y s 2 x y x .  .x 2 1 221 q x y y y x . .1
 .vanishes at y [ x y x q x - x y x and y [ x ) x y x .1 x 1 2 2 2 x 2
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v  .If y - 0, then the function q y is increasing in the interval1 x x
w x0, x y x and therefore2
’2 7 9
q y F q x y x s f x y x s f s .  .  .x x 2 2 1  /3 37
for 0 F y F x y x , x - x - x q x s 2.666 . . . .2 2 1 2
v  . w xIf y G 0, then q y is decreasing in the interval 0, y and1 x x 1 x
w xincreasing in the interval y , x y x , hence1 x 2
f x y x .1
q y F max f x y x , .  .x 2 1 5f x y x .2
for x G x q x and 0 F y F x y x .1 2 2
 .  .  .The study of the function f x y x y f x y x rf x y x permits us to2 1 1 2
say that
9¡
if x - x F 3.349 . . . , 0 F y F x y x ;2 237~Q x , y F M [ . x f x y x .1
if 3.349 . . . - x , 0 F y F x y x .2¢f x y x .2
24 .
THEOREM 1. The half-Cauchy distribution is self-decomposable.
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X .Proof. We have already seen that r x - 0 for 0 - x F 1. We are
X .going to show that r x - 0 for x ) 1.
The proof is made by two steps. First we show by successive over-estima-
X .tions that first r x F 0 for 0 F x F 6.06 and next for x ) 6.06.
Let us recall that we have
x x
X X Y X X Xr x s f x q xf x y f x y y r y dy s K x , y r y dy. .  .  .  .  .  .  .H H 1
0 0
X X . x wLet x ) 1 be the first zero of r , i.e., r x - 0 for x g 0, x and0 0
X .r x s 0.0
 .  .If 1 - x - x , then using the relations 22 and 20 we obtain0 2
x yx0 1X X Y X X0 s r x - f x q x f x y f x y y r y 1 dy .  .  .  .  .H0 0 0 0 0 0 F y F x 40
x yx0 2
2 x yx4 x x y 1 . 0 10 0 X Xs y f x y y r y 1 dy .  .H 0 0 F y F x 43 02 x yx1 q x 0 2 .0
2 x yx4 x x y 1 3 . 0 10 0 X- q f x y y r y 1 dy .  .H 0 0 F y F x 42 02 4 x yx1 q x 0 2 .0
22 ’f x q x q 4 r24 x x y 1 3  /1 1 / .0 0
- q32 241 q x ’f yx q x q 4 r2 .0  /1 1 /
x yx0 1 X= f x y x y y r y 1 dy .  .H 0 1 0 F y F x 40
x yx0 2
22 ’f x q x q 4 r24 x x y 1 3  /1 1 / .0 0s q32 241 q x ’f yx q x q 4 r2 .0  /1 1 /
x yx0 1 X= f x y x y y r y dy .  .H 0 1
0
2 22 ’f x q x q 4 r24 x x y 1 3 x y x . /1 1 / .0 0 0 1s y ,3 22 2221 q x ’f yx q x q 4 r2 . 1 q x y x .0  /1 1  . / 0 1
and the last expression is strictly negative in this interval.
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Now, let us suppose that x ) x .0 2
X x wThe function r is negative in the interval 0, x and for x ) x we2 0 2
have
x yx x0 1 0X X X0 s r x - K x , y r y dy q K x , y r y dy , .  .  .  .  .H H0 1 0 1 0
x yx yÄ0 2 x 0
  ..because y ) x y 1rx ) x y 1rx s x y x according to 15 .Äx 0 0 0 2 0 10
 .The inequality 20 implies that
2 1 y x 2 3 .0
G y G q , x y x F y F x y x , .x 0 2 0 120 4x 1 q x .0 0
hence
2 x yx2 1 y x 3 . 0 10X X0 s r x - q f x y y r y dy .  .  .H0 02 /4x 1 q x . x yx0 0 0 2
x0Xq min r y K x , y dy. .  .H 1 0
y FyFxÄ yÄx 0 x0 0
 .Next, according to 22
2 2’f x q x q 4 r2 2 1 y x 3 /1 1 /  .0X0 s r x - q .0 22  /4x 1 q x .0 0’f yx q x q 4 r2 /1 1 /
x yx0 1 X= f x y x y y r y dy .  .H 0 1
x yx0 2
x0Xq min r y K x , y dy. 25 .  .  .H 1 0
y FyFxÄ yÄx 0 x0 0
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Let y F z F x be such thatÄx 0 00
min rX y s rX z . .  .0
y FyFxÄx 00
 .According to 13 we have
rX x G h x [ f X x q xf X x q xf Y x .  .  .  .  .
y2 x 4 q 4 x 3 y 2 x 2 y 4 x
s F 0321 q x .
for all 0 - x - x and for each point x ) 0 such that the solution r is0 0
w xdecreasing in 0, x . The derivative0
4 x 5 y 12 x 4 q 32 x 2 y 4 x y 4
Xh x s . 421 q x .
is positive for x G 0.437525 . . . , therefore the function h is increasing for
x G 0.437525 . . . .
X .  .Then we have r z G h z and x y 1rx - y F z , henceÄ0 0 0 0 x 00
1
Xr z G h z ) h x y .  .0 0 0 /x0
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 .and 25 implies that
2 2’f x q x q 4 r2 2 1 y x 3 /1 1 /  .0X0 s r x - q .0 22  /4x 1 q x .0 0’f yx q x q 4 r2 /1 1 /
x yx0 1 X= f x y x y y r y dy .  .H 0 1
x yx0 2
x1 0
q h x y K x , y dy. 26 .  .H0 1 0 /x yÄ0 x0
 .  .By 6 and 24 we obtain
x yx0 1 Xf x y x y y r y dy .  .H 0 1
x yx0 2
x yx x yx0 1 0 2X Xs f x y x y y r y dy y f x y x y y r y dy .  .  .  .H H0 1 0 1
0 0
x yx0 2X Xs x y x f x y x y f x y x y y r y dy .  .  .  .H0 1 0 1 0 1
0
F x y x f X x y x y M x y x f X x y x , 27 .  .  .  .  .0 1 0 1 x 0 2 0 20
so
0 s rX x .0
2 2’f x q x q 4 r2 2 1 y x 3 /1 1 /  .0
- q22  /4x 1 q x .0 0’f yx q x q 4 r2 /1 1 /
2x y x .0 1 X= y2 y M x y x f x y x .  .x 0 2 0 22 021 q x y x . .0 1
x1 0
q h x y K x , y dy. .H0 1 0 /x yÄ0 x0
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 .The inequality 17 implies that
2 2’f x q x q 4 r2 2 1 y x 3 /1 1 /  .0X0 s r x - q .0 22  /4x 1 q x’  .f yx q x 1 q 4 r2 0 0 / /1
2x y x .0 1 X= y2 y M x y x f x y x .  .x 0 2 0 22 021 q x y x . .0 1
1 2 1 y x 2 1 1 .0qh x y arctan q [ p x , .0 a 02 22 /  / /x x 1 q a xx 1 q x .0 0 00 0
 .if x ) k a . Let us find the solution a of the equation0 0
k a s x . . 2
 . x wUsing the graphic representation of k a y x we have a g 1.36, 1.37 ,2 0
hence
0 s rX x - p x . .  .0 1.37 0
 .The study of the function p x shows that1r37 0
p x - 0, x - x - 3.90 . . . ; .1.37 0 2 0
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X .therefore r x - 0 for 0 - x - 3.90. The solution a of the equation0 0 1
k a s 3.90 .
w xbelongs to the interval 1.07, 1.08 .
 .  .  .  .Using the relations 17 , 21 , 24 , and 27 we obtain
0 s rX x .0
X X 2 2’f x q x q 4 r2 2 1 y x 11 1 / /  .0
- q2X X 2  /2x 1 q x .0 0’f yx q x q 4 r21 1 / /
2X X X X Xy2 x y x x y x f x y x f x y x .  .  .  .0 1 0 2 0 2 0 1
= y X22X f x y x .0 21 q x y x . .0 1
1 2 1 y x 2 1 1 .0qh x y arctan q - 0,0 2 22 /  / /x x 1 q 1.08 xx 1 q x .0 0 00 0
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if 3.90 . . . F x F 6.06 . . .0
Those inequalities permit us to deduce that the function rX is negative in
w x  .the interval 0, 6.06 . . . . Moreover the solution of the equation k a s 6.06
x wbelongs to the interval 1.02, 1.03 .
Hence for x ) 6.06 we are going to consider the over-estimation0
xx y1r4 00X X X0 s r x - K x , y r y dy q K x , y r y dy. 28 .  .  .  .  .  .H H0 1 0 1 0
1.3 yÄx
We have
min G y s G 1.3 , .  .x x0 01.3FyFx y1r40
so
xx y1r4 00X X X0 s r x - G 1.3 f x y y r y dy q K x , y r y dy .  .  .  .  .  .H H0 x 0 1 00
1.3 yÄx
2 1.3 x 2 y 0.69 x 2 y 3.9 x q 2.69 . x y1r40 0 0 0 X- f x y y r y dy .  .H 022 1.3x 1 q x 1 q x y 1.3 . .  .0 0 0
1 2 1 y x 2 1 1 .0q h x y arctan q .0 2 22 /  / /x x 1 q 1.03 xx 1 q x .0 0 00 0
 .According to the relation 22 , we have
’f x y y f 1 q 65 r8 1 .  . .
G , x ) 6.06, y F x y ,’f x y y y 1r4 4 . f y1 q 65 r8 . .
therefore
x y1r40 Xf x y y r y dy .  .H 0
1.3
’f 1 q 65 r8 1 . . x y1r40 XF f x y y y r y dy , .H 0 /’ 4f y1 q 65 r8 1.3 . .
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and then
1x y1r40 Xf x y y y r y dy .H 0 /41.3
1 1 11r3X Xs x f x y y f x y y y r y dy .H0 0 0 /  /  /4 4 40
1 1 1
XF x y f x y y f x y 1.3 y r 1.3 y 1 , . .0 0 0 /  /  /4 4 4
so finally
1x y1r40 Xf x y y y r y dy .H 0 /41.3
’f 1 q 65 r8 . .
- ’f y1 q 65 r8 . .
1 1 11.3X X= x y f x y y f x y y y r y dy .H0 0 0 /  /  / /4 4 40
’f 1 q 65 r8 . .
- ’f y1 q 65 r8 . .
1 1
X= x y f x y y f x y 1.55 r 1.3 y 1 . .  . .0 0 0 /  / /4 4
 .  .From the relation 23 we obtain r 1.3 y 1 ) y0.86, from which one
deduces
x y1r40 Xf x y y r y dy .  .H 0
1r3
’f 1 q 65 r8 . .
F ’f y1 q 65 r8 . .
1 1
X= x y f x y q 0.86 f x y 1.55 . .0 0 0 /  / /4 4
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 .Then coming back to the inequality 28 we obtain
3 2’f 1 q 65 r8 2 1.3 x y 0.69 x y 3.9 x q 2.69 .  . . 0 0 0X0 s r x - .0 22’f y1 q 65 r8 . x 1 q x 1 q x y 1.3 .  . .  .0 0 0
=
1 1
Xx y f x y q 0.86 f x y 1.55 .0 0 0 /  /4 4
1 2 1 y x 2 1 .0q h x y q0 2 22 2 /  /x 1 q 1.03 xx 1 y x .0 00 0
3 2’f 1 q 65 r8 2 1.3 x y 0.69 x y 3.9 x q 2.69 .  . . 0 0 0s 22’f y1 q 65 r8 . x 1 q x 1 q x y 1.3 .  . .  .0 0 0
2x y 1r4 0.86 .0
= y2 q2 22 1 q x y 1.55 . .01 q x y 1r4 . .0
4 3 2y2 x y1rx q4 x y1rx y2 x y1rx y4 x y1rx .  .  .  .0 0 0 0 0 0 0 0q 321 q x y 1rx . .0 0
2 1 y x 2 1 .0
= q .2 22 2 /1 q 1.03 xx 1 q x . 00 0
The graph of the function at right shows that it is strictly negative for
x ) 6.06.
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For x ) 50 we show by elementary calculus that0
2 1.3 x 3 y 0.69 x 2 y 3.9 x q 2.69 2.6 .0 0 0
) ,222 xx 1 q x 1 q x y 1.3 . 0 .  .0 0 0
1 1 y1, 1
Xx y f x y q 0.86 f x y 1.55 - , .0 0 0 2 /  /4 4 x0
1 2 1 y x 2 1 2.12 .0
h x y q - ,0 2 2 22 2 / 2 /x 1 q 1.03 xx 1 q x .0 00 0 x y 1 .0
so
’ ’y2.86 f 1 q 65 r8 rf y1 q 65 r8 2.12 .  . .  . .Xr x - q , .0 4 22x0 x y 1 .0
x ) 50,0
which is strictly negative.
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