We characterize the complexity of some natural and important problems in linear algebra. In particular, we identify natural complexity classes for which the problems of (a) determining if a system of linear equations is feasible and (b) computing the rank of an integer matrix (as well as other problems) are complete under logspace reductions.
Introduction
The motivation for this work comes from two quite different sources. The first and most obvious source is the desire to understand the complexity of problems in linear algebra; our results succeed in meeting this goal. The other, less obvious, source is the desire to understand the power of threshold circuits and enumeration problems. Although our results do not actually help much in this regard, this motivation is responsible for some of the notation used later, and thus we start by explaining this side of things.
Theorem 2); further discussion may be found in Allender & Ogihara (1996) .) Theorem 1.1. A function f is in GapL if and only if f is logspace many-one reducible to the determinant.
It follows immediately from this characterization that a complete problem for PL is the set of integer matrices whose determinant is positive (originally proved by Jung (1985) ). Of course, checking if the determinant is positive is not nearly as important a problem as checking if the determinant is exactly equal to zero, and it is equally immediate from the foregoing that the set of singular matrices is complete for the complexity class C = L.
The class C = L can be defined in any of a number of equivalent ways (see Allender & Ogihara (1996) ). We present two ways of defining the class.
Definition 1.2. A language A belongs to C = L if there exists a nondeterministic logarithmic space-bounded machine M , such that for every x, x is in A if and only if the machine has exactly the same number of accepting and rejecting paths on input x.
For a nondeterministic logspace machine M , define gap M to be the function that maps each x to the number of accepting computation paths of M on x minus the number of rejecting computation paths of M on x. Define GapL to be the class of all gap M for some nondeterministic logspace machine M . Although the machine model for C = L is not as natural as some, the fact that it exactly characterizes the complexity of the singular matrices makes this a better motivated class than PL, for example.
Logspace versions of the counting hierarchy were considered in Allender & Ogihara (1996) . When defining classes in terms of space-bounded oracle Turing machines, one needs to be careful how access to the oracle is provided. We use the "Ruzzo-Simon-Tompa" access mechanism Ruzzo et al. (1984) , which dictates that a nondeterministic Turing machine must behave deterministically while writing on its oracle tape. One consequence of using this definition is that we may assume without loss of generality that the list of queries asked by the machine depends only on the input x and not on the answers given by the oracle Ruzzo et al. (1984) .
This oracle access mechanism was used in Allender & Ogihara (1996) to define the following hierarchies: cc 8 (1999) • The Exact Counting Logspace Hierarchy, the C = L hierarchy, is defined as:
• The Probabilistic Logspace Hierarchy, the PL hierarchy, is defined as:
• The Counting Logspace Hierarchy, the #L hierarchy, is defined as:
Although the hierarchies defined in terms of C = P, PP, and #P all coincide with CH, there seems to be little reason to believe that the hierarchies defined in terms of C = L, PL, and #L are equal. The structures of these hierarchies seem quite different than those of their polynomial time counterparts since it is shown in Allender & Ogihara (1996) that these logspace hierarchies are captured in terms of the AC 0 -reducibility closures of the base classes. Here we define circuit-based reductions (see Cook (1985) ). An oracle circuit is one with a special type of gate called an oracle gate. An oracle gate takes a number of inputs in some fixed order and outputs a number of bits. Evaluation of an oracle circuit proceeds as in normal circuit evaluation, except that the evaluation of an oracle gate is carried out by the function oracle associated with the circuit, where the input bits to the gate are interpreted as a query string to the oracle. A problem Q is logspace uniform AC 0 -reducible to F if there exist a logspace machine M , a polynomial p, and a constant k such that for every n ≥ 1, M on 1 n outputs a description of an unbounded fan-in circuit C n of size (i.e., the number of gates) at most p(n) and of depth (i.e., the length of the longest path from an input to an output with each gate contributing one to the depth) at most k, and for every x of length n, C n outputs Q(x) on input x with oracle F . We say that a problem Q is logspace uniform NC 1 -reducible to F if the circuit generated for inputs of length n has the following properties:
1. the circuit is a bounded fan-in circuit, i.e., the AND gates and the OR gates have fan-in two; and 2. the depth of the circuit is at most k log n, where an oracle gate with m inputs contribute log m to the depth.
Although there are a number of uniformity conditions that are studied (see, e.g., Ruzzo (1981) ), we will use only logspace uniformity in the present paper. So, for a circuit class C and a class D, we write C(D) to denote the class of problems that are logspace uniform C-reducible to problems in D. Now with that notation, the equivalences that are shown in Allender & Ogihara (1996) are stated as:
• The C = L hierarchy is equal to AC 0 (C = L).
• The PL hierarchy is equal to AC 0 (PL).
• The #L hierarchy is equal to AC 0 (#L).
Note that all of these classes contain NL and are contained in TC 1 (and hence are contained in NC 2 ). Ogihara (1998) recently proved that the PL hierarchy collapses to PL. Cook (1985) defined DET as the class of things NC 1 -reducible to the determinant. Note that his class DET contains the #L hierarchy.
Main results.
We show that the exact counting logspace hierarchy collapses to L C=L . It collapses all the way to C = L if and only if C = L is closed under complement. We further show that NC 1 (C = L) = L C=L , and that this class consists of exactly those languages with logspace uniform span programs over the rationals (cf. Karchmer & Wigderson (1993) ).
We show that testing feasibility of a system of linear equations is complete for this hierarchy. Another complete problem for this class is computing the rank of a matrix, or even determining the low order bit of the rank.
In contrast, verifying that a matrix has a particular rank is complete for a level of the Boolean hierarchy over C = L. This is the first time that the complexity of these well-studied problems in linear algebra has been so precisely characterized. Santha & Tan (1998) studied these same computational problems using a coarser notion of reducibility that blurred the distinctions between the various levels of the exact counting logspace hierarchy and the Boolean hierarchy over C = L. The emphasis in Santha & Tan (1998) is on exploring the apparent difference in the complexity of such problems as verifying det(M ) = a and verifying that M −1 = A, although the complexity of computing the determinant is equivalent to that of matrix inversion.
It should be noted that there are several other classes C for which it has been shown that NC 1 (C) is equal to L C . In particular, there is a superficial resemblance between our result showing NC 1 (C = L) = L C=L , and the result cc 8 (1999) of Ogihara (1995) that NC 1 (C = P) is equal to L C=P . Also, Gottlob (1996) has recently studied the question of which classes C satisfy AC 0 (C) = L C . (Our results imply that C = L has this property.) However the techniques of Ogihara (1995) and Gottlob (1996) do not carry over to complexity classes with small space bounds such as C = L, and thus our proofs are correspondingly more complex.
Complexity of problems in linear algebra
We will focus mainly on the following problems concerning integer matrices: verifying that the rank of a matrix is r, checking whether the rank of a matrix is odd, computing the rank of a matrix, and determining if a system of linear equations is feasible.
, and ∃x ∈ Q n×1 : Ax = b}. (FSLE stands for Feasible Systems of Linear Equations.)
Remark: We have defined these problems for integer matrices. It is perhaps worth mentioning that the corresponding problems for rational matrices are equivalent to these integer matrix problems under logspace reducibility. This follows easily from the observation that for any rational matrix A, with entries given as pairs of integers, and for any integers a and b, det(A) = a/b if and only if b(det(A)N ) − aN = 0 where the integer N is the product of all the denominators appearing in A. The function b(det(A)N ) − aN is easily seen to be in GapL; thus checking whether the determinant of a rational matrix is equal to a given value is reducible to checking whether a zero-one integer matrix is singular. We will not mention rational matrices in the remainder of the paper.
We show that
• FSLE , Odd .RANK , and Comp.RANK are all complete for L C=L . Note that all of these problems are thus complete for the entire Exact Counting Logspace Hierarchy, AC 0 (C = L), since it collapses to this level.
• Ver.RANK is complete for the second level of the Boolean Hierarchy above C = L (i.e., the class of all sets expressible as the intersection of a set in C = L and a set in co-C = L).
Some Preliminaries.
This section is largely a review and restatement of earlier work, although it is not intended to be a detailed survey of parallel computation for linear algebra. We refer the reader to the excellent survey article by von zur Gathen (1993) for more detailed coverage. We include this material since some of our constructions require an understanding of this previous work. In particular, we need Corollaries 2.3 and 2.4, which appear to be new observations. As we review below, computing the rank of a matrix is intimately connected with computing the coefficients of the characteristic polynomial of a matrix. This, in turn is no more difficult than iterated matrix multiplication, as can be seen from the work of Berkowitz (1984) . It is important for our applications to note that this reduction holds not only for integer matrices, but also for matrices over any ring with unity. In particular, this reduction has the property that the entries of the D i 's are either taken from B or taken from the constants −1, 0, +1; thus the reduction is also a reduction in the sense of von zur Gathen (1993) , and it is also a projection in the sense of Valiant (1992) .
There is also a reduction going the other way: iterated matrix multiplication is no more difficult than the determinant. The following construction goes back at least to Valiant (1992) and the exposition below is similar to that in Toda (1991 
As in Theorem 2.1, in addition to the entries of D i , the constants we need are only −1, 0, +1; thus, this reduction holds for matrices over any ring with unity. It is a reduction in the sense of von zur Gathen (1993) , and a projection in the sense of Valiant (1992) .
Proof. Consider each matrix D i to be a bipartite graph on vertices arranged into two columns, where entry c in position (k, m) denotes an edge labeled c from vertex k in the first column to vertex m in the second column. The second cc 8 (1999) column of D i corresponds to the first column of D i+1 . Then entry (a, b) in D i is simply the sum over all paths from vertex a in the first column to vertex b in the last column of the product of the labels on the edges on that path. Now modify this graph by replacing each edge from x to y labeled c by a path of length two, consisting of an edge labeled 1 going from x to a new vertex z, and an edge labeled c going from z to y. Note that this trivially makes the length of all paths from a to b of even length, without changing the value of the product of the values along any path.
Next, add a self-loop labeled 1 on all vertices except vertex b in the last column, and add an edge from vertex b to vertex a, and label this edge with 1. Let H be the matrix encoding this digraph. In the polynomial for the determinant of H, the only terms that do not vanish correspond to ways to cover the vertices by disjoint collections of cycles. In this graph, cycle covers one-to-one correspond to paths from a to b with other vertices covered by selfloops, since the graph that results by deleting the self-loops and the edge from b to a is acyclic. In any such cycle cover, the single non-trivial cycle in the cover has odd length, and thus it is an even permutation. Thus det(H) is simply the sum over all paths from vertex a in the first column to vertex b in the last column of the product of the labels on the edges on that path, as desired.
We remark that a slightly more complicated construction given in Toda (1991) provides a projection that does not make use of the constant −1, by introducing cycle covers corresponding to odd permutations.
Corollary 2.3. There is a logspace-computable function f such that if M is a matrix of full rank, then so is f (M ), and if M is a matrix with determinant zero, then f (M ) is a matrix of rank exactly one less than full.
Again, this holds over any ring with unity.
Proof. By Theorem 2.1, given M , there is a logspace reduction that produces sequence of matrices
The proof of Proposition 2.2 produces a graph H whose determinant is equal to entry (1, n) of i D i , and thus the determinant of H is equal to the determinant of M . Except for the edge (n, 1) and the self-loops on vertices 1 through n − 1, the graph H is acyclic. Without loss of generality, if (i, j) is an edge, then j > i. Thus the submatrix given by the first n − 1 rows and columns is upper triangular with 1's along the main diagonal, and thus the rank of H is at least n − 1.
It will be useful in later sections to call attention to a few more properties that follow from this same construction: • f is a projection, in the sense that for all r, i, j, and for any r-by-r matrix M the jth coordinate of vector
and this depends only on (r, i, j).
Again, this holds for any ring with unity. Let us now review some aspects of Mulmuley's algorithm for computing the rank, from Mulmuley (1987) .
Let A be an n-by-n matrix with entries from some ring K, and let A be the matrix 0
where Y is the matrix with powers of indeterminate y on the diagonal: Gathen (1993) , the following statements are equivalent: For the particular case of integer matrices, we have the following proposition, which in some sense is implicit in von zur Gathen (1993); see also Santha & Tan (1998) .
As explained in von zur
Proof. Hardness for C = L follows from Theorem 1.1, even for the case r = n. Containment in C = L follows from the preceding discussion, along with the following observations:
• The problem of taking integer matrices D l and indices i, j and determining if entry i, j of l D l is zero is in C = L. For details, see Toda (1991) .
• Hence, the preceding discussion shows that the problem of determining if the rank is at most r is logspace conjunctive-truth-table reducible to a problem in C = L.
• C = L is closed under logspace conjunctive-truth-table reductions Allender & Ogihara (1996) .
A few comments regarding previous work.
Von zur Gathen (1993) considers the problem INDEPENDENCE, which is defined as the problem of determining if a given a set of vectors is linearly independent, and specifically asks if INDEPENDENCE is reducible to SINGULAR (the set of singular matrices). For rational matrices, these problems are easily seen to be complete for co-C = L and for C = L, respectively, so von zur Gathen's question in that setting can be viewed as asking if C = L is closed under complement. However, von zur Gathen (1993) is more interested in working in the algebraic setting over a given field F , and his notion of "reduction" is more restrictive than logspace reducibilities. More precisely, the reductions in von zur Gathen (1993) are computed by constant-depth circuits with unbounded fan-in OR and + gates, fan-in two AND and × gates, and unbounded fan-in oracle gates. It is not made clear in von zur Gathen (1993) whether NOT gates are also to be allowed in reductions. If NOT gates are allowed, then the restriction of bounded fan-in AND gates can be side-stepped using unbounded fan-in OR gates, via DeMorgan's laws. On the other hand, some of the reductions in von zur Gathen (1993) , e.g., as in Theorem 13.8, explicitly make use of NOT gates. Without using NOT gates at all, INDEPENDENCE F (the subscript F indicates the language is the "field F "-version) is clearly many-one reducible to the question of whether a matrix has rank greater than r.
We have seen in the discussion preceding Proposition 2.5 that this problem in turn is many-one reducible to the question, given D 1 , . . . , D r , of whether there is at least one non-zero value in certain positions of D i . Since each of these values can be represented as the determinant of a matrix, again using a reduction in the sense of von zur Gathen (1993) , it follows that even without using NOT gates in the reduction, INDEPENDENCE F is reducible to the complement of SINGULAR F using a reduction in the sense of von zur Gathen (1993) . If NOT gates are allowed, then these problems are clearly interreducible; they are also interreducible to the problem SING.NONSING F which consists of two matrices, the first of which is singular, the second nonsingular.
In von zur Gathen (1993) , the following are listed as open questions:
• Is INDEPENDENCE F complete for RANK F ? Here, RANK F is the class of problems reducible to the problem of computing the rank of a matrix.
The answer to these questions depends on whether NOT gates are allowed in reductions. The comments in the preceding paragraph, together with the reduction given in our Lemma 2.12, show that if NOT gates are allowed in reductions, then all problems in RANK F are reducible to INDEPENDENCE F and to SINGULAR F , and thus both of these two questions from von zur Gathen (1993) have been answered positively. If NOT gates are not allowed in reductions, the situation remains unclear. Santha & Tan (1998) also considered complexity classes defined in terms of reducibility to problems in linear algebra over some field F . The reducibilities cc 8 (1999) considered by Santha and Tan differ from those of von zur Gathen (1993) in at least two respects: (1) unbounded fan-in AND gates are explicitly allowed, and (2) no path from input to output can encounter more than one oracle gate. Thus these reductions are what are called AC 0 1 reductions in Allender & Ogihara (1996) and elsewhere. The classes in their study are DET , which would be called AC 0 1 (#L) in our notational scheme, and V -DET , which by definition is AC 0 1 (C = L), and which we show coincides with the exact counting logspace hierarchy. Santha and Tan also consider problems that are many-one reducible to computing and verifying the determinant, and obtain the classes m-DET , which is the same as our class GapL, and m-V -DET which is the same as our class C = L. Santha and Tan consider both Boolean and arithmetic versions of these problems; an arithmetic circuit computing the rank of n-by-n matrices must work correctly for all n-by-n matrices regardless of the size of the entries, while a Boolean circuit takes the actual encodings of the entries of the matrix as input, and thus a larger circuit will handle n-by-n matrices with entries of 2 n bits than the circuit that handles matrices with entries of n bits. Our results show that in the Boolean model , for reductions to the problem V -DET , restriction (2) in the reducibilities of Santha & Tan (1998) is redundant; the same class of problems results if this restriction is dropped. In the arithmetic case, however, this remains unknown even in the case when F is the field of rational numbers. Buntrock et al. (1992) studied algebraic problems over GF [p] for prime p. The proof of Theorem 10 in Buntrock et al. (1992) states that, over the ring of integers, computation of the determinant is NC 1 -reducible to computation of the rank of a matrix, while in fact this remains an open question. However, what is needed for the applications in Buntrock et al. (1992) is that these problems are interreducible over GF[p k ], which is true. This is because computation of the determinant can be reduced to checking if it is exactly equal to one of a small number of values.
The Complexity of Rank.
In this section we present our results concerning the complexity of verifying the rank of integer matrices, building on Proposition 2.5, which characterizes the complexity of verifying that the rank of M is less than r.
A more interesting question than asking whether the rank of M is less than r is asking whether it is equal to r; even more interesting is the problem of computing the rank. In order to classify the problem of verifying the rank, it is necessary to define some additional complexity classes.
It is not known whether C = L is closed under complement. Thus, just as has been done with complexity classes such as NP (Cai et al. (1988 (Cai et al. ( , 1989 ), one can define the Boolean Hierarchy over C = L, defined as the class of languages that can be formed by taking Boolean combinations of languages in C = L. Of particular interest to us will be the class that contains all sets that are the difference of two sets in C = L.
Theorem 2.7. The sets
Proof. It follows easily from Proposition 2.5 that these problems are in C = L ∧ co-C = L. Thus it suffices to show completeness.
Let A = B ∩ C where B ∈ C = L and C ∈ co-C = L. Since the set of singular matrices is complete for C = L, on input x, we can compute matrices M 1 and M 2 such that x ∈ A if and only if det(M 1 ) = 0 and det(M 2 ) = 0. By Lemma 2.3, we can compute matrices M 3 and M 4 such that x ∈ A if and only if rank(M 3 ) is one less than full and the rank(M 4 ) is full. Note also that x ∈ A if and only if either rank(M 3 ) is full or rank(M 4 ) is one less than full. Thus x ∈ A if and only if the matrix 
has rank one less than full. This completes the proof of the theorem.
It will be useful later on to observe that the following fact holds. 
Proof. This can easily be expressed as the intersection of sets checking (1) rank(A) = r, and (2) rank(B) = r. Note that C = L ∧ co-C = L is easily seen to be closed under intersection based on the fact that both C = L and co-C = L are closed under intersection (see Allender & Ogihara (1996) ). The claim is proved. Now note that the linear equations specifying y are logspace-computable from A and b. So FSLE is logspace many-one reducible to its complement.
The above shows how to "negate" a system of linear equations. We remark that other logical operations can in some sense be performed on systems of linear equations. For example, suppose that we are given two systems, Ax = b and Cy = d, and we wish to make a system that is feasible if and only if both original systems are feasible (i.e., we wish to compute the logical AND of the two systems). The system
is exactly what we want. To construct the logical OR of two systems, we note that an OR gate can be built out of three negation gates and an AND gate. It is useful to carry this observation a little further, for which we need the following: We now give some relationships between FSLE and C = L, using the results on rank from the previous section.
For an m × n matrix A and an m vector b, we write [Ab] to denote the m × (n + 1) matrix constructed by appending b to A as the (n + 1)st column. Also we write [bA] to denote the matrix constructed by inserting b in front of A as a column vector. Proof. Let M be a square matrix. Then M is nonsingular if and only if there exists a square matrix X such that MX = I, where I is the identity matrix. Observe that this is a system of linear equations in the entries of X. Since testing singularity of a matrix is complete with respect to logspace many-one reductions for C = L, Lemma 2.11 completes the proof. Karchmer & Wigderson (1993) . A span program on n-Boolean variables x 1 , . . . , x n consists of a target vector b in some vector space V , together with a collection of 2n subspaces U z ⊆ V , for each literal z ∈ {x 1 , ¬x 1 , . . . , x n , ¬x n } (each subspace is represented by a possibly redundant generating set). The language accepted by the span program is the set of n-bit strings for which b lies in the span of the union of the U z , for those true literals z. The complexity of the span program is the sum of the dimensions of the U z for all z.
Lemma 2.12. FSLE is logspace dtt reducible to the class
C = L ∧ co-C = L.
Theorem 2.14. FSLE is complete for the class of languages logspace dtt reducible to
Span programs. The span program model of computation was introduced by
For a language A, it is clear that if the n-bit strings of A are accepted by a logspace computable span program over the rationals, then A is logspace reducible to FSLE . We shall see that the converse is true as well. In what follows, we will continue to use x i to denote the bits of a binary string which may or may not be in some language A. We will use y 1 , . . . , y to denote the variables in a system My = b obtained from x, such that x ∈ A if and only if My = b is feasible; so the matrix M is a function of the x i .
To begin with, let A be a language in C = L. Then A is logspace manyone reducible to the set of singular matrices over the rationals. In fact, this reduction has the properties outlined in Corollary 2.4. Thus, since the set of singular matrices is complete for C = L under projections Toda (1991), we have that there is a logspace-computable f such that f (x) is a system of linear equations of the form My = b such that 1. x ∈ A if and only if My = b is feasible. (1, 0, 0, . . . , 0) , and in particular, b depends only on |x|. M is either 0, 1, −1, or a literal x i or x i , and this also depends only on |x|.
b is the vector

Each entry in
Using the construction in the proof of Proposition 2.9, we see that for any A in co-C = L, an identical conclusion holds. (Note that x ∈ A if and only if [bM ] T 3. Each entry in M is either 0, 1, −1 or a literal x i or x i , and this also depends only on |x|.
If C is any set that is logspace dtt reducible to a set in C = L ∧ co-C = L, a corresponding system of linear equations can be constructed by two more applications of the reduction of FSLE to its complement, and one application of taking the AND of several systems of linear equations. Thus we have proved the following: To arrive at a span program for A, we need to pursue this a little further. A span program is essentially a system My = b where b is a constant and each column of M depends only on a single variable x i . The space U x i is spanned by the columns which depend on x i , evaluated at x i = 1, while U ¬x i is spanned by these same columns evaluated at x i = 0. We wish to obtain such a system by modifying the system My = b from Lemma 2.16. Our construction will increase the number of rows and columns polynomially: if M is an m × matrix, then we will obtain a matrix M with n columns and m + (n − 1) rows.
For simplicity, we begin with the = 1 case of the construction, so assume M is a single column. We can easily represent M as a sum M = v 1 +v 2 +. . .+v n , such that each v i depends only on x i . Then My = b is feasible if and only if b is a linear combination of the v i with all coefficients equal. So we are trying to solve the following system:
This amounts to adding n − 1 variables and n − 1 constraints to the original system. This generalizes to the ≥ 1 case quite naturally: each column of M is replaced by n columns, each variable in y is replaced by n variables, which are constrained to be equal by appending n − 1 rows to the matrix. We have shown:
Theorem 2.17. A language A ⊆ {0, 1} * has logspace uniform span programs over the rationals if and only if it is logspace reducible to FSLE .
Since the span program model is also studied in the setting of non-uniform circuit complexity, we should say a few words about non-uniform span programs. In particular, it is an important characteristic of the span program model in the non-uniform setting that the only measure of interest is the number of vectors and the size of each vector is not counted. For instance, it is shown in Karchmer & Wigderson (1993) that if "small" span programs exist for a problem, then span programs having a certain very restricted form must exist -but this restricted form uses vectors of exponential length. It is an important aspect of span programs that having extremely long vectors does not provide additional computational power. Our Theorem 2.17 does not immediately draw a connection between non-uniform span programs and non-uniform versions of L C=L . It is easy to see that the number of components in a vector is not a source of difficulty since there are only a small number of rows in the matrix that are linearly independent; a potentially more difficult problem is posed by span programs with entries with large numerators and/or denominators. If we measure the size of a (non-uniform) span program over the rationals as the sum of (1) the sum of the dimensions of the U z for all z, and (2) the maximum number of bits required to represent any single entry in the program, then polynomial-size span programs over the rationals characterize L C=L /poly, which is also equal to the class of languages reducible to the set of singular matrices via non-uniform AC 0 or NC 1 reductions.
Span Programs and the Matching Problem.
The span program formalism was used recently in showing that, for every natural number k, the Perfect Matching problem is in the complexity class Mod k L/poly of Babai et al. (1996) . That is, they show that, for every prime p, there are polynomial-size span programs over GF [p] recognizing the Perfect Matching problem. Vinay (1995) has pointed out that Perfect Matching is also in the class co-C = L/poly, via essentially the same argument. Let us sketch the details here; the main ideas stem from the work of Tutte (1947) , Lovász (1979) and Schwartz (1980) . Given the adjacency matrix of a graph, replace the 1's in the matrix with indeterminates and negated indeterminates to obtain the Tutte matrix for the graph. If there is no perfect matching, then the formal polynomial for the determinant is identically zero, and if there is a matching, then the formal polynomial is not identically zero. This polynomial has degree n. Consider random algorithm that (1) picks integers at random in some (exponentiallylarge) domain, (2) plugs them in for the indeterminates in several independent copies of the matrix, and (3) accepts if and only if all of the resulting matrices are non-singular. If the determinant is not identically zero, this algorithm has probability exponentially close to 1 of finding a non-singular matrix, and thus for each input size m, there is a sequence of random choices with the property that, for all inputs of size m, the algorithm correctly solves the perfect matching problem when that sequence of random choices is used. This algorithm has the form of a nonuniform dtt reduction to the set of non-singular matrices.
Proposition 2.18. Perfect Matching is in co-C = L/poly.
We mention that a slightly better upper bound on the matching problem was recently presented in Allender & Reinhardt (1998) .
It is an empirical observation that most natural computational problems are complete for some natural complexity class. The Perfect Matching problem is one of the few important problems that has resisted all such attempts at being pigeonholed in this way. The problem is hard for NL. The reduction from 0-1 Network Flow to Perfect Matching given by Karp et al. (1986) can be modified to show that the Directed Connectivity problem is reducible to the Perfect Matching problem. Since it is in Mod k L for all k (at least nonuniformly), it seems unlikely to be complete for any of the Mod k L classes. Similarly, if we assume for the moment that C = L is not contained in any of the Mod k L classes, then Perfect Matching would seem not to be hard for co-C = L. However, the assumption that C = L is not contained in Mod k L does not have much intuitive clout. It is known that NL is contained in the Mod k L/poly classes Wigderson (1994) (and actually in UL/poly by Reinhardt & Allender (1997) , where UL is the class of languages accepted by nondeterministic logspace machines with at most one accepting computation path for any input), and it is natural to ask if similar techniques might also apply to C = L. 
Collapse of the hierarchy
In this section we prove the collapse of the C = L hierarchy by showing that L C=L = NC 1 (C = L). We shall make use of the following:
Then there is a B ∈ co-C = L such that A is logspace many-one reducible to B, and there is a machine N witnessing that B ∈ co-C = L such that the input tape of N is one-way.
Proof. Let M be a logspace machine witnessing that A ∈ co-C = L, and let p be a polynomial such that on inputs of length n, M scans the input tape p(n) times. Let N be a one-way machine that takes an input 
. FSLE is complete for this class.
Proof.
Note that the class co-C = L can be viewed as the GapL version of NL. Hemachandra (1989) , and also Schöning & Wagner (1988) show how the so-called Census Function Technique can be applied to prove collapsing hierarchies whose base classes admit census counting. Actually, the latter paper shows that NL NL collapses to L NL based on the generalized method. By careful examination of the argument, one notices that the similarity of co-C = L to NL allows one to prove C = L C=L = L C=L . This technique, however, does not apply to collapse NC 1 (C = L) to C = L, since a path from an input gate to the output gate in the NC 1 reduction can contain more than a constant number of queries. We employ here a more complicated counting technique, developed in Ogihara (1995) to prove NC 1 (C = P) = L C=P . The technique, unfortunately, does not simply carry over to C = L, due to the lack of space in logspace computation, and thus, needs significant modifications to be applicable to C = L.
The forward inclusion is obvious since L C=L is easily contained in the C = L hierarchy, and since every AC 0 reduction is an NC 1 reduction. Let B be logspace-uniform NC 1 -reducible to a language A ∈ co-C = L. Let N be a nondeterministic Turing machine, witnessing that A is in co-C = L. By Lemma 3.1, we may assume that N has a one-way input tape.
Let {C n } n≥1 be a logspace-uniform NC 1 -circuit family that reduces B to A. For simplicity, let n be fixed and let x ∈ Σ n be a string whose membership in B we are testing. Without loss of generality, we may assume that constants 0 and 1 are given as input bits in addition to the actual input string x.
By definition of NC 1 (C = L), we may assume, without loss of generality, that each C n is a tree, except that, of course, different input gates may be connected to the same input variable. It is also no loss of generality to assume that the only strings of length at most 3 in the oracle are those in the set {0, 001, 010, 011, 111}. Thus any AND gate with inputs g 1 , g 2 can be replaced by an oracle gate with inputs 1, g 1 , g 2 , each OR gate can be replaced by an oracle gate with inputs 0, g 1 , g 2 , and each NOT gate is equivalent to a oneinput oracle gate. Thus we may assume that each gate of C n is either an input gate or an oracle gate. These assumptions do not affect logspace uniformity. Now for each oracle gate g in C n , we assign weight R(g) = 2 m , where m is the number of oracle gates in C n between g and the root (the output gate). Clearly, R(g) is bounded by some polynomial in n and thus the sum of the weights is bounded by some polynomial in n. Let q(n) be a polynomial bounding the sum of the weights.
Define M to be the machine which, on input (x, m), behaves as follows: First, M sets variable s to m. Next M guesses the output of C n . Then M starts traversing the tree C n by a depth first search. When M visits a new node, say g, M guesses the output of g and does the following:
• If the guessed output of g is 1, then M subtracts R(g) from s and starts simulating N on the input of g. Since N is one-way on the input tape, the simulation is done by visiting the children of g from left to right. When M proceeds to a new bit of g's input, the subtree rooted at the corresponding child of g is visited, and on returning to g, the guessed bit is used in the simulation of N .
• If the guessed output of g is 0, then M traverses the trees corresponding to the inputs of g, but does not simulate N .
• If g is an input gate or an additional constant gate, then g checks whether the guessed bit for g is correct. If not, then M aborts all the simulations and tree traversing and then guesses one bit r to accept if and only if r = 0.
Also, M holds a one-bit parity counter par, which is set to 0 at the beginning. Note that M can be logspace bounded: the space required by the simultaneous simulation of several computations of N 's is bounded by O(Depth(C n )); only O(log n) many guessed bits have to be maintained, and traversing the tree also requires only O(log n) many bits.
Define X 1 to be the language in co-C = L defined by the gap function with respect to M : (x, m) belongs to X 1 if and only if M on (x, m) has a non-zero gap. Let m x be the largest m such that (x, m) is in X 1 . Also, define M to be the machine which behaves as M does except for guessing 1 as the output of C n , and define X 2 to be the language in co-C = L characterized by the gap of M . Then we will see that x ∈ B if and only if (x, m x ) ∈ X 2 , which implies B ∈ L C=L . Note that M can be viewed as a machine which, on input x, m, guesses a collection H of oracle gates in C n so that the sum of the weight of the gates in H equal to m (the collection H is exactly the set of gates with guessed value 1). For a fixed H, the size of gap generated by M is gap N (y 1 ) · · · gap N (y m ), where g 1 , . . . , g m is an enumeration of all the gates in H, and the string y i is the string appearing in the gate g i if exactly those gates in H output 1.
Let Z x be the collection of all oracle gates of C n that output 1 on input x and let n x be the sum of the weights of all gates in Z x . We will show that n x = m x .
If M guesses Z x as H, then the gap generated for H is non-zero, since all of the y i will belong to A and therefore the factor gap N (y i ) will be non-zero. Let Z be a collection not equal to Z x whose weight sum is at least n x . By construction, the weight of any gate is greater than the sum of the weights of all its ancestors. Therefore, there is a gate g in Z \ Z x , such which for every gate h below g, h is in Z x if and only if h is in Z. Let u be the string which is assumed to be the input for the gate g in the simulation of N when M guesses Z x as H. Clearly, u is the actual query string. So, gap N (u) = 0. On the other hand, when M guesses Z as Z x , by the assumption that each oracle gate below g is in (Z ∩ Z x ) ∪ ((Z) ∩ (Z x )), the input string that M simulates is u. So, the gap generated with respect to Z becomes 0 whether or not the traversal is finished.
Thus n x = m x . Now the only difference between M and M is that M guesses 1 as the output of C n . That is, C n outputs 1 if and only if M can generate non-zero gap on input (x, m x ). Therefore x ∈ B if and only if for some m ≤ q(|x|), (x, m) ∈ X 2 and (for all i > m, (x, i) ∈ X 1 ). Since X 1 and X 2 are in co-C = L, and since co-C = L is closed under dtt reductions, this shows that B is logspace dtt reducible to C = L ∧ co-C = L. Therefore, by Lemma 2.13, B is logspace many-one reducible to FSLE .
Integer Solutions
In contrast to the problems considered above, the problem of determining if a system of linear equations has an integer solution (IFSLE ) is not known to have a parallel algorithm at all. This problem is at least as hard as determining if two integers are relatively prime, since the equation ax + by = 1 has an integer solution if and only if (a, b) = 1. In fact, Kaltofen (1995) has pointed out to us that recent work by Giesbrecht (1995) can be used to show that IFSLE is RNC-equivalent to the problem of determining if GCD(x 1 , . . . , x n ) = GCD(y 1 , . . . , y n ).
In addition, it is not too hard to show that the problem of determining if the determinant of an integer matrix is equivalent to i mod p is many-one reducible to IFSLE . We only sketch a proof. First, consider the case i = 0. The determinant of M is equivalent to 0 mod p if and only if the system of linear equations Mx = b given in the proof of Corollary 2.4 has an (integer) solution mod p, which is equivalent to the existence of integer vectors x, y such that Mx−py = b, which can be posed as an instance of IFSLE . For i = 0, note that there is a logspace transformation that takes (M, p, i) as input and produces matrix M as output, such that det(M ) = det(M) + (p − i). Thus det(M ) ≡ i (mod p) if and only if (det(M ) = 0 (mod p) and there exist integer matrices X, Y such that MX − pY = I. This can be encoded as a many-one reduction to IFSLE .) This reduction works as long as p is at most polynomially large. Thus a P-uniform NC 1 reduction can use Chinese Remaindering to compute the exact value of the determinant (Beame et al. (1986) ). This shows that #L is P-uniform NC 1 -reducible to IFSLE . In contrast, we do not know of any correspondingly efficient way to reduce computation of the determinant (or other #L-hard problems) to the problem FSLE .
Open Questions
The most obvious open question is: Is C = L closed under complement? This happens if and only if the set of singular matrices can be reduced to the set of non-singular matrices. Just as the complementation results of Immerman (1988) , Szelepcsényi (1988) and Nisan & Ta-Shma (1995) have led to useful insights, we believe that a positive answer to this question would be extremely interesting.
cc 8 (1999) Does the #L hierarchy collapse? Given the collapse of the other two logspace counting hierarchies, it is tempting to guess that this hierarchy also collapses. Recall that this hierarchy is the class of problems AC 0 -reducible to the determinant.
It is an intriguing question whether NC 1 (PL) = AC 0 (PL). The question had been open at the time the conference version of the present paper was written. Recently, the question has been answered affirmatively by Beigel & Fu (1997) , who also show that NC 1 (PP) = AC 0 (PP).
