The term weighting function known as IDF was proposed in 1972, and has since been extremely widely used, usually as part of a TF*IDF function. It is often described as a heuristic, and many papers have been written (some based on Shannon's Information Theory) seeking to establish some theoretical basis for it. Some of these attempts are reviewed, and it is shown that the Information Theory approaches are problematic, but that there are good theoretical justifications of both IDF and TF*IDF in traditional probabilistic model of information retrieval.
Introduction
In 1972, Karen Spärck Jones published in the Journal of Documentation a paper called "A statistical interpretation of term specificity and its application in retrieval" (Sparck Jones, 1972) . The measure of term specificity first proposed in that paper later became known as inverse document frequency, or IDF; it is based on counting the number of documents in the collection being searched which contain (or are indexed by) the term in question. The intuition was that a query term which occurs in many documents is not a good discriminator, and should be given less weight than one which occurs in few documents, and the measure was an heuristic implementation of this intuition.
The intuition, and the measure associated with it, proved to be a giant leap in the field of information retrieval. Coupled with TF (the frequency of the term in the document itself, in this case, the more the better), it found its way into almost every term weighting scheme. The class of weighting schemes known generically as TF*IDF, which involve multiplying the IDF measure (possibly one of a number of variants) by a TF measure (again possibly one of a number of variants, not just the raw count) have proved extraordinarily robust and difficult to beat, even by much more carefully worked out models and theories. It has even made its way outside of text retrieval into methods for retrieval of other media, and into language processing techniques for other purposes [1] .
One recurring theme in papers about IDF has been its heuristic nature. This has led many authors to look for theoretical explanations as to why IDF works so well. The number of papers that start from the premise that IDF is a purely heuristic device and end with a claim to have provided a theoretical basis for it is quite startling (a few of these papers will be discussed below). The purpose of the present paper is to discuss the various approaches to this challenge and to demonstrate that we do actually have a good theoretical basis for IDF and explanation for its effectiveness.
The basic formula
Assume there are N documents in the collection, and that term t i occurs in n i of them. (What might constitute a 'term' is not of concern to us here, but we may assume that terms are words, or possibly phrases or word stems. 'Occurs in' is taken as shorthand for 'is an index term for', again ignoring all the difficulties or subtleties of either automatic indexing from natural language text, or human assignment of index terms.) Then the measure proposed by Sparck Jones, as a weight to be applied to term t i , is essentially
Actually this is not quite accurate -the original measure was an integer approximation to this formula, and the logarithm was specifically to the base 2. However, as will be seen below, the base of the logarithm is not in general important. Equation 1 is the most commonly cited form of IDF; some other forms will be indicated below.
Zipf 's law
The original Sparck Jones paper made small theoretical claims for the measure, other than appealing to the intuition outlined above. However, some reference was made to the wellknown Zipf law concerning term frequencies (Zipf, 1949) . One version of Zipf's law is that if we rank words in order of decreasing frequency in a large body of text, and plot a graph of the log of frequency against the log of rank, we get a straight line -see Figure 1 . Then it seems appropriate to put the terms into buckets by dividing the x-axis into equal intervals, which because of the straight line also correspond to equal intervals on the y-axis, as shown in the figure. This bucketting is essentially what the integer approximation used in the original IDF does. This argument is not a very strong one. It is hard to see any formal justification for the above statement that 'it seems appropriate to . . . '. Besides, the term frequency used in Zipf's law (number of occurrences of the term in a body of continuous text) is not the same as the term frequency used in IDF (number of documents in which the term occurs, irrespective of how many times it occurs in each document). This distinction is an example of an event space problem which will be discussed further below.
Probabilities, logarithms and additivity
The fraction inside the logarithm in equation 1 looks like it might represent a probability (actually inverted). Thus we can consider the probability that a random document d would
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Log rank (Robertson, 1972) . This probability has an obvious estimate, namely the inverse of the fraction in the IDF equation:
In the light of this relation, we can reasonably redefine IDF in terms of the probability, and regard the observed IDF as an estimate of the true IDF:
(recall that − log x = log 1 x ). One important feature of term weighting schemes is that it is frequently assumed that document scoring functions will be essentially additive. Thus if for example we have three query terms t 1 , t 2 , t 3 , and we give them simple weights w 1 , w 2 , w 3 , then a common simple scoring function would score a document by the sum of the weights of the query terms it contains. So a document containing all three terms would score w 1 + w 2 + w 3 , while one containing only terms t 1 and t 3 would score w 1 + w 3 . Clearly scoring functions can be considerably more complex than this, and we will encounter some below, but most are based on the addition of separate term components as a basic assumption.
We can combine the probabilistic interpretation of IDF and the idea of an addition-based scoring function very simply and elegantly: if we assume that the occurrences of different terms in documents are statistically independent, then addition is the correct thing to do with the logs. That is,
Here t 1 ∧ t 2 represents the 'term' which is the Boolean and of t 1 and t 2 . The same argument applies to any number of terms. Thus taking logs and then adding the weights is exactly the right thing to do. We may also note that if the reason for taking logs is to be able to add them, then the base of the logarithm does not matter.
Of course we do not really assume that the terms are statistically independent. Nevertheless, that simplifying assumption at least suggests strongly that we should use the log rather than (say) a linear function of the fraction N/n i , which would be equally compatible with the original intuition.
Shannon's information theory
The − log p function of a probability suggests a connection with Shannon's theory of information and communication (1948) . In the Shannon theory, the information capacity of a channel of communication is measured by the entropy formula:
where p i is the probability of receiving message m i . It is assumed here that exactly one out of n m possible messages m i will be received, with known probabilities p i . Note that because of this constraint, we know that
Note also that if the base of the logarithm is 2, the units of H are 'bits'. However, as indicated above, the base does not matter for most purposes. The model can be extended to multiple messages coming over a channel, so that for example we could apply it to a succession of words, each of which is a message in its own right. The identification of this information capacity measure with entropy was made not by Shannon himself, but subsequently.
One possible interpretation (also not made by Shannon himself) of the measure is that each individual message carries a quantified amount of information
Then the information capacity of the channel is defined as the expected amount of information from the next message. This definition gives exactly the equation 3 above:
We might be tempted to link this interpretation to the IDF formula, by regarding IDF as measuring the amount of information carried by the term. Indeed, something along these lines has been done several times, including by the present author (Robertson, 1974) . Some problems with this view of IDF are discussed below. First, it will be useful to define some other concepts associated with the Shannon entropy.
Messages and random variables
We can abstract the above Shannon definition of entropy by thinking about discrete random variables rather than messages. First, recall the definition of a random variable. We require an event space (a space of possible random events), together with a deterministic function of the outcome of each event. Then we require a probability measure of some kind. Ideally the probability measure is defined on the event space, and then the probability associated with any value of the random variable can be derived as the probability of the class of events which map to that value. (A class of events is just an aggregate event, whose probability is the sum of the probabilities of the elementary events in the class.) We may, however, define the probability measure only in terms of the values of the random variable.
In the Shannon case, the random event is just the arrival of a (the next) message. The outcome is a specific message m i , with probability p i . The event space is the space of all possible specific messages, and the random variable is just the identity of the message. (Note that if we want to deal with a succession of words rather than just a single word, we must redefine both the event space and the random variable; this is easy if we take a fixed window of n words, but hard if we want to consider messages of variable length.)
Given an event space and a discrete random variable X with values x i , the entropy is defined exactly as in equation 3, where p i is the probability P (X = x i ) and n m is now the number of distinct values of X. We can also define other quantities of interest: e.g. the mutual entropy of two random variables, the conditional entropy of one random variable given another, the mutual information of two variables, the Kullback-Leibler divergence between two probability distributions. All these are closely related (see e.g. Aizawa, 2003) .
In general, however, these quantities are defined over entire probability distributions, and do not obviously relate to single (elementary or aggregate) events. There is in fairly common use a notion of 'pairwise [or pointwise] mutual information', which does relate to single events. But the transition from probability distribution measures like H to pointwise measures line I i can be problematic -see the Appendix for an illustration.
IR interpretation
One problem with any application of such ideas to IR lies in the identification of the event space. We have a number of entities to consider in this environment -for example, documents, terms, queries. The discussion in Robertson (2004) (relating only to the first and the last of these) is an indication of the complexity of this issue. The essence of the problem is that it is hard to identify a single event space and probability measure within which all the relevant random variables can be defined. Without such a unifying event space, any process that involves comparing and/or mixing different measures (even a process as simple as adding IDFs for different terms) may well be invalid in terms of a Shannon-like formalism. In the obvious interpretation of equation 2, we should consider the event space as the space of documents.
We might instead think of a document as a list of terms present (ignoring duplication and TF at this point), and consider each term in turn as a single event/message. However, this view is problematic because the complete message (i.e. the whole document) is of variable length, and it is hard to see how to relate the term event-space to the document event-space, and recover a probability defined only in this latter space.
Alternatively, we might think of a document as a vector of V zeros and ones, representing the presence or absence of each term in the vocabulary. Here we get over the variable length problem, because the length of the document vector is fixed as V , the size of the vocabulary. In effect we decompose the single event which is a document into the cross product of V other spaces, each with only two elements. Cross-product event spaces are however problematic, for reasons discussed in Robertson (2004) . But without going into those technicalities, we can identify one new problem: we have introduced a new set of probabilities: for element i there is not only the probability of a one (p i ), but also the probability of a zero (1 − p i ). Thus somewhere in our weights we should have quantities like − log(1 − P (t i )), representing the absence of a term. This might not matter, since typically P (t i ) is small, so (1 − P (t i )) is close to 1 and the log is close to zero. But there is a more serious problem. When we search using weighted terms, we typically take the query terms and assign weights to them, but ignore all the other terms in the vocabulary. It is hard to see how such a practice could make sense in a Shannon-like model: every term in the document must be assumed to carry information as well as any other. That is, the presence of a term t i would carry − log P (t i ) amount of information irrespective of whether or not it is in the query. There is nothing to link the amount of information to the specific query. So we would have no justification for leaving it out of the calculation.
Nevertheless, the similarity of the usual IDF formulation to a component of entropy has stimulated other researchers to try to make connections, sometimes somewhat differently from the link suggested above. Two of these efforts are discussed briefly here.
Aizawa
In this paper (Aizawa, 2003) , the author juggles with three different event spaces: the space of documents, the space of query terms and the space of terms in document texts. This leads him to make several 'restrictive assumptions' about the relationships between the relevant probability distributions, and to claim that these assumptions "represent the heuristic that tf-idf employs". He also encounters the problem of single events mentioned above -he uses a 'conditional entropy' which is conditional on an event rather than on a random variable. This in effect introduces yet more event spaces, for example the space of documents which contain a particular term. Probabilities in one event space are estimated using data from another event space. While the analysis may shed light on some of the complexities involved, it is difficult to see it as an explanation of the value of IDF. There are certainly other ways to interpret 'the heuristic that tf-idf employs', as discussed below.
Siegler and Witbrock
This much shorter paper (Siegler and Witbrock, 1999) defines both queries and documents as mappings of words onto probabilities -in other words, the event space is the space of words but with two different probability measures (to which they confusingly give the same notation). Again, both conditional entropy and mutual information are defined with respect to a conditioning event (=word) rather than to a conditioning random variable. They appear to derive the result that the IDF value for a term is exactly the mutual information of the document collection and the term; however, the derivation contains some obvious errors of algebra.
Thus despite the − log P form of the traditional IDF measure, any strong relationship between it and the ideas of Shannon's information theory is elusive. It seems unlikely that such a relationship will give us a strong explanation, validation or justification for the use and value of IDF (or TF*IDF) as a term-weighting method in information retrieval.
Another interpretation: Papineni
Papineni (2001) makes some appeal to information theory ideas (maximum entropy, KullbackLeibler distance, mutual information), but his main focus is on a proof of optimal performance. The question he asks is: given a document as query, what is the best classifier to retrieve that same document. The answer (under an independence assumption) is to give the terms IDF weights.
Although Papineni makes no reference to the fact (and indeed starts with claims about the heuristic nature of IDF), his model is equivalent to a much-simplified version of the older relevance-based probabilistic model described in the next section. Essentially, it assumes that (a) for any query there is only one relevant document, and (b) all query terms are guaranteed to be in the document. Neither of these assumptions is necessary. Where Papineni's argument does seem to have some benefits (but maybe these do depend on the simplification) is in (a) giving some handle on dealing with dependencies between terms (via bigrams), and (b) distinguishing between the term weight and the gain from including the term as a feature in the classifier. (However, this distinction was also made earlier in the IR field -see Robertson, 1990.) 6 The classical probabilistic model for IR
The interpretation of IDF as a function of a probability suggests associating it with (one of) the probabilistic approaches to information retrieval. There is a range of different approaches to IR that can be described broadly as 'probabilistic', including a number of comparatively recent developments using machine learning and/or statistical language modelling techniques. However, we will start this discussion with the probability ranking principle and search term weighting based on an explicit relevance variable. This general approach is discussed by van Rijsbergen (1979) ; the series of models described below (including those referred to here as RSJ and BM25) is developed in Sparck Jones, Walker and Robertson (2000) . It is not yet quite obvious how IDF might relate to a relevance variable, but this will emerge below.
The probability ranking principle (Robertson, 1977) states that for optimal performance, documents should be ranked in order of probability of relevance to the request or information need, as calculated from whatever evidence is available to the system. Essentially it makes an explicit connection between the ranking of documents which the system may give the user, and the effectiveness of the system in terms of the conventional experimental measures of performance like recall and precision.
Relevance weights
The relevance weighting model (Robertson and Sparck Jones, 1976) , referred to as RSJ, shows that under some simple assumptions, this probability of relevance ordering can be achieved by assigning weights to query terms, and scoring each document by adding the weights of the query terms it contains. (In this version of the model, the only evidence about the documents that is used is the presence or absence of terms; term frequency in the document will be discussed below.) The term weight may be defined as follows. First we define two probabilities for term t i :
Then the term weight is:
Next, we consider how to estimate the two probabilities and therefore the term weight. We initially assume for this purpose that we know which documents are relevant and which are not. This assumption is of course not only unrealistic, but also makes a nonsence of the search process. Below we consider the cases where we have either partial relevance information (we know of some relevant documents), or none at all. If we have, as before, a total of N documents of which n i contain the terms, and further R out of the N are relevant and r i relevant documents contain the term, then the obvious estimates are:
However, because of the form of Equation 5 (essentially log-odds rather than straight probabilities), a modification to these estimates is appropriate. The usual modification may be justified in various ways, not discussed here (there is one such in (Robertson and Sparck Jones, 1976) ), but the effect is to use the following estimate of the RSJ weight, where the 0.5 added to each of the components can be seen as a smoothing correction:
The assumptions of this relevance weighting model include assumptions of statistical independence between terms, somewhat like but not quite the same as the independence assumption given in section 4 above. The difference is that here terms are assumed to be independent within the set of relevant documents, and again within the set of non-relevant documents. In general, they will not be independent in the collection of documents taken as a wholein fact good query terms will in general be positively correlated in the collection as a whole, even if independent given relevance[2]. This positive correlation makes these assumptions just slightly more realistic than the one in section 4, though not very much so. They serve to characterise the relevance weighting model as a 'naïve Bayesian' model in the current terminology of the machine learning literature.
Given these independence assumptions, the RSJ weights are additive. That is, the best use we can make of the information about term presence and absence information, according to the probability ranking principle, is to weight the terms as above, score the documents as the sum of weights of the terms present in the documents, and then rank the documents in score order. This is the strong result of the relevance weighting theory -in fact it is a form of proof of optimal performance, very much more general than that of Papineni discussed above.
Query terms and others
In the relevance weighting theory, we normally apply the above weights to query terms only. This corresponds to the assumption that (in the absence of evidence to the contrary) we may take the value of the RSJ weight of equation 5 to be zero for non-query terms. That is, non-query terms are assumed not to be correlated with relevance, and this implies giving them zero weight, so that leaving them out of the calculation is entirely correct. This is not necessarily a realistic assumption, but it does make clear one large difference between the probabilistic model and a Shannon-like view. That is, in the probabilistic model, a simplyexpressed assumption clearly ties in with the practice of restricting a search to query terms.
In this paper, we concentrate on the term weighting issue. However, it is also worth mentioning that with partial relevance information (as discussed in the next section) we can avoid the assumption about non-query terms and instead consider query expansion. That is, we can look for evidence of terms that are correlated with relevance, and to use them to expand the original query. Thus the relevance weighting theory provides a more-or-less principled reason either to restrict the matching to query terms, or to choose some additional terms for the query. (As noted above, the choice of terms to add to the query should not be determined by the optimal term weight for searching, but requires a related but different measure of the effect of adding such a term to the query (Robertson, 1990) , what Papineni refers to as 'gain' (Papineni, 2001 ).
Little relevance information
Suppose now that we have little relevance information -the user either knows about in advance, or has seen and judged, just a few documents, and has marked R as relevant. Then the obvious way to estimate p i is as in equation 6 or the smoothed form embedded in equation 7 (r i is now the number of documents known to be relevant that contain the term). The appropriate estimate of q i is somewhat less obvious -we could base it on the number of documents known to be non-relevant, but this is likely to be a very small number. On the other hand, we usually know or can be sure that almost all of the documents in the collection are non-relevant (that is the usual information retrieval situation). So if we take the complement of the known relevant documents, i.e. (N − R) documents, to be nonrelevant, this will give a somewhat biased but probably a much more reliable estimate. This complement method has been shown to work well. Then the estimation formula for w i can remain exactly as in equation 7, with R and r i representing known relevant documents only. The 0.5 correction is particularly appropriate for small samples.
No relevance information
What could we do if we have no relevance information? Concerning the probability p i , relating to relevant documents, at first view we have no information at all. On that basis, probably the best we can do is to assume a fixed value p 0 for all the p i (Croft and Harper, 1979) . Concerning q i , however, we can make the same assumption made in the previous paragraph -that the collection consists to a very large extent of non-relevant documents. An extreme version of the complement method described is that for the purpose of estimating q i , we assume that all documents are non-relevant. Then q i is estimated from the entire collection.
These assumptions, applied to equation 5 with the simple estimates of equation 6, yield the following:
where C = log
. If instead of the estimates of equation 6 we use equation 7, setting R = r = 0, we get
Here the result of setting R = r = 0 with the point-5 correction is to set p 0 = 0.5 and therefore C = 0. These two versions now look very much like IDF measures. The −n i on the top of the fraction makes them a little different from the original equation 1, but this difference is of little practical importance in most situations, because n i is typically much smaller than N . Similarly the 0.5 smoothing correction is generally of small effect. However, the −n i on top does cause some strange effects. In the (rare) case of a term which occurs in more than half the documents in the collection, either of the above two formulae defines a negative weight. This is a somewhat odd prediction for a query termthat its presence should count against retrieval. The original formula would simply give a small positive weight. This problem is investigated by Robertson and Walker (1997) , who argue that the fixed p i is the source of the problem, and is not reasonable for frequently occurring terms. They show that a modification of this assumption, in which p i also increases with increasing frequency in the collection, avoids this anomalous behaviour by removing the n i from the numerator in formulae 8 and 9. Thus equation 8 is replaced by w i = C + log N n i and equation 9 by w i = log N + 0.5 n i + 0.5
IDF as an RSJ weight
It is now apparent that we can regard IDF as a simple version of the RSJ weight, applicable when we have no relevance information. This is in fact a strong justification for IDF. It appeals to no notions of information theory, but only to a simple naïve Bayes model of retrieval together with some further plausible simplifying assumptions. The naïve Bayes model makes explicit use of a relevance variable; although the further simplifying assumptions render this variable implicit in IDF, we can still regard IDF as a direct measure of probability of relevance. This characteristic would seem to make the relevance-weight justification of IDF considerably stronger than any of the information-theory justifications considered.
TF and language models
Neither the original Sparck Jones proposal for IDF, nor the relevance weighting model of Robertson and Sparck Jones, make any use of within-document term frequency information (TF). So far, we have made no arguments for the use of TF, nor of how TF might be combined with IDF, as in the TF*IDF-style measures mentioned at the beginning of this paper. TF*IDF-style measures emerged from extensive empirical studies of combinations of weighting factors, particularly by the Cornell group (Salton and Yang, 1973) . [3] To understand or explain the effectiveness of these measures, we need some justification not just for the TF factor itself, but also for why one should want to multiply the log-like IDF weight by the TF-based component.
In what follows, we denote by tf i the frequency (number of occurrences) of term t i in the document under consideration. If we need to talk about multiple documents, we will refer to tf i,j for t i in document d j . Also dl or dl j will refer to the length of the document -that is the number of term-positions, so that (summing over all the terms in the document or the vocabulary) [4] : dl = i tf i
Logs and additivity revisited
The very simple independence argument given in section 4 can be applied also to multiple occurrences of the same term (as well as to occurrences of different terms). If we assume that successive occurrences of a single term are independent of each other (that is, the number of times that we have seen this term already in this document does not affect the probability that we will see it again), then we can simply add another w i for each time we see term t i . Then when we cumulate over the complete document, we would get tf i occurrences of each term t i , so we should simply multiply the IDF weight w i by the number of occurrences tf i . This simple argument conceals a number of problems. The major one is that we are no longer operating in the same event space: instead of documents, we are looking at termpositions in the text of each document. The event of seeing a particular term now relates to a particular term position instead of the document. Two consequences of this problem are (a) that we would now need to take account somehow of the document length, and (b) that the original basis on which we regarded n i N as a probability has now gone. This latter issue seems to be fatal -it seems like we have pulled the rug out from under the whole idea of IDF.
One possible way to get away from this problem would be to make a fairly radical replacement for IDF (that is, radical in principle, although it may be not so radical in terms of its practical effects). We could replace n i by j tf i,j and N by j dl j , thus transferring the probability from the event space of documents to the event space of term positions in the concatenated text of all the documents in the collection. Then we have a new measure, called here inverse total term frequency:
This could again be interpreted as the log of an inverse probability, but a probability in the term-position event space rather in than the document event space. It is sometimes referred to as inverse collection frequency, but as IDF has also been referred to as a collection frequency weight, in particular in the original Sparck Jones paper, this terminology is avoided here. On the whole, experiments with inverse total term frequency weights have tended to show that they are not as effective as IDF weights. Church and Gale (1995) show how the two measures differ significantly on exactly the terms in which we might be interested.
It will be seen below that we can preserve the document event-space in which IDF seems to fit naturally, but nevertheless introduce a TF component.
Other formulations of TF*IDF
We have already seen that one of Aizawa's (2003) concerns was with TF, as an example of an attempt to use information theory for a derivation of a TF*IDF weighting scheme -and we have already seen some problems with such a formulation.
Joachims
The approach taken here (Joachims, 1997) appeals not to information theory, but to naïve Bayes machine learning models, as used in the relevance weighting theory (Joachims' task is not the usual ranked retrieval task, but a categorisation task). He confronts the event space problem in part by redefining IDF in a somewhat similar fashion to the inverse total term frequency measure discussed above (it is not quite the same, because he does not concatenate the texts of all the documents: instead he takes a measure based on term occurrences in each document and combines this measure across documents in a different way). He also replaces the usual log function of IDF with a square-root function. Thus the version of 'IDF' in his final formulation is quite significantly different from traditional IDF. On the way he has to make various assumptions, like that all the classes in his categorisation task have approximately the same number of documents (this is reminiscent of Papineni's assumption that there is just one relevant document per query).
Roelleke
Roelleke (2003) makes an analysis of IDF which starts off, somewhat confusingly, with a proposal to consider the quantity idf maxidf as if it were a probability (it is difficult to see any kind of event space in which this would look like either a probability or an estimate of one). He does, however, go on to consider two separate cross-product event spaces, based on similar considerations to those discussed above: D × T (documents from the collection and terms from the vocabulary, where the event is "term occurs in document") and, for each document, L × T (locations, i.e. term positions, in the document and terms from the vocabulary, where the event is "this term occurs in this position"). Clearly TF has some meaning in this latter space but not in the former. Roelleke draws some parallels between these two spaces, and devises an alternative to IDF which is based on the latter space; however, the alternative again looks rather different from IDF. He does not present an analogue to a TF*IDF formula.
Language models
There has been a great deal of work recently in the application of statistical language models (LM) to information retrieval (see e.g. Croft and Lafferty, 2003) . In a statistical language model, each successive word position (in a document or query) is regarded as a slot to be filled with a word; a generative process is envisaged, in which these slots are filled on the basis of probabilities over the vocabulary. Thus these models operate in the term-position event space identified above, rather than the document event space (though there may be a separate language model for each document). In the original applications of these models (such as speech recognition, where they have been very successful), the probability distribution for a slot would typically depend on some small amount of history, normally what the previous few words were. However, much of the LM work in IR has been based on 'unigram' models, where the probabilities for each position in a document are assumed to be independent. (It is important to realise nevertheless that the LM approach still thinks of the sequence of term slots or positions, even if the probabilities are assumed to be independent.)
The relationship between such models and the matters discussed in this paper is a little unclear. Standard simple language models in IR (e.g. Ponte and Croft, 1998) do not make explicit use of either IDF or TF, but nevertheless achieve a similar effect to a TF*IDF measure. It seems possible that they are closer in spirit to the inverse total term frequency measure defined above, since they are operating in a similar event space. Another difference is that the simple language models make no direct reference to relevance. However, some more recent work in this field does have an explicit relevance variable (e.g. Lavrenko and Croft, 2001) .
The 2-Poisson model and the BM25 weighting function were formulated before the language modelling idea came along. However, they may be recast as an elementary form of language model. This view is explored in the next section.
TF in the relevance weighting model
Given the relative success, reported above, of an explanation of IDF based on the original relevance weighting model, it makes sense to look for an explanation of TF*IDF based on an extension of the relevance weighting model that accommodates TF. The weighting function known as Okapi BM25 (it was developed as part of the Okapi experimental system (Robertson, 1997) , and was one of a series of Best Match functions) is probably the best-known and most widely used such extension.
Eliteness and the 2-Poisson model
The following is a brief account of the derivation of BM25. It does not attempt to give full technical detail. The original argument was presented by Robertson and Walker (1994) , and an analysis of the various components is given by Sparck Jones et al. (2000) . The present discussion makes some use of the more recent idea of language modelling as discussed above.
First, we assume that all documents are the same length -this assumption will be dropped below. Next we assume (this is the central assumption of the model) that each term (word) represents a concept; and that a given document is either 'about' the concept or not. This property is described as eliteness: the term is elite in the document or not. This terminology, as well as the statistical model described below, is taken from Bookstein and Swanson (1974) and Harter (1975) . Eliteness is a hidden variable -we cannot observe it directly. However, we then assume that the text of the document is generated by a simple unigram language model, where the probability of any term being in any given position depend on the eliteness of this term in that document.
If we take all the documents for which this particular term is elite, then we can infer the distribution of within-document frequencies we should observe. If all documents are the same length, then the distribution will be approximately Poisson. If we take instead all the documents for which this term is not elite, we will again see a Poisson distribution (presumably with a smaller mean). But of course we cannot know eliteness in advance; so if we consider the collection as a whole, we should observe a mixture of two Poisson distributions. This two-Poisson mixture is the basic Bookstein/Swanson/Harter model for within-document term frequencies.
Eliteness thus provides the bridge between the event-space of documents (or rather the cross-product of documents in the collection and terms in the vocabulary) and the event-space of term positions, which gives us term frequencies. For each term, eliteness is a property of the document, but determines the properties of the term positions in the document.
Finally, we have to make the connection with relevance. Relevance is a property at the document level, so the connection is with eliteness rather than with term occurrences; but now we have to make the bridge between query and document terms. But we know how to do that, having done it in the original relevance weighting model. So now we re-use the relevance weighting model, only applying it to query-term eliteness rather than to query-term presence or absence.
From the above arguments, we can formulate a weighting scheme which involves the following five parameters for each query term:
• the mean of the Poisson distribution of within-document term frequencies for elite documents;
• ditto for non-elite documents;
• the mixing proportion of elite and non-elite documents in the collection;
• the probability of eliteness given relevance; and
• the probability of eliteness given non-relevance.
The full equation is given in Robertson and Walker (1994) . The problem with such a scheme is that all these parameters (five per query term) would need to be estimated, and both eliteness and (in general) relevance are hidden variables. This makes the full equation almost unusable. However, it is possible to simplify it to the point where it becomes feasible to think of using it. At the same time, we introduce a normalisation to deal with the fact that documents vary in length.
BM25
The BM25 weighting function is based on an analysis of the behaviour of the full eliteness model under different values of the parameters. Essentially, each term would have a full eliteness weight, that is, a weight that a document would gain if we knew that the term was elite in that document. If we do not know that, but have a TF value which provides probabilistic evidence of eliteness, we should give partial credit to the document. This credit rises monotonically from zero if tf = 0 and approaches the full eliteness weight asymptotically as tf increases. In general the first occurrence of the term gives most evidence; successive occurrences give successively smaller increases. BM25 first estimates the full eliteness weight from the usual presence-only RSJ weight for the term, then approximates the TF behaviour with a single global parameter k 1 controlling the rate of approach. Finally it makes a correction for document length.
The document-length normalisation is not really relevant to the present discussion; however, it is presented for completeness. On the assumption that one reason for a document to be long is verbosity on the part of the author (which would suggest simple document-length normalisation of TF), but that a second reason is the topic coverage of the document (which would suggest no normalisation), BM25 does partial normalisation. The degree of normalisation is controlled by a second global parameter b. In order to make the normalisation relatively independent of the units in which document length is measured, it is defined in terms of the average length of documents in the collection.
The resulting formula can be expressed thus:
BM25 weight w i = f (tf i ) * w 
TF*IDF as a BM25 weight
It is clear that the formula given in equation 11 expresses BM25 as a TF*IDF weighting scheme. The first component is a TF component (although it has the important characteristic of being highly non-linear, and as a consequence, defining a ceiling to the contribution of any one term to the overall document score). The second component is the RSJ weight, which as we have seen may make use of relevance information if it exists, but reduces to an IDF measure in its absence.
Thus the theoretical argument behind BM25 can be seen to justify TF*IDF, or in some sense to explain why it works as well as it does, in just the same way that the relevance weighting theory explains IDF on its own.
Conclusions
The basic search term weighting formula known as IDF, proposed by Sparck Jones on heuristic grounds in 1972, has proved extraordinarily robust. It remains at the core of many, if not most, ranking methods used in search engines. In some more recent developments (specifically the language models) it is no longer an explicit component -in these models, a similar effect is achieved by somewhat different means. So IDF may in future disappear as an explicit component, but nevertheless live on in spirit.
IDF has also proved a magnet for researchers who feel inspired to replace what they perceive as an heuristic with some reasonably-constituted theoretical argument, in order to 'explain' why it is that IDF works so well. Such contributions often start with the assertion that IDF is just an heuristic, with no known or understood theoretical basis.
Such a theoretical explanation or justification for IDF is not completely straightforward. Although it is superficially easy, as a first step, to interpret IDF as a probabilistic function, one major problem area lies in the definition of the appropriate event space for the probabilities concerned. This problem undermines many attempted explanations. One fertile source of attempts has been Shannon's theory of information, in which IDF is usually interpreted more specifically, as a particular kind of probabilistic function: a measure of the amount of information carried by a term. But again, such attempts run into serious problems.
However, there is a relatively simple explanation and justification of IDF in the relevance weighting theory of 1976. This extends to a justification of TF*IDF in the Okapi BM25 model of 1994. IDF is simply neither a pure heuristic, nor the theoretical mystery many have made it out to be. We have a pretty good idea why it works as well as it does.
