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El presente Trabajo Fin de Máster consiste en la implementación y evaluación de un método
de reconocimiento de acciones adecuado para ser utilizado en un sistema de detección de
anomalı́as. Dicho método es el propuesto por el trabajo titulado Long-term Recurrent Convo-
lutional Networks for Visual Recognition and Description, el cual está compuesto por dos fases
basadas en CNN y LSTM. Esta configuración se entrena en conjunto y es capaz de aprender
dependencias temporales entre las caracterı́sticas visuales extraı́das.
Los resultados obtenidos sobre los conjuntos de evaluación de la base de datos UCF101,
muestran que este método supera a otros modelos que no tienen en cuenta las relaciones tem-
porales en su estructura. Además, el rendimiento que ofrece es comparable al de otros métodos
del estado del arte.
Palabras clave: Reconocimiento de acciones, detección de anomalı́as, CNN, LSTM, depen-




The master’s thesis herein presented consists of implementing and evaluating a state-of-the-art
action recognition method suitable for an anomaly detection system. The method is the one
proposed in Long-term Recurrent Convolutional Networks for Visual Recognition and Description,
which is a two-stage configuration based on Convolutional Neural Network (CNN) and Long
Short-Term Memory (LSTM), end-to-end trainable and capable of learning time dependencies
between visual features.
The results obtained over the test splits of the UCF101 dataset show that this method out-
performs other models that do not learn temporal dynamics. In addition, the performance of
the LRCN is comparable to that of other state-of-the-art methods.





Video surveillance can be defined as the process of monitoring or observing the activities, be-
haviour or movements of an individual or a group to provide enhanced security. This task is an
obvious candidate to become automated as it is very monotonous and boring for the security
staff who performs it.
The goal of the video surveillance task is to detect if something occurs without following
the expected behaviour. In other words, the task is about detecting anomalies. In the human
behaviour context, an anomaly would appear when an individual performs an action that does
not correspond to the usual behaviour, therefore a possible anomaly detection system could
include a human activity recognition method.
The master’s thesis herein presented consists of implementing an evaluating a state-of-the-
art action recognition method suitable for an anomaly detection system. The method is the
Long-term Recurrent Convolutional Network (LRCN) shown in figure 1 and proposed by [1],
which is a two-stage configuration based on Convolutional Neural Network (CNN) and Long
Short-Term Memory (LSTM).
Figure 1: Long-term Recurrent Convolutional Network architecture [1].
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xii EXTENDED ABSTRACT
Prior to the analysis of the developed method, a study of the recent literature on anomaly
detection has been made so as to determine the route the scientific community is following.
This study suggests that, although there are some recent works with semi-supervised anomaly
detection systems, the unsupervised ones are the most popular. Furthermore, in spite of the
fact that trajectory-based and low-level feature methods have traditionally been used, a new
line of research based on deep learning architectures is beginning to be widely explored.
Regarding the implementation of the LRCN, the visual feature extraction stage utilises the
6 layer CNN model illustrated in figure 2, while the sequence learning stage works with LSTM
networks as can be seen in figure 3. Due to this structure, the time-relationship between the
visual features can be modelled.
Figure 2: CNN used in the visual feature extraction stage.
Figure 3: Sequence Learning and Action Prediction stage.
The output of this system is the average probability distribution between all per-frame
probabilities. Therefore, the predicted action will correspond to the highest value of the av-
erage distribution.
The LRCN is end-to-end trainable, so its two stages are jointly trained using SGD with
momentum and considering RGB and optical flow as inputs. For both training and testing, the
UCF101 dataset [2] has been used.
EXTENDED ABSTRACT xiii
The results of the experiments are reported in table 1 and suggest that the performance of
the LRCN is better than that of the baseline for both RGB and flow inputs, concluding that
the idea of learning the temporal dynamic of the visual features is beneficial. Particularly, the
best results are obtained when fusing RGB and flow trained systems, achieving a 84.12% of
classification accuracy.
Single Network Weighted Average
RGB Flow 1/2, 1/2 1/3, 2/3
Baseline Model 67.37 74.37 75.46 78.94
LRCN Architecture 68.20 78.47 81.56 84.12
Table 1: Average accuracy of the baseline and the LRCN system across the three splits of the UCF101
test set, with RGB and flow as inputs.
Results in table 2 demonstrate that when compared to other state-of-the-art alternatives, the
implemented system obtains a comparable accuracy value.
Method Accuracy








Table 2: Average accuracy of state-of-the-art methods. LRCN architecture shows a performance compa-




ANN Artificial Neural Network.
CNN Convolutional Neural Network.
FNN Feedforward Neural Network.
GMM Gaussian Mixture Model.
GPU Graphics Processing Unit.
HDP Hierarchical Dirichlet Process.
HMM Hidden Markov Model.
IDT Improved Dense Trajectories.
ILSVRC ImageNet Large Scale Visual Recognition Challenge.
LDA Latent Dirichlet Allocation.
LRCN Long-term Recurrent Convolutional Network.
LSTM Long Short-Term Memory.
MDT Mixture of Dynamic Texrures.
MLP Multi-Layer Perceptron.
MPPCA Mixture of Probabilistic Principal Component Analysis.
MRF Markov Random Field.
NN Neural Network.
ReLU Rectified Linear Unit.
xv
xvi EXTENDED ABSTRACT
RNN Recurrent Neural Network.
SCD Structural Context Descriptor.
SGD Stochastic Gradient Descent.
SSMF Sparse Semi-non-negative Matrix Factorization.
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Video surveillance can be defined as the process of monitoring or observing the activities,
behaviour or movements of an individual or a group to provide enhanced security. It is used by
retail stores, government departments, hospitals, transportation and logistics companies, and
law enforcement agencies, among others, to prevent criminal activities. Due to the relevance
of some of these possible scenarios, it has been an area of significant interest in both academia
and industry [9]. Proof of the latter is the increase in the number of cameras and the amount of
space under surveillance as well as the raise of capital invested in this field of research.
Looking at the most relevant journals and conferences in this field (chapter 2), it can be no-
ticed that in the last decade, the attention devoted to this matter has massively grown, yielding
a fair number of research contributions applicable in industry in the near future. Furthermore,
the evolution of the cameras coupled with the irruption of new fast processing technologies
such as NVIDIA [10] Graphics Processing Units (GPU), have led to a turning point in video
and image processing.
1.1 Motivation and Objective
Usually, the surveillance task is carried out by security staff. The common situation would
be a set of cameras properly allocated to cover a specific area, then, the staff would check the
video to find if something occurs without following the expected behaviour. In other words,
the personnel try to detect an anomaly.
Therefore, following the aforementioned idea of video surveillance task, in this context,
an anomaly can be defined as an action or a behaviour that deviates from the common rule.
Usually, anomalies occur in a very small proportion of the time in which the task takes place.
It is for this reason that this job might be very monotonous and boring for the person who
1
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performs it [11], hence making the video surveillance task an obvious candidate to become an
automated task.
Regarding the human behaviour context, an anomaly would appear when an individual
performs an action that does not correspond with the usual behaviour in the controlled area.
Thus, a possible anomaly detection system could include a human activity recognition system.
Within this context, the objective of this Master’s Thesis is, first, to review the existing
work in anomaly detection and, then, to study and implement a state-of-the-art human activity
recognition system. It is based on the Long-term Recurrent Convolutional Network (LRCN)
architecture proposed by [1]. As figure 1.1 indicates, this design benefits from both the good
performance of Convolutional Neural Networks (CNN) in visual features extraction and the
strength of learning sequence information of Recurrent Neural Networks (RNN), specifically
Long Short-Term Memory (LSTM) recurrent modules.
Figure 1.1: Long-term Recurrent Convolutional Network (LRCN) architecture [1].
As specified in [12], CNN are a specialized kind of Neural Network (NN) for processing
data that has a known, grid-like topology, such as time-series data, which can be thought of
as 1D grid, and image data, which can be thought of as a 2D grid of pixels. The name of
convolutional neural network indicates that the network employs the convolution operation in
place of general matrix multiplication.
On the other hand, LSTM networks are a kind of RNN capable of learning long-term de-
pendencies. LSTM units have hidden state augmented with non-linear mechanisms to allow
state to propagate without modification, be updated or be reset, using simple learned gating
functions.
The system is made with the widely adopted deep learning framework Caffe [13]. This is a
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fully open-source framework that affords clear access to deep architectures. Its code is written
in C++ with CUDA [14] used for GPU computation.
All the details about the implementation of the proposed system are given in the following
chapters.
1.2 Document Outline
This document is organised as follows:
• In Chapter 2, a review of the existing work in the field of anomaly detection is made. In
the recent years, different lines of research have been explored to address the anomalous
human behaviour detection problem. This section clarifies those lines to contextualise the
work presented in this document.
• Chapter 3 shows the fundamentals of NN and a detailed explanation of both CNN and
RNN. Due to their benefits, convolutional networks have been widely used in many com-
puter vision works. However, even though recurrent networks, and more specifically
LSTM, are early ideas from the 80s and the 90s respectively [15], [16], only in the recent
decade did researchers start to show a growing interest.
• The implementation of the Long-term Recurrent Convolutional Network architecture
shown in figure 1.1 is explained elaborately in Chapter 4. This section describes how
the sequence learning phase deals with the features extracted by the CNN to give a pre-
diction of the action that it is being perform within a certain video.
• The performance of the LRCN is analysed in Chapter 5. The system is evaluated on an
accepted action recognition benchmark, obtaining the mean classification accuracy. Then,
the results are compared to a baseline model and to other state-of-the-art methods.




State of the Art
Anomaly detection in video surveillance scenes has been a challenging problem for Computer
Vision and Machine Learning researchers, mainly due to the wide variety of interesting appli-
cations such as examination of crowd motion, traffic flow monitoring, biometric identification
or human behaviour interpretation in retail spaces. In video surveillance context, and more
specifically in human behaviour analysis, an anomaly can be define as an action or a behaviour
that deviates from the expected pattern.
However, there are many other fields where similar detecting algorithms can be applied [17]
like, for example, network security, credit card fraud or illegal transactions in banking (see also
[18]–[20] for more information about application domains). Despite the fact that all mentioned
scenarios are clearly different, a common definition of anomaly can be applied to all of them:
anomaly detection is the process of identifying unexpected items or events in datasets which
differ from the norm [21].
Consequently, the common ground of every approach is to translate the problem into a data
representation space and, then, interpret it. The key is to find the algorithm which obtains the
most meaningful data and performs the best interpretation thereof. Regarding video analysis,
the data representation would be made by extracting features from video sequence, then the
interpretation would be to decide which of those features correspond to a normal pattern or an
anomaly.
In this chapter, a review of the existing work in the literature of anomaly detection is made.
First of all, some basics about anomalies are presented so as to understand the different set-
ups that can be implemented to detect anomalies in datasets. Afterwards, the main lines of
research in the problem of detecting anomalous events in video surveillance scenes that the
scientific community has proposed over the last decade are analysed.
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2.1 General Aspects of the Anomaly Detection Problem
Each specific solution for an anomaly detection problem is determined by two important as-
pects: the type of anomaly and the availability of labels [19]. There are also other aspects such
as constraints and requirements of the application that will influence the solution, although
they are not as crucial as the first ones.
2.1.1 Types of Anomalies
Given any data set representation as the one shown in the figure 2.1, the main idea of an
anomaly detection algorithm is to detect data instances which deviate from the norm. How-
ever, the meaning of anomaly depends on how the problem is analysed. Hence, different kinds
of anomalies can be defined.
Global and Local Anomalies
Figure 2.1 illustrates some cases using a simple two-dimensional dataset. Two anomalies can
be easily identified by eye: x1 and x2 are very different from the dense areas with respect to
their attributes and are therefore called global anomalies. When looking at the dataset globally,
x3 can be seen as a normal record since it is not too far away from cluster c2. However, if one
focuses only on cluster c2 and compares it with x3 while neglecting all the other instances, it
can be seen as an anomaly. Therefore, x3 is called a local anomaly, since it is only anomalous
when compared with its close-by neighbourhood. It depends on the application, whether local
anomalies are of interest or not.
Point, Collective and Contextual Anomalies
Another interesting question is whether the instances of cluster c3 should be seen as three
anomalies or as a small regular cluster. This phenomena is called micro cluster and anomaly
detection algorithms should assign scores to its members larger than the normal instances, but
smaller values than the obvious anomalies. This simple example already illustrates that anoma-
lies are not always obvious and a score is much more useful than a binary label assignment.
To this end, an anomaly is always referred to a single instance in a dataset only occurring
rarely. In reality, this is often not true. For example, in intrusion detection, anomalies are
often referred to many (suspicious) access patterns, which may be observed at a larger amount
as normal accesses. The task of detecting single anomalous instances in a larger dataset, as
introduced so far, is called point anomaly detection.
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Figure 2.1: A simple two dimensional example of different cases of anomalies[21].
If an anomalous situation is represented as a set of many instances, this is called a collective
anomaly. Each of these instances is not necessarily a point anomaly, but only a specific combi-
nation thereof defines the anomaly. The previous given example of occurring multiple specific
access patterns in intrusion detection is such a collective anomaly.
A third kind are contextual anomalies, which describe the effect of a point which can be
seen as normal, but when a given context is taken into account, the point turns out to be an
anomaly. The most commonly occurring context is time. Figure 2.2 represents a temperature
time series which shows the monthly temperature of an area over the last few years. The
temperature value at time t1 might be normal during the winter but the same value during the
summer (at time t2) would be an anomaly. This is a clear example of a contextual anomaly.
However, it is possible to use point anomaly detection algorithms to detect contextual and
collective anomalies. The way to do so is by increasing data dimensionality. The context itself
can be included as a new feature. Regarding to the example shown in figure 2.2, the inclusion
of the month as another feature could allow the problem to be solved with a point anomaly
detection approach.
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Figure 2.2: Contextual anomaly t2 in a temperature time series [19].
2.1.2 Operation Modes
Basically, the anomaly detection set-up to be used depends on the labels available in the dataset.
As figure 2.3 illustrates , three main types of set-ups can be distinguished [21].
(a) Supervised anomaly detection.
(b) Semi-supervised anomaly detection.
(c) Unsupervised anomaly detection.
Figure 2.3: Different anomaly detection modes [21].
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Supervised Anomaly Detection
In this mode, the data comprises fully labelled training and test data sets. An ordinary classifier
can be trained first and applied afterwards. This scenario is very similar to traditional pattern
recognition with the exception that classes are typically strongly unbalanced.
In the context of this work, supervised methods build models of normal and abnormal
behaviour based on labelled data. Video segments or frames that do not fit the models are
considered as abnormal. Even though there are some past works using this set-up [22]–[25],
it is barely used to this day since it assumes that anomalies are known and correctly labelled,
and, in many applications, anomalies are not known in advance or may occur spontaneously
during the task.
Semi-supervised Anomaly Detection
This set-up also uses training and test datasets, whereas training data only gathers normal data
without anomalies. The basic idea is that a model of the normal class is learned and anomalies
can be detected afterwards by deviating from that model.
When it comes to anomalous event detection, the semi-supervised set-up consists in a pre-
vious supervised training of a model [26]–[34], dictionary [35], [36] or classifier [37], [38] of
normal events in the scene. Then, an event is anomalous if it does not fit the model, the features
do not correspond with the dictionary or the classifier does not classify the event as normal.
As explained, in this set-up, a training phase previous to the detection task is required. Al-
though this method has fewer limitations than completely supervised algorithms, this could
only be used in scenarios where the normal events are very well known and are always the
same. However, if the scene changes over time, new normal events could appear. Conse-
quently, new training would be needed.
Unsupervised Anomaly Detection
As previously mentioned, if a semi-supervised set-up is applied in a changing environment,
training is likely to be required over and over. This case leads to thinking of an algorithm ca-
pable of learning automatically without using any labelled data. To this end, the unsupervised
set-up is the solution.
An unsupervised set-up is the most flexible set-up since it does not require any labels. The
idea is that an unsupervised anomaly detection method scores the data solely based on the
properties of the dataset. Typically, distances or densities (clustering) are used to give an es-
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timate of what is normal and what is an outlier. Despite semi-supervised set-up being fairly
used, unsupervised algorithms are being extremely studied and applied. Due to the random
nature of anomalous events, this set-up is what best fits to the anomaly detection problem.
Regarding video surveillance, there are many works in the literature performing the anomaly
detection task with an unsupervised method. The most common architecture is a two-stage
system. The first stage extracts the features of the video, while the second applies an algorithm
to determine whether an anomaly exists or not. These algorithms can be based on clustering
[39]–[45], codebooks and bag of words [46]–[48] or probability models [9], [49]–[52], among
others. With the recently growing interest in deep learning algorithms, a few works have also
begun to use unsupervised set-ups with different types (NN) architectures.
2.2 Related Work
Within the last two decades, a lot of work has been developed where many different ways of
addressing the problem presented in this document have been proposed. In spite of the wide
variety of statistical and image processing techniques that have been used, one can distinguish
between two main lines of research: trajectory-based and low-level features approaches. Nev-
ertheless, as a result of the growing popularity of deep learning methods, the issue is currently
being worked out with varying architectures and types of NNs, such as CNNs, RNNs or au-
toencoders. Consequently, a quite open new line of research based on deep features must be
discerned.
2.2.1 Approaches Based on Trajectories
The main idea of such approaches is the analysis and the modelling of normal trajectories
obtained by tracking individual objects in training videos, then declaring behaviours to be
abnormal when they deviate from normal tracks.
All the previously mentioned set-ups can be applied. In both supervised and semi-supervised
set-ups, the normal trajectories are learned from labelled training data. For instance, in [37] in
the training stage, normal trajectories are obtained to train a Gaussian Mixture Model-based
(GMM) classifier. During the surveillance task, all the trajectories with sufficiently low likeli-
hood with respect to the model can be flagged as potentially anomalous. The same happens
in [31], but using GMM to model regions of interest in the scene and a particle filter in track-
ing. Other supervised and semi-supervised methods with trajectory-based approaches are pre-
sented in [24], [33], respectively.
There are also works that proposed unsupervised algorithms. The main structure of these
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methods consists of a first phase to obtain trajectories, and a second phase whereby anomalous
trajectories are detected with clustering ([39], [40], [43], [44]) or probabilistic models ([49], [53])
algorithms. Support Vector Machines (SVM) or spectral clustering as well as Mixtures of Prob-
abilistic Principal Component Analysis (MPPCA) are examples of clustering methods used in
the literature. On the other hand, Hidden Markov Models (HMM) and GMM are probabilistic
model algorithms commonly used.
Even though these trajectory-based methods can achieve good results when foreground ob-
jects are easy to detect and track, they suffer from occlusion problems, and more so in crowded
scenes. That is why many other researchers have proposed to work with lower level algo-
rithms.
2.2.2 Approaches Based on Low-level Features and Motion Representation
So as to avoid the limitation of anomaly detection algorithms based on trajectories, some meth-
ods have been introduced using low-level features, such as gradients or pixel motion. These
methods attempt to learn and model shapes and spatio-temporal relations using low-level fea-
ture distributions.
Authors in [29], introduce a joint detector of temporal and spatial anomalies. This work
uses a Mixture Dynamic of Textures (MDT) for modelling the normal crowd behaviour and
events are considered as anomalous when they represent outliers with respect to the model.
Authors use discriminant saliency to distinguish spatial anomalies from normal events. An
extended version of this work has been provided in [54].
On the other hand, unusual events in [55] are detected by multiple monitors which use
local and low-level features; whereas the work in [9] proposes a probabilistic method to handle
local spatio-temporal anomalies. The authors use spatio-temporal features and a K-nearest
neighbour method to detect anomalies among the video regions.
Behaviour is modelled in [27] by using pixel motion properties. For normal events, a spatio-
temporal co-occurrence matrix is trained, then video data are represented by using this matrix
and a Markov Random Field (MRF). This representation is then used to detect anomalies. Like-
wise, authors in [41] and [32] also use MRF, however, the former uses optical flow to find
pixel motion patterns while the latter works with features of rarity, unexpectedness and irrel-
evance. Unlike previously mentioned works, [30] extracts pixel motion representation with
spatio-temporal gradients and uses a HMM to detect anomalies.
There are some works that propose to use different types of descriptors containing multiple
kinds of features such as, spatio-temporal energy, gradient histograms or agent interactions.
A hierarchical Bayesian model which combines low-level visual features, simple “atomic” ac-
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tivities and multi-agent interactions is developed by [22]. The proposed model includes im-
proved Latent Dirichlet Allocation (LDA) and a Hierarchical Dirichlet Process (HDP) by using
unsupervised modelling of interactions. The work presented in [56] introduces an informative
Structural Context Descriptor (SCD) to represent a crowd; the spatio-temporal SCD variation of
a crowd is analysed to localise anomaly regions. In this way, [28] proposes a method based on
spatio-temporal directed energy filtering to model behaviours, detecting anomalies by using a
histogram comparison method.
Different approaches have interpreted the problem of finding anomalies as a reconstruction
and matching problem [25], [34]–[36], [38], [48], [50]. In a first step, the system learns the
representation of the features, then, a new observation is considered an anomaly if its feature
reconstruction does not match the learned representations.
In particular proposals in [25], [34], [38], [48] address the matching problem by learning set,
dictionaries or codebooks with the representations of what is normal. For example, [34], [38]
suggest to learn sets of normal representations and if a test set does not match the training sets,
it is considered as an abnormal set, while [48] introduces a method to learn the events in video
data by constructing a hierarchical code-book for dominant events in the video.
Conversely, sparse representations are used in [35], [36], [50]. A high speed rate method
with good performance (140-150 FPS) is achieved by [36] using this kind of data representa-
tion. Furthermore, authors in [50] propose the Sparse Semi-non-negative Matrix Factorization
(SSMF) for learning local patterns of pixels. Then a probability model using those local pat-
terns of pixels is learned for considering both the spatial and temporal contexts. This method
is totally unsupervised, and anomalies are detected by learned models.
2.2.3 Approaches Based on Deep Features
Recently, in the field of image processing, numerous works are being carried out using deep
learning methods. In this video surveillance application, a few proposals make use of these
powerful methods, showing that solutions based on deep learning are going to be extensively
explored, forming therefore a new important line of research.
The tendency of approaches based on this kind of algorithms is to use architectures formed
by CNN, RNN or autoencoders. These architectures are able to extract spatio-temporal and
motion features, depending on how input data are delivered and how the system is trained.
The work presented in [52] divides each video in non-overlapping patches. The global
descriptors of the video are learned by an autoencoder. [57] also divides the videos but uses
the autoencoder to learn appearance representations of each frame.
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In [58], a CNN receives the video patches to create local binary maps and thus obtain the
motion representation. This information is also combined with the optical flow of video. Work
reported in [59], [60] uses autoencoders to extract candidates of interest and then a CNN to
evaluate them.
Another way to use deep learning methods is as in [61]. The proposed system learns spatial
features with an autoencoder and temporal features with LSTM.
2.3 Conclusion
In this chapter, a deep analysis of the anomalous event detection problem has been made. At
first, some basics aspects of anomalies have been introduced in order to understand the prob-
lem and the different applicable set-ups: supervised, semi-supervised and unsupervised. Cur-
rently, although there are some recently works with semi-supervised methods, unsupervised
algorithms are the most popular.
Regarding the different approaches, trajectory-based and low-level features methods have
traditionally been used. However, a new line of research in this field is beginning to be widely
explored. Works in this new line are based on deep learning architectures such as CNN, RNN
or autoencoders.
Consequently, this work proposes to use the LRCN, which is composed of a CNN and an
LSTM. The idea is to learn the spatial and temporal features with the convolutional network
and the LSTM, respectively.

Chapter 3
Convolutional and Recurrent Neural
Networks
Today, Deep Learning is part of Artificial Intelligence (AI), which is a thriving field with many
practical and active research topics. Many people have heard of deep learning as an exciting
new technology. However, deep learning dates back to the 1940s. It only appears to be new,
because it was relatively unpopular for several years preceding its current popularity, and be-
cause it has gone through many different names, and has only recently become called “deep
learning”.
Broadly speaking, there have been three waves of development of deep learning: deep
learning known as cybernetics in the 1940s–1960s, deep learning known as connectionism in
the 1980s-1990s, and the current resurgence under the name deep learning beginning in 2006
[12].
Some of the earliest learning algorithms we recognize today were intended to be compu-
tational models of biological learning, i.e. models of how learning happens or could happen
in the brain. As a result, one of the names that deep learning has gone by is Artificial Neural
Networks (ANN).
The neural perspective on deep learning is motivated by two main ideas. One idea is that
the brain provides a proof by example that intelligent behaviour is possible, and a conceptually
straightforward path to building intelligence is to reverse engineer the computational princi-
ples behind the brain and duplicate its functionality. Another perspective is that it would be
deeply interesting to understand the brain and the principles that underlie human intelligence,
so machine learning models that shed light on these basic scientific questions are useful, in
addition to being fine engineering tools.
Today, neuroscience is regarded as an important source of inspiration for deep learning re-
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searchers, but it is no longer the predominant guide for the field. Media accounts often empha-
size the similarity of deep learning to the brain. While it is true that deep learning researchers
are more likely to cite the brain as an influence than researchers working in other machine
learning fields such as kernel machines or Bayesian statistics, one should not view deep learn-
ing as an attempt to simulate the brain. Modern deep learning draws inspiration from many
fields, especially applied mathematics fundamentals like Linear Algebra, Probability, Informa-
tion Theory, and Numerical Optimization.
As figure 1.1 illustrates, the architecture of the solution is based on CNNs and LSTMs,
which are different kinds of ANNs. In this chapter, a description of the theory on which the
adopted solution is built in is given. It starts with an overview of the fundamentals of NNs,
and it is followed by a deep explanation about convolutional and recurrent networks, specially
long short-term memory units.
3.1 Fundamentals of Neural Networks
Following the aforementioned idea about the NN’s origins, they have primarily been inspired
by the goal of modelling biological neural systems, but have since diverged and become a
matter of engineering and achieving good results in machine learning tasks.
The basic computational unit of the brain is a neuron. Approximately 86 billion neurons can
be found in the human nervous system and they are connected with approximately 1014–1015
synapses [62].
Figure 3.1 shows a biological neuron (3.1a) and a common mathematical model (3.1b). Each
neuron receives input signals from its dendrites and produces output signals along its single
axon. The axon eventually branches out and connects via synapses to dendrites of other neu-
rons. In the computational model of a neuron, the signals that travel along the axons (e.g. x0)
interact multiplicatively, e.g. w0x0, with the dendrites of the other neuron based on the synap-
tic strength at that synapse, e.g. w0. The idea is that the synaptic strengths (the weights w)
are learnable and control the strength of influence of one neuron on another and its direction:
excitatory (positive weight) or inhibitory (negative weight). In the basic model, the dendrites
carry the signal to the cell body where they all get summed. If the final sum is above a certain
threshold, the neuron can fire, sending a spike along its axon. In the computational model, it
is assumed that the precise timings of the spikes do not matter, and that only the frequency of
the firing communicates information. Based on this rate code interpretation, the firing rate of
the neuron can be modelled with an activation function f , which represents the frequency of
the spikes along the axon.
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(a) Biological neuron.
(b) Mathematical model.
Figure 3.1: Analogy between a biological neuron and a mathematical model [62].
3.1.1 Feedforward Networks
Deep feedforward networks, also often called Feedforward Neural Networks (FNN), or Multi-
Layer Perceptrons (MLP), are the quintessential deep learning models. As described in [12],
the goal of a feedforward network is to approximate some function f∗ . For example, for
a classifier, y = f∗(x) maps an input x to a category y. A feedforward network defines a
mapping y = f(x; θ) and learns the value of the parameters θ that result in the best function
approximation.
These models are called feedforward because information flows through the function being
evaluated from x, through the intermediate computations used to define f , and finally to the
output y.
NNs are often organized into distinct layers of neurons. Mathematically, the model can be
seen as group of functions connected in a chain, for example f(x) = f (3)(f (2)(f (1)(x))). In this
case f (1) is called the first layer of the network, f (2) is called the second layer, and so on.
The overall length of the chain gives the depth of the model. The final layer of a feedfor-
ward network is called the output layer. During neural network training, the algorithm drives
f(x) to match f∗(x). The training data provides us with noisy, approximate examples of f∗(x)
evaluated at different training points. Each example x is accompanied by a label y ≈ f∗(x).
The training examples specify directly what the output layer must do at each point x; it must
produce a value that is close to y. The behaviour of the other layers is not directly specified
by the training data. The learning algorithm must decide how to use those layers to produce
the desired output, but the training data does not say what each individual layer should do.
Instead, the learning algorithm must decide how to use these layers to best implement an ap-
proximation of f∗(x). Because the training data does not show the desired output for each of
these layers, these layers are called hidden layers.
Each hidden layer of the network is typically vector-valued. The dimensionality of these
hidden layers determines the width of the model. Consequently, one should think of the layer
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as consisting of many units that act in parallel, each representing a vector-to-scalar function.
From a less mathematical point of view [62], NNs can be seen as collections of neurons
that are connected in an acyclic graph. In other words, the outputs of some neurons can be-
come inputs to other neurons. For regular neural networks, the most common layer type is
the fully-connected layer in which neurons between two adjacent layers are fully pairwise con-
nected, but neurons within a single layer share no connections. An example of this network is
presented in figure 3.2.
Figure 3.2: A 3-layer fully-connected neural network [62].
3.1.2 Output Units
Unlike all layers in an NN, the output layer neurons most commonly do not have an activation
function. This is because the last output layer is usually taken to represent the class scores, e.g.
in classification which are arbitrary real-valued numbers, or in regression which are some kind
of real-valued target.
There are three major kinds of output units: linear, sigmoid and softmax units. The first
one is the simplest and it is based on an affine transformation without non-linearity. Sigmoid
units can be used in classification problems with two classes because they defined a Bernoulli
distribution over y conditioned to x. The softmax unit is the one that is used in this work,
therefore it is explained in a little more detail.
Softmax Output
Any time a probability distribution has to be represented over a discrete variable with n possi-
ble values, a softmax function may be used. These functions are most often used as the output
of a classifier, to represent the probability distribution over n different classes.
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With this purpose, a vector ŷ with ŷi = P (y = i|x) must be produced. It is required not
only that each element of yi be between 0 and 1, but also that the entire vector sums to 1 so
that it represents a valid probability distribution. First, a linear layer predicts unnormalised
log probabilities:
z = WTh + b (3.1)
where zi = log(P̃ (y = i|x). The softmax function can then exponentiate and normalise z to






The use of the exp function works very well when training the softmax output to a target
value y using maximum log-likelihood. In this case, the objective is to maximise the expression
3.3. Defining the softmax in terms of exp is natural because the log in the log-likelihood can
undo the exp of the softmax, remaining as equation 3.4.
log(P (y = i; z)) = log(softmax(z)i) (3.3)





Generally, hidden units can be described as accepting a vector of inputs x, computing an affine
transformation as in 3.1 and then applying an element-wise non-linear function g(z) called
activation function.
The design of hidden units is an extremely active area of research and does not yet have
many definitive guiding theoretical principles. It is usually impossible to predict in advance
which will work best. The design process consists of trial and error, intuiting that a kind of
hidden unit may work well, and then training a network with that kind of hidden unit and
evaluating its performance on a validation set.
Every activation function, or non-linearity, takes a single number and performs a certain
fixed mathematical operation on it. There are three major activation functions: sigmoid, hyper-
bolic tangent and rectified linear functions, among others.
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Sigmoid and Hyperbolic Tangent Activation Functions
Historically, most NNs used the sigmoid and the tangent activation functions, which are de-
fined by equations 3.5 and 3.6, and shown in figures 3.3 and 3.4, respectively. In addition,
equation 3.7 demonstrates that these activation functions are closely related.








tanh(z) = 2σ(2z)− 1 (3.7)
Figure 3.3: Sigmoid activation function [62].
Figure 3.4: Hyperbolic tangent activation function [62].
Sigmoidal units saturate across most of their domain—they saturate to a high value when
z is very positive, saturate to a low value when z is very negative, and are only strongly sen-
sitive to their input when z is near 0. The widespread saturation of sigmoidal units can make
gradient-based learning very difficult. For this reason, their use as hidden units in feedforward
networks is now discouraged.
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When a sigmoidal activation function must be used, the hyperbolic tangent activation func-
tion typically performs better than the logistic sigmoid. It resembles the identity function more
closely, in the sense that tanh(0) = 0 while σ(0) = 12 . Because tanh is similar to the identity
function near 0, training a hyperbolic tangent unit is easier than a sigmoid one.
Rectified Linear Units
The Rectified Linear Unit (ReLU) has become very popular in the last few years. It computes
the equation 3.8. In other words, the activation is simply thresholded at zero, as figure 3.5
shows.
g(z) = max{0, z} (3.8)
Figure 3.5: ReLU activation function [62].
A ReLU outputs zero across half its domain. This makes the derivatives through a rectified
linear unit remain large whenever the unit is active. The gradients are not only large but also
consistent. The second derivative of the rectifying operation is 0 almost everywhere, and the
derivative of the rectifying operation is 1 everywhere that the unit is active. This means that the
gradient direction is far more useful for learning than it would be in other activation functions.
One drawback to ReLU is that they cannot learn via gradient-based methods on examples in
which their activation is zero. However, in practice, gradient descent still perform well enough
for these units. This is in part because NN training algorithms do not usually arrive at a local
minimum of the cost function, but instead merely reduce its value significantly. Nevertheless,
there are some generalizations of ReLUs that try to resolve this limitation (Leaky ReLU, Para-
metric ReLU or Maxout Units [12]).
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3.1.4 Back-Propagation
When a feedforward NN accepts an input x and produces an output ŷ, information flows for-
ward through the network. The inputs x provide the initial information that then propagates
up to the hidden units at each layer and finally produces ŷ. This is called forward propaga-
tion. During training, forward propagation can continue onward until it produces a scalar cost
J(θ). The back-propagation algorithm allows the information from the cost to flow backwards
through the network. Actually, back-propagation refers only to the method for computing the
gradient, while another algorithm, such as Stochastic Gradient Descent (SGD), is used to per-
form learning using this gradient.
Gradient Interpretation and Chain Rule of Calculus
The gradient is used in a NN to optimise a cost function at the output so as to select the weights
which provide the best performance of the network. To understand the effect of the gradient,
it is also necessary to understand the interpretation of the derivative of a function.
Suppose we have a function 3.9, where both x and y are real numbers. The derivative of
this function is denoted as f ′(x) or as dydx . The derivative f
′(x) gives the slope of f(x) at the
point x. In other words, it specifies how to scale a small change in the input in order to obtain
the corresponding change in the output, as seen in equation 3.10.
y = f(x) (3.9)
f(x+ ε) ≈ f(x) + εf ′(x) (3.10)
The derivative is therefore useful for minimising a function because it helps to know how
to change x in order to make a small improvement in y. f(x) can be reduced or increased
by moving x in small steps according to the sign of the derivative. This technique is called
gradient descent and is the basic of every gradient-based optimisation method such as SGD.
Regarding the chain rule of calculus, it is used to compute the derivatives of functions
formed by composing other functions whose derivatives are known. Back-propagation is an
algorithm that computes the chain rule in a highly efficient way.
Let x be a real number, let f and g both be functions mapping from a real number to a real
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It can be generalised beyond the scalar case. Assuming that x ∈ Rm, y ∈ Rn, g maps from


















where ∂y∂x is the n×m Jacobian matrix of g.
From this, it can be seen that the gradient of a variable x is obtained by multiplying a
Jacobian matrix ∂y∂x by a gradient ∇xz. The back-propagation algorithm consists of performing
such a Jacobian-gradient product for the whole chain of functions that represents the network.
Back-Propagation Algorithm in Neural Networks
To clarify the algorithm of back-propagation computation, one may consider the simplest case,
as it could be a single-layer NN, and then generalise it to any depth.
Algorithm 3.1 first shows the forward propagation, which maps parameters to the super-
vised loss L(ŷ,y) associated with a single (input,target) training example (x,y), with ŷ the
output of the NN when x is provided in input.
Algorithm 3.2 then shows the corresponding computation to be done for applying the back-
propagation algorithm.
However, one can notice that these algorithms form a naive approach of the back-propagation
method, since it has not been explained how to control the memory consumption of back-
propagation. Usually, back-propagation involves the summation of high-dimensional com-
ponents in long chains of functions to compute the gradient, thus resulting an overly high
memory bottleneck. The way to avoid this will depend on the software in which the back-
propagation is implemented.
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Algorithm 3.1 Forward propagation through a typical deep neural network and the compu-
tation of the cost function. The loss L(ŷ,y) depends on the output ŷ and on the target y. For
simplicity, this demonstration uses only a single input example x. Practical applications should
use a minibatch (as SGD) [12].
Require: Network depth, l
Require: W(i), i ∈ {1, ..., l}
Require: b(i), i ∈ {1, ..., l}
Require: x, the input to process
Require: y, the target output
h(0) = x
for k = 1, ..., l do




J = L(ŷ,y) + λΩ(θ)
Algorithm 3.2 Backward computation for the deep neural network of Algorithm 3.1, which
uses, in addition to the input x, a target y. This computation yields the gradients on the acti-
vations a(k) for each layer k, starting from the output layer and going backwards to the first
hidden layer. From these gradients, which can be interpreted as an indication of how each
layer’s output should change to reduce error, one can obtain the gradient on the parameters of
each layer. The gradients on weights and biases can be immediately used as part of a SGD up-
date (performing the update right after the gradients have been computed) or used with other
gradient-based optimisation methods [12].
After the forward computation, compute the gradient on the output layer:
g← ∇ŷJ = ∇ŷL(ŷ,y)
for k=l,l-1,...,1 do
Convert the gradient on the layer’s output into a gradient into the pre-non-linearity acti-
vation (element-wise multiplication if f is element-wise):
g← ∇a(k)J = g  f ′(a(k))
Compute gradients on weights and biases:
∇b(k)J = g
∇W(k)J = gh(k−1)>
Propagate the gradients to the next lower-level hidden layer’s activations:
g← ∇hJ = W(k)>g
end for
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Furthermore, real-world implementations of back-propagation also need to handle various
data types, such as 32-bit floating point, 64-bit floating point or integer values. The policy for
handling each of these types requires special care to design.
Another problem is that some operations have undefined gradients, and it is important to
track these cases and determine whether the gradient requested by the user is undefined.
3.1.5 Regularisation
A central problem in machine learning is how to make an algorithm that will perform well
not just on the training data, but also on new inputs (overfitting). Many strategies used in
machine learning are explicitly designed to reduce the test error, possibly at the expense of
increased training error. These strategies are known collectively as regularisation. There are
several ways of control the capacity of a NN to generalise. Some of the most commonly used
methods are described below.
L2 Regularisation
L2 regularisation is the most common form of regularisation. It can be implemented by pe-
nalising the squared magnitude of all parameters directly in the objective. That is to say, for
every weight w in the network, a term
1
2
λw2 is added to the cost function, where λ is the reg-
ularisation strength. It is common to see the factor of
1
2
in front because the gradient of this
term with respect to the parameter w is, then, simply λw instead of 2λw. L2 regularisation has
the intuitive interpretation of heavily penalising peaky weight vectors and preferring diffuse
weight vectors. Lastly, one can notice that during gradient descent parameter update, using L2
regularisation ultimately means that every weight is decayed linearly.
L1 Regularisation
L1 regularisation is another relatively common form of regularisation, where for each weight
w a term λ|w| is added to the cost function. It is possible to combine L1 regularisation with
L2 regularisation: λ1|w| + λ2w2 (this is called Elastic net regularisation). L1 regularisation has
the intriguing property that it leads the weight vectors to become sparse during optimisation
(i.e. very close to exactly zero). In other words, neurons with L1 regularization end up using
only a sparse subset of their most important inputs and become nearly invariant to the “noisy”
inputs. In comparison, final weight vectors from L2 regularisation are usually diffuse, small
numbers.
26 3.1. FUNDAMENTALS OF NEURAL NETWORKS
Max Norm Constraints
Another form of regularisation is to enforce an absolute upper bound on the magnitude of the
weight vector for every neuron and use projected gradient descent to enforce the constraint. In
practice, this corresponds to performing the parameter update as normal, and then enforcing
the constraint by clamping the weight vector −→w of every neuron to satisfy ‖−→w‖2 < c . One of
its appealing properties is that the network cannot “explode” even when the learning rates are
set too high because the updates are always bounded.
Dropout
Dropout is an extremely effective, simple and recently introduced regularisation technique that
complements the other methods (L1, L2, Max Norm). While training, dropout is implemented
by only keeping a neuron active with some probability p (a hyperparameter), or setting it to
zero otherwise. Dropout can be interpreted as sampling an NN and only updating parameters
of the sampled network based on the input data. An example of this method is illustrated in
figure 3.6, where it can be seen that after applying dropout only a few neurons have remained
active.
(a) Standard NN without dropout applied. (b) NN after applying dropout.
Figure 3.6: Use of dropout to a standard NN [12].
3.1.6 Optimisation. Learning Parameters
Up to now, with back-propagation one can obtain the gradient of the network in order to com-
pute a certain cost function. The goal of training is to find the parameters of the network
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(weights and biases) which perform the best optimisation of the cost function. To this aim, the
training process can compute different optimisation algorithms.
Over time, several approaches for finding parameters have been proposed. The most com-
mon methods are gradient-based algorithms, specifically the SGD. This optimisation method
and its variants are explained next.
Stochastic Gradient Descent
The SGD is an extension of the gradient descent algorithm (see section 3.1.4). A recurring
problem in machine learning is that large training sets are necessary for good generalisation,
but also computationally expensive.
The cost function used by a machine learning algorithm often decomposes as a sum over
training examples of some per-example lost function. For example, the negative conditional















As the training set size grows, the time to take a single gradient step becomes prohibitively
long. To avoid this problem, in SGD, the gradient is an expectation, and it is estimated using a








And for each step, the parameters are estimated with:
θ = θ − εg (3.17)
where ε is the learning rate. In the equations, the learning rate is shown as a fixed value.
However, it is important to notice that this value changes over the steps, in particular, it has to
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decrease. Therefore, it allows to control how much the gradient affects to the parameters in the
later steps of the algorithm.
Stochastic Gradient Descent with Momentum
The method of Momentum is designed to accelerate the learning. It is used as an additional
hyperparameter of the SGD as it can be seen in equations 3.18 and 3.19.






θ = θ + v (3.19)
The momentum algorithm accumulates an exponentially decaying moving average of the
past gradients and continues to move in their direction. The hyperparameter α determines
how quickly the contributions of previous gradients exponentially decay. The update velocity
is represented by v.
Stochastic Gradient Descent with Nesterov Momentum
Nesterov Momentum is a variant of the Momentum algorithm and it is also designed for accel-
erating the learning. The update equation is given by:





L(x(i),y(i), θ + αv) (3.20)
The difference between standard Momentum algorithm and Nesterov Momentum is where
the gradient is evaluated. In Nesterov Momentum, the gradient is evaluated after the update
velocity is applied.
3.2 Convolutional Neural Networks
Convolutional networks, also known as Convolutional Neural Networks (CNN) or ConvNets,
are a specialised kind of NN for processing data that has a known, grid-like topology. Exam-
ples include time-series data, which can be thought of as a 1D grid taking samples at regular
time intervals, and image data, which can be thought of as a 2D grid of pixels. Convolutional
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networks have been tremendously successful in practical applications. The name “convolu-
tional neural network” indicates that the network employs a mathematical linear operation
called convolution. CNNs are simply NNs that use convolution in place of general matrix
multiplication in at least one of their layers.
As previously stated, CNNs could work out in with promising results in any task involving
grid-like data. In the present work, the inputs of these networks are images. Consequently, this
section focuses on the characteristics of CNNs prepared to process images.
3.2.1 The Convolution Operation
In its most general form, convolution is an operation on two functions of real-valued argument.
Expressions 3.21 and 3.22 define the continuous-time convolution. If the values of x and w are
expressed at certain time intervals, the discrete-time convolution is defined by equation 3.23








In convolutional network terminology, x is often referred to as the input and w as the ker-
nel. The output can sometimes be called feature map. The input is usually a multidimensional
array of data and the kernel is usually a multidimensional array of parameters that are adapted
by the learning algorithm.
3.2.2 CNN Architecture
CNNs take advantage of the fact that the input consists of images and they constrain the archi-
tecture in a more sensible way. In particular, unlike a regular NN, the layers of a ConvNet have
neurons arranged in 3 dimensions: width, height, depth. Moreover, the neurons in a layer
will only be connected to a small region of the layer before it, instead of all of the neurons in a
fully-connected manner. Figure 3.7 shows a very simple diagram of a ConvNet.
A ConvNet, in the simplest case, is a sequence of layers that transform the image volume
into an output volume. Three main types of layers are used to build ConvNet architectures:
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Figure 3.7: Dimensions in a CNN [62].
Convolutional Layer, Pooling Layer, and Fully-Connected Layer, among others. These layers
are stacked to form a full ConvNet architecture.
3.2.2.1 Convolutional Layer
The convolutional layer is the core building block of a CNN which does most of the computa-
tional heavy lifting.
The convolutional layer’s parameters consist of a set of learnable filters. Every filter is small
spatially, along width and height, but extends through the full depth of the input volume.
During the forward pass, each filter is slid across the width and height of the input volume,
computing dot products between the entries of the filter and the input at any position (convo-
lution operation). As the filter is slid over the width and height of the input volume it produces
2D activation map that gives the responses of that filter at every spatial position.
Intuitively, the network will learn filters that activate when they see some type of visual
feature such as an edge of some orientation or a blotch of some colour on the first layer, or
eventually entire specific object patterns on higher layers of the network. This activation maps
are stacked along the depth dimension to form the output volume.
The configuration and behaviour of the convolutional layer rely on three important as-
pects: local connectivity, spatial arrangement and parameter sharing. This three aspects are
discussed below.
Local Conectivity
When dealing with high-dimensional inputs such as images, it is impractical to connect neu-
rons to all neurons in the previous volume. Instead, each neuron is connected only to a local
region of the input volume. The spatial extent of this connectivity is a hyperparameter called
the receptive field of the neuron and it corresponds to the filter size. The extent of the connec-
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tivity along the depth axis is always equal to the depth of the input volume. It is important to
emphasise again this asymmetry in how the spatial dimensions are treated (width and height)
and the depth dimension: the connections are local in space (along width and height), but al-
ways full along the entire depth of the input volume. An example of this property can be seen
in figure 3.8, where each neuron in the convolutional layer is only connected to a local region
in the input volume.
Figure 3.8: Local connectivity in a convolutional layer [62].
Spatial Arrangement
The previous property explains the connectivity of each neuron to the input volume. However,
it does not specify how many neurons there are in the convolutional layer and how they are
arranged. Three hyperparameters control the size of the output volume: depth, stride and
zero-padding.
Depth. The depth of the output volume corresponds to the number of filters we would like
to use, each of them learning to look for something different in the input. For example, if the
first convolutional layer takes as input the raw image, then different neurons along the depth
dimension may activate in presence of various oriented edged, or blobs of colour. The set of
neurons that are looking at the same region of the input is known as a depth column.
Stride. The stride with which the filter is slid must be specified. When the stride is 1, the filters
are moved one pixel at a time. When the stride is 2 (or uncommonly 3 or more, though this
is rare in practice) then the filters jump 2 pixels at a time as they are slid. This will produce
smaller output volumes spatially.
Zero-padding. Sometimes it will be convenient to pad the input volume with zeros around
the border. The size of this zero-padding is a hyperparameter. The advantage of this hyperpa-
rameter is that it will allow for controlling the spatial size of the output volumes.
The spatial size of the output volume can be computed as a function of the input volume
size (W ), the receptive field size of the convolutional layer neurons (F ), the stride with which
they are applied (S), and the amount of zero-padding used (P ) on the border. This function is
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defined by expression 3.24.




Parameter sharing scheme is used in convolutional layers to control the number of parameters.
This amount can be reduced based on whether a feature is useful at some position in the image,
then it should also be useful at a different position. Denoting a single 2D slice of depth as a
depth slice, the neurons in each depth slice are going to be constrained to use the same weights
and bias.
If all neurons in a single depth slice are using the same weight vector, then the forward pass
of the convolutional layer can in each depth slice be computed as a convolution of the neuron’s
weights with the input volume.
From the memory footprint point of view, this parameter sharing will help to reduce the
amount of memory used by the CNN.
3.2.2.2 Pooling Layer
It is common to periodically insert a pooling layer in between successive convolutional layers in
a CNN architecture. Its function is to progressively reduce the spatial size of the representation
to reduce the amount of parameters and computation in the network, and hence to also control
overfitting.
A pooling function replaces the output of a net at a certain location with a summary statistic
of the nearby outputs. The most common pooling operation is max pooling but other popu-
lar functions are the average of a rectangular neighbourhood, the L2-norm of a rectangular
neighbourhood or a weighted average based on the distance from the central pixel.
The pooling layer operates independently on every depth slice of the input and resizes it
spatially. The most common form is a pooling layer with filters of size 2 × 2 applied with a
stride of 2 downsamples every depth slice in the input by 2 along both width and height, dis-
carding 75% of the activations. Every MAX operation would in this case be taking a max over
4 numbers (little 2× 2 region in some depth slice). The depth dimension remains unchanged.
In figure 3.9, there is an example of how the max pooling operation affects the input volume
and a depth slice. 3.9a shows how the pooling downsamples the volume spatially, indepen-
dently in each depth slice of the input volume and preserving the volume depth. On the other
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hand, 3.9b illustrates the max pooling operation with a stride of 2 to a single depth slice. Each
max is taken over 4 numbers.
(a) Effect of pooling in an output volume.
(b) Example of max pooling.
Figure 3.9: Pooling Layer function [62].
3.2.2.3 Fully-Connected Layer
The Fully-Connected layer is a traditional NN that uses a softmax output (other classifiers
like SVM can also be used). In a ConvNet architecture, every neuron of the input volume is
connected to every neuron of the next layer.
The output from the convolutional and pooling layers represents high-level features of the
input image. The purpose of the fully-connected layer is to use these features for classifying
the input image into various classes based on the training dataset.
Apart from classification, adding a fully-connected layer is also a cheap way of learning
non-linear combinations of these features. Most of the features from convolutional and pooling
layers may be good for the classification task, but combinations of those features might be even
better.
In a classification task, the sum of output probabilities from the fully-connected layer should
be 1. This is ensured by using the softmax output.
3.2.3 Well Established CNN Architectures
In the field of ConvNets, one rarely will have to train a new model from scratch. Instead of
that, it is better to choose one network of the several architectures that have been thoroughly
tested and finetune it to the specific task. The most common architectures are briefly presented
next.
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LeNet [63]. The first ConvNet architecture with succesfull applications was the LeNet. It was
used to read zip codes, digits, etc.
AlexNet [64]. This ConvNet was a deeper and much wider version of the LeNet. It won
by a large margin the difficult ImageNet Large Scale Visual Recognition Challenge (ILSVRC) in
2012. It was a significant breakthrough with respect to the previous approaches and the current
widespread application of CNNs can be attributed to this work.
ZFNet [65]. This network won the ILSVRC 2013. It became known as the ZFNet. It was
an improvement on AlexNet by tweaking the architecture hyperparameters, in particular by
expanding the size of the middle convolutional layers and making the stride and filter size on
the first layer smaller.
GoogleNet [66]. The ILSVRC 2014 winner was a ConvNet from Google. Its main contribu-
tion was the development of an Inception Module that dramatically reduced the number of
parameters in the network (4M, compared to AlexNet with 60M). Additionally, this paper uses
average pooling instead of fully-connected layers at the top of the ConvNet, eliminating a large
amount of parameters that do not seem to matter much.
VGGNet [67]. The runner-up in ILSVRC 2014 was the VGGNet. Its main contribution was
showing that the depth of the network is a critical component for good performance. Their
final best network contains 16 CONV/FC layers and, appealingly, features an extremely ho-
mogeneous architecture that only performs 3x3 convolutions and 2x2 pooling from beginning
to end. A downside of the VGGNet is that it is more expensive to evaluate and uses a lot more
memory and parameters (140M).
ResNet [68]. The Residual Network was the winner of ILSVRC 2015. It features special
skip connections and a heavy use of batch normalization. The architecture is also missing
fully-connected layers at the end of the network. ResNets are currently by far state of the art
ConvNets models.
3.3 Recurrent Neural Networks
Recurrent Neural Networks (RNN) are a family of NNs for processing sequential data. Each
neuron or unit can use its internal memory to maintain information about previous inputs.
These networks rely on the concept of parameter sharing, in the sense that a part of the
model could be shared by different members of a sequence of data. This sharing is quite impor-
tant when a particular piece of information in a specific order can occur in multiple positions
within the sequence.
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As considered before in section 3.1.1, in a feedforward neural network, the connections do
not form cycles. However, if this condition is removed, allowing cyclical connections between
the layers of the network, the concept of Recurrent Neural Networks comes up.
The graph in figure 3.10 represents a recurrent structure. It corresponds to a RNN with no
outputs. The network processes information from the input x by incorporating it into the state
h that is passed forward through time. Each state of the network is modelled by equation 3.25.
Figure 3.10: Recurrent Neural Network without outputs [12].
h(t) = f(h(t−1),x, θ) (3.25)
When the recurrent network is trained to perform a task that requires predicting the future
from the past, the network typically learns to use h(t) as a kind of lossy summary of the relevant
task aspects of the past sequence of inputs up to t. Depending on the training criterion, this
summary might selectively keep some aspects of the past sequence with more precision than
other ones.
The above graph only shows how the information travels from the previous state to the next
state, yet not mentioning anything about the output of the network. An example of an RNN
considering outputs is illustrated in figure 3.11. The network has input to hidden connections
parametrised by a weight matrix U, hidden to hidden connections parametrised with a weight
matrix W and hidden to output connections parametrised by a weight matrix V. The estimates
ŷ correspond to the softmax of the output of each state: ŷ = softmax(o).
Assuming, for example, that the activation function of the hidden layers is the hyperbolic
tangent and knowing that the output is given by a softmax probability function, the forward
propagation of the network could be modelled by the next set of equations.
a(t) = b + Wh(t−1) + Ux(t) (3.26)
h(t) = tanh(a(t)) (3.27)
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Figure 3.11: Recurrent Neural Network with outputs [12].
o(t) = c + UV(t) (3.28)
ŷ = softmax(o(t)) (3.29)
3.3.1 Bidirectional Recurrent Neural Networks
The RNN structure shown up to now, only considered that one state at a time t captures infor-
mation from the past and the present. However, there are applications where the prediction
depends on the whole input sequence (past, present and future). Bidirectional RNN were in-
vented to address that need.
This kind of network combines an RNN that moves forward through time, beginning from
the start of the sequence, with another RNN that moves backward through time, beginning
from the end of the sequence. Figure 3.12 illustrates the typical bidirectional RNN, with h(t)
standing for the state of the sub-RNN that moves forward through time and g(t) standing for
the state of the sub-RNN that moves backward through time. This allows the output units o(t)
to compute a representation that depends on both the past and the future.
3.3.2 The Problem of Long-Term Dependencies
Recurrent networks involve the composition of the same function multiple times, once per
time step. These compositions can result in extremely non-linear behaviour. In particular, the
function composition employed by RNNs resembles a matrix multiplication, for example te
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Figure 3.12: Bidirectional Recurrent Neural Network [12].
following relation:
h(t) = W>h(t−1) (3.30)
The latter expression is a very simple recurrent network lacking both a non-linear activation
function and inputs x. The recurrence relation essentially describes the power method shown
in the next equation:
h(t) = (Wt)>h(t−1) (3.31)
If W admits an eigendecomposition of the form of 3.32, with orthogonal Q, the recurrence
may be simplified further to expression 3.33.
W = QΛQ> (3.32)
h(t) = Q>ΛtQh(0) (3.33)
The eigenvalues are raised to the power of t causing eigenvalues with magnitude less than
one to vanish and eigenvalues with magnitude greater than one to explode. Any component
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of h(0) that is not aligned with the largest eigenvector will eventually be discarded. In the same
way, gradients will be conditioned to this effect. As a result, there also exists the vanishing an
exploding gradient problem.
As a consequence of this problem, simple RNNs are not able to learn long-term dependen-
cies. Nevertheless, there are different methods to resolve this problem, such as leaky units or
gated networks.
3.3.3 Long-Short-Term Memory
The idea of introducing self-loops to produce paths where gradient can flow for long durations
(without vanishing or exploding) is a core contribution of the initial Long-Short-Term memory
(LSTM)
Instead of a unit that simply applies an element-wise non-linearity to the affine transfor-
mation of inputs and recurrent units, LSTM recurrent networks have LSTM cells that have an
internal recurrence (a self-loop), in addition to the outer recurrence of the RNN. Each cell has
the same inputs and outputs as an ordinary recurrent network, but it has more parameters and
a system of gating units that controls the flow of information.
The structure of an LSTM cell has the following stages and it is shown in figure 3.13.
1. New Memory Generation. Essentially, it uses the input x(t) and the past hidden unit
h(t−1) to generate a new memory which includes aspects of the input.
ĉ(t) = tanh(W(c)x(t) + U(c)h(t−1)) (3.34)
2. Input Gate. The input gate uses the input x(t) and the past hidden state h(t−1) to de-
termine whether or not the input is worth preserving and thus is used to gate the new
memory generation.
i(t) = σ(W(i)x(t) + U(i)h(t−1)) (3.35)
3. Forget Gate. The forget gate uses the input x(t) and the past hidden state h(t−1) to check
whether the past memory is useful for the computation of the current memory.
f (t) = σ(W(f)x(t) + U(f)h(t−1)) (3.36)
4. Final Memory Generation. This stage takes the advice of the forget gate f (t) and, accord-
ingly, forgets the past memory ct−1. Similarly, it takes the advice of the input gate i(t)
and, accordingly, gates the new memory ĉ(t). It then sums these two results to produce
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the final memory c(t).
c(t) = f (t) ◦ c(t−1) + i(t) ◦ ĉ(t) (3.37)
5. Output/Exposure Gate. Its purpose is to separate the final memory from the hidden state.
The final memory c(t) contains a lot of information that is not necessarily required to be
saved in the hidden state. Hidden states are used in every single gate of an LSTM and
thus, this gate makes the assessment regarding which parts of the memory c(t) need to
be exposed/present in the hidden state h(t). The signal that it produces to indicate this is
o(t) and it is used to gate the point-wise hyperbolic tangent of the memory.
o(t) = σ(W(0)x(t) + U(0)h(t−1)) (3.38)
h(t) = o(t) ◦ tanh(ct) (3.39)
Figure 3.13: Long-Short-Term Memory cell structure [69].
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3.4 Conclusion
This chapter has presented the necessary basic knowledge to understand both core network
types that the LRCN utilises: ConvNets and LSTMs.
Firstly, the fundamentals of common NN were shown, specially fully-connected networks,
as well as a review of the most important parameters to take into account when training NNs,
such as output unit types, activation functions, the back-propagation algorithm and some reg-
ularisation and optimisation methods; with particular emphasis in those that are part of the
LRCN: ReLUs, softmax output units, dropout regularisation and SGD method.
Secondly, the CNN architecture and all the possible hyperparameters that exist to config-
ure it were described. Moreover, there is a brief description of the most common ConvNet
architectures.
Finally, the chapter ends up with the theory about RNN, with special interest in LSTMs as a
way to address the problem of long-term dependencies whose basic structure shown in figure
3.13 is the one used by the LRCN.
Chapter 4
Implementation: LRCN
Long-term Recurrent Convolutional Networks (LRCN) are a novel neural network architecture
proposed by [1]. This architecture combines the demonstrated strengths of CNNs in visual
recognition tasks with the fairly good performance of LSTMs in modelling time-dependent
sequences. The LRCN structure is illustrated in figure 4.1.
Figure 4.1: Long-term Recurrent Convolutional Network architecture [1].
As described in [1], this architecture has been designed to be used in three different visual
tasks: activity recognition, image captioning and video description. Although the three tasks
could be useful in the context of video surveillance, for the purpose of the present work this
network is only evaluated in the activity recognition task.
Within a video sequence, actions or events are always performed in various frames. There-
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fore, it is very likely that there is a time relationship between the information of those frames.
On the one hand, in the first stage the system launches one ConvNet for each frame of the
input video sequence for extracting visual features. On the other hand, the LSTM stage uses
those features to learn and model the time relationship between them throughout the video
sequence. At the output, the LRCN gives an estimate of the action that is being performed. It
is worth noting that this architecture is end-to-end trainable. In other words, the gradient can
be propagated backwards through all the network so all the parameters are trained.
The whole system has been implemented using the widely adopted deep learning frame-
work Caffe [13], whose root code is written in C++ with CUDA [14] for GPU computation.
4.1 Visual Feature Extraction
The visual features utilised in the second stage by the stacked LSTMs are obtained from a CNN.
This ConvNet is the ZFNet [65] with slight modifications in certain parameters of some layers.
The structure of the model is shown in figure 4.2.
Figure 4.2: CNN used in the visual feature extraction stage.
As seen in figure 4.2, features are extracted with a 6 layer CNN model, the first five are
convolutional and the last layer is fully-connected. The input layer is the one that adjusts input
images to fit the dimensions. It resizes every image to 256×256, without keeping the aspect
ratio, and then takes a random 227×227 crop. The only preprocessing applied to the resulting
crop before being used as input is subtracting the mean value over the training set from each
pixel. As the network works with RGB images, the input is 3-dimensional, corresponding each
dimension to a colour channel. Finally, this volume is the input volume of the next layer.
The first convolutional layer takes the input volume of size 227×227×3 generated in the
previous layer and convolves it with 96 different filters, each of size 7 × 7, using a stride of
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2 and no zero-padding. According to the equation 3.24, the output volume is 111×111×96.
This volume is followed by a rectified linear activation function (see section 3.1.3) and max
pooling within 3×3 regions and a stride of 2. To enhance network generalisation, local response
normalisation (described in [64]) is applied after the pooling. The dimension of the final volume
is 55×55×96.
The second convolutional layer convolves the input volume with 384 filters of size 5×5,
stride of 2 and no zero-padding, forming an output volume of 27×27×384. As for the first con-
volutional layer, this one is also followed by a rectified linear activation function, max pooling
and local response normalisation, yielding a 13×13×384 volume.
The third and fourth layers work with 512 filters of size 3×3, stride of 1 and 1 pixel zero-
padding. After each layer, rectified linear functions are applied to the outputs but neither
pooling nor normalisation are used.
The fifth layer is also convolutional and uses 384 filters of same size, stride and zero-
padding as in layers 3 and 4. After this layer, ReLU and max-pooling with 3×3 regions and
stride of 2 are used again, so the final output is a 6×6×384 volume.
Afterwards, the last feature map is taken by a fully-connected layer to produce a 4096 fea-
ture vector. Finally, this feature vector is the input of the LSTM-based stage.
4.2 Sequence Learning and Action Prediction
Sequence learning is achieved through a recurrent module based on LSTM with the same struc-
ture as in figure 3.13. Each LSTM network has 1024 hidden units and all of them are connected
as figure 4.3 below demonstrates.
Figure 4.3: Sequence Learning and Action Prediction stage.
The output of the previous stage of the system is a fixed length vector corresponding to
the visual features of each frame of a video sequence and each LSTM network of the recurrent
module has this feature vector connected to its input gate. The LSTMs produce after their
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last hidden unit an output vector zt which is also connected to the memory gates of the next
network. Therefore, this module results in a stack of LSTM networks atop one another and
working with information of previous and current frames of the video sequence with intent to
learn complex and long-term temporal dynamic of actions.
Regarding action prediction, in this system, the overall classification problem consists in
obtaining a global action prediction for a video sequence by analysing each frame. In other
words, the system must give a static output (prediction) based on a sequential input (frames).
To work out this problem, action prediction is given by a simple two-step aproach.
Firstly, the system gives a prediction of the probability distribution for each frame outcome
(P (yt)) over all possible actions, with yt ∈ C (where C is the total number of frames) . To
get this distribution, zt ∈ Rdz (dz is the number of elements of zt) outputs are passed through a
linear fully-connected network which performs the biased inner product of equation 4.1, where
Wz ∈ R|C|×dz and bz ∈ R|C|.
ŷt = Wzzt + bz (4.1)
Then, the probability distribution is computed by taking the softmax of ŷt as in equation
4.2 where c is the total number of possible actions.





In the second step, the average between all per-frame probabilities is taken, yielding a prob-
ability distribution for the whole video sequence. Therefore, the predicted action will corre-
spond to the highest value of the average probability distribution.
As previously mentioned, this system is end-to-end trainable. This means that the param-
eters of the model’s visual and sequential components can be jointly optimised. Optimisation
is carried out by maximising the likelihood of the ground truth outputs yt at each time step
t, conditioned on the input data and labels up to that point (x1:t, y1:t−1). In particular, for a
training set D of labelled sequences (xt, yt)Tt=1 ∈ D, and being (V,W ) the parameters of the
system’s visual and sequential stages, the loss function in 4.3 minimises the expected negative







logP (yt/x1:t, y1:t−1, V,W ) (4.3)
This way, the V parameters of the visual feature extractor learn to pick out those aspects of
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the visual input that are most relevant to the sequence learning stage. Likewise, V parameters
learn how best to interpret the dynamic of all considered actions.
4.3 Conclusion
The implementation of the Long-term Recurrent Convolutional Network architecture has been
explained in this chapter. This network is a two-stage system. The first stage extracts visual
features while the second stage uses those features to model the time relationship between
them throughout the video sequence. The whole system has been implemented using the deep
learning framework Caffe [13].
The visual feature extraction stage is based on the 6 layer CNN model shown in figure 4.2.
This ConvNet is the ZFNet[65] with slight modifications of certain parameters of some layers.
The first five layers are convolutional and the last one is fully-connected.
The sequence learning stage is a recurrent module based on LSTM. Each LSTM network of
figure 4.3 has 1024 hidden units and works with the corresponding feature vector generated in
the previous stage. The output of every LSTM is also connected to the memory gate of the next
network so the module can work with information of previous and current frames of the video
sequence.
The system gives a prediction of the action which is being performed in the sequence by
averaging all the per-frame probability distributions. Those per-frame probability distributions
are computed by taking the softmax of each output of the sequence learning stage.
It is worth stressing that the implemented system is end-to-end trainable. In other words,




This chapter contains the evaluation of the LRCN architecture. All the experiments have been
performed using the UCF101 dataset [2], which consists of 101 action classes in over 13,000
clips collected from YouTube.
Furthermore, a baseline model based on the ZFNet [65] has been defined in order to check
the improvement of this new proposed architecture in the action recognition task. Besides the
baseline, the performance of the system has been also compared to other proposed methods.
5.1 Experimental Set-up
Before showing the results of the experiments, it is important to clarify the conditions in which
thereof have been carried out. The dataset and baseline used are described here, as well as how
the system has been trained.
5.1.1 UCF101 Dataset
The UCF101 [2] is an action recognition dataset which includes a total number of 101 action
classes divided into five types: Human-Object Interaction, Body-Motion Only, Human-Human
Interaction, Playing Musical Instruments and Sports.
The dataset is composed of 13,320 videos which have been recorded in unconstrained envi-
ronments and typically include large variations in camera motion, different lighting conditions,
partial occlusion and low quality frames, thus being a challenging dataset. Figure 5.1 shows
sample frames of 6 action classes from UCF101.
Videos were collected from YouTube with a fixed frame rate of 25 FPS and a resolution of
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Figure 5.1: Sample frames for 6 action classes of UCF101 [2].
320×240. Clips of one action class are divided into 25 groups which contain 4-7 clips. All the
clips of one group share some common features, such as background, viewpoint or actors.
As opposed to other datasets such as Thumos’14 [70], Thumos’15 [71] or ActivityNet [72];
UCF101 videos are temporally trimmed, in other words, videos have been manually trimmed
so they only contain the part of the video where the action is being performed.
5.1.2 Baseline Method
A baseline has been used in order to compare the improvements of adding a sequence learn-
ing method based on LSTM to a simple convolutional network structure. This baseline is, in
essence, the CNN used in the first stage of the LRCN previously described in section 4.1. The
difference between the one shown in figure 4.2 and the baseline is that the latter has two more
fully-connected layers and the softmax operation afterwards. This structure is illustrated in
figure 5.2.
In a video, all frames are individually classified by the baseline presented. As in the LRCN
architecture, the whole video is classified by averaging all per-frame probabilities. The main
difference is that the baseline only works with information of the current frame, unlike the
LRCN model which works with information of previous and current frames.
5.1.3 Training the Model
The LRCN model is trained and tested with the UCF101 dataset [2]. Both RGB frames and
optical flow are considered as inputs to the system, using [73] to compute optical flow. When
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Figure 5.2: Baseline used to compare the LRCN with.
optical flow is used as input, the first and second channel correspond to the x and y flow
values, respectively, scaled to a range of [−128,+128]. The third channel represents the flow
magnitude.
The UCF101 is divided into a training set with over 8,000 videos and a test set containing
the rest. In turn, the training set is split into three splits. To complete a thorough training but
avoiding overfitting, the system is trained with cross-validation over the three splits. Addition-
ally, another way to avoid overfitting is augmenting the data. This is made by mirroring the
227×227 random crops.
It is worth recalling that the whole LRCN system is end-to-end trainable, which means that
it is not necessary to train both stages separately. However, this fact does not imply that one of
the stages can be pre-trained. Actually, the CNN used in the visual feature extraction stage is
pre-trained on the classification training set of the ImageNet [74] dataset. This previous initial-
isation of weights makes the whole training faster and helps to avoid overfitting. Regarding
the sequence learning stage, when using RGB as input, each LSTM has 256 hidden units. In
contrast, with optical flow as input, 1024 hidden units are used.
To help the whole system to generalise, dropout is applied to the last fully-connected layer
of the system with a ratio of 0.5, meaning that in each iteration every neuron of that layer has a
probability of 0.5 of remaining active.
Both stages of the LRCN architecture are jointly trained using SGD with momentum of
value 0.9, and the hardware utilised to train the network is an NVIDIA GeForce GTX 1080 [10].
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5.2 Evaluation
The evaluation of the trained LRCN system is performed on the test set of the UCF101. As with
the training set, the test set is also split into three splits and the performance of the system is
measured by the mean classification accuracy across the three splits.
The performance of the network is measured when using RGB and flow as inputs. Further-
more, like proposed in [4], the RGB and flow trained systems can be combined by computing
a weighted average of the softmax scores.
Table 5.1 shows the average accuracy of the baseline and the LRCN system across the three
splits of the UCF101 test set. It can be concluded that in every case, the proposed model outper-
forms the baseline. Results also prove that using optical flow as input increases the accuracy
of the system. Regarding to the combination of RGB and flow networks, using a higher weight
for the flow scores results in a better accuracy. The best accuracy value is obtained when fusing
RGB and flow LRCN systems with weights 1/3 and 2/3, respectively.
Single Network Weighted Average
RGB Flow 1/2, 1/2 1/3, 2/3
Baseline Model 67.37 74.37 75.46 78.94
LRCN Architecture 68.20 78.47 81.56 84.12
Table 5.1: Average accuracy of the baseline and the LRCN system across the three splits of the UCF101
test set, with RGB and flow as inputs.
Table 5.2 contains the performance of other state-of-the-art methods on the UCF101 dataset.
One of them is a hand-crafted method based on Improved Dense Trajectories (IDT) and the
rest are deep learning based models that also fuse RGB and flow networks. It can be noticed
that although [6] is a classic proposal, it achieves 89.1% of accuracy. The best system is the
work proposed by [8] with an average accuracy of 91.7%. Therefore, the LRCN achieves a
comparable average accuracy value to other state-of-the-art models.
Method Accuracy








Table 5.2: Average accuracy of state-of-the-art methods. LRCN architecture shows a performance com-
parable to the state of the art. The information within this table has been obtained from [8] and [4]
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5.3 Conclusion
This chapter has shown the performance of the LRCN system. This system has been trained
and tested with the UCF101 dataset [2], with both RGB and optical flow as inputs. Since the
network is end-to-end trainable, both stages have been jointly trained using SGD with 0.9 of
momentum and 0.5 dropout after the last fully-connected layer. To avoid overfitting and get the
best generalisation of the system, cross-validation over the three splits of the UCF101 training
set has been used.
The performance of the system has been measured by computing the average classification
accuracy across the three splits of the UCF101 test set, yielding a 68.2% and 78.47% when using
RGB and flow as inputs, respectively. The best performance is obtained when fusing RGB and
flow trained systems by averaging the softmax scores of each one. In this case the average
accuracy is 84.12%. In any way, the LRCN outperforms the baseline model. These results are
reported in table 5.1.
Regarding the comparative with other state-of-the-art methods shown in 5.2, the imple-




Conclusion and Future Work
After completing this work, this chapter shows some conclusions about the network that has
been implemented and evaluated, as well as several future directions to develop a whole
anomaly detection system.
6.1 Conclusion
The master’s thesis here presented has consisted of implementing and evaluating a state-of-
the-art action recognition method suitable for an anomaly detection system. The method is the
LRCN shown in figure 4.1 which is a two-stage configuration based on CNN and LSTM.
Prior to the analysis of the developed method, a study of the recent literature about anomaly
detection has been made so as to determine the route the scientific community is following.
This study suggest that, although there are some recent works with semi-supervised anomaly
detection systems, unsupervised ones are the most popular. Furthermore, in spite of the fact
that trajectory-based and low-level feature methods have traditionally been used, a new line of
research based on deep learning architectures is beginning to be widely explore.
Regarding the implementation of the LRCN, the visual feature extraction stage utilises a 6
layer CNN model while the sequence learning stage works with LSTM networks. Due to this
structure, the time-relationship between the visual features can be modelled.
The LRCN is end-to-end trainable, therefore its two stages are jointly trained using SGD
with momentum and considering RGB and optical flow as inputs. For both training and testing,
the UCF101 dataset [2] has been used.
The results of the experiments suggest that the performance of the LRCN is better than that
of the baseline for both RGB and flow inputs, concluding that the idea of learning the temporal
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dynamic of the visual features is beneficial. Particularly, the best results are obtained when
fusing RGB and flow trained systems, achieving a 84.12% of classification accuracy.
When comparing with other state-of-the-art alternatives, the implemented system obtains
a comparable accuracy value.
6.2 Future Work
Since the global would be to implement a complete anomaly detection system, several future
directions are proposed here. The idea would be to go from a supervised or semi-supervised
system to an unsupervised one.
• Explore other datasets. To improve the LRCN generalisation, other datasets with differ-
ent action classes could be used.
• Semi-supervised anomaly detection. Having the action recognition implemented and
trained to detect a certain number of classes, an anomaly would be those actions appear-
ing in a video which do not correspond to any class. This approach is semi-supervised
since the anomaly label is not considered during training, and additionally, it would be
the very next step of the work here presented.
• Unsupervised anomaly detection. In order to get an unsupervised system, there are
several clustering based approaches that can be explored. The core of an unsupervised
system could be the LRCN trained for action detection but without the softmax output.
Any clustering algorithm would be applied to the features of the last fully-connected net-
work to find some pattern that separates known action features from unknown situation
features.
• Similar architectures. Should it be required to use another core network in the anomaly
detection system, the work has demonstrate that it is preferable to use an architecture
capable of learning time relationships between visual features from continuous frames,
as the LRCN does.
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