In this paper, we study the self-normalized moderate deviations for centered independent random variables with finite third or higher moments. With these moment conditions, we obtain the exact self-normalized tail probabilities for all x = o(n 1/2 ). This is the extension of the results in Shao [17] and Jing, Shao and Wang [10] where at most finite third moment is assumed. In particular, if the centered independent random variables have zero third moment, the selfnormalized moderate deviation probabilities in (2) hold uniformly in a x range which is related to the moments with order between 3 and 4. Further more, it is proved that the range [0, o(n 1/4 )] is optimal under some regular moment conditions. At the end, we show the necessity of the zero third moment in obtaining the self-normalized moderate deviation probabilities in (2).
Introduction
For independent non-degenerate random variables X 1 , X 2 , · · · , X n with finite second moments, denote
The last two decades have witnessed a significant development on the limit theorems including central limit theorem, weak invariance principle, law of iterated logarithm, Berry-Esseen inequality, large and moderate deviation probabilities and so on in the so called self-normalized form, S n /V n . The last two in this list are the main approaches for estimating the error of the normal approximation to the self-normalized probabilities. It is well known that these self-normalized limit theorems usually require less moment conditions than those for the corresponding regular limit theorems. An incomplete list of reference includes Griffin and Kuelbs [8, 9] , Bentkus and Götze [2] , Giné, Götze and Mason [7] , Csörgő, Szyszkowicz and Wang [5] , Shao [15, 17] , Jing, Shao and Wang [10] and Jing, Shao and Zhou [11] and the survey papers of Shao [16, 18] . A systematic treatment of self-normalized limit theory is also collected in the book by de la Peña, Lai and Shao [6] .
The focus of this paper is on the self-normalized Cramér type moderate deviations and the range of x for self-normalized moderate deviation probabilities. For the i.i.d. case, Shao [17] proved that the Cramér type moderate deviation result
holds uniformly for x ∈ [0, o(n δ/(2(2+δ) )] under the conditions EX 1 = 0 and E|X 1 | 2+δ < ∞ for 0 < δ ≤ 1. Here Φ(x) is the distribution function of the standard normal random variables. For independent non-degenerate random variables X 1 , X 2 , · · · , X n , Jing, Shao and Wang [10] established a Cramér type moderate deviation for self-normalized sums,
where
for 0 < δ ≤ 1. Corollary 2.2 of Jing, Shao and Wang [10] gave (2) for x ∈ [0, o(n δ/(2(2+δ) )] under the additional condition (12) . These results are refinements of Shao [17] , Wang and Jing [21] , and, Chistyakov and Götze [3] . Chistyakov and Götze [4] further proved that the results in Jing, Shao and Wang [10] are sharp. Wang [19, 20] studied the self-normalized large deviations for independent or i.i.d. random variables with fourth moment. The main aim of this paper is to study the Cramér type moderate deviations for independent random variables with third or higher moments and the conditions on the independent random variables that the Cramér type moderate deviation (2) is satisfied for optimal range of x.
Besides of (1) and the notation Φ(x) in (2), we use the following notations throughout the paper. By O(1) we mean a quantity which is bounded by an absolute constant. We say that ℓ(x), defined for x ≥ 0, is slowly varying if it is positive and measurable on [A, ∞), for some A > 0, and if for any λ > 0, we have lim x→∞ ℓ(λx)/ℓ(x) = 1 (Seneta [14] , Definition 1.1). Also we apply the following observation in many places of the paper:
The paper has the following structure. We present two motivation examples in Section 2. Section 3 gives the main results and their proofs on self-normalized moderate deviations and the range of moderate deviation probabilities. In this section we also demonstrate the optimality of the x range and the necessity of the condition n i=1 EX 3 i = 0 for the Corollary 3.1. Section 4 gives a detailed proof for the first example in Section 2. The supporting lemmas and their proofs for the main results are given in Section 5.
Motivation examples
In this section we study the range of moderate deviation probabilities for two special examples. These examples motivate us to study the conditions on independent random variables that one can have optimal range of moderate deviation probabilities. The first example is on the Student t-statistic, the origination of the self-normalization study.
. normal random variables with mean 0 and variance σ 2 . Then for x → ∞ and x = o(n 1/2 ),
The self-normalized moderate deviation (2) is satisfied if and only if x = o(n 1/4 ).
We leave the proof of this example in Section 4.
. By the Crámer type moderate deviation theorem (See chapter VIII of Petrov [13] , for example), for x = o(n 1/2 ),
where λ(t) = ∞ k=0 a k t k is the Crámer series with coefficients a k , k = 0, 1, . . . , depending on the cumulants γ j , j = 1, 2, . . . , of the random variable X. In particular,
Note that EX 2k+1 = 0 and EX 2k = 1 for k = 0, 1, .... Then
By (9) and (10), we have a 0 = 0, a 1 = − 1 12 and a 2 = 0. Then for x = o(n 1/2 ),
By (8) and (11),
Both the normal random variables and the Rademacher random variables in these two examples have symmetric distributions and finite moment generating functions. A natural question is, what is the least condition that one can obtain self-normalized moderate deviation probabilities in an optimal range o(n 1/4 )?
Main results
Let X 1 , X 2 , ..., X n be a sequence of independent random variables with EX i = 0 and 0 < E|X i | 3 < ∞, i = 1, ..., n. Assume that
For x = o(n 1/2 ), define
Then by (12) ,
For i = 1, ..., n, and for any −∞ < α, β, γ, η < ∞, define
Then
(18) still holds if some of α, β, γ and η are replaced by O(1).
Obviously, ∆ n (α, β, γ, η) is a linear function of α, β, γ and η, i.e., for any
and κ∆ n (α, β, γ, η) = ∆ n (κα, κβ, κγ, κη).
Since (15) and (16),
By (12), (13), (14), (18) and (20),
For simplicity, we use the following notations in some part of the paper. (17) is different from the ∆ n,x in Jing, Shao and Wang [10] since we are studying the influence of the moments between three and four to the self-normalized moderate deviation probabilities. The last term ηb 5 E|X| 5 I {|bX|≤1} in (16) is necessary to obtain an exact β value in the second term: β = −1/12 in the following Theorem 3.1 and its corollaries.
Theorem 3.1 Let X i be a sequence of independent random variables with EX i = 0 and 0 < E|X i | 3 < ∞, 1 ≤ i ≤ n. Also assume (12) and (13) . Let x = o(n 1/2 ) and x → ∞. If ∆ n (α, β) = o(x υ ) for some 0 < υ < 1 and some −∞ < α, β < ∞ with α, β = 0, then
Proof. Let −∞ < α, β < ∞ with α, β = 0. Let τ = 1 − υ. Then 0 < τ < 1, and 
To show the lower bound, observe that by the Cauchy inequality,
Therefore by (89) in Proposition 5.1,
Remark 3.2 One can prove (23) by the same argument as in the proof of (22). Also we will skip the statements and proofs on P(S n ≤ −xV n ) for the other results in this section and Section 5.
For i.i.d. random variables, under the conditions EX = EX 3 = 0 and E|X| 3+δ < ∞ for 0 ≤ δ ≤ 1, Shao [17] claimed in Remark 1 that (2) holds uniformly in
The following corollary is the extension of his claim to the non-identical case.
Corollary 3.1 Let X i be a sequence of independent random variables with (12) and (13) . Suppose that
Proof. By Corollary 2.2 of Jing, Shao and Wang [10] , (2) holds uniformly for
Therefore it is enough to study the case x → ∞. (12) and (14) =
Therefore ∆ n (−1/3, −1/12) = o(1) holds uniformly for x = o(n (1+δ)/(6+2δ) ). Then by Theorem 3.1, we have (2). For the two examples in Section 2, the range [0, o(n 1/4 )] is optimal for the self-normalized moderate deviation. In the following corollary we demonstrate that the range [0, o(n 1/4 )] is also optimal under some slight stronger conditions than those in Corollary 3.1. We also provide a refined moderate deviation result (25) under these conditions. Corollary 3.2 Let X i be a sequence of independent random variables with
Remark 3.3 Note that
Then for x = n γ ℓ(n) with 0 < γ < 1/3 and some slowly varying function ℓ(n) at ∞,
In particular, if either 1/4 < γ < 1/3 or γ = 1/4 but the slowly varying function ℓ(n) > d for some d > 0, we have
Proof. It is easy to see that E|X i | 3 < ∞ and (13) holds. Let −∞ < α, β < ∞ with α, β = 0. Since
By Cauchy-Schwarz inequality and (12),
Together with (EX
By (14) and (29),
For x = n γ ℓ(n), by (28) and (30),
Together with (15), (30) and (31) give,
By (27) and (32),
Since γ < 1/3, then
γ . Therefore by (31) and (33), for x → ∞,
Applying (33), we have
Therefore (25) holds by Theorem 3.1, (34) and (35). In particular, if either 1/4 < γ < 1/3 or γ = 1/4 but the slowly varying function ℓ(n) > d for some d > 0, then by (31),
for some constant D. Then we have (26). 
which is same as (4) in Example 2.1.
which is same as (6) in Example 2.2.
For i.i.d. random variables X, X 1 , X 2 , · · · , X n with zero mean and finite fourth moment, Wang [19] showed
The following corollary is an extension of (36). It also shows the necessity of the condition n i=1 EX 3 i = 0 in Corollary 3.1. Corollary 3.3 Let X i be a sequence of independent random variables with
′ n for some c ′ > 0, and max n i=1 E|X i | 3+ε ≤ M for some 0 < ε ≤ 1 and M > 0. Then for x = n γ ℓ(n) with 0 < γ < 1+ε 2(3+ε) and some slowly varying function ℓ(n) at ∞,
In particular, if either 1/6 < γ < 1+ε 2(3+ε) or γ = 1/6 but the slowly varying function ℓ(n) > d > 0, then
Proof. It is easy to see that E|X i | 3 < ∞ and (13) holds. Let −∞ < α, β < ∞ with α, β = 0. By (17),
Let x = n γ ℓ(n) with 0 < γ < 1+ε 2(3+ε) . Since max (12) and (14),
By Hölder's inequality, we have
Since (14) and (41),
By (12) and (42),
By (39), (40) and (44),
Since 0 < ǫ ≤ 1 and γ < 1+ε 2(3+ε) , then γ < 1/4 and 3γ − 1/2 < γ. Let
and υ = 1/2 if 0 < γ ≤ 1/6. Then 1/2 ≤ υ < 1 and by (45),
Therefore (37) holds by Theorem 3.1, (39) and (40). In particular, if 1/6 < γ < 1+ε 2(3+ε) or γ = 1/6 but the slowly varying function ℓ(n) > d > 0, then by (43),
for some constant D. Therefore we have (38).
Proof of Example 2.1
By Shao [17] , (2) holds uniformly for x ∈ [0, o(n 1/6 )]. Therefore it is enough to prove the results by assuming x → ∞.
For i.i.d. centered random variables X i , i = 1, ..., n, the Student t-statistic can be written as
Under the condition X i ∼ N (0, σ 2 ), T n has Student t-distribution and
By Sterling's formula,
as n → ∞. (48) is true since n n−1
Note that
Then by (48), (49) and (50),
If x = o(n 1/2 ), the Taylor series of log(1 +
Let
By (53), (51), (3) and x = o(n 1/2 ),
By (52),
Therefore by (54) and (55), (4) holds for x → ∞ and x = o(n 1/2 ), and
By the same argument, (5) holds for x → ∞ and x = o(n 1/2 ), and
if and only if x = o(n 1/4 ).
Remark 4.1 By (51), (52) and (3), for x → ∞ and x = o(n 1/2 ), it is easy to see that,
Therefore, together with (4), 1 − Φ(x) estimates the quantities P(S n /V n > x) and P(T n > x) in different directions.
Supporting lemmas and proposition
In this section we develop the supporting lemmas and proportion for the main results in Section 3. The pattern of the proofs of these lemmas and proposition is similar to those of Jing, Shao and Wang [10] . However the details are different.
In particular, the definitions of δ b and ∆ n here are different from the definitions of δ b and ∆ n,x in Jing, Shao and Wang [10] .
Lemma 5.1 Let X be a random variable wtih EX = 0 and 0 < E|X| 3 < ∞. Let δ b be defined as δ i in (16) with X replacing X i . Then for λ, θ > 0,
where α = λ 3 /6 − λθ, β = θ 2 /2 − λ 2 θ/2 + λ 4 /24, and for |O(1)| ≤ 1
Proof.
E(e λbX−θ(bX)
Note that λ(bs) − θ(bs
Since |e
λ,θ is defined in (58).
Note that b k E|X| k I {|bX|>1} ≤ b 3 E|X| 3 I {|bX|>1} for k = 1, 2 and EX = 0. Then
(61)- (64) give
By (59), (60) and (65),
where α = λ 3 /6 − λθ, β = θ 2 /2 − λ 2 θ/2 + λ 4 /24, and O
λ,θ and O (2) λ,θ are defined as in (57) and (58).
It is easy to see that 1 + y ≤ e y for y ∈ R. Then by (66),
λ,θ .
Lemma 5.2 Let X be a random variable wtih EX = 0 and 0 < E|X| 3 < ∞. Also assume (12) . Let δ b be defined as δ i in (16) with X replacing X i , and let
λ,θ and O
λ,θ respectively for λ = 1 and θ = 1/2. Then
where |O
1,1/2 | and |O
1,1/2 | above are bounded by some constant C > 0.
Proof. Applying Lemma 5.1 with λ = 1 and θ = 1/2, we have 
By (72) and (73), we have (67).
For k = 1, 2, 3,
Since
To show (68), note that |e
By (62), (63), (64) and (75) for k = 1, we have (68).
To show (69), note that |e
By (63) and (75) with k = 2, we have (69).
Applying (75) with k = 3, we have (70).
By (76), and applying (62) and (75) 
Therefore (77)- (80) give,
Proof. The lemma follows the first part of proof of Lemma 8.2 of Jing, Shao and Wang [10] , i.e., the part on page 2194.
Let η 1 , η 2 , ..., η n be independent random variables with η i having the distribution
Proposition 5.1 Let X i be a sequence of independent random variables with EX i = 0 and 0 < E|X i | 3 < ∞, 1 ≤ i ≤ n. Also assume (12) and (13) . Then
In particular, if x = o(n 1/2 ) and x → ∞,
Further more for I 1 defined in (81), if ǫ = x −τ , τ > 0, then
Proof. Similar to the proof of Proposition 5.1 in Jing, Shao and Wang [10] , we show (86) by following the conjugate method [cf. (4.9) of Petrov [12] ].
where L n and R n are defined in (87) and (88). This proves (86).
To show (89), assume that x → ∞. Applying (67), (68) in Lemma 5.2 and (82),
.
From (20), the denominator 1 + δ i (−1/3, −1/12) = 1 + o(1). Then
By (19) , (83) and applying (92), and (67), (69), (71) in Lemma 5.2,
By (67) and (93),
(87) and (3) give
By (21), (93) and (95),
From (21) and (95), we have ∆ n (1, 2/3)/σ 2 n = o(1). Then by (93),
Applying (97), (98), (99) and (3), we have
Applying integration by parts and the Berry-Esseen inequality to (88), we have
By (21), (70) and (85),
Applying ( which is (89).
To show (90), assume that ǫ = x −τ , τ > 0. By (89) and (3), 
In particular, if x = o(n 1/2 ), x → ∞ and assume (12) and (13), then for I 1 defined in (81),
By (90) 
I 4 ≤ exp −x 2 /2 − ǫx/4 + ∆ n (−11/6, 25/24)(1 + o (1)) .
In particular, if x = o(n 1/2 ), ǫ = x −τ , 0 < τ < 1, ∆ n (α, β) = o(x 1−τ ) for some −∞ < α, β < ∞ with α, β = 0, and if assume (12) and (13), then 
Proof. Similar as part of the proof of Lemma 8.2 on page 2195 in Jing, Shao and Wang [10] , let B 1 = {(s, t) : s ≥ x √ t, x 2 + ǫx < t < 9x 2 }. Then
E exp x −1 (x 2 + ǫx) Therefore, (114) is established.
