Abstract. Every polynomial of the form P = (x + 1)(x n−1 + c 1 x n−2 + · · · + c n−1 ) is representable as Schur-Szegő composition of n − 1 polynomials of the form (x + 1) n−1 (x + a i ), where the numbers a i are unique up to permutation. We give necessary and sufficient conditions upon the possible values of the 8-vector whose components are the number of positive, zero, negative and complex roots of a real polynomial P and the number of positive, zero, negative and complex among the quantities a i corresponding to P . A similar result is proved about entire functions of the form e x R, where R is a polynomial.
1. Introduction 1.1. Schur-Szegő composition and the mapping Φ. In the present paper we prove a realization theorem in the context of the Schur-Szegő composition of polynomials. For the two polynomials of degree n, A := This formula is valid for any complex polynomials. In this paper we are interested mainly in the case when A and B are real.
Observe that when one considers the polynomials as degree n + k ones, with k leading zero coefficients, then the formula for their Schur-Szegő composition will be a different one. To avoid such ambiguity, we assume throughout the paper that the leading coefficient of at least one of the composed polynomials is nonzero.
The polynomial (x + 1) n plays the role of unity in the sense that The reader can find a more detailed information about the Schur-Szegő composition in the monographies [11] and [12] .
The Schur-Szegő composition gives rise to a mapping Φ (defined below) from the space of polynomials of degree n − 1 into itself in the following way. We consider polynomials of degree n having one of their roots at (−1):
(1.2) P := (x + 1)(x n−1 + c 1 x n−2 + · · · + c n−1 )
Each such polynomial is representable as Schur-Szegő composition of n − 1 polynomials (called composition factors) of the form K ai := (x + 1) n−1 (x + a i ), where the complex numbers a i are uniquely defined. In the case of real polynomials part of the numbers a i are real, while the rest form complex conjugate couples. This result has been announced in [2] and proved in [1] .
Notice that the numbers (−a i ) can be viewed as roots of another polynomial. In this sense we obtain a mapping from the space of degree n − 1 polynomials into itself in the following way. Denote by σ j the elementary symmetric polynomials of the quantities a i , i.e. σ j := 1≤i1<i2<···<ij ≤n−1 a i1 · · · a ij . The mapping Φ is defined like this:
Φ : (c 1 , . . . , c n−1 ) → (σ 1 , . . . , σ n−1 ) . The mapping Φ is affine non-degenerate (see [1] ) and its eigenvalues are rational positive numbers (see [3] ). For other properties of this mapping see [5] and [10] . Denote in the case of a real polynomial P by ρ the number of the real roots of the polynomial P/(x + 1) and by r the number of the real among the quantities a i . Notice that [(n − 1 − ρ)/2] is the number of complex conjugate couples of roots of P/(x + 1) ([.] stands for the integer part of) and [(n − 1 − r)/2] is the number of complex conjugate couples of quantities a j . A priori, 0 ≤ ρ, r ≤ n and the parity of the numbers r and ρ must be the same. In paper [4] the following question is asked:
When these natural restrictions are respected, what can be the values of the couple (r, ρ)?
The answer given there is:
All possible values are attained at some polynomials having all their roots distinct and for which the corresponding quantities a i are also distinct.
In other words, all a priori admissible couples (r, ρ) are realizable. (This is a realization theorem.)
A similar realization theorem has been proved in [7] for an analog of the SchurSzegő composition in the case of entire transcendental functions. Consider the two transcendental functions f and g represented by the convergent everywhere in C series ∞ j=0 γ j x j /j! and ∞ j=0 δ j x j /j!, respectively. Their Schur-Szegő composition is defined by the formula
As in the case of polynomials, Schur-Szegő composition is commutative, associative and can be defined for any finite number of entire transcendental functions by the formula
Consider transcendental functions of the form e x R, where R is a polynomial of degree n−1, R(0) = 1. Such a function is representable as Schur-Szegő composition
where the composition factors κ ai are of the form e x (1 + x/a j ), the numbers a j being uniquely defined up to permutation. To extend the formula to the case when P (0) is not necessarily 1, one has to admit the presence of composition factors e x c, c = 0, and e x x (one can say that the latter correspond to the case a i = 0). When the polynomial P is real, part of the numbers a j are real and the rest form complex conjugate couples.
Setσ j := 1≤i1<i2<···<ij ≤n−1 1/a i1 · · · a ij and R :=c n−1 x n−1 +c n−2 x n−2 + · · · +c 1 x + 1. For transcendental functions the mapping Φ is defined by the formula Φ : (c 1 , . . . ,c n−1 ) → (σ 1 , . . . ,σ n−1 ) . As in the case of polynomials this mapping is affine. (This follows from the formulae e x * f (x) = f (x) and xe x * f (x) = xf ′ (x) which are readily checked; f denotes an entire function. The formulae imply that every coefficient of R is a polynomial in the quantities 1/a i . This polynomial is symmetric and in each monomial each factor 1/a i appears in degree 0 or 1.) It is shown in [7] that all a priori admissible couples (r, ρ) are realizable, where the quantities r and ρ are defined by analogy with the case of polynomials.
1.2.
The new results. When Schur-Szegő composition of real polynomials is considered, then it is important to distinguish the real positive, negative and zero roots of the composed polynomials. (About the number of real positive or negative roots of the Schur-Szegő composition of two hyperbolic or real polynomials see respectively [2] and [6] .) Propositions 1 and 2 show that the properties of the mapping Φ (defined for polynomials or for entire functions) are not the same with regard to the real positive and the real negative roots. We use the following notation: (2) If there are q numbers a i which equal 0 and q 1 which are positive, then the polynomial P has at least q 1 + max(0, q − 1) negative roots counted with multiplicity; for q ≥ 1 it has a root at 0.
Proposition 2. (1)
If the polynomial R has m positive roots counted with multiplicity and a k-fold root at 0, then there are at least m + max(0, k − 1) negative and distinct among the numbers a i out of which max(0, k−1) equal (−j), j = 1, . . . , k−1. For k ≥ 1 one composition factor equals e x x. (2) If there are q numbers a i which equal 0 and q 1 which are positive, then the polynomial R has at least q 1 + max(0, q − 1) negative roots counted with multiplicity; for q ≥ 1 it has a root at 0.
The propositions are proved in Section 3. In their proofs we use some facts about the Schur-Szegő composition, see Section 2.
Theorems 1 and 2 below show that the necessary conditions expressed by the propositions are in fact sufficient as well. In this sense they are realization theorems. Before formulating the theorems we analyse in detail the possible number of real positive, negative and zero among the roots of the polynomial P or R on the onehand side and the numbers (−a i ) on the other. We use the same notation as in the propositions.
Suppose that k ≥ 1 (hence q ≥ 1) and that among the numbers (−a i ) corresponding to the polynomial P or R there are q 1 negative ones and q C /2 complex conjugate couples. Hence the quantity of positive numbers (−a i ) is k − 1 + m + r, for some r ≥ 0 (see part (1) of the propositions).
There are q − 1 + q 1 + s negative among the roots of the polynomial (where s ≥ 0, see part (2) of the propositions) and k C /2 complex conjugate couples. If k = 0, then q = 0 and the above two numbers equal m + r and q 1 + s.
We distinguish four cases. In Cases 1) and 2) (respectively 3) and 4)) we suppose that k C ≤ r (respectively k C > r). One has k = 1 in Cases 1) and 3) and k = 0 in Cases 2) and 4).
We present the situation schematically like this:
The sequences of minus and plus signs to the left and right in the middle line symbolize the negative and positive half-axes; the numbers k C and q C are put away from that line, i.e. "away from the real axis" because these are the quantities of complex (not real) roots. Case 2) is defined by the conditions k = 0 (hence q = 0), k C ≤ r. The case can be presented like this:
In Case 3), i.e. when k ≥ 1 (hence q ≥ 1) and k C > r, one can set k C := r + δ, q C := s + δ and the situation admits the following presentation:
Finally, in Case 4), i.e. when k = 0 = q and k C > r, the presentation looks like this:
We say that a polynomial P or R realizes Case 1), 2), 3) or 4) if the number of its positive, zero, negative and complex roots and these numbers defined for the quantities (−a i ) are as shown on the above figures, and if the non-zero roots are distinct and the non-zero quantities a i are also distinct. 
Properties of the Schur-Szegő composition
The following formulae concerning the composition of polynomials can be checked straighforwardly (see [2] ). In the second of them S denotes a polynomial of degree n − 1. Notice that in their left-hand sides (respectively, in their right-hand sides) the polynomials are composed as degree n (respectively degree n − 1) ones:
The analogs of these formulae in the case of entire transcendental functions read:
For the composition factors of the form K ai the following formula holds:
Its analog in the case of composition factors κ ai looks like this:
The numbers (n−j)a i /n+j/n (see formula (2.6)) form an arithmetic progression. Present the numbers 1 + j/a i from formula (2.7) in the form (a i + j)/a i . Hence the numerators form also an arithmetic progression. This implies the following result: Corollary 1. When a i is real, there is at most one sign change in the sequence of coefficients of a composition factor K ai or κ ai .
The following proposition is Proposition 1.4 in [9] . The conditions x A = 0, x B = 0 are omitted in [9] which is an error. Set K ∞ := (x + 1) n−1 . For a degree n polynomial P denote by P R its reverted polynomial x n P (1/x). The following facts are straightforward:
3. Proofs of Propositions 1 and 2 1 0 . We begin the proof with the following
Observation.
(1) The polynomial P has a k-fold root at 0 (k > 0) if and only if there are k composition factors K ai such that in K ai the coefficient of x i is 0. According to formula (2.6), one must have a i = b i , i = 1, . . . , k − 1, and a k = 0 (after a suitable permutation of the indices if necessary).
(2) In the same way, the polynomial R has a k-fold root at 0 (k > 0) if and only if there are k composition factors κ ai with a i = 0, −1, . . . , −(k − 1), see formula (2.7).
2
0 . For k = 0, Remark 6 in [4] states that in the case of a polynomial P there are at least m different negative among the numbers a i . In the case of a polynomial R the same statement is contained in Corollary 2 in [8] .
3 0 . Suppose that k > 0. Set P := x(x + 1)S, where degS = n − 2. Then one of the numbers a i defined after the polynomial P equals 0. Consider the presentation
Using both formulae (2.4) and formula (1.1) we present the right-hand side in the form
(The polynomials are composed as degree n − 1 ones.) Hence the numbers d i are the numbers a i computed for the degree n − 1 polynomial (x + 1)S. One has a i = (nd i − 1)/(n − 1) which implies that if d i < 0, then a i < 0. Recall that the numbers b i depend on i and n. In this proof we denote them further by b i,n because we need to compare them for different values of n.
When passing from the numbers a i to the numbers d i , the number 0 corresponding to the factor x in the last displayed formula is lost, and these of the numbers a i which equal b j,n change as follows: b j,n → b j−1,n−1 (to be checked directly). And in the same way, if a number a i is different from b j,n for all j, then d i is different from all b j−1,n−1 . Thus the rest of part (1) of Proposition 1 follows by finite induction on k. Part (1) of Proposition 2 is proved by analogy. 4 0 . Prove part (2) of Proposition 1. The composition U of all composition factors K ai , where a i is either complex or negative (we denote their quantity by ν), is a polynomial having an (n − ν)-fold root at (−1). This follows from Proposition 3 applied ν − 1 times. Show that when composing U consecutively with the composition factors K ai with 0 < a i < 1, the number of negative roots (counted with multiplicity) of the given polynomial does not decrease. It suffices to consider the case when all negative roots are distinct, in the general case the result follows by continuity.
Indeed, one has V := (x + 1) n−1 (x + a i ) * U = a i U + (1 − a i )xU ′ (use formulae (2.4) and (1.1) and part (3) of Proposition 4). The signs of the polynomials U and V are the same at the negative roots of U ′ and at 0. These signs alternate. Hence V has at most one negative root less than U .
Notice that sgnV = −sgnU ′ =sgn((1 − a i )xU ′ ) at the smallest real root α of U (which is negative). Hence there is a root of V between α and the smallest real root of U ′ which is > α, i.e. V has at least as many negative roots as U . 5 0 . To prove that composition with a i > 1 also does not decrease the number of negative roots of U , one can consider instead of U and K ai the reverted polynomials x n U (1/x) and K 1/ai using Proposition 4. One can skip the composition factors with a i = 1 due to (1.1).
For a i = 0 one has (x + 1) n−1 x * U = xU ′ . It is easy to show that only the first such composition can decrease by 1 the number of negative roots, while the subsequent ones preserve this number. Part (2) of Proposition 1 is proved. 6 0 . To prove part (2) of Proposition 2 (by analogy with 4 0 -5 0 ) one can use the following formula (derived from formulae (2.5)):
We prove the statement in the case when all negative roots of U are distinct. In the presence of multiple roots the proof follows by continuity. The polynomial xU ′ changes sign at the consecutive roots of U . Hence there is a root of V between any two consecutive negative roots of U . The signs of V are different at 0 and at the smallest in absolute value root of U . They are also different at −∞ and at the largest in absolute value root of U (the details are left for the reader). Hence V has one negative root more than U .
Proof of Theorem 1
We prove first a proposition from which the theorem is deduced below. n−1 x and with l + µ ≤ n)
is a polynomial with a (µ + 1)-fold root at 0, with an (n − µ − l)-fold root at (−1) and with l − 1 simple roots belonging to the interval (−1, 0).
Proof:
It follows from Proposition 3 and from the Observation from 1 0 of the proof of Propositions 1 and 2 (see Section 3) that T is a polynomial of degree n, with a (µ + 1)-fold root at 0 and with an (n − µ − 1)-fold one at (−1).
Denote by T k the result of composing k times T with (x + 1) n−1 x. Apply the second of formulae (2.4) and then formula (1.1): 
Hence the polynomial U (see (4.8)) has q − 1 + q 1 + q C distinct roots belonging to (−1, 0), a (k + m + k 1 + k C )-fold root at 0 and a simple root at (−1). Perturb the composition factors (x + 1) n−1 x as follows: -q of them do not change; -q 1 of them are replaced by composition factors (x + 1) n−1 (x + εg j ), where g j are distinct positive numbers; -q C of them are replaced by factors (x + 1) n−1 (x + εh j ), where the numbers h j form q C /2 distinct conjugate couples.
Hence for ε > 0 small enough the roots of the polynomial U which belong to (−1, 0) are perturbed and its other roots do not change. The perturbed roots remain negative and distinct. 2 0 . Change them := m + k 1 + k C of the numbers b i with largest absolute values to b i + λ i , where λ i are small real parameters. Before the change the polynomial U was of the form x k+m U 1 , U 1 (0) = 0. After the change it becomes
where w i are non-zero real numbers and P is a polynomial in x, λ 1 , . . ., λm of total degreem and only with monomials whose total degree w.r.t. the variables λ i is ≥ 2. The polynomial V /x k is a versal deformation of the germ of a function U 1 at 0 which has a root at 0 of multiplicitym. Hence one can choose the values of the parameters λ i such that thism-fold zero splits into m positive, k 1 negative roots and k C /2 complex conjugate couples of roots. This proves the theorem in Case 1).
Case 2).
Use Case 1) of the theorem with k = q = 1. Exactly one of the composition factors equals (x + 1) n−1 x. Perturb it into (x + 1) n−1 (x − ε) (ε > 0). This perturbs the existing roots of the polynomial and its root at 0 becomes a simple positive root (its sign can be deduced from the sign of the constant term of the polynomial which is the sign of the product of all numbers a i ). The existing roots were simple, therefore they remain simple after the perturbation. The numbers of negative and positive (perturbed existing) roots remain the same. Thus one obtains instead of the figure describing Case 1) the one describing Case 2) with m replaced by m + 1. Hence the possibility to have m = 0 in Case 2) has to be considered separately.
In Case 2) with m = 0 one can again use Case 1) with k = 1, but this time one perturbs the composition factor (x + 1) n−1 x into (x + 1) n−1 (x + ε), ε > 0. Thus one obtains Case 2) with q 1 replaced by q 1 + 1. So one has to consider separately the possibility m = q 1 = 0.
For m = q 1 = 0 apply Proposition 5 with l = q C +1, µ = k 1 +k C −1. Hence U has q C negative simple roots and a (µ + 1)-fold root at 0. Perturb the k C composition factors with largest |b j | into (x + 1) n−1 (x + b j + λ j ) . (For k 1 = 0 one perturbs all k C − 1 of them as indicated and one factor (x+ 1) n−1 x into (x+ 1) n−1 (x+ λ 0 ).) The perturbation can be carried out so that the root of U at 0 split into k C /2 distinct complex conjugate couples and a k 1 -fold root at 0 (by analogy with Case 1), see 2 0 ). When k 1 > 0, the k 1 − 1 remaining factors (x + 1) n−1 (x + b j ) and one factor (x + 1) n−1 x are perturbed so that U have k 1 negative roots close to 0 (the previously existing q C negative roots remain such). Its k C complex couples remain such. Finally, perturb the remaining factors (x + 1) n−1 x into (x + 1) n−1 (x + h i ), where the numbers h i form q C /2 conjugate couples.
Case 3)
Apply Proposition 5 with l = q 1 + q + s, µ = k + r + m. Notice that for δ = 0 one has l + µ < n. The polynomial U has a (µ + 1)-fold root at 0 and l − 1 negative roots. Perturb the r + m composition factors with largest |b j | so that the root of U at 0 split into r/2 complex conjugate couples, a k-fold root at 0 and m positive roots. Then perturb the factors (x + 1) n−1 x into (x + 1) n−1 (x + η i ) as follows: -s of the numbers η i form distinct complex conjugate couples; -q 1 of them are negative and distinct; -q of them are 0. The last perturbation does not change the number of positive, negative, zero and complex roots of U . For δ = 0 the case is completely solved.
Denote by S the sector {u + iv ∈ C|0 < 2u < v}. When δ > 0, we need the following lemma (proved after the proof of the theorem).
Lemma 1.
(1) For all ε ∈ S sufficiently close to 0 the polynomial
has two complex conjugate roots close to (−1) and an (n − 2)-fold root at (−1).
(2) Suppose that the polynomial U has s * negative and t * positive simple roots, r * /2 distinct conjugate couples and an (n − s * − t * − r * )-fold root at (−1), n − s * − t * − r * ≥ 2. Then one can choose ε ∈ S so close to 0 that the polynomial U * V have s * negative (different from −1) and t * positive simple roots, r * /2 + 1 distinct complex conjugate couples and an (n − s * − t * − r * − 2)-fold root at (−1). (3) The multiplicity of 0 as a root of U and U * V is the same for ε small enough.
To complete the proof in Case 3) one sets s * := q − 1 + q 1 + s, t * := m, r * := r and then applies the lemma δ/2 times. In this particular case r must be even. Hence such are δ and s as well. Apply Proposition 5 with l = s + 1, µ = r − 1. Hence the polynomial U has s negative distinct roots and an r-fold root at 0. Perturb one factor (x+1) n−1 x and the factors (x + 1) n−1 (x + b j ) to make the r-fold root of U split into r/2 distinct conjugate couples. Hence the factor (x + 1) n−1 x becomes (x + 1) n−1 (x − ε) with ε > 0 (this follows from r being even). After this perturb the remaining s factors (x + 1) n−1 x into (x + 1) n−1 (x + ζ i ), where the numbers ζ i form s/2 distinct conjugate couples. This finishes the construction for δ = 0. For δ > 0 one has to apply δ/2 times Lemma 1 with r * = r, t * = 0 and s * = q 1 + s.
Proof of Lemma 1:
Using equality (1.1) and part (3) of Proposition 4 one finds that
Set ε = u + iv. The discriminant ∆ of the quadratic factor (considered as a polynomial in x + 1) equals
When ε ∈ S is close to 0, one has ∆ < 0. The coefficient of (x + 1) and the constant term of the quadratic factor tend to 0 as ε → 0. Hence its roots also tend to 0. This proves part (1) of the lemma. Set p := n − s * − t * − r * . Present U as a polynomial in x + 1:
One has
By Proposition 3 all terms have a root at (−1) of multiplicity at least p − 2. As V is a perturbation of (x + 1) n , for ε small enough the polynomial U * V has r * /2 conjugate couples, s * negative and t * positive roots close to the ones of U . We show that when ε ∈ S is small enough, then the first of the terms to the right has two complex conjugate roots close to −1. One has
The discriminant of the quadratic factor equals
For ε ∈ S small enough it is < 0. The coefficient of x + 1 and the constant term of the quadratic factor tend to 0 as ε → 0 while the coefficient of (x + 1) 2 remains close to 1, so its two roots also tend to −1.
Set ε = τ η, where τ = |ε|. Set x + 1 = τ y. Set L := (V /(x + 1) n−2 )| x=τ y−1 and B := ((x + 1) p * V /(x + 1) p−2 )| x=τ y−1 . As τ → 0, the two complex roots of the polynomial L (respectively B) are of the form α i τ + o(τ ), (respectively β i τ + o(τ )), α i = 0 = β i , i = 1, 2. The numbers α i and β i are roots respectively of the polynomials y 2 + (η +η)y + ((n − 1)/n)ηη and
Consider two circles of radius τ min(|β 1 |, |β 2 |)/2 centered at the roots of B. All terms (U j (x + 1) p+j * V )| x=τ y−1 , j = 1, . . . , n − p when restricted to these circles have their module tending to 0 (as τ → 0) faster than the module of the term U 0 B. (This is due to their higher power of (x + 1), i.e. of τ y.) By Rouché's theorem inside each of the circles there is exactly one root of the polynomial U * V . This proves part (2) of the lemma.
Part (3) is evident -the multiplicity of 0 as a root of U and U * V is defined by the number of the first consecutive coefficients of these polynomials which are 0. As V is a perturbation of (x + 1) n , these numbers are the same.
Proof of Theorem 2
The theorem is proved with the help of the following proposition:
Proposition 6. The following composition (with l ≥ 1 composition factors xe x ) (5.9) U := e x x * · · · * e x x * e x (x − 1) * · · · * e x (x − µ) , is of the form e x Y , where Y is a degree l + µ polynomial with a (µ + 1)-fold root at 0 and with l − 1 simple negative roots.
Proof:
With the help of formulae (2.5) and using finite induction on µ one shows that the composition of the last µ + 1 composition factors is exactly e x x µ+1 . Suppose that the proposition is true for l = l 0 . Then for l = l 0 + 1 one has Use the proposition with l = q + q 1 + q C , µ = k − 1 + m + k 1 + k C . Hence the polynomial Y has q − 1 + q 1 + q C distinct negative roots and a (k + m + k 1 + k C )-fold root at 0. Perturb the composition factors e x x as follows: -q of them do not change; -q 1 of them are replaced by composition factors e x (x+εg j ), where g j are distinct positive numbers; -q C of them are replaced by factors e x (x + εh j ), where the numbers h j form q C /2 distinct conjugate couples.
Hence for ε > 0 small enough the negative roots of the polynomial Y are perturbed and its other roots do not change. The perturbed roots remain negative and distinct.
Change them := m + k 1 + k C of the composition factors e x (x − j) with largest absolute values of j to e
x (x − j + λ j ), where λ j are small real parameters chosen such that the root of Y at 0 split into a k-fold root at 0, k C /2 complex conjugate couples and k 1 negative roots. The proof of Case 1) is finished by complete analogy with the proof of this case in Theorem 1.
The rest of the proof of Theorem 2 is done also by analogy with the rest of the proof of Theorem 1 (modulo some technical details) -the role of the composition factor (x + 1) n−1 x in the latter is played by e x x, the one of (x + 1) n−1 (x + b j ) is played by e x (x − j).
Case 2)
Use Case 1) of the theorem with k = q = 1. Exactly one of the factors equals e x x. Perturb it into e x (x − ε) (ε > 0). The root at 0 of the polynomial becomes a simple positive root. The existing roots remain simple after the perturbation. The numbers of negative and positive (perturbed existing) roots remain the same. Thus one obtains (instead of Case 1)) Case 2) with m replaced by m + 1. The possibility to have m = 0 in Case 2) has to be considered separately.
For m = 0 one can again use Case 1) with k = 1, this time perturbing the factor e x x into e x (x + ε), ε > 0. Thus one obtains Case 2) with q 1 replaced by q 1 + 1. There remains to consider the possibility m = q 1 = 0.
For m = q 1 = 0 apply Proposition 6 with l = q C + 1, µ = k 1 + k C − 1. Hence Y has q C negative roots and a (µ + 1)-fold root at 0. Perturb the k C composition factors e
x (x − j) with largest j into e x (x − j + λ j ). (When k 1 = 0 one perturbs all k C − 1 factors e x (x − j) as indicated and one factor e x x into e x (x + λ 0 ).) The root of Y at 0 splits into k C /2 distinct complex conjugate couples and a k 1 -fold root at 0.
When k 1 > 0, the k 1 − 1 remaining factors e x (x − j) and one factor e x x are perturbed so that Y have k 1 negative roots close to 0 (the previously existing q C negative roots remain such). Its k C complex couples remain such. Finally, perturb the remaining factors e x x into e x (x+h i ), where the numbers h i form q C /2 conjugate couples.
Case 3)
Apply Proposition 6 with l = q 1 + q + s, µ = k − 1 + r + m. (For δ = 0 one has l + µ = n, otherwise l + µ < n.) The polynomial Y has a (µ + 1)-fold root at 0 and l − 1 negative roots. Perturb the r + m composition factors e x (x − j) with largest j so that the root of Y at 0 split into r/2 complex conjugate couples, a k-fold root at 0 and m positive roots. Then perturb the factors e x x into e x (x + η i ) as follows: -s of the numbers η i form distinct complex conjugate couples; -q 1 of them are negative and distinct; -q of them are 0. The last perturbation does not change the number of positive, negative, zero and complex roots of Y . For δ = 0 this finishes the proof of Case 3).
Denote by S some sector centered at 0 and avoiding (except 0) the real axis. For δ > 0 we need the following lemma (see its proof after the proof of the theorem).
Lemma 2. (1)
One has e x (1 + εx) * e x (1 +εx) = e x V , where
(2) Suppose that the polynomial Y is of degree p. Set r * := r, t * := m and s * := q − 1 + q 1 + s. Applying the lemma δ/2 times one obtains the proof of the theorem in Case 3).
Case 4)
Use Case 3) with k = q = 1. Perturb the factor e x x into e x (x − ζ), ζ > 0. This changes m to m + 1. Thus Case 4) is deduced from Case 3) except for m = 0. For m = 0 use again Case 3) with k = q = 1 changing this time e x x into e x (x + ζ). This changes q 1 into q 1 +1 and there remains to consider only the possibility m = q 1 = 0.
In this particular case r, δ and s are even. Apply Proposition 6 with l = s + 1, µ = r − 1. Hence the polynomial Y has s negative roots and an r-fold root at 0. Perturb one factor e x x and the factors e x (x − j) to make the r-fold root of Y split into r/2 conjugate couples. Hence the factor e x x becomes e x (x − ε) with ε > 0 (this follows from r being even). After this perturb the remaining s factors e x x into e x (x + δ i ), where the numbers δ i form s/2 distinct conjugate couples. This finishes the construction for δ = 0. For δ > 0 one has to apply δ/2 times Lemma 2.
Proof of Lemma 2:
Parts (1) and (2) of the lemma follow from the second of formulae (2.5) with f = e x x or f = e x x 2 and g = e x Y . Prove part (3). The polynomial Y 1 is a perturbation of the polynomial Y , therefore for ε close to 0 it has p roots close to the respective roots of Y and two roots (called distant) whose moduli tend to ∞ as ε → 0.
The polynomials Y and Y 1 have the same multiplicity of the root at 0. Indeed, for ε nonreal all coefficients of the function e x V are nonzero and this multiplicity is defined by the number of first consecutive coefficients of e x Y which are 0.
As both Y and Y 1 are real polynomials, Y 1 has the same number of distinct negative and distinct positive roots and the same number of distinct complex conjugate couples as Y (excluding the two distant roots).
Suppose that Y is monic (this is not restrictive). For p * ∈ N one has e x V * e x x p * = x p * (εεx 2 + (ε +ε + (2p * + 1)εε)x + 1 + p * (ε +ε) + p * 2 εε) .
Set W := εεx 2 + (ε +ε)x + 1. Hence the function e x V * e x Y is of the form e x x p (W + T ), where T is a Laurent series in x whose coefficients are polynomials in ε andε. It contains only monomials x α ε βεγ with α − β − γ < 0. The roots of W are 1/ε and 1/ε. Consider two circles C 1 and C 2 centered at them and of radius 1. When ε ∈ S is small, the values of |T | at each point of each of the two circles are much smaller than the respective values of W . By Rouché's theorem each of the circles contains exactly one root of x p (W + T ).
