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Self-Consistency: A Fundamental
Concept in Statistics
Thaddeus Tarpey and Bernard Flury
Abstract. The term “self-consistency” was introduced in 1989 by Hastie
and Stuetzle to describe the property that each point on a smooth curve
or surface is the mean of all points that project orthogonally onto it.
We generalize this concept to self-consistent random vectors: a random
vector Y is self-consistent for X if E XY = Y almost surely. This al-
lows us to construct a unified theoretical basis for principal components,
principal curves and surfaces, principal points, principal variables, prin-
cipal modes of variation and other statistical methods. We provide some
general results on self-consistent random variables, give examples, show
relationships between the various methods, discuss a related notion of
self-consistent estimators and suggest directions for future research.
Key words and phrases: Elliptical distribution; EM algorithm; k-means
algorithm; mean squared error; principal components; principal curves;
principal modes of variation; principal points; principal variables; regres-
sion; self-organizing maps; spherical distribution; Voronoi region.
1. INTRODUCTION
One of the fundamental objectives of statis-
tics is to summarize a distribution while retaining
as much information as possible. Many statisti-
cal techniques designed to summarize or simplify
data have been labeled “principal”: principal compo-
nents (Pearson, 1901); principal curves (Hastie and
Stuetzle, 1989); principal points and self-consistent
points (Flury, 1990, 1993); principal variables
(McCabe, 1984); principal modes of variation for
curves (Castro, Lawton and Sylvestre, 1986). All
of these techniques may be based on the unifying
property of self-consistency: a random vector Y is
self-consistent for X if each point in the support
of Y is the conditional mean of X, given that X
projects onto that point. The term “self-consistency”
was inspired by Hastie and Stuetzle (1989), who
defined self-consistent curves and principal curves.
An earlier definition of self-consistency of estima-
tors is due to Efron (1967); we will illustrate its
Thaddeus Tarpey is Assistant Professor, De-
partment of Mathematics and Statistics, Wright
State University, Dayton, Ohio 45435 (e-mail:
ttarpey@discover.wright.edu). Bernard Flury is Pro-
fessor, Department of Mathematics, Indiana Univer-
sity, Bloomington, Indiana 47405.
relationship to our notion of self-consistency in
Section 8.
In Section 2 we give a formal definition and ele-
mentary properties of self-consistent random vari-
ables, as well as technical preliminaries. In Sections
3–6 we show that several statistical techniques may
be based on the property of self-consistency: regres-
sion and principal variables (Section 3), principal
components (Section 4), principal modes of vari-
ation (Section 5), and self-consistent points and
curves (Section 6). The orthogonal complement
of a self-consistent random vector is discussed in
Section 7. Section 8 reviews the concept of self-
consistency in maximum likelihood estimation with
incomplete data and relates it to our definition of
self-consistency. Section 9 offers some discussion
and points out similarities between the k-means
algorithm and the EM algorithm.
2. SELF-CONSISTENT RANDOM VECTORS
Suppose we want to represent or approximate the
distribution of a random vector X by a random vec-
tor Y whose structure is less complex. One mea-
sure of how well Y approximates X is the mean
squared error E X−Y2. In terms of mean squared
error, the approximation of X by Y can always be
improved using E XY since, for any function g,
E X−E XY2 ≤ E X−gY2: Taking g to be the
229
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identity gives
E X − E XY2 ≤ E X − Y2
(Bickel and Doksum, 1977, page 36). Thus the ran-
dom vector Y is locally optimal for approximating
X if Y = E XY, in which case we call Y self-
consistent for X.
Definition 2.1. For two jointly distributed ran-
dom vectors X and Y, we say that Y is self-consistent
for X if E XY = Y almost surely.
We will assume implicitly that moments exist as
required. The notion of self-consistency is not vac-
uous, as the two extreme cases demonstrate. The
random vector X is self-consistent for X and repre-
sents no loss of information. Y = E X is also self-
consistent for X and represents a total loss of in-
formation except for the location of the distribution.
Interesting self-consistent distributions range in be-
tween these two extremes. Many relevant cases of
self-consistency are obtained by taking conditional
means over subsets of the sample space of X.
Another simple example of self-consistency is the
following:
Example 2.1. Partial sums. Let Xn denote a
sequence of independent, mean-zero random vari-
ables, and let Sn =
∑n
i=1Xi. Then
E Sn+kSn = Sn + E Xn+1 + · · · +Xn+kSn
= Sn + E Xn+1 + · · · +Xn+k
= Sn:
Thus, Sn is self-consistent for Sn+k; k ≥ 1. The same
property holds more generally if Snn≥1 represents
a martingale process.
For a given X, a self-consistent approximation Y
can be generated by partitioning the sample space
of X and defining Y as a random variable taking
as values the conditional means of subsets in the
partition. This is illustrated by our next example,
in which the support of X is partitioned into two
half-planes.
Example 2.2. Two principal points. Let X =
X1;X2′ ∼ N20; I2: Note that E X1X1 ≥
0 =
√
2/π: Let Y = −
√
2/π;0′ if X1 < 0 and
Y = 
√
2/π;0′ if X1 ≥ 0. Then Y is self-consistent
for X. See Section 6 for a definition of principal
points, and see Figure 7 for a generalization of this
example.
The preceding example illustrates the purpose of
self-consistency quite well. It is actually an applica-
tion of our first lemma.
Lemma 2.1. For a p-variate random vector X, sup-
pose S ⊂ Rp is a measurable set such that ∀ y ∈ S ,
y = E XX ∈ Dy, where Dy is the domain of at-
traction of y, that is, Dy = x ∈ Rpx x − y <
x − y∗; ∀ y∗ ∈ S : Define Y = y if X ∈ Dy: Then
Y is self-consistent for X.
Proof. E XY = y = E XX ∈ Dy = y:
In Example 2.2, S consists of only two points, and
the associated domains of attraction are the half-
planes given by x1 < 0 and x1 > 0.
The following three lemmas give elementary prop-
erties of self-consistent random vectors.
Lemma 2.2. If Y is self-consistent for X, then
E Y = E X.
Proof. The lemma follows from E E XY =
E X:
We now introduce notation for the mean squared
error (MSE) of a random vector Y for X,
MSEYyX = E X − Y2:
The next lemma relates the MSE of a self-
consistent Y for X in terms of their respective
covariance matrices. Here, CX and CY denote the
covariance matrices of X and Y, respectively.
Lemma 2.3. If Y is self-consistent for X, then the
following hold:
(i) CX ≥ CY, that is, CX −CY is positive semi-
definite;
(ii) MSEYyX = trCX − trCY:
See the Appendix for a proof.
It follows from Lemma 2.3 that CovY = CovX
exactly if CovXY = 0 a.s., that is, if Y = X a.s.
For one-dimensional random variables X and Y, if
Y is self-consistent for X, then varY ≤ varX,
with equality exactly if Y =X a.s.
There is a similarity between the two preceding
lemmas and the Rao–Blackwell theorem (Casella
and Berger, 1990, page 316), which in a simplified
version states the following. If X is an unbiased es-
timator of a parameter θ, and if Y is a sufficient
statistic for θ, then E XY is an unbiased estima-
tor of θ, and varE XY ≤ varX. If E XY = Y,
SELF-CONSISTENCY 231
then Lemma 2.2 gives E Y = E X, and part (i) of
Lemma 2.3 gives varY ≤ varX.
The next lemma demonstrates a dimensionality-
reducing property of self-consistent random vari-
ables. Here, S Y denotes the support of Y.
Lemma 2.4. Suppose Y is self-consistent for a p-
variate random vector X with E X = 0, and S Y
is contained in a linear subspace spanned by q or-
thonormal column vectors in the p × q matrix A.
Let P = AA′ denote the associated projection ma-
trix. Then Y and A′Y are self-consistent for PX and
A′X, respectively.
See the Appendix for a proof.
Lemma 2.4 means that the marginal distribution
of a self-consistent Y in the linear subspace spanned
by its support is self-consistent for the marginal dis-
tribution of X in the same subspace. For example,
a self-consistent distribution for X whose support
consists of a circle (see Section 6) is determined by
the bivariate marginal distribution of X in the sub-
space containing the circle. In Example 2.2, the lin-
ear subspace spanned by the support of Y is the
x1-axis, the marginal distribution of X in this sub-
space is standard normal, and the random variable
Y1 = sgnX1
√
2/π is self-consistent for X1.
We conclude this section with a general method
of finding self-consistent random variables.
Lemma 2.5. Let X and Y denote two jointly dis-
tributed random vectors, not necessarily of the same
dimension. Then E XY is self-consistent for X.
Proof. Let Z = E XY: Then E XZ =
E E XYZ = E ZZ = Z:
In particular, setting Y = X in Lemma 2.5 gives
again self-consistency of X for itself. If Y is indepen-
dent of X, then it follows that E X is self-consistent
for X.
3. REGRESSION AND PRINCIPAL VARIABLES
For jointly distributed random vectors X1 and X2,
the conditional expectation E X2X1 is called the
regression of X2 on X1. Not surprisingly, there are
close connections to self-consistency.
In a classical regression setup, let X1 denote an
m-variate random vector, f· a function from Rm to
Rk, and define
X2 = fX1 + «;
where « is a k-variate random vector, independent
of X1, with E « = 0. Then E X2fX1 = fX1;
that is, fX1 is self-consistent for X2. The mean
fX1 = E X2 is a special case. However, in this
section we will be interested in the problem of ap-
proximating a p-variate random vector X by a self-
consistent Y, where some q of the variables are re-
placed by their conditional means, as illustrated by
our first theorem.
Theorem 3.1. Suppose the p-variate random vec-
tor X is partitioned into q and p− q components as
X =
(X1
X2
)
: Then the random vector
Y =
[
Y1
Y2
]
=
[
X1
E X2X1
]
is self-consistent for X.
Proof. Write
E XY =
(
E X1Y
E X2Y
)
:
Then E X1Y = E X1X1;E X2X1 = E X1X1 =
X1 = Y1, and E X2Y = E X2X1 = Y2. Hence Y is
self-consistent for X:
Theorem 3.1 has an important interpretation in
view of the aspect of distributions being “summa-
rized by simpler ones,” according to the criterion of
self-consistency. It states that the q regressor vari-
ables X1, along with the regression of X2 on X1, are
self-consistent for X.
Example 3.1. Suppose X is bivariate normal with
mean 0 and covariance matrix
( 1 ρ
ρ 1
)
. Then
Y =
(
X1
E X2X1
)
=
(
X1
ρX1
)
is self-consistent for X. This is a bivariate normal
but singular random vector, with MSEYyX = 1 −
ρ2. See also Example 4.2 and Figure 2.
In regression, the partition of X into “indepen-
dent” variables X1 and “dependent” variables X2 is
usually given by the setup of the analysis. However,
for given (fixed) q, 1 ≤ q ≤ p−1, one may ask for the
subset of variables which, in some sense to be de-
fined, gives the best summary of the p-variate dis-
tribution. This problem has been studied by McCabe
(1984), who called the “best” subset of q variables
the principal variables of X: Suppose all conditional
means of a subset of variables, given the remain-
ing variables, are linear, as in the case of elliptical
distributions. Let C x= CovX, and denote by P a
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permutation matrix of dimension p× p. Set
X∗ = PX =
(
X∗1
X∗2
)
;
where X∗ has q components and X∗2 has p−q compo-
nents. Partition the mean vector and the covariance
matrix of X∗ analogously as
E X∗ =
[
m∗1
m∗2
]
; CovX∗ =
(
C∗11 C
∗
12
C∗21 C
∗
22
)
:
Then, assuming nonsingularity of C,
E X∗2X∗1 = m∗2 + C∗21C∗11−1X∗1 − m∗1;
and the conditional variance formula (see the proof
of Lemma 2.3) gives
E CovX∗2X∗1 =C∗22 −C∗21C∗11−1C∗12 =xC∗22·1:
An intuitively reasonable optimality criterion is to
choose P such that trC∗22·1 is as small as possible.
This can be motivated as follows. If we set
Y∗ =
[
Y∗1
Y∗2
]
=
[
X∗1
E X∗2X∗1
]
;
then Y∗ is self-consistent for X∗ and can be regarded
as a good approximation to X∗ if MSEY∗yX∗ is as
small as possible. Assuming linearity of the condi-
tional mean of X∗2, given X
∗
1, and setting E X∗ = 0
without loss of generality, we obtain
E X∗ − Y∗2
= trC∗ − trCovY∗ (by Lemma 2.3)
= trC∗22 − trC∗21C∗11−1C∗12
= trC∗22·1:
Hence, for given q, principal variables identify an
optimal subset of q variables X∗1, which (along with
the regression of X∗2 on X
∗
1) defines a self-consistent
approximation
Y∗ =
(
X∗1
E X∗2X∗1
)
to X∗. Returning to the original order of variables,
Y = P′Y∗ is then self-consistent for X.
Finding principal variables is computationally in-
tensive because, for a p-dimensional random vector
X and q principal variables, there are
(
p
q
)
ways to
select q candidates. If the assumption of linearity of
the conditional means is dropped, one may of course
still search for the “best” partition of X into q of the
original variables and p − q conditional means, ac-
cording to the criterion of minimizing MSEY∗yX∗,
but the problem becomes intractable without mak-
ing further assumptions.
4. THE PRINCIPAL SUBSPACE THEOREM AND
LINEAR PRINCIPAL COMPONENTS
For high-dimensional random variables it is often
desirable to find a low-dimensional approximation,
or more precisely, an approximation whose support
is a low-dimensional manifold. The main result of
this section, Theorem 4.1, is called the principal
subspace theorem. It appeared originally in Tarpey,
Li and Flury (1995) for the special case of self-
consistent approximations whose support consists
of k distinct points. We show the theorem for ran-
dom vectors X such that, for any orthogonal matrix
A, the conditional mean of any subset of variables in
A′X, given the remaining variables, is linear. This is
the case, for instance, for all elliptical distributions.
Theorem 4.1. Suppose X is a p-variate random
vector with mean 0 and positive definite covariance
matrix C. Assume linearity of conditional means as
explained above. Suppose Y is self-consistent for X,
and the support of Y spans a linear subspace A of
dimension q < p. Suppose, furthermore, that Y is
measurable with respect to the orthogonal projection
of X on A . Then A is spanned by q eigenvectors
of C.
See the Appendix for a proof.
Theorem 4.1 is of considerable theoretical ap-
peal because it says that for certain types of
self-consistent approximations attention may be re-
stricted to subspaces spanned by eigenvectors of
the covariance matrix. Principal components are a
particular case, as we shall see later in this section.
Another important case is self-consistent points,
as illustrated in Example 4.1 and later in Sec-
tion 6. Theorem 4.1 also provides justification for
restricting estimators of principal points, princi-
pal curves or other self-consistent distributions of
high-dimensional data to lie in a lower-dimensional
linear subspace. These subspace restrictions can
improve the estimation of principal points (Flury,
1993).
Example 4.1. Sets of four self-consistent points
of an elliptical distribution with mean zero and
positive definite covariance matrix C. Suppose we
want to approximate the distribution of a mean-
zero, trivariate elliptical random vector X by four
points. Let Y be a self-consistent random vec-
tor for X whose support consists of four points
y1; : : : ;y4 ∈ R3 which span a subspace of dimension
2. If Y is chosen so that each yj is the conditional
mean of X, given that X is closer to yj than to
all other yh, then the points y1; : : : ;y4 are called
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self-consistent points of X (Flury, 1993). Since Y sat-
isfies the conditions of Theorem 4.1, only subspaces
of dimension 2 spanned by two eigenvectors of C
are candidates for the plane that contains the four
points. Assuming that all eigenvalues of C are dis-
tinct, this implies that only three two-dimensional
subspaces need to be considered. Figure 1 illus-
trates this where four points are chosen to form a
rectangular pattern.
Next we show how principal components can be
based on the notion of self-consistency.
Suppose A1 is a p × q matrix (q < p) such that
all columns of A1 have unit length and are mu-
tually orthogonal. Let P = A1A′1 denote the pro-
jection matrix associated with the orthogonal pro-
jection from Rp into the subspace spanned by the
columns of A1: For a p-dimensional random vector
X and some fixed b ∈ Rp, consider the transforma-
tion Y = b + PX: If Y is to be self-consistent for
X, then Lemma 2.2 implies E Y = E X, that is,
b = Ip −Pm. Thus, if Y is a self-consistent projec-
tion of X into a linear manifold, then
Y = Ip −Pm+PX:
Assume, without loss of generality, that m = 0. Let
A2 denote a p − q × p matrix such that A1 x A2
is orthogonal and let Q = Ip−P: Then Y = PX, and
self-consistency of Y for X implies E QXPX = 0
a.s. However, for any random variables U and V,
E UV = 0 implies covU;V = 0: Thus A′2CA1 =
0: Using the same argument as in the proof of The-
orem 4.1 we thus have the following theorem.
Theorem 4.2. If Y = Ip − Pm + PX is self-
consistent for X, where m = E X and P is the
projection matrix associated with the orthogo-
nal projection from Rp into a linear subspace M of
Fig. 1. Approximation of an elliptical random vector X by a
self-consistent Y whose support consists of four points in a plane.
The plane containing the support of Y is spanned by two eigen-
vectors of the covariance matrix of X.
dimension q < p, then M is spanned by some q
eigenvectors of C = CovX.
Example 4.2 (Continuation of Example 3.1). With
the same setup as in Example 3.1, assume ρ 6= 0.
Then C =
( 1 ρ
ρ 1
)
has two normalized eigenvectors
b1 =
1√
2
(
1
1
)
and b2 =
1√
2
( −1
1
)
;
with associated eigenvalues 1+ ρ and 1− ρ. Let
P = b1b′1 = 12
(
1 1
1 1
)
;
then
Y = 12
(
X1 +X2
X1 +X2
)
is self-consistent for X, with MSEYyX = 1−ρ. For
ρ > 0, the support of Y is the first principal compo-
nent axis. Note that the mean squared error 1−ρ for
Y is smaller than 1−ρ2, which is the mean squared
error of the self-consistent distribution whose sup-
port is along the regression line of X2 on X1 in Ex-
ample 3.1. See Figure 2. The same Example 3.1 is a
case where the support of a self-consistent random
vector is a one-dimensional linear subspace which
is not spanned by an eigenvector of the covariance
matrix. The reason Theorem 4.1 does not apply in
this case is that the Y of Example 3.1 is not mea-
surable with respect to the orthogonal projection of
X into the subspace spanned by the support of Y.
Fig. 2. Two self-consistent approximations of the bivariate
normal distribution with mean 0 and covariance matrix
(
1 ρ
ρ 1
)
,
with ρ = 0:5. In both graphs the support of Y is indicated as a
solid line, and broken lines represent sets of points in R2 that are
projected onto the same value of Y. (a) The approximation from
Example 3:1, with
Y =
(
X1
ρX1
)
y
(b) the approximation from Example 4:2, with
Y = 12
(
X1 +X2
X1 +X2
)
:
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Principal components are traditionally intro-
duced in terms of a stepwise maximization proce-
dure which does not depend on any distributional
assumptions beyond the existence of second mo-
ments. With C denoting the covariance matrix
of X, the first principal component is defined as
U1 = b′1X, where b1 ∈ Rp is such that
varb′X = max
a∈Rp
a′a=1
vara′X:
The coefficients of the subsequent principal com-
ponents Uj = b′jX, j = 2; : : : ; p; are obtained
from the same maximization problem, subject to
the additional constraints cova′X;Uh = 0 for
h = 1; : : : ; j − 1. In the traditional definition of
principal components of a p-variate random vec-
tor X with mean m and covariance matrix C, any
linear combination U = b′X − m, where b is a
normalized eigenvector of C, is called a principal
component of X. In view of the fact that the pro-
jection associated with a given eigenvector may
or may not be self-consistent, we suggest adding
the word “linear” to this definiton: U = b′X − m
is called a linear principal component of X. This
parallels the terminology used in regression, and
distinguishes the classical method better from non-
linear generalizations (Hastie and Stuetzle, 1989).
Ideally, a linear principal component with coeffi-
cient vector b is associated with a self-consistent
projection Y = Ip − Pm + PX, as is the case for
multivariate elliptical distributions. In other cases,
none or only a few linear principal components may
correspond to self-consistent projections.
It is not difficult to construct examples of p-
variate random vectors with any number of k
self-consistent orthogonal projections, as we show
in the following examples.
Example 4.3. Suppose X is elliptical with mean
0 and covariance matrix C, where all eigenvalues
of C are distinct. Then there are exactly 2p differ-
ent orthogonal projections that are self-consistent,
including the projection matrices P = Ip and P = 0:
Tarpey (1995) showed that orthogonal projections
into subspaces spanned by sets of eigenvectors of
the covariance matrix are self-consistent for X in
a large class of symmetric multivariate distribu-
tions, of which elliptical distributions are a special
case. Ellipticity is therefore not a necessary condi-
tion for linear principal component approximations
to be self-consistent. A simple example is the bivari-
ate uniform distribution in a rectangle with unequal
side lengths.
Example 4.4. Let X denote a bivariate discrete
random vector which puts probability 1/k on each
of k≥2 equally spaced points on a circle centered
at the origin. Then there exist exactly k self-
consistent projections into one-dimensional sub-
spaces. The same construction can be applied to
the uniform distribution inside the regular polygon
spanned by the k points.
Example 4.5. Suppose X is uniformly distributed
in the set x21 + x22 ≤ 1, x2 ≥ 0. Then there is a sin-
gle self-consistent projection into a linear subpace
of dimension one, namely, the x2 axis. See Figure 3.
For observed data given in the coordinate sys-
tem of the eigenvectors of the covariance matrix,
the question naturally arises whether a given co-
ordinate direction corresponds to a self-consistent
projection or not. This is illustrated in the next ex-
ample.
Example 4.6. Figure 4 shows a scatterplot of the
first (U1) versus the second (U2) linear principal
component computed for a sample of 24 female
turtles (Jolicoeur and Mosimann, 1960), using vari-
ables X1 = log(shell length) and X2 = log(shell
width). Self-consistency of the projection on the
first principal component axis is desirable here be-
cause of the interpretation of the coefficients of the
first principal component vector of log-transformed
variables as constants of allometric growth. If self-
consistency of the projection on the first principal
component axis holds, then we would expect the
local average of U2 to be approximately zero over
the whole range of U1. The data in Figure 4 contra-
dict the assumption of self-consistency because at
Fig. 3. Principal component axes in Example 4:5y X is uniform
in the half-circle. The projection of X on the vertical axis is self-
consistent, but the projection on the horizontal axis is not.
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Fig. 4. Scatterplot of centered linear principal components in Example 4:6.
both ends of the range of U1 we find only positive
values of U2, while mostly negative values of U2 are
found in the middle.
To our knowledge, no formal testing procedures
for self-consistency of a given projection have been
developed so far, although tests for subspaces
spanned by eigenvectors of covariance matrices do
exist (Kshirsagar, 1961; Mallows, 1961; Anderson,
1963; Jolicoeur, 1968; Tyler, 1983; Schott, 1991).
This leaves a variety of research questions; see
Section 9.
The last example in this section goes beyond
principal component analysis, by combining self-
consistent projections. Although it is probably of
no practical importance, it is nevertheless inter-
esting in view of the variety of ways to construct
self-consistent random variables for a given distri-
bution.
Example 4.7. Suppose X =
(
X1
X2
)
is bivariate
elliptical with mean 0 and covariance matrix
diagσ21 ; σ22 . Let Y =
(
Y1
Y2
)
, where
Y1 =
{
X1; if X1 ≥ X2;
0; otherwise;
and
Y2 =
{
0; if X1 ≥ X2;
X2; otherwise:
Then Y is self-consistent for X. This provides a
“summary” of X where all probability mass is con-
centrated on the two coordinate axes. The MSE of
Y when X ∼N20; I2 for this example is 1− 2/π:
5. PRINCIPAL MODES OF VARIATION
Principal components have been used for data re-
duction when the observed response is a continu-
ous curve rather than a vector variable. Let xt,
0 ≤ t ≤ T, denote a random process with continu-
ous sample paths and continuous covariance func-
tion Cs; t = covxs; xt, 0 ≤ s, t ≤ T: Observ-
ing the process at p distinct points t1; : : : ; tp yields
observed random vectors, and principal components
techniques can be used to study the x-process. In
fact, for a vector process X = x1; : : : ; xp′, an ex-
pression of the form
Z = m+
k∑
i=1
jiUi;
where m ∈ Rp denotes the vector of means of the pro-
cess, the ji are fixed, normalized p-vectors, and the
Ui are scalar variates dependent on X; is called a
k-dimensional linear model for X: The random vec-
tor Z which minimizes the MSE E X − Z2 over all
possible choices of normalized vectors j1; : : : ; jk and
all choices of scalar variates U1; : : : ;Uk is called a
best k-dimensional linear model for X: Such a best
k-dimensional linear model is given by choosing the
ji as the normalized eigenvector corresponding to
the ith largest eigenvalue of the covariance matrix
of X.
For a random process xt, 0 ≤ t ≤ T; let
Cs; t denote the covariance function and let
µt = E xt: Then a k-dimensional linear model
for the process xt is a linear combination
zt = µt +
k∑
i=1
αifit
of k linearly independent functions f1; : : : ; fk and
k scalar variates α1; : : : ; αk that depend on xt.
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The best k-dimensional model for xtminimizes the
mean squared error
E
{∫ T
0
xt − zt2dt
}
over all choices of k linearly independent nonran-
dom functions f1; : : : ; fk and all real coefficients
α1; : : : ; αk which may be functions of the sample
paths xt.
A solution to this problem is given by fi = φi,
i = 1; : : : ; k; where φi is the normalized eigenfunc-
tion corresponding to the ith largest eigenvalue of
the covariance kernel Cs; t (Castro, Lawton and
Sylvestre, 1986). That is, since Cs; t is symmetric
and nonnegative definite, there are real numbers
λ1 ≥ λ2 ≥ · · · ≥ λn ≥ · · · ≥ 0, called eigenvalues, and
functions φ1; φ2; : : : ; satisfying
∫ T
0
Cs; tφitdt = λiφis; 0 ≤ s ≤ T;
and
∫ T
0
φitφjtdt = δi;j:
Castro, Lawton and Sylvestre (1986) call φ1 the first
principal mode of variation in xt and φ2 the sec-
ond principal mode of variation and so on.
The following theorem relates principal modes of
variation to the notion of self-consistency.
Theorem 5.1. Consider a random process with
continuous sample paths xt, 0 ≤ t ≤ T; with a
covariance function Cs; t which is continuous in
the pair s; t: Let f denote a measurable function
such that
∫ T
0 Cs; tftdt exists and is finite for all
s ∈ R: Suppose that αft is self-consistent for the
process xt, where α =
∫ T
0 xt − µtftdt: Then
ft is a principal mode of variation for the process
xt; that is, ft is an eigenfunction of Cs; t:
See the Appendix for a proof.
6. SELF-CONSISTENT CURVES AND POINTS
Suppose Y is self-consistent for X where the sup-
port S Y is a smooth (C∞) curve parameterized
over a closed interval of R that has finite length in-
side any finite ball in Rp: If each point in S Y
is equal to the conditional mean of X given that
X projects onto that point, then the curve S Y is
called a self-consistent curve (Hastie and Stuetzle,
1989). The theory of self-consistent curves and sur-
faces has found several applications in addition to
those mentioned in Hastie and Stuetzle (1989); Ban-
field and Raftery (1992); Tibshirani (1992); LeBlanc
and Tibshirani (1994).
Hastie and Stuetzle’s definition of a self-consistent
curve has the added constraint that the curve can-
not intersect itself. However, our definition of
self-consistency does not exclude self-consistent dis-
tributions whose support consists of intersecting
curves, unions of intersecting curves, combinations
of curves and points and so on.
Next we define self-consistent points and princi-
pal points for a distribution.
Definition 6.1. The points in the set y1; : : : ;yk
are called k self-consistent points of X if
E XX ∈ Dj = yj; j = 1; : : : ; k;
where Dj = x ∈ Rpx x − yj < x − yl; l 6= j is
the domain of attraction of point yj:
Setting
Y =
k∑
j=1
yjIX ∈ Dj;
it follows that E XY = Y and Y is self-consistent
for X. More generally, one can obtain a self-
consistent discrete random vector Y for a given
random vector X by choosing an arbitrary (finite or
countably infinite) partition Ai of the support of
X and defining a joint distribution of X and Y by
Y = E XX ∈ Ai if X ∈ Ai: However, such exam-
ples are usually not interesting unless some rule
is imposed on the way the partition is created, as
in our Definition 6.1. In this section it will there-
fore be assumed implicitly that the partition of the
support of X is in terms of domains of attraction
Dj:
Suppose Z is a random vector measurable with
respect to X and the support of Z consists of k points
S Z = j1; : : : ; jk: If
MSEZy X ≤MSEYy X
for all k-point distributions Y which are measurable
with respect to X, then Z is self-consistent for X and
the points j1; : : : ; jk are called k principal points of
X (Flury, 1993).
Example 6.1. Principal points of the normal dis-
tribution. Figure 5 shows k = 2 to k = 5 princi-
pal points of the standard normal distribution. For
k > 2, the principal points have to be found by
numerical methods; see, for example, Lloyd (1982),
Zoppè (1995) and Rowe (1996). Figure 6 shows an
example of k = 5 self-consistent points of the bivari-
ate normal distribution considered in Examples 3.1
and 4.2, with correlation coefficient ρ = 0:5, along
with the partition of R2 by domains of attraction
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Fig. 5. k = 2 to k = 5 principal points of the standard normal
distribution,
k Principal Points MSE
2 ±
√
2/π 0:3634
3 0;±1:227 0:1900
4 ±1:507;±0:451 0:1170
5 0;±0:754;±1:707 0:0800
of the self-consistent points. The pattern shown in
Figure 6 has been found numerically; see Tarpey
(1996).
Principal points and self-consistent points have
found applications in optimal grouping (Cox, 1957),
optimal stratification (Dalenius, 1950), determining
optimal representatives of a population for fitting
masks (Flury, 1990, 1993), standardizing clothing
(Fang and He, 1982) and curve selection (Flury and
Tarpey, 1993). Eubank (1988) noted that determin-
ing principal points is equivalent to finding the best
Fig. 6. k = 5 self-consistent points of the bivariate normal
distribution from Figure 2, along with the partition of R2 by
domains of attraction of the five points.
set of knots for approximating the quantile function
of the distribution by a piecewise constant func-
tion. Iyengar and Solomon (1983) point out that
the mathematical problems that arise in the the-
ory of representing a distribution by a few opti-
mally choosen points, such as principal points, are
often the same as those in quantization for signal
processing. The March 1982 IEEE Transactions on
Information Theory (IEEE, 1982) is a special issue
devoted to the subject of quantization—the mapping
of vectors from an information source into k distinct
values of the signal for transmission over a digital
channel.
Noting that k principal points partition the space
into k Voronoi regions according to minimal dis-
tance, principal points are intimately connected to
the problem of clustering. The k-means algorithm
(Hartigan, 1975, Chapter 4) converges by construc-
tion to a set of k self-consistent points of the em-
pirical distribution given by the sample. The cluster
means of the k-means algorithm are strongly con-
sistent estimators of k principal points provided the
k principal points are unique (Pollard, 1981). Con-
vergence results of cluster means to principal points
in more general settings have been given by Cuesta
and Matran (1988) and by Pärna (1990).
We are now going to illustrate a relationship
between self-consistent curves and self-consistent
points for spherical distributions.
Let X = X1;X2′ denote a bivariate spherical
random vector with distribution function F. For
each positive integer k, there exists a self-consistent
Y whose support consists of k points y1; : : : ;yk,
evenly spaced on a circle centered at the origin. In
order to determine the radius rk of this circle, ori-
entate the k points such that y1, the first point,
lies on the positive x1-axis: y1 = rk;0′. Then the
domain of attraction D1 of y1 is a pie-slice-shaped
region given by the linear inequalities x1 > 0 and
x2 < mx1, where m = tanπ/k. Because the
k points are equally spaced on the circle and X
is spherical, P X ∈ D1 = 1/k: Self-consistency
requires
rk = E X1X ∈ D1
=
∫∞
0
∫mx1
−mx1x1 dFx1; x2
1/k
:
For the spherical normal, rk = k sinπ/k/
√
2π with
MSE = 2 − k2 sin2π/k/2π: For k = 2 to k =
4, the evenly spaced points on the circle are also
principal points of X, but for k > 4 patterns of
principal points become more complicated (Tarpey,
1996). As k increases, the radii of the circles con-
taining the k self-consistent points increase, and in
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the limit we have a self-consistent circle with ra-
dius r = limk→∞ rk: For the bivariate normal distri-
bution, the self-consistent circle has radius
r = lim
k→∞
k sinπ/k√
2π
=
√
π
2
= EX:
This is illustrated in Figure 7. More generally, for
any p-variate spherical random vector X, the uni-
form distribution on the sphere with radius r =
E X centered at the origin is self-consistent for X.
To see this, let X = RS denote the stochastic repre-
sentation of X, where R = X > 0 is independent of
S = X/R and S is uniformly distributed on the unit
sphere in Rp (Fang, Kotz and Ng, 1990, page 30). Let
r = E X = E R. Then E XrS = a = E RSrS =
a = a/rE RS = a/r = a since R is independent
of S. Thus rS is self-consistent for X. If each com-
ponent of X has unit variance, then, by Lemma 2.3,
the MSE of the self-consistent sphere is p− r2.
Suppose X = X1;X2;X3′ is trivariate stan-
dard normal. Then the MSE of the self-consistent
uniform distribution on a sphere is 3 − 8/π ≈
0:4535, which is less than the MSE of the self-
consistent marginal distribution X1;X2;0′: In
other words, the self-consistent sphere (which is
a two-dimensional manifold) is a better approxi-
mation to the distribution of X than the marginal
distribution in a two-dimensional linear subspace
in terms of mean squared error.
Next we relate sets of self-consistent points to
self-consistent distributions whose support consists
of concentric spheres for spherical distributions. For
a spherically distributed random vector X, consider
once again its stochastic representation X = RS.
Let r1 < · · · < rk denote a set of k self-consistent
points of R, and let Dj = x ∈ Rx rj−1 + rj/2 <
x < rj + rj+1/2: Then E RR ∈ Dj = rj: Let
Y = ∑kj=1 rjSIR ∈ Dj: Then Y is self-consistent
for X, and S Y consists of k concentric spheres
with radii r1; : : : ; rk. To see this, if Y = t, t ∈ Rp,
then t = rjs for some j and a unit vector s. Thus
E XY = t = E RSR ∈ Dj; S = s = sE RR ∈
Dj = rjs = t. Therefore, Y is self-consistent for X.
For spherically symmetric random vectors there
exist also self-consistent distributions whose sup-
port consists of any number of concentric spheres
along with a point at the origin. For instance, for
a bivariate spherical distribution, there exists a set
of k self-consistent points where one of the points
is at the origin and the remaining k − 1 points are
equally spaced on a circle centered at the origin. As
k → ∞, the distribution of these points converges
to a self-consistent distribution whose support con-
sists of a circle along with a point at the origin. For
the bivariate spherical normal distribution, k = 5
Fig. 7. Sets of k evenly spaced points on a circle, indicating
the support of a self-consistent approximation to the bivariate
standard normal distribution, for k = 2; 3; 4; 5; 7 and 10,
along with the limiting self-consistent circle as k→∞.
principal points are such that one point lies at the
origin and the remaining four points lie on a cir-
cle forming a square pattern. For k = 6 principal
points, one point lies at the origin and the remain-
ing five points lie on a circle forming a pentagonal
pattern (Tarpey, 1996).
The next example illustrates a self-consistent dis-
tribution whose support consists of a principal com-
ponent axis and two points.
Example 6.2. Consider the bivariate normal ran-
dom vector X =
(
X1
X2
)
with mean 0 and covariance
matrix diagσ2;1. There exists a self-consistent
random vector Yσ whose support consists of
the x1-axis along with the points 0;±d. More
precisely, with y1 = 0; d′ and y2 = 0;−d′,
Yσ =



y1; if X − y1 < X2;
y2; if X − y2 < X2;
X1;0′; else.
For σ = 1, numerical computations indicate that
d ≈ 1:43 and the MSE of Y1 is approximately
0:55. For σ = 1:5, we have d ≈ 1:49 with MSE
≈ 0:83.
Table 1 gives the MSE for a few self-consistent
approximations to the N20; I2 distribution.
7. ORTHOGONAL COMPLEMENTS OF
SELF-CONSISTENT DISTRIBUTIONS
Let L 2 be the Hilbert space of square-integrable
random vectors on a probability space ;F ;P .
Suppose Y is self-consistent for X. The operator PY
defined as PYU = E UY is a projection opera-
tor onto the closed subspace MY = PYL 2: Each
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Table 1
Self-consistent approximations Y for the N20; I2 distribution
Support S Y MSE
Mean 0;0 2
Two principal points ±
( √
2/π
0
)
2− 2
π
≈ 1:36
x1-axis 1:0
Four principal points( ±2/√π
0
)
;
(
0
±2/√π
)
2− 4
π
≈ 0:73
x1-axis and points
(
0
±1:43
)
(see Example 6.1) 0:55
Circle r =
√
π/2 0:43
x1-axis and x2-axis (see Example 4.4) 1−
2
π
≈ 0:36
Circle (r = 1:50) and origin 0;0 0:30
Two concentric circles
r1 = 0:83; r2 = 1:92) 0.15
element U ∈ L 2 has a unique decomposition U =
E UY + Z, where Z ∈MY⊥ = W ∈ L 2x E W′V =
0; ∀ V ∈MY (e.g., see Friedman, 1982, page 205).
Therefore, PYX = Y and we shall define the or-
thogonal complement of a self-consistent Y as Y⊥ =
X − Y:
If Y is self-consistent for X, then Y⊥ may or may
not be self-consistent for X. For instance, X is self-
consistent for X, and the orthogonal complement of
X is 0, which is not self-consistent unless E X = 0:
The following examples illustrate nontrivial cases
where Y⊥ is self-consistent (Example 7.1) and not
self-consistent (Example 7.2).
Example 7.1. Suppose X is uniformly distributed
on the interval −1;1. Then
Y =
{−1/2; if X < 0;
1/2; if X ≥ 0;
has support consisting of two principal points of X,
and Y is self-consistent for X. The orthogonal com-
plement Y⊥ is uniformly distributed on −1/2;1/2
and is self-consistent for X.
Example 7.2. Let X ∼N0;1. Then
Y =
{
−
√
2/π; if X < 0;
√
2/π; if X ≥ 0;
is self-consistent for X. However, Y⊥ =X−Y is not
self-consistent. If 0 < t <
√
2/π, then
E XY⊥ = t
= t+
√
2
π
φt+
√
2/π −φt−
√
2/π
φt−
√
2/π +φt+
√
2/π
6= t:
As Example 4.5 demonstrates, the orthogonal
complement of a self-consistent projection onto a
principal component axis may not be self-consistent.
Suppose Y = PX is self-consistent for X, where P
is an orthogonal projection matrix onto a subspace
spanned by eigenvectors of the covariance matrix
of X: If the conditional expectation is linear as in
the case of elliptical distributions, then the orthog-
onal projection Y⊥ = I−PX is also self-consistent
for X.
8. SELF-CONSISTENCY AND
THE EM ALGORITHM
The term self-consistency was, to our knowledge,
first used by Efron (1967) to describe a class of es-
timators of a distribution function Ft in the pres-
ence of censored data. If x1; : : : ; xN are observed
data from a distributionF, the nonparametric maxi-
mum likelihood estimate of F is F̂t =∑Ni=1 Ixi ≤
t/N, where I· is the indicator function. For all
censored observations the function Ixi ≤ t cannot
be evaluated. If y denotes the observed data, includ-
ing censoring times for the censored observations,
and F∗ denotes a distribution function, then
P xi ≤ ty;F∗ = EIxi ≤ ty;F∗
may be used to estimate Ixi ≤ t for all censored
observations. A distribution function F∗t is called
a self-consistent estimate of the unknown distribu-
tion function Ft if
F∗t = 1
N
N∑
i=1
P xi ≤ ty;F∗
for all t (Efron, 1967; Laird, 1988). That is, if we
substitute the estimate F∗ in the calculation of the
expected values, we obtain the same estimate F∗. In
other words, the estimate F∗ “confirms itself.” In an
iterative algorithm F∗ corresponds to a fixed point.
This parallels the interpretation of self-consistent
points in a k-means algorithm; see Section 9.
The expectation–maximization (EM) algorithm
(Dempster, Laird and Rubin, 1967; Little and Ru-
bin, 1987) is an iterative procedure for maximizing
the log-likelihood in the presence of missing data.
Suppose we have a model for complete data X, with
density fx; θ indexed by an unknown parameter
θ. Write X = Xobs;Xmis, where Xobs represents the
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observed part of the data, and Xmis the missing part.
Let lθX denote the complete data log-likelihood,
and let θt denote the current value of the param-
eter estimate in iteration t of the EM algorithm.
Each iteration of the EM algorithm consists of an
E (expectation) step and an M (maximization) step.
The E step corresponds to taking the expectation of
the complete data log-likelihood, given the observed
data Xobs, and using the current value θt of the
parameter estimate. That is, the E step computes
Qθ; θt = ElθyXXobs; θt:
The M step then finds θt+1 which maximizes
Qθ; θt over all θ in the parameter space. Con-
vergence is reached if θt+1 = θt. Thus the final
estimate, denoted by θ̂, is again a fixed point of the
algorithm, and the estimate θ̂ “confirms itself” in
any further iteration of the algorithm.
The EM algorithm has been shown to converge
under general conditions to a maximum of the likeli-
hood function based on the observed data Xobs. Since
an iteration of the EM algorithm can never decrease
the log-likelihood, Cox and Oakes (1984, page 171)
define the self-consistency condition for the maxi-
mum likelihood estimator θ̂ as
Qθ; θ̂ ≤ Qθ̂; θ̂
for all θ in the parameter space.
If the density of the complete data X is from the
exponential family, we can establish a direct connec-
tion between our notion of self-consistency and the
notion of a self-consistent estimator just explained.
Suppose X has a density of the form
fXy θ = bX expθ′sX/aθ;
where θ ∈ Rd is a parameter vector, sX is a d-
vector of complete-data sufficient statistics, and a
and b are functions of θ and X, respectively. Then
the E step simplifies to
st = EsXXobs; θt:
By Lemma 2.5, st is self-consistent for sX, that
is, E sXst = st. The M step determines the up-
dated estimate θt+1 as the solution of the equation
EsXy θ = st;
based on which the next conditional expectation is
taken. Convergence is reached when the sequence
stt≥1 of self-consistent random variables has sta-
bilized, that is, st+1 = st. Thus the EM algorithm
generates a sequence of self-consistent random vari-
ables for a sufficient statistic sX, and the maxi-
mum likelihood estimator, which corresponds to a
stationary point in the sequence, satisfies the self-
consistency condition as defined in Cox and Oakes
(1984).
9. DISCUSSION
The notion of self-consistency treated in this ar-
ticle gives a unified theoretical basis to principal
components and curves, principal points, principal
variables and other statistical techniques. Self-
consistency also provides a framework for combin-
ing these techniques as shown in examples where
aspects of principal components are linked with
self-consistent points and where self-consistent
curves are obtained as limiting cases of sets of
self-consistent points. Self-consistency appears
occasionally in the statistical literature, without be-
ing explicitly named. For instance, Bandeen-Roche
(1994, page 1450) applies it to additive mixtures.
Another intriguing example is as follows. If X̄ and
S2 denote the mean and variance of a sample from
a Poisson distribution, then X̄ is self-consistent for
S2 (Casella and Berger, 1990, page 339), which by
Lemma 2.3 implies varX̄ < varS2.
Many research questions remain open. For in-
stance, for nonspherical elliptically symmetric
distributions we do not know if there exist self-
consistent distributions whose support is a nonlin-
ear curve. More important, the area of estimation
of self-consistent “objects” has many open prob-
lems. Cluster means obtained from a k-means
clustering algorithm (Hartigan, 1975) are nonpara-
metric estimators of self-consistent points because
they are self-consistent points of the empirical dis-
tribution. Estimation of self-consistent curves as
proposed in Hastie and Stuetzle (1989) is quite
similar. Starting with a set A0 which consists of a
line spanned by the first eigenvector of the covari-
ance matrix, the conditional mean of each y ∈ A0
over its domain of attraction is computed, using a
smoothing algorithm, and A1 is defined to be the
set of these conditional means. If A1 = A0, then A0
is self-consistent and the process stops. Otherwise,
continue by letting A2 denote the set of conditional
means of the elements in A1 over their respective
domains of attraction, and so on, until convergence
is reached. Similar ideas are used as well in the
computation of semiparametric estimators of prin-
cipal points (Flury, 1993), which are based on the
k-means algorithm but restricted to follow certain
patterns of principal points as suggested by the
theory of principal points for elliptical distributions
(Tarpey, Li and Flury, 1995).
The notion of self-consistency shows also a re-
markable similarity between the EM algorithm
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and the k-means algorithm. Suppose a k-means
algorithm is applied to a random vector X. For
an initial set of points y11; : : : ;yk1, let
Y1 =
∑k
j=1 yj1IX ∈ Dj1, where Dj1 is
the domain of attraction of point yj1. Then set-
ting Y2 = E XY1 may be viewed as the E step of
the k-means algorithm, and, by Lemma 2.5, Y2 is
self-consistent for X. The analog to the maximiza-
tion step in the EM algorithm is then to update the
domains of attraction Dj2 for the new yj2 and
define Y3 =
∑k
j=1 yj2IX ∈ Dj2. This may ac-
tually be called a minimization step because each
point in the support of X is allocated to the nearest
representative among the yj2, thus minimizing
the within-group variability. The algorithm contin-
ues by iterating between these two steps. Once the
algorithm converges so that Yt = Yt + 1 = Y∗,
then Y∗ is self-consistent for X, and the k points in
the support of Y∗ correspond to conditional means
of Voronoi regions; that is, the support of Y∗ corre-
sponds to k self-consistent points of X in the sense
of Definition 6.1.
Therefore, both the EM algorithm and the k-
means algorithm have an expectation step which
produces a self-consistent random vector. The final
product after convergence is a self-consistent ran-
dom variable that corresponds to a local maximum
of the log-likelihood function for the EM algorithm,
and to a set of self-consistent points for the k-means
algorithm.
Closely related to the k-means algorithm as well
as to principal curves and surfaces is the self-
organizing map (SOM) (Kohonen, 1995) from the
literature on neural networks. Like the k-means al-
gorithm, the self-organizing map begins with a set
of k initial points y11; : : : ;yk1 or “reference”
vectors. Associated with each yj1 is a “neuron,”
a point in a two-dimensional array. This array is
typically arranged as a hexagonal or rectangular
lattice. The input to the algorithm consists of obser-
vations xt, t = 1;2; : : : ; from some distribution F.
The SOM algorithm updates the reference vectors
based on the formula
yjt+ 1 = yjt + hcjxt − yit; t = 1;2; : : : :
The function hcj is a “neighborhood” function. The
subscript c refers to the reference vector which is
closest to xt, that is, xt−yct = minixt−yit:
Thus the neighborhood function allows the closest
reference vector yct to be updated by xt as well
as reference vectors that correspond to a “neighbor-
hood” of yct. This parallels the use of a smoother
in estimation of principal curves (Hastie and Stuet-
zle, 1989), where each sample point influences not
only the particular point on the curve on which it is
projected, but all points in an interval around the
projection. Thus the self-organizing maps may be
viewed as a discrete analog of principal curves and
surfaces.
A special case of the SOM was given by MacQueen
(1967),
yjt+ 1 = yjt +
1
wjt + 1
xt − yjt;
where the weights wjt are defined by wj1 = 1
and wjt + 1 = wjt + 1 if j = c and wjt + 1 =
wjt if j 6= c: Thus the neighborhood function up-
dates only the reference vector which is closest to
the input xt. If the algorithm converges, then it
must converge to a set of k self-consistent points
(MacQueen uses the term unbiased for a set of self-
consistent points) of the distribution F (e.g., see
Kohonen, 1995, page 105).
The problem of self-consistency of the orthog-
onal projection associated with linear principal
components opens some questions as well. To our
knowledge, all existing tests for principal compo-
nents or principal component subspaces are based
on the fact that principal component subspaces
are spanned by eigenvectors of the covariance ma-
trix. The one-dimensional subspace spanned by an
eigenvector may or may not be the support of a
self-consistent random variable. It would be useful
to have a criterion for deciding whether or not, for
given data, a principal component in the traditional
sense satisfies the criterion of self-consistency,
without making parametric assumptions.
APPENDIX: PROOFS OF SELECTED RESULTS
Proof of Lemma 2.3. Without loss of generality
assume E X = 0: For part (i), by self-consistency of
Y for X and using the conditional variance formula
CovX = CovE XY + E CovXY, we have
CovX = CovY + E CovXY:
But CovXY is positive semidefinite almost surely,
and hence (i) follows.
For part (ii) we have
E X − Y2 = E X′X − 2E Y′X + E Y′Y
= trCX − 2E E Y′XY + trCY
= trCX − 2E Y′E XY + trCY
= trCX − 2E Y′Y + trCY
= trCX − trCY:
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Proof of Lemma 2.4. Since Y is self-consistent
for X, E PXY = PE XY = PY = Y a.s. For a
given y ∈ Rp, let w = A′1y. Then Y = y = A′1Y =
w. Multiplying both sides of the equation E XY =
y = y on the left by A′1 gives E A′1XA′1Y = w =
w.
Proof of Theorem 4.1. Let A = A1 x A2 de-
note an orthogonal p × p matrix, partitioned into
q columns A1 and p − q columns A2 such that the
columns of A1 span A . Then A
′
2Y = 0 a.s.
The covariance matrix of A′X = A′1X;A′2X′ is
(
A′1CA1 A
′
1CA2
A′2CA1 A
′
2CA2
)
:
By the linearity of the conditional expectation,
E A′2XA′1X = A′2CA1A′1CA1−1A′1X: Since Y is
measurable with respect to A′1X,
E A′2XY = E E A′2XA′1XY
= E A′2CA1A′1CA1−1A′1XY
= A′2CA1A′1CA1−1A′1E XY
= A′2CA1A′1CA1−1A′1Y
(by self-consistency of Y for X):
Also by self-consistency, E A′2XY = A′2Y = 0:
Therefore, A′2CA1A′1CA1−1A′1Y = 0, which im-
plies A′2CA1 = 0. That is, the columns of A2 are
orthogonal to the columns of CA1, or CA1 = A1H
for some orthogonal matrix H of dimension q × q.
This means in turn that the columns of A1 span the
same q-dimensional subspace as some q eigenvec-
tors of C:
Proof of Theorem 5.1. Assume without loss of
generality that µt = 0. Using an argument sim-
ilar to that given by Hastie and Stuetzle (1989,
page 505), we have
∫ T
0
Cs; tftdt =
∫ T
0
E xsxtftdt
= E
[
xs
∫ T
0
xtftdt
]
= E xsα
= E E xsααfs
= E αE xsαfs
= E α2fs (by self-consistency):
Thus, ft is an eigenfunction of the covariance
function of xt:
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