We analyze the Chebyshev iteration in which the linear system involving the splitting matrix is solved inexactly by an inner iteration. We assume that the tolerance for the inner iteration may change from one outer iteration to the other. When the tolerance converges to zero, the asymptotic convergence rate is una ected. Motivated by this result, we seek the sequence of tolerance values that yields the lowest cost. We nd that among all sequences of slowly varying tolerances, a constant one is optimal. Numerical calculations that verify our results are shown. Our analysis is based on asymptotic methods, such as the W.K.B method, for linear recurrence equations and an estimate of the accuracy of the resulting asymptotic result.
Introduction
The Chebyshev iterative algorithm 1] for solving linear systems of equations requires at each step the solution of a subproblem i.e. the solution of another linear system. We Phone (o): (818)-395-4550, FAX: (818)-578-0124, e-mail: giladi@ama.caltech.edu assume that the subproblem is also solved iteratively by an \inner iteration". The term \outer iteration" refers to a step of the basic algorithm. The cost of performing an outer iteration is dominated by the cost of solving the subproblem, and it can be measured by the number of inner iterations. A good measure of the total amount of work needed to solve the original problem to some accuracy is then, the total number of inner iterations. To reduce the amount of work, one can consider solving the subproblems \inexactly" i.e. not to full accuracy. Although this diminishes the cost of solving each subproblem, it usually slows down the convergence of the outer iteration.
It is therefore interesting to study the e ect of solving each subproblem inexactly on the performance of the algorithm. We consider two measures of performance: the asymptotic convergence rate and the total amount of work required to achieve a given accuracy . The accuracy to which the inner problem is solved may change from one outer iteration to the next. First, we evaluate the asymptotic convergence rate when the tolerance values converge to 0. Then, we seek the \optimal strategy", that is, the sequence of tolerance values that yields the lowest possible cost for a given .
The present results, extend those in Giladi 2] , 3]. The asymptotic convergence rate of the inexact Chebyshev iteration, with a xed tolerance for the inner iteration, was derived in Golub . Previous work has mainly concentrated on the convergence rate, whereas we emphasize the cost of the algorithm.
In section 2, we review the Chebyshev method and present the basic error bound for the inexact algorithm. Then, in section 3 we evaluate the asymptotic convergence rate when the sequence of tolerance values gradually decreases to 0. In section 4 we seek the \best strategy" i.e the one that yields the lowest possible cost. In section 5, we obtain an asymptotic approximation for the error bound when the sequence of tolerance values is slowly varying. In section 6 we analyze the error in this asymptotic approximation and present a few numerical calculations that demonstrate it's accuracy. In section 7 we use the analysis of section 5, to show that for the Chebyshev iteration, the optimal strategy is constant tolerance. We also estimate the optimal constant. Then, in section 8 we present a few numerical calculations that demonstrate the accuracy of the analysis of section 7. In Section 9, we generalize this result to other iterative schemes.
Chebyshev iteration
Chebyshev iteration (see Manteu el 11] ) to solve the real n n system of linear equations Ax = b (1) uses the splitting A = M ? (M ? A): (2) It requires that the spectrum of M ?1 A be contained in an ellipse, symmetric about the real axis, in the open right half of the complex plane. We denote the foci of such an ellipse by l and u. Furthermore, we assume that M ?1 A is diagonalizable.
The exact Chebyshev method is de ned by x 1 = x 0 + z 0 ; (3) x k+1 = x k?1 + ! k+1 ( z k + x k ? x k?1 ); k = 1; 2; ::: ( 
4) where
Mz k = r k ; r k = b ? Ax k ; (5) = 2 l + u ; = u + l u ? l (6) ! k+1 = 2 c k ( ) c k+1 ( ) : (7) In (3), the initial iterate x 0 is given, and in (7), c k denotes the Chebyshev polynomial of degree k. 
In the variable strategy scheme the tolerance k tends to 0 as k increases, while in the constant strategy scheme k =^ is constant.
We denote the error at step k by e k = x ? x k : (9) We also de ne K, V , and j by
We use the same derivation as in 4] to show that when j 6 = 1 k V ?1 e k k k V ?1 e 0 k k (k; ) j cosh(k cosh ?1 )j ; (11) where represents a sequence of tolerance values f k g 1 k=1 . In equation (11) , is de ned by = max j je j j where j = cosh ?1 j : (12) The function (k; ) satis es the recurrence equation
with initial conditions (0; ) = 1;
(1; ) = 1 + 2 0 : (14) The constant in (13) is given by = j j k V ?1 M ?1 kk AV k : (15) The bound (11) is the product of two terms: k jcosh(k cosh ?1 ( ))j and (k; ). The former is the bound for the exact algorithm and it is exponentially decaying. The latter is a monotonically increasing term which accounts for the accumulation of errors introduced by solving the inner problem inexactly. We shall obtain asymptotic approximations to (k; ) under various assumptions on the sequence k in order to analyze the performance of the inexact algorithm.
Asymptotic convergence rate
We shall now estimate the asymptotic convergence rate of the inexact Chebyshev algorithm when the sequence of tolerance values for the inner iteration gradually decreases to 0. Our goal is to show that then, the asymptotic convergence rate of the inexact algorithm is the same as that of the exact scheme. This is in contrast to the case of constant tolerance for which the asymptotic convergence rate of the inexact algorithm is lower than that of the exact algorithm 4].
We base our analysis on the bound (11) . Therefore, we wish to compute
In order to do so, we need to estimate the asymptotic behavior for large k of (k; ). By making mild assumptions on the rate at which k ! 0, we will show that
Upon using (17) in (16), we nd that the asymptotic convergence rate of the algorithm is lim k!1 j cosh(k cosh ?1 ( )) 1=k j = e ; (18) where e is the asymptotic convergence rate of the exact algorithm.
Equation (17) holds for many sequences k of tolerance values. In order to obtain a general result, we shall assume only that k C k : (19) The positive constant C in (19) is arbitrary. Hence, if C 1 the sequence of tolerance values can decay quite slowly.
We show that (17) holds under assumption (19) in two steps. First we show that (k; ) in (13) , is bounded by the function (k;^ ), where (k;^ ) satis es (13) with k replaced bŷ k = C k . Then, we show that lim k!1 (k;^ ) 1=k = 1. As a rst step, we prove the following proposition Proposition 1 Let (k; ) be a solution to (13) and (14) 
for all k.
We prove this proposition by induction. For k = 1 we obtain from (14) that
Then, we assume that assertions (20) and (21) are true for all k = 1; 2; : : : ; N. In view of (N; ). Furthermore,^ k k so the right side of (23) is greater than or equal to the right side of (24). We conclude that (N + 1;^ ) ? (N;^ ) (N + 1; ) ? (N; ) (25) and that (N + 1;^ ) (N + 1; ).
We shall now obtain the asymptotic behavior of (k; ) for large k from (13) with k = C k . We use the method of 12].
We rst replace (k; ) by (k;^ ) in (13) and set^ k = C=k. Then we introduce the 
The functions (x), K 0 (x); : : : ; K 3 (x) are to be determined so that R(x) satis es equation (27) . The constant c( ) is to be determined so that R(x) is independent of . After substituting (28) into (27), we express each side of the resulting expression in power series in 1=2 assuming that (x + ), K 0 (x + 2 ), K 0 (x + ), K 1 (x + 2 ).... can be expanded in Taylor series in powers of . Then, we equate the coe cients of each power of 1=2 on the left side of the resulting expression, to the same power of 1=2 on the right side. The coe cients of and of 3=2 , yield the following equations for (x; ) and K 0 (x; ) respectively:
Upon solving (29) for we nd
Introducing the right side of (31) into (30) and solving the resulting equation for K 0 we
To nd the constant D in (32) we could match (28) to another expansion which satis es the initial conditions (14) . However, the value of D is unimportant for our purposes since lim k!1 D 1=k = 1. We substitute (31) for and (32) for K 0 into (28) for R. Then, we use the change of variables (26) to obtain
To make the right side of (33) independent of , we require that c( ) = ?1=4 , and we obtain
Therefore, lim
In a realistic numerical computation k is bounded below by the machine precision 0 . Moreover, the analysis of the iteration with k =^ reveals that if^ 0 is su ciently small, the performance of the inexact algorithm is for all practical purposes indistinguishable from that of the exact algorithm. Indeed, solving (13) (44) In view of (38) and (44) the asymptotic convergence rate is the same as that with k = .
The results (34) and (43) of this formal analysis can be made rigorous. We summarize the above analysis in the following theorem:
Theorem 1 Assume that a linear system of equations is solved to accuracy , using the Chebyshev iteration, with a variable strategy f k g. Assume that k ! with 0 and that k C=k + for some positive constant C. Then, the asymptotic convergence rate of the Chebyshev iteration with the variable tolerance is the same as the asymptotic convergence rate of the scheme with the xed tolerance . 4 The optimal strategy problem Motivated by the result of section 3, we now wish to nd the \best" sequence of tolerance values for the inner iterations. More precisely, we seek the sequence of tolerances that yields the lowest possible cost for the algorithm.
To formalize this problem, we let = f j g 1 j=0 , be a sequence of tolerance values. The jth component of , j , is the tolerance, required in the solution of the subproblem at outer iteration j. Therefore j 2 (0; 1) and the number of inner iterations at step j is d ? log j ? log e.
In this estimate, is the convergence factor of the method which is used in the solution of the subproblem. Then, we de ne N( ; ) to be the number of outer iterations needed to reduce the initial error by a factor when the problem is solved with strategy : It follows that the total number of inner iterations required to achieve this accuracy is proportional to
Our objective is to minimize C( ; ) with respect to . We consider the set S of slowly varying strategies S = 
We can now restate the problem as follows. Find 2 S such that C( ; ) = min 2S C( ; ):
5 Error bound for slowly varying strategies
Now we shall approximate the error bound (11) , under the assumption that 2 S. First, we obtain an asymptotic approximation for (k; ), valid for 1. To emphasize the fact that (k; ) depends on , we denote it (k; ; ).
To simplify the analysis we assume that the function (x) is constant on 0; ]. This assumption is not very restrictive since it requires only that we change the value of 0 to equal 1 . Moreover, since k is slowly varying the impact of this change on the cost is negligible.
The method we use is similar to the W.K.B method 13] for linear ordinary di erential equations with a small parameter, and the ray method Keller 14] for linear partial di erential equations with a small parameter. These methods have recently been adapted to linear di erence equations with small parameters 12], 15].
We now obtain an approximate solution to equation (13) (49) in (13), we obtain R(x + ; ; ) = 2(1 + (x))R(x; ; ) ? R(x ? ; ; ):
We seek an asymptotic expression for R(x; ; ) for small , in the form R(x; ; ) e (x; )= K(x; ) + K 1 (x; ) + 2 K 2 (x; ) + : : :]:
The functions (x; ), K(x; ), K 1 (x; ) : : : are to be determined to make R satisfy (50). Substitution of (51) 
We now express each side of (52) 
Now, we use expression (55) for x in (58) to obtain
To obtain the leading order term in (k; ; ), we substitute the two values (56) for into (51) for R and add the two terms. Then, we use the result in (49) and set x k to nd (k; ; ) K( k; )(Ae
Here ( ) is de ned in (37) and K(x; ) is given by (59). The constants A and B are determined to make (60) satisfy the initial conditions (14):
Since (x) is constant on 0; ], (59) shows that K(0; ) = K( ; ) and 1 R 0 ( (t))dt = ( (0)). We substitute (61) into (60) to obtain, after some manipulation,
When (x) ^ is constant, (55) implies that xx = 0 and (54) shows that K is also constant. Hence, (62) simpli es to the exact solution (36) of (13) and (14) when k ^ is a constant.
The exponentially decaying term in (62) can be neglected after a few outer iterations.
Then we set s = t= in (62) and introduce the function
Now, we approximate (k; ) by (k; ), and the bound for the error in the right hand side of (11) becomes
In the next section, we shall analyze the validity of the approximation (64).
Validity of the asymptotic expansion
Now we shall show that the leading order expression for (k; ), given by (62), is indeed asymptotic to (k; ) as ! 0. We denote this expression by (k; ) and de ne the residual associated with it by r(k; ):
To evaluate r(k; ) we substitute (60) for (k; ) into (65) and then expand and K in Taylor series, with remainders up to order 3 and 2 , respectively. We use (59) and (56) in the resulting expression to obtain, after some manipulation,
Here M = O( ?1=4 ) for all in S and is independent of k and . The error in the asymptotic approximation, e(k; ) = (k; ) ? (k; ), satis es e(k + 2; ) ? 2(1 + ( (k + 1)))e(k + 1; ) + e(k; ) = r(k; ):
This equation is obtained by subtracting (13) 
Our goal is to show that for any constant C and all k C e(k; )
To estimate the left side of (69), we obtain an explicit formula for e(k; ), by solving (67) and (68). We use the method of reduction of order 13]. Speci cally, we seek a solution of the form e(k; ) = x k (k; );
where (k; ) is the solution to equation (13), (14) and x k is to be determined. Upon substituting (70) into (69) we nd that (69) will hold if jx k j = O( 2 ); as ! 0:
We obtain an expression for x k by substituting (70) for e(k; ) into (67). Then, we eliminate (k + 1; ) from the resulting expression by using (13) and we nd that
Now, we introduce
into (72) to obtain a linear rst order equation for X k . The initial conditions (68) yield x 0 = x 1 = 0; =) X 0 = 0:
The solution of (72) and (74) 
where the constant P is independent of k and . We now use these bounds in the right side of (76) and conclude that for all k 1 jX k j C 2 ;
where the constant C is independent of k and . Equation (73) and the condition for x 1 in (74) determine x k through
To derive the bound (71) for jx k j, we take the absolute value of each side of (79) and use (78) to obtain jx k j kC 2 :
(80) We summarize the above analysis in the following theorem:
Theorem 2 Let (k; ) satisfy (13) and (14) . Let (k; ; ) be the expression on the right side of (62). Assume that (x) is a non-increasing strategy and that (x) 2 S with S de ned in (46). Then, We now brie y discuss the validity of the approximation (63). When ^ is constant, (63) is exact up to an exponentially decaying term, and it is very accurate after a few iterations. When is not a constant, the approximation is based on (62), which is valid for 1 and k = o( 2 ). Therefore, the accuracy decreases as the number of outer iterations k ! 1, and for a xed k, increases as ! 0. At the end of this section we present a few numerical calculations that demonstrate the accuracy of the expansion for a few variable strategies in S. As we shall see, even for large values of k, it is very accurate.
Lemma 1 Let (k; ) satisfy (13) and (14) . Then where the constant P is independent of k and .
Proof: We note that when (x) is a non increasing function of x, it follows from the monotonicity of ( ) in (37) that
We introduce the right side of (91) 
We now seek a lower bound on (k; ). In view of the left condition in (14), we can write write (k; ) as the product 
It follows from (13) and (14) 
To obtain a lower bound for the product in (93), we introduce the sequence k , k = 0; 1; 2; : : : which satis es The next step in the proof is to evaluate k explicitly and obtain a lower bound for it. This is done by solving the non-linear recurrence equation (99) for k;j , subject to the initial condition (98). We solve this equation with a method analogous to the one described in section 16. 
Finally, we note that 1=(1 + k ) < 1 and 2S=(1 + ( k) + S) < 1, where the latter inequality follows from (105). We use these bounds in (109) and use (97) to get
We are now ready to prove the lemma. First, we substitute the right side of (93) for (k; ) in (92). Then, we use (110) and (96) 
The in nite product Q 1 j=1 1 1? j is convergent because P 1 j=1 j < 1. Hence, the right side of (111) is bounded by a number P which is independent of and k.
We now present a few numerical calculations that demonstrate the accuracy of the expansion derived in section 5. First, we solve (13) for (k; ; ) by iteration and then we compute the approximate solution (k; ) given by (63), for all 2 k 2000. We present the relative error in this approximation.
We use strategies from the three parameter family In 7 Constant strategy is optimal Now, using (47) and (64) we seek the optimal strategy for the Chebyshev iteration. The numbers N( ; ) and C( ; ) in (47), are hard to determine precisely. Therefore, we introduce the quantities N B ( ; ) and C B ( ; ), which are the number of outer iterations required to reduce the error bound (64) to and the associated cost, respectively. The following theorem shows that a constant strategy is optimal. Table 1 : The maximum over 2 n 2000 of j (n; ; ) ? (n; )j = j (n; ; )j in (%).
Theorem 3 Suppose that a linear system of equations is solved to accuracy by the Chebyshev iteration using inner iterations with a sequence of tolerances f k g in S. There exists a constant strategy^ ( ; ), for which the cost is smaller, i. The right side of (126) can be minimized easily with respect to^ using a standard minimization technique. The original variational problem (48) is thus reduced to a simple optimization problem. Since B(N;^ ) approximates a bound for the error, the tolerance obtained by this method will be a lower bound for the optimal tolerance. The estimation of the optimal constant depends on the parameters and in expression (126). These are often determined adaptively while solving the system 17].
Numerical calculations
We now present a few numerical calculations that verify the analysis of section 7. In each experiment, we solve a linear system with Chebyshev iteration to accuracy , using a variable strategy . Then, we solve the same system with the associated constant strategŷ ( ; ), where^ is de ned in (113) with N B ( ; ) replaced by N( ; ). We recall that N( ; ) is the exact number of outer iterations required to achieve an accuracy , when solving the problem with strategy . This number is obtained from our numerical experiment. Our goal is to verify that the predictions of lemma 3 and theorem 3 hold in practice.
In section 4 we de ne the cost at outer iteration j by using ? log j ? log (127) for the number of inner iterations required to achieve accuracy j instead of d ? log j ? log e. Here, is the convergence factor for the inner iteration. If is close to 1, then the relative error in using (127) is usually small and the cost (45) is truly proportional to the total number of inner iterations. In this case, we expect good agreement between the analysis and the numerical calculations. Moreover, we expect some uctuations around the predicted behavior when 1. We covered both cases in our experiments.
We solve the symmetric system In all our experiments, we use strategies from the family (112). The values of and A are xed at 1. The parameter B and the value of vary from one experiment to the other.
For each variable strategy , the associated constant strategy^ is computed using (113) with N B ( ; ) replaced by N( ; ). We note from (113) that depends on . We evaluate exactly but nd that^ is not very sensitive to the value of . We performed calculations with various values of C in (129) and (130) and we shall report on a representative sample obtained with C = 30.
We use two methods for the inner iteration. The symmetric Gauss Seidel, with the convergence factor 0:993, close to 1, and the symmetric successive over relaxation method 18] (S.S.O.R) with the smaller convergence factor 0:925. In the S.S.O.R iteration, the relaxation parameter ! is the optimal parameter ! of S.O.R. In each experiment, we record the number of outer iterations and the total number of inner iterations for the variable and constant strategy cases. 
Here N in ( ; ) is the total number of inner iterations performed when solving the system to accuracy with strategy .
Each entry in In table 4 we present the total number of inner iterations with the associated constant strategy. The lowest number of inner iterations is found at the top left entry. This entry corresponds to the lowest tolerance for the inner iteration. Table 5 presents the total number of outer iterations. We see that the top left entry maximizes the number of outer iterations. Hence, among all strategies considered in this table, the strategy which yields the lowest convergence rate also yields the lowest cost. Tables 6 and 7 present the di erence in number of inner and outer iterations, respectively, when the inner iteration is S.S.O.R. Since the convergence factor is not close to 1 some uctuations from the predicted behavior are expected. Indeed, two entries in table 6 are negative. However, the uctuations are small and the constant strategy performs essentially as well as the variable one.
In our numerical calculations we have used both slowly varying strategies, = :1, and \rapidly" varying ones, = 2 6 1. Although our theory was developed for slowly varying strategies, the conclusion of theorem 3 is found to hold for all the strategies considered.
Generalization to other iterative procedures
We now consider a general iterative algorithm in which, at iteration k, a subproblem is solved by an inner iteration to accuracy k . The norm of the error at step k, e k , satis es the relation e k+1 = (k; x 0 ; )e k : (132) In (132), (k; x 0 ; ), the convergence factor at step k, depends on the initial iterate x 0 and on the sequence of tolerance values . We assume that (k; x 0 ; ) is a product (k; x 0 ; ) = e f(k;x 0 ) e g( k ) ;
with k = e k :
Hence, the only tolerance upon which (k; x 0 ; ) depends is k , the tolerance at outer iteration k. Furthermore, the dependence of (k; x 0 ; ) on k is the same at each iteration of the algorithm. We can prove a result similar to the one of section 7 for an iteration satisfying (133). is lower than the cost of performing N outer iterations with the variable tolerance .
In other words, for such an iteration a constant strategy is optimal.
Proof: From (132) and (133) 
The right hand side of equation (137) is exactly (N; ).
Using (45) and (136) 
Now, the right side of (138) is no greater then the right side of (139) since g is convex.
The error bound (64) for the Chebyshev iteration is analogous to (135) with the sum over g( ) replaced by an integral and the term e P N?1 k=0 f(k;x 0 ) replaced by a function F(k; x 0 ), independent of . Hence, theorem 3 is essentially a continuous version of theorem 4. The proof of the former is complicated by the presence of the amplitude term (59) in (63). 
where (x) and K(x) are de ned in equations (58) and (56) 
In equations (147) ( 2 )).
The terms S ? j in equation (142) 
