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Abstract
The amount of information available to an intelligent monitoring system is simply too vast to
process in its entirety. One way to address this issue is by developing attentive mechanisms
that recognize parts of the input as more interesting than others. We apply this concept to
the domain of far-field activity analysis by addressing the problem of determining where to
look in a scene in order to capture interesting activity in progress.
We pose the problem of attention as an unsupervised learning problem, in which the
task is to learn from long-term observation a model of the usual pattern of activity. Such a
statistical scene model then makes it possible to detect and attend to examples of unusual
activity.
We present two data-driven scene modeling approaches. In the first, we model the pattern
of individual observations (instances) of moving objects at each scene location as a mixture
of Gaussians. In the second approach, we model the pattern of sequences of observations—
tracks—by grouping them into clusters. We employ a similarity measure that combines
comparisons of multiple attributes—such as size, position, and velocity—in a principled
manner so that only tracks that are spatially similar and have similar attributes at spatially
corresponding points are grouped together. We group the tracks using spectral clustering
and represent the scene model as a mixture of Gaussians in the spectral embedding space.
New examples of activity can be efficiently classified by projection into the embedding space.
We demonstrate clustering and unusual activity detection results on a week of activity in
the scene (about 40,000 moving object tracks) and show that human perceptual judgments
of unusual activity are well-correlated with the statistical model. The human validation
suggests that the track-based anomaly detection framework would perform well as a classifier
for unusual events. To our knowledge, our work is the first to evaluate a statistical scene
modeling and anomaly detection framework against human judgments.
Thesis Supervisor: W. Eric L. Grimson
Title: Bernard Gordon Professor of Medical Engineering
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Chapter 1
Introduction
In the early years of computer vision, when cameras were few and lacking in resolution, one
of the central questions was that of recognition: “What are we looking at?” When machine
vision began to play an important role in robotics, an additional question arose—the question
of where to pay attention: “Where should we be looking?” Recently, as cameras have become
more readily available and the amount of visual data to be analyzed has rapidly increased,
this question has become even more critical. For people, determining where to look—where
the “action” is—is quite easy. At the lowest level, the decision of where to move our eyes is
made by neural circuitry in the brain, much of which is in place from birth. However, more
complex decisions, such as where to attend in a video, require a great deal of experience in
observing the world.
In this dissertation we address the problem of determining from long-term observation
where to look in an active scene in order to capture interesting events while they are in
progress. We approach the problem from the point of view of an automatic visual monitoring
system, in which the goal is to direct attention to the most interesting activity happening
in the scene.
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Figure 1-1: The tradeoff between coverage and resolution. If the parts of the scene where
motion occurs were to be covered at the resolution shown in the lower right (c), nearly 50
cameras would have to be tiled (25 are shown in a). If a single camera is used, only low
resolution can be achieved. (b) and (c) show portions of the area in the white rectangle in
a single camera vs. the tiled camera array setup, respectively.
1.1 The Role of Attention
To illustrate why attentive monitoring systems are needed, consider a camera observing a
scene rich in various types of activity such as the parking lot in Figure 1-1. Analyzing the
entire scene in great detail would require an enormous amount of resources. It might be
better to instead perform a coarse analysis, which can be subsequently used to direct the
attention of the system to an area of interest for further analysis. In a security setting,
this might involve selecting the view of the interior or exterior of a building that contains
a suspicious activity in progress. In the setting of a television broadcast of a sports event,
it might involve selecting the view that contains a foul or the scoring of a point. In a home
monitoring setting, it could mean selecting the view that contains an elderly person having
18
health difficulties. The common denominator of all of these tasks is the selection of the most
visually interesting part of the scene as a target for further attention, potentially at a higher
resolution.
To facilitate this further analysis, it is necessary to obtain images of sufficient detail,
i.e. sufficient resolution. In far- and mid-field settings, there is typically a tradeoff between
area of coverage—the area around a building, for instance, that comprises the visual field
of a particular camera setup—and the available resolution, i.e. the level of detail available
for analysis. Figure 1-1 illustrates the tradeoff. If only one camera with the resolution of
640x480 pixels were used to cover the entire area of the shown parking lot, there would not
be enough detail to analyze activity in the scene: notice that in part (b) of the figure, the
person passing in front of the car is barely discernable as compared to the high-resolution
image shown in part (c). To be able to obtain video from the entire parking lot area at 10x
resolution, more than fifty cameras at 640x480 pixels would have to be tiled. This number
would be even larger if the cameras were tiled with an overlap in order to facilitate the
tracking of moving objects. On the other hand, if only one camera zoomed to 10x resolution
were used, the area of coverage of the scene would be extremely small.
An efficient solution to the problem of having to compromise between coverage and
resolution can be achieved by using a focus-of-attention camera system. Such systems have
recently gained popularity and were originally inspired by the design of the mammalian visual
system. The fovea of the mammalian eye—the central, high acuity area of the retina—has
a much higher concentration of photosensitive cells, the photoreceptors, than the peripheral
regions. Whereas the foveal area of the human retina contains around 200,000 photoreceptors
per square milimeter, the number is ten times smaller five degrees out from the center of
the fovea and one hundred times smaller ten degrees out [44]. If the entire retina had the
same density of photoreceptors as the foveal region, the size of the optic nerve exiting the
retina would be biologically prohibitive. However, because only a tiny area of the eye is
capable of high acuity, the eye has to move so that the observed object or part of the scene
falls onto the fovea. Thus the problem of visual attention arises. Similarly, a focus-of-
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attention camera system usually consists of a stationary, master camera with a wide angle
of view and a taskable, pan-tilt-zoom (PTZ), high-resolution camera. In order for the high-
resolution camera to obtain images of interesting activity in the scene, an appropriate model
of attention for the system is needed. In this dissertation, we describe how such a model can
be built by learning the usual pattern of activity in the scene from long-term observation.
1.2 Attention as a Learning Problem
In order to better define the problem, we need to make some assumptions. First, how do we
define an activity? For the purposes of this dissertation, we will consider an activity to be
the collection of observations associated with the path of a single moving object through the
scene. An example is shown in Figure 1-4(a). As we will see in the following chapter, other
definitions have been proposed. We use the path of a single moving object partly because
it lends itself well to statistical analysis and also because it is a natural building block for
more complex activities, such as interactions between multiple objects.
Second, what do we consider interesting? In the human sense, the word “interesting”
applies to anything to which a person might choose to pay attention. It could be something
suspicious, funny, unexpected, unusual, surprising or anything else that might catch one’s
eye. Recognizing events to which a person might ascribe subjective terms such as “suspi-
cious” or “amusing” is beyond the capabilities of current artificial intelligence algorithms.
However, we do have the ability to recognize events that are unusual or unexpected if we
consider those terms in the statistical sense. By modeling the usual pattern of activity in the
scene, we can determine how statistically unusual an event is by comparing it to the model.
The problem of attention thus becomes a learning problem.
1.3 Learning a Scene Model
Having defined what we will consider interesting, our approach to detecting unusual activity
is to learn a statistical model of the normal range of activity in the scene. As in any learning
20
problem, the more data we use for the learning, the more descriptive the model will be. A
day of observation of a typical scene may contain tens of thousands of moving objects of
various sizes (people, groups, bicycles, motorbikes, cars, trucks, etc.) taking a wide variety
of different paths through the scene. Consequently, dealing with a large amount of data
becomes a central issue. We want to distill, from this huge volume of data, compact models
of the common (and uncommon) activities in the scene without prior assumptions about
those activities. We can then use these models to detect unusual activities even as they are
occuring by flagging deviations from normal modes.
We describe two different approaches to building a statistical scene model. The first is
based on individual observations of moving objects as they pass through the scene. Given
such observations over a long period of time, we build an attribute map of the scene. For
every image location, the attribute map describes the distribution of the object attributes,
such as size, velocity, orientation, etc., that have been observed at that location (see Figure
1-2). This makes it possible to reason about the likelihood of new observations and detect
ones that are unlikely given the model. Figure 1-2 shows an example unusual event: a person
crossing an area where moving objects are less likely.
One natural limitation of an observation-based scene model is that it does not allow for
the detection of events that consist of likely observations occuring in an unlikely sequence.
We overcome this problem by presenting a second scene analysis approach that models
the tracks of objects moving through the scene. Each track consists of an ordered set of
observations containing attributes such as position, size, direction of motion, velocity, etc.
We group moving object tracks using spectral clustering and model the scene as a mixture
of Gaussians in the spectral embedding space. Our clustering method uses a multi-attribute
distance measure, under which tracks appear similar only when the objects take a similar
path through the scene and have similar attributes at spatially corresponding points along
that path. For instance, a person and a car taking the same path through the scene or
two cars traveling along the same path but at different speeds will not appear as similar.
An example clustering result is shown in Figure 1-3. We compare new object paths to the
21
Figure 1-2: Top Left: attribute map showing at each pixel the likelihood of a moving object’s
centroid passing through that location; brighter pixels indicate higher likelihood. The blue
rectangle marks an unlikely observation. Top Right: high resolution image of the marked
location reveals a person crossing an area where moving objects are unlikely. Bottom Left:
attribute map showing the mean speed of objects at every location. The blue rectangle
marks an object with an unlikely speed. Bottom Right: high resolution image of the marked
area reveals a person riding a bicycle in a region where people normally walk.
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(a) (b)
Figure 1-3: (a) A sample of ca. 3000 object tracks (about 8% of our data set) shown as black
trajectories. (b) The tracks from (a) clustered into 100 groups using our spectral clustering
approach based on similarity along position, size, velocity and direction of motion. Color
indicates cluster assignment (colors are reused).
model by first projecting them into the spectral embedding space and then calculating their
likelihood under the mixture model.
Figure 1-4(b-c) shows examples of unusual activities detected using the track-based scene
model. In (b), a person walked across the parking lot, dragging a large object, deposited
the object on the grass at the far end of the lot and then walked back on the sidewalk. The
unusual aspects of this activity are both the path that the person took through the scene as
well as the change in size as he left the dragged object behind. Other examples include (c)
a person riding a bicycle along a path that is common for cars but unlikely for objects of
smaller size and (d) a car driving through a pedestrian zone and emerging into the parking
lot. Note that in the first two examples, the individual observations of the person and the
cyclist would not appear unusual, as people often walk or bike through the parking lot as
well as along the pavement. Consequently, these tracks would not appear unusual under the
observation-based scene model. Many unusual tracks would also not appear to be unlikely
under a path-based model that did not consider additional attributes of the objects such as
size, velocity and direction of motion.
Once an activity is flagged as unusual as compared to the learned model, it is possible
23
(a) (b)
(c) (d)
Figure 1-4: (a) An example of typical activity: a car driving through the parking lot,
searching for a space (with no success). (b)-(d) Examples of unlikely activities: (b) a person
dragging an object across the parking lot, depositing it and walking back (both the path the
person took and the size change after the object was left are unusual), (c) a person riding a
bicycle along a path that is usual for cars but unusual for smaller objects, (d) a car emerging
out of a pedestrian zone into the parking lot.
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to direct a high resolution camera to capture more detailed images of the event. In the case
of the person dragging an object, this may make it possible to identify the object, which
cannot otherwise be discerned from the wide angle view of the scene. This underscores the
importance of being able to classify tracks relatively quickly, while the associated activity is
still in progress.
1.4 Methods
Having established the motivation for our approach, we can now describe our scene learning
methods in more detail. Let us start from the input: a sequence of images of the observed
scene collected over a long period of time (in our case, a week). First we extract out of the
images the tracks of moving objects by segmenting each image into moving and stationary
regions and solving for the correspondences between connected components of the moving
regions in subsequent images. We describe these low-level methods in detail in Chapter 2.
Once we have extracted the moving object tracks from the input images, the images
themselves are discarded: the tracks are essentially a compressed representation of the video
input. The rest of the methods in this dissertation operate directly on tracks or the observa-
tions contained therein. We present two different types of scene modeling approaches, both
of which take a collection of examples and learn from them a mixture model distribution
using a clustering method.
In the observation-based scene modeling approach, the collection of examples is a set of
observations that have occured in a particular area of the scene. In the track-based approach,
examples are moving object tracks. We use a central clustering method (see Chapter 3) to
fit a mixture model to a collection of examples. In the case of tracks, a central clustering
method is not directly useful because tracks cannot easily be represented in a space in which
Euclidean distances are meaningful. Thus, we use a spectral clustering approach, in which
we first project all examples into a high-dimensional embedding space based on pairwise
similarities between examples. In order to avoid having to calculate pairwise similarities
between all pairs of examples in our huge dataset, we employ the Nystro¨m method, which
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allows us to estimate the embedding space from a much smaller sample of the data. Once
all examples are projected into the embedding space, we use a central clustering method to
group them. Finally, we represent the resulting groups as a mixture distribution. We give
the background for our clustering methods in Chapter 3. In Chapter 4, we describe how these
learning methods can be used to learn a scene model from collections of observations and in
Chapter 5, we show how they can be applied to learning a scene model from collections of
tracks.
In order to achieve a good clustering of tracks using a spectral method, the similarity
measure used to compare examples is crucial. As we saw in the previous section, many
types of interesting activities can only be detected if multiple attributes of moving objects
are considered. We use a similarity measure under which two tracks appear similar only if
they have similar trajectories and spatially corresponding observations along the tracks have
similar attributes.
Having learned a scene model represented as a mixture distribution, the final step of our
algorithm is evaluating the likelihood of new examples under the scene model. We define a
statistical anomaly score that is proportional to the negative likelihood of examples under the
model. The output of our algorithm is a ranking of the observed activities by their statistical
anomaly scores. The ranking can be used to detect unusual activities (by thresholding on
the anomaly scores) or to task a high resolution camera to the most unusual activity in the
scene.
In chapter 6, we evaluate our results both qualitatively, by visualizing components of the
track-based scene model; and quantitatively, by correlating the statistical anomaly scores
with human perceptual judgments and assessing the performance of the scene model as a
classifier for unusual activities. We present our conclusions in chapter 7.
1.5 Contributions
The key contributions of our work to the field of scene modeling and anomaly detection can
be summarized as follows:
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• Our track-based scene modeling approach is capable of using a very large dataset for
learning a model of object motion through the scene. Thanks to our use of approx-
imate spectral clustering with the Nystro¨m approximation, we are able to utilize a
volume of data an order of magnitude larger than would otherwise be practical. This
is necessary in order to effectively model active, complex scenes where the number of
observed objects per hour reaches several hundred or more. We demonstrate results
on a collection of ca. 40,000 tracks representing a week of activity in an active outdoor
scene. In comparison, the most comprehensive related scene modeling approaches have
used ca. 1,500 tracks for learning.
• The distance measure we use to compare moving object tracks allows for combining
multiple object attributes in a principled manner. This makes it possible to reason
about not only the path the objects take through the scene but also various aspects
of the observations along those paths, such as size, velocity, direction of motion, etc.
The framework allows for further descriptors such as appearance to be incorporated
into the distance measure. Further, when converting distances to similarities, we use a
parameter-free approach that eliminates the need to set the parameters empirically–a
tedious and often biased process.
• The model representation is efficient enough for us to reason about incoming objects
online. This includes the ability to reason about partial object tracks and thus makes
it possible to maintain a belief distribution of how well the developing track fits each of
the clusters in our model. We can then detect sudden changes in the belief distribution
to identify surprising moments.
• To our knowledge, this work is the first to evaluate the performance of a statistical
anomaly detection approach by comparing its responses with human perceptual judg-
ments. We show that the negative log likelihood of examples under our scene model is
correlated with the degree to which humans perceive those examples as unusual.
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1.6 Notation
Throughout this document, we will generally use the following notation:
• Vectors are written in boldface, e.g., v.
• 1 denotes a vector of ones.
• Matrices are written as Roman capital letters, e.g., M.
• Scalars are written in italics, e.g., S.
• Superscripts generally denote the time index, e.g., xt is the value of x at time t.
• Subscripts denote the membership index in a vector or an ordered set.
• δij is the Kronecker delta:
δij =
 1 for i = j0 for i 6= j.
• Probabilities are written as Pr(X = x) whereas probability density functions are writ-
ten in lowercase, e.g., p(x).
• diag(x) denotes a square diagonal matrix with the vector x on the diagonal.
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Chapter 2
Scene and Activity Analysis
Background
A key goal of any visual surveillance system is to automatically determine when an observed
scene contains unusual or unexpected activity. In the past this task was performed by a
human expert: someone familiar with the scene who was able to recognize when something
out of the ordinary occurred. A typical surveillance site may have so many sensors in different
locations that it is no longer feasible for a person to monitor all of them. Machine vision
systems are needed to mine the collected data for potentially interesting activity. This has
fostered a new area of machine vision research—often broadly referred to as surveillance—
aimed at the statistical modeling of scenes and activities.
In this chapter, we review some of the background that forms the foundation of many
of the methods used in surveillance, including those presented in this dissertation. We then
give an overview of the related work in attentive monitoring and activity analysis systems.
Towards the end of the chapter we focus on the research efforts in scene modeling. The last
section contains a discussion of the published work most directly related to this dissertation.
29
Figure 2-1: Illustration of motion segmentation. Left: input image. Right: segmentation
into pixels corresponding to moving regions (white) and stationary regions (black). In this
case the segmentation was performed manually.
2.1 Moving Object Segmentation
Among the many possible definitions of activity, one common theme stands out: motion.
Without motion, it would be difficult to talk about activity. Detecting and quantifying
motion in images is one of the foundations of most activity analysis research. In essence,
given a new image of the scene, the problem in motion segmentation is to classify all of the
pixels as either corresponding to moving or stationary parts of the scene. An example is
shown in Figure 2-1. Naturally, some information about what the scene looked like just prior
to acquiring the image is generally necessary to solve the problem. The amount of this prior
information often determines the best approach.
Given only a few previous frames, optical flow may be the best choice. In optical flow,
the focus is on finding correspondences between image patches in the current frame and
corresponding patches in previous frames. This patch-wise registration is usually formulated
as an optimization problem subject to some smoothness constraints. The solution yields a
flow field, in which the vector at each image location indicates the corresponding location in
the previous frame. We refer the reader to the seminal papers by Lucas and Kanade and by
Horn and Schunck for an introduction to this topic [3, 15].
In the setting of monitoring systems with a stationary overview camera observing the
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scene at all times, much more prior information about the scene is available for motion
segmentation. A family of approaches termed background subtraction take advantage of
this large amount of prior information. In background subtraction, the assumption is that
if images of a particular scene location are collected over a long period of time, most of the
collected frames will not contain motion and so it is possible to learn a pixel-level model
of the appearance of the scene in the absence of any moving objects. A comparison of
a new frame from the camera with the learned model then yields a segmentation, where
each pixel is classified as foreground, i.e. belonging to a moving object, or background, i.e.
corresponding to a part of the scene unoccluded by moving objects. Of course, one of the
problems with this idea is that the appearance of the unmoving parts of the scene can (and
does) change over time. In addition to lighting changes (for instance due to changing cloud
cover or changing time of day), parts of the scene may become occluded by objects that have
stopped moving, such as parked cars, or revealed when stationary objects begin moving.
2.1.1 Adaptive Background Subtraction
One of the most often used background subtraction methods, proposed by Stauffer and
Grimson in 1999, overcomes this problem by using an adaptive approach, in which the back-
ground model is estimated online and changes in the appearance of the scene are gradually
incorporated into the model [39]. Because this method is a critical component of our data
collection, we describe it in detail here.
To understand the approach, we will consider a single pixel at the location (x, y) in the
image. Let the grayscale value of that pixel in the frame at time t be I t. This pixel value is
proportional to the amount of light reflected from a particular location in the scene through
the optics of the camera onto a photosensitive patch in the sensor. Thus it is determined
by the properties of the corresponding scene location and the camera parameters. Because
of measurement noise, variations in physical properties of the scene (such as dust in the air,
lighting changes, etc.) and, of course, occlusion by any moving objects, the pixel value will
not be the same in every frame. However, so long as most of the time the corresponding
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scene location is unoccluded, we can reasonably assume that the pixel value is generated
according to some probability distribution. We will also assume that each pixel value is
picked independently of the other pixel values. The task now is to learn the parameters of
the model M that generates values for the pixel at image coordinates (x, y).
Stauffer and Grimson do this by fitting a mixture of Gaussians to the history of pixel
values seen so far. Let l(t) indicate the index of the mixture component to which the pixel
value observed at time t belongs. A pixel process model M with k components is then
specified by the means (µ), variances (σ) and priors (pi) of each mixture component:
t ∈ {1, .., T}, (2.1)
j ∈ {1, .., k}, (2.2)
M = {Mj}, (2.3)
Mj = (pij, µj, σj), (2.4)
µj =
1∑
t:l(t)=j 1
∑
t:l(t)=j
I t, (2.5)
σ2j =
1(∑
t:l(t)=j 1
)
− 1
∑
t:l(t)=j
(I t − µj)2, (2.6)
pij =
∑
t:l(t)=j 1
T
. (2.7)
Given a new pixel value, we can calculate its likelihood under the model:
L(I t) = p(I t|M) (2.8)
=
∑
j
pijp(I
t|Mj) (2.9)
=
∑
j
pij
1
σj
√
2pi
exp
(
− 1
2σ2j
(
I t − µj
)2)
. (2.10)
Having learned a model of what the background usually looks like, background subtrac-
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tion amounts to thresholding on the likelihood of the newly observed pixel value: whenever
the likelihood exceeds some threshold, the pixel is classified as background because it matches
the model well; otherwise it is classified as foreground.
To use the above approach in practice, we would have to keep in memory some number
of previous frames and at each time step estimate the parameters of the Gaussian mixture
model. To do this exactly using an expectation maximization [10] approach would be de-
manding both in terms of memory usage and computational complexity. Instead, the Stauffer
and Grimson algorithm estimates the mixture model parameters using an online k-means
algorithm. The basic idea is to determine whether a new observation is explained by one of
the components of the mixture model. If so, the parameters of that mixture components are
adjusted to take account of the new evidence. If not, a new mixture component is added
or, alternatively, the least likely mixture component is replaced. The pixel is classified as
background if it matches a salient mixture component—one for which enough consistent
evidence has been observed.
The algorithm (summarized as Algorithm 2.1) work as follows. Suppose that at time
t−1 the pixel process model at location (x, y) has k mixture components. Given a new pixel
value I t we take the following steps to classify the pixel and update the mixture parameters:
1. Sort the k mixture components according to their “saliency.” Intuitively, a mixture
component is more salient if it is supported by a larger amount of evidence (i.e. if
its prior is high) and if the evidence is more consistent (i.e. if the variance is small).
Accordingly, Stauffer and Grimson order the mixture components by the ratio pi/σ.
The first B components for which the total evidence is larger than some threshold T
are considered part of the background model:
B = argmin
b
b∑
i
piti > T. (2.11)
2. Calculate the likelihood Lj(t), where j ∈ {1, ..., k}, of the new observation under each
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Algorithm 2.1 Stauffer and Grimson background subtraction
Input: Current model M t−1j = (pi
t−1
j , µ
t−1
j , σ
t−1
j ), 1 ≤ j ≤ k; new pixel value I t; learning
rate α; threshold γ.
Output: Classification foreground(I t); new model M tj = (pi
t
j, µ
t
j, σ
t
j).
Sort M t−1j s.t. M
t−1
m ≤M t−1n ⇐⇒ pi
t−1
m
σt−1m
≥ pit−1n
σt−1n
B ← min{b :∑bi piti > T}
match← argmaxj p(I t|M tj )
if ||I t − µmatch|| > γσmatch then // either replace last Gaussian
match← k
pitk ← pi0
µtk ← I t
σtk ← σ0
else // or update matched Gaussian
ρ← αp(I t|M t−1match)
µtmatch ← (1− ρ)µt−1match + ρI t
(σtmatch)
2 ← (1− ρ)(σt−1match)2 + ρ(I t − µtmatch)T (I t − µtmatch)
for all j do // update priors
pitj ← (1− α)pit−1j + αδj,match
if match ≤ B then // classify
foreground(I t)← false
else
foreground(I t)← true
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mixture component:
Lj(t) = p(I
t|Mj). (2.12)
3. Find the mixture component that best explains the new observation:
match = argmax
j
Lj(t). (2.13)
4. If the best matching mixture component does not explain the new observation, i.e. if I t
is more than γ standard deviations from the mean, replace the mixture component with
the lowest prior with a new Gaussian with an initial prior pi0, and an initial variance
σ0. Otherwise, update the parameters of the best matching mixture component:
if ||I t − µmatch|| > γσmatch:
pitk = pi0,
µtk = I
t,
σtk = σ0,
match = k;
(2.14)
otherwise:
µtmatch = (1− ρ)µt−1match + ρI t,
(σtmatch)
2 = (1− ρ)(σt−1match)2 + ρ(I t − µtmatch)T (I t − µtmatch), (2.15)
where ρ = αp(I t|M t−1match) and α is a learning rate.
5. Adjust the mixture component priors. Intuitively, we want to increase the prior for
the components for which we have seen more evidence and decrease the prior for the
other components.
pitj = (1− α)pit−1j + αδj,match, (2.16)
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Figure 2-2: Example adaptive background subtraction result. Left: input image. Middle:
segmentation obtained using an adaptive background subtraction method. Right: manual
segmentation shown for reference. The automatic segmentation shows the typical camou-
flaging errors in locations where the person’s clothes closely resemble the appearance of the
background.
where δi,j is the Kronecker delta, i.e. δi,j = 1 if i = j and δi,j = 0 otherwise.
6. Classify the new pixel value as background if it is explained by one of the B (from step
1) salient mixture components of the background model:
foreground(I t) =
 false if match ≤ B;true otherwise. (2.17)
Figure 2-2 shows an example background subtraction result compared with an ideal
result obtained by manual segmentation. The result shows two of the typical problems
that this method encounters. First, whenever the background is occluded by a moving
object with a similar color appearance, those parts of the object that are similar to the
background get incorrectly classified. This is often referred to as camouflaging. Another
problem, related to the first, is that the silhouette often gets broken up into several segments.
Various methods are used in practice to alleviate these problems. For instance, a connected
component algorithm can be used to search the neighborhood of every foreground pixel
and to associate foreground segments proximal to each other as parts of the same object.
Additionally, morphological operations, such as dilation and erosion are often used to fill in
“holes” in foreground silhouettes. In our data collection, we used the background subtraction
method from [25], in which pixel processes in the image are modeled as nodes in a Markov
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random field (MRF). The segmentation label (foreground or background) of each node in
the model depends not only on the pixel value of that node, but also on the pixel values of
neighboring nodes. Thus if the neighbors of a pixel are classified as foreground, the pixel
itself is more likely to also be classified as foreground and vice versa. The method was shown
to produce better silhouettes for object tracking than the original Stauffer and Grimson
model for adaptive background subtraction.
2.2 Tracking
The output of background subtraction on a given input image is a set of blobs: connected
foreground components that correspond to observations of moving objects in the image. The
next step in obtaining tracks of moving objects from sequences of input images is solving
for the correspondences between observations in subsequent images. This process is called
tracking. One of the most popular ways of tracking moving blobs is with Kalman filters. For
completeness we briefly describe our Kalman filter tracking algorithm in this section. For
a more detailed treatment of the subject, we refer the reader to an introductory paper by
Welch and Bishop [52].
Suppose that we are interested in estimating the state s of a moving object from observa-
tions consisting of the segmentation step described in the previous section. We will take the
state to be the vector s = [x, y, x˙, y˙, a], where (x, y) are the image coordinates of the object’s
centroid, (x˙, y˙) is the instantaneous velocity of the centroid and a is the area of the bounding
box. For simplicity, we will assume that the object’s velocity and size (and thus the area of
the bounding box) are constant and thus the state evolves according to the following linear
dynamics:
st = Ast−1 + wt−1, (2.18)
where based on our constant velocity and area assumptions, A is
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A =

1 0 4t 0 0
0 1 0 4t 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

. (2.19)
The random variable w represents the process noise and is assumed to be normally
distributed. Because the true state is not directly observable, the best we can do is predict
it probabilistically from the observations and the process dynamics. The estimate at time
t− 1 is a Gaussian with mean sˆt−1 and covariance matrix Pt−1. From this estimate, we can
predict the a priori (i.e. prior to seeing a new observation) state sˆt∗ at time t as:
sˆt∗ = Axˆ
t−1, (2.20)
Pt∗ = AP
t−1AT . (2.21)
In our tracking algorithm, we keep an estimated state for each tracked object. Given a
new input frame, we first predict the expected state of the object in the current frame. Then
we perform background subtraction and for each tracked object, we search a neighborhood
around the predicted position with size proportional to the predicted variance. If we find
a foreground blob that matches the predicted state (position, velocity and size) well, we
assume that blob to be a new observation for that object. Given this new observation ot, we
can now update the state to obtain the a posteriori estimate. As is often done in practice
to decrease computational complexity, we assume that the covariance matrix P is diagonal.
Then the update equations are:
sˆt = sˆt∗ + λ(o
t − sˆt∗), (2.22)
Pt = (1− λ)Pt∗ + λdiag((o− sˆt∗)2). (2.23)
The learning rate λ is usually set to be much smaller than 1. Intuitively, this moves the
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estimated state towards the new observation. If the new observation matches the predicted
state perfectly, the variance decreases. Conversely, if there is a large difference between the
predicted state and the observation, the variance increases.
2.3 Attentive Monitoring Systems
In the introduction to this dissertation, we used attentive monitoring systems as the motiva-
tion for our work because of their connection to the way in which the human visual system
addresses the tradeoff between coverage and resolution.
Focus-of-attention systems based on combinations of stationary and taskable cameras
have been shown to perform well in various tracking and surveillance scenarios. Work related
to such systems usually deals with at least one of the following problems: camera calibration
[38, 35, 40], scheduling of taskable cameras to acquire high-resolution images [23, 58], and
motion segmentation in the high-resolution view [22, 24].
All of the work mentioned either fails to address the problem of where to direct attention
in the scene or uses resource scheduling combined with a rudimentary attention system (such
as detecting only people) to task the movable cameras. The purpose of this dissertation
is to approach the problem of where to direct attention in a new scene in a data-driven,
unsupervised fashion by modeling the usual pattern of activity and reasoning about new
activity in terms of its likelihood under the model.
2.4 Scene Modeling and Anomaly Detection
Modeling patterns of activity in moving scenes has been of great interest to the computer
vision community for more than a decade. Recent years have seen a surge of published work
in this area, thanks to the development of robust low-level vision algorithms that make it
possible to acquire and analyze large amounts of data. Many different approaches to mod-
eling scenes and detecting unusual activity have been proposed—each with its advantages
and drawbacks. In this section, we attempt to characterize the space of related work and
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describe where our own approach falls within it.
Because few modern machine vision algorithms operate directly on images, perhaps the
most distinguishing feature of any scene modeling approach is its input. In this sense, the
field can be divided into two main groups. In the first, sequences of observations (tracks) of
moving objects are extracted from images of the scene and analysis is performed on some
representation of these tracks. The second group of approaches uses observations of moving
objects without solving for the correspondences between them.
2.4.1 Track-Based Scene Models
The intuition behind analyzing tracks of moving objects rather than individual observations
is simple: a sequence of observations of the same object is more informative than a sin-
gle observation, just as a video is more informative than a single image. Scene modeling
approaches that use moving object tracks generally group the observed tracks according to
some measure of similarity, and then reason in some way about the resulting clusters of
tracks. Thus the main differences between these various approaches are the following:
• Representation of object tracks,
• Similarity measure used to compare examples,
• Grouping method used to divide examples into clusters,
• Representation of clusters, and
• Anomaly detection method.
Of course, these choices are not independent: the choice of similarity measure often
depends on the track representation, just as the choice of clustering method is influenced by
the similarity measure, and so on. Because the ultimate goal should be a useful scene model,
let us begin by listing what we consider to be desirable properties of a scene model:
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• The full range of activities in the scene should be represented. This can be accomplished
either by using a large dataset for learning or by having an online method that improves
the model asymptotically.
• It should be possible to compare objects with respect to a multitude of attributes
rather than just position. Scalability with respect to the number of attributes is also
desirable.
• Classifying new examples (and thus detecting anomalies) should be efficient.
• The number of parameters to be set empirically should be kept to a minimum.
We will begin with a discussion of approaches that use different activity representations
from ours and conclude with those that are most related to our work.
In one of the first published activity pattern modeling approaches, Johnson and Hogg
[20] track moving objects and extract for each object path a set of 4D position and velocity
flow vectors of the form f = (x, y, dx, dy). To reduce the dimensionality of the space of
examples, they use a neural network to learn a set of prototypes for these flow vectors.
The neural network takes the 4D flow vectors at its input nodes and produces a pattern
of activation on the output nodes, each of which corresponds to a prototype. Sequences of
flow vectors are then modeled as sequences of activations of the output nodes and are fed as
inputs into another neural network with a layer of “leaky” neurons (see also [34, 45]). The
output of the leaky neurons depends on the current as well as the previous input, and so,
once trained, the second neural network models the probability density function (pdf) over
the sequential relationships between prototypes. The output of the second neural network
is then again quantized in the same fashion as was done for the flow vectors. One of the
drawbacks of this method is that the number of prototypes, and therefore the sizes of the
neural networks, would grow with the dimensionality of the observations. Furthermore,
though the possibility of detecting anomalies using this approach is discussed, no anomaly
detection results are shown.
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A similar, improved vector quantization approach was proposed by Stauffer and Grim-
son [42]. Instead of just using the positions and instantaneous velocities of observations,
they learn a codebook of prototypes that include the size of the object. As in the Johnson
and Hogg approach, activities are represented as sequences of prototypes. However, rather
than modeling the sequential relationships of prototypes directly, the approach estimates a
co-occurence matrix, in which each entry corresponds to the frequency of an object track
generating both prototypes. A hierarchical model is then learned by estimating at each
level two dissimilar prototype distributions that best explain the co-occurence matrix. The
likelihood of a new sequence under a particular class in the model is then the product of
likelihoods of all of the observations in the sequence under that class. As with the previous
approach, it is not clear how well the prototype representation would scale if more object
attributes were included in the model. Another drawback is that because the learning relies
on the co-occurence matrix, it may be sensitive to the tracker grouping observations from un-
related objects into the same sequences and thus erroenously increasing co-occurence counts
for unrelated prototypes. As the goal of the method is the classification of observations,
anomaly detection performance is not evaluated.
Neither of the above approaches directly models sequences of observations of moving
objects, making it difficult to reason about activities consisting of a likely distribution of ob-
servations in an unlikely order. To address this problem, several methods aimed at modeling
object tracks as time series have been proposed.
Hu et al. [17, 16] and Fu et al. [14] take the average Euclidean distance between the
image coordinates of the i-th observation in both tracks as the spatial dissimilarity between
object tracks. While the Euclidean distance is efficient to compute and was shown to be
relatively robust to noise [56], it requires tracks to contain equal numbers of observations
sampled at similar time intervals. This was achieved by rejecting observations less than a
predefined interval apart and linearly interpolating between observations [16] or assuming a
constant velocity model and padding estimated observations onto the ends of shorter tracks
[17, 14]). Additionally, for the average Euclidean distance between the i-th observation in
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each track to make sense, the start and end points of tracks have to be aligned. In the kinds
of scenes analyzed—traffic intersections—this was usually true because sources and sinks
were at the edges of the image and velocities tended to be constant at the beginning and end
of each track. However, the method would not generalize well to more complex scenes, such
as the one modeled in our work, nor would it gracefully handle tracking errors that cause
object tracks to be split into segments.
Several methods of comparing tracks that do not require tracks to be aligned have been
proposed. Buzan et al. [5] use the Longest Common Subsequence [7] as a measure of
dissimilarity between tracks. This allows tracks of different lengths and tracks in different
spatial regions to be compared, but it is not clear how object attributes other than image
coordinates of the observation could be incorporated. Additionally, the comparison measure
takes several parameters that must be set by hand.
Porikli et al. [32, 31] fit a Hidden Markov Model (HMM) to each object track. As
a reminder, in a (first-order) Markov Model, states correspond to observations, and the
distribution over future states depends only on the present state. In a Hidden Markov
Model, states are not directly observable (thus they are considered hidden) and instead
generate observations according to some distribution over possible outputs. Porikli et al.
[31] use a feed-forward HMM to model the first-order temporal relationships between the
spatial locations of observations. They use a measure of mutual fitness, i.e. how well the
model for one track explains another track, as the similarity between examples. In [32], they
include comparison of other attributes such as size and velocity by comparing histograms of
attributes accumulated over the entire track and show some promising anomaly detection
results. Though histograms do capture the distribution of attributes along the track, they
fail to capture the underlying temporal relationships. For instance, the track of a person
jogging, slowing down to walk across the street and then resuming his jog may have the
same velocity histogram as the track of a person walking, then running across the street and
slowing down to a walk, even though the two would probably appear as quite different to an
observer (as well as to our method).
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In all of the above approaches, as well as in ours, the learning is a batch process. Online
scene learning methods, in which a model is estimated on the fly, without holding the entire
history of observations in memory, have also been recently suggested. Naftel and Khalid
[27, 26] use the Discrete Fourier Transforms coefficient space to compare time series of x and
y coordinates (no other object attributes are compared). They describe an online method
that uses self-organizing maps to learn a set of patterns (classes) from the inputs. However,
given the model, to determine if a new example is anomalous, they use the k nearest neighbors
algorithm, which requires comparing the example to a set of classified examples. Thus while
the scene modeling is online, the anomaly detection is not.
To compare object tracks in our work, we use a modified Hausdorff distance, which
relates an observation in one track with the closest (in image coordinates) observation in the
other tracks. Several other published approaches have used variants of this type of distance
measure. Junejo et al. [21] cluster trajectories based on the Hausdorff distance between time
series of image coordinates and then estimate a path envelope for each resulting cluster of
paths. To classify an example, they evaluate how well it fits within the path envelope of the
best matching cluster and, if the match is good, they further compare the new track’s average
velocity and curvature with the velocity and curvature distributions in the cluster. They
detect anomalies by thresholding at each of the subsequent comparison steps. In addition
to the need to set a number of thresholds by hand, this type of anomaly detection suffers
from similar problems as the use of histograms: only the distributions of various attributes
are modeled rather than the temporal relationships between observations.
The approach that is most related to our work was proposed by Wang et al. [47].
They use a modified Hausdorff distance, in which the average difference between the closest
obserations along two tracks is considered to be the dissimilarity between the tracks. The
difference between observations is taken to be the sum of the Euclidean distance between the
image coordinates and a weighted sum of the differences between various other attributes,
such as size and velocity. This has the advantage of directly comparing time series of not
only coordinates but also other attributes, but the drawback is the need to set the weights
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for different attributes by hand. In contrast, our approach combines different attributes in
a principled manner, based on the local variances in those attributes, so that each attribute
contributes equally to the final dissimilarity. Another major difference between this approach
and our work is the representation used for the scene model when classifying new examples.
Wang et al. represent classes as distributions over the attributes of the examples belonging
to each class and distributions of sources and sinks in the scene. A new example is considered
anomalous if it contains observations that are unlikely under these distributions. In contrast,
we represent the scene model as a mixture of Gaussians in the spectral embedding space and
classify new examples based on their likelihood under the mixture model, thus evaluating
each track as a whole, rather than as a collection of examples.
Thus far, all of the methods we have discussed in this section were based on the history of
observations of moving objects in the scene. However, it is also possible to detect anomalies
based on a priori models of agent behavior. For example, Dee and Hogg [8, 9] classify tracks
as anomalous based on how well the object behavior can be explained as navigating towards
a goal around a set of obstacles. This has obvious disadvantages, such as the need to specify
(or learn) a set of goals and obstacles and the inability to incorporate observed evidence
into the model. However, the anomaly detection method performs well when compared
with human judgments on a set of examples. As we will show in Chapter 6, our anomaly
detection method also correlates well with human judgments. This is significant because to
our knowledge, no other statistical anomaly detection method has been evaluated in this
fashion. In fact, in all of the statistical scene modeling approaches discussed above, the
only performance analysis of the anomaly detection framework (if any), consisted of a few
examples of detected activity.
The various similarities and differences between the above approaches are summarized in
table 2.1. A final aspect of the related work that we have thus far not discussed is the size
of the dataset used for clustering and analysis. As can be seen from table 2.1, our dataset
was at least an order of magnitude larger than those used in the related work, due to the
fact that we performed our experiment on a much more complex scene using observations
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collected over a full week of tracking.
2.4.2 Low Level Activity Analysis
Track-based models of activity are only useful in scenes where it is possible to solve for the
correspondences between observations of moving objects. Examples of scenes where tracking
objects would be very difficult are scenes captured by moving cameras or very crowded or
cluttered scenes, such as subway stations. In the absence of the correspondences between
observations, it is still possible to reason about activity in the scene based on low-level visual
features.
Wang et al. [46] apply techniques from the field of document analysis to the problem of
modeling activity in a scene based on low-level motion features. They define their vocabulary
as a codebook of local optical flow features, in which each word corresponds to optical
flow with a particular direction and location in the image. The documents—short video
sequences—are then represented as a bags of words. To learn the pattern of activity in
the scene, Wang et al. fit a hierarchical Dirichlet process (HDP)[43] to an input set of
documents, thus essentially learning a distribution over a set of “topics,” each corresponding
to a particular type of activity. They show promising results on a traffic intersection scene,
where they are able to detect interesting events such as jay-walking. Their work is related
to other approaches inspired by document analysis, in which global image features are used,
such as spatial histograms of optical flow magnitude [57] or temporal pyramids [54].
2.5 Summary
In this chapter we discussed how observations (or sequences of observations) of moving
objects can be obtained from video input, and we placed our work in the context of other
scene modeling and anomalous activity detection approaches. In the next chapter, we give
an overview of the unsupervised learning methods needed for our observation-based and
track-based scene modeling approaches.
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Chapter 3
Overview of Clustering Methods
In unsupervised learning, a common method of fitting a model to a set of examples is by
clustering—grouping similar examples into clusters. The goal of clustering is to arrive at a
set of classes such that the members of each class are similar to each other but dissimilar
to members of other classes. This requirement is commonly expressed as a cost function,
allowing the clustering algorithm to be formulated as an optimization problem. In this
section, we describe two popular families of clustering algorithms: expectation maximization
(along with k-means—a special case) and spectral grouping. Implementations of both types
of clustering are used in our observation-based and track-based modeling algorithms.
3.1 Expectation-Maximization
In its most general form, the expectation-maximization (EM) method is a way to estimate
the parameters of a probability distribution from incomplete data.1. Let us assume that we
have a set of samples D = {d1, ...,dn} taken independently from the same distribution. We
want to find the parameters Θ describing this distribution. However, to complicate matters,
instead of observing the full set D, we can only see a corrupted data set with some of the
features missing. We can think of this as the data set containing some good features and
1For a good introduction to EM and its application to clustering, see [4] or [11]. Much of the material in
this section is based on these two sources.
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some bad (missing) ones. Grouping all the good features into a separate set Dg and the
missing ones into the set Db, we have D = Db
⋃
Dg. We can then define the following
function, often referred to as the central equation of expectation maximization [4]:
Q(Θt,Θt−1) = EDb [ln p(Dg, Db|Θt)|Dg,Θt−1]. (3.1)
We can think of this function as a way of taking the estimated parameters Θt−1 at time
t − 1, and using them to evaluate a new, improved estimate Θt at time t. It therefore
makes sense that the current estimate Θt−1 be treated as a constant in the above expression.
Similarly, the “good” data features Dg are treated as constant as well, whereas the bad
feature vector, Db, is a random variable. We can then interpret the right side of equation
(3.1) as evaluating the expected log-likelihood of the new parameter vector given the full
data set, but marginalized with respect to the previous best estimate and thus evaluating the
two against each other. This evaluation is called the E-step of the expectation-maximization
algorithm.
Having developed a measure to compare new parameter estimates to previous ones, we
now need to select a new estimate which maximizes the function Q as defined above. We
can express this relationship formally:
Θt = argmax
Θ
Q(Θ,Θt−1). (3.2)
This optimization is referred to as the M-step of the EM algorithm. After an initial
estimate for the parameter vector Θ is chosen, the E-step and M-step are alternated to
iteratively improve the estimate. One of the key properties of the EM algorithm is the fact
that it guarantees the log-likelihood of the estimated parameter vector, given the data, to
monotonically increase [10].
A concrete implementation would be hopeless unless we put some assumptions on the
probability density of the entire data set. In practice, it is often assumed that the data have
a distribution that can be approximated by a mixture of Gaussians. This leads to an elegant
implementation of the algorithm, as we show in the next section.
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3.1.1 EM for Mixtures of Gaussians
The EM algorithms lends itself readily to be applied to the problem of clustering if we
think of each element of the full data set D as the pair (x, l), where x is an example
observation and l is is the label of the cluster to which the observation belongs. In effect, the
observations are our good features and the labels are our missing data. We can now assume
that the missing labels form a vector l of independent random components governed by the
probability distribution p(l|X,Θ) = ∏ni=1 p(li|xi,Θ), where X = {x1, ...,xn}. Further, we
will assume that the data was sampled from a multivariate Gaussian mixture distribution.
Having made these assumptions, equation (3.1) becomes:
Q(Θt,Θt−1) =
∑
l∈Λ
ln p(X, l|Θt)p(l|X,Θt−1)
=
∑
l∈Λ
ln
n∏
i=1
P t(li)p(xi|li,θti)
n∏
i=1
p(li|xi,Θt−1)
=
∑
l∈Λ
n∑
i=1
lnP t(li)p(xi|li,θti)
n∏
i=1
p(li|xi,Θt−1). (3.3)
In the above equation, P t(lj) is the prior probability of the i-th mixture component at
iteration t, p(xi|li,θti) is the density of the i-th component with the parameter vector θti and
Λ is the space of all possible label assignments.
After some algebraic manipulation, we can express equation 3.3 as a sum of the following
two terms:
Q(Θt,Θt−1) =
N∑
j=1
n∑
i=1
ln(P t(j)p(j|xi,Θt−1)) +
N∑
j=1
n∑
i=1
ln(p(xi|j,θti)p(j|xi,Θt−1). (3.4)
Since we are assuming that the N mixture components have a multivariate normal density,
the term p(xi|j,θti) from the above equation expands to the following:
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p(xi|j,θti) =
1
(2pi)d/2|Σtj|1/2
exp[−1
2
(xi − µtj)T (Σtj)−1(xi − µtj)]. (3.5)
Having thus simplified the E-step, we are finally ready for the M-step of the algorithm.
We want to minimize the function Q from (3.4) with respect to the new parameter estimate
Θt. This parameter vector consists of the following components:
Θt =
N⋃
j=1
{(P t(j),Σtj,µtj)}, (3.6)
where P t(j), Σtj and µ
t
j are, respectively, the new estimates of the prior, covariance matrix
and mean of the j-th mixture component.
We can approach this optimization problem by minimizing each of the two terms on
the right side of equation 3.4 separately. The first term yields the solution for P t(j) after
setting its partial derivative with respect to P t(j) to 0 and adding the normalizing constraint∑N
i=1 P
t(j) = 1. The resulting update equation for P t(j) is as follows:
P t(j) =
1
N
n∑
i=1
p(j|xi,Θt−1). (3.7)
Differentiating the second term of equation 3.4 with respect to Σtj and µ
t
j yields the
remaining two update equations:
µtj =
∑n
i=1 xip(j|xi,Θt−1)∑n
i=1 p(j|xi,Θt−1)
, (3.8)
Σtj =
∑n
i=1 p(j|xi,Θt−1)(xi − µtj)(xi − µtj)T∑n
i=1 p(j|xi,Θt−1)
. (3.9)
These three update equations express simultaneously the E-step (evaluation of the Q
function) and M-step (maximizing the Q function with respect to the new parameters) of
the EM algorithm. They make implementation of the algorithm relatively straightforward:
generate an initial guess for the parameters Θ0 and then repeatedly update the parameter
values until some threshold condition is met. Perhaps the only tricky part is evaluating the
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term p(j|xi,Θt−1) from equations 3.7-3.9. However, a simple application of Bayes’ rule gives
us:
p(j|xi,Θt−1) = p(xi|j,Θ
t−1)P t−1(j)∑N
j=1 p(xi|j,Θt−1)P t−1(j)
where P t−1(j) is the previous prior and p(xi|j,Θt−1) the previous density for the j-th mixture
component.
3.2 K-Means
Because of the computational complexity of the EM algorithm, a simpler, faster cluster-
ing method is often preferable. One of most popular fast central clustering algorithms is
k-means. It is really a special case of expectation maximization made faster by some simpli-
fying assumptions. First, the Gaussian clusters are all assumed to have the same diagonal
covariance matrix, i.e. the clusters are assumed to be spherical. Additionally, the prior over
the clusters is assumed to be uniform. Finally, instead of a “soft” assignment of examples
to clusters based on the likelihood, a hard assignment is used, in which an example belongs
to the cluster with the closest (in terms of Euclidean distance) mean. Thus the k-means
algorithm seeks to minimize the sum of squared Euclidean distances between the examples
and their closest cluster means. The algorithm (see Algorithm 3.1) is popular because each
iteration is O(kNd), where k is the number of clusters, N is the number of examples and d is
the dimensionality of the feature vectors. However, though the algorithm usually converges
fast in practice, it has been shown that on certain (very specific) clustering problems, the
algorithm is superpolynomial (2Ω(
√
n)) [1].
We should note that because both EM and k-means are sensitive to the initialization,
in practice they are frequently run multiple times for various initializations and the best
clustering is chosen as the final solution. Further, k-means is often used to initialize the EM
algorithm [11].
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Algorithm 3.1 K-means clustering
Input: Set of vectorsX = {x1, ...,xN}; number of clusters k; threshold ; maximum number
of iterations maxt.
Output: Cluster means M ; assignment vector l s.t. li is the label for xi.
Set M0 = {µ01, ...µ0k} to be a random sample from X
t← 0
repeat
t← t+ 1
for i = 1 to N do // assign points to closest mean
li = argminj∈{1,...,k}
∥∥xi − µj∥∥
for j = 1 to k do // reestimate means
µtj =
1P
i:li=k
1
∑
i:li=k
xi
M t = {µt1, ...,µtk}
until
∑k
j=1
∥∥µt−1j − µtj∥∥ <  or t ≥ maxt
M =M t
3.3 Spectral Grouping
Spectral clustering is a popular alternative to central clustering methods such as Gaussian
expectation-maximization or k-means, in which the assumption is that the feature vectors in
each class are centrally distributed around some prototype and that the Euclidean distance
is a meaningful way of comparing examples. Spectral clustering methods take their name
from spectral theory, which is concerned with the eigenvectors and eigenvalues of matrices,
and spectral graph theory [6], in which properties of graphs are examined in terms of certain
characteristic matrices. We will give an introduction to spectral clustering by describing
a specific graph-theoretic variant called normalized cuts, first proposed by Shi and Malik
[36, 37].
3.3.1 Normalized Cuts
Let us consider a set of N feature vectors (examples) X = {x1, ...,xN}. If we think of
each feature vector as a node in a complete weighted graph G, in which the edge weights
correspond to the similarities between the adjacent examples, then we can solve the clus-
tering problem by making cuts in the graph in such a way that similar examples remain
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connected, while dissimilar groups of examples become disconnected. The problem is to
arrive at a graph cut, i.e. a set of cuts made in the graph, that maximizes some ”goodness”
criterion. Intuitively, cutting edges with low weights is desirable because it separates dis-
similar examples. Conversely, cutting edges with large weights should be penalized because
it disassociates similar examples.
Suppose for simplicity that we want to partition our examples into two dissimilar disjoint
groups A and B. If the weight of the edge between example u and v is w(u,v), then the
cost of the cut can be quantified by summing the weights of the edges that are separated:
cut(A,B) =
∑
u∈A,v∈B
w(u,v). (3.10)
Minimizing the cost of the cut, i.e. finding the minimum cut, which is a well studied
problem in graph theory, has been used with promising results in image segmentation [53].
However, one of the problems of minimum cut clustering is that it favors separating out
small groups of isolated examples. To solve this problem, Shi and Malik suggest expressing
the cost of the cut as a fraction of the total weight of edges emanating out of the nodes
in either partition [37]. Let us consider partitioning the examples into two disjoint sets, A
and B, as above. Then the total weight of edges coming from nodes in A is assoc(A,X) =∑
u∈A,v∈X w(u,v). The normalized cut objective function can then be written as:
ncut(A,B) =
cut(A,B)
assoc(A,X)
+
cut(A,B)
assoc(B,X)
. (3.11)
Intuitively, the cut that will minimize this criterion will partition the nodes such that
the total weight of the cut will be small in proportion to the “connectedness” of the two
partitions.
Another way to represent a cut is by defining an indicator vector z such that
zi =
 −1 for xi ∈ A;1 for xi ∈ B. (3.12)
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Let di be the degree of the i-th node (the total weight of edges adjacent to it) and let
aij be the weight (affinity) of the edge between the i-th and j-th node. Then the cost of
partitioning the graph according to the indicator vector z is
cut(z) =
∑
zi<0,zj>0
aij∑
zi<0
di
+
∑
zi>0,zj<0
aij∑
zi>0
di
. (3.13)
Shi and Malik show that minimizing the above cost is NP-complete. However, if the
the indicator vector is allowed to take on real values, they show that the solution to the
discrete problem can be approximated by thresholding on the second smallest eigenvector of
the following generalized eigenvalue problem:
(D− A)y = λDy. (3.14)
In the above eigenvalue system, D = diag(d) is the diagonal degree matrix of the graph,
in which the diagonal element di is the degree of the i-th node and A = (aij) where aij =
w(xi,xj) is called the affinity matrix of the graph. The matrix L = (D − A) is called the
Laplacian of the graph G. We omit the proof here (it can be found in [37]), but we will
attempt to give some insight into why this seemingly fortuitous result makes intuitive sense.
First, let us consider the above generalized eigenvalue system more closely. We can
rewrite it as a standard eigenvalue problem as follows:
D−1/2LD−1/2D1/2y = λD1/2y. (3.15)
We can see from (3.14) that 1 is a generalized eigenvector, with eigenvalue 0: (D−A)1 =
D1 − A1 = d − d = 0. Furthermore, because the Laplacian matrix of a graph is positive
semi-definite, the generalized eigenvalues will be non-negative and thus 1 is the smallest
eigenvector. This makes sense, as the indicator vector 1 corresponds to the degenerate cut
with cost 0 that partitions X into X and ∅.
Let us consider a generalized eigenvector v with eigenvalue λ. With some algebraic
manipulation, we can show that D1/2v is an eigenvector of the normalized affinity matrix
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Figure 3-1: Simple illustration of the meaning of the affinity matrix eigenvectors: (a) simple
dataset consisting of three 2D points; (b) the points in the similarity space spanned by the
3D columns of the affinity matrix. The dashed line shows the principal axis, i.e. the direction
of the largest eigenvector.
A′ = D−1/2AD−1/2 with eigenvalue 1 − λ (note that A′ = (aij/
√
didj) is just the affinity
matrix A normalized by the product of the square roots of the row sum and column sum)
[48]:
(D− A)v = λDv (3.16)
Av = (1− λ)Dv (3.17)
AD−1/2D1/2v = (1− λ)D1/2D1/2v (3.18)
D−1/2AD−1/2D1/2v = (1− λ)D1/2v (3.19)
A′D1/2v = (1− λ)D1/2v. (3.20)
Because the smallest generalized eigenvector is 1, it follows that the largest eigenvector
(with eigenvalue 1) of A′ is D1/21. Thus the second smallest generalized eigenvector is
actually a component-wise ratio of the two largest eigenvectors of A′.
Why should the largest eigenvectors of the normalized affinity matrix be helpful in our
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clustering problem? What is the intuitive meaning of these eigenvectors? Let us consider the
very simple case with only three data points shown in Figure 3-1(a). Suppose that points 2
and 3 are maximally similar and point 1 is maximally dissimilar from the other two points.
The affinity matrix will be:
A =

1 0 0
0 1 1
0 1 1
 .
We can think of the i-th row of A as a representation of the i-th data point in a three-
dimensional similarity space, in which each axis corresponds to one of the three points. As
we can see from Figure 3-1(b), the points are well separated into two clusters by the principal
axis (i.e. along the largest eigenvector).
So far we have only discussed how to use the eigenvectors of the normalized affinity
matrix to separate the data into two clusters. To group the examples into k-clusters, the
bipartitioning can be performed recursively [37] or, alternatively, a subset of the largest
eigenvectors can be used to separate the data into k clusters directly [13, 28]. For an
approximately block-diagonal matrix with k blocks, the k largest eigenvectors will contain
clustering information [48]. However, in practice it has been observed that using smaller
subsets of these eigenvectors for clustering makes the algorithm more robust [13, 29].
In our work, we use the spectral clustering algorithm from [13] to cluster moving object
tracks. In the algorithm (summarized as Algorithm 3.3.1), the first NE  N largest eigen-
vectors of the N x N normalized affinity matrix are computed, scaled by the square roots of
the row sums as in equation (3.20), and stacked as column vectors to form the embedding
matrix UE. Note that the first scaled eigenvector can be omitted because it is constant.
The rows of the embedding matrix are then grouped into k clusters using a central grouping
method such as k-means.
Each row in the embedding matrix UE can be thought of as the projection of the corre-
sponding example (as represented by a row of the affinity matrix) into the spectral embedding
space spanned by the first NE largest eigenvectors of the normalized affinity matrix. We will
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use this fact in Chapter 5, where we represent each cluster as a Gaussian in the spectral
embedding space.
Algorithm 3.2 k-way Normalized Cuts spectral clustering
Input: N x N Similarity matrix A = (aij) where 0 ≤ aij ≤ 1 is the similarity between
points i and j ; number of clusters k; dimension of embedding space NE  N .
Output: Assignment vector l s.t. li is the label for i-th datapoint.
Calculate degree matrix D = (dij) where dij = δij
∑N
n=1 ajn
Scale A: A′ = D−1/2AD−1/2
Diagonalize A′: A′ = UΛUT
Scale U: U′ = D−1/2U
UE ← columns 2 through NE + 1 of U′
Cluster rows of UE using k-means (Algorithm 3.1)
Set l to the output of k-means
3.3.2 Nystro¨m Approximation
One of the limitations of spectral grouping methods is that computing the affinity matrix
for a dataset of size N requires O(N2) pairwise affinity computations. In many modern
clustering problems, large data sets are not rare. For instance, a week of tracking data
from the moving scene analyzed in our work contains roughly 40,000 moving object tracks.
Fortunately, it is possible to estimate the eigenvectors of the full affinity matrix from a
randomly sampled subset of its rows using the Nystro¨m method [2, 33].
The Nystro¨m method is essentially a way to approximately solve integral equation eigen-
function problems. Let us consider the eigenfunction problem
∫ 1
0
w(x, y)φ(y)dy = λφ(x), y ∈ [0, 1]. (3.21)
Solutions to this problem are pairs of eigenvalue λ and eigenfunction φ. Using a simple
quadrature rule, we can approximate the integral on the left side of the equation by summing
over a set of quadrature points sj, j = 1, ..., n. This leads to the following equation, the
solutions of which are pairs of approximate eigenvalues λˆ and approximate eigenfunctions φˆ:
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1n
n∑
j=1
w(x, sj)φ(sj) = λˆφˆ(x). (3.22)
The trick of the Nystro¨m method is to now set x = si, which leads to the following set
of equations:
1
n
n∑
j=1
w(si, sj)φ(sj) = λˆφˆ(si). (3.23)
Let λˆm and φˆm be the m-th eigenvalue and eigenfunction. By substituting from (3.23)
into (3.22), we can extend φˆm from the set of Nystro¨m points si to an arbitrary point x:
φˆm(x) =
1
nλˆm
n∑
j=1
w(x, sj)φˆm(sj). (3.24)
Note that if we set W = (wij) where wij = w(si, sj) we can write the system of equations
in (3.23) in matrix form:
WΦˆ = nΦˆΛ, (3.25)
where them-th column of Φˆ is the eigenfunction φˆm evaluated at the Nystro¨m points and Λ is
a diagonal matrix with the eigenvalues λˆm. Similarly, we can express the Nystro¨m extension
(3.24) of the eigenfunctions to a new set of points xi in matrix form. Let W¯ = (w¯ij) where
w¯ij = w(xi, sj) and Φ¯ be a matrix in which the element at (i, j) is the value of the j-th
eigenfunction at the point xi. Then we have:
Φ¯ = W¯Φˆ(nΛ)−1. (3.26)
Now we are ready to apply the Nystro¨m extension to our clustering problem. Suppose
we have a dataset with N examples, where N is very large. We can write the full affinity
matrix W for the dataset in the form
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W =
 A B
BT C
 , (3.27)
where A is the affinity matrix for a randomly selected subset of size n  N of the entire
dataset. By diagonalizing the symmetric matrix A we get
A = UΛUT (3.28)
AU = UΛ. (3.29)
We can see that (3.29) has the same form as (3.25) with n = 1. Thus we can extend
the eigenvectors U to the remaining rows of W in the same fashion in which we extended
the eigenfunctions to additional points in (3.26). The estimated eigenvectors U¯ of the full
affinity matrix W will then be:
Uˆ =
 U
BTUΛ−1
 . (3.30)
This is great news: we can estimate the full eigenvectors without computing the very
large matrix C in (3.27). However, because in our normalized cuts algorithm we need to
scale the rows of the eigenvector matrix by the square roots of the row and column sums,
we still need to know the row sums d of W. Fortunately, as was shown in [13], this can be
done without computing the full matrix as follows:
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dˆ = Wˆ1 (3.31)
= (UˆΛUˆ
T
)1 (3.32)
=
 U
BTUΛ−1
Λ [UT Λ−1UTB]1 (3.33)
=
 UΛ
BTU
 [UT Λ−1UTB]1 (3.34)
=
 A B
BT BTA−1B
1 (3.35)
=
 ar + br
bc + B
TA−1br
 , (3.36)
where ar and br are the row sums of A and B and bc are the row sums of B
T (i.e. the column
sums of B).
3.3.3 Performance
To evaluate the performance of the Nystro¨m method, Fowlkes et al. [13] performed exten-
sive experiments on a synthetically generated dataset with two clusters. They compared the
quality of separating the dataset into two clusters (by measuring how far apart the clusters
are) when the clustering was performed by solving the dense eigenvector problem versus
when the dataset was clustered using the Nystro¨m method for various sizes of the Nystro¨m
sample. They found that the quality of the clustering increases monotonically with the size
of the Nystro¨m sample. Further, they showed that for a very large real clustering problem
(segmentation of an image into groups of pixels), the space spanned by the eigenvectors
estimated by the Nystro¨m method was stable for relatively small samples. A similar result
was shown by O’Donnell and Westin [29] for a dataset similar to ours—white matter trac-
tography paths in the human brain. In their case, the Nystro¨m method performed well when
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used for the separation of a very large set of tractography paths into more than 100 clusters.
3.4 Summary
In this chapter, we gave the background for two groups of unsupervised learning methods:
central clustering and spectral grouping. Both types of clustering methods enable us to take
a set of examples and group them into a specified number of clusters such that the examples
in each cluster are similar to each other and dissimilar from the examples in other clusters.
In the following two chapters, we will show how these methods can be applied to sets of
observations of moving objects in a scene (Chapter 4) and sequences of such observations
(Chapter 5) in order to learn a model that describes the usual pattern of object behavior in
the scene.
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Chapter 4
Observation-Based Scene Model
In this chapter, we describe a scene model based on individual observations of moving objects.
We originally developed this model as a simple but effective way to task a high-resolution pan-
tilt-zoom (PTZ) camera in an attentive monitoring system. Figure 4-1 shows a screenshot of
a real-time implementation of the system. We use a stationary overview camera with a wide
angle of view to collect observations of moving objects in the scene. Every observation is
evaluated against a learned scene model, which essentially contains a description of the usual
pattern of observations at each scene location. Given the scene model, the PTZ camera is
tasked to the most statistically interesting activity, i.e. the observation that is least likely
under the model.
We sometimes refer to this approach as a naive scene model because it focuses only
on learning the distribution of observation attributes at particular locations in the scene
and ignores the sequence in which the observations associated with the motion of an object
occured. However, its main advantage is that it is easily learned, can be updated in real
time, and is efficient even when many simultaneous activities occur in the scene.
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Figure 4-1: Real-time implementation of the observation-based attentive monitoring system.
Top left: wide-angle view of the entire scene. Top right: output of the background sub-
traction algorithm, which serves as the input to the tracking and correspondence algorithm.
Bottom left: a visualization of a portion of the observation attribute map. The brighter
the pixel, the higher the likelihood of a moving object at that location. The blue rectangle
marks the least likely observation currently in the scene. Bottom right: PTZ camera tasked
to the marked location.
4.1 Estimating Attribute Maps
Consider a set of observations O = {oi} of moving objects in the scene. Each observation
describes the estimated state of an object as it passes through the scene. Various attributes
of the state can be estimated, such as position of the centroid, size, velocity, appearance,
etc. Let observation oi be the attribute vector oi = [o
1
i ..o
n
i ]
T and let the function pos(·) refer
to the position of an observation in image coordinates (we will assume that this is always
estimated).
We wish to learn an attribute map F = {f(x,y)}, in which, at every location (x, y) in image
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Figure 4-2: Illustration of the attribute map learning framework. Given an image coordinate
neighborhood (black rectangle in the left image), we use the history of observations seen in
that neighorhood (middle) to learn a mixture of Gaussians in the observation attribute
space (right). Here the observation vectors consist of the instantenous velocity ([x˙, y˙]) and
the size (area of the bounding box). In the distribution on the right, the two tighter clusters
correspond to people moving in two major directions and the third cluster corresponds to
cars, which are large and only move in one direction through the parking lot.
coordinates, we store the distribution of attributes for all moving objects whose centroids
have passed near that location (see Figure 4-2 for an illustration of the process). To do
this, we borrow the method used for the dynamic background estimation in [39], where each
pixel process in the scene is modeled as a mixture of Gaussians. For simplicity, let us for
now assume that the object attributes (the attributes of the tracked blobs) near a particular
location in the scene can be modeled as a single multivariate Gaussian. If ν(x, y) denotes
the neighborhood of image location (x, y), then we can model the attributes associated with
that neighborhood as a normal distribution with mean µ(x,y) and covariance matrix Σ(x,y)
as follows:
f(x,y) = N (µ(x,y),Σ(x,y)), (4.1)
µ(x,y) = mean{oi : pos(oi) ∈ ν(x, y)}, (4.2)
Σ(x,y) = cov{oi : pos(oi) ∈ ν(x, y)}. (4.3)
Intuitively, much like modeling pixel processes in background subtraction, we are now
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modeling the observation processes in the scene. Thus, we are assuming that observations
are independent given the scene model.
4.2 Observation-Based Attention
Given an attribute map F(x,y) as estimated above from the history of observations in a
scene, we can now reason about the likelihood of new observations. When a new observation
matches the model well, we will consider it typical. If it does not match well, it may warrant
further scrutiny as a statistical outlier. Attention at the level of observations thus amounts
to thresholding on the likelihood of new observations. We can express the degree to which
an observation is anomalous as a function proportional to the negative log likelihood of the
observation under the attribute map, as follows:
anomaly(o) = − log p(o|F ) (4.4)
= − log p(o|fpos(o)) (4.5)
∝ (o− µpos(o))TΣ−1pos(o)(o− µpos(o)). (4.6)
There are several possible ways to estimate the attribute map. Given a representative
collection of observations, it can be done in batch by simply estimating the parameters of the
Gaussian at every image location from the observations that have occured near that location.
In our formulation above, we assume that the observations associated with particular image
coordinates can be estimated with a single Gaussian; however, the framework can be easily
extended to a mixture of Gaussians. In this case, a clustering algorithm such as expectation-
maximization or k-means can be used to estimate the parameters.
Alternatively, it is possible to estimate the mixture model parameters incrementally. In
the case of Gaussians with diagonal covariance matrices, the mixture model for each attribute
included in the attribute map can be estimated using the incremental k-means approximation
described in section 2.1.1.
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Figure 4-3: Visualization of the first three modes of the attribute maps. Each column
corresponds to a mode. In the first column, the brightness in the top image corresponds to
the mean object size of the most significant cluster of observations at each location. In the
bottom image, the luminance corresponds to the mean speed of motion while the hue shows
the mean direction (see the color wheel). The next two columns show the same visualization
of the second and third most significant clusters, respectively.
4.3 Results
We experimented with a set of observations of moving objects comprising approximately a
week of activity in the scene. To estimate the attribute maps, we considered the size (in
terms of the area of the bounding box) and velocity of each observation as the attributes
of the moving object, i.e. observation oi was the vector oi = [xi, yi, x˙i, y˙i, si]
T . For each
image location along an m x n rectangular grid, we collected all observations whose image
coordinates were closest to the grid location. This is akin to binning all of the observations by
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their image coordinates into m x n square bins with centers at the grid locations. Given the
collection of observations from each bin, we used the k-means algorithm to estimate a mixture
of Gaussians over the 3-vectors [x˙, y˙, s]. We chose the number of mixture components for
each bin to be 4 to represent the cross product of two different object sizes and two different
velocities (e.g. cars or groups and pedestrians).
We show a visualization of the resulting observation-based scene model in Figure 4-3.
The columns in the figure correspond to the three most significant modes of the mixture
distribution (in terms of the number of supporting observations). For each grid location
(bin), the top image shows the mean object size, i.e. brighter locations correspond to larger
objects. The bottom image shows for each bin the mean velocity shown in HSV color space,
where the hue corresponds to the direction of motion (see the color wheel in the figure), the
value (brightness) corresponds to the speed and the saturation is constant. For reference,
an image of what the scene looks like is shown in Figure 4-1.
Let us examine the three columns of Figure 4-3. The first column shows the most
significant mode of the mixture. In most areas of the scene, most of the activity consists
of pedestrian traffic. Indeed, we can see that the most significant modes at most locations
in the scene have small sizes. The exceptions are the parking spots for cars: most of the
activity there consists of cars moving in and out of their spots, i.e. the average object size
is large. We can also see that certain areas in the scene have a dominant direction of travel,
such as the pedestrian walkways in the upper and lower right of the scene. In contrast,
the second most significant modes of the attribute distributions in the parking lot show
observations corresponding mostly to cars, which travel at higher speeds and usually move
counter-clockwise around the parking lot. The third mode most likely corresponds to groups
of people and bicycles in the pedestrian area (larger sizes) and larger cars in the parking lot.
Having built a model that describes the distribution of observations at each location,
we can now apply equation (4.6) to detect statistically anomalous observations. Figure 4-
4 shows several example detections—observations whose distance from the best matching
attribute map centroid was larger than 3 standard deviations. In (a) the lawn mower on
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(a) (b)
(c) (d)
Figure 4-4: Examples of detected unusual observations. (a) Lawnmower on the green has
both unusual size and direction of motion. (b,d) Trucks in pedestrian zones constitute larger
than usual objects. (c) The headlights cause the car to have a very large silhouette.
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the grass corresponds to an observation with larger than usual size, traveling in an unusual
direction (parallel to the sidewalk). In (b) and (d), the trucks in pedestrian areas are much
larger than the usual object. In (c), background subtraction segments out both the car and
the light cone emanating from the headlights, resulting in a very large observation.
4.4 Conclusions
An observation-based scene model such as the one we demonstrated in this chapter would
be particularly useful in scenes where it is possible to obtain observations of moving objects
but difficult to track them as they move through the scene, for instance because the scene is
too crowded or there are too many occlusions. In a sense, the model represents a 0th-order
description of the motion of moving objects through the scene and is thus a natural extension
of the background modeling techniques we described in Section 2.1.1. In adaptive background
subtraction, the process that generates particular pixel values at a given image location is
estimated from a history of values. Similary, in our observation-based scene model we aim
to estimate the process that generates observations of moving objects at a given location.
Because we assume these observation processes are independent of each other, the model can
be estimated and adapted efficiently in an online fashion using the techniques from adaptive
background modeling.
In scenes where it is possible to robustly track moving objects, much additional informa-
tion can be extracted from the correspondences between observations. For instance, many
unusual activities may contain few or no unusual observations. Conversely, an unusual ob-
servation is not necessarily indicative of an unusual activity. An example would be a car
backing out of a parking lot: even though only a small proportion of observations of cars
in the one-way lane of the parking lot have velocities opposite to the normal direction of
travel, sequences of observations of cars backing out of a parking spot and leaving are quite
common.
Nevertheless, many examples of unusual activities do contain unusual observations. Ex-
amples include pedestrians in areas where they are not allowed (e.g. the rails in a subway
72
station) or certain types of vehicles traveling in highway lanes where they are prohibited.
The observation-based approach provides a simple and effective way of implementing a ba-
sic attention mechanism for an automatic monitoring system in scenes where higher-level
descriptions of object motion are not necessary.
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Chapter 5
Track-Based Scene Model
In the previous chapter, we described a scene model based on individual moving object
observations. In scenes where it is possible to track moving objects, it is desirable to take
advantage of the additional information contained in the correspondences and temporal
relationships between observations. In this chapter, we develop a scene model and attention
framework that is based on moving object tracks. We model how objects move through the
scene by clustering a very large set of examples (tracks), and then show how we can classify
new tracks using the model as well as determine the degree to which a track is unusual.
5.1 Method Overview
The input to our scene modeling method is a set of object tracks obtained with a background
subtraction and tracking algorithm (see chapter 2 for the related background). The output
is a scene model that supports classification of new examples and evaluation of the likelihood
of examples. The following is an overview of our learning method:
1: Given a set of tracks T = {T1, ..., TN}, we select (uniformly randomly without replace-
ment) a Nystro¨m sample Ts of n N tracks such that Ts = {Ts(1), ..., Ts(n)}.
2: We compute affinities between all pairs of examples (Ti, Tj) such that Ti ∈ Ts and Tj ∈ T .
Distances are computed using a multi-attribute distance measure and converted into
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similarities using a multivariate Gaussian kernel with automatically determined weights.
3: We cluster the tracks in T into k clusters using normalized cuts where the spectral
embedding of each track is computed from the sample Ts with the Nystro¨m method.
We determine the number of clusters k empirically by evaluating the quality of the
clustering—we discuss this in more detail in Chapter 6.
4: The scene model is represented as a mixture of Gaussians in the spectral embedding
space.
5: New (partial or complete) tracks are projected into the spectral embedding space by
comparison to each of the sample tracks in Ts and application of the Nystro¨m extension.
6: The degree to which a track is anomalous is inversely proportional to the log likelihood
of the track under the best matching component of the scene model.
In the following sections, we describe each of the above steps in detail, followed by a
discussion of results in Chapter 6.
5.2 Track Representation
Throughout this chapter, we assume that we have a system that segments and tracks moving
objects in our scene, outputting a set of moving object tracks. Each track is essentially a
representation of the object’s motion through the scene. Specifically, a track A = {oAi } is an
ordered set of observations describing the estimated state of the object as it moves through
the scene (in this case the superscript denotes the track to which the observation belongs and
the subscript is the temporal index). The elements of the observation vectors oAi describe
the object’s time-varying attributes, such as size, image coordinates of the centroid, velocity
of the centroid, time of day, shape, etc.
5.3 Distance Measure for Tracks
A good distance measure should evaluate two tracks as very similar when the spatial trajec-
tories are collocated in the scene and object attributes such as velocity and size at spatially
76
A
io
A
jo
B
iAo ),(ν
B
jAo ),(νB
A
Figure 5-1: Illustration of two track trajectories. Two observations in track A are highlighted
along with their spatially corresponding observations in track B.
corresponding points in the tracks are similar. If two objects take the same path but have
dramatically different velocities or travel in opposite directions, their tracks should not be
similar.
To achieve this, we define the distance between tracks A and B as a vector of attribute-
specific distances—one for each object attribute we would like to include in the track com-
parison:
D(A,B) = [dj(A,B)]. (5.1)
To calculate the attribute-specific distance dj between tracks A and B, we find the average
difference in that attribute between observations in track A and their corresponding obser-
vations in track B. We use spatial correspondence between observations, i.e. for a given
observation in A, the corresponding observation in B is the closest one in image coordinates.
The intuition behind this choice is that if two paths are similar, spatially proximal obser-
vations along the two paths will have similar attributes. Note, however, that through our
choice of attributes we can still use temporal information in the tracks. For instance, the
track of a car that drives through the parking lot without stopping will be different from the
track of a car that stops or slows down before continuing even if the trajectories are identical
because the velocities of spatially corresponding observations will differ.
Let pos(oAi ) be the image position of the observation o
A
i in track A, and o
B
ν(A,i) be the
observation in track B whose position is closest to pos(oAi ), as illustrated in Figure 5-1:
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oBν(A,i) = argmin
oBj
‖pos(oAi )− pos(oBj )‖. (5.2)
The directed attribute-specific distance between tracks for the j-th attribute is:
dj(A→ B) = 1|A|
∑
i
d(oAi (j),o
B
ν(A,i)(j)), (5.3)
and the undirected (symmetric) distance is:
dj(A,B) = min(dj(A→ B), dj(B → A)). (5.4)
The distance in (5.3) is very similar to the Hausdorff distance, except that instead of
finding the largest distance between pairs of closest observations, we take the average over
the distances between closest observations along the entire track. Using the average rather
than the maximum as the statistic makes the distance measure much more robust to tracking
errors. We use the minimum to symmetrize the distance, as in [47], because we do not assume
that tracks have equal numbers of observations or that they are complete. When a full track
is compared to a partial track along the same path, as long as the corresponding observations
have similar attributes, we want the partial track to be clustered together with the full track.
Thus we use the smaller of the two directed distances.
The function d(o1(j),o2(j)) in equation (5.3) is simply the scalar difference in the j-
th attribute between the two observations. For instance, if the attribute is size, it is the
difference between the sizes of the objects. All distances are squared when we convert the
distance between tracks to a similarity, so the sign does not matter.
Note that the distance measure described in this section is not the only possible choice—
other distance measures between sequences of moving observations could be used; several
are discussed in Section 2.4.1. We chose the modified Hausdorff vector distance described
above because it has the following important characteristics: (1) it is scalable with respect
to the moving object attributes used for the comparison and (2) it does not require manual
setting of any parameters (unlike some other distance measures such as the least common
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subsequence or the Euclidean distance in the space of hidden Markov models—see Section
2.4.1). Additionally, the modified Hausdorff distance has been shown to perform well in
similar clustering problems [47, 29].
In our experiments (described in Chapter 6), we use the size of the silhouette bounding
box, the speed, direction of motion, position in the image and time of day as the object
attributes. Other attributes such as object shape or appearance can also be incorporated.
5.4 Converting Distances to Similarities
Our spectral clustering algorithm requires an affinity matrix, so we must convert distances
between examples to similarities. We convert the distances D from (5.1) to similarities with
a multivariate Gaussian kernel as follows:
S(A,B) = exp(−DT (A,B)Σ−1D(A,B)). (5.5)
Similar Gaussian kernel methods (but for 1-dimensional distances) have been used in
many other clustering approaches [37, 28, 30, 48, 29, 47]. If we consider the covariance
matrix Σ to be diagonal, i.e., Σ = diag(σ2j ), substituting (5.1) into the equation above
yields:
S(A,B) = exp
(
−
∑
j
d2j
σ2j
)
(5.6)
=
∏
j
exp
(
−d
2
j
σ2j
)
, (5.7)
where dj is the attribute specific distance for the j-th attribute. Thus for a diagonal kernel,
the resulting similarity is a product of the similarities for each attribute with the variances
σ2j serving essentially as the weighting factors. This is intuitively satisfying—we want two
tracks to be similar if and only if they are similar for all of the attributes. For this reason
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and for simplicity (the diagonal matrix has fewer parameters), in our experiments we use a
diagonal kernel. However, the methods discussed in this section would also apply to a kernel
with a full covariance matrix, which may be useful in scenes where different object attributes
are strongly correlated.
There has been some discussion as to how to best set the parameters (variances) in
the kernel Σ. Some approaches suggest running the clustering several times with different
parameters in order to determine the best values (e.g. [28]), which dramatically increases
the computational complexity. Others have shown that setting the parameters separately for
each example based on the local structure of the similarity space leads to better clustering
results [12, 55]. In practice, the parameters are usually tuned by hand—an exercise in
patience that must be repeated for each new dataset.
We suggest an automatic method to tune the parameters in Σ similar to the one proposed
by Zelnik-Manor and Perona [55]. They convert the 1D distance d(x, y) between examples x
and y into a similarity by setting separate variances σx, σy for each example and then setting
the similarity as follows
S(x, y) = exp
(
−d
2(x, y)
σxσy
)
. (5.8)
The local parameter σx is set to the distance between x and its K-th nearest neighbor,
where K depends on the dataset. Similarly, σy is set to the distance between y and its
K-th nearest neighbor. The intuition behind this method is that σx bears a relationship
to the local variance of the data as “seen” from point x, whereas σy is the local variance
as “seen” from point y. Thus to compare the two points, a Gaussian kernel with variance
equal to the product of the two local variances is used. The same method can be applied to
multidimensional distances by calculating the similarities along each dimension and taking
their product to obtain the final similarity, as in equation (5.7).
Our method does not involve any additional parameters and is based on the definition
of variance as a mean squared difference. The intuition, however, remains the same: the
variance of the Gaussian kernel is set for each point based on the variance of the data as
“seen” from that point. We set ΣA,B for each pair of tracks separately by setting the diagonal
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Figure 5-2: Synthetic dataset generated from a 3D Gaussian mixture with 4 components,
shown from two different angles. Note that the four mixture components have dramatically
different priors and variances.
elements to be the average squared distance from A or B to the rest of the tracks in the
Nystro¨m sample Ts, whichever is larger:
ΣA,B = diag(σ
2
j (A,B)), (5.9)
σ2j (A,B) = max(
1
n
∑
k
d2j(A, Ts(k)),
1
n
∑
k
d2j(B, Ts(k))). (5.10)
As a reminder, the subscript j above refers to the attribute, e.g., size or velocity, of
observations in the track. We use the larger of the variances for each pair of points to
preserve the similarity information even between points further away from each other. In
our experience, this leads to more stable performance of the Nystro¨m method.
Consider the synthetic dataset in Figures 5-2(a-b). The 500 points in the dataset have a
Gaussian mixture distribution with four components, each with a different mean, covariance
matrix and prior. Figure 5-3(a-c) shows the affinity matrices for this data calculated using
three different methods. In (a), the same diagonal covariance matrix was used for each
example. In (b) the local variance method from equation (5.8) was used and (c) shows the
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Figure 5-3: Affinity matrices for the synthetic dataset in Figure 5-2 calculated by (a) using
a global Gaussian kernel, (b) estimating local kernel parameters using the method from [55]
(equation (5.8)) and (3) using our parameter-free local method. The rows and columns in
the affinity matrices are ordered by the ground truth. Higher grayscale values indicate larger
pairwise similarities.
result of our parameter-free local variance method. In (a) and (b) we chose the parameter
values that most amplify the block-diagonal structure of the matrix. The global method
leads to a poor affinity matrix, in which one of the clusters has very small within-cluster
affinities. Our method gives a similar (but somewhat flatter) affinity matrix to the method
in (b) but without the need to set a parameter. Additionally, in our experiments with the
Nystro¨m method, we have observed that if the sample affinity matrix contains rows with very
small row sums, the estimation of the row sums of the full affinity matrix leads to numerical
instabilities, sometimes resulting in negative row sum estimates. Our method of converting
distances to similarities tends to lead to “smoother” affinity matrices and thus seems better
suited for the Nystro¨m extension.
In Figure 5-4 we show sample clustering results for the synthetic dataset using the three
affinity matrices from Figure 5-3. We used the normalized cuts algorithm from the previous
chapter (Algorithm 3.3.1) and we used the leading 4 eigenvectors for the spectral embedding.
The k-means stage of the algorithm was run 10 times and the best run (in terms of mean
distance to nearest centroid) was selected as the final clustering. The global variance setting
does not lead to a good solution. To see why, let us again examine the data set shown in
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Figure 5-4: The synthetic dataset clustered using the normalized cuts algorithm with the
three affinity matrices from Figure 5-3: (a) global variances, (b) local variances using (5.8)
and (3) local variances using our method. Colors correspond to the cluster assignment (and
may be permuted). The correct clustering is shown in Figure 5-2(b).
Figure 5-2. In order for the points in the most spread-out cluster to appear similar to one
another, the variance must be large. Unfortunately, the three tighter clusters then appear
very similar to each other. Conversely, for a variance setting that separates the three tight
clusters from each other, the points in the fourth cluster appear very dissimilar from each
other. Thus, no single variance setting is optimal for such a dataset. Setting the variances
locally for each data point enables us to capture the local similarity relationships. It is
clear from these observations that the Zelnik-Manor and Perona method as well as our local
variance method both result in a better clustering.
5.5 Model Learning
We now have all the tools to learn a track-based scene model by clustering moving object
tracks. We perform the spectral clustering algorithm from section 3.3 using the Nystro¨m
method to estimate the eigenvectors of the affinity matrix from the sample of tracks Ts. We
summarize all of the steps in Algorithm 5.1.
The algorithm essentially projects each track into the spectral embedding space, which
itself characterizes the principal components of the similarity space, as we discused in section
3.3. Once mapped into the spectral embedding space, the tracks are then clustered using a
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Algorithm 5.1 Learning a track-based scene model
Input: Set of tracks T ; number of clusters k; dimension of embedding space NE  N ; size
of Nystro¨m sample n.
Output: Gaussian mixture model M , Mi = (µi,Σi, pii).
1: From T , select the Nystro¨m sample of tracks Ts.
2: Using the distance measure from section 5.3, calculate the pairwise distances D(A,B)
for all pairs of tracks (A,B) s.t. A ∈ Ts, B ∈ T .
3: Convert the distance vectors D to affinities using equation (5.10). This yields the ma-
trices A and B in the full affinity matrix W =
[
A B
BT C
]
.
4: Calculate the row sums ar = A1, br = B1 and the column sums bc = B
T1.
5: Estimate the row sums dˆ of W as: dˆ =
[
ar + br
bc + B
TA−1br
]
. Note that W is symmetric,
i.e. dˆ are also the column sum estimates of W.
6: Scale A: A′ = (a′ij) where a
′
ij = aij/
√
dˆidˆj.
7: Scale B: B′ = (b′ij) where b
′
ij = bij/
√
dˆidˆj.
8: Diagonalize A′: A′ = UΛUT .
9: Apply the Nystro¨m extension: Uˆ =
[
U
BTUΛ−1
]
.
10: Scale U: U′ = (u′ij) where u
′
ij = uij/
√
dˆi.
11: UE ← columns 2 through NE + 1 of U′.
12: The embedding vectors for the data are X ← {x1, ...,xNE} where xi is the i-th row of
UE.
13: Cluster X using k-means or EM to obtain clusters Ci, i ∈ {1, ..., k}.
µi =
1
|Ci|
∑
xj∈Ci
xj (5.11)
Σi =
1
|Ci| − 1
∑
xj∈Ci
(xj − µi)(xj − µi)T (5.12)
pii =
|Ci|∑k
j=1 |Cj|
. (5.13)
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Figure 5-5: Illustration of the relationship between the affinity matrices used for learning
(W) and for classification (Q). The matrix Q corresponds to the similarities between new
examples and the Nystro¨m sample. A is the affinity matrix of the Nystro¨m sample, while B
are the pairwise affinities between the rest of the learning set and the Nystro¨m sample. W
is the full affinity matrix of the learning set. The matrix segments drawn in dashed lines are
not computed.
central clustering method such as k-means or EM. Thus the logical next step is to represent
the resulting clusters of tracks as Gaussians in the embedding space. The inspiration for this
representation came from [29], where a similar framework was used to build an anatomical
atlas of brain white matter tractography.
5.6 Classification
Having defined a mixture model over our set of examples in the spectral embedding space,
we can now classify new examples by finding the best matching component of the mixture
model. We use the method from [29] to project new examples into the spectral embedding
space. Let Tn = {Tn(1), ..., Tn(p)} be a new set of examples. We first calculate the n x p
matrix Q = (qij) where qij = s(Ts(i), Tn(j)) is the similarity between the track Ts(i) from the
Nystro¨m sample and Tn(j) from the new set. Figure 5-5 shows how this new affinity matrix
Q is related to the affinity matrix W of the data used for learning the model. We now need
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to scale each entry in the matrix Q as we did with the affinity matrices of the learning set.
We want to perform the scaling in such a way that if a new example is identical to one that
occured in the learning set, its embedding will be the same. To do this, we will assume, as in
[29] that because a large number of examples were used for learning the model, adding the
additional columns Q to the affinity matrix W will not significantly increase the row sums of
W. Thus, we will use the original row sums dˆ for the scaling. That leaves us with calculating
the column sums for the scaling of Q. We use the same method as we did in the learning
(see step 5 of Algorithm 5.1) to extend the column sums of Q and obtain the estimated full
column sums rˆ as follows:
rˆ = QT1+QTA−1br. (5.14)
Now we can scale each element in Q by the square root of the product of the estimated
row and column sums. The scaled version of Q is:
Q′ = (q′ij), where q
′
ij = qij/
√
dˆirˆj. (5.15)
We can now again apply the Nystro¨m method to extend the embedding space eigenvectors
onto these new points as follows:
U¯ = Q′TUΛ−1. (5.16)
The remaining final step is to now scale the rows of the embedding matrix U¯′ = (u¯′ij):
u¯′ij = u¯ij/
√
dˆi. (5.17)
The i-th row of the scaled embedding matrix U¯′ is thus the embedding vector for the i-th
example from the new set Tn. Given an embedding vector e, we can now find its class label
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c(e) by finding the best matching component of our model:
c(e) = argmax
i
Pr(Ci|e) (5.18)
= argmax
i
p(e|Ci) Pr(Ci)∑
j p(e|Cj) Pr(Cj)
, (5.19)
where p(e|Ci) is the likelihood of the embedding vector e under the mixture model and
Pr(Ci) = pii is the mixture prior. Ignoring constant terms and taking the log of the likelihoods
yields the following quadratic classifier:
c(e) = argmax
i
(
−1
2
log |Σi| − 1
2
(e− µi)TΣ−1(e− µi) + log pii
)
. (5.20)
5.7 Anomaly Detection
Given our probabilistic scene model framework, determining the degree to which a new
example is anomalous is very similar to the classification process. The better an example
matches the model, the less statistically unusual it is. Thus given a track Ti with spectral
embedding ei, its anomaly can be quantified as:
anomaly(Ti) = − log
∑
i
p(e|Ci)pii. (5.21)
For simplification, we can make the assumption that p(e|Ci) = 0 whenever c(e) 6= i.
Then the anomaly becomes:
anomaly(Ti) = − log
(
p(e|Cc(e))pic(e)
)
(5.22)
=
1
2
log |Σc(e)|+ 1
2
(e− µc(e))TΣ−1c(e)(e− µc(e))− log pic(e). (5.23)
In the discussion of results in the following chapter, we will refer to the above quantity
as the statistical anomaly score for a given track.
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5.8 Adaptive Scene Modeling
Thus far we have described our track-based scene modeling algorithm as a batch process:
given a large set of examples, we learn a model of the moving object activity in the scene. An
implicit assumption is that the distribution of tracks is stationary: given enough data, once
the model is learned, it can be used indefinitely. However, in certain scenes, this may not
be a good long-term assumption. For instance, a construction project might alter the usual
paths of vehicles and pedestrians in a scene, causing many new detections to be unlikely
under the learned model. The simplest way to approach this problem is to re-learn the scene
model whenever the long-term rate of anomalous activity rises above a certain predefined
threshold.
However, it may also be possible to adapt the scene model online using newly acquired
evidence. To do so, we could take advantage of the ability to project new examples into
the same spectral embedding space in which the model was learned. As a reminder, the
scene model is a mixture of Gaussians, in which each component (cluster), specified by its
mean and covariance matrix in the embedding space, corresponds to a pattern of activity
in the scene. Given a new example, we could update the parameters of the best-matching
Gaussian or, if there is no good match (e.g. if the Mahalanobis distance of the example from
the nearest centroid is above some threshold), a new cluster could be added to the model.
The update equations would be similar to those used in adaptive background subtraction in
Section 2.1.1.
The adaptive method does not require repeating the expensive clustering step, but it
comes with a caveat: it assumes that the embedding space estimated from the original
Nystro¨m sample remains to be applicable to the current activity in the scene. Developing
methods to determine whether the spectral embedding space remains to be a good repre-
sentation of the similarity space of a new set of examples is an intriguing future direction of
research.
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5.9 Surprise Detection
In addition to classification and anomaly detection, we can also take advantage of the fact
that our track distance measure allows us to classify partial tracks. Let T ti be a track in
which we have observations from time 0 (the beginning of the track) up to time t and let
eti be the corresponding spectral embedding. We can now maintain a belief distribution
Pr(Ci|eti) that describes how well the track up to time t matches each component of our
mixture model and we can use the notion of computable surprise [19, 18] to detect surprising
moments in the development of a track.
Computable surprise, as introduced by Itti and Baldi [19], is an information-theoretic way
to determine how “surprising” new data is in terms of how much it changes the observer’s
beliefs. Suppose we have some set of modelsM and we receive some new data D. We can
measure the impact of the data, i.e. the degree to which D is surprising to the observer,
by measuring how much it changes our belief from the priors Pr(M) where M ∈ M to the
posteriors Pr(M |D). The change, i.e., the surprise S(D) associated with the new data, can
be measured by the Kullback-Leibler divergence (relative entropy) as follows:
S(D) =
∫
M
Pr(M) log
Pr(M)
Pr(M |D)dM. (5.24)
Relating this to the problem of detecting a surprising moment in a developing track, sup-
pose that we have a current belief distribution over our set of clusters Cj and we obtain some
new observations of our tracked object. We will consider these new observations surprising
if our belief over the track, i.e., the distribution over the mixture components in our model,
significantly changes as a result of obtaining the new observations. The surprise associated
with the track Ti at time t+ 1 given the track at time t then becomes:
S(T t+1i |T ti ) =
∑
j
Pr(Cj|T ti ) log
Pr(Cj|T ti )
Pr(Cj|T t+1i )
. (5.25)
Intuitively, the above quantity will be large whenever a new set of observations for a
developing track causes a large change in the posterior distribution over the mixture compo-
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nents of our model. If we evaluate the surprise at regular time intervals as the track develops,
a large surprise value will indicate that the latest set of observations contained a surprising
moment in the track. We show some experimental results in Chapter 6.
5.10 Summary
We have shown how spectral clustering along with the Nystro¨m method can be applied to
tracking data in order to build a track-based scene model. In the model, we represent groups
of tracks (activities) as Gaussians in the spectral embedding space. We can then evaluate new
examples in terms of their likelihood under the mixture model, which results in a statistical
anomaly score for each example. In the context of an attentive monitoring system, the
anomaly score can be used to determine where to direct the attention of a high-resolution
sensor in order to collect more detailed information about unusual activities. Additionally,
the model allows us to reason about surprising moments along developing tracks. Having
thus established the framework for a track-based statistical attention model, we now turn to
evaluating the performance of such a model on real data.
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Chapter 6
Results and Evaluation
Using the methods from the previous chapters, we are finally ready to test the performance
of our scene-model learning framework on real data collected from a busy urban outdoor
scene. In this chapter, we show the results of applying our clustering algorithm to a week
of tracking data, mining the data for unusual events and comparing our anomaly detection
framework with human perception of what is unusual by obtaining human judgments on a
set of examples from our dataset.
6.1 Data Collection
To evaluate our algorithms, we collected a week of tracking data from a busy campus parking
lot scene. The data was collected using a stationary camera placed in a window on the 8th
floor of an office building adjacent to the parking lot. Images captured by the camera at 15
frames per second, 24 hours per day, were processed by our background segmentation and
tracking systems, which output a collection of moving object tracks. Because the goal was
to mine the data for unusual activity, we limited the pre-processing to the following:
1. We used simple heuristics to exclude tracks that were too short (i.e. less than 5 seconds)
or most likely due to noise in the scene. Because the goal was to detect unusual
activity, this filtering step was extremely conservative (for details, see Appendix A).
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After filtering, we were left with a set of nearly 40,000 tracks.
2. As tracking was performed at 15 frames per second and tracks may be several minutes
long, many tracks had more than 1,000 observations. To reduce the computational
complexity, we pruned the tracks to contain observations at least 500ms apart. The
pruning was done by simply omitting observations that occurred less than 500ms af-
ter the last included observation, where the first included observation was the first
observation of the track.
6.2 Clustering
We clustered the set of roughly 40,000 tracks using the approximate spectral clustering
algorithm described in Chapter 5. We randomly selected 3,000 tracks to serve as the Nystro¨m
sample (the sample size was limited by the largest eigenvalue problem that fit into memory
in our MATLAB implementation). Pairwise distances between tracks in the sample were
computed using the similarity measure from section 5.4.
We performed two sets of experiments. In the first, we compared tracks in terms of the
following attributes: position ([x, y] in image coordinates), size of the object (the area of the
bounding box)1, the instantaneous speed ([x˙, y˙]), and the direction of motion represented as
an angle between 0 and 2pi. In the second experiment, we added time of day as an additional
attribute.
In addition to the Nystro¨m sample size, our clustering algorithm requires choosing two
additional parameters: number of clusters k and dimensionality of the embedding space NE.
In the absence of ground truth, we ran the clustering algorithm multiple times for various
values of these parameters. In order for such a parameter search to be effective, some measure
of “goodness” of the clustering is needed. Though no measure is definitive, intuitively a good
clustering is one in which the clusters are tight and well separated. The standard way to
1In a far-field setting, where the sizes of the observed objects are much smaller than the distance to the
camera, the bounding box area is a good representation of the object size, as most objects appear merely
as rigid blobs. In a near-field setting, where the articulation and detailed shape of objects can be observed,
more descriptive attributes such as the shape or area of the silhouette might be useful.
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evaluate the tightness of clusters is to measure the mean squared distance to cluster centroid
for all examples (essentially this is the mean squared error). Tighter clusters will have a
smaller mean squared distance to the centroid (note that this quantity will also decrease
with the number of clusters). At the same time, clusters should also be well separated, i.e.
the mean squared distance between means of neighboring clusters should be large.
Thus for each cluster we evaluate the ratio of a cluster’s size (as measured by the mean
squared distance to the centroid) to the squared distance between the cluster’s centroid and
the centroid of the closest cluster. Taking the mean of this ratio over all clusters for a
clustering C leads to the cluster quality measure Q(C):
Q(C) =
1
k
k∑
j=1
1
|Cj |
∑
e∈Cj(e− µj)2
mini(µj − µi)2
. (6.1)
As the number of clusters increases, this ratio should eventually stabilize when the in-
trinsic clusters in the data begin to be subdivided.
Another way of measuring the quality of clustering was suggested by O’Donnell and
Westin [29]. They suggest that an appropriate number of clusters is one for which the
fraction of inconsistently clustered example pairs over several runs of the algorithm is small.
Pairs of examples that are sometimes clustered together and sometimes apart over different
runs of the algorithm are considered inconsistent.
We performed an experiment in which we clustered the dataset using various numbers of
clusters k for three different dimensionalities of the embedding space. For each pair of values
k andNE, we ran the k-means stage of the spectral clustering algorithm 10 times. In Figure 6-
1(a) we plot the relationship between the clustering criterionQ defined above and the number
of clusters. Figure 6-1(b) shows for each k the estimated fraction of example pairs that were
clustered together in some runs of the algorithm and apart in others. Because of the size of
our dataset, rather than considering all pairs of examples, we calculate this measure for all
pairs of examples from a randomly selected subset of the data. Figure 6-1(c)-(d) shows both
experiments for embedding dimensionality NE = 20 with the number of clusters sampled at
finer intervals. The results suggest that the dimensionality of the embedding space does not
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Figure 6-1: Different methods of evaluating the clustering quality as a function of the number
of clusters. In (a) we show the mean ratio of cluster size to distance to the nearest cluster
(see equation 6.1 in text). In (b) we show the fraction of inconsistently clustered pairs of
examples. (c,d) show the the experiments from (a,b) for 20 eigenvectors with the number of
clusters sampled at finer intervals. For each number of clusters, we ran the k-means stage of
the spectral clustering algorithm 10 times.
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Figure 6-2: A visualization of the top 20 clusters with the highest priors. The most typical
track (the one closest to the mean) is shown for each cluster. Color indicates mean size along
trajectory (warmer colors correspond to larger size) and arrows indicate the direction of the
most typical track.
have a significant effect on the clustering quality—we used NE = 20 for our experiments.
Figure 6-1 shows that our clustering quality criterion stabilizes when the number of clusters k
reaches 150, suggesting that larger values of k merely result in further subdivision of clusters.
Additionally, for values k ≥ 150, the fraction of inconsistently clustered pairs is very low.
Thus we chose k = 150 for our experiments.
In any clustering problem, it is valuable to evaluate the clustering quality by inspecting
the clusters themselves. Since our goal is to build a scene model, our clusters of tracks should
be consistent in terms of the attributes of the cluster members. In the following figures, we
show the qualitative results of clustering the set of tracks into 150 groups using position,
size, speed and direction of motion as attributes and using the first 20 estimated eigenvectors
for the spectral embedding.
Figure 6-2 visualizes the top 20 clusters with the highest priors. For each cluster, we
show the most typical track (the one closest to the mean), indicating the mean size of the
object along that track with color (warmer colors correspond to larger size), and showing
the direction of motion. Note that while pedestrian paths are represented by a cluster in
each direction, the car lane in the parking lot (shown in red) is one way.
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Figure 6-3: Two of the most salient clusters in the model. Top row: tracks belonging to
each cluster. Middle row: average direction of motion for each grid point shown in HSV
space, where the hue is the direction (see the color wheel) and the value is proportional to
the magnitude. Bottom row: histogram of average observation sizes.
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In Figure 6-3 we examine two of the 20 most salient (in terms of the prior) clusters in the
model. The first cluster (6-3(a)) corresponds to cars driving through the parking lot and the
second (6-3(b)) represents pedestrian traffic (see the most typical track from each cluster in
the top row of Figure 6-6). We overlay the tracks from each cluster on an image of the scene,
leaving out the 10% most distant tracks from the cluster mean for better visualization. The
most typical track—i.e., the one closest to the cluster mean—is shown in black. Examination
of these plots reveals that typical clusters contain tracks that are spatially similar. We further
show a visualization of the predominant velocity in the tracks that belong to each cluster.
For points on a rectangular grid, we calculate the mean velocity of all tracks in the cluster
that pass through the neighborhood of the grid point. We plot the mean velocities in HSV
color space, where the hue corresponds to the direction of motion, the saturation is constant
and the value (brightness) is proportional to the magnitude of the velocity (speed). Again,
we see that the clusters are consistent in terms of the velocity observations. Note that in
the car cluster in Figure 6-3(a), the tracks tend to have smaller velocity magnitudes as the
cars come around the curve and relatively constant velocities elsewhere. The track of a car
that slows down at a different point along the track would not match this cluster well. The
outliers in the velocity plots usually correspond to tracking errors. Our clustering is robust
to such errors because our distance function averages over the differences in attributes along
the entire track. Finally, in the last row of the figure, we show for each cluster the histogram
of mean observation sizes in a track (in terms of the bounding box area) over all of the
tracks that belong to the cluster. For typical clusters, these histograms tend to have a single
peak, suggesting that the member tracks are associated with moving objects of similar size.
Note that because some clusters contain tracks in which observations vary greatly in their
distance from the camera, the size histograms do not represent the distribution of the true
(or normalized) size of the objects. Additionally, at various points along a track, the area
of the bounding box may vary as the object moves further or closer to the camera or as
it changes pose relative to the camera. This does not pose a problem for our clustering
method because we compare spatially corresponding points along tracks. Even though the
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size observations will change along the track of a car driving around the parking lot, they
should change in a similar fashion in the track of another car following a similar path.
In addition to the two salient clusters in Figure 6-3, we also show visualizations of two
clusters with moderately high priors in Figure 6-4—the first contains pedestrian traffic head-
ing away from the building that houses our camera and the second corresponds to people
exiting our building and crossing the parking lot to enter another building (see the most
typical track from each cluster in the middle row of Figure 6-6). These clusters also show
consistency in velocity, position and size.
Finally, we show two of the 20 least salient clusters in Figure 6-5. The first (a) corresponds
to bicycles—objects larger than the pedestrians in Figure 6-3(b) and moving with greater
speed. The second (b) represents cars at night, when our tracking system also tracks the
headlight cones, resulting in larger sizes than those in Figure 6-3(a). We show the most
typical track from each of these two clusters in the bottom row of Figure 6-6.
In our experiments, the largest cluster has more than 700 examples, while the smallest
cluster has approximately 60.
6.3 User Study of Anomaly Perception
One of the goals of activity and scene analysis is to learn what is “normal” and to use
that knowledge to detect when something out of the ordinary occurs. The statistical scene
modeling approach we have taken in this dissertation makes sense from a mathematical point
of view but how does it compare with human perception of anomalous activity?
We conducted a user study to determine whether the likelihood of activity under our
learned scene model correlates with how a person familiar with the scene perceives the
degree to which the activity is unusual. For instance, if a security guard, whose job was to
monitor the scene, flagged certain examples as unusual activity, would those examples also
have low likelihood under our model? Conversely, if an example is judged unlikely given our
model, would a security guard also flag it as unusual?
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Figure 6-4: Two of the scene model clusters with medium priors. Top row: tracks belonging
to each cluster. Middle row: average direction of motion for each grid point shown in HSV
space, where the hue is the direction (see the color wheel) and the value is proportional to
the magnitude. Bottom row: histogram of average observation sizes.
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Figure 6-5: Two of the scene model clusters with low priors. Top row: tracks belonging to
each cluster. Middle row: average direction of motion for each grid point shown in HSV
space, where the hue is the direction (see the color wheel) and the value is proportional to
the magnitude. Bottom row: histogram of average observation sizes.
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Figure 6-6: Most typical tracks from the pair of clusters shown in Figure 6-3 (top row),
Figure 6-4 (middle row) and Figure 6-5 (bottom row).
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Figure 6-7: The graphical user interface for data collection in our anomaly perception user
study. The subjects were presented with examples of activity and asked to rank each ac-
cording to how unusual it appeared to them given their knowledge of the scene.
6.3.1 Study Design
To approximate the security guard scenario as closely as possible, we recruited experimental
subjects who, as residents of our office building, were very familiar with the parking lot
scene and could thus be considered experts. We presented each subject with a sequence
of 75 examples of activity from the scene. Each activity consisted of the movement of a
single object, such as a car, person (or group of people), through the scene, as detected by
our tracking system. The examples were presented on a computer monitor as sequences of
images, each corresponding to an observation of the object moving through the scene. In
each image, the object was shown in the location where it was observed, superimposed on a
faded static image of the scene. The pauses between observations corresponded to the time
interval between the observations, but to save time the activities were presented at twice
the original speed. After the playback of each activity was complete, a summary aggregate
image of the activity was shown (see Figure 6-7).
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Figure 6-8: Histogram of anomaly scores for the entire dataset (large scores correspond to
anomalous examples). Each bar shows the number of examples with the corresponding range
of anomaly scores. We partitioned the range of anomaly scores into 5 sections and randomly
selected examples from each section for our user study.
We asked the subjects to put themselves in the mindset of a security guard. Their task
was to rate each example based on their knowledge of what usually happens in the scene.
We asked the subjects to rate (by clicking on the appropriate option with the mouse) each
example on the following scale based on how unusual it appeared to them given their knowl-
edge of the location: very common, somewhat common, somewhat unusual, or very unusual.
Alternatively, because our object tracking system sometimes made errors, we also gave the
subjects the option to label examples as erroneous. Examples of errors included paths of
multiple unrelated objects linked together, observations alternating between multiple objects
or observations not corresponding to moving objects. The subjects were also made aware
that the distribution of examples in the set they would see was not representative of the
actual data (i.e. unusual activities may not be rare in the sample).
Because we wanted to correlate the statistical anomaly score (determined from the neg-
ative log likelihood of each example under our model) with a human score, we partitioned
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the range of anomaly scores (calculated using equation (5.23) and shifted so that the most
likely example receives an anomaly score of 0) into five bins, as illustrated in Figure 6-8.
We chose the last (most anomalous) bin to contain approximately 1% of the data set and
divided the remainder of the range into four bins of equal extent by score. From each bin,
we selected 15 examples—75 examples in all—to present to our experimental subjects. Of
these 15 examples, 10 were randomly selected without replacement so that each of those
examples were ranked by exactly one human. We presented the remaining 5 randomly se-
lected examples from each bin to all subjects to obtain a set of 25 examples labeled by all
participants. Additionally, before selecting the examples out of each bin, we applied the
following rudimentary filters to remove tracks that would not be meaningful to a human
observer:
• We removed very short tracks because it would be difficult for human observers to
judge whether these are unusual.
• We removed tracks that contained many observations in certain areas of the scene
where we know moving objects do not occur. For example, sometimes our system
tracks reflections of moving objects in the windows of buildings.
This filtering step (largely due to the removal of short examples) removed about 25% of the
examples from each bin.
Our goal in the user study was to assess both how the statistical anomaly scores correlate
with human scores as well as how consistent the human scores are. As can be seen in the
anomaly score histogram in Figure 6-8, if we had selected a set of examples randomly from the
entire dataset without the partioning into bins, the probability of a subject actually ranking
examples with high anomaly scores would be small, because the histogram is heavily skewed
towards typical examples. Note that the histogram does not have a peak at 0. This is
due to the fact that our anomaly scores are proportional to the negative log-likelihoods of
examples under a high-dimensional Gaussian mixture. As the dimensionality of a Gaussian
cloud increases, because of the sparsity of high-dimensional spaces, proportionally fewer
points will occur very close to the mean. We illustrate this point in Figure 6-9 by plotting
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Figure 6-9: The shape of the histogram of squared distances to the centroid for a normal
distribution depends on the dimensionality of the space. Histograms of squared distances to
the centroid are shown for 10,000 points picked randomly from a standard normal distribution
in 2D (a) and 20D (b). In the high dimensional case the histogram’s peak is shifted away
from 0.
the histograms of squared distances to the origin for 10,000 points drawn randomly from
a standard normal distribution in 2D (a) and 20D (b). In the high dimensional case, the
histogram’s peak is shifted further away from 0. Intuitively, in our track clustering problem,
this simply suggests that there will be proportionally more tracks that are very close to the
prototype for a given cluster than tracks that are truly prototypical.
6.3.2 Study Results
In this section, we summarize the results of the anomaly perception user study. We have
obtained human judgments from 10 subjects, representing 525 labeled examples, of which 25
were labeled by all subjects. Figure 6-10 shows a histogram of human labels for each of the
5 anomaly score bins. For each example labeled by multiple subjects, we take the human
label to be the mean label over all subjects. The histogram shows the desired trend: when
considering examples from bins with higher anomaly scores, human subjects tend to rank
more examples as unusual and fewer as common. Additionally, the proportion of tracking
errors increases with the anomaly score, suggesting that on average our system considers
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Figure 6-10: The histogram of human judgments for each of the 5 anomaly score bins. The
bins are arranged from least to most unusual from left to right.
errors to be unusual. The last (most unusual) bin of the histogram seems to contain more
“normal” examples than the previous bin. We believe this is due to the following factors: (1)
the last two bins together represent about 3% of the least likely tracks, and it is unlikely that
human judgments are precise enough to distinguish these two categories, (2) because of the
high error rate in these bins, we have fewer non-erroneous examples from which to estimate
the distribution of labels, making the estimates more noisy and (3) the last bin contained
some anomalous activities, such as cars driving the wrong way, that were not recognized as
such by humans.
Figure 6-11 shows another visualization of the relationship between the statistical anomaly
score and the human label. For each of the 5 human labels, we show the anomaly scores
of the group of examples that received the corresponding human label. On the left of each
column of points we show the mean and variance of the anomaly scores in that group. How-
ever, recall that the examples were not picked uniformly from our dataset. Instead, they
were picked uniformly from each of the 5 anomaly score bins. Thus to estimate what this
figure would look like if we had obtained human judgments for all of our examples, we
weight those examples that came from heavier bins more than examples that came from
lighter bins. The estimated means and variances for an unbiased sample are shown on the
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Figure 6-11: The distribution of anomaly scores for each of the 5 different human judgments.
The error bar to the left of each column shows the actual mean and variance (for the biased
sample), whereas the error bar to the right shows the estimated mean and variance for an
unbiased sample.
right side of each group. Again, there is a noticeable trend: examples rated as more unusual
by people tend to receive higher anomaly scores by our system. The relatively wide spread
of anomaly scores for the different human labels is largely due to two factors: (1) because
human responses were influenced by prior knowledge about parking lots in general rather
than specific knowledge about this location based on long-term observation, some activities
recognized by the system as unusual were labeled by humans as common, resulting in false
positives; and (2) human subjects were free to use any number of meaningful attributes, such
as detailed appearance, as well as inferences about agent intent, resulting in some missed
detections. We discuss these cases in more detail in later sections of this chapter.
To visualize the statistical significance between these groups of examples, we performed
pairwise analysis of variance (ANOVA)[49] for each pair of the 5 anomaly bin groups shown
in figure 6-10. To perform this analysis, for each anomaly score bin and each subject,
we calculated the average label the subject assigned to examples from that bin, excluding
examples marked as erroneous. This results in the matrix shown in Table 6.1. Most of the
subjects tended to rate examples from more unlikely anomaly score bins as more unusual. At
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Subject # Bin 1 Bin 2 Bin 3 Bin 4 Bin 5
1 1.20 1.89 2.50 2.67 3.60
2 1.27 1.50 2.17 2.55 1.90
3 1.00 1.44 2.11 2.33 2.43
4 1.60 1.80 2.11 2.67 2.80
5 1.13 2.00 1.75 3.14 1.86
6 1.13 1.67 2.00 2.56 2.40
7 1.00 1.43 2.00 2.10 1.92
8 1.00 1.78 1.92 2.00 1.63
9 1.13 1.67 2.00 2.40 2.30
10 1.07 1.27 1.33 1.67 1.83
Table 6.1: A table showing each subject’s average label assigned to examples from each
anomaly score bin, excluding examples marked as erroneous. Numerical values of the labels
are as follows: very common (1), somewhat common (2), somewhat unusual (3), very unusual
(4).
first examination, the data for the last, least likely bin seems to contradict this trend: several
of the subjects gave a lower average rank to examples from this bin than to examples from
much more common bins. Examination of examples that came from this bin but were labeled
as very common revealed several instances of cars traveling the wrong way in the parking lot.
Though some of our subjects consistently marked such examples as very unusual, knowing
that the parking lot is one way, other subjects failed to realize this and marked similar
examples as very common. Because the rate of tracking errors in this bin was high, even a
single example marked as very common lowers the subject’s average label significantly.
A common way of examining groups of labels like those in table 6.1 is by visualizing them
as box plots. Figure 6-12(a) shows a box plot, in which each group represents a column of
the matrix in table 6.1. The red bars indicate the medians, while the boxes mark the upper
and lower quartiles. The whiskers show the range of the data in the group. The figure again
shows the desired nearly monotonic relationship that we observed in Figure 6-11. Part (b)
of Figure 6-12 shows the analysis of variance comparisons between the groups from part (a),
i.e. the columns of the matrix in table 6.1. Each pair of groups for which the bars in the plot
do not overlap have statistically significantly different means with 95% confidence (p ≤ .05).
We can see that even with our limited number of experimental subjects, each of bins 1 and
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Figure 6-12: (a) Box plot of the mean human judgments (one data point per subject) for
each of the 5 anomaly score bins. The bins are arranged from least to most unusual from left
to right. The red bars indicate the medians, the boxes show the upper and lower quartile
ranges and the whiskers show the range of the data. Pluses (+) indicate outliers. (b)
Pairwise ANOVA on each group from (a). Circles show the mean values for each group and
bars denote the 95% confidence range for the mean (means with non-overlapping bars are
statistically significantly different with 95% confidence).
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2 (the most common bins) received significantly different human judgments from bins 4 and
5 (the most unusual bins).
Since we have obtained a machine score (the anomaly score) and a human score for
each example in our user study, we can also directly calculate how well these two scores are
correlated. However, because both scores are on different scales and the relationship may
not be linear, we used Spearman’s rank correlation coefficient [51] (often called Spearman’s
Rho) as a measure of the correlation between the two scores. Spearman’s Rho operates on
the statistical rank, i.e. the ordinal number of each score value when ordered monotonically,
rather than on the scores itself. Thus it is considered to be nonparametric, in contrast
with the correlation coefficient, which assumes a linear relationship between the scores. The
definition of Spearman’s Rho is as follows:
ρ = 1− 6
∑ d2
N(N2 − 1) , (6.2)
where d is the difference between the statistical rank of corresponding scores and N is the
number of samples. For our user study, the rank correlation coefficient between the statistical
anomaly scores and the human labels for examples not labeled as errors was ρ = 0.43 with a
p-value p < e−10. The p-value [50] in this case is the probability of a rank correlation larger
than or equal to ρ occuring by chance.
To compare this result with how well humans are able to predict each other’s responses,
we can calculate the statistical rank correlation between each set of human labels and the
average human label on the set of 25 examples that were seen by all of our subjects. As
before, in each comparison we exclude examples labeled by the person as an error. We find
that for those subjects for which the Spearman’s Rho between their labels and the average
human label has a p-value p < .05, the worst correlation found was ρ = 0.61 and the best
was ρ = 0.90. Thus the human labels are a better predictor for the average human ranking
than our statistical anomaly score, but our score bears a strong relationship to the human
labels as well. This result is not unexpected, as our human subjects, though familiar with
the scene, have not spent significant amounts of time watching the scene. It is reasonable
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Figure 6-13: The estimated ROC curve for the detection of unusual events (dashed line)
and very unusual events (solid line). Each point on the curve corresponds to a different
anomaly score threshold for positive detections. False positives are examples that fall above
this threshold but were classified as less than very unusual by humans (solid line) or less
than somewhat unusual (dashed line).
to assume that their judgments are heavily influenced by their prior beliefs of what usually
happens in parking lots in general rather than what happens in this parking lot.
Another way of thinking about our track-based scene modeling framework is in the con-
text of a classifier. Suppose we wanted to use our model to classify activity examples into
two groups: “unusual” and “not unusual”. To do this, we would simply set a threshold on
the statistical anomaly score and label as unusual each activity that receives a higher score
than the threshold. Taking advantage of the fact that we have a set of examples labeled
by humans, we can attempt to estimate an ROC curve for such a binary classifier. We can
define true positives as those examples that have anomaly scores higher than the threshold
and were labeled by humans as “very unusual.” Coversely, false positives are examples for
which the anomaly score exceeds the threshold, but the human label is something other than
“very unusual.” This time, we include the errors into the analysis. For various values of the
threshold, we can now calculate the ratio of the true positive rate to the false positive rate.
However, again we have to address the fact that our sample was not drawn randomly. Thus,
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we weight each example by the proportional weight of the bin from which it came. This
is akin to repeating examples from “heavier” bins. The resulting ROC curve is shown in
Figure 6-13. We also show the ROC curve when true positives are defined as examples that
received anomaly scores above the threshold and were labeled as humans as “very unusual”
or “somewhat unusual.” The area under the curve is approximately 0.81 for the detection
of very unusual events and 0.75 for the detection of unusual events (chance would be 0.5),
suggesting that our anomaly scores would lead to a reasonable classifier for unusual activity.
Note that to estimate the ROC curve, we essentially considered the human judgments
obtained through our user study to be the ground truth. In reality, the performance of our
algorithm may be better than it appears, as the ground truth labels are probably heavily
influenced by our subjects’ prior beliefs about parking lots in general. Nevertheless, even
considering our human labels to be the ground truth, if we chose the anomaly score threshold
to be such that we detect at least 80% of the examples labeled as “very unusual,” we would
be filtering out approximately 80% of the data and our false positive rate would be about
23%. This is a reasonable level of performance, especially considering the fact that the
human labeling task was fairly unconstrained and the human judgments were certainly not
limited to only the attributes we used to learn the model.
6.4 Detected Activity: True and False Positives
In this section, we take a look at examples of unusual activities detected using our system.
All of the examples shown here came from the two bins representing the most unusual 3%
of the dataset. In Figures 6-14 and 6-15, we show those detections that were also ranked
as “very unusual” by our human subjects. In Figure 6-16, we show examples that may be
considered the most illuminating false positives in the sense that they were among the most
unusual 3% of the dataset, yet they were labeled as “somewhat common” or “common” by
human subjects.
Consider first the true positive detections in Figure 6-14. For each detection, we show
a summary image of the activity, in which we plot the trajectory of the moving object and
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Figure 6-14: True positive detections: examples that received anomaly scores in the top 3%
of the data and were also labeled by humans as “very unusual.”
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superimpose on a faded image of the scene the contents of the bounding box of observations
approximately 2 seconds apart. Thus the more sparse the observations, the faster the object
was moving. Following is an annotation of Figure 6-14 in counter-clockwise order:
1. A small landscaping tractor pulling a trailer drives through the parking lot and enters
the pedestrian area. For a large object, both the path (entering the pavement) and
the speed (moving slower than cars) are unusual.
2. A dog runs back and forth on the grassy area (possibly playing fetch). Again, both
the path and speed of motion are unusual for a track in this area of the scene.
3. An object that moves fast through the parking lot, then changes direction and moves
more slowly. This is an example of a track that was labeled as very unusual but
plausible (not erroneus) by a human and very anomalous by our system, yet may
actually be a tracking error. Such examples demonstrate the need for an attentive
system that could task a higher resolution camera to collect images that could be used
to ascertain whether this was truly an unusual activity.
4. A car leaving a parking spot and driving away through the pedestrian area of the
parking lot (these observations have a different appearance because they took place at
night).
5. A car drives through the parking lot, slows down to a halt, then continues to drive
to a further spot, where it stops again for a significant period of time. Note that in
this case the anomaly is temporal in nature: the sequence of the velocities in the track
is what is unusual, rather than the size or the trajectory. Approaches that do not
consider multiple attributes of tracks in a principled manner might have a difficult
time detecting such activities.
6. A car drives through the parking lot in the wrong direction. This track is unusual
because objects of this size taking similar paths through the parking lot usually move
in the opposite direction.
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Figure 6-15: True positive detections: examples that received anomaly scores in the top 3%
of the data and were also labeled by humans as very unusual.
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The annotation for Figure 6-15, again in counter-clockwise order, is as follows:
1. A car drops off a passenger in an unusual spot in the parking lot. The passenger then
walks away towards a distant building. In this case the trajectory is unusual.
2. A person walking through the parking lot suddenly changes direction. Again, the path
of the motion is unusual.
3. A police car cuts across the parking lot, coming from a pedestrian area and moving
into another pedestrian area. This activity would be normal for a small object, but is
unusual for a car.
4. A van drives through a pedestrian zone. Again, the sizes of the observations are unusual
in this area of the scene, even though the trajectory is common.
5. A lawn mower is detected on the grassy area. Objects of such size moving perpendic-
ularly to the pavement are rare.
6. A small object, probably a person on a skateboard, moves very fast through the parking
lot. The speed of the motion is unusual for an object taking this path through the
scene.
Let us now take a look at the false positives: examples that received anomaly scores
in the top 3% of the data yet were labeled by our subjects as common. Following is the
annotation of Figure 6-16 in counter-clockwise order:
1. A large group of people moves through the pedestrian area. Though pedestrians and
even smaller groups are very common, large groups of this size are more rare. However,
a human observer would probably conclude, based on his prior knowledge of similar
scenes in general, that such an activity is typical.
2. Another example of several people traveling together through the scene. This is another
example of an activity that may not be common, yet might be perceived as such by a
human observer.
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Figure 6-16: False positive detections: examples that received anomaly scores in the top 3%
of the data and were labeled by humans as common (but not as erroneous).
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3. An example of an activity that happens infrequently (a lawnmower on the grassy
region) and so received a high anomaly score, yet may be perceived as common or
unusual, depending on the observer’s mindset. A very similar example occured in our
true positives: a human thought it was unusual, probably because it is rare. However,
a different person might label this activity as common, because such a path through
the scene is common for a lawn mower. If we considered the appearance of the object
as an attribute and collected data over a much longer period of time, our model might
have a cluster of lawn mowers taking similar paths through the scene.
4. Another example of a large group of people moving through the parking lot.
5. A car taking an unusual path through the scene. It is not clear why a person labeled
this as common, unless he or she did not realize that the car was driving through a
pedestrian area and left the one-way parking lot in the wrong direction.
6. A person running through the scene. Though runners are much more rare than walkers
in this scene, an observer—even one familiar with the scene—might not realize it.
6.5 Missed Detections
In the previous section, we looked at examples from the least likely 3% of the data set. As
was clear from our ROC curve in Figure 6-13, not all activities labeled as very unusual by
our subjects received such high anomaly scores. Figure 6-17 shows two typical examples
of missed detections: examples that received anomaly scores in the two most likely bins,
yet were labeled by humans as very unusual. We show these examples because they reveal
possible failure modes of our approach. In the first example (a), a person took an unusual
path through the scene, but the segment of the track after the person changed directions is
very small. In this case, a human observer can tell that something unusual happened but our
distance function may not reveal it unless the track were longer or we used other attributes
such as a second derivative of the velocity. In the second example (b), it can be seen from a
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Figure 6-17: Missed detections: examples that have anomaly scores in the two most common
bins yet were labeled by humans as very unusual.
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movie of the sequence of observations that a person approached a car, opened the hood and
spent some time working on something inside. It would be difficult to recognize this activity
as unusual without considering the appearance of the observations. In the final example (c),
the track was probably perceived as unusual because the person took did not take the shorter
route, opting instead to walk around the other side of the grassy area. In this case, we would
have to take into account semantic information about the scene in order to recognize this
activity as unusual.
These three types of missed detections contribute to the relatively wide spread of sta-
tistical anomaly scores for examples labeled as very unusual (see Figure 6-11)—unlike our
system, which uses a limited number of descriptive attributes—the human subjects were free
to use additional attributes, such as detailed appearance and inferences about the intent of
the agents involved in the activities.
6.6 Clustering with Time of Day
In addition to the clustering experiment used for the user study, we also experimented with
using time of day as an additional attribute. For a track T in our data set, the time of day
is the time of the first observation. We normalize the time difference for track comparisons
such that a value of 0 indicates identical time of day for both tracks and a value of 1 indicates
a maximum (i.e. 12 hour) time difference. Using position, velocity, size and time of day as
attributes, we clustered the data set into 250 clusters. The cluster number was chosen in a
similar manner as in the previous experiment, by evaluating the quality of the clustering.
In Figure 6-18, we show examples of activities that were in the two least likely bins of
the data set in terms of the statistical anomaly score when time of day was considered, but
in the two most likely bins if time of day was not considered. Thus these are examples of
activities that would be considered normal if we did not know at what time they occured. In
all of the shown examples, we print the time of day in the top left corner of the image. All
of these moving objects took normal paths through the scene but at unusual times during
the day.
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Figure 6-18: Examples of statistically anomalous activity when time of day is considered as
an additional attribute. All shown examples appear normal when time of day is not included
in the comparisons between tracks. The time of day for each example is shown in the upper
left corner.
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Figure 6-19: Anomaly scores for 1000 randomly selected examples. The x-axis corresponds
to the anomaly scores when clustered together with the rest of the data set, whereas the
y-axis shows the corresponding anomaly scores when left out for the learning phase and
then classified by assignment to the best matching cluster. The two scores are very well
correlated.
6.7 Stability of Anomaly Detection
To assess the stability of our anomaly scoring method, we performed the following experi-
ment. We randomly selected 1,000 tracks from the dataset (excluding the Nystro¨m sample)
and set these examples aside as a testing set. We then learned a scene model using the
same parameters as before from the remaining learning set. Finally, we classified each of the
1,000 examples in the test set using the classification method outlined in section 5.6 and we
calculated their anomaly scores under the model. If our anomaly scoring method is stable,
the anomaly scores of the examples from the test set should be strongly correlated to the
anomaly scores of those same examples when they were included in the learning set. Figure
6-19 confirms this. The two sets of anomaly scores are very strongly correlated, suggest-
ing that our algorithm would perform well on new examples of activity not included in the
learning set.
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6.8 Surprise Detection
In section 5.9, we described a method for the detection of surprising moments along devel-
oping moving object tracks. For a developing track, we calculate at regular intervals the
posterior distribution over the clusters (mixture components) in our model. Whenever there
is a large change in this distribution as measured by the KL divergence (relative entropy),
the corresponding observation marks a surprising moment in the track.
We show experimental results of this type of surprise detection in Figure 6-20. For four
different activities (tracks), we show a summary image in which the observations are num-
bered. For each track, we calculate the posterior distribution over the mixture components
at regular intervals (2 seconds) as the track develops, starting 2 seconds into the track. We
plot the KL divergence between the distribution at the current time and the previous time
(2 seconds ago). Peaks in the KL divergence plot should correspond to surprising moments
in the track. Consider the four activities in Figure 6-20, counter-clockwise:
1. A person walks through the pedestrian zone, suddenly changes direction and walks
back. The surprise (a peak in the KL divergence plot) occurs around observation 28,
after the person has just turned around. Intuitively, this means that the observa-
tions immediately after the pedestrian turned about are surprising, given the previous
observations in the track.
2. An example of an unusual activity that does not have a distinct surprising moment.
The KL divergence plot is relatively flat. It is high at the first point where relative
entropy was calculated because a few observations of a large object, e.g. a group of
people, in this area are not necessarily rare, but a large object moving parallel to the
pavement is unusual.
3. Another example of an activity that does not have a surprising moment. This time it
is a common activity.
4. An activity with several surprising moments. A cyclist bikes through the scene, but
does not enter the pedestrian area around observation 28, as would be usual. Instead,
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Figure 6-20: Surprise detection experiments. Each image shows an activity with a subset
of the observations labeled. The corresponding plot beneath each image shows changs in
the belief distribution over the clusters in the scene model. For each obseration, we plot
the relative entropy between the current and the previous belief distribution. Surprising
moments along the tracks should correspond to large changes in the distribution.
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he turns around and bikes back through the parking lot. There is another surprising
moment when the cyclist does not turn towards the bike rack in front of the office
building.
These early experiments with track-level surprise detection show promising results. The
surprise detection framework could be used in conjunction with the statistical anomaly de-
tection to task a high resolution camera to interesting or surprising activities.
6.9 Summary
In this chapter, we evaluated our track-based attention model both qualitatively, by looking
at individual clusters, and quantitatively, by comparing our statistical anomaly scores with
human judgments. The results show that the statistical anomaly score correlates well with
human perception of anomalous activities, and thus our model could realistically be used in
conjunction with an attentive monitoring system. In the following chapter, we conclude the
dissertation with a discussion of some of the remaining open questions.
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Chapter 7
Conclusions
The last decade has seen an incredible increase in the availability of sensors, network band-
width and computer processing power. As a result, the amount of information potentially
available to a modern intelligent monitoring system is simply too vast to process in its en-
tirety. One way to address this issue is by developing attentive mechanisms that would
allow monitoring systems to recognize parts of the input that are in some way more inter-
esting than the rest. The goal of this dissertation was to apply this concept to the visual
surveillance domain. We have demonstrated a data-driven attentive mechanism that makes
it possible to learn a model of activity in a far-field scene and apply the model to the problem
of determining how unusual a new activity is.
7.1 Contributions
Our work contributes to the field of scene and activity analysis in several important aspects:
• We evaluate the performance of our scene model by comparing the statistical anomaly
scores with human perceptual judgments on a set of examples labeled by experimental
subjects. This enables us to estimate how well our system would perform if it were used
as a classifier for activities that people would perceive as unusual. To our knowledge, no
other statistical scene modeling approach has been evaluated in this fashion. We show
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that our anomaly scores are well correlated with human judgments, suggesting that
our methods could be used in practice to support attentive mechanisms in automatic
monitoring systems.
• Our scene model contains a rich description of the usual pattern of object motion in the
scene due to the fact that we incorporate multiple object attributes. Our experiments
demonstrate that we can detect many types of unusual activities that would be difficult
to spot using an approach that did not combine multiple attributes in a principled
manner.
• We show results on a collection of activities an order of magnitude larger than can be
found in the related published work. This serves two important purposes: (1) we can
build a more descriptive model (with a large number of clusters) without the danger of
overfitting and (2) it enables us to experiment with a sizeable set of rare events, which
would ordinarily only occur a handful of times (if at all) in much smaller datasets.
7.2 Applications
We envision several possible applications of our work with potentially great impact on the
visual monitoring community.
In most modern monitoring systems, a human operator ultimately decides whether a
detected activity warrants further investigation. This is partly due to the fact that artificial
intelligence algorithms are not yet powerful enough to automatically recognize certain types
of activity, such as public safety risks or suspicious behavior. The methods from this disser-
tation could be applied to filter out activity that is common based on long-term observation
of the scene. In particular, as we showed in section 6.3.2, at the threshold for which 80%
of examples labeled by people as very unusual are detected, our system filters out about
80% of the data. Of the remaining 20% of the data, about 23% of the detections would
be false positives. As a result, a single operator would be able to oversee a much larger
network of sensors than has previously been possible. Based on conversations with industry
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professionals, a relatively high rate of false positives is acceptable in return for a high true
positive rate. Further, in systems that have a movable high-resolution camera, our methods
could be used to automatically task that camera to obtain detailed images of an activity
recognized as unusual while it is in progress.
Another application is in data retrieval and classification. Having built a statistical model
of activity in the scene, we can use the model not only to recognize unusual activity, but also
to find other activities that are similar, i.e. close to each other in the spectral embedding
space. For instance, given a particular example of activity, we can retreive other examples
that have been classified as belonging to the same cluster (mixture component in our scene
model). Additionally, we could also flag future activity that is similar to a particular example
or that comes from a specific cluster in our model. For instance, an operator might decide
that a particular class of activities from the model, such as cars driving through a specified
pedestrian zone, always (or never) warrants attention, simply by flagging the corresponding
cluster in the scene model.
7.3 Assumptions and Limitations
In any intelligent system, simplifying assumptions must be made so that problems that would
otherwise be AI-complete, i.e., require true intelligence, become computationally tractable.
We devote a section to a summary of the assumptions made in our work because (1) such
assumptions necessarily impose limits on the capabilities of the system and (2) relaxing the
assumptions leads to intriguing further avenues of research.
First, several choices we make in this dissertation are motivated by the assumption that
we are dealing with far-field scenes, i.e., scenes in which the moving objects are very small
compared to their distance to the camera. In far-field scenes, articulated objects such as peo-
ple appear as nearly rigid blobs, which makes it possible to use relatively simple descriptive
attributes. Consequently, the system we have outlined in this document would not be able
to spot activities that are unusual because of the way the moving object is articulated—e.g.,
a person dancing across the parking lot (unusual) versus a person simply walking across it
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(typical). In a near-field setting, additional attributes such as the articulated pose of the
object may have to be considered.
Second, an underlying assumption of our method is that anomalies are generally marked
by a large deviation from the norm. However, as we mentioned in our discussion of missed
detections, a person might consider an activity to be anomalous because of a small deviation
that may be significant given additional information about the scene, such as the locations of
sources, sinks and obstacles or a small deviation in an area where the object tracks in the same
class tend to be particularly similar to one another. This suggests two intriguing avenues
of further investigation: (1) incorporating semantic information into the anomaly detection
framework and (2) considering the local variations of tracks belonging to a particular class
when evaluating the likelihood of new examples.
Finally, in addition to considering examples of activities to be the paths of single moving
objects through the scene, it would interesting to consider how our anomaly detection may
be applied to interactions: co-occurences of multiple moving objects. One possibility would
be to reason about the long-term co-occurence rates of activity classes as represented by the
clusters in our learned scene model, essentially combining the techniques in this dissertation
with those used for the co-occurence clustering of observations proposed by Stauffer [41].
7.4 Future Work
In addition to the general areas of further research outlined in the previous section, several
open questions remain to be addressed:
• The size of the Nystro¨m sample is important: if the sample is too small to be repre-
sentative, the estimated spectral embedding may not be accurate, or even meaningful.
Because we wanted to assess the performance of the statistical model for anomaly
detection in our work, we chose the Nystro¨m sample to be large. However, the compu-
tational complexity of classifying a new example is directly proportional to the size of
the sample (we calculate pairwise comparisons between the new example and each of
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the Nystro¨m examples). Thus, the smaller the sample, the faster the classification. We
are interested in exploring how the sample size affects the performance of our statistical
anomaly detection.
• We have shown that incorporating additional object attributes into our distance mea-
sure makes the model richer and more informative. However, the number of classes
(and thus the amount of data needed for training) is likely to grow with the number of
attributes. It would interesting to investigate how this affects the size of the necessary
Nystro¨m sample and the size of the needed dataset.
• Scenes change over time, not only in appearance but also in the types of behavior that
commonly occur. For instance, in our parking lot scene, a construction project might
alter the paths of many objects in the scene and the changes might have long-term
effects. Open questions remain in how such a statistical model can be adapted to
long-term behavior changes—see Section 5.8 for a more detailed discussion.
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Appendix A
Implementation
A.1 Pre-Processing of Tracks
In our data collection, we obtained moving object tracks by performing background sub-
traction and solving for the correspondences between connected foreground components in
subsequent images using a constant size and velocity Kalman filter (see Chapter 2). Each
track was a sequence of observation vectors oi = [ti, xi, yi, si], where t was the timestamp in
miliseconds, (x, y) was the position of the centroid in image coordinates, and s was the area
of the bounding box. The centroid coordinates x and y were normalized by the width and
height of the image in pixels, respectively, to be between 0 and 1. The size s was normalized
by the area of the image in pixels (i.e. a size of 1 would correspond to a bounding box
covering the entire image). We applied a number of filtering steps to these original tracks:
1. We removed tracks for which the time interval between the first and last observation
was less than 5 seconds.
2. For each track T = {o1, ...on}, we measured the trajectory length L(T ) as L(T ) =∑n
i=2
√
(xi − xi−1)2 + (yi − yi−1)2. We excluded tracks for which the trajectory length
was less than 0.08. Extremely short tracks are not meaningful.
3. We excluded tracks for which the average observation size was larger than .02. Obser-
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vations of that size tended to correspond to lighting effects such as cloud shadows and
were larger than even the largest moving objects seen in the parking lot.
4. We excluded tracks in which the largest distance between any two consecutive centroid
locations exceeded .2 (these were tracking errors where the tracker lost the object).
All of the above filtering steps were conservative in the sense that we picked thresholds
for which we would not be filtering out any legitimate unusual activity, even at the cost of
retaining a large proportion of tracking errors in the dataset.
We further pruned the filtered set of tracks so that each track contained observations
at least 500ms aparts. We did this pruning by including the first obseration and then
discarding any observations that occured less than 500ms after the last included observation.
Finally, for each track we calculated the instantaneous velocity vectors (x˙i, y˙i) by setting
x˙i = (xi− xi−1)/(ti− ti−1) and y˙i = (yi− yi−1)/(ti− ti−1). The instantaneous velocity of the
first observation was taken to be (x˙1, y˙1) = (x˙2, y˙2).
Because both the velocity vectors and the bounding box sizes in a given track tend to be
very noisy, we applied a moving average filter to both the instantaneous velocities as well as
the sizes.
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Appendix B
User Study Consent Form
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CONSENT TO PARTICIPATE IN  
NON-BIOMEDICAL RESEARCH 
 
Anomaly perception in far-field activity analysis 
 
You are asked to participate in a research study conducted by Tomas Izo from the 
Department of Electrical Engineering and Computer Science at the Massachusetts 
Institute of Technology (M.I.T).  The results of the study will contribute to Tomas’ PhD 
thesis.  You were selected as a possible participant in this study because of your 
affiliation with the computer vision and graphics community and your familiarity with 
the parking lot area between buildings 32 and 68. You should read the information below, 
and ask questions about anything you do not understand, before deciding whether or not 
to participate. 
 
 
• PARTICIPATION AND WITHDRAWAL 
 
Your participation in this study is completely voluntary and you are free to choose 
whether to be in it or not. If you choose to be in this study, you may subsequently 
withdraw from it at any time without penalty or consequences of any kind.  The 
investigator may withdraw you from this research if circumstances arise which warrant 
doing so.   
 
 
• PURPOSE OF THE STUDY 
 
We wish to study how a person familiar with a particular scene—in our case, a view of 
the parking lot between buildings 32 and 68 from a camera on the 8th floor reading room 
of the Stata center—perceives the degree to which activity in the scene is unusual.  We 
define “activity” as the movement of a single moving object, such as a car or a person, 
through the scene.  The various aspects of an activity are the path that the object took 
through the scene, the size of object, its speed, direction of motion, etc.  We have a 
statistical model that makes it possible to determine how statistically unusual a particular 
activity is and we wish to find out how the output of our system correlates with what a 
person familiar with the scene would perceive as unusual activity. 
 
• PROCEDURES 
 
If you volunteer to participate in this study, we will ask you to do the following things: 
 
You will be presented with 60 to 100 examples of activity in the parking lot scene.  Each 
activity will consist of the movement of a single object, such as a car or a person, through 
the scene.  The examples will come from our database of recorded activity in the parking 
lot and will be shown as sequences of images of the object moving through the scene.  In 
each image, the object will be shown superimposed on a faded static image of the scene.  
After the playback of each activity is complete, a summary image of the activity will be 
shown.  We will ask you to rate each example on the following scale based on how 
unusual it seems to you given your knowledge of the scene: very common, somewhat 
common, somewhat unusual or very unusual.  Alternatively, because our data collection 
system sometimes makes errors and outputs sequences that link several different objects 
together, we will also give you the option to mark examples as erroneous, i.e. not 
corresponding to the movement of a single object.  You can terminate the test at any time.   
 
All testing will take place in an office in MIT building 32. 
 
 
• POTENTIAL RISKS AND DISCOMFORTS 
 
Each participant in the study will be interacting with a mouse and clicking approximately 
every five to sixty seconds over the course of a twenty- to thirty-minute session.  If you 
have a prior history of a work-related repetitive stress injury, you may want to reconsider 
your participation in the study. 
 
 
• POTENTIAL BENEFITS  
 
It is not expected that you will receive any direct, personal benefits as a result of your 
participation in this study.  However, the results will contribute to the general knowledge 
about how statistical scene and activity models compare with human perception of 
unusual or anomalous activity. 
 
• PAYMENT FOR PARTICIPATION 
 
No financial compensation will be offered in exchange for participation in this study. 
 
 
• CONFIDENTIALITY 
 
Any information that is obtained in connection with this study and that can be identified 
with you will remain confidential and will be disclosed only with your permission or as 
required by law.  
 
The only identifiable information that will be included in this study are the participant’s 
name and e-mail address.  This information will be stored electronically and will be 
accessible only to the researchers who are directly involved in administering the study.  
No identifiable personal information will be included in any published results.  Data will 
be electronically archived following the study.  If other researchers use the data in future 
projects, personal identifiable information will be excluded. 
 
 
 
 
 
• IDENTIFICATION OF INVESTIGATORS 
 
If you have any questions or concerns about the research, please feel free to contact one 
of the following investigators: 
 
  Tomas Izo, Principal Investigator 
  Daytime phone: 617-258-5485 
  E-mail address: tomas@csail.mit.edu 
 
  Prof. Eric Grimson, Faculty Sponsor 
  Daytime phone: 617-253-4645 
  E-mail address: welg@csail.mit.edu 
 
 
• EMERGENCY CARE AND COMPENSATION FOR INJURY 
 
“In the unlikely event of physical injury resulting from participation in this research you 
may receive medical treatment from the M.I.T. Medical Department, including 
emergency treatment and follow-up care as needed. Your insurance carrier may be billed 
for the cost of such treatment. M.I.T. does not provide any other form of compensation 
for injury.  Moreover, in either providing or making such medical care available it does 
not imply the injury is the fault of the investigator. Further information may be obtained 
by calling the MIT Insurance and Legal Affairs Office at 1-617-253 2822.” 
 
 
• RIGHTS OF RESEARCH SUBJECTS 
 
You are not waiving any legal claims, rights or remedies because of your participation in 
this research study.  If you feel you have been treated unfairly, or you have questions 
regarding your rights as a research subject, you may contact the Chairman of the 
Committee on the Use of Humans as Experimental Subjects, M.I.T., Room E25-143B, 77 
Massachusetts Ave, Cambridge, MA 02139, phone 1-617-253 6787. 
 
 
 
SIGNATURE OF RESEARCH SUBJECT OR LEGAL REPRESENTATIVE 
 
I understand the procedures described above.  My questions have been answered to my 
satisfaction, and I agree to participate in this study.  I have been given a copy of this 
form. 
 
________________________________________ 
Name of Subject 
 
________________________________________ 
Name of Legal Representative (if applicable) 
 
________________________________________  ______________ 
Signature of Subject or Legal Representative  Date 
 
 
 
SIGNATURE OF INVESTIGATOR  
 
In my judgment the subject is voluntarily and knowingly giving informed consent and 
possesses the legal capacity to give informed consent to participate in this research study. 
 
 
________________________________________  ______________ 
Signature of Investigator     Date 
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