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RECENT DEVELOPMENTS IN QUATERNIONIC ANALYSIS
MARCO MAGGESI2, DONATO PERTICI1, AND GIUSEPPE TOMASSINI3
Abstract. We prove some extension theorems for quaternionic holomorphic functions in the sense
of Fueter.
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Introduction
The goal of this paper is to set forth the methods of complex analysis in the quaternionic
analysis in several variables. The main objects of such a theory are the functions f = f(q1, . . . , qn),
q1, . . . , qn ∈ H, which are H-holomorphic, i.e. regular in the sense of Fueter with respect to each
variable. We are dealing with the boundary values and extension problem for H-holomorphic
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2 M. MAGGESI, D. PERTICI, AND G. TOMASSINI
functions. It’s well known that this is one of the crucial themes of complex analysis in several
variables: the important results achieved–starting from the famous Hartogs theorem, to removable
singularities–have a relevant geometric counterpart (e.g. the cobordism in complex geometry, the
extension of “holomorphic objects”, and the CR geometry) and they naturally bring to develop a
similar theory in the quaternionic analysis.
For the sake of simplicity, we restrict ourselves to the case n = 2, even if the most part of the
main results hold in any dimension.
The paper is organized in three sections.
In Section 1, after fixing the main notations, we define the differential forms dqα, Dα that play
a fundamental role and the Cauchy-Riemann-Fueter operator D. As an application of the Cauchy-
Fueter formula in one variable [Fu1, S], we prove a result of “Carleman type” (Proposition 1.1). We
also recall the Bochner-Martinelli formula proved in [Pe1], and we show that the Bochner-Martinelli
kernel KBM (q, q0) writes as a sum KBM1 (q, q0) +KBM2 (q, q0)j, where KBM1 (q, q0) and KBM2 (q, q0)
are complex differential forms and the latter is exact on {q 6= q0} (Proposition 1.3).
Section 2 is an overview of the main results on H-holomorphy, H-convexity [Pe3], and the D-
problem [ABLSS, AL, BDS].
Section 3 is the bulk of the paper. In the first part, using the differential forms dqα, Dα, we
express the CRF condition on a smooth hypersurface S by tangential operators Dq1|S ∧ d(q1)f ,
Dq2|S ∧ d(q2)f (Theorem 3.5). This allows us to give the notion of admissible function f : S → H,
which is satisfied by the traces or, more generally, the “jumps” of H-holomorphic functions, as done
by the second author in [Pe3]. Admissibility is a second order condition, so, unlike the complex case,
the traces or, more generally, the jumps of H-holomorphic functions satisfy a first and second order
equations. This is not surprising, since these problems are related to local solvability of Du = g
and this requires a second order differential condition for g. Our main results are Theorem 3.10
and Theorem 3.12 reported below.
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Let Ω ⊂ H2 be a domain. A domain splitting (S,U+, U−) of Ω is given by a smooth (nonempty)
hypersurface S closed in Ω and two open disjoint nonempty sets U+, U−, such that Ω\S = U+∪U−,
where both U+ and U− have boundary S in Ω.
We say that a continuous (smooth) function f : S → H is a continuous (smooth) jump relative
to a domain splitting (S,U+, U−) of Ω, if there exist two holomorphic functions F+, F−, on U+,
U− respectively, such that F+, F− are continuous (smooth) up to S and f = F+|S − F−|S .
Theorem. Let Ω ⊂ H2 be a convex domain and (S,U+, U−) a domain splitting of Ω. Let f : S → H
a smooth admissible function. Then, f is a smooth jump.
Theorem. Let Σ be the open half-space {y3 > 0} and S ⊂ H2 a connected closed smooth hyper-
surface of a neighborhood of Σ. Assume that Σ \ S splits into two connected components D and W
with D bounded. Let f : S ∩Σ→ H be an admissible smooth function. Then, f extends to D by an
H-holomorphic function which is smooth up to S.
In a paper in preparation, the previous results are extended to the case of continuous admissible
functions.
1. Generalities
In this section, we summarize some of the main notions and results contained in the seminal
papers [Pe1, Pe2, Pe3].
1.1. Fueter operators and H-holomorphic functions. We fix some notations. Let H be the
quaternion algebra over R. For a generic q ∈ H we write
q =
3∑
α=0
xαiα, q = x0 −
3∑
α=1
xαiα
xα ∈ R, where i0 = 1, i1 = i, i2 = i, i3 = k.
We also define the following H-valued differential forms
(1.1) dq =
3∑
α=0
iαdxα, dq =
3∑
α=0
i¯αdxα
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and
(1.2) Dq =
3∑
α=0
(−1)αiαdXα̂, Dq =
3∑
α=0
(−1)α¯iαdXα̂,
where dXα̂ = dx0 ∧ · · · ∧ d̂xα ∧ · · · ∧ dx3.
Let F be a C1 H-valued function. Following Fueter, we define the operators
∂F
∂q
=
3∑
α=0
i¯α
∂F
∂xα
,
∂F
∂q
=
3∑
α=0
iα
∂F
∂xα
.
We have
(1.3) ∆F =
∂
∂q
∂
∂q¯
F =
∂
∂q¯
∂
∂q
F,
(1.4) d
(
Dq · F ) = ∂F
∂q
dx,
where dx = dx0 ∧ dx1 ∧ dx2 ∧ dx3.
The function F is said to be (left) H-holomorphic if
∂F
∂q
= 0.
The function F is said to be (left) H-antiholomorphic if
∂F
∂q
= 0.
Right H-holomorphic and H-antiholomorphic functions are defined interchanging in 1.1 ∂F/∂xα
with iα. For the corresponding derivative, we adopt the notation
F∂
∂q
,
F∂
∂q
.
From 1.3, one checks immediately that left, right H-holomorphic and H-antiholomorphic functions
are harmonic.
For every q0 ∈ H, the function
G(q − q0) = q − q0|q − q0|4
is left and right H-holomorphic.
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The function G(q− q0) is the Cauchy-Fueter kernel and is the main ingredient to prove the basic
Cauchy-Fueter formula
F (q0) =
1
2pi2
∫
bΩ
G(q − qo)DqF (q),
where Ω is a bounded domain in H with bΩ sufficiently smooth and F : Ω → H a C1 function
which is H-holomorphic in Ω and continuous on Ω.
For other general results in one quaternionic variable we refer to [S]. Here we just want to
mention the following “Carleman type” result:
Proposition 1.1. Let Ω be a domain in the ball B(r) = {q ∈ H : |q| < r} such that 0 /∈ Ω and
bΩ = Γ∪Σ, with Γ ⊂ B(r) and Σ ⊂ bB(r). Let F be an H-holomorphic function on a neighborhood
of Ω. Then, F|Ω depends only on F|Γ.
Proof. Let q ∈ Ω. By Cauchy-Fueter formula,
F (q) =
1
2pi2
∫
bΩ
G(q′ − q)Dq′F (q′)
=
1
2pi2
∫
Γ
G(q′ − q)Dq′F (q′) + 1
2pi2
∫
Σ
G(q′ − q)Dq′F (q′).
If q′ ∈ Σ, then |q| < |q′| and
G(q′ − q) =
+∞∑
m=0
∑
ν∈σm
Pν(q)Gν(q
′),
where σm = {(m1,m2,m3) ∈ Z3 : m1 +m2 +m3 = m}, the Pν are H-holomorphic polynomials, the
functions Gν(q′) are H-holomorphic in H \ {0}, and the series is totally convergent with respect to
q′ ∈ Σ (see [S, Proposition 10]).
Since 0 /∈ Ω, by the Cauchy-Fueter theorem (see [Fu1, 1. Hauptsatz]) we have∫
bΩ
Gν(q
′)Dq′F (q′) =
∫
bΓ
Gν(q
′)Dq′F (q′) +
∫
Σ
Gν(q
′)Dq′F (q′) = 0,
for all ν. It follows that∫
Σ
G(q′ − q)Dq′F (q′) =
+∞∑
m=0
∑
ν∈σm
Pν(q)
∫
Σ
Gν(q
′)Dq′F (q′)
= −
+∞∑
m=0
∑
ν∈σm
Pν(q)
∫
Γ
Gν(q
′)Dq′F (q′),
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whence the Carleman formula
F (q) =
1
2pi2
∫
Γ
G(q′ − q)Dq′F (q′)− 1
2pi2
+∞∑
m=0
∫
Γ
∑
ν∈σm
Pν(q)Gν(q
′)Dq′F (q′)
proving the statement. 
1.1.1. Several variables. Fueter operators clearly extend to (H-valued) functions of several quater-
nionic variables q1, q2, . . . , qn.
For the sake of simplicity, from now on we assume n = 2, even if the most part of the results
proved in the sequel hold for any n.
We denote q = (q1, q2) the generic element of H2 and we set
q1 =
3∑
α=0
xαiα, q2 =
3∑
α=0
yαiα.
The Cauchy-Riemann-Fueter operators D and D are then defined by
(1.5) F 7−→ (∂F/∂q1, ∂F/∂q2), F 7−→ (∂F/∂q1, ∂F/∂q2)
and F is said to be (left) H-holomorphic if it is C1 and DF = 0.
We have the identity
1
2
(
dq1 ∧ dq1 ∧ dy ∧ dF + dx ∧ dq2 ∧ dq2 ∧ dF
)
=
− (Dq1 ∂F∂q1 ∧ dy + dx ∧Dq2 ∂F∂q2 )+ ?dF,
(1.6)
where dx = dx0 ∧ · · · ∧ dx3, dy = dy0 ∧ · · · ∧ dy3, and ? is the Hodge operator.
In particular, by 1.6, we get that if F is H-holomorphic,
(1.7)
1
2
(
dq1 ∧ dq1 ∧ dy ∧ dF + dx ∧ dq2 ∧ dq2 ∧ dF
)
= ?dF.
Remark 1.2. Formula (1.7) holds, more generally, at those points where DF = 0.
We denote H(Ω) the space of the H-holomorphic functions in a domain Ω ⊂ H2.
Let ∆1 (∆2) denote the laplacian in the coordinates xα (yα), α = 0, 1, 2, 3. Then, if F is
H-holomorphic, ∆1F = ∆2F = 0. In particular, F is harmonic.
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A useful way to construct H-holomorphic functions in one quaternionic variables is to start by
(complex) holomorphic functions F = F (z) = u+ iv and define [Fu1, 5. Satz]
(1.8) F# = F#(q) := u(Re q, |Im q|) + Im q|Im q|v(Re q, |Im q|).
The operation # satisfies the following properties:
(F1 + F2)
# = F#1 + F
#
2 ,
(F1F2)
# = F#1 F
#
2 = F
#
2 F
#
1 = (F2F1)
#.
We have z# = q, i# = Im q/|Im q|. In general, F# is not H-holomorphic, not even harmonic, but
its laplacian ∆ does. In particular, starting from polynomials of degree 3, we can easily produce
examples of linear H-holomorphic functions.
Example. Let F (z) = zn. Then,
F#(q) = (zn)# = qn.
In particular, for the cases n = 3 and n = −1, we get
∆q3 = −4(2q + q¯),
∆
((
1
z
)#)
= −4 q¯|q|4 = −4G(q).
1.2. Bochner-Martinelli Kernel. The Bochner-Martinelli Kernel KBM (q, q0) was introduced
in [Pe1], where a representation formula for H-holomorphic functions was proved:
(1.9) F (q0) =
∫
q∈bΩ
KBM (q, q0)F (q).
Here q0 belongs to a bounded domain Ω in Hn with smooth boundary bΩ and F is H-holomorphic
in U and continuous up to bU .
Set q1 = z1 + w1j, q2 = z2 + w2j, zα, wα ∈ C, z = (z1, z2), w = (w1, w2).
We use the notation
KBM (q, q0) := K
BM (z, w, z0, w0),
instead of the original one Ωq0(q) of [Pe1] (z0 = (z01 , z02), w0 = (w01, w02)).
KBM (q, q0) is a real analytic H-valued differential form of degree 7 and
(1.10) KBM (q, q0) = KBM1 (q, q0) +K
BM
2 (q, q0)j,
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where KBM1 ,KBM2 are complex analytic and
KBM1 = 3(8pi
4)−1|(z, w)− (z0, w0)|−8·[
(z1 − z01) dz1 ∧ dw1 ∧ dw1 ∧ dz2 ∧ dz2 ∧ dw2 ∧ dw2−
(w1 − w01) dz1 ∧ dz1 ∧ dw1 ∧ dz2 ∧ dz2 ∧ dw2 ∧ dw2+
(z2 − z02) dz2 ∧ dw2 ∧ dw2 ∧ dz1 ∧ dz1 ∧ dw1 ∧ dw1−
(w2 − w02) dz2 ∧ dz2 ∧ dw2 ∧ dz1 ∧ dz1 ∧ dw1 ∧ dw1
]
,
KBM2 = 3(8pi
4)−1|(z, w)− (z0, w0)|−8·[
(z1 − z01) dz1 ∧ dz1 ∧ dw1 ∧ dz2 ∧ dz2 ∧ dw2 ∧ dw2+
(w1 − w01) dz1 ∧ dw1 ∧ dw1 ∧ dz2 ∧ dz2 ∧ dw2 ∧ dw2+
(z2 − z02) dz2 ∧ dz2 ∧ dw2 ∧ dz1 ∧ dz1 ∧ dw1 ∧ dw1+
(w2 − w02) dz2 ∧ dw2 ∧ dw2 ∧ dz1 ∧ dz1 ∧ dw1 ∧ dw1
]
.
Observe that KBM1 ,KBM2 are closed forms and KBM1 is the Bochner-Martinelli kernel for complex
functions holomorphic with respect to z1, z2 and antiholomorphic with respect to w1, w2.
Moreover, by direct calculation, one can verify
Proposition 1.3. Let (z0, w0) ∈ C4 = H2. Then,
i) on H2 \ {(z0, w0)}, KBM2 (q, q0) = dω2, where
ω2 = (8pi
4)−1
∣∣(z, w)− (z0, w0)∣∣−6 ·(
dz1 ∧ dw1 ∧ dz2 ∧ dz2 ∧ dw2 ∧ dw2+
dz1 ∧ dz1 ∧ dw1 ∧ dw1 ∧ dz2 ∧ dw2
)
;
ii) on H2 \ {w1 = w01}, KBM1 (q, q0) = dω1, where
ω1 = (8pi
4)−1
∣∣(z, w)− (z0, w0)∣∣−6 · (w1 − w01)−1·[
(z1 − z01) dw1 ∧ dz1 ∧ dz2 ∧ dz2 ∧ dw2 ∧ dw2+
(z2 − z02) dw1 ∧ dz2 ∧ dz1 ∧ dz1 ∧ dw2 ∧ dw2−
(w2 − w02) dw1 ∧ dw2 ∧ dz1 ∧ dz1 ∧ dz2 ∧ dz2
]
.
RECENT DEVELOPMENTS IN QUATERNIONIC ANALYSIS 9
2. Domains of H-holomorphy, D-problem and Hartogs Theorem
2.1. H-holomorphy and H-convexity. H-holomorphy and H-convexity are defined like in the
complex case [Pe3]. Kontinuitätssatz holds true [Pe3, Theorem 2], as well as the implications [Pe3,
Proposition 6, Theorem 3]
1) for a domain in C4 ' H2, holomorphy implies H-holomorphy. The converse is not true in
general (e.g. H \ {(0, 0)} is a domain of H-holomorphy, but is not a domain of holomorphy
in C2 ' H);
2) H-holomorphy implies H-convexity.
For domains Ω ⊂ Hn with a smooth differential boundary b Ω, a necessary condition for the
H-holomorphy can be given by the 2nd fundamental form h of bΩ with respect to the orientation
of bΩ determined by the inward unit normal vector. Precisely [Pe3, Theorem 4],
3) given a point q0 ∈ bΩ, there is no right H-line ` tangent to bΩ at q0 such that h(q0)|` < 0.
In this case, we say that Ω (or its boundary) is Levi H-convex. For n = 2, we say that Ω is strongly
Levi H-convex, if for all q0 ∈ bΩ, we have h(q0)|` > 0, where ` is the only right H-line tangent to
bΩ at q0.
In general, we say that a smooth hypersurface S ⊂ Hn is nondegenerate if, there exists a right
H-line ` such that the form h(q0)|` has constant sign.
The situation is summarized by the following diagrams:
a)
{complex holomorphy}

{H-holomorphy}
| &
{H-convexity} {Kontinuitätssatz}
b)
{
H-holomorphy with smooth bdry
}
=⇒ {Levi H-convex bdry}
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2.2. D-problem and Hartogs Theorem. Let q = (q1, q2) ∈ H2, q1 =
∑3
α=0 xα, q2 =
∑3
α=0 yα
and ∆1, ∆2 be the laplacians
∂2
∂x20
+
∂2
∂x21
+
∂2
∂x22
+
∂2
∂x23
,
∂2
∂y20
+
∂2
∂y21
+
∂2
∂y22
+
∂2
∂y23
.
Then, since ∂/∂qs and D commute we have
(2.1)
∂
∂qs
∂
∂qh
∂
∂qh
=
∂
∂qs
∆h = ∆h
∂
∂qs
.
It follows that, if u is a smooth (local) solution of the CRF system
(2.2) Du = g, g = (g1, g2)
then,
(2.3) ∆hgs =
∂
∂qs
∂gh
∂qh
,
which is a nontrivial condition for h 6= s.
For every pair g = (g1, g2), we set
(2.4)
P 1(g) =
∂
∂q1
∂g2
∂q2
−∆2g1,
P 2(g) =
∂
∂q2
∂g1
∂q1
−∆1g2
and denote P the operator g = (g1, g2) 7→ (P 1(g), P 2(g)). Then, if g = Du with u smooth, we have
(2.5) P (g) = 0,
i.e.,
(2.6) P 1(g) = 0, P 2(g) = 0.
Conditions (2.6) generalized by
(2.7)
∂
∂qh
∂gs
∂qs
−∆sgh = 0
h, s = 1, . . . , n are still necessary in order to solve Du = g, g = (g1, . . . , gn). If g ∈ Ck0 (Hn,H),
n, k ≥ 2, they are also sufficient and in such situation Du = g has a solution u ∈ Ck0 (Hn,H) (see
[Pe2, Theorem 1]). In particular, Theorem 1 of [Pe2] implies Hartogs Theorem. We point out that
Hartogs Theorem was already proved by the second author (see [Pe1, Teorema 6]), where integral
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conditions instead of (2.5) were employed in order to solve the equation Du = g. As for the system
Du = g, when g ∈ C∞(Ω,H), Ω ⊂ Hn, we have the following: if n = 2 and Ω is convex, the system
has a smooth solution if and only if P (g) = 0 (see [ABLSS]). If n > 2, conditions 2.7 are no longer
sufficient in general. For g ∈ C∞(Ω,H), Ω convex, using the results of [AL], necessary and sufficient
conditions were proved in [BDS].
The case when g is smooth in a more general domain Ω ⊂ H is much more difficult and, as far
as we know, no general results are presently available.
3. Riemann-Hilbert and Dirichlet problems for H-holomorphic functions.
3.1. The Cauchy-Riemann-Fueter (CRF) condition. Let Ω ⊂ H2 be a domain. A domain
splitting (S,U+, U−) of Ω is given by a smooth (nonempty) hypersurface S closed in Ω and two
open disjoint nonempty sets U+, U−, such that Ω \ S = U+ ∪ U−, where both U+ and U− have
boundary S in Ω.
We say that a continuous (smooth) function f : S → H is a continuous (smooth) jump relative
to a domain splitting (S,U+, U−) of Ω, if there exist two holomorphic functions F+, F−, on U+,
U− respectively, such that F+, F− are continuous (smooth) up to S and f = F+|S − F−|S .
A function f : S → H (continuous or smooth) is locally a jump if, for every q0 ∈ S, there exists
a neighborhood U of q0 such that f |U∩S is a jump in U .
Observe that the functions F+, F− are determined up an H-holomorphic function in U . In
particular, if S is the boundary of a bounded domain in H2, Dirichlet problems reduces to Riemann-
Hilbert problem via the Hartogs theorem.
Booth these problems require conditions on the given function f : S → H that we call CRF
conditions.
Let S be defined by ρ = 0. We say that a smooth function f : S → H is a (left) CRF function
if, there is a smooth extension F of f on a neighborhood of S, such that we have
(3.1) DF = ρ ·A+Dρ ·B,
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with A and B smooth. The CRF condition is independent on the extension F , as well as on the
local equation ρ of S.
The CRF condition can be given in a more intrinsic way, as shown in Theorem 3.5 below.
Remark 3.1. Observe that, f is a CRF function if and only if there exists a smooth extension F1
of f with DF1 = 0 on S. (It is enough to take F1 = F − ρ ·B, where F satisfies 3.1.)
Clearly, if F is an H-holomorphic function on one sided neighborhood of S, then F |S is a CRF
function, in particular, every local jump f on S is a CRF function.
We will see below that, unlike the complex case, trace conditions on f involve both first-order
and second-order differential equations (Remark 3.3).
This is not surprising, due to the fact that Riemann-Hilbert problem is related to local solvability
of Du = g and this requires a second order differential condition for g.
If F = U + V j is an extension of f , q1 = z1 + w1j, q2 = z2 + w2j, where U, V, z1, w1, z2, w2 are
complex, then the CRF condition writes
(3.2) rank

Uz1 − V w1 ρz1 −ρw1
V z1 + Uw1 ρw1 ρz1
Uz2 − V w2 ρz2 −ρw2
V z2 + Uw2 ρw2 ρz2
 < 3.
3.1.1. CRF condition and extendability. Suppose S oriented. Denote ω the volume form of S and
ν = (ν1, ν2), ν1, ν2 ∈ H, the unit normal vector which gives the orientation of S.
Let 〈, 〉 : H2 ×H2 → H be the scalar product
〈
(q1, q2), (p1, p2)
〉
= q1p1 + q2p2.
By direct computation, one verify that
(3.3)
(
Dq1 ∧ dy
)∣∣
S
= −ν1ω,
(
dx ∧Dq2
)∣∣
S
= −ν2 ω.
Let f : S → H be smooth and F a smooth extension of f on a neighborhood of S. Then, by
restriction to S, from (1.6) we get
(3.4) − 1
2
(
dq1 ∧ dq1 ∧ dy + dx ∧ dq2 ∧ dq2
)∣∣∣
S
∧ df =
(
− 〈ν,DF |S〉+ ∂F
∂ν
)
ω,
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where DF =
(
∂F
∂q1
, ∂F∂q2
)
.
Let f⊥ : S → H be the smooth function defined by
(3.5) − 1
2
(
dq1 ∧ dq1 ∧ dy + dx ∧ dq2 ∧ dq2
)∣∣∣
S
∧ df = f⊥ · ω
and set
(3.6)
∂
∂xα
∣∣∣
S
= τxα +
(
∂
∂xα
, ν
)
ν,
∂
∂yα
∣∣∣
S
= τyα +
(
∂
∂xα
, ν
)
ν
α = 0, 1, 2, 3, where (·, ·) denotes the euclidean scalar product of R8 and τxα , τyα are the tangential
components of ∂∂xα
∣∣
S
, ∂∂yα
∣∣
S
respectively.
We set
(3.7)
f(xα) = τxα(f) +
( ∂
∂xα
, ν
)
f⊥,
f(yα) = τyα(f) +
( ∂
∂yα
, ν
)
f⊥,
f(q1) = f(x0) + if(x1) + jf(x2) + kf(x3),
f(q2) = f(y0) + if(y1) + jf(y2) + kf(y3),
where f(q1) and f(q2) are smooth functions on S.
Proposition 3.2. Let f : S → H be a smooth CRF function and F a smooth local extension of f
such that DF = 0 on S. Then,
(3.8)
∂F
∂ν
= f⊥,
∂F
∂xα
∣∣∣
S
= f(xα),
∂F
∂yα
∣∣∣
S
= f(yα),
for α = 0, 1, 2, 3.
Proof. Since DF = 0 on S and F |S = f . By Remark 3.4
−1
2
(
dq1 ∧ dq1 ∧ dy ∧ df + dx ∧ dq2 ∧ dq2 ∧ df
) ∣∣
S
=
∂F
∂ν
ω
and comparing with (3.5) we then have ∂F∂ν = f
⊥. Formulas (3.6) now imply ∂F∂xα
∣∣
S
= f(xα),
∂F
∂yα
∣∣
S
= f(yα), α = 0, 1, 2, 3. 
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Remark 3.3. If f is the boundary value of an H-holomorphic function F , then, by Proposition 3.2,
we get
∂F
∂xα
∣∣
S
= f(xα)
∂F
∂yα
∣∣
S
= f(yα)
for α = 0, 1, 2, 3.
Since the operators D, ∂/∂xα, ∂/∂yα commute, f(xα) and f(yα) are restrictions of the H-holomorphic
functions ∂F∂xα and
∂F
∂yα
respectively, hence f(xα), f(yα) are CRF functions too.
A smooth CRF function f : S → H is said to be admissible if f(xα), f(yα), α = 0, 1, 2, 3, are CRF
functions too. Unlike the complex case, a CRF function is not admissible in general. Here is a
counterexample
Example 3.4. Let S = {y3 = 0}, f = −x1y0j + x0y0k. Since ∂f/∂q1 = 0, f is CRF. Moreover,
f⊥ = f(y3) = −x0 + x1i. In particular, if f(y3), were CRF we should have ∂f(y3)/∂q1 = 0, whereas
∂f(y3)/∂q1 = −2.
3.1.2. The tangential operator Db. The CRF condition determines a differential operator on S that
will be denoted by Db (also by DS). We want to write explicitly the operator Db.
Consider on S the following H-valued differential forms
(3.9)
d(q1)f = f(x0)dx0|S + f(x1)dx1|S + f(x2)dx2|S + f(x3)dx3|S
d(q2)f = f(y0)dy0|S + f(y1)dy1|S + f(y2)dy2|S + f(y3)dy3|S .
The following equalities hold
(3.10)
Dq1|S ∧ d(q1)f = −f(q1) dx|S
Dq2|S ∧ d(q2)f = −f(q2) dy|S .
We have the following
Theorem 3.5. For a given smooth function f on S the following conditions are equivalent:
a) f is a CRF function;
b) f(q1) ≡ f(q2) ≡ 0;
c) Dq1|S ∧ d(q1)f ≡ Dq2|S ∧ d(q2)f ≡ 0.
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Proof. Let f be CRF. Then, there exists a smooth extension F of f with the property DF = 0 on
S (Remark 3.1). From (3.8), we get
∂F/∂ν = f⊥,
∂F
∂xα
∣∣∣
S
= f(xα),
∂F
∂yα
|S = f(yα),
α = 0, 1, 2, 3. Consequently
(3.11)
∂F
∂q1
∣∣∣
S
= f(q1),
∂F
∂q2
∣∣∣
S
= f(q2).
By hypothesis, DF = 0 on S hence f(q1) = f(q2) = 0 and therefore, by (3.10)
(3.12) Dq1|S ∧ d(q1)f = Dq2|S ∧ d(q2)f = 0,
i.e., b) and c).
Assume that f satisfies c). Then, by (3.10), we have f(q1) dx|S ≡ 0, f(q2) dy|S ≡ 0 and, if
dx|S(p) 6= 0, dy|S(p) 6= 0, p ∈ S, then f(q1)(p) = f(q2)(p) = 0. Suppose, for instance, that
dx|S(p) = 0. Then, the second of (3.3) implies ν2(p) = 0, i.e., ν(p) =
(
ν1(p), 0
)
, where ν1(p) 6= 0.
Thus, dy|S(p) 6= 0, otherwise (again by (3.3)), we should have ν1(p) = 0, consequently, f(q2)(p) = 0.
Let us show that necessarily f(q1)(p) = 0. By standard argument of differential topology, it is
easy to construct a smooth extension F of f such that ∂F/∂ν = f⊥. Identity (3.4) and definition of
f⊥ then imply that 〈ν(p),DF (p)〉 = 0, i.e., ν1(p)∂F/∂q1(p) = 0, whence ∂F/∂q1(p) = 0. Arguing
as in the first part of the proof, we get ∂F/∂q1|S = f(q1), ∂F/∂q2|S = f(q2), in particular, also
f(q1)(p) = 0 for every p ∈ S, and c) imply b). Furthermore, DF = 0 on S, hence c) implies a)
too. 
We denote Db (also DS) the operator
(3.13) f 7−→
(
Dq1|S ∧ d(q1)f,Dq2|S ∧ d(q2)f
)
.
3.2. Solvability of the Riemann-Hilbert problem. We want to prove that for admissible
smooth functions the local Riemann-Hilbert problem is always solvable.
We consider an orientable smooth hypersurface S, given as the zero set of a smooth function ρ
such that ∇ρ 6= 0 around S.
16 M. MAGGESI, D. PERTICI, AND G. TOMASSINI
Proposition 3.6. Let f : S → H be a smooth function. The following properties are equivalent
i) f is admissible;
ii) there exists a smooth extension F of f such that around S one has DF = ρ2u, with u a
smooth H2-valued map.
Proof. Let F as in ii). Clearly f is CRF. By Proposition 3.2, we have ∂F/∂xα|S = f(xα),
∂F/∂yα|S = f(yα), α = 0, 1, 2, 3. Moreover,
(3.14)
D
( ∂F
∂xα
)
=
∂F
∂xα
(
DF
)
= ρ
(
2
∂ρ
∂xα
u+ ρ
∂u
∂xα
)
D
( ∂F
∂yα
)
=
∂F
∂yα
(
DF
)
= ρ
(
2
∂ρ
∂yα
u+ ρ
∂u
∂yα
)
,
for α = 0, 1, 2, 3.
Therefore, ∂F/∂xα (∂F/∂yα), α = 0, 1, 2, 3, is a smooth extension of f(xα) (f(yα)), whose D is
vanishing on S. It follows that f is admissible.
Assume now that f is admissible, in particular CRF. Therefore, there is a smooth extension G
of f and a smooth H2-valued map ψ such that DG = ρψ. Again, by Proposition 3.2, one has
∂G/∂xα|S = f(xα), ∂G/∂yα|S = f(yα), α = 0, 1, 2, 3. Since also f(xα) is CRF, there is a smooth
extension F (xα) of f(xα) such that DF
(xα) = ρη(xα) with η(xα) smooth, whence
(3.15) ∂G/∂xα − F (xα) = ρψ(xα)
with ψ(xα) smooth, α = 0, 1, 2, 3.
Applying D to 3.15, and taking into account that D ◦ (∂/∂xα) = (∂/∂xα) ◦D, we obtain
(3.16)
∂(DG)
∂xα
= ρH(xα) +Dρ · ψ(xα)
with H(xα) smooth, α = 0, 1, 2, 3.
In the way,
(3.17)
∂(DG)
∂yα
= ρH(yα) +Dρ · ψ(yα)
with H(yα) smooth, α = 0, 1, 2, 3.
Let
ν = ∇ρ/|∇ρ| = |∇ρ|−1
3∑
α=0
( ∂ρ
∂xα
∂
∂xα
+
∂ρ
∂yα
∂
∂yα
)
.
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By hypothesis, DG = ρψ, so
(3.18)
∂(DG)
∂ν
=
∂ρ
∂ν
ψ + ρ
∂ψ
∂ν
= |∇ρ|ψ + ρ∂ψ
∂ν
On the other hand, from (3.16), (3.17), we derive
(3.19)
∂(DG)
∂ν
= |∇ρ|−1
{
ρ
3∑
α=0
Aα +Dρ ·
3∑
α=0
Bα
}
.
Equalizing (3.18) and (3.19), we get
(3.20) ψ = ρΦ + 2Dρ ·Θ
and consequently
DG = ρψ = ρ2Φ +Dρ2 ·Θ.
Then, F := G− ρ2Θ is the desired extension of f . 
Lemma 3.7. Let U be a domain in H2, S = {ρ = 0} where ρ : U → H is smooth and ∇ρ 6= 0 on
S. Let {hk}k ∈ N be a sequence of smooth functions U → H. Then, there exists a smooth function
E : U → H with the following properties
1) E|S = h0;
2) ∂
kE
∂ρk
∣∣
S
= hk, ∀k ≥ 1.
This lemma is a straightforward generalization of [AnH, Proposition 2.2].
Proposition 3.8. Let U be a domain in H2, S = {ρ = 0} where ρ : U → R is smooth and
∇ρ 6= 0 on S. Let f : S → H be a smooth and admissible function. Then there are a smooth
function F : U → H and two sequences {αk}k≥2, {βk}k≥2 of smooth functions U → H and U → H2
respectively, satisfying the following conditions
1) F |S = f ;
2) (∂kαs/∂ρk)|S = 0, ∀k ≥ 1, s ≥ 2;
3) D
(
F −∑mk=2(ρk/k)αk) = ρmβm, ∀m ≥ 2.
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Proof. Since f is admissible, by Proposition 3.6 there is a smooth extension F : U → H of f such
that DF = ρ2σ. We construct the sequences by recurrence assuming α2 = 0, β2 = σ in such a way
second and third conditions of the proposition are satisfied for s = 2.
Suppose that α2, . . . , αm, β2, . . . , βm are already constructed in such a way that the above con-
ditions 2) and 3) are satisfied for all integers s ≤ m, k ≥ 1, in order to define αm+1 and βm+1.
Set
G = F −
m∑
k=2
(ρk/k)αk, βm = (ζ1, ζ2) ∈ H2.
By definition, ∂G/∂qh = ρmζh, h = 1, 2, hence DG satisfies the condition (2.3), that is
∂
∂qs
∂
∂qs
∂G
∂qh
=
∂
∂qh
∂
∂qs
∂G
∂qs
,
which gives
∂
∂qs
(
mρm−1
∂ρ
∂qs
ζh + ρ
m∂ζh
∂qs
)
=
∂
∂qh
(
mρm−1
∂ρ
∂qs
ζs + ρ
m ∂ζs
∂qs
)
.
Taking into account that ρ is real and m ≥ 2 we get
(3.21)
m(m− 1)ρm−2 ∂ρ
∂qs
∂ρ
∂qs
ζh +mρ
m−1 ∂
∂qs
( ∂ρ
∂qs
ζh
)
+mρm−1
∂ρ
∂qs
∂ζh
qs
+ ρm
∂
∂qs
(∂ζh
∂qs
)
=
m(m− 1)ρm−2 ∂ρ
∂qh
∂ρ
∂qs
ζs +mρ
m−1 ∂
∂qh
( ∂ρ
∂qs
ζs
)
+mρm−1
∂ρ
∂qh
∂ζs
∂qs
+ ρm
∂
∂qh
(∂ζs
∂qs
)
.
Summing with respect to s the above equalities and dividing by m(m−1), for fixed h = 1, 2 we get
(3.22) ρm−2|∇ρ|2ζh = ρm−2 ∂ρ
∂qh
( 2∑
s=1
∂ρ
∂qs
ζs
)
+ ρm−1lh
with lh ∈ C∞(U) h = 1, 2 whence
(3.23) |∇ρ|2ζh = ∂ρ
∂qh
( 2∑
s=1
∂ρ
∂qs
ζs
)
+ ρlh
h = 1, 2. Since ∇ρ 6= 0 on S, on an open neighborhood V ⊂ U of S we have
ζh =
∂ρ
∂qh
g + ργh
h = 1, 2, with g, γ ∈ C∞(V ).
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Setting γ = (γ1, γ2), and recalling that βm = (ζ1, ζ2), on V we have βm = (Dρ)g+ ργ, so, by the
beginning assumption, we derive
D
(
F −
m∑
k=2
(ρk/k)αk
)
= ρmβm = ρ
mDρ · g + ρm+1γ
= D
(
ρm+1g/(m+ 1)
)− ρm+1
m+ 1
Dg + ρm+1γ.
(3.24)
With
θ = γ −Dg/(m+ 1)
equation (3.24) rewrites
(3.25) D
(
F −
m∑
k=2
(ρk/k)αk − ρm+1g/(m+ 1)
)
= ρm+1θ.
Observe that g and θ can be chosen in such a way that an equality like (3.25) holds on U . (It is
enough to consider a closed neighborhood V ′ ⊂ V of S a smooth extension g|V ′ to U and take θ
according to (3.25)).
By Lemma 3.7, there exists a smooth function αm+1 : U → H, such that αm+1|S = g|S ,
∂kαm+1/∂ρ
k|S = 0 for every k ≥ 1. Then, αm+1 − g = ρε with ε : U → H smooth and, con-
sequently,
−D
(ρm+1g
m+ 1
)
= D
(ρm+2ε
m+ 1
)
−D
( ρm+1
m+ 1
αm+1
)
−D
( ρm+1
m+ 1
αm+1
)
+
ρm+1
m+ 1
(
(m+ 2)Dρ · ε+ ρDε) .
If we define
ζm+1 = θ − 1
m+ 1
(
(m+ 2)Dρ · ε+ ρDε
)
αm+1 and ζm+1 satisfy conditions 2) and 3) of the proposition for m+ 1. 
Let U , ρ, S be as in Proposition 3.8 and let G : U → Hr be a smooth map. We say that vanishes
of infinite order on S or that G is flat on S if for any integer k
lim
ρ→0
G/ρk = 0
uniformly on the compact sets of U .
Proposition 3.9. With U, ρ, S as above let f : S → H be a smooth admissible function. Then,
there exists a smooth extension G of f to U such that DG is flat on S.
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Proof. By Proposition 3.8, there exist smooth functions F : U → H, αj : U → H, βj : U → H2,
(j ≥ 2) such that
• F |S = f ;
• ∂kαj/∂ρk)|S = 0, ∀k ≥ 1, j ≥ 2;
• D(F −∑mk=2(ρk/k)αk) = ρmβm, ∀m ≥ 2.
Moreover, by Lemma 3.7, there exists a smooth function E : U → H such that E|S = 0 and
∂kE
∂ρk
∣∣∣
S
=
k!
k + 1
αk+1|S
∀ integers k ≥ 1.
Let T = ρE. Then, since T |S = 0 and
∂kT
∂ρk
= k
∂k−1E
∂ρk−1
+ ρ
∂kE
∂ρk
for k ≥ 1 in a neighborhood of S, we get
αk|S = k
(k − 1)!
∂k−1E
∂ρk−1
∣∣∣
S
=
1
(k − 1)!
∂kT
∂ρk
∣∣∣
S
for all k ≥ 2 and ∂T∂ρ |S = E|S = 0.
Now, fix a point p of S and let Wp be a neighborhood of p where ρ is one of the real coordinates,
say the first, and denote ξ1, . . . , ξ7 the remaining. Let pi : Wp → Wp ∩ S denote the projection
(ρ, ξ1, . . . , ξ7) → (0, ξ1, . . . , ξ7). By what is preceding, we deduce that in Wp, for all m ≥ 2, the
following holds true
T −
m∑
k=2
ρk
k
(αk ◦ pi) = T −
m∑
k=0
ρk
k!
(
∂kT
∂ρk
◦ pi
)
= ρm+1ζ
with ζ : Wp → H smooth. Consequently,
(3.26) D
(
T −
m∑
k=2
ρk
k
(αk ◦ pi)
)
= ρmv
with v : Wp → H2 smooth. Moreover, since (∂kαj/∂ρk)|S = 0, ∀k ≥ 1, j ≥ 2, we get
m∑
k=2
ρk
k
(
αk − αk ◦ pi
)
= ρm+1θ,
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θ : Wp → H smooth. It follows that
(3.27) D
(
m∑
k=2
(ρk/k)αk −
m∑
k=2
(ρk/k)(αk ◦ pi)
)
= ρmu,
where u : Wp → H2 is smooth.
Finally, we define G = F − T . Clearly G|S = f and by (3.26), (3.27)) we get
DG = D
(
F −
m∑
k=2
(ρk/k)αk
)
+D
( m∑
k=2
(ρk/k)αk −
m∑
k=2
(ρk/k)(αk ◦ pi)
)
−D
(
T −
m∑
k=2
(ρk/k)(αk ◦ pi)
)
= ρm
(
βm + u− v
)
= ρmwp.
Here wp : Wp → H2 is smooth and uniquely determined by the condition DG = ρmwp. If p /∈ S,
we take Wp such that Wp ∩ S = ∅ and wp = DG/ρm. Therefore, the family of the local maps wp
defines a smooth map wm : U → H2 such that DG = ρmwm for every integer m ≥ 2, i.e. G is a
smooth extension of f to U such that DG is flat on S.
This proves Proposition 3.9. 
We apply Proposition 3.9 in order to prove that the local Riemann-Hilbert problem is always
solvable. This will follow from the following
Theorem 3.10. Let Ω ⊂ H2 be a convex domain and (S,U+, U−) a domain splitting of Ω. Let
f : S → H a smooth admissible function. Then, f is a smooth jump.
Proof. Observe that S is orientable, so S is defined by ρ = 0, where ρ ∈ C∞(Ω). Let G : Ω→ H a
smooth extension of f , with DG flat on S (Proposition 3.9). Define η : Ω→ H2 by
η =

−DG on U+
0 on S
DG on U−.
η is smooth in Ω, since DG is flat on S. Set η = (η1, η2). Then, the conditions
∆1η2 =
∂
∂q2
∂η1
∂q1
, ∆2η1 =
∂
∂q1
∂η2
∂q2
are satisfied on U+∪U− (see (2.5)) whence on Ω. Since Ω is convex, there exists ψ : Ω→ H smooth
such that Dψ = η [ABLSS]. Defining F+ = (ψ + G)/2, F− = (ψ − G)/2, we have the following:
F+ and F− are smooth up to S, DF+ = 0 (DF− = 0) in U+ (U−) and F+|S − F−|S = f .
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This ends the proof of Theorem 3.10. 
3.2.1. Two applications.
Theorem 3.11. Let Ω be a bounded domain with smooth boundary bΩ and such that H2 \ Ω is
connected, and has boundary bΩ too. Then, every smooth admissible function f : bΩ→ H extends
to Ω by an H-holomorphic function, smooth up to bΩ.
Proof. In view of Theorem 3.10, (bΩ,Ω,H2\Ω) is a splitting domain of H2. Then, f = F+|S−F−|S ,
where F+, F− are H-holomorphic. By Hartogs’ Theorem F− extends to all of H2 by an H-
holomorphic function F̂−. And this implies that f is the boundary value of F+ − F̂−. 
Theorem 3.12. Let Σ be an open half-space and S ⊂ H2 a connected closed smooth hypersurface
of a neighborhood of Σ. Assume that Σ \ S splits into two connected components D and W with
D bounded. Let f : S ∩ Σ → H be an admissible smooth function. Then, f extends to D by an
H-holomorphic function which is smooth up to S.
Proof. Without loss of generality, we can assume that Σ be the half space {y3 > 0}. Let B be an
open ball centered at origin such that S ∩Σ divides B ∩Σ into two connected components U+ and
U− = D and D is relatively compact in B. By Theorem 3.10, there are H-holomorphic functions
F+ : U+ → H, F− : D → H, smooth up to S, such that f = F+|S − F−|S . It is enough to show
that F+ extends H-holomorphically to B ∩ {y3 > 0}.
Fix ε > 0, sufficiently small. For every c > 0, let Sc be the sphere centered at (0,−ck) and passing
trough S ∩ {y3 = ε}. Consider the set C of c ∈ R such that F+|Sc extends to a neighborhood of
Sc in B. We have C 6= ∅. Let c0 = sup C, and assume by contradiction that c0 is finite. Observe
that, F+ is defined in a neighborhood of bB ∩ {y3 = ε} in B. Consider Bc0 , the open ball having
Sc0 in its boundary and let U = B \Bc0 . Then, the second fundamental form of Sc0 (as part of the
boundary of U) is negative definite. Hence, Theorem 4 [Pe3] applies: for every q0 ∈ Sc0 , there exists
a domain ∆q0 ⊂ U such that every H-holomorphic function in ∆q0 extends to a bigger domain ∆̂q0
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containing q0. It follows that F+ extends to a neighborhood of Sc0 : contradiction. This means
that c0 = +∞, thus F+ extends to B ∩ {y3 > ε}, for every ε near 0+. By analytic continuation,
this completes the proof. 
Remark 3.13. Let F be the H-holomorphic extension of f . If f is continuous in Σ, then for every
q ∈ D
F (q) < max
Σ
|f |.
We mention that, an extension theorem of different type, has been recently found by Baracco,
Fassina and Pinton [BFP].
Let S be a connected smooth hypersurface in H2. We say that the analytic continuation principle
holds for smooth admissible functions on S when the following is true: if f : S → H is a smooth
admissible function which vanishes on an open set, then f ≡ 0.
Theorem 3.14. Let S be a connected smooth hypersurface in H2. Then, analytic continuation
principle holds on S in the following two cases:
i) S is the boundary of a domain Ω b H2 satisfying the hypothesis of Theorem 3.11;
ii) S is nondegenerate.
Proof. i) Consider a smooth admissible function f on S, and let Z = {f = 0}. Let q0 ∈ Z˚ and
U be a neighborhood of q0 relatively compact in Z˚. Then there exists a domain Ω1 with smooth
boundary, satisfying the hypothesis of Theorem 3.11, such that Ω ⊂ Ω1, bΩ1 \ bΩ ⊂ H2 \ Ω, and
bΩ \ U = bΩ1 ∩ bΩ. The function f1 on bΩ1 that coincides with f on bΩ1 ∩ bΩ and is zero
elsewhere, is smooth admissible and, by Theorem 3.11, extends to an H-holomorphic function F1
on Ω1, smooth up to the boundary. By the Bochner-Martinelli formula, it follows immediately that
F1 is an extension of F . By construction, F1 vanishes on the boundary of Ω1 \ Ω, and then, F1
vanishes on Ω1 \ Ω. By analytic continuation, F1 = 0 and therefore F = 0 and f = 0 too.
ii) Let f be a smooth admissible function on S = {ρ = 0} and let Z = {f = 0}. Assume f is
not identically zero. By Theorem 6 [Pe3], there exists a neighborhood U of S in, say, {ρ ≤ 0}, such
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that the function f extends by an H-holomorphic function F . Take a point p ∈ S, there exists a
domain Ω ⊂ {ρ < 0}, whose boundary contains p, such that bΩ ∩ Z˚ 6= ∅, and the hypothesis of i)
hold for Ω. Using i), F |bΩ = 0, in particular, f(p) = 0. This concludes the proof, p being a generic
point of S. 
Remark 3.15. The analytic continuation principle does not hold for an arbitrary smooth hyper-
surface S. For instance, all smooth functions f = f(y0, y1, y2) are admissible on S = {y3 = 0}.
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