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Abstract
Understanding the role of charge density wave (CDW) in high-temperature superconductivity is
a longstanding challenge in condensed matter physics. We construct a holographic superconductor
model in which the U(1) symmetry is spontaneously broken only due to the presence of CDWs,
rather than previously known free charges with constant density. Below the critical temperature
of superconductivity, CDW phase and superconducting phase coexist, which is also justified by
the numerical results of optical conductivity. The competitive and cooperative relations between
CDW phase and superconducting phase are observed. This work supports the opinion that the
appearance of pseudo-gap in CDW phase promotes the pre-pairing of electrons as well as holes
such that the formation of superconductivity benefits from the presence of CDW.
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I. INTRODUCTION
In the past decade, AdS/CMT duality [1–3] has been becoming a powerful tool for un-
derstanding the fundamental problems in strongly coupled system since the seminal work of
holographic superconductor [4, 5]. Considerable efforts have been triggered to understand
the mechanism of high-temperature superconductivity from the holographic point of view.
The key insight in this approach is that the AdS background may become unstable due to
the presence of negative mass terms such that the U(1) gauge symmetry is spontaneously
broken below the critical temperature. A charged scalar condensates and works as the order
parameter to characterize the superconducting phase in the boundary theory, following the
standard holographic dictionary. In parallel, holographic models of charge density waves
(CDWs) have been constructed by spontaneously breaking the translational symmetry in
the bulk [6] and its fundamental features as a metal-insulator transition have been observed
in [7]. The strongly coupled nature of the above systems has been signaled by the energy
gap or pseudo-gap in the optical conductivity which are much larger than that predicted by
BCS theory [5, 7].
High temperature superconductor exhibits very abundant phase structure, which involves
the interplay between CDW phase and superconducting phase. Disclosing their relation is
crucial for understanding the mechanism of high temperature superconductivity. For cuprate
oxides, the interplay between the CDW phase, also known as the pseudo-gap phase, and the
superconducting phase has been under debate for decades (For instance, see [8] for review).
The coexistence and the competition between the CDW phases and the superconducting
phases are well-known [9–15]. Specifically, the competitive relation is signaled by the sup-
pression of Tc by the CDW phase [16, 17], and the competition of their order parameters
[18, 19]. Superconducting phase can grab charge carriers from CDW phases [19]. On the
other hand, recent experiments reveal a novel cooperative relationship between them as
well. This is signaled by the positive correlation between their critical temperatures [20–22].
The CDW assists the superconductivity through phonons which serve as a “glue” between
electrons to form a Cooper pair [22]. Moreover, the CDW is argued to cause the supercon-
ductivity under certain conditions [23, 24]. Nonetheless, at present a complete theoretical
interpretation on their relations has not been emerged in condensed matter physics. One
challenge comes from the strongly coupled nature of the high temperature superconductivity
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and the CDW phases (Recent experiments suggest that the mechanism of CDW phase in
superconductors may involve strongly correlated physics [25–27].). This fact renders holo-
graphic duality theory an effective weapon for attacking them.
High temperature superconductivity is related to both free charge carriers and CDW.
To reveal the role of CDW solely in high temperature superconductivity, one good strategy
is to separate it from free carriers in the compound. This is a hard task because typical
high temperature superconductors are produced in the presence of both free charge carriers
and CDW. In this paper, we construct a novel holographic superconductor model in the
presence of CDWs only. Previously, all the holographic superconductor models are built
in the presence of free charges with constant density [28, 29], including some models with
CDW[30, 31]1. For the first time, our model clearly demonstrates that the superconductiv-
ity may form from the pre-exiting CDW phase by a first order phase transition. This may
provide a direct evidence to the argument that the CDW state or the pseudo-gap state,
is the precursor to the superconducting states [32–36], which has also been verified by the
experiment on Nernst effect [37]. Moreover, below the transition temperature, our model
is characterized by the coexistence of the CDW phase and superconducting phase, which
has been observed in many superconducting materials as discovered in [9–12]. Furthermore,
in our model the CDW phase can not only compete with superconducting phase, but also
cooperate with superconducting phase under certain conditions, similar to the phenomena
observed in [22]. Specifically, the competitive relation is manifestly disclosed by the order
parameters. Above the critical temperature Tc of superconductivity, the CDW order param-
eter increases with the decrease of the temperature. However, when the temperature drops
below Tc, the order parameter of CDW decreases while that of superconductivity increases,
which exactly coincides with the phenomena observed in [18, 19]. On the other hand, the
positive correlation between their critical temperatures above a critical momentum mode
suggests a cooperative relationship between them, which also coincides with experiment
[22]. In addition, the system in our model is neutral in the sense that the average value of
charge density over a period vanishes, implying that the charge excitations consist of both
electron pairs and hole pairs. The hole superconductivity as a promising candidate of high
1 Even in the probe limit where the background is Schwarzschild-AdS black hole, accompanying the con-
densation of scalar field, free charges with constant density is perturbatively generated as well.
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temperature superconductivity was previously investigated in [38–40].
II. THE HOLOGRAPHIC SETUP
In this section, we build the holographic model in the framework of Einstein-Maxwell-
Dilaton theory. The action reads as,
S =
1
2κ2
∫
d4x
√−g
[
R− 1
2
(∇Φ)2 − V (Φ)− 1
4
ZA(Φ)F
2 − 1
4
ZB(Φ)G
2
−1
2
ZAB(Φ)FG− |(∇− ieB) Ψ|2 −m2vΨΨ∗
]
,
(1)
where F = dA, G = dB, ZA(Φ) = 1 − β2L2Φ2, ZB(Φ) = 1, ZAB(Φ) = γ√2LΦ, V (Φ) =
− 1
L2
+ 1
2
m2sΦ
2. In this model, two U(1) gauge fields are involved. Gauge field A is introduced
to form an AdS-RN background with finite Hawking temperature, while gauge field B is
treated as the Maxwell field, whose dual is the electric current of the boundary system. In
addition, two scalar fields are introduced. One is the real dilaton field Φ which is viewed as
the order parameter of translational symmetry breaking; while the other complex field Ψ,
charged under the gauge field B, is viewed as the order parameter of U(1) gauge symmetry
breaking. The term with parameter γ is introduced to induce the instability of homogeneous
background so as to generate CDWs, while the term with parameter β is to obtain a non-zero
critical wavelength kc for CDW.
In the absence of the complex field Ψ, the holographic CDW as well as its optical
conductivity has previously been obtained within the above framework in [7]. After the
spontaneous breaking of translational symmetry, the background with CDW becomes spa-
tially modulated. Without loss of generality, throughout this paper we set the AdS radius
l2 = 6L2 = 1/4, the masses of the dilaton and the condensation m2s = m
2
v = −2/l2 = −8,
the coupling constant β = −130 and γ = 16.6, then the maximal critical temperature
for translational symmetry breaking is TCDW ≈ 0.071µ with the critical momentum mode
kc ≈ 0.335µ, as illustrated in Fig.1. In addition, the large N limit of holographic duality
requires that l
2
κ2
 1.
The charge density can be read off from the expansion Bt = −ρ(x)z +O(z2) with
ρ(x) = ρ0 + ρ1 cos(kcx) + ...+ ρn cos(nkcx). (2)
One remarkable feature of this two-gauge-field model is that all the even-order coefficients
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of the charge density vanish, namely, ρ(x) = ρ1 cos(kcx) + ρ3 cos(3kcx) + · · · , which has
been justified by numerical analysis in [7]. It means that the dual boundary theory contains
only CDWs, without free charges, namely, ρ0 = 0. Thanks to this feature, the Peierls
phase transition as a typical metal-insulator transition can be manifestly observed [7]. This
advantage persists even after the superconducting phase transition, as we will describe below.
III. THE INSTABILITY AND THE CRITICAL TEMPERATURE OF SUPER-
CONDUCTIVITY
In this section, we examine the instability of striped black brane with CDW and evaluate
the critical temperature Tc for the condensation of Ψ. At this stage we may set Ψ as ηe
iθ
and fix the gauge with θ = 0.
As pointed out in [41, 42], whether the background is stable or not can be treated as a
positive self-adjoint eigenvalue problem for e2. Thus we rewrite the equation of motion for
η as,
(∇2 −m2v)η = e2B2η. (3)
The key condition for a non-zero η solution is that B2 = gttBtBt 6= 0. In all the previous
holographic models, this condition is guaranteed by the presence of non-zero charge density
ρ0. Here, only CDW presents and we wonder if it would induce the instability of the
background. The affirmative answer can be obtained by numerics. We search for non-zero
solutions of η by changing the value of charge e (See Fig.5 in appendix B ). Here we plot
the phase diagram in Fig.1 with e = 4 2. First of all, the superconducting phase can only
exist in the presence of CDW. This shows that CDW plays a crucial role in the formation
of superconducting phase. Another important phenomenon is the correlation between the
critical temperature of CDW phase and superconducting phase. For k < kc, TCDW is
negatively correlated with Tc (competitive relation); while for k > kc, TCDW is positively
correlated with Tc (cooperative relation). This novel relation is similar to results of very
recent experiments [22].
2 For other values of e, the phase diagram is qualitatively the same, except that the coexisting region
becomes larger or smaller, which can also be justified in Fig.5 in appendix B.
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FIG. 1: The phase diagram in the plane of (T/µ, k/µ). The blue curve denotes the critical
temperature of CDW namely TCDW and the orange curve denotes the critical temperature of
superconductivity, namely Tc. The inset zooms in the critical point of the CDW curve, and the
dashed vertical line represents k = kc.
IV. NUMERICAL SOLUTIONS FOR BACKGROUND WITH SUPERCONDUC-
TIVITY
Next, we numerically solve the full holographic system. Adopting the ansatz in appendix
B, the resultant equations of motion consist of nine partial differential equations with re-
spect to x and z, which can be numerically solved with Einstein-DeTurck method [43, 44].
Especially, the near boundary expansion of η is,
η = zη1(x) + z
2η2(x) +O(z3). (4)
We treat η1(x) and η2(x) as the source and expectation, respectively. The U(1) symmetry
is expected to be broken spontaneously, hence we set η1(x) = 0. Below Tc, a non-trivial
solution of the condensation term η2(x) can be expanded as,
η2(x) = η
(0)
2 + η
(1)
2 cos(kcx) + · · ·+ η(n)2 cos(nkcx). (5)
Numerically, we find that only even orders survive 3. In Fig.2, we plot the constant term
η
(0)
2 of the condensation vs T at k = kc. The condensation saturates in low temperature
region, while in the vicinity of critical temperature, the condensation becomes a multi-value
3 Mathematically we also find the other branch of solutions with odd orders only. But these solutions are
not physical, because η2, as the modulus of the condensation, must be positive-definite.
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function of the temperature. This feature clearly indicates a first-order phase transition,
which can also be justified with the analysis of the free energy. We found that, the branch of
solution with higher condensation has lower free energy, that is favored by thermodynamics.
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FIG. 2: The condensation of the charged scalar field for different values of e at k = kc.
Next, we study the behavior of charge density and CDW with temperature after the
superconducting phase transition. Surprisingly, we find that all the even orders of the
charge density in Fourier expansion still vanish after condensation. Namely, it takes the
form as ρ(x) = ρ1 cos(kcx) + ρ3 cos(3kcx) + · · · . This means that the superconducting phase
forms from CDWs, not from free charges.
The near boundary expansion of the CDW order parameter is Φ = φ1(x)z
2+O(z3), and we
numerically find φ1 behaves as φ
(1)
1 cos(kcx)+φ
(3)
1 cos(3kcx)+· · · . In Fig.3, we plot ρ1 and φ(1)1
as functions of the temperature with e = 4. The left plot shows that after superconducting
phase transition, the charge density becomes larger in comparison with that in the absence
of superconducting phase transition. While the right plot shows that the order parameter of
CDW is always smaller than that in the absence of superconducting phases. This evidently
indicates that the CDW is suppressed by the presence of the superconductivity.
The physics behind these novel phenomena can be understood as follows. First of all,
during all the process, no free charges involve in but only CDWs present in the charge
density. We conclude that the superconductivity is induced by CDWs, rather than the free
charge. This fact can also be justified by Eq.(3). Moreover, the increase of charge density
after superconducting phase transition indicates that the periodic charge density consists
of both normal carriers and superconducting carriers. Consequently, the carrier pairs of
superconducting phase must contain both charge pairs and hole pairs, because the net charge
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is zero. This unconventional mechanism of carrier pairing, such as hole superconductivity,
is a promising candidate for the mechanism of high temperature superconductivity [38–40].
They beat the traditional BCS theory in explaining the high frequency absorption behavior
and high transition temperature of superconductivity.
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FIG. 3: The charge density ρ1 and order parameter φ
(1)
1 as functions of the temperature during
the course of condensation. The vertical dotted line denotes the location of Tc ≈ 0.048µ. Below Tc,
the yellow curve is plotted with superconducting condensation, while the dotted curve is plotted
without superconducting condensation.
V. THE OPTICAL CONDUCTIVITY
To justify that the above condensation due to U(1) symmetry breaking gives rise to a
superconducting state indeed, we study the optical conductivity by linear perturbations (see
appendix C for details). Here we only consider the linear response ofB field along x direction,
namely δBx. The optical conductivity can be read off from δBx = (1 + jx(x)z+ ...)e
−iωt as,
σ(ω) = 4
j
(0)
x
iω
, (6)
where j
(0)
x is the leading term of the Fourier expansion.
We plot the optical conductivity at temperatures close to Tc in Fig.4. Above Tc, the
appearance of the pseudo-gap in the real part shows that the system is in the insulating
phase, as revealed in [7], and the imaginary part of the conductivity converges to zero. We
stress that the DC conductivity here is finite and approaches to zero as the temperature goes
down from TCDW , which results from the vanishing average charge density. No charge is
coupled with the goldstone modes in our model, hence no delta function in DC conductivity,
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which is in contrast to the cases in [45–48] where the goldstone modes carry non-zero charges.
However, below Tc, the imaginary part exhibits a power law Imσ ∼ 1/ω in low frequency
region, implying that a delta function arises at ω = 0 in the real part of the conductivity by
Kramers-Kronig relations. It indicates that the system undergoes a phase transition from
insulating phase to superconducting phase indeed.
In low frequency region, we fit the optical conductivity with the following formula
σ(ω) = i
Ks
ω
+
K1τ1
1− iωτ(1− ω201/ω2)
+
K2τ2
1− iωτ(1− ω202/ω2)
, (7)
where Ks is proportional to the number of superfluid density, and Ki is proportional to the
number density of CDW, while τi is the relaxation time, and ω0i is the average resonance
frequency (i = 1, 2). The fitted parameters are listed in Table. I. From this table, one can
see that the superfluid density becomes non-zero below the critical temperature Tc.
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FIG. 4: The optical conductivity before and after the superconducting phase transition. The left
plot is the real part of the optical conductivity and the right plot is the imaginary part.
T/Tc Ks/µ K1/µ τ1µ ω01/µ K2/µ τ1µ ω02/µ
1.007 0 0.136 12.240 0.468 3.279 0.302 1.794
0.997 0.020 0.159 9.947 0.483 2.893 0.431 1.457
TABLE I: The fitted parameters for optical conductivity.
In the end, we remark that the energy gap of the superconductor is almost the same
as the pseudo-gap of CDW, ∆CDW ≈ ∆c ≈ 9.041Tc, both of which are much larger than
the BCS value. The above phase transition implies that the appearance of pseudo-gap can
promote the pre-pairing of carriers and support the cooperative relation between the pseudo-
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gap phase and the superconducting phase. Similar phenomenon was previously observed in
a holographic model with novel insulator as well [49].
VI. DISCUSSION
We have constructed a novel holographic model in which the role of CDW during the
phase transition of superconductivity has been clearly disclosed. First of all, the U(1) gauge
symmetry in the bulk is spontaneously broken due to the presence of CDW only, indicating
that the superconductivity can form from the pre-existing CDW phase by the first-order
phase transition. Secondly, below the critical temperature Tc, the system is characterized
by the coexistence of the CDW phase and the superconducting phase. It is found that
CDW phase and superconducting phase can both cooperate and compete with each other.
Furthermore, the system remains neutral during the phase transition, implying that the
charge excitations are composed of both electron pairs and hole pairs, beyond the traditional
Cooper pairs. It also supports the opinion that the pseudo-gap in CDW phase promotes
the pre-formed pairs of carriers such that the formation of superconductivity benefits from
the presence of CDW. Our work has provided a novel understanding on the complicated
relationship between CDW and superconducting phases from the holographic point of view,
and may shed light on the mechanism of high temperature superconductivity.
The most desirable work next is to further investigate the features of superconductivity
induced by CDW, and compare them with those induced by free charges, in particular, their
responses to external magnetic field or disorder effects. Moreover, it is intriguing to inves-
tigate the relation between CDW and superconductivity in more complicated environment,
since the practical high temperature superconductors are doped compounds with free carri-
ers. To this end, one may turn on the chemical potential and the free charges with constant
density such that the black hole background is charged under the gauge field B as well.
In this situation, the superconductivity may be induced by both CDW and free charges,
analogous to the materials in experiments. Furthermore, the order parameters of CDW and
superconductor are not directly coupled in current model. We definitely can introduce the
coupling of these order parameters to explore the complicated relations between CDW and
superconductors. Last but not the least, one may treat gauge field A as the doping and
consider its impacts on the relations between CDW and superconductors.
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Appendix A: The equations of motion
In this appendix, we derive the equations of motion for our model. We rewrite the U(1)
charged complex scalar field Ψ as ηeiθ, where η > 0 is a real scalar field and θ is a Stu¨ckelberg
field, then the action can be cast as,
S =
1
2κ2
∫
d4x
√−g
[
R− 1
2
(∇Φ)2 − V (Φ)− 1
4
ZA(Φ)F
2 − 1
4
ZB(Φ)G
2
−1
2
ZAB(Φ)FG− (∇η)2 −m2vη2 − η2(∇θ − eB)2
]
.
(A1)
The equations of motion for all fields can be written as,
Rµν − TΦµν − TAµν − TBµν − TABµν − T ηµν − T θµν = 0,
∇2Φ− 1
4
Z ′AF
2 − 1
4
Z ′BG
2 − 1
2
Z ′ABFG− V ′ = 0,
∇2η −m2vη − (∇θ − eB)2η = 0,
∇µ(ZAF µν + ZABGµν) = 0,
∇µ(ZBGµν + ZABF µν) + 2eη2(∇νθ − eBν) = 0,
∇µ(η2(∇µθ − eBµ)) = 0,
(A2)
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where
TΦµν =
1
2
∇µΦ∇νΦ + 1
2
V gµν ,
TAµν =
ZA
2
(
FµρF
ρ
ν −
1
4
gµνF
2
)
,
TBµν =
ZB
2
(
GµρG
ρ
ν −
1
4
gµνG
2
)
,
TABµν = ZAB
(
F(µ|ρ|G
ρ
ν) −
1
4
gµνFG
)
,
T ηµν = ∇µη∇νη + e2η2BµBν +
1
2
m2vη
2gµν ,
T θµν = η
2(∇µθ∇νθ − 2eB(µ∇ν)θ),
(A3)
and the prime denotes the derivative with respect to Φ.
Appendix B: The numerical analysis of the background
We adopt the following ansatz for the background with CDW,
ds2 =
1
z2
[
−(1− z)p(z)Qdt2 + Sdz
2
(1− z)p(z) + V dy
2 + T (dx+ z2Udz)2
]
,
A = µ(1− z)ψdt, B = (1− z)χdt, Φ = zφ, η = zζ, θ = 0,
(B1)
where p(z) = 4
(
1 + z + z2 − µ2z3
16
)
and µ is the chemical potential of A that is taken as the
scaling unit of the system. Q, S, V , T , U , ψ, χ, φ, ζ are functions of x and z. Thanks to
the Einstein-DeTurck method, the Hawking temperature of the black hole with stripes is
simply given by T/µ = (48 − µ2)/(16piµ). Notice that if we set Q = S = V = T = ψ = 1
and U = χ = φ = ζ = 0, then the background goes back to the AdS-RN black hole.
First, we compute the critical temperature Tc by turning on η in probe limit and solving
(4). We plot the relation between the charge e and Tc in Fig.5. It indicates that below
the critical temperature Tc, the background with CDW becomes unstable and the complex
scalar hair starts to condensate. Moreover, the condensation become easier for larger charge,
and for smaller momentum modes.
Next, we numerically solve the equations of motion (A2) with the ansatz (B1). We apply
Einstein-DeTurck method to fix the coordinates with appropriate boundary conditions [43].
In addition, we impose the regular boundary condition on the horizon, and require an
asymptotic AdS4 on the boundary. With the equations of motion and boundary conditions,
we obtain the numerical solutions by the pseudo-spectral method and Newton-Raphson
12
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FIG. 5: The relation between the charge e and the critical temperature Tc for the condensate of
the charged scalar field, where for each curve the momentum mode k of CDW is fixed.
iteration method [7, 41, 44]. As an example, Fig.6 shows the solutions for scalar field φ and
the charged scalar field ζ at the temperature T = 0.988Tc with e = 4 and k = kc.
FIG. 6: The solution of the scalar φ and the charged scalar field ζ for T = 0.988Tc, e = 4 and
k = kc.
Appendix C: The numerical analysis of the linear perturbations
Consider the following linear perturbation,
gµν = g¯µν + δgµν , Aµ = A¯µ + δAµ, Bµ = B¯µ + δBµ,
Φ = Φ¯ + δΦ, ζ = ζ¯ + δζ, θ = θ¯ + δθ.
(C1)
We mark the unperturbated quantities with an overbar in the above formula. Each per-
turbation oscillates with time as e−iωt. In order to extract the optical conductivity along
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x direction, we only turn on Bx and keep By = 0. Note also that we must turn on the
Stu¨ckelberg field θ for self-consistency. To fix the solutions, we adopt the Donder gauge
condition and Lorentz gauge condition,
∇¯µhˆµν = 0, ∇¯µδAµ = 0, ∇¯µδBµ = 0, (C2)
where hˆµν = δgµν − δgg¯µν/2. As a result, we obtain 21 linear equations of motion for the
perturbations. We impose the ingoing boundary conditions on the horizon. Then the whole
perturbation system can be solved by pseudo-spectral method.
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