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Abstract
Obtaining a robust feature representation of visual speech is
of crucial importance in the design of audio-visual automatic
speech recognition systems. In the literature, when visual
appearance based features are employed for this purpose,
they are typically extracted using a “holistic” approach.
Namely, a transformation of the pixel values of the entire
region-of-interest (ROI) is obtained, with the ROI covering
the speaker’s mouth and often surrounding facial area. In
this paper, we instead consider a “patch” based visual feature
extraction approach, within the appearance based framework.
In particular, we conduct a novel analysis to determine which
areas (patches) of the mouth ROI are the most informative for
visual speech. Furthermore, we extend this analysis beyond
the traditional frontal views, by investigating proﬁle views
as well. Not surprisingly, and for both frontal and proﬁle
views, we conclude that the central mouth patches are the
most informative, but less so than the holistic features of the
entire ROI. Nevertheless, fusion of holistic and the best patch
based features further improves visual speech recognition
performance, compared to either feature set alone. Finally,
we discuss scenarios where the patch based approach may be
preferable to holistic features.
Index Terms: Audio-visual automatic speech recognition
(AVASR), multi-view, lipreading, visual features, patches.
1. Introduction
There has been signiﬁcant interest and research work over the
past few years on the subject of audio-visual automatic speech
recognition (AVASR), due to the beneﬁts of visual speech infor-
mationtoASRrobustnesstonoise. Fewhighlightsofsuchwork
include large-vocabulary, speaker-independent AVASR [1], ex-
periments on realistic audio-visual environments, such as of-
ﬁces and automobiles [2, 3], design of a wearable audio-
visual headset to robustly capture the speaker’s mouth [4], real-
time AVASR algorithmic implementation into a demoable sys-
tem [5], and, most recently, AVASR from non-frontal (proﬁle)
views [6, 7].
Much of the extensive literature works on this subject em-
phasize the fact that obtaining a robust feature representation of
visual speech is of crucial importance to the design of AVASR
systems. Such features are most often based on visual appear-
ance of the mouth region, although alternative approaches exist
that employ shape based features or combinations of both [8].
In the popular appearance based feature extraction scheme, the
features are obtained using a “holistic” approach: A transfor-
mation of the pixel values of the entire region-of-interest (ROI)
is performed, with the ROI covering the speaker’s mouth and
often surrounding facial area, as in [9]. There, feature extrac-
tion consists of a cascade of linear transforms that captures both
spatial and temporal visual speech components from a sequence
of mouth ROIs; the ﬁrst step in this cascade is a discrete co-
sine transform of the entire ROI. A potential problem with such
holistic approach is that these features may not take into ac-
count all possible changes that occur within the mouth region
during articulation (process of changing the shape of the vocal
tract using the articulators, i.e., lips and jaw). Conversely, some
features may be assigned ineffectively on relatively “unimpor-
tant” regions of the mouth. This is particularly undesirable
in the statistical modeling process that follows feature extrac-
tion. This process typically employs a hidden Markov model
(HMM) framework, which requires low-dimensionality vectors
(normally less than 60) to ensure generalization and avoid the
curse of dimensionality [10].
Motivated by the above, in this paper, we deviate from
the holistic feature extraction paradigm, proposing instead a
“patch” based visual feature extraction scheme, within the ap-
pearance based framework. In particular, we conduct a novel
analysis to determine which areas (patches) of the mouth ROI
are the most informative for visual speech. This is accom-
plished by essentially “breaking” the ROI up into an ensemble
of image patches, subsequently modeling and recognizing vi-
sual speech from each patch individually. This approach could
have a number of potential beneﬁts: For example, if it is deter-
mined that there is a tendency for a particular area of the ROI to
be more useful in terms of lipreading than others, that particular
area could be weighted more to improve performance over the
current holistic representation; in addition, this approach could
be more robustto localized visual noise. Thetwofeature extrac-
tion paradigms (holistic vs. patch based) are depicted in Fig. 1.
Patch-based analysis of the ROI is heavily motivated by
work in face recognition. Techniques that decompose the face
into an ensemble of salient patches have reported superior face
recognition performance compared to approaches that treat the
face as a whole [11, 12, 13]. The idea behind breaking the face
into a series of patches is that it is easier to take into account
the local changes in appearance due to the complicated three-
dimensional facial shape, in comparison to treating it holisti-
cally [14]. Furthermore, as no similar prior work has been con-
ducted in the area of AVASR, our proposed patch-based investi-
gation could provide an understanding as to which areas of the
ROI are the most pertinent to visual speech.
We conduct all experiments for this paper on both frontal
and proﬁle view data. For this purpose, we employ a suit-
able multi-view database, as described in Section 2. Fur-
thermore, we concentrate entirely on the problem of auto-
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Figure 1: Overview of the holistic and patch-based visual fea-
ture extraction approaches considered in this paper – depicted
for the case of a frontal view frame. Following extraction of the
mouth region-of-interest (ROI), the holistic approach (top)e x -
tracts appearance visual features (based on image transforms)
of the entire ROI. Instead, the patch based approach (bottom)
considers appearance based features extracted from each of
nine patches separately. Such patch features could eventually
be combined with the holistic ones (as described in our exper-
iments – see Section 4), or even fused across patches into a
single representation employing a multi-steam hidden Markov
model of visual speech (future work).
matic speechreading (visual-only ASR). Such focus prevents
our comparative results from being skewed by the audio modal-
ity and the audio-visual fusion component used. The experi-
ments are reported in Section 4, following a presentation of the
lipreading system components in Section 3. Finally, Section 5
concludes the paper.
2. The IBM Smart-Room Database
As discussed in the Introduction, we are interested in applying
our patch based feature representation idea on both frontal and
proﬁle view data. A suitable corpus for this purpose is the IBM
smart room database collected as part of the recently concluded
“Computers in the Human Interaction Loop” (CHIL) [15] inte-
grated project, funded by the European Union.
The corpus contains a total of 38 subjects uttering
connected-digit strings, using two microphones and three PTZ
cameras. Of the two microphones, one is head-mounted (close-
talking channel – see also Figure 2), and the other is omni-
directional, located on a wall close to the recorded subject (far-
ﬁeld channel). The three PTZ cameras record frontal and two
Figure 2: Examples of synchronous frontal and proﬁle video
frames of four subjects from the audio-visual database used in
this paper.
Figure 3: Mouth ROI extraction examples for frontal views. The
upper rows show examples of the localized face, eyes, mouth
region, and mouth corners. The lower row depicts the corre-
sponding normalized mouth ROIs of size 32×32 pixels.
side views of the subject, and feed a single video channel into a
laptop via a quad-splitter and an S-video–to–DV converter. As
a result, two synchronous audio streams at 22kHz and three vi-
sual streams at 30 Hz and 368 × 240-pixel frames are available.
Among these available streams, two video views are employed
in this work, namely the frontal and right proﬁle (which is the
one “closest” to the proﬁle pose – see Figure 2). A total of
1661 utterances are used in the experiments, partitioned using a
multi-speaker paradigm into 1198 sequences for training (1 hr
51 min in duration), 242 for testing (23 min), and 221 sequences
(15 min) that are allocated to a held-out set.
3. The Lipreading System
In this Section, we proceed to describe the basic components
of the automatic speechreading (lipreading) system used in the
paper, for both frontal and proﬁle view data. In particular, we
discuss ROI extraction, holistic and patch-based feature repre-
sentation, concluding with an overview of the employed HMM-
based statistical modeling of visual speech.
3.1. ROI Tracking for Frontal and Proﬁle Views
For this paper, we use the AdaBoost framework of Viola and
Jones [16], later extended by Leinhart and Maydt [17], to per-
form the mouth ROI localization and extraction. This frame-
work allows us to generate face and facial feature localizers
speciﬁc for each view-point, but nevertheless using a consistent
approach across both views. These classiﬁers are trained using
the OpenCV libraries [18], and their application requires that
the speaker pose is ﬁrst determined (an issue that is overlooked
in this paper). Following this step, ROIs are obtained for each
view at the same resolution (32×32 pixels), and visual feature
vectors are extracted using the same approach for both views.
The actual task of mouth detection and ROI extraction was
performed as follows: Given the video of a spoken utterance,
the face detector of the speciﬁc pose was applied to estimate the
location of the speaker’s face. For the frontal scenario, once the
face was found, the two eyes were detected and then a coarse
mouth region was obtained. From this estimate, we applied de-
tectors to ﬁnd the corners of the mouth. From these detected
lip corners, a normalized 32×32-pixel ROI was then extracted
for use in our lipreading system. For the right proﬁle case, once
the face was found, the left eye and the nose were detected.
From these located features, a coarse mouth detector was ap-
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Figure 4: Examples of accurate (a-d) and inaccurate (e,f) re-
sults of the proﬁle-view localization and tracking system. In (f),
it can be seen that the subject exhibits a somewhat more frontal
pose compared to the proﬁle view of the other subjects.
plied to give an estimate of the mouth region. From there, we
detected the mouth center and the left mouth corner. A normal-
ized 32×32-pixel proﬁle mouth ROI was then extracted, based
on the distance from the left mouth corner to the left eye. These
two points were used as reference points, as they were the most
reliable to detect. More information can be found in [6]. As
the Adaboost framework allows for extremely quick detection,
we were able to perform detection on every frame and used me-
dian ﬁltering to allow for smooth tracking. Examples for the
frontal and proﬁle extracted ROIs are given in Figs. 3 and 4,
respectively.
3.2. Holistic Visual Feature Extraction
For both frontal and proﬁle views, the same visual feature ex-
traction process was applied. Following ROI extraction, the
mean ROI over the utterance was removed. This approach is
very similar to cepstral mean subtraction (CMS) in the audio
domain and is known as feature mean normalization (FMN).
Our implementation is similar to that of [8], however in our
approach we performed normalization in the image domain in-
stead of the feature domain. A two-dimensional, separable, dis-
crete cosine transform (DCT) was then applied on the resulting
mean-removed ROI, with 100 DCT coefﬁcients retained, ac-
cording to a zig-zag pattern. An intra-frame linear discriminant
analysis (LDA) step was then used to project the features down
to 30 dimensions, resulting in a “static” visual feature vector.
Subsequently, in order to incorporate dynamic speech informa-
tion, ﬁve of these neighboring static feature vectors over ± 2
adjacent frames were concatenated, and were projected via an
inter-frame LDA step to yield a “dynamic” visual feature vec-
tor of dimension 40, extracted at the video frame rate of 30 Hz.
The classes used for LDA matrix calculation were the HMM
states (see Section 3.4), based on forced alignment employ-
ing an audio-only HMM on the far-ﬁeld audio channel of the
database.
3.3. Patch-Based Visual Feature Extraction
In contrast to the holistic approach, in the patch based system
the ROI (frontal or proﬁle) is decomposed into smaller regions.
In this paper, we have chosen nine square patches of size 16×16
pixels each, with a 50% overlap with neighboring ones. Exam-
ples of these patches are depicted in Figs. 5 and 6 for the frontal
and proﬁle cases. The patches are numbered sequentially as
shown in these ﬁgures. Notice that in both cases, patch number
5 contains most of the central mouth region information.
Following patch extraction, visual features are obtained in
an identical fashion to the holistic approach. Namely, 100 DCT
coefﬁcients are retained for each 16×16-pixel patch, giving rise
to 40-dimensional features per patch at 30 Hz, following the
intra- and inter-frame LDA steps described in Section 3.2.
3.4. Visual Speech Modeling
Following the extraction of holistic or patch-based visual fea-
tures, these can be fed into an automatic speechreading system
to yield an estimate of the spoken word sequence. In this work,
weemployanHMMbasedASRsystemforthispurpose. Inpar-
ticular, for the connected-digit recognition task considered here,
eleven nine-state, left-to-right, whole-word models are used,
one for each digit (both “oh” and “zero” are included), with
seven Gaussian mixtures per state. A silence and short-pause
model are also employed. All models are bootstraped from a
segmentation of the audio channel of the database, obtained by
an audio-only HMM with identical topology, and trained by the
expectation-maximization algorithm. For testing, Viterbi de-
coding is used with no grammar or language model present (i.e.,
no constraints are imposed on the digit string length). The HTK
toolkit is utilized for both system training and testing [19].
Such HMMs are trained on both holistic visual features, as
well as for each of the patch based feature representations, since
we are interested in comparing speechreading performance be-
tween the two approaches as well as across the various patches.
In addition, in our experiments in Section 4, we also com-
bine patch-based models with the holistic HMM. This is per-
formed employing the decision fusion framework by means of
a two-stream HMM [8]. In this approach, concatenated holistic
and patch features are considered generated by the two-stream
HMM, arising by combining two single-stream HMMs of iden-
tical topology (states and transitions), one modeling the holistic
features, the other the patch based ones. The state-conditional
observation log-likelihood of the resulting HMM is a linear
combination of the ones of its two single-stream HMM com-
ponents. In the experiments reported in Section 4, the HMM
parameters are obtained using the expectation-maximization al-
gorithm [19]. The weights employed in the linear combination
of the two log-likelihoods are estimated at the end of the train-
ing procedure, by minimizing the word error rate on the held-
out data set (see Section 2).
4. Experiments
Following the overview of the speechreading system com-
ponents, we next proceed with our experiments. These are
grouped into two subsections, one for each of the two views
of interest.
4.1. Frontal-View Experiments
As already described in Section 3.3, for frontal views we
consider nine 16×16-pixel patches as a decomposition of the
frontal holistic ROI (see also Fig. 5). Following this step,
40-dimensional visual features are extracted, and HMMs are
trained for each patch. Recognition results are depicted in Ta-
ble 1 and are compared to the holistic system (40-dimensional
visual features on the entire ROI).




Figure 5: Examples of the frontal-view ROI, decomposed into
nine patches. The patches are numbered 1 to 9, from top-to-
bottom, and left-to-right, as depicted in the ﬁgure.
WER (%)
Patches 1–3 47.53 54.80 49.19
Patches 4–6 33.98 33.94 33.46
Patches 7–9 39.92 38.55 47.86
Holistic 27.66
Table 1: Frontal-view lipreading performance of each of the
nine 16×16-pixel patch-based systems, also compared to the
holistic approach. All results are in word error rate (WER), %.
stems from the middle band of the ROI (patches 4–6). This of
course is not surprising, as these ROI areas contain most visible
articulators such as the lips, teeth and tongue. It can be seen
that the area of the ROI that contains the least amount of visual
speech information is patch 2, which corresponds to the nose
and surrounding areas. This shows that the top of the ROI is the
least effective for lipreading due to its ﬁxed nature.
These results highlight a potential problem with the holistic
approach. Noting that most of the lipreading performance stems
from the ROI center (patches 4–6), it is a possibility that when
executing the holistic approach, some of this speech discrimi-
nation power is diminished in an effort to incorporate the entire
ROI into the feature representation. To investigate whether this
is the case or not, we fuse the holistic representation with each
16×16 pixel patch. The hope is that any important informa-
tion, possibly lost or diminished in the holistic representation,
will be reenforced by the introduction of a local patch. In these
experiments, only the holistic and individual patches are used,
combined by means of a two-stream HMM. In particular, 40-
dimensional holistic features and 20-dimensional patch-based
ones are fused, in an effort to keep the concatenated feature di-
mensionality low. The results are reported in Table 2.
These results suggest that by fusing each patch with the
WER (%)
Patches 1–3 27.70 27.98 27.67
Patches 4–6 26.84 26.76 26.79
Patches 7–9 27.02 27.15 28.21
Holistic 27.66
Table 2: Frontal-view lipreading performance of each individ-
ual patch fused together with the holistic system by means of a
two-stream HMM. The stand-alone holistic system performance







Figure 6: Examples of the proﬁle-view ROI, decomposed into
nine patches. The patches are numbered 1 to 9, from top-to-
bottom, and left-to-right, as depicted in the ﬁgure.
WER (%)
Patches 1–3 69.94 64.97 61.93
Patches 4–6 55.32 48.48 49.38
Patches 7–9 58.60 49.67 66.49
Holistic 38.88
Table3: Proﬁle-viewlipreadingperformanceofeachofthenine
16×16-pixel patch-based systems, compared to the holistic ap-
proach.
holistic representation, a slight improvement over the holistic-
only result for most patches can be achieved (except for patch
2). This appears to support the hypothesis that some important
visual speech classiﬁcation information is lost, when visual fea-
tures are calculated for the entire patch. However, by fusing
the features of more salient regions with holistic ones, some of
this important local information can be retained, thus improving
overall lipreading performance. This is highlighted by the per-
formanceofpatch5features, whenfusedwithholisticones, that
achieves a 26.76% WER, as compared to 27.66% of the holis-
tic representation alone. Nevertheless, this represents a rather
small improvement at the price of a signiﬁcant computational
increase.
4.2. Proﬁle-View Experiments
Similarly to Section 4.1, and as described in Section 3.3, for
proﬁle views we consider nine 16×16-pixel patches as a de-
composition of the proﬁle holistic ROI (see also Fig. 6). Fol-
lowing this step, 40-dimensional visual features are extracted
and HMMs trained for each patch. Recognition results are de-
picted in Table 3, and are also compared to the holistic system
(40-dimensional features on the entire proﬁle ROI).
Not surprisingly, these results demonstrate that the region
WER (%)
Patches 1–3 39.83 39.34 39.20
Patches 4–6 39.04 38.51 38.89
Patches 7–9 39.27 38.91 39.53
Holistic 38.88
Table 4: Proﬁle-view lipreading performance of each individual
patch fused together with the holistic system employing a two-
stream HMM. The stand-alone holistic system performance is
also shown.
72containing the lips and jaw is the most useful for lipreading
(patches 5, 6, and 8). This again backs up the hypothesis that
movement of the visible articulators is of most beneﬁt to rec-
ognizing visual speech. As for the frontal case, the nose region
appears to be of little value for lipreading (patch 2), as well as
the regions which contain the background (patches 1 and 7), or
the skin around the lips (patches 3 and 9). Note however that
background patches 1 and 7 may contain important lip protru-
sion information, possibly complementary to the frontal view.
To determine if any information in the holistic represen-
tation is lost by including the less pertinent areas of the pro-
ﬁle ROI, fusion of each of the patches is performed with the
holistic representation using a two-stream HMM. The results
for these experiments are depicted in Table 4. Similarly to the
frontal view, only a slight improvement over the holistic system
is gained from fusing the middle patch (patch 5) – a WER of
38.71% compared to 38.88%. For all other patches, similar or
worse performance is achieved, which suggests that little or no
additional information is included by this approach.
5. Conclusions
In this paper we conducted a novel analysis using patches ap-
plied on both the frontal and proﬁle mouth ROIs to determine
the saliency of their various parts in the task of visual speech
recognition. We showed that in both views, the middle patch
containing most visible articulators, such as the lips, teeth, and
tongue, provided the most visual speech information for auto-
matic speechreading. However this information was less than
that of holistic features extracted from the entire ROI. Neverthe-
less, fusion of holistic and the best patch based features slightly
improved visual speech recognition performance, compared to
the holistic approach, at an increased computational cost.
This work represents our ﬁrst effort to deviate from the tra-
ditional holistic visual appearance feature extraction schemes,
popular in the AVASR literature. In future work, we will inves-
tigate the possibility of fusing the patch-based features across
the various patches, by employing an appropriate multi-stream
HMM. This framework will allow allocating individual weights
to the various patches, based on their contribution to overall
lipreading performance. This approach is expected to poten-
tially be of beneﬁt in several scenarios, for example when local-
ized visual noise corrupts speciﬁc patches, or when mouth ROI
asymmetry is present.
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