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Abstract 
Let A c B be an extension of integral domains and X an indeterminate. We study various 
factorization properties which are weaker than unique factorization in integral domains of the 
form A +XI$Y] or A +XS[[X]], and in integral domains arising as pullbacks. @ 1999 Elsevier 
Science B.V. All rights reserved. 
1991 Math. Subj. Class.: 13G05, 13A05, 13F99 
0. Introduction 
This paper continues the investigation of various factorization properties weaker 
than unique factorization in integral domains begun in [2,3,5,12]. Let A c B be an 
extension of integral domains and X an indeterminate. The three main objectives 
of this paper are to: (1) study factorization in integral domains of the form A + 
XB[[X]] (={~(X)EB[[X]] 1 f(O)eA}), (2) extend results from [12] on factorization 
in integral domains of the form A +XB[X] (={f(X)~B[xl 1 f(O)&4}), and (3) study 
factorization properties in integral domains arising as pullbacks. This study enables us 
to construct several new examples of these types of domains satisfying various factor- 
ization properties. These factorization properties for A +XB[X] and A +XB[ [Xl] depend 
on factorization properties in A and B, and on U(A) and U(B). Similar results hold 
for pullbacks in the quasilocal case, but not in general. 
We first recall the various factorization properties for an integral domain R which 
we will study here. Following Cohn [16], we say that R is atomic if each nonzero 
nonunit of R is a product of a finite number of irreducible elements (atoms) of R. 
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We say that R satisfies the ascending chain condition on principal ideals (ACCP) if 
there does not exist an infinite strictly ascending chain of principal integral ideals of R. 
The domain R is a bounded factorization domain (BFD) if R is atomic and for each 
nonzero nonunit of R there is a bound on the length of factorizations into products of 
irreducible elements. We say that R is a half-factorial domain (HFD) if R is atomic 
and each factorization of a nonzero nonunit of R into a product of irreducible elements 
has the same length. This concept was introduced by Zaks in [30]. The domain R is 
an idf-domain (for irreducible-divisor-finite) if each nonzero element of R has at most 
a finite number of nonassociate irreducible divisors. They were introduced by Grams 
and Warner in [23]. We will be mainly interested in atomic idf-domains. These are 
the domains in which each nonzero nonunit has only a finite number of factorizations 
up to order and associates, and such a domain is called a finite factorization domain 
(FFD). BFDs and FFDs were introduced in [2]. 
In general, 
HFD 
3 B 
UFD =+ FFD + BFD =+ ACCP + atomic 
% u 
idf-domain 
Examples given in [2] show that no other implications are possible. 
In the first five sections, we restrict our attention to factorization in integral domains 
of the form A + XB[X] or A + XS[[X]], where A c B is an extension of integral 
domains, and X is an indeterminate. Some special cases of these constructions include 
the D + XD,[X] construction studied in [ 171, and when B is a field, they are special 
cases of the (generalized) D + M construction introduced in [ 151. In [2], the above 
factorization properties were studied in arbitrary integral domains, and in [3], various 
factorization properties were investigated for R a ring between A[X] and B[X], where 
B = qf(A). In [ 121, these factorization properties were studied for domains of the form 
A +XB[X]. We continue their investigation of factorization in integral domains of the 
form A + XB[X] and extend it to domains of the form A + XB[[X]]. 
In the first section, we investigate the atomic and ACCP properties. In Section 2, 
we study BFDs. Sections 3 and 4 study FFDs and idf-domains, respectively. Section 5 
investigates HFDs. We completely determine when either construction satisfies ACCP, 
is a BFD, or an FFD. However, the idf and HFD properties are more elusive, and 
we only obtain partial results. In the final section, we investigate these factorization 
properties with respect to pullbacks of the form R = q-‘(D), where T is an integral 
domain with maximal ideal A4 and residue field K = T/M, rp : T -+ K is the natural 
projection, and D is a subring of K. This generalizes results for the (generalized) 
D + M construction from [2]. If T is quasilocal, then things behave nicely, just as 
for the (generalized) D + M construction. However, if T is not quasilocal, they do 
not. Note that none of these constructions yield unique factorization domains (UFDs) 
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except in certain trivial cases (e.g., if A = B and A is a UFD, or A4 = (0) and R = D 
is a UFD). 
General references for any undefined terminology or notation are [20,21,26]. For 
an integral domain R, let R* denote its set of nonzero elements, U(R) its group of 
units, and qf(R) its field of quotients. Throughout, Z, Z+, Q, [w, and C denote the 
integers, nonnegative integers, rational numbers, real numbers, and complex numbers, 
respectively, and X is always an indeterminate. 
1. Atomic domains and ACCP 
In this section, we investigate when the A + XB[X] and A + XB[[X]] constructions 
yield domains that are either atomic or satisfy ACCP. Recall that an integral domain 
R is atomic if each nonzero nonunit of R is a product of irreducible element (atoms) 
of R. It is well known that any domain which satisfies ACCP is atomic. However, the 
converse is not true, but examples are rather hard to come by. The first such example 
is due to Grams [22, Example 2.11; other examples have been given by Zaks [32] 
and Roitman [27]. Examples of domains satisfying ACCP include Noetherian domains 
and Km11 domains. We will repeatedly use the fact that if R c T is an extension of 
integral domains with U(T) n R = U(R), then R satisfies ACCP if T satisfies ACCP 
[22, Proposition 2.11 (this is not true for the atomic property [2, Example 6.11). 
We first determine necessary and sufficient conditions for the domains A + XB[X] 
and A + XB[[X]] to satisfy ACCP; this generalizes the well known fact that B[X] and 
B[[X]] each satisfy ACCP if and only if B satisfies ACCP. The polynomial part of 
Corollary 1.2 has been observed in [ 12, Proposition 1.11, and the polynomial part of 
Corollary 1.4 is from [ 12, Corollary 1.3 and Proposition 2.11. Also, see [ 10, Theo- 
rem 2.11. 
Proposition 1.1. Let A c B be an extension of integral domains. Then the following 
statements are equivalent: 
(1) R = A + XB[X] sati$es A CCP. 
(2) T = A + XB[[X]] satisjies ACCP. 
(3) Every ascending chain blA c bzA c . . . with each b, EB terminates. 
(4) lJ(B)flA = U(A) and every ascending chain blBc b,Bc ... with each b,EB 
nonzero and b, lb,,+, E A terminates. 
Proof. (1) + (3): Suppose that R = A+XB[X] satisfies ACCP and that blA c b2A c . . . 
with each b, E B. Then blXR c b2XR c . . ’ is a chain of principal ideals of R, and this 
chain terminates since R satisfies ACCP. Thus the chain (bnA)nz 1 also terminates. 
(3) * (I): Suppose that (3) holds. Let f,R c f2R c . . . be an ascending chain of prin- 
cipal ideals of R. We may assume that each fn is nonzero; and since deg fn+l <deg fn, 
we may also assume that all fn have the same degree. Let 6, E B be the leading co- 
efficient of fn. Then we have the ascending chain b,A c bzA c . . . By hypothesis, the 
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chain stabilizes for some k. Hence bi/‘bi+l E U(A) for all i 2 k. Thus the chain (fnR)n 2 1 
terminates; so R satisfies ACCP. The proof that (1) + (4) is similar. (Note that the 
condition in (3) that each ascending chain (b,A) n2 1 terminates implies that A satis- 
fies ACCP and U(B) fX4 = U(A). Also, the conditions in (4) imply that A satisfies 
ACCP.) The proof that (2) * (3) is similar to the proof of (1)~ (3), but uses the 
order function on B[[X]] instead of the degree function on B[X]. 0 
Corollary 1.2. Let A c B be an extension of integral domains. If A is a field, then 
R = A + XB[X] and T = A + XB[[X]] each satisfy ACCP. 
Proof. This follows directly from Proposition 1.1 since if A is a field, then condition 
(3) in Proposition 1.1 holds. 0 
Corollary 1.3. Let A c B be an extension of integral domains such that B satisjes 
ACCP. Then the following statements are equivalent: 
(1) R = A + XB[X] satisfies ACCP. 
(2) T = A + XB[[X]] satisfies ACCP. 
(3) U(B) n A = U(A). 
Proof. This follows directly from Proposition 1.1. q 
We next show that the converse to Corollary 1.2 holds in the special case when 
qf(A) c B. In particular, this holds when B is a field. Later results will show that 
much stronger factorization properties hold when A is a field. 
Corollary 1.4. Let A c B be an extension of integral domains such that qf(A) c B. 
Then the following statements are equivalent: 
(1) R = A +XB[X] satisjes ACCP. 
(2) T =A +XB[[X]] satisfies ACCP. 
(3) R=A +XB[X] is atomic. 
(4) T =A + XB[[X]] is atomic. 
(5) A is a field. 
Proof. (1) H (2) follows from Proposition 1 .l, (1) + (3) and (2) + (4) follow since 
any domain satisfying ACCP is also atomic, and (5) + (1) by Corollary 1.2. For 
(3) + (5), suppose that R is atomic, but A is not a field. Then there is an a E U(B) n A 
with a 4 U(A). For 0 #b E B, the factorization bX = a(a-‘bX) shows that bX is not 
irreducible in R. Thus X is not a finite product of irreducibles in R, and hence R is 
not atomic. Thus (3)+(5). The proof that (4)+(5) is similar. 0 
The polynomial parts of our next result have been observed in [12, Proposition 1.21. 
Note that condition (1) of Corollary 1.5 holds if B satisfies ACCP and B is integral 
over A. 
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Corollary 1.5. Let A c B be an extension of integral domains. Consider the following 
statements: 
(1) B satisjes ACCP and U(B) fl A = U(A). 
(2) R =A +XB[X] satisjes ACCP. 
(3) T = A + XB[[X]] satisjes ACCP. 
(4) A satisjies ACCP and U(B) n A = U(A). 
Then (l)+(2), (2)@(3), and (3)+(4). 
Proof. (1) + (2) follows directly from Corollary 1.3. (2)+(3) is just (1) # (2) of 
Proposition 1.1. (3) * (4) follows from (2) * (4) of Proposition 1.1. 0 
We next collect several observations related to our earlier results. 
Remark 1.6. (a) Examples given in [ 12, Remark 41 show that the two “+” implica- 
tions of Corollary 1.5 are not reversible. Also, in (1) + (2) of Corollary 1.5, “ACCP” 
may not be replaced by “atomic” [2, Example 6.11. This observation also follows since 
Roitman [27] has shown that B atomic does not imply that B[X] is atomic (cf. [2, 
pp. 5-61). We do not know if R[[X]] is atomic if R is atomic, or conversely. 
(b) In [2, p. 51, it is observed that B[X] is atomic for Grams’ example of an atomic 
integral domain B that does not satisfy ACCP. Hence for Grams’ domain B, and with 
A = B, the domain A + XB[X] is atomic, but does not satisfy ACCP. 
(c) As observed in the proof of Proposition 1.1, the condition in (3) of Proposi- 
tion 1 .l that each ascending chain (b,A) ,,>I terminates implies that A satisfies ACCP 
and U(B) n A = U(A). Also, the conditions in (4) of Proposition 1.1 imply that A 
satisfies ACCP. 
(d) Corollary 1.4 may also be proved using [2, Proposition 1.21. Since R = A+XB[X] 
(resp., A +XB[[X]]) is a subring of T =qf(A) +XB[X] (resp., qf(A) +XB[[X]]) and 
T satisfies ACCP (and hence is atomic) by Corollary 1.2, then R also satisfies ACCP 
(or is atomic) if and only if A is a field (i.e., A=qf(A)). 
(e) [3, Proposition 5.21 gives necessary and sufficient conditions for A + XB[X] to 
satisfy ACCP when B c qf(A). (Also, cf. [3, Theorem 7.51.) 
The polynomial part of the final result of this section sharpens [ 12, Proposition 1.71, 
which in turn generalized [3, Example 5.11. 
Proposition 1.7. Let A c B be an extension of integral domains such that A, the 
integral closure of A in its quotient jield, is a Krull domain and B is integral over A. 
Then R = A + XB[X] and T = A + XB[[X]] each satisfy ACCP. In particular, R and 
T each satisfy ACCP if A is Noetherian and B is integral over A. 
Proof. It is enough to verify condition (3) of Proposition 1.1. Let b,A c b2A c . . . 
be an ascending chain with each bi EB. Let K be the quotient field of A. Then 
L = K[bl] is a finite algebraic extension of K since B is integral over A, and each 
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bi EL. Let D be the integral closure of A (equivalently, of 2) in L. Then D is a Krull 
domain by [21, Theorem 43.131, and hence D satisfies ACCP, and each bi ED. Thus 
the chain blD c bzD c . . terminates, and hence so does the chain (b,A),,>l since 
U(D) 0 A = U(A) as D is integral over A. Thus condition (3) of Proposition 1.1 holds, 
so R and T each satisfy ACCP. The “in particular” statement holds since the integral 
closure of a Noetherian domain is a Km11 domain [20, Theorem 4.31. 0 
Example 1.8. (a) Let L be any field with charL = 0, and let B be the integral closure of 
Z in L. Then R = Z+XB[X] and T = Z+XB[[X]] each satisfy ACCP by Proposition 1.7. 
Note that if L = C, then B = 2, the ring of all algebraic integers, does not satisfy ACCP 
(cf. Remark 2.4(c)). 
(b) Let A be an integral domain satisfying ACCP, and X and Y be indeterminates. 
Then A[Y] and A[[Y]] each satisfy ACCP. Hence R = A + X4 [ Y][X] = A + X4 [X, Y] 
and T = A + X4 [ [ Y]][ [Xl] = A + X4 [[X, Y]] each satisfy ACCP by Corollary 1.3. 
2. Bounded factorization domains 
In this section, we study bounded factorization domains. Recall that an atomic 
domain R is a bounded factorization domain (BFD) if for each nonzero nonunit x E R, 
there is a positive integer N(x) such that whenever x =x1 . . . x, as a product of irre- 
ducible elements of R, then n <N(x) (equivalently, we may just assume that each xi 
is a nonunit of R [2, Theorem 2.41). Examples of BFDs include Noetherian domains 
and Krull domains [2, Proposition 2.21, and a BFD satisfies ACCP. Also, R[X] and 
R[[X]] are each BFDs if and only if R is a BFD [2, Proposition 2.51. We will also 
use the characterization that an integral domain R is a BFD if and only if there is a 
function f : R* --f Z + such that (i) f(x) = 0 if and only if x E U(R), and (ii) f(xy) 2 
f(x) + f(y) for all x, YE R* [2, Theorem 2.41. We will call such a function f a 
BF-length function. It follows (by restricting a BF-length function f from T to R) 
that if R c T is an extension of integral domains with U(T) rl R = U(R), then R is a 
BFD if T is a BFD [2, p. 91. 
We first show that the domain A + XB[X] is a BFD if and only if A + XB[[X]] 
is a BFD, and then give necessary and sufficient conditions for the A + XB[X] and 
A + XB[[X]] constructions to yield BFDs. We will need the following new definition. 
Let A c B be an extension of integral domains. We say that B is a boundedfactorization 
domain with respect o A (A-BFD) if for each nonzero nonunit b E B, there is a positive 
integer N(b) such that whenever b = bl . . . b, with each bi E B a nonunit, then at most 
N(b) of the hi’s are in A. Clearly a BFD B is an A-BFD for any subring A of B; any ex- 
tension domain B of a field A is an A-BFD; and if B is an A-BFD and U(B) n A = U(A), 
then A is a BFD (see Remark 2.4(b)). BFDs were not considered in [12]. 
Proposition 2.1. Let A c B be an extension of integral domains. Then the following 
statements are equivalent: 
(1) R=A+XB[X] is a BFD. 
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(2) T =A + XB[[X]] is a BFD. 
(3) U(B)nA = U(A) and B is an A-BFD. 
Proof. ( 1) =+ (2): Suppose that R = A +XB[X] is a BFD. We thus have an associated 
BF-length function I : R* + Z+. Define I’ : T* + Z+ by Z’(a,X” + . .) = Z(a,P) + n 
(here a, # 0). One easily verifies that (i) I’(a,X” + . . .) = 0 if and only if n = 0 and 
a0 E U(R) = U(A), if and only if a0 + atX f. . . E U(T); and (ii) I’(fg) > I’(f) + l’(g) 
for all ,f, gE T*. Thus 1’ is a BF-length function for T, and hence T is also a BFD. 
(2) + (1): Suppose that T=A+XB[[X]] 1s a BFD with BF-length function 1: T* + 
Z,. Define 1’ : R* + Z+ by /‘(a~ + atX +. . . + u,X”) = /(a0 + alX + . . . + u,Xn) + II 
(here a, # 0). One again easily verifies that I’ is a BF-length function for R, and thus 
R is also a BFD. 
(1) + (3): Suppose that R is a BFD. Then U(B) n A = U(A) by Proposition 1.1 since 
a BFD satisfies ACCP. Note that B is an A-BFD since any factorization b = al . . ambl 
. . b, in B with each ui E A a nonzero nonunit and each bj E B -A a nonunit gives rise 
to a factorization bX = (al . . . u,)(bl . . . b,X) of m + 1 nonunits in R. 
(3) 3(l): Suppose that U(B)nA= U(A) and B is an A-BFD. We have already 
observed that A is a BFD. Let f=bo+...+b,X”cR with b,#O and n>l, and 
let N(bn) be a bound for the number of nonunit factors in A of a factorization of b, 
in B. Then f can be a product of at most n + N(b,) nonunit factors in R. Thus R 
is a BFD. 0 
Corollary 2.2. Let A c B be an extension of integral domains such that B is a BFD. 
Then the following statements are equivalent: 
(1) R=A+XB[X] is a BFD. 
(2) T =A + XB[[X]] is a BFD. 
(3) U(B) nA = U(A). 
Proof. This follows directly from Proposition 2.1 since the BFD B is also an 
A-BFD. 0 
Corollary 2.3. Let A c B be an extension of integral domains such that qf(A) c B. 
Then the following statements are equivalent: 
(1) R=A+XB[X] is a BFD. 
(2) T =A +XB[[X]] is a BFD. 
(3) A is a jield. 
Proof. (1) w (2) is just Proposition 2.1. Observe that if qf(A) c B, then U(B) nA = 
U(A) if and only if A is field. Thus (1)~ (3) by Proposition 2.1 since any extension 
of a field A is an A-BFD. 0 
The above two corollaries are the BFD analogs of Corollaries 1.3 and 1.4, respec- 
tively. We end this section with some remarks and an example. 
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Remark 2.4. (a) Note that if A is a field, then R=A +XB[X] and T =A +XB[[X]] 
are each BFDs for any extension B of A. This follows from Proposition 2.1 (also, 
cf. Proposition 5.1). Also, if B is a field, then by Corollary 2.3, R and T are each 
BFDs if and only if A is a field. 
(b) If A +XB[X] is a BFD, then A is a BFD by Proposition 2.1 and the comments 
preceding it. However, the converse is false as Z+XQ[X] does not even satisfy ACCP. 
(c) Note that even if A is not a field, the condition that B is a BFD is not necessary 
for R or T to be a BFD. Let 2 be the ring of all algebraic integers. In [3, Example 5.11, 
it is shown that Z +Xz[X] is a BFD (and thus Z +Xt[[X]] is also a BFD), but 2 
is not a BFD. However, z is a Z-BFD. 
(d) Corollary 2.3 also follows from [2, Proposition 2.81 as in Remark 1.6(d). 
Example 2.5. Let A be a BFD, and X and Y indeterminates. Then A[ Y] and A [[Y]] are 
each BFDs, and hence R =A+XA[Y][X] =A+X4[X, Y] and T =A+X4[[Y]][[X]] =A+ 
X4[[X, Y]] are each BFDs by Corollary 2.2. 
3. Finite factorization domains 
In this section, we give necessary and sufficient conditions for the A + XB[X] and 
A + XB[[X]] constructions to yield FFDs. However, unlike the earlier factorization 
properties, A + XB[X] may be an FFD, but A + XB[[X]] not an FFD. Recall that an 
integral domain R is a finite factorization domain (FFD) if each nonzero nonunit of 
R has only a finite number of nonassociate divisors and hence, only a finite number 
of factorizations up to order and associates. By [2, Theorem 5.11, an FFD is just an 
atomic idf-domain. Examples of FFDs include UFDs and Krull domains [2, p. 141, and 
an FFD satisfies ACCP, but a Noetherian domain need not be an FFD (for example, 
R = Iw + XC[X] is a Noetherian HFD, but not an FFD [2, Example 4.1(a)] since 
C*/[w* is infinite (cf. Proposition 3.1)). The preceding domain R = [w + XC[X] with 
T = C[X] also shows that for an extension R c T of integral domains, we may have 
U(T) n R = U(R) and T an FFD, but R not an FFD. However, if T is an FFD and 
U(T) n qf(R) = U(R), then R is an FFD [2, p. 171. Also, R[X] is an FFD if and only 
if R is an FFD [2, Proposition 5.31. FFDs have also been extensively investigated in 
[7], also see [24]. In [12, Proposition 4.21, it is proved that R=A +XB[X] is an FFD 
if B is an FFD and U(B) = U(A); this is a special case of Proposition 3.1. 
We first determine when A +XB[X] is an FFD. Note that although U(B) n A = U(A) 
since an FFD satisfies ACCP, we do not need to assume that U(B) fl A = U(A). In fact, 
for any extension A c B of integral domains, if the factor group U(B)/U(A) is finite, 
thenU(B)nA=U(A)(proof:IfaEU(B)nAanda~U(A),thena”U(A)=a”U(A)~ 
m = it. Hence U(B)/U(A) is infinite, a contradiction). However, unlike our earlier fac- 
torization properties, these results depend on the multiplicative group U(B)/U(A). 
Proposition 3.1. Let A c B be an extension of integral domains. Then R = A +XB[X] 
is an FFD if and only if B is an FFD and U(B)jU(A) is jinite. 
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Proof. Suppose that R = A + XB[X] is an FFD. Since R and B[X] have XB[X] as a 
nonzero common ideal, we have that U(B[X])/U(R) is finite and B[X] is an FFD 
by [7, Theorem 41. Thus U(B)/U(A) = U(B[X])/U(R) is finite and B is an FFD. 
Conversely, suppose that B is an FFD and U(B)/U(A) is finite. Then B[X] is an 
FFD and (U(B[X]) n qf(R))/U(R) = U(B)/U(A) is finite. Hence R is an FFD by [7, 
Theorem 31. q 
The next corollary (and Corollary 3.4) is the analog for FFDs of Corollaries 1.4 
and 2.3. Corollary 3.2 (resp., Corollary 3.4) is also a consequence of [2, Proposi- 
tion 5.21 and Proposition 3.1 (resp., Proposition 3.3). 
Corollary 3.2. Let A c B be an extension of integral domains such that qf(A) C B. 
Then R = A+XB[X] is an FFD ifand only ij’A is afield, B is an FFD, and U(B)/U(A) 
is ,finite. 
Proof. Suppose that R = A + XB[X] is an FFD. Since R is atomic, A is a field by 
Corollary 1.4. By Proposition 3.1, B is an FFD, and U(B)/U(A) is finite. The converse 
follows directly from Proposition 3.1 0 
For the next result, the power series analog of Proposition 3.1, we need to assume 
that B[[X]] is an FFD, rather than just B is an FFD, since B an FFD need not imply 
that B[[X]] is an FFD. In fact, by [7, Corollary 21, if B[[X]] is an FFD, then B is 
completely integrally closed. For example, if K c F is a proper extension of finite fields 
and Y is an indeterminate, then B = K + YF[[Y]] is an FFD, but B[[X]] is not an FFD 
[7, Example lo]. In general, by Proposition 3.1 and Proposition 3.3, if T =A+XB[[X]] 
is an FFD, then R =A + XB[X] is also an FFD. However, for A = B = K + YF[[Y]] 
as above, R = A + XB[X] = B[X] is an FFD, but T = A + XB[[X]] = B[ [Xl] is not an 
FFD. 
Proposition 3.3. Let A c B be an extension of integral domains. Then R = A+XB[[X]] 
is an FFD if and only if B[[X]] is an FFD and U(B)/U(A) is jinite. 
Proof. Suppose that R = A + XB[[X]] is an FFD. Since R and B[[X]] have XB[[X]] 
as a nonzero common ideal, we have that U(B[[X]])/U(R) is finite and B[[X]] is an 
FFD by [7, Theorem 41. Thus U(B)/U(A) E U(B[[X]])/U(R) is also finite. Conversely, 
suppose that B[[X]] is an FFD and U(B)/U(A) is finite. Then (U(B[[X]]) nqf(R))l 
U(R)= U(B[[X]])/U(R) ” U(B)/U(A) is finite. Hence R is an FFD by [7, Theorem 31. 
Corollary 3.4. Let A c B be an extension of integral domains such that qf(A) c B. 
Then R = A + XB[[X]] is an FFD if and only if A is a jield, B[[X]] is an FFD, and 
U(B)/U(A) is finite. 
Proof. This follows directly from Corollary 1.3 and Proposition 3.3. 0 
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Remark 3.5. We have already observed that U(B) nA = U(A) when U(B)/U(A) is 
finite. Also, in Proposition 3.1 (resp., Proposition 3.3), if R=A +XB[X] (resp., A + 
XB[[X]]) is an FFD, then A is also an FFD. This follows from [2, p. 171 since 
U(R)fIqf(A) = U(A). Similarly, in Corollaries 3.2 and 3.4, we do not need to 
assume that A is a field. 0 
Example 3.6. (a) Let A be an FFD, and let X and Y be indeterminates; then B = A[ Y] 
is also an FFD. Hence A + XA[Y][X] = A + X4[X, Y] is an FFD. More generally, 
A +JW{Ya)I[4=A +WX{Ya)l is an FFD for any family of indeterminates {YE}. 
(b) ([7, Example 51). Suppose that B is a field. Then by Corollaries 3.2 and 3.4, 
A +XB[X] and A +XB[[X]] are FFDs if and only if A is a field and B*/A* is finite. 
By Brandis’ theorem [ 141, B*/A* is finite if and only if either A = B or B is finite. 0 
4. Idfdomains 
In this section, we determine some sufficient conditions for A + XB[X] and A + 
XB[[X]] to be idf-domains. Recall that a domain R is an idf-domain if each nonzero 
element of R has at most a finite number of nonassociate irreducible divisors, and that 
an atomic idf-domain is an FFD. A UFD, or an FFD, is obviously an idf-domain, and at 
the other extreme, a domain with no irreducible elements is vacuously an idf-domain. 
It is an open question whether R[X] is an idf-domain when R is an idf-domain [2, 
Question 2, p. 141. However, the discussion before Proposition 3.3 shows that R an 
idf-domain does not imply that R[[X]] is an idf-domain. idf-domains were not consid- 
ered in [12]. 
We first consider the case when U(B) n A = U(A). Unlike our earlier factoriza- 
tion properties, A + XB[X] and A + XB[[X]] may be idf-domains without having 
U(B) n A = U(A). 
Proposition 4.1. Let A c B be an extension of integral domains uch that U(B) n A = 
U(A). If either R = A +XB[X] or T = A +XB[[X]] is an idf-domain, then U(B)/U(A) 
is finite and A is an idf-domain. 
Proof. Suppose that R is an idf-domain. First, observe that X is irreducible in R since 
U(B) n A = U(A). Also, LXX IX2 in R for each OZE U(B) since X2 = (ccU)(a-‘X). For 
CI, p E U(B), ti and /3X are associates in R if and only if M: = @ for some 2 E U(A). 
Thus U(B)/U(A) is finite if R is an idf-domain. Also, aEA is irreducible in A if and 
only if a is irreducible in R. Thus A is an idf-domain if R is an idf-domain. The proof 
for the case T is an idf-domain is similar. 0 
Unlike the earlier factorization properties (cf. Corollaries 1.4, 2.3, 3.2, and 3.4), R = 
A + XB[X] and T = A + XB[[X]] may be idf-domains when A # qf(A) c B since an 
idf-domain need not be atomic. We next consider the case when A is a field; in this 
D.F. Anderson, D.N. El Abidinel Journal of Pure and Applied Algebra 135 (1999) 107-127 111 
case, R and T are actually FFDs. Propositions 4.2 and 4.3, respectively, show that for 
A = Q and B = Q + YLQ[Y], R and T are not idf-domains since B is not an FFD by 
Corollary 3.2. Thus the converse to Proposition 4.1 fails. 
Proposition 4.2. Let A c B be an extension of integral domains and let R = A+XB[X]. 
If A is a field, then the following statements are equivalent: 
(1) R is an idf-domain. 
(2) U(B)/A* is finite and B is an FFD. 
(3) R is an FFD. 
Proof. By Corollary 1.2, R is atomic. Hence (1) ~(3). The equivalence of (2) and 
(3) is just Proposition 3.1. q 
Proposition 4.3. Let A c B be an extension of integral domains and let R = A + 
XB[[X]]. If A is a field, then the following statements are equivalent: 
(1) R is an idf-domain. 
(2) U(B)/A* is finite and B[[X]] is an FFD. 
(3) R is an FFD. 
Proof. By Corollary 1.2, R is atomic, Hence (1) @ (3). The equivalence of (2) and 
(3) is just Proposition 3.3. 0 
Note that if in either of the above two propositions A c B are fields and B*/A* is 
finite, then either A = B or B is finite by Brandis’ Theorem [ 141. 
We now proceed to the case when qf(A) c B and A is not a field. In this case, R =A+ 
XB[X] and T = A+XB[[X]] are never FFDs by Corollary 1.4; and not only must A be an 
idf-domain, but A can have at most a finite number of nonassociate irreducible elements. 
(Atomic domains with only a finite number of nonassociate irreducible elements are 
called Cohen-Kaplansky (CK-) domains and have been studied extensively in [6].) 
The power series case is a special case of [2, Proposition 4.31 and is much easier than 
the polynomial case since qf(A) + XB[[X]] ’ q 1s uasilocal (cf. the proof of Proposition 
4.5), and in this case no conditions are needed on B. 
Proposition 4.4. Let A c B be an extension of integral domains such that qf(A) c B. 
If A is not a field, then R = A +XB[[X]] is an idf-domain tf and only if A has at most 
a finite number of nonassociate irreducible lements. 
Proof. Let T = qf(A) +XB[[X]]; then T is quasilocal since qf(A) is a field. The result 
now follows from [2, Proposition 4.31. 0 
In order to obtain the analog of Proposition 4.4 for the A+XB[X] construction when 
B is a field, we need to remove the quasilocal hypothesis in [2, Proposition 4.31. 
Proposition 4.5. Let T be an integral domain of the form K + M, where M is a 
nonzero maximal ideal of T and K is a subfield of T. Let D be a subring of K. 
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Suppose that D is not a field and M contains at most a finite number of nonas- 
sociate irreducible elements of T. Then R = D -I- M is an idf-domain tf and only tf 
T is an idf-domain and D has at most a finite number of nonassociate irreducible 
elements. 
Proof. First, note that A4 contains no irreducible elements of R when D is not a field 
since m =d(d-‘m) for each 0 # d ED and mEM. Suppose that R is an idf-domain. 
Thus D has at most a finite number of nonassociate irreducible elements. Let 0 # f E T. 
By multiplying by an element of K, we may assume that f has the form 1 + m or m 
for some 0 # m EM. First, assume that f = 1 +m for some 0 # m EM. Up to associates, 
an irreducible divisor g of f in T has the form 1 + m’ for some 0 # m’ EM. Note that 
1 + m’ is also irreducible in R since a + m”ER with a E U(D) is a unit in R if it is a 
unit in T. Since 1 + m has at most a finite number of nonassociate irreducible divisors 
in R, the same also holds in T. Next, suppose that f = m, and let g be an irreducible 
divisor off in T. Since M contains at most a finite number of nonassociate irreducible 
elements of T, we may assume that g = 1 + m’. Thus g is also an irreducible divisor 
of f in R. Hence f has at most a finite number of nonassociate irreducible divisors 
in T. Thus T is also an idf-domain. 
Conversely, suppose that T is an idf-domain and D has at most a finite number of 
nonassociate irreducible elements. Since d + m = d( 1 + d-‘m) for any 0 #d E D and 
m EM, any irreducible element of R has the form d, for d irreducible in D, or 1 + m 
with 0 # m EM. Let f E R and let g E R be an irreducible divisor of f in R. Since D 
has at most a finite number of nonassociate irreducible elements, we may assume that 
g, and hence f, has the form 1 + m. Let { 1 + ml,. . . , 1 + m,} be a complete set of 
nonassociate irreducible divisors of f = 1 + m in T. Since g = 1 + m’ is irreducible 
in R, it is also irreducible in T. Thus g = u( 1 + mi) for some 15 i<n and u E U(T). 
Since necessarily u = 1 + m” for some m” EM, also us U(R). Thus f has only a finite 
number of nonassociate irreducible divisors in R. Hence R is also an idf-domain. Cl 
Corollary 4.6. Let A c B be an extension of integral domains such that B is a field 
and A is not a field. Then R = A + XB[X] is an idf-domain tf and only tf A has at 
most a finite number of nonassociate irreducible lements. 
Proof. The domain R = A +XB[X] is a subring of T = B +XB[X] = B[X]. Then T is 
an idf-domain, in fact an FFD, since B is a field, and every irreducible element of T 
in M =XB[X] is an associate of X. By Proposition 4.5, R is an idf-domain if and only 
if A has at most a finite number of nonassociate irreducible elements. Cl 
Remark 4.7. Let T = K + M and R = D + M. With no hypothesis on M, the proof of 
Proposition 4.5 shows that if T is an idf-domain and D has at most a finite number 
of nonassociate irreducible elements, then R is an idf-domain. However, R= Z(Z) + 
XI&Y] is an idf-domain by Corollary 4.6, but T = Q +XrW[X] is not an idf-domain by 
Proposition 4.2. For example, the above remarks together with Proposition 4.2 show 
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that R =A +XB[X] is an idf-domain if qf(A) c B, B is an FFD, U(B)/qf(A)* is finite, 
and A has at most a finite number of nonassociate irreducible elements. 
Example 4.8. For any prime integer p, R = Z,,)+XQ[X] and T = Z!(,,) +XQ[[X]] are 
each idf-domains, but are not FFDs since they do not satisfy ACCP. Moreover, for any 
domain B containing Q!, T= Zcp) + XB[[X]] is an idf-domain by Proposition 4.4; and 
if B is a field, then R = Zc,) +XB[X] is an idf-domain by Corollary 4.6. Remark 4.7 
shows that R = Z(,) +XQ[Y][X] = Z(,) +XQ[X, Y] is also an idf-domain which is not 
an FFD. I7 
5. Half-factorial domains 
In this section, we determine some sufficient conditions for A + XB[X] and A + 
XB[[X]] to be HFDs. The HFD property has often proved to be very elusive, and our 
study here is no exception. However, we do give several new examples of HFDs. Recall 
that R is a half-factorial domain (HFD) if R is atomic and any two factorizations of a 
nonzero nonunit of R as products of irreducible elements have the same length. Exam- 
ples of HFDs include UFDs, and more generally, any Km11 domain R with ICl(R)j 5 2 
[3 1, Theorem 1.41. By [3 1, Lemma 1.31, an integral domain R is an HFD if and only 
if there is a “length function” 1: R* + Z+ with I(xy) = Z(x) + l(y), im I= Z+, and 
Z(x) = 1 if and only if x is irreducible. If R[X] is an HFD, then R is certainly an 
HFD. However, R[X] need not be an HFD if R is an HFD ([3 1, Theorem 2.41, [3, 
Example 5.41). In fact, if R[X] is an HFD, then R is necessarily an integrally closed 
HFD [18, Theorem 2.21 (see Example 5.5(b)). 
Note that if R = A +XB[X] (resp., T = A + XB[[X]]) is an HFD, then A is an HFD 
and U(R) f! A = U(A) (resp., U(T) n A = U(A)) since an HFD satisfies ACCP. In [12, 
Theorem 3.41, it was shown that if B is a UFD, then R = A +XB[X] is an HFD if A 
is a field; and in [12, Corollary 3.61 (also, cf. [3, Theorem 5.31) that if in addition 
qf(A) c B, then R is an HFD if and only if A is field. 
Our next two results show that for power series, the UFD hypothesis on B is not 
needed; in fact, no hypothesis at all is needed on B. However, in Example 5.3, we 
show that this does not extend to the polynomial case. 
Proposition 5.1. Let B be an extension domain of a field K. Then R = K + XB[[X]] 
is an HFD. 
Proof. Let q be the usual order function on B[[X]] restricted to R. Since K is a field, 
q(f) = 0 if and only if fg U(R). Thus cp defines a length function on R. It is also 
clear that f E R is irreducible if and only if q(f) = 1. Hence R is an HFD. 0 
Corollary 5.2. Let A c B be an extension of integral domains such that qf(A) c B. 
Then R =A +XB[[X]] is an HFD if and only if A is a jield. 
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Proof. This follows directly from Corollary 1.4 and Proposition 5.1 since an HFD 
satisfies ACCP. 0 
Example 5.3. Let K be a field and B = K[S*, S3] for S an indeterminate. Note that 
B is not an HFD. Then R = K + XB[X] = K + XK[S2,S3,X] is not an HFD since 
(S*X + S3X2)(S2X - S3X2) = (S*X)*( 1 - S*X*) with each factor irreducible in R. 
Moreover, if charK=O, then for any II > 1, f=S*(l+SX)“X and g=S*(l -SX)“X 
are each irreducible in R, and fg = (S’X)*( 1 - S*X*)n is the product of 2 and n + 2 
irreducible factors in R. Thus p(R) = co (see Section 6). 
We next answer positively the question raised in [ 12, p. 751, which yields a new class 
of HFDs. The proof uses splitting multiplicative sets as defined in [4,5]. A saturated 
multiplicatively closed set S is called a splitting multiplicative set if for each r ER, 
we have r = as for some a E R and SES such that aR n tR = atR for all t ES. If R is 
atomic, any multiplicative set generated by primes is a splitting multiplicative set [5, 
Corollary 1.71. 
Proposition 5.4. Let A c B be an extension of integral domains such that U(A) = 
U(B), A and B are each UFDs, and each prime element in A is a prime of B. Then 
R = A + XB[X] is an HFD. 
Proof. Let PEA be prime. By hypothesis, p is prime in B, and hence also in B[X]. 
Note that pB n A = pA since if pb = a E A, then some prime factor of a in A must be an 
associate of p in B, and hence in A, since U(A)= U(B). Thus pR= pB[X] nR, so p 
is also prime in R. Hence by [5, Corollary 1.71, S =A- (0) is a splitting multiplicative 
set of R generated by principal primes since R satisfies ACCP by Corollary 1.2. Thus 
Rs =qf(A) +XBs[X] is an HFD by [12, Theorem 3.41 since Bs is a UFD, and hence 
R is an HFD by [5, Theorem 3.31. 0 
Example 5.5. (a) Let A be a UFD, and let X and Y be indeterminates. Then R = A + 
XA[Y][X] =A + xA[X, Y] is an HFD by Proposition 5.4. In particular, Z +XZ[X, Y] 
is an HFD. The special case that R is an HFD when A is a field was observed in 
[12, Example 3151 and [29]. More generally, for {Ya} any family of indeterminates, 
R=A+XA[{Y,}][X]=A+XA[X{Y,}] is an HFD. 
(b) Let R =A f xA[X, Y] be as in (a) above with A a UFD, and let Z be an 
indeterminate. Then R[Z] = A[Z] +XA[X, Y][Z] = A[Z] +xA[Z][X, Y] is again an HFD. 
In particular, for K a field, R = K + XK[X, Y] = K[X,XY,XY2,. . .] is integrally closed, 
but not completely integrally closed. Thus the result that R[Z] is an HFD implies 
that R is integrally closed [18, Theorem 2.21 does not extend to completely integrally 
closed. 
Remark 5.6. (a) The actual hypotheses in [12, Question, p. 751 were that A c B is an 
extension of integral domains such that U(A) = U(B), each irreducible element of A 
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is irreducible in B, and B is a UFD. This implies that A is also a UFD, and thus each 
irreducible element of A is prime. 
(b) In [3, Example 5.51, it is shown that R = Q[t”]+XQ[t][X] is not an HFD for any 
IZ > 1 since (t”X)n = (t”)mXn for 15 m <II are two factorizations of t”“‘X” with lengths 
IZ and m + n, respectively. (Also, [X(X - t)][X(X”-’ +X”-*t +. . + P’)] =X*(2? - 
t”) gives a factorization in R with lengths 2 and 3.) Thus the hypothesis that each 
irreducible element in A is irreducible in B is needed. Note that R is an FFD by 
Proposition 3.1. 
(c) Recall that R a UFD does not imply that R[[X]] is a UFD [20, Ch. 51. Thus for 
A = B a UFD with B[[X]] not a UFD, we suspect that A + XB[[X]] need not be an 
HFD; so the power series analog for Proposition 5.4 probably fails. 
Question. Determine necessary and sufficient conditions so that R = A + XB[X] and 
T = A + XB[[X]] are HFDs. In particular, is R an HFD when A is a field and B[X] is 
an HFD? 
6. Pullbacks 
In this final section, we consider pullbacks of the form R = q-‘(D), where T is an 
integral domain with nonzero maximal ideal M and residue field K = TIM, cp : T -+ K 
is the natural projection, and D is a subring of K. In [2], we determined when the 
(generalized) D+M construction satisfies various factorization properties. In this special 
case of a pullback, T = K + M for K a field contained in T and M a maximal ideal 
of T, and R = D + M for D a subring of K. Specifically, R is atomic (resp., satisfies 
ACCP, a BFD, an HFD) if and only if D is a field and T is atomic (resp., satisfies 
ACCP, a BFD, an HFD); and R is an FFD if and only if D is a field, T is an FFD, 
and K*/D* is finite. In particular, for K c F an extension of fields, A = K + XF[X] 
and B = K + XF[[X]] are each atomic, satisfy ACCP, are BFDs and HFDs; but they 
are FFDs if and only if F*/K* is finite (so either F = K, or F is finite by [14]). If 
T is quasilocal, we show in Proposition 6.3 that these factorization results all extend 
from R = D + M to R = q-‘(D). However, if T is not quasilocal, then R satisfying a 
certain factorization property need not depend on the domains D or T (see Example 
6.6). 
Following Valenza [28], for an atomic integral domain R we define the elastic- 
ity ofR as p(R)= sup{rn/n(xl...x,=yl... y,, with each Xi, yj E R irreducible}, and 
p(R) = 1 if R is a field. Then 1 <p(R) 5 CO, and R is an HFD if and only if p(R) = 1. 
For more information on p(R), see [l] or [S]. Part (2) (and thus (3)) of our next result 
was observed for (generalized) D + M constructions in [ 1, Example 3.71 and [8, The- 
orem 2.61. As in [l], an atomic domain R is called a rationally bounded factorization 
domain (RBFD) if p(R) < 0~). Note that an RBFD is a BFD [8, Theorem 2.21, but not 
conversely since a Dedekind domain R may have p(R) = cc [ 1, Theorem 2.141. 
We first prove two important lemmas relating U(R) and U(T). 
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Lemma 6.1. Let R c T be an extension of integral domains with a nonzero common 
ideal I. If I contains an irreducible lement of R, then U(T) n R = U(R). In particular, 
this holds tf R is atomic and I is prime. 
Proof. We always have U(R) c U(T) n R. Suppose that the inclusion is proper; so 
there is an a E U(T) n R with a # U(R). For any 0 #x E I, the factorization x = a(a-‘x) 
with a-lx EZ shows that x is not irreducible in R. Hence I contains no irreducible 
elements of R, a contradiction. The “in particular” statement is clear. 0 
Lemma 6.2. Let T be an integral domain with nonzero maximal ideal A4, residue 
field K = T/A4, cp : T -+ K the natural projection, D a subring of K, and R = q-‘(D). 
Then U(R) = U(T) n qo-‘(U(D)). In particular, U(T) n R = U(R) when D is a field. 
Moreover, if T is quasilocal, then U(T) n R= U(R) tf and only if D is a Jield. 
Proof. The c inclusion is clear. Conversely, let XE U(T)ncp-I( u(D)). Then x ER 
with q(x) E U(D), and xy= 1 for some y E T. Thus cp(.x)cp(y)= 1, and hence q(y) = 
p(x)-‘EU(D)CD. Thus YES-‘(D)=R; so XEU(R). Hence U(R)=U(T)n 
q-‘( U(D)). The “in particular” statement is clear. The “moreover” statement holds 
since the induced map U(T)-+K* is surjective when T is quasilocal. 0 
We first consider the case when T is quasilocal and determine when R=cp-‘(D) 
satisfies each of the factorization properties in terms of T and D. In this case, D must 
be a field for R to be atomic. 
Proposition 6.3. Let T be a quasilocal integral domain with nonzero maximal ideal 
M, residue field K = Tjh4, cp: T +K the natural projection, D a subring of K, and 
R=qp-‘(D). Then 
(1) R is atomic if and only tf T is atomic and D is a jield. 
(2) If R is atomic, then p(R)=p(T). 
(3) R is an RBFD tf and only tf T is an RBFD and D is a field. 
(4) R satis$es ACCP if and only if T satis$es ACCP and D is a field. 
(5) R is a BFD tf and only tf T is a BFD and D is a jield. 
(6) R is an HFD tf and only tf T is an HFD and D is a field. 
(7) R is an FFD tf and only if T is an FFD, D is a jield, and K*/D* is jinite. 
(K*/D* is jiniteti K is finite or K=D [14].) 
(8) Suppose that D is not a jield. Then R is an idf-domain if and only D has at 
most a finite number of nonassociate irreducible lements. 
(9) Suppose that D is a field. rf M contains an irreducible lement, then R is an 
idf-domain tf and only tf T is an idf-domain and K*/D* is jinite. If A4 contains no 
irreducible lements, then R and T are both idf-domains. 
Proof. ( 1) Suppose that R is atomic. It follows from Lemma 6.1 that U(T) n R = U(R). 
Since T is quasilocal, D must be a field by Lemma 6.2 Thus R is also quasilocal with 
D.F. Anderson, D.N. El AbidineIJournal of Pure and Applied Algebra 135 (1999) 107-127 123 
maximal ideal A4. Let m EM. One can easily show that m is irreducible in Rwm is 
irreducible in T. Thus an XEM is a product of irreducibles in RHX is a product of 
irreducibles in T. Hence T is atomic and D is a field if R is atomic. Conversely, 
suppose that T is atomic and D is a field. Then by Lemma 6.2, R is also quasilocal 
with maximal ideal M. Hence R is atomic by the above comments. 
Since in all the remaining parts except (8) and (9), R and T are atomic, we may 
thus assume in (2)-(7) that D is a field, and hence R is also quasilocal with maximal 
ideal A4. 
(2) This follows easily from (1) since R and T are each quasilocal with maximal 
ideal M and an element of M is irreducible in R if and only if it is irreducible in T. 
(3) This is a direct consequence of (2). 
(4) Let m and II be nonzero elements of M. One easily verifies that mT SnT++rnR 
snR for m, n E M. Hence R satisfies ACCP if and only if T satisfies ACCP. 
(5) This follows from the proof of (4). 
(6) This follows from (1) and (2) since an atomic domain S is an HFD if and only 
if p(S)= 1. 
(7) By [7, Theorems 3 and 41, R is an FFD if and only if T is an FFD and 
U(T)/l_J(R) is finite. Since T is quasilocal, cp induces a sujection U(T)+K*, which 
in turn by Lemma 6.2 induces an isomorphism U( T)/U(R) F K*/D* since D is a field. 
(8) Suppose that D is not a field. In this case, no m EM is irreducible in R since 
for any r6R -M, also reU(T), and thus m=r(r-‘m) with r-‘mEM. Hence R is an 
idf-domain if and only if R has at most a finite number of nonassociate irreducible 
elements. We show that R has at most a finite number of nonassociate irreducibles 
HD has at most a finite number of nonassociate irreducibles. It is sufficient to show 
that (i) an r ER - M is irreducible in RH q(r) is irreducible in D, and (ii) r, s E R-M 
are associates in R%cp(r) and q(s) are associates in D. 
(i) Clearly Y is irreducible if q(r) is irreducible. Conversely, suppose that r is 
irreducible in R and p(r)=ab with a,bcD. Let XER with cp(x)=a. Then x#M. 
In T,r=x(x-‘r) and cp(r)=cp(x)cp(x-‘r)=ab yields cp(x-‘r)=bED; so x-*rER. Thus 
either x or x-‘r is in U(R); so either a or b is in U(D). Hence q(r) is irreducible 
in D. 
(ii) Clearly q(r) and q(s) are associates in D if Y and s are associates in R. 
Conversely, suppose that cp(r)=vcp(s) for some u E U(D). As above, r=s(s-‘r) in 
T with u=s-‘rfU(T). Since cp(u)=u, we have u~U(T)ncp-‘(U(D))=U(R) by 
Lemma 6.2. Hence r and s are associates in R. 
(9) Suppose that D is a field. Then R and T are both quasilocal with maximal ideal 
A4. We have already observed that an meM is irreducible in R if and only if it is 
irreducible in T. Thus if A4 contains no irreducible elements, then R and T are both 
idf-domains. 
Next, suppose that some m EM is irreducible and R is an idf-domain. Then am 1 m2 
for all a E U(T), and for a, p E U(T), am and j3M are associates in Rwafi-’ E U(R). 
Thus U(T)/U(R) is finite, and hence K*/D* E U(T)/U(R) is finite. Clearly T is an 
idf-domain. Conversely, assume that T is an idf-domain and K* jD* E U(T)/U(R) is 
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finite. Let O#XET. If {xi , . . . ,x,.} is a complete set of nonassociate irreducible divisors 
of x in T and {ui, . . . , us} is a set of coset representatives for U(T)/U(R), then {Uixj} 
is a complete set of nonassociate irreducible divisors of x in R. Hence R is also an 
idf-domain. 0 
For our next result, we will say that an integral domain R satisfies property (*) 
locally if Rp satisfies property (*) for each prime ideal P of R. 
Corollary 6.4. Let T be an integral domain with nonzero maximal ideal M, residue 
field K = TIM, q : T + K the natural projection, D a subring of K, and R= q-‘(D). 
Then 
(1) R is locally atomic if and only if D is a field and T is locally atomic. 
(2) Zf R is locally atomic, then for each prime ideal Q # M of R, there is a (unique) 
prime ideal Q’ of T with I= p( TQJ ). 
(3) R satisJies locally ACCP if and only if T satisfies locally ACCP and D is a 
jield. 
(4) R is locally an HFD (resp., BFD, RBFD) if and only if T is locally an HFD 
(resp., BFD, RBFD) and D is a jield. 
Proof. This follows from Proposition 6.3 and the following two general facts about 
pullbacks (cf. [ 191). Let P be a prime ideal of R. Then (i) if A4 $ P, then there is a 
prime ideal Q of T such that QnR = P, and T, = Rp, and (ii) if M c P, then there is 
a unique prime ideal Q of D such that P= cp-l(Q), and Rp = ( cp’)-‘(DQ), where cp’ 
is the natural extension of cp to TM. 0 
Our next result concerns PVDs. As a special case, this includes the (classical) D+M 
construction when T =K+M is a valuation domain with maximal ideal M(cf. [ 131). 
Recall that an integral domain R is a pseudo-valuation domain (PVD) if every prime 
ideal P of R is strongly prime in the sense that if xy~ P for x, y~qf(R), then either 
x E P or y E P. PVDs were introduced by Hedstrom and Houston in [25]. A PVD is nec- 
essarily quasilocal [25, Corollary 1.31, and by [9, Proposition 2.51, a quasilocal domain 
R with maximal ideal M is a PVD if and only if (A4 : M)= {x l qf(R) 1 xA4 CM} 
is a valuation domain with maximal ideal M Hence a PVD R with maximal ideal 
M is the pullback of its residue field R/M in T =(M : M). That an atomic PVD 
is an HFD has been observed in [6, Theorem 6.21 (also see [ll, Theorems 2 
and 31). 
Corollary 6.5. Let R be a PVD with nonzero maximal ideal M and let V =(M : M) 
be its associated valuation overring. Then 
(1) R is atomic (resp., satisjes ACCP, a BFD, an HFD) if and o&y if V is a 
D VR. Zn this case, dim R= 1 and p(R) = 1. 
(2) R is an FFD if and only if V is a DVR and U(V)/U(R) (E(V/M)*/(R/M)*) 
is Jinite. 
D.F. Anderson, D.N. El AbidineiJournal of Pure and Applied Algebra 135 (1999) 107-127 125 
(3) R is an idf-domain if and only if either A4 is a principal ideal of V and 
U( V)/U(R) is finite, or M is not a principle ideal of V. 
Proof. These follow easily from Proposition 6.3 since a valuation domain W with 
maximal ideal N is atomic if and only if it is a DVR, and an m E W is irreducible if 
and only if N=mW. 0 
Note that if either T is quasilocal with R= p-l(D) as in Proposition 6.3 or T =K+M 
with R= D +M, then U(T)n R = U(R) if and only if D is a field. Thus Propositon 6.3 
and the results from [2] for the (generalized) D + M construction may be recast as 
R is atomic (resp., satisfies ACCP, a BFD, an HFD, an FFD) if and only if T is 
atomic (resp., satisfies ACCP, a BFD, an HFD, an FFD with U(T)/U(R) finite) and 
U(T) n R = U(R). It thus seems reasonable to ask if these factorization results also hold 
for a pullback R when T is not quasilocal. 
We next give three examples to show that the pullbacks results in Proposition 6.3 
do not carry over to the case in which T is not quasilocal. 
Example 6.6. (a) Let K be any field and D a subring of K. Then for some set of 
indeterminates {&} and T = Z[{X,}], we have an epimorphism q : T +K. Then T 
is a UFD and hence satisfies all the factorization properties. Let R= p-‘(D). Then 
U(R)= U(T)== { - 1, I}, independent of D. Thus R is atomic, satisfies ACCP, is a 
BFD and an FFD, independent of D. 
(b) Let T=[w[X], M=(X*+l), and cp: T + T/M = C be the natural projection. Then 
R= cp-‘( Iw)= [w + M is not an HFD. This follows from the factorization (X(X2 + 
1))2=X2(X2+1)2 in R since X(X*+1), X2, and X2+1 are all irreducible in R. (How- 
ever, R is locally an HFD by Corollary 6.4(4).) Note also that U(T)= U(R), so R 
satisfies ACCP, and is a BFD and an FFD. More generally, this construction works 
for any field K and maximal ideal M =f(X)K[X] with deg f(X) > 1. 
(c) Let T=Q[n]+X[W[X], cp: T-C be given by q(f(_X))=f(i), and R=cp-l(Q). 
Then cp is surjective and U(LQ[X])nR=Q* =U(R), so R satisfies ACCP, hence is 
atomic, and is a BFD. However, by Corollary 1.4, T is not even atomic. Note that 
U( T)flR = U(R). Also, by Proposition 6.7 below, R is not an FFD. 
We have been unable to determine necessary and sufficient conditions for R = q-‘(D) 
to be atomic, satisfy ACCP, be a BFD, an idf-domain, or an HFD when T is not 
quasilocal. Example 6.6(a) shows that these properties do not depend on D. If R is 
atomic then necessarily U(T) fl R = U(R) by Lemma 6.1. Thus in each case, except for 
idf-domains, we need this hypothesis. However, Example 6.6(c) shows we may have 
U( T)flR= U(R) and R atomic (or even a BFD), and T not atomic. Conversely, if 
U( T)nR= U(R), then R satisfies ACCP (resp., is a BFD) if T satisfies ACCP (resp., 
is a BFD). Example 6.6(b) shows that this does not extend to the HFD property. 
We do however have the following characterization of FFDs. Recall that we have 
U(T)nR= U(R) as a consequence of U(T)/U(R) being finite. 
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Proposition 6.7. Let T be an integral domain with nonzero maximal ideal M, residue 
Jield K = T/M, cp : T +K the natural projection, D a subring of K, and R=cp-‘(D). 
Then R is an FFD if and only if T is an FFD and U(T)JU(R) is jnite. 
Proof. This follows directly from [7, Theorems 3 and 41 as in the proof of 
Proposition 3.1. 0 
Note added in proof. N. Gonzalez has independently obtained a stronger version of 
Proposition 5.4 in her Thesis (Universiti: d’ Aix-Marseille III, 1997). 
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