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SUBSPACE PACKINGS
TUVI ETZION, SASCHA KURZ, KAMIL OTAL, AND FERRUH O¨ZBUDAK
Abstract. The Grassmannian Gq(n, k) is the set of all k-dimensional sub-
spaces of the vector space Fn
q
. It is well known that codes in the Grassman-
nian space can be used for error-correction in random network coding. On the
other hand, these codes are q-analogs of codes in the Johnson scheme, i.e. con-
stant dimension codes. These codes of the Grassmannian Gq(n, k) also form a
family of q-analogs of block designs and they are called subspace designs. The
application of subspace codes has motivated extensive work on the q-analogs
of block designs.
In this paper, we examine one of the last families of q-analogs of block de-
signs which was not considered before. This family called subspace packings
is the q-analog of packings. This family of designs was considered recently
for network coding solution for a family of multicast networks called the gen-
eralized combination networks. A subspace packing t-(n, k, λ)m
q
is a set S of
k-subspaces from Gq(n, k) such that each t-subspace of Gq(n, t) is contained in
at most λ elements of S. The goal of this work is to consider the largest size
of such subspace packings.
1. Introduction
A subspace packing t − (n, k, λ)mq is a set S of k-subspaces (called blocks) of Fnq
such that each t-subspace of Fnq is contained in at most λ blocks. Throughout this
paper m in this notation refers to multiplicity, which complies with the notation
already used in [4]. The definition of a subspace packing is a straightforward def-
inition for q-analog of packing for set. Moreover, subspace packings have found
recently another nice application in network coding. It was proved in [4] that the
code formed from the dual subspaces (of dimension n − k) of a subspace packing
is exactly what is required for a scalar solution for a family of networks called the
generalized combination networks. This family of networks was used in [3] to show
that vector network coding outperforms scalar linear network coding on multicast
networks. The interested reader is invited to look in these paper for the required
definition and the proof of the mentioned results. For the network coding solution
of the generalized combination networks repeated codes are allowed. But, through-
out our exposition we will assume that there are no repeated blocks in the packing.
This is the usual convention in block design and coding theory.
Let Aq(n, k, t;λ) be the maximum number of k-subspaces in a t− (n, k, λ)mq sub-
space design. Although there are some upper bounds on Aq(n, k, t;λ) and analysis
of subspace designs in [4] the topic was hardly considered. In [4] the authors mainly
considered the related network coding problems and a general analysis of the quan-
tity Aq(n, k, t;λ). The dual subspaces and the related codes were also considered
in [4]. For lack of space we will quote results in [4], but not write them explicitly.
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Subspace packings are q-analog of packing designs which were extensively studied,
see [11, 12] and references therein. The goal of the current work is to present a
comprehensive study of subspace packings and to learn their upper bounds and con-
structions. For lack of space, we will present only a few interesting bounds which
are not straight forward generalizations. The other will be presented in the full
extended version of this paper.
The rest of this paper is organized as follows. In Section 2 upper bounds are
presented and in Section 3 lower bounds are presented. Conclusion and problems
for future research are given in Section 4.
2. Upper Bounds for Subspace Packings
All the basic bounds (upper and lower) on Aq(n, k, t;λ) for λ = 1 can be gener-
alized for λ > 1. The most basic bounds are the packing bound and the Johnson
bounds [4]. The combination of the packing bound and the Johnson bound for
(n− 1)-subspaces implies:
Proposition 1. If n, k, t, and λ are positive integers such that 1 6 t < k < n and
1 6 λ 6
[
n−t
k−t
]
q
, then Aq(n, k, t;λ) ≤
max
0≤x≤Aq(n−1,k,s;λ)
min
{
x+
⌊
λ
[
n−1
t
]
q
− x[k
t
]
q[
k−1
s
]
q
⌋
,
⌊
qn − 1
qn−k − 1 · x
⌋}
.
2.1. Bounds based on Inequalities. The first new upper bound is based on us-
ing inequalities similar to [8] which used it for an application on mixed-dimension
subspace codes. We first give a technical auxiliary result.
Lemma 2. Let ai be a non-negative number for each integer i > 0. If there exist
numbers µ0, µ1, µ2 and a positive integer m such that
∑
i≥0 ai = µ0,
∑
i≥0 iai =
µ1c,
∑
i≥0 i(i− 1)ai 6 µ2c, and 2mµ1 > µ2 then c ≤ m(m+1)µ02mµ1−µ2 .
Proof. Letm be an arbitrary integer, thenm(m+1)
∑
i≥0 ai−2m
∑
i≥0 iai +
∑
i≥0 i(i−
1)ai 6 m(m+1)µ0− 2mµ1c+µ2c, which implies that
∑
i≥0(i−m)(i−m− 1)ai ≤
m(m+1)µ0−2mµ1c+µ2c. Since
∑
i≥0(i−m)(i−m−1)ai > 0, the last inequality
is reduced to 0 6 m(m+1)µ0−2mµ1c+µ2c, which implies that c 6 m(m+1)µ02mµ1−µ2 . 
Minimizing the upper bound for c in Lemma 2 as a function of m induces
m =
µ2±
√
µ2
2
+µ2
2µ1
. Assuming µ1 > 0, µ2 ≥ 0, the optimal choice would be m =
µ2+
√
µ2
2
+µ2
2µ1
since we have to satisfy 2mµ1 > µ2. Moreover, m has to be an integer,
so that m =
⌈
µ2+
√
µ2
2
+µ2
2µ1
⌉
is a good choice.
Proposition 3. If 2(q + 1)m >
[
n−2
1
]
q
for a positive integer m and n > 3, then
Aq(n, n− 2, n− 3; 2) ≤
⌊[
n
1
]
q
· m(m+1)
2(q+1)m−[n−21 ]q
⌋
.
Proof. Let C be a code with Aq(n, n− 2, n− 3; 2) codewords and for each i > 1 let
ai denote the number of (n− 1)-subspaces (hyperplanes) of Fnq containing exactly
i codewords of C. Since there are [n1]q distinct (n − 1)-subspaces we clearly have∑
i≥0 ai =
[
n
1
]
q
. Each codeword X is an (n− 2)-subspace and hence it is contained
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in
[
2
1
]
q
hyperplanes. On the other hand summing the number of codewords in all
the (n− 1)-subspaces (with repetitions) is ∑i≥1 iai and hence we have ∑i≥0 iai =[
2
1
]
q
Aq(n, n− 2, n− 3; 2). The number of ordered pairs of codewords from C which
are contained in a given hyperplaneH which contains exactly i codewords is i(i−1).
Hence, the number of of ordered pairs of codewords which are contained in the same
hyperplane with i codewords is i(i − 1)ai. Therefore, the number of such ordered
pairs in all (n − 1)-subspaces of Fnq is
∑
i≥0 i(i − 1)ai. For a given codeword X of
dimension n− 2, the number of other codewords which intersect X in an (n − 3)-
subspace is at most
[
n−2
n−3
]
q
=
[
n−2
1
]
q
since any (n − 3)-subspace can be contained
in at most λ = 2 codewords. Each two codewords which are contained in the same
(n−1)-subspace intersect in exactly (n−3)-subspace. Hence, the number of ordered
pair in all the hyperplanes is at most
[
n−2
1
]
q
Aq(n, n − 2, n − 3; 2). Therefore, we
have
∑
i≥0 i(i − 1)ai 6
[
n−2
1
]
q
Aq(n, n− 2, n− 3; 2). Thus, we can apply Lemma 2
with m, µ0 =
[
n
1
]
q
, µ1 =
[
2
1
]
q
= q + 1, and µ2 =
[
n−2
1
]
q
and obtain the claim of the
proposition. (Note that 2mµ1 > µ2.) 
2.2. Upper Bounds based on qr-Divisible Codes. The Johnson bounds [4]
can be improved by using qr-divisible codes [9]. A qr-divisible code is a linear block
code in the Hamming scheme where all weights are divisible by qr. This family of
codes has been introduced by Ward [13].
Lemma 4. ([9, Lemma 4]) Let P be the multiset of 1-subspaces generated from a
non-empty multiset of subspaces of Fnq all having dimension at least k > 2 and let
H be an (n− 1)-subspace of Fnq . Then, |P| ≡ |P ∩H| (mod qk−1).
If we form a generator matrix from the column vectors associated with P , i.e.
one representative from each 1-subspace, then the generated code will be a linear
qk−1-divisible code. Let c be a codeword of the code and H be the corresponding
hyperplane. Then, wt(c) = |P| − |P ∩ H|, which is divisible by qk−1.
Associating the multiset P with a weight function ω that counts the multiplicity
of every point of Fnq . If λ is an upper bound for ω, we define the λ-complement
P of P via the weight function λ − ω(P). As shown in [9, Lemma 2] we also have
|P| ≡ |(P ∩ H)| (mod qk−1) for every hyperplane H, i.e., a qk−1-divisible code of
length |P| must exist.
As an example consider the following application of the Johnson bound:
A2(9, 4, 2; 1) ≤
⌊[
9
1
]
2
A2(8, 3, 1; 1)/
[
4
1
]
2
⌋
=
⌊
17374
15
⌋
=
⌊
1158 +
4
15
⌋
.
If 1158 would be attained, then there would be a 23-divisible code of length 4. For
cardinality 1157 there would be a 23-divisible code of length 4 + 15 = 19. Since no
such codes exist, we have A2(9, 4, 2; 1) ≤ 1156. Fortunately, the possible lengths
of qr-divisible codes over Fq have been completely characterized in [9]. Each t-
subspace is qt−1-divisible such that each qj-fold copy of an (t− j)-subspace is qt−1-
divisible for all 0 ≤ j < t. Via concatenation we see that there exists a qr-divisible
code of length n =
∑r
i=0 ai · qi ·
[
r+1−i
1
]
q
for all ai ∈ N≥0 for 0 ≤ i ≤ r. [9,
Theorem 4] states that a qr-divisible code of length n exists if and only if n admits
such a representation as a non-negative integer linear combination of qi · [r+1−i1 ]q
for 0 ≤ i ≤ r. Moreover, if n = ∑ri=0 ai · qi · [r+1−i1 ]q with 0 ≤ ai ≤ q − 1 for
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0 ≤ i ≤ r − 1 and ar < 0, then no qr-divisible code of length n exists. In our
example of 23-divisible codes the possible summands are 15, 14, 12, and 8. The
representations 4 = 0 · 15+ 0 · 14+ 1 · 12− 1 · 8 and 19 = 1 · 15+0 · 14+ 1 · 12− 1 · 8
implies that no 23-divisible codes of lengths 4 or 19 exists. We can reduce until the
remainder is a possible length of a qk−1-divisible code. For this purpose we define
Definition 5. Let
{
a/
[
k
1
]
q
}
k
denote the maximum b ∈ N for which a− b · [k1]q is
a non-negative integer that is attained as length of some qk−1-divisble code.
An efficient algorithm for the computation of
{
a/
[
k
1
]
q
}
k
was given in [9]. The
Johnson bound is improved as follows.
Proposition 6. If n, k, t, and λ are positive integers such that 1 ≤ t ≤ k ≤ n and
1 6 λ 6
[
n−t
k−t
]
q
, then
Aq(n, k, t;λ) ≤
{[
n
1
]
q
·Aq(n− 1, k − 1, t− 1;λ)/
[
k
1
]
q
}
k
.
Proof. Let P be the qk−1-divisible multiset of points of the codewords, see Lemma
4. In P every point has multiplicity at most Aq(n − 1, k − 1, s− 1;λ) so that the
Aq(n− 1, k− 1, s− 1;λ)-complement is also qk−1-divisible. Thus, the claim follows
from Definition 5. 
Proposition 6 gives A2(6, 4, 3; 2) 6 {63 · A2(5, 3, 2; 2)/15}4 = {63 · 32/15}4 =
132, while the Johnson bound only gives A2(6, 4, 3; 2) ≤ 134. This specific bound
is further improved since its parameters are small. For larger parameters further
such improvements are unknown.
3. Constructions for Subspace Packings
The echelon-Ferrers construction (see [2] and references therein) and its gen-
eralizations are probably the most successful constructions when we are given a
set of parameters n, k, t, and λ, such that n/2 > k > t. These constructions
are using rank-metric codes and in particular maximum rank distance (MRD in
short) codes [1, 2] (we denote the rank-distance by dR). But, there are some other
constructions that for some parameters are better than the echelon-Ferrers Con-
struction. The generalization of the linkage construction [5, 7] is one such example
which is not a straightforward generalization. For small parameters the linkage
construction is as good as the echelon-Ferrers Construction (see [6]).
3.1. A variant of the linkage construction. An α − (n, k, δ)cq covering Grass-
manian code C consists of a set of k-subspaces of Fnq such that every set of α
codewords span a subspace of dimension at least δ + k. The maximum size of a
related code is denoted by Bq(n, k, δ;α). It was proved in [4] that Aq(n, k, t;λ) =
Bq(n, n− k, k− t+1;λ+1) , and Bq(n, k, δ;α) = Aq(n, n− k, n− k− δ+1;α− 1).
Finally, we will use a simple connection between the subspace distance of two
k-subspaces U and V of Fnq , and a related rank for the row space of these two
subspaces dS(U, V ) = 2 dim(U + W ) − dim(U) − dim(V ) = 2
(
rk
(
τ(U)
τ(V )
)
− k
)
.
Here τ(U) and τ(V ) are k × n matrices over Fq whose row spaces are U and V .
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Similarly, if U and V arise from lifting two matrices M1 and M2, then dS(U, V ) ≥
2 rk(M1 −M2) = 2dR(M1,M2).
Theorem 7. Let 1 6 δ 6 k, k + δ 6 n and 2 6 α 6 qk + 1 be integers.
(1) If n < k + 2δ, then Bq(n, k, δ;α) > (α− 1)qmax{k,n−k}(min{k,n−k}−δ+1).
(2) If n > k + 2δ, then for each t such that δ 6 t 6 n− k − δ, we have
(a) If t < k, then Bq(n, k, δ;α) > (α− 1)qk(t−δ+1)Bq(n− t, k, δ;α).
(b) If t > k, then Bq(n, k, δ;α) > (α−1)qt(k−δ+1)Bq(n− t, k, δ;α)+Bq(t+
k − δ, k, δ;α).
Remark 8. Note that the length of vectors is expected to be greater than or equal to
k+δ. However, in Case 2b of Theorem 7, there is a possibility that t+k−δ < k+δ
for Bq(t + k − δ, k, δ;α). In such situations, we consider the following convention:
Bq(t+ k − δ, k, δ;α) = min
{
α− 1, [t+k−δ
k
]
q
}
.
The proof of Theorem 7 will be in a few steps. Case 1: k + δ 6 n < k + 2δ
Construction 9. Let Ik denote the k × k identity matrix over Fq and let C1 ⊆
F
k×(n−k)
q be a linear MRD code with minimum rank distance δ. Let C1, C2, . . . , Cα−1
be α − 1 pairwise disjoint MRD codes with minimum rank distance δ obtained by
translating C1 in a way that (see [1]) dR(C1 ∪ · · · ∪ Cα−1) = δ − 1. Let C ,
C1 ∪ · · · ∪ Cα−1. Lifting the matrices in C,
(α− 1)qmax{k,n−k}(min{k,n−k}−δ+1)
different matrices of size k × n, in reduced row echelon form (RREF in short), are
constructed. Let RREF(C) denote the set of these matrices, and let C be the set of
rowspaces of matrices in RREF(C).
Claim 10. Let C be the set of k-subspaces obtained in Construction 9. Then we
have dim(U1 + · · ·+ Uα) > k + δ, for each α distinct codewords U1, . . . , Uα ∈ C.
Proof. Given α distinct codewords U1, . . . , Uα ∈ C, let u1, . . . , uα ∈ RREF(C) be
the corresponding k× n matrices in RREF. Let A1, . . . , Aα be the α distinct code-
words of C satisfying Ui = rowspace(Ik|Ai) for each 1 6 i 6 α. For these α
codewords of C we have that dim(U1+ · · ·+Uα) is equal to the rank of the (αk)×n
related matrix, i.e.
(1) rank
Ik A1
Ik A2
...
...
Ik Aα
.
Note that A1, . . . , Aα ∈ C = C1 ∪ · · · ∪Cα−1, i.e. at least two of Ai’s must be from
the same rank-metric code Cj for some 1 6 j 6 α− 1. W.l.o.g., assume A1 and A2
are from the same code Cj for some 1 6 j 6 α− 1. Clearly (1) is equal to
rank
Ik A1
0 A2 −A1
...
...
0 Aα −A1
> rank
Ik A1
0 A2 −A1 > k + δ.

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Case 2a: k + 2δ 6 n, t 6 n− k − δ, and δ 6 t < k
Construction 11. Let Cn−t be a set of k-subspaces of F
n−t
q such that any α dis-
tinct k-subspaces V1, . . . , Vα ∈ Cn−t satisfy dim(V1+ · · ·+Vα) > k+δ, and |Cn−t| =
Bq(n− t, k, δ;α) (note that n− t > k + δ).
(1) For each V ∈ Cn−t, let v ∈ Fk×(n−t)q be the unique matrix in RREF such
that V is the rowspace of v. The set RREF(Cn−t) contains all the subspaces
of Cn−t in this form.
(2) Let C1 ⊆ Fk×tq be a linear MRD code with minimum rank distance δ. Let
C1, C2, . . . , Cα−1 be α−1 pairwise disjoint MRD codes with minimum rank
distance δ obtained by translating C1 in a way that (see [1])
dR(C1 ∪ · · · ∪ Cα−1) = δ − 1.
Let C , C1 ∪ · · · ∪ Cα−1. By concatenating each matrix in C to the end
of each u ∈ RREF(Cn−t), (α− 1)qk(t−δ+1)|Cn−t| different matrices, of size
k × n, in RREF are constructed. Let RREF(C) denote the set of these
matrices, whose rowspaces form the code C.
Claim 12. If C is the set of k-subspaces in Construction 11, then dim(U1 + · · ·+
Uα) > k + δ, for each α distinct codewords U1, . . . , Uα of C.
Proof. Given α distinct codewords U1, . . . , Uα of C, let u1, . . . , uα ∈ RREF(C) be
the corresponding k × n matrices in RREF. Let v1, . . . , vα ∈ RREF(Cn−t) and
A1, . . . , Aα be α codewords of C satisfying
Ui = rowspace(ui) = rowspace([vi|Ai])
for each 1 6 i 6 α. Clearly, dim(U1 + · · ·+ Uα) is equal to
(2) rank
v1 A1
v2 A2
...
...
vα Aα
.
We distinguish between three cases.
• Case A. If v1 = v2 = · · · = vα, then A1, . . . , Aα are different matrices.
Note that A1, . . . , Aα ∈ C = C1 ∪ · · · ∪ Cα−1, which implies that at least
two of the Ai’s must be from the same rank-metric code Cj for some 1 6
j 6 α − 1. W.l.o.g., assume A1 and A2 are from the code Cj for some
1 6 j 6 α− 1. Then clearly (2) is equal to
rank
v1 A1
0 A2 −A1
...
...
0 Aα −A1
> rank
v1 A1
0 A2 −A1 > k + δ.
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• Case B. Assume vi 6= vj for all 1 6 i < j 6 α. In this case,
rank
v1 A1
v2 A2
...
...
vα Aα
> rank
v1
v2
...
vα
= dim(rowspace(v1) + · · ·+ rowspace(vα)) > k + δ
by the definition of Cn−t.
• Case C. The only remaining case is that some of the vi’s are different and
some are equal. W.l.o.g. assume that v1 6= v2 = v3 which implies A2 6= A3.
Hence, equation (2) equals to
rank
v1 A1
v2 A2
0 A3 −A2
...
...
vα Aα
> rank
v1 A1
v2 A2
0 A3 −A2
> rank
v1
v2
+ rank(A3 −A2)
> (k + 1) + (δ − 1) = k + δ.

Case 2b: k + 2δ 6 n and k 6 t 6 n− k − δ
Construction 13. Let Cn−t be a set of k-subspaces of F
n−t
q such that any α dis-
tinct k-subspaces U1, . . . , Uα ∈ Cn−t satisfy dim(U1 + · · · + Uα) > k + δ, and
|Cn−t| = Bq(n− t, k, δ;α) (note that n− t > k + δ).
(1) For each U ∈ Cn−t, let u ∈ Fk×(n−t)q be the unique matrix in RREF such
that U is the rowspace of u. The set RREF(Cn−t) contains all the subspaces
of Cn−t in this form.
(2) Let C1 ⊆ Fk×tq be a linear MRD code with minimum rank distance δ. Let
C1, C2, . . . , Cα−1 be the α − 1 pairwise disjoint MRD codes of minimum
rank distance δ obtained by translating C1 in a way that (see [1])
dR(C1 ∪ · · · ∪ Cα−1) = δ − 1.
Let C , C1 ∪ · · · ∪Cα−1. By concatenating each matrix in C to the end of
each matrix u ∈ RREF(Cn−t), (α− 1)qt(k−δ+1)|Cn−t| different matrices, of
size k×n, in RREF are constructed. Let RREF(C) denote the set of these
matrices, whose rowspaces form the code C.
(3) Consider a code Capp ⊆ Gq(n, k) such that
• the first n− (t+ k − δ) entries of each codeword in Capp are zeroes,
• Each α distinct codewords U1, . . . , Uα of Capp, satisfy dim(U1 + · · ·+
Uα) > k + δ.
• Capp is of maximum size, i.e. |Capp| = Bq(t+ k − δ, k, δ;α).
Form a new code C′ as the union of C in Step 2 and Capp in Step 3.
Claim 14. If C′ is the set of k-subspaces in Construction 13 and U1, . . . , Uα are α
distinct codewords of C′, then dim(U1 + · · ·+ Uα) > k + δ.
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Proof. The first two steps of Construction 13 are the same as the ones in Construc-
tion 11. Therefore, the Claim follows from the proof of the claim after Construc-
tion 13 and the definition of Capp in Construction 13. 
Corollary 15. Let 1 6 s 6 k 6 n and 1 6 λ 6 qk be integers.
(1) If k > 2t− 2, then
Aq(n, k, t;λ) > λqmax{k,n−k}(min{k,n−k}−k+t).
(2) If k 6 2t− 2, then choosing an arbitrary s satisfying k − t+ 1 6 s 6 t− 1,
we have that
(a) If s < n− k, then
Aq(n, k, t;λ) > λq(n−k)(s−k+t)Aq(n− s, k − s, t− s;λ).
(b) If s > n− k, then
Aq(n, k, t;λ) > λqt(n−2k+t)Aq(n− s, k − s, t− s;λ)
+Aq(s+ n− 2k + t− 1, s− k + t− 1, s− 2k − 2t− 1;λ).
3.2. Integer Linear Programming Lower Bounds. The problem of the de-
termination of Aq(n, k, t;λ) can be formulated as an integer linear programming
problem. For λ = 1 reader is referred to [10]. For each k-subspace U of Fnq a bi-
nary variable xU is defined. The value of this variables is one if U is contained in
the subspace packing and zero if U is not contained in the subspace packing. The
set of equations contains a huge number of variables and constraints:
max
∑
U∈Gq(n,k)
xU
subject to
for each V ∈ Gq(n, t)
∑
V⊂U∈Gq(n,k)
xU ≤ λ
1 ≤ i < t and W ∈ Gq(n, i)
∑
W≤U≤Fn
q
: dim(U)=k
xU ≤ Aq(n− i, k − i, t− i;λ),
where xU ∈ {0, 1}, for each U ∈ Gq(n, k)
The second set of constraints, i.e., those for 1 ≤ i ≤ t − 1, are not necessary to
guarantee that the maximum target value equals Aq(n, k, t;λ), but they may sig-
nificantly speed up the computation. However, this integer linear programming can
be solved for rather small parameters due to the exponential number of variables
and constraints. But, for small parameters some interesting bounds were obtained.
4. Discussion and Open Problems
We have introduced new upper and lower bounds on Aq(n, k, t;λ), the sizes of
subspace packings. In the extended version of this paper bounds for t = 1, related
to partial spread will be given and also a few variants on the echelon-Ferrers con-
struction. Some bounds on specific parameters will be also given. At the end of
this paper three tables for specific lower and upper bounds are presented. Two
interesting questions which are also related to network coding are as follows:
• What are the asymptotic values of Aq(n, k, t;λ)?
• What is the difference between sizes of the largest subspace packings, with
and without (any number of times) repeated codewords?
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k/t 1 2 3 4 5
2 42 651
3 18 180 1395
4 6 21 121− 126 651
5 2 2 2 32 63
Table 1. Bounds for A2(6, k, t; 2)
k/t 1 2 3 4 5 6
2 84 2667
3 34 741− 762 2667
4 16 96− 144 906− 1524 11811
5 2 7 43− 85 360− 514 2667
6 2 2 2 2 64 127
Table 2. Bounds for A2(7, k, t; 2)
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k/t 1 2 3 4 5 6 7
2 170 10795
3 72 2663− 3060 97155
4 34 512− 578 6933− 12954 200787
5 10− 11 33− 128 318− 1184 4821− 12532 97155
6 2 2 17− 25 71− 341 969− 2078 10795
7 2 2 2 2 2 128 255
Table 3. Bounds for A2(8, k, t; 2)
