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The paper studies the system i +f(g,(z)) =f(g2(z)), where f is monotone and 
g, and g, are gradient functions. This structure is introduced in connection with a 
new problem of control of the phase portrait of the system. For the studied 
problem, necessary and sufticient conditions are obtained. 
0. INTRODUCTION 
The paper studies systems of the form 
i + f(g,(z)) = Sk*(z)) (0.1) 
in a real Hilbert space H. These systems have evolved from the research of 
the author [ 1,2] on the problem of mutability for systems with several 
stationary solutions. 
In (0.1) the functions g,, g, : H + H and f: H--P H have different roles. 
One assumes that g, and g, (called the “triggerfunctions”) belong to a set G 
of gradient functions. Their role is to determine the “stationary set,” i.e., the 
set of the constant solutions of (0.1). By means of these trigger functions one 
aims at controlling the phase portrait of the system. 
On the other hand, the function f (called the “structure jkzction”) is 
supposed to be fixed (although small “&perturbations” will be taken into 
account). The structure function f must be chosen so as to secure the 
following property (stated precisely in Definition 2.1 under the name of 6-G- 
mutability): For every b-perturbation of the structure function f and for 
every gradient trigger functions g,, g, E G, all the bounded solutions of the 
system approach the stationary set. 
This property is related to the “nonoscillating property” studied by Moser 
in [3]. See also Corduneanu [4, Sect. 3.71, Halanay [5], Nohel and Shea [6], 
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and Jarkov and Yakubovitch [7], among many other significant 
contributions connected with the problem treated in this paper. 
There are two main reasons why the form (0.1) and the set G have been 
selected as above. In the first row, this selection offers great flexibility in 
controlling the phase portrait. By modifying the trigger functions g, and g, in 
G one can change the number and the position of the stationary solutions, 
their properties of stability or instability and the corresponding basins of 
attraction. Moreover, all this is achieved without the interference of 
undesirable modes of behavior (e.g., limit cycles). 
The second reason for the above choice is that the problem can be solved 
and the solution is particularly simple: The system is &G-mutable if and 
only if the structure function f is “&monotone” (Theorem 4.1). 
The fact that a monotonicity condition is sufficient for mutability has 
already been established in [l] for a different class of systems. Here the 
relation is much stronger since the condition is also necessary. 
In applications, sufficient conditions are often considered satisfactory. 
Nevertheless, the exact solutions are always desirable since they give a more 
complete understanding of the problem. Unfortunately such solutions are 
very rarely obtainable for strongly nonlinear problems and finding them is a 
central and difficult research task. One of the main goals of the paper is to 
formulate a problem with actual applications for which this stage can be 
reached. 
It will be clear that the obtained results have many variants and 
extensions, some of which are indicated in the last section of the paper. 
1. NOTATION 
H: A real Hilbert space of dimension 22. The scalar product is denoted 
by (s ] .) and the norm by 1.1. 
B(y, ; r), where y, E H and r > 0: The open ball 
9(H, H): Space of all bounded linear operators from H into H. The 
norm is again denoted by 1. I. 
B(M,; r), where M, E Y(H, H) and t > 0: The open ball 
{MELf(H;H))(M--MO1 <r}. 
Lip,(H): Set of all functions f: H + H which satisfy the global 
Lipschitz condition: there exists K > 0 such that 
If(x) -f(vI G K Ix - YL Vx, y E H. 
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9: Set of all symmetric operators S E Y(H; H). 
C”-function: n times continuously differentiable function (the domain 
and:the range are indicated in the context). 
G: Set of all Cl-functions g E Lip,,(H) with the property that there 
exists a differentiable function h: H+ R such that 
h’(z) * Y = (g(z) I Y), Vy,zEH. (1.1) 
The elements of G are called “gradient functions.” 
F: Set of all C-functions f E Lip,(H). 
N(f,; r), where& E F and r > 0: Set of all functionsfe F which satisfy 
the condition 
max{ sup If(x) --f&d, ;tf: If’@> -fb(4ll < r- XEH (1.2) 
!?? Set of all continuous functions v: N x R + + H (where R + = [0, 00 [ ) 
with the following properties: 
(i) There exists K > 0 such that, for every x, y E H and, every t > 0, 
IW(x,t)--W(y,t)l~Klx--yl. 
(ii) For every bounded C-function U: R, -+ H, the function t + 
w(u(t), t) is bounded and 
I om I v@(t), t)l* dt< 00. 
2. THE PROBLEM 
With the notation of Section 1, the studied system is written as 
i + ml(z)) =.m&)), g,vg,EGfoEF- (2.1) 
Given 6 > 0, one considers also, besides (2.1), the “&perturbation” 
i + “ml(Z)) = m*(z)), g,,g,EG (2.2) 
where f E A’(& ; S) (see Section 1). 
The conditions required in Section 1 on G, F and H secure the existence 
and uniqueness of solutions of (2.1) and (2.2) in the interval c > 0, for 
arbitrary initial conditions. 
One denotes by Z the set of constant solutions of (2.2), i.e., 
(2.3) 
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Moreover, for arbitrary E > 0 one introduces the set 
z, = {Y E H I Ifk,(Y)) - fMv)l < -5 1. (2.4) 
If a solution U: R + + H of (2.2) satisfies the condition lim,, zi(t) = 0, then 
it obviously has the following property: for every E > 0 there exists T > 0 
such that u(t) E Z,, for every t > T. Hence the solution u approaches the 
stationary set, in this special sense. 
If H is finite dimensional and u is bounded, then this implies the condition 
lim I+m dist(u(t), Z) = 0, where dist(u(t), 2) = inf,,,, 1 u(t) - y\. If, in addition, 
Z: is the union of a finite number of points, then u approaches one of these 
points. The same properties remain true in the infinite dimensional case, 
under suitable conditions on f, g, and g, . 
The main property studied in this paper is formulated in the following 
definition. 
DEFINITION 2.1. Let 6 > 0. System (2.1) is said to be &G-mutable if for 
every f E ZV(&; 6) the perturbed system (2.2) satisfies the following 
condition: For every g, , g, E G, every bounded solution U: R + -+ H of (2.2) 
has the property lim,, ti(t) = 0 (and hence approaches the stationary set C 
in the sense described above). 
The basic problem which arises is to find the necessary and sufficient 
conditions of &G-mutability, a goal achieved in Section 4. 
3. THE LINEARIZED PROBLEM AND ITS SOLUTION 
Strictly speaking, a system must be nonlinear in order to make possible 
the control of the phase portrait described in the Introduction. Only a 
nonlinear system can have, for instance, exactly three stationary solutions, 
two stable and one unstable. Nevertheless, the linearized problem is essential 
for finding necessary conditions. 
Besides the original system (2.1), consider the following “linear system of 
first approximation”: 
i+Msz=o, SEY, MEB(M,;6) (3.1) 
for some A&, E 4P(H, H) and some 6 > 0 (see Section 1). 
Consider also the following family of two-dimensional systems: Given two 
orthogonal, nonzero vectors u, v E H, define the matrix 
(3.2) 
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and the two-dimensional system 
f+M,S,x=O, (3.3) 
where S, is a symmetric matrix in R2x2. 
The property of &G-mutability from Definition 2.1 will be replaced, in the 
linearized problem, by the nonoscillating property, formulated in the next 
proposition. 
PROPOSITION 3.1 (Solution of the linearized problem). Let 
M, E 4P(H, H) and 6 > 0. The following properties of the pair (M,, S) are 
equivalent. 
0” (“nonoscillating property”): For every M E B(M, ; S) and for every 
S E 9 there are no periodic nonconstant solutions of (3.1). 
I0 (“definiteness of MO”): There exists u E {+l, -1 } such that 
4wlYlYD~lY12~ Vy E H. (3.4) 
2” (“projected nonoscillating property”): For every M E B(M,, ; 6), for 
every pair of nonzero orthogonal vectors u, v E H and for every symmetric 
matrix S, E R2 x 2, there are no periodic nonconstant solutions of (3.3). 
Proof. One shows that 0” +- 2” + lo =+ 0”. 
0’ * 2” (the nonoscillating property implies the projected nonoscillating 
property): If 2” is not true, then for some ME B(M,,; 6), some pair of 
orthogonal vectors u, v E H and some symmetric S, E R2 x2, there exists a 
periodic nonconstant solution w: R, -+ H of (3.3), i.e., 
G(t) + MD S, w(t) = 0, vt > 0. (3.5) 
Let P: H-P R2 and L: R2 -t H be the bounded linear operators defined by 
Lx=x*u+x2v, Vx = (xl, x2) E R2, 
pz = ((z I u), (z I v)), Vz E H. 
Define the operator S E Y(M, H) by Sz = LS,Pz, Vz E H. It easily follows 
that S is symmetric and that 
M,x = PMLx, Vx E R2. (3-h) 
Therefore, by applying MLS, to (3.5), one finds that the function 
t H MLS, w(t) is a periodic solution of (3.1). Moreover, this solution is not 
constant because otherwise, from (3.5) and (3.6), it follows that ti(t) = 0, 
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which contradicts the fact that w is periodic and nonconstant. Hence (3.1) 
has a periodic nonconstant solution, contrary to 00. 
2’ * lo (the projected nonoscillating property implies the definiteness of 
M,,): If lo is not true, there exist y, , y, E H such that 
WlYl I YJ < 6 IYLIZ~ (3.7) 
-PoY* I YJ < 6 lYJ* (3.8) 
One can even find two linearly independent vectors y,, yz with these 
properties. Let U be the (compact) set of all vectors z E Z-Z which lie in the 
two dimensional inear subspace spanned by y, and yz and which satisfy the 
condition ( z ( = 1. Let m = inf,,,,(A4,, y ) y) and ,LJ = supys n(M, y ( y). Then 
m < 6 and p > -6 (by virtue of (3.7) and (3.8)). Moreover, there exist 
u, v E U such that 
W,ulu)=m wov I v> =P* (3.9) 
If p # m, it follows that (U 1 v) = 0. If ,u = m, one chooses u, v E CJ so as to 
satisfy the same condition. Take now k E ]max{m, -p, 0}, 6[ and 
M=M,,-i-kM,, (3.10) 
where 
M,z=-u(zIu)+v(z)v), Vz E H. 
It follows that (M, ] = 1 and, therefore, A4 E B(M,, ; 6). Moreover, 
(Mu(u)=m-k<O, (3.11) 
(Mv(v)=p+k>O. (3.12) 
One can choose k so as to have, in addition, 
det MP # 0, (3.13) 
where MP is given by (3.2). In fact, from (3.2), (3.9) and (3.10) it follows 
that det Mp is a polynomial of the second degree in k and, therefore, one can 
choose k E ]max{m, -p, 0}, 6[ such that (3.13) holds. 
If det M,, > 0, then for 
s,= 
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the trace of iVPSP is zero and det(M,S,) > 0 (by virtue of (3.11) and 
(3.12)). On the other hand, if det M, < 0, then for 
the trace of M,S, is again zero and det(M,S,) = - det M, > 0. It follows 
that, in both cases, there exists a periodic nonconstant solution of (3.3), 
contrary to 2”. 
lo 3 0” (the definiteness of M,, implies the nonoscillating property): 
From (3.4) it follows that for every M E B(M, ; S) there exists k > 0 such 
that 
NWIyDkly12~ Vy E H (3.14) 
(one can take k = 6 - IM - M,, I). For an arbitrary S E 9, let U: R + + H be 
a periodic solution of (3.1), i.e., 
i(t) + MSu(t) = 0, Vt>O, (3.15) 
u(t + T) = u(t), vt>o, (3.16) 
where T > 0 is a period. From (3.15) it follows that 
(Su(t) 1 Ii(t)) + (Su(t) 1 Msu(t)) = 0, Vt > 0. 
Integrating from 0 to T and using the symmetry of S one obtains 
- hw4T) I o-3) + Q4~e9 Iwo) 
=U I ’ (Su(t) ) MSu(t)) dt > kl’ ISu(t)l’ dt, 0 0 
by virtue of (3.14). Since the left-hand side is zero-(3.16>--one concludes 
that h(t) = 0, Vt > 0. Now (3.15) implies that u is constant and the proof is 
complete. 
4. SOLUTION OF THE NONLINEAR PROBLEM 
A function f: H + H will be called d-monotone (where 6 > 0) if there 
exists c E {?-1, -1) such that 
adf(x)-f(Y)Ix-Y)~~lx-Yl*, Vx, y E H. (4.1) 
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The following theorem shows that this condition is necessary and 
sufficient for &G-mutability. It also states that (4.1) is equivalent o an even 
stronger property of the nonautonomous ystem 
2 + f(s,(z)) = f(g*(z)) + v(z, 0, g,,g,EG,fw.w) (4.2) 
where v/E ly (see Section 1). 
THEOREM 4.1 (Necessary and sufficient conditions of J-G- 
mutability). The following properties of (2.1) are equivalent. 
0’: System (2.1) is b-G-mutable (Definition 2.1). 
1’ (“strong &G-mutability”): For every g, , g, E G, for every IJI E !P and 
for every f E F such that 
(4.3) 
every bounded solution u: R, -+ H of (4.2) has the property 
f$ (glW>) - g2W)> = 0. (4.4) + 
2’: f, is &monotone-(4.1). 
3’ (“local &monotonicity”): For every x E H there exists u E { + 1, -1) 
such that 
w-xx> ’ Y I Y) 2 6 I Y 12, Vy E H. (4.5 > 
Proof: It will be shown that 0’ * 3’ * 2’ * 1’ * 0’. 
0’ 3 3’ (the J-G-mutability implies the local &monotonicity): If 3’ is 
not true, then there exists x,, E H such that the pair CJh(xJ, S) does not have 
property lo (and hence 0’) of Proposition 3.1. Therefore, there exist 
-ME B(f;(x,); S) and S E 9 such that (3.1) has a periodic nonconstant 
solution u: R, --t H, i.e., 
i(t) + MSu(t) = 0, vt > 0. 
In the Appendix the following lemma is proved: 
(4.6) 
LEMMA 4.2. Let fO E F, 6 > 0 and ME B(f;(x,); 6). Then there exist 
f E N(fO ; S) and k, > 0 such that 
f(x) = fdx,) + M(x -x0), Vx E B(x,, ; k,). (4.7) 
Define g,(x) = x0 + S(x - x,) and g2(x) = x0, Vx E H. Then g, , g, E G. 
One can find L > 0 such that [h(t)1 < k,, Vt >O. From (4.6) and (4.7) it 
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follows now that (2.2) has the nonconstant periodic solution u(t) = 
J.u(t) + x0, contrary to 0’. 
3’ =z- 2’ (the local bmonotonicity implies the &monotonicity): Remark 
first that if 3’ is true, then c is independent of x (since, for a fixed y E H with 
] y] = 1, the set of all u E H such that v(u) + y ] y) > 6 is both open and 
closed in H). Next, for arbitrary U, 2, E H and t E [0, I], define 4(t) = 
4.m + (u - u)t> -f(u) I ?J - u) and observe that 4(O) = 0 and qY(t) > 
6 ) v - u 1’ (by 3’), thus obtaining (( 1) > 6 ) v - u 1’ and, therefore, 2’. 
2’ 3 1’ (the Gmonotonicity implies the strong &G-mutability): Assume 
that f satisfies (4.3) and that fOis &monotone, i.e., for some o E { + 1, -1 }, 
4Altx> -f,(Y) Ix -VI 2 s Ix - Y12, Vx, y E H. (4.8) 
Then, for 
k = 6 - ;tp~ If’(x> -f;(x>l, (4.9) 
f is k-monotone, i.e., 
k lx - Y I2 < W(x) -f(v) I x - Y>, Vx, y E H. (4.10) 
To prove this, take x, y E H and t E [0, I] and define 
e(t)=(f(x)-f(x+(y-x)t)-f,(x)+f,(x+(Y-x)t)Ix-Y). 
Notice that e(0) =0 and /P(t)] Q (6 -k) ]x - y12, by virtue of (4.9). 
Therefore, ] e( 1)l < (6 - k) 1 x - y 12. Now conclusion (4.10) follows from the 
obvious relation 
f-G(x) -f(y) I x - y> = me + f~M-d4 --f,(y) I x - YIP 
using (4.8). 
Let U: R, + H be a bounded solution of (4.2), i.e., 
W) +f(s,W)) =ftg2tm) + Yw)~ 0, vt>o. (4.11) 
Writing (4.10) for x = g*(U(f)) and y = gr(u(t)) and using (4.11) and the fact 
that the g,‘s are gradient functions, one finds, successively, 
k I dW) - g,MO)12 Q WGiM~))) -fk,W))) 1 &(f)) - g,(W)) 
= 4w - V(W,~) I g2W) - gltw)) 
=U dh,tW) dh,tW) 
dt - dt 
- 4ylw9 t) I g2W) - k?lWN~ 
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where h,, h, are the functions associated to g,, g, as in (1.1). Therefore, for 
any T>O, 
k I ’ I gz(W) - gMO)l* dt 0 
- 0 
I 
: (w(Wv 4 I g&40) - g&G))) dt. (4.12) 
Since I E Y (see Section 1) and u is bounded, the function t ++ v/(u(t), t) is 
square integrable. Moreover, since h;(y,) . y = (gr(yo) ] y) (by (l.l)), since 
the gi)s are globally Lipschitz, and since u is bounded, the functions 
t b &(u(t)) are bounded. Using all these facts and the CBS inequality for 
the last integral in (4.12) one easily sees (by completing the square) that the 
function g, o u - g, o u is square integrable on R, . From (4.1 l), the boun- 
dedness of u, the properties of w and the fact that the g,‘s and fi’s are 
globally Lipschitz, one finds that zi is bounded, u is uniformly continuous 
and so also is g, o u -g, o u. The above conclusions imply (4.4), which 
gives 1’. 
1’ 3 0’: In 1’ one takes w = 0 to obtain (4.4) for every bounded 
solution u of (2.2). Using (2.2) and the fact that f is globally Lipschitz, one 
finds that lim,, t.i(t) = 0, which concludes the proof. 
5. A SUFFICIENT CONDITION 
Some of the arguments in the preceding proofs remain valid under more 
relaxed conditions. It will sufftce to illustrate this fact in a single case of 
special interest for applications. 
The Hilbert space H will be replaced by a real prehilbert space Z’ of 
dimension >2. The system studied has again the form 
i + m,(z)) = f(s*(z)) + v(z, 4. (5.1) 
Here the function f: R+ R is assumed to be globally Lipschitz and 6- 
monotone for some 6 > 0 (in the corresponding condition (4.1) H must of 
course be replaced by 3’). The functions g, and g, are only defined on a 
subset .@ of R and take values in 684 The gradient condition (1.1) is 
replaced by condition (5.2) below. The function w: R X R + -+ 3’ is assumed 
to satisfy the conditions in the definition of Y (Section 1) with H replaced by 
~37. In (5.1) one uses derivatives in the appropriate sense (see, e.g., Bourbaki 
[8]). The problem of the existence of the solutions of (5.1) must be handled 
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separately (and in some applications- as shown in the next section-the 
existence is automatically secured). Now one can state the following result: 
Under the above assumptions, if u: R, + g is a bounded, 
differentiable function satisfying (5.1) and if there exist two 
bounded, differentiable functions h, , h, : R + + R such that 
(g,(u(t)) 1 i(t)) = hi(t)9 i = 19 2, vt > 0, (5.2) 
then 
I .a Ili(t)l’dt < 00. (5.3) 
The proof is an obvious modification of the arguments in Section 4 for the 
implication 2’ =j 1’. An application is indicated at the end of the next 
section. 
6. COMMENTS ABOUT EXTENSIONS AND APPLICATIONS 
The monotone-gradient system (2.1) can be regarded as a generalization 
of the gradient system i + g,(z) = g*(z). One may ask whether the same 
process can be applied again to obtain the system 
if + w-(g1(z))) =w-(g,(z))), 
whose bounded solutions must approach the stationary set for every 
g, , g, E G and every &monotone functionf E F. The above approach can be 
also applied in this case and leads to the necessary and sufficient conditions 
on h E F. However, the results do not extend in any significant way the 
monotone-gradient s ructure of (2.1). 
Similarly one can treat the systems 
i +fdg&)) =.ta(z))) w-1 +.fd, 
i + f(g,(z)) = f(g*(z)) + .fMz)), 
and again one does not find significant extensions of (2.1). The proofs use 
the linear systems of first approximation and appropriate extensions of 
Proposition 3.1. 
These results show that, in some directions, the monotone-gradient 
systems cannot be further generalized. 
On the other hand, many extensions can be obtained by changing the sets 
of functions G and F, the space H or the property of mutability. 
Even within the framework of Theorem 4.1, the sphere of applications is 
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considerably enlarged by observing that many systems which originally do 
not have the form (2.1) can be brought to this form by appropriate choices 
of&, g, , g, and H. In this respect it is instructive to examine the linear case, 
which occurs in the first approximation. One can prove that every linear, 
finne dimensional system i = Mz, where M E R”‘” does not have any eigen- 
values with zero real parts, can be brought, by a nonsingular linear transfor- 
mation, to the form (2.1) for some linear &monotone function& and some 
linear gradient functions gi E G. In other words: 
A linear, time invariant, finite dimensional system i = Mz has no 
periodic solutions #O only if it can be brought to the monotone- 
gradient form (2.1). 
The proof is based on a slight modification of the Jordan normal form. 
Of special interest for applications is the differential equation in R”: 
ii+CZiZi=(6, i SijZj 7 
( ) 
i = 1, 2 ,..., n, 
j=l 
where a1 E R, S, E R, S, = Sji, Vi, j = 1,2 ,..., II, and the functions #i: 
R + R are C’ and satisfy the conditions 
k(x - Y>’ G (h(x) - h(Y))(X - Y) G KG - Y)‘, Vx, y E R (6.1) 
for some constants K > k > 0. This system does not look like (2.1) but can 
be reduced to this form by taking H = R”, z = (zl, z~,..., z,J, 
f(z) = (hi h(zd9-v hkJ)Y 
gdz) = (~;‘(alz1)~-.9 K’(a,zJ)~ 
g*(z) = i: s,jzj,..., ( 
n 
= ) snjzj * j=l j l 
If a, > 0, this system can also be studied by the methods of [l] and is of 
the “hyperbolic” type, defined there. Besides the fact that here the aI)s can 
have arbitrary signs, it is interesting to remark that the system conserves the 
property of mutability if t is replaced by -t (and hence the system is mutable 
both “in the future” and “in the past”). This property-which is of special 
interest with respect to the structure of the phase portrait and Poincare’s 
duality-is not always possessed by the systems from [ 11, whose solutions 
sometimes cannot even be extended for t < 0. 
More general systems, of the form 
ii + alzi = #i 
( ) 
2 sfjzj + v,(t), i = 1, 2,..., n 
j=l 
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or 
ii + CfiZl= #i 
( 
2 SijZj + Vi(t) 7 
j=l 1 
(6.2) 
where the functions vi are uniformly continuous and square integrable, can 
be reduced to the form (4.2). For instance, in the case (6.2), the function 
I,V(Z, t) from (4.2) is to be taken of the form 
v& t) = (w,(z, t),..., v,(z, t)), 
(where 
and one can easily see that it satisfies the required conditions. 
Finally, a case which requires an infinite dimensional space is given by the 
convolution system 
where S, = Sj, E R, Vi, j 7 1, 2 ,.,., n, the functions Qi: R + R, i = 1,2 ,..., n 
satisfy (6. I), the functions xi : R + + R are uniformly continuous and square 
integrable and the “impulse response functions” pi: R, + R have the form 
Pdt) = joa e-“‘&*(O) (6.4) 
for some positive, bounded measures ,U~ on R + . Such systems are again of 
the type studied in [I] in connection with the convolution systems with 
completely monotonic impulse responses. The above conditions secure the 
existence of a unique continuous solution of (6.3) on R + . 
This system seems even more remote from the monotone-gradient form, 
but nevertheless can be reduced to the form of Section 5 (and, under 
supplementary conditions, even to the form in (4.2)). For simplicity, only the 
reduction to the form of Section 5 is indicated below. 
The prehilbert space o?’ is defined as follows: The condition z EZ means 
that z = (z,, z z ,..., z,), where the zI)s are Co functions from R, into R with 
the property J-r Izi(w)l’ d@,(w) < co, for i = 1,2,..., n. The scalar product of 
z = (z,) and w = (IV,) in 3 is defined as 
m/41/2-7 
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Define now f: 8 -+Z as follows: For every z = (z,) E R and for every 
wER+, 
(f(Z))(~) = (h(ZI(~NY9 Tml(~)))* 
Let now g be the subset of all z = (zJ EAY such that 
~n~o~~~s~~~,u~~) < CO for i = 1,2,..., n, and define g, and g,, from ~9 
kl(Z)W) = W(~Z&4L 4a%W)~ 
Finally, the function w: X X R + +A? is defined as ~(z, t) = (w,(z, t),..., 
v,(z, t)), where 
- 4, (-5 Sijlrn zj(u) dll,(u)) , i = 1, Z..., n. (6.5) 
I=1 0 
The above functions satisfy all the conditions required in Section 5. 
Define now 
v,(o, t) = e- i = 1, 2 ,..., n, (6.6) 
for every w > 0 and every t > 0. Then from (6.3), (6.5) and Fubini’s 
theorem, it follows that 
and 
avfp t, +wvt(w t> =4, (,$ 4j C(f)) , Vt 20, (6.8) 
an equation which can be rewritten in the form (5.1). In fact, defining 
(u,(t),..., G)) E 3 by 
MOW) = Vib 0 i = 1, 2 ,..., n, 
it is easy to see that (u,(t),..., u,(t)) E 9, Vt > 0. Moreover, by virtue of 
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(6.8), (6.7) and (6.5), the function u = (u,, u2 ,..., u,,), from R + into g, 
satisfies (5.1). In this way the results of Section 5 become also applicable in 
the case of the convolution system (6.3). 
APPENDIX: PROOF OF LEMMA 4.2 
Observe that there exist real positive constants p, rO, E and q satisfying the 
following conditions 
P = f(6 - If&J -MI) > 0 
(since M E B(&(xJ; 6)), 
If;(x) -Ml < 6 - P, vx E B(xo ; r(J), r-0 > 0 
(since fi is continuous), 
O<E<LP<i 
5 26+p 5’ 
o<q< 
6 
6-k PI3 
< 1, 
4 < ray 
sup IM4 -fotxo> -f&o) * tx - x0)1 < p 
Ix--x01 (4 lx--01 3’ 
X#X(J 
From (A5) and (A2) it follows that 
IfX4 -MI < 6 - Pv vx E B(x0 ; q). 
Introduce the following auxiliary Cl-function, from R + into R + : 
r(lW = 0 if r E [0, cq] 
(E - r/q)* 
= 4&(1 - 3E) if r E [eq, 3&q] 
35 + r/q 
l-3& 
if r E [3&q, (1 - 2e)q] 
= 1 _ (1 - r/q)* 
4&( 1 - 3E) 
if rE [(l-b)q,q] 
(AlI 
(4 
(A3) 
644) 
(A5) 
VW 
(A7) 
WV 
= 1 if r>q 
260 
and define 
V. M. POPOV 
f(x) = chw -.&(x0> - M(x - Xo>>P(lX -x01) 
+ f&o> + wx - x0), VxEH. (A91 
It remains to show that f has all the properties specified in the lemma. 
From (AS) and (A9) it follows that f is C’ and globally Lipschitz (since& 
has these properties) and that (4.7)‘holds for k, = eq. To end the proof one 
needs the to&wing consequences of (AS): 
o,< 1 -P(r) < 1, vr>,o, 
0 < w’(r) < l/(1 - 3&l, Vr>O, 
O~r~‘(T)+l-~(I)~(1-&)/(1-33E), vr>o. 
‘A rearrangement of (A9) gives 
f(x) -f,(x) = (fo(x) -.&(x0) - M(x - XOMAIX -x01) - 1x 
and therefore from (AlO), (A6), (A4) and (A7) one obtains 
If(x) - fo(x)I < -y + (6 - PI4 < 4 VxEH. 
(Notice that f(x) = j&) if )x - x0 1 > q.) Moreover, for every 
every x # x0 in H, 
f’(x) * s -j-i(x) * s 
(AlO) 
(All) 
6412) 
VxEH, 
(A13) 
s E: H and 
= (h(x) -f&o> -J-Xx0) * (x - xoNcI’(Ix - XOIN -x0 I s) 
lx--01 
t (f&J-q * (x-xo)P’(l~--oo y:;Is, 
+VXx) -w - dJ4x-xoI)- 119 
and therefore, by virtue of (A6), (A7), (All), (A12) and (A3), 
If’(x) - flx4l Q $- w’(lx -~ol~~~~-P~~l~-~ol~‘~l~-~oI> 
+ 1 -/4x-x01)) 
Q (3(1p36)) t ‘“-;Jy”’ <6. W4) 
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(The case x = x,, follows directly from (4.7).) Conclusions (A13) and (A14) 
show that f E N(f, ; 6) and end the proof. 
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