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A comparison of the Almgren-Pitts and the
Allen-Cahn min-max theory
Akashdeep Dey ∗
Abstract
Min-max theory for the Allen-Cahn equation was developed by Guaraco [Gua18] and
Gaspar-Guaraco [GG18]. They showed that the Allen-Cahn widths are greater than or
equal to the Almgren-Pitts widths. In this article we will prove that the reverse inequalities
also hold i.e. the Allen-Cahn widths are less than or equal to the Almgren-Pitts widths.
Hence, the Almgren-Pitts widths and the Allen-Cahn widths coincide. We will also show
that all the closed minimal hypersurfaces (with optimal regularity) which are obtained
from the Allen-Cahn min-max theory are also produced by the Almgren-Pitts min-max
theory. As a consequence, we will point out that the index upper bound in the Almgren-
Pitts setting, proved by Marques-Neves [MN16] and Li [Li19a], can also be obtained from
the index upper bound in the Allen-Cahn setting, proved by Gaspar [Gas20] and Hiesmayr
[Hie18].
1 Introduction
Minimal submanifolds are defined by the condition that they are the critical points of the
area functional. In [Alm62,Alm65], Almgren studied the topology of the space of cycles and
developed a min-max theory for the area functional. He proved that any closed, Riemannian
manifold (Mn+1, g) contains a minimal variety of dimension l for every 1 ≤ l ≤ n. The
regularity theory in the co-dimension 1 case was further developed by Pitts [Pit81] and Schoen-
Simon [SS81]. They proved that in a closed, Riemannian manifold (Mn+1, g), n+1 ≥ 3, there
exists a closed, minimal hypersurface which is smooth and embedded outside a singular set
of Hausdorff dimension ≤ n− 7.
In recent years, there have been a lot of research activities in the Almgren-Pitts min-max
theory. By the work of Marques-Neves [MN17] and Song [Son18], every closed Riemannian
manifold (Mn+1, g), 3 ≤ n + 1 ≤ 7, contains infinitely many closed, minimal hypersurfaces.
This was conjectured by Yau [Yau82]. In [IMN18], Irie, Marques and Neves proved that for a
generic metric g on M , the union of all closed, minimal hypersurfaces is dense in (M,g). This
theorem was later quantified by Marques, Neves and Song in [MNS19] where they proved that
for a generic metric there exists an equidistributed sequence of closed, minimal hypersurfaces
in (M,g). In higher dimensions, Li [Li19b] has proved that every closed Riemannian manifold
equipped with a generic metric contains infinitely many closed minimal hypersurfaces with
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optimal regularity. The Weyl law for the volume spectrum {ωk}∞k=1, proved by Liokumovich,
Marques and Neves [LMN18] played a major role in the arguments of [IMN18,MNS19,Li19b].
The Morse index of the minimal hypersurfaces produced by the Almgren-Pitts min-max theory
has been obtained by Marques and Neves when the ambient dimension 3 ≤ n + 1 ≤ 7. In
[MN16], Marques and Neves showed that the index of the min-max minimal hypersurface
is bounded from above by the dimension of the parameter space. Zhou [Zho19] has proved
that for a generic (bumpy) metric, the min-max minimal hypersurfaces have multiplicity one
which was conjectured by Marques and Neves. Using the Morse index upper bound [MN16]
and multiplicity one theorem [Zho19], Marques and Neves [MN18] have proved the following
theorem. For a generic (bumpy) metric there exists a sequence of closed, embedded, two-sided
minimal hypersurfaces {Σk}∞k=1 in (Mn+1, g) such that Ind(Σk) = k andHn(Σk) = ωk ∼ k
1
n+1 .
This theorem has been generalized by Marques, Montezuma and Neves in [MMN20] where
they have proved the strong Morse inequalities for the area functional. In higher dimensions,
Morse index upper bound has been proved by Li [Li19a].
In [Gua18], Guaraco introduced a new approach for the min-max construction of minimal
hypersurfaces which was further developed by Gaspar and Guaraco in [GG18]. This approach
is based on the study of the limiting behaviour of solutions to the Allen-Cahn equation. The
Allen-Cahn equation (with parameter ε > 0) is the following semi-linear, elliptic PDE
ACε(u) := ε∆u− ε−1W ′(u) = 0
where W : R → R is a double well potential e.g. W (t) = 14 (1 − t2)2. The solutions of this
equation are precisely the critical points of the energy functional
Eε(u) =
∫
M
ε
|∇u|2
2
+
W (u)
ε
.
Building on the work of Hutchinson-Tonegawa [HT00], Tonegawa [Ton05] and Tonegawa-
Wickramasekera [TW12], Guaraco [Gua18] proved that if {ui}∞i=1 is a sequence of solutions
to the Allen-Cahn equation ACεi(ui) = 0, εi → 0 with Eεi(ui) and Ind(ui) are uniformly
bounded, then, possibly after passing to a subsequence, the level sets of ui accumulate around
a closed, minimal hypersurface with optimal regularity. (Such a minimal hypersurface is called
a limit-interface.) Moreover, by a mountain-pass argument he proved the existence of critical
points of Eε with uniformly bounded energy and Morse index. In this way he obtained a new
proof of the previously mentioned theorem of Almgren-Pitts-Schoen-Simon. The index of the
limit-interface is bounded by the index of the solutions. This was proved by Hiesmayr [Hie18]
assuming the limit-interface is two-sided and by Gaspar [Gas20] in the general case.
In [GG18,GG19], Gaspar and Guaraco studied the phase transition spectrum which is the
Allen-Cahn analogue of the volume spectrum. They proved that the phase transition spectrum
satisfies a Weyl law similar to the volume spectrum and gave alternative proofs of the density
[IMN18] and the equidistribution [MNS19] theorems. In [CM20], Chodosh and Mantoulidis
proved the multiplicity one conjecture in the Allen-Cahn setting in dimension 3 and the
upper semicontinuity of the Morse index when the limit-interface has multiplicity one. As a
consequence, they proved that for a generic (bumpy) metric g on a closed manifold M3, there
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exists a sequence of closed, embedded, two-sided minimal surfaces {Σk}∞k=1 in (M3, g) such
that Ind(Σk) = k and area(Σk) ∼ k1/3.
If Σ is a non-degenerate, separating, closed, embedded minimal hypersurface in a closed Rie-
mannian manifold, Pacard and Ritore´ [PR03] constructed solutions of the Allen-Cahn equa-
tion ACε(u) = 0 for sufficiently small ε > 0 whose level sets converge to Σ. The uniqueness of
these solutions has been proved by Guaraco, Marques and Neves [GMN19]. The construction
of Pacard and Ritore´ has been extended by Caju and Gaspar [CG19] in the case when all the
Jacobi fields of Σ are induced by the ambient isometries.
In the present article we will be interested in the question to what extent the Almgren-Pitts
min-max theory and the Allen-Cahn min-max theory agree. Part of this question has been
answered by Guaraco [Gua18] and Gaspar-Guaraco [GG18]; they proved that the Almgren-
Pitts widths are less than or equal to the Allen-Cahn widths. The aim of this article is to prove
the reverse inequality i.e the Allen-Cahn widths are less than or equal to the Almgren-Pitts
widths.
To precisely state our main result, we need some facts about the universal G-principal bundle.
We will follow the book by Dieck [Die08, Chapter 14.4] and the paper by Gaspar and Guaraco
[GG18, Appendix B] where further details can be found. Let G be a topological group and
pG : EG → BG be a universal G-principal bundle (which is unique upto isomorphism).
Given a topological space B, there exists a one-to-one correspondence between the set of
homotopy classes of maps B → BG and the set of isomorphism classes of numerable G-
principal bundles over B. If f1, f2 : B → BG are homopotic, f∗1EG and f∗2EG are isomorphic
numerable principal G-bundles over B. Conversely, if E is a numerable free G-space, there
exists a G-map from E to EG which is unique upto G-homotopy. Denoting B = E/G, if
F1, F2 : E → EG are G-maps, they descend to homotopic maps f1, f2 : B → BG. We also
note the following facts: a numerable G-principal bundle p : E → B is universal if E is a
contractible topological space [Die08, 14.4.12]; each open covering of a paracompact space is
numerable [Die08, 13.1.3].
We refer to Section 2 for the definitions and notations used in the rest of this section. Let
(Mn+1, g) be a closed Riemannian manifold, n+ 1 ≥ 3. Let X be a cubical complex and we
fix a double cover π : X˜ → X. Since the space In+1(Mn+1;F;Z2) is contractible [MN18] and
every metric space is paracompact, ∂ : In+1(M
n+1;F;Z2) → Zn(Mn+1;F;Z2) is a universal
Z2-principal bundle. We denote by Π the homotopty class of maps X → Zn(Mn+1;F;Z2)
corresponding to the double cover π : X˜ → X. More concretely, Π is the set of all maps
Φ : X → Zn(Mn+1;F;Z2) such that ker(Φ∗) = im(π∗) where
Φ∗ : π1(X)→ π1
(Zn(Mn+1;F;Z2)) (= Z2), π∗ : π1(X˜)→ π1(X)
are the maps induced by Φ, π.
Similarly, H1(M) \ {0} is contractible and there is a free Z2 action on this space given by
u 7→ −u. Therefore, H1(M)\{0} (equipped with the Z2 action) is the total space of a universal
Z2-principal bundle. Let Π˜ denote the set of all Z2-equivariant maps h : X˜ → H1(M) \ {0}
i.e. if T : X˜ → X˜ is the deck transformation, h(T (x)) = −h(x) for all x ∈ X˜.
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The following theorem follows from the work of Guaraco [Gua18] and Gaspar-Guaraco [GG18].
Theorem 1.1 ([Gua18, GG18]). Let LAP (Π) be the Almgren-Pitts width of Π ( (2.1)) and
Lε(Π˜) be the ε-Allen-Cahn width of Π˜ ( (2.2)). Then the following inequality holds.
LAP (Π) ≤ 1
2σ
lim inf
ε→0+
Lε(Π˜). (1.1)
As a consequence, the following inequality holds between the volume spectrum and the phase
transition spectrum.
ωp ≤ 1
2σ
lim inf
ε→0+
cε(p) ∀p ∈ N. (1.2)
In the present article we will show that the reverse inequality also holds. More precisely, we
will prove the following theorem.
Theorem 1.2. We have the following inequality between the Almgren-Pitts width and the
ε-Allen-Cahn width.
1
2σ
lim sup
ε→0+
Lε(Π˜) ≤ LAP (Π). (1.3)
As a consequence we have,
1
2σ
lim sup
ε→0+
cε(p) ≤ ωp ∀p ∈ N. (1.4)
Hence, combining (1.1) and (1.3) we conclude that 12σ limε→0+ Lε(Π˜) exists and is equal to
LAP (Π). Similarly, (1.2) and (1.4) together imply that
1
2σ limε→0+ cε(p) exists and is equal to
ωp for all p ∈ N. When the ambient dimension 3 ≤ n + 1 ≤ 7, it was proved by Gaspar and
Guaraco [GG19] that limε→0+ cε(p) exists.
The next theorem essentially follows from the work of Hutchinson-Tonegawa [HT00], Guaraco
[Gua18] and Gaspar-Guaraco [GG18]. Informally speaking, it says that all the minimal hy-
persurfaces obtained from the Allen-Cahn min-max theory are also produced by the Almgren-
Pitts min-max theory.
Theorem 1.3. Let CAC(Π˜) be as defined at the end of Section 2.5 and CAP (Π) be as defined
at the end of Section 2.3. If V ∈ CAC(Π˜), then V ∈ CAP (Π) as well.
Combining the index estimate of Gaspar [Gas20] (Theorem 2.2) and the above Theorem 1.3,
one can obtain an alternative proof of the following Morse index upper bound in the Almgren-
Pitts min-max theory proved by Marques-Neves [MN16] and Li [Li19a].
Theorem 1.4 ([MN16,Li19a]). Let dim(X) = dim(X˜) = k. There exists V ∈ CAP (Π) such
that Ind(spt(V )) is less than or equal to k.
Indeed, by the min-max theory for the Allen-Cahn functional (see Section 2.4), for all suf-
ficiently small ε > 0 there exists a min-max critical point uε of Eε (corresponding to the
homotopy class Π˜) such that Ind(uε) ≤ k. Hence, by Theorem 2.1, 2.2 and 1.3, there exists
V ∈ CAC(Π˜) ⊂ CAP (Π)
such that Ind(spt(V )) ≤ k.
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2 Notations and Preliminaries
2.1 Notations
Here we summarize the notations which will be frequently used later.
[m] the set {1, 2, . . . ,m}
Hs the Hausdorff measure of dimension s
A ∪˙ B the disjoint union of A and B
int(A), A the interior of A, the closure of A (in a topological space)
C(M) the space of Caccippoli sets in M
∂A the topological boundary of A (in a topological space) = A \ int(A); ∂ will also
denote the boundary of a current or the boundary of a cell in a cell-complex.
∂∗E the reduced boundary of a Caccioppoli set E
[[S]] the current associated to the rectifiable set S
|Σ| the varifold associated to the rectifiable set Σ
‖V ‖ the Radon measure associated to the varifold V
Bc the complement of B in M i.e. M \B
B(p, r) the geodesic ball centered at p with radius r
A(p, r,R) the annulus centered at p with radii r < R
d(−, S) distance from a set S ⊂ (M,g)
Nρ(S) the set of points x ∈ (M,g) such that d(x, S) ≤ ρ
Tρ(S) the set of points x ∈ (M,g) such that d(x, S) = ρ
H1(M) the Sobolev space {f ∈ L2(M) : distributional derivative ∇f ∈ L2(M)}
2.2 Varifolds
Here we will briefly discuss the notion of varifold; further details can be found in Simon’s book
[Sim83]. Given a Riemannian manifold (Mn+1, g), let GnM denote the Grassmanian bundle
of n-dimensional hyperplanes over M . An n-varifold in M is a positive Radon measure on
GnM . If V is an n-varifold and p : GnM → M is the canonical projection map, ‖V ‖ = p∗V
is a Radon measure on M ; ‖V ‖(A) = V (p−1(A)). The topology on the space of n-varifolds
is given by the weak* topology i.e. a net {Vi}i∈I converges to V if and only if∫
GnM
f(x, ω)dVi(x, ω)→
∫
GnM
f(x, ω)dV (x, ω)
for all f ∈ Cc(GnM). If Σ ⊂ M is n-rectifiable and θ : Σ → [0,∞) is in L1loc(Σ,Hn), the
n-varifold v(Σ, θ) is defined by
v(Σ, θ)(f) =
∫
Σ
f(x, TxΣ)θ(x) dHn(x)
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where TxΣ is the approximate tangent space of Σ at x which exists Hn Σ a.e. Such a varifold
is called a rectifiable n-varifold. When θ is the constant function 1, v(Σ, θ) is denoted by |Σ|;
it is called the varifold associated to Σ.
If ϕ : M → M is a C1 map and V is an n-varifold in M , the push-forward varifold ϕ#V is
defined as follows.
(ϕ#V )(f) =
∫
G+nM
f (ϕ(x),Dϕ|x(ω)) Jϕ(x, ω)dV (x, ω)
where
Jϕ(x, ω) =
(
det
((
Dϕ(x)
∣∣
ω
)t ◦ (Dϕ(x)∣∣
ω
)))1/2
is the Jacobian factor and
G+nM = {(x, ω) ∈ GnM : Jϕ(x, ω) 6= 0}.
If V = v(Σ, θ) is a rectifiable n-varifold, ϕ#V = v(ϕ(Σ), θ˜); θ˜ : ϕ(Σ)→ R is defined by
θ˜(y) =
∑
x∈ϕ−1(y)∩Σ
θ(x).
We denote by Vn(M) the closure of the space of rectifiable n-varifolds inM with respect to the
above varifold weak topology. The F metric on Vn(M) is defined as follows [Pit81, page 66].
F(V,W ) = sup{V (f)−W (f) : f ∈ C0,1c (GnM), |f | ≤ 1,Lip(f) ≤ 1}.
For every a > 0, the F-metric topology and the varifold weak topology coincide on the set
{V ∈ Vn(M) : ‖V ‖ (M) ≤ a}.
2.3 Almgren-Pitts min-max theory
In this subsection, we will recall some of the definitions in the Almgren-Pitts min-max theory;
we refer to the papers by Marques and Neves [MN14,MN17,MN16,MN18], Schoen and Simon
[SS81] and the book by Pitts [Pit81] for more details. To discuss the Almgren-Pitts min-max
theory we need to introduce the following spaces of currents. Let (Mn+1, g) be a closed
Riemannian manifold. Il(M
n+1;Z2) is the space of l-dimensional mod 2 flat chains in M ; we
only need to consider l = n, n+1. Zn(Mn+1;Z2) denotes the space of flat chains T ∈ In(M ;Z2)
such that T = ∂U for some U ∈ In+1(M ;Z2). For T ∈ Zn(M ;Z2), |T | stands for the varifold
associated to T and ‖T‖ is the radon measure associated to |T |. F and M denote the flat
and mass norm on Il(M ;Z2). When l = n + 1, these two norms coincide. The F metric on
the space of currents is defined as follows.
F(U1, U2) = F(U1, U2) + F(|∂U1| , |∂U2|) if U1, U2 ∈ In+1(M ;Z2);
F(T1, T2) = F(T1, T2) +F(|T1| , |T2|) if T1, T2 ∈ In(M ;Z2).
It is proved in [MN18] that the space In+1(M ;F;Z2) is contractible and the boundary map
∂ : In+1(M ;F;Z2)→ Zn(M ;F;Z2) is a two sheeted covering map. By the constancy theorem,
if U1, U2 ∈ In+1(M ;Z2) such that ∂U1 = ∂U2, either U1 = U2 or U1 + U2 = [[M ]].
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Let X, Π be as in Section 1. The Almgren-Pitts width of the homotopy class Π is defined by
LAP (Π) = inf
Φ∈Π
sup
x∈X
{M(Φ(x))} . (2.1)
A sequence of maps Φi : X → Zn(M ;F;Z2) in Π is called a minimizing sequence if
lim sup
i→∞
sup
x∈X
{M(Φi(x))} = LAP (Π).
The critical set of a minimizing sequence {Φi}, denoted by C ({Φi}), is the set of all varifolds
V ∈ Vn(M) such that ‖V ‖ (M) = LAP (Π) and there exist sequences {ij} ⊂ {i} and {xj} ⊂ X
such that
lim
j→∞
F
(
V,
∣∣Φij (xj)∣∣) = 0.
We define CAP (Π) to be the set of all varifolds V ∈ Vn(M) such that V ∈ C ({Φi}) for some
minimizing sequence {Φi} ⊂ Π, V is a stationary, integral varifold and spt(V ) is a closed,
minimal hypersurface with optimal regularity (i.e. smooth and embedded outside a singular
set of Hausdorff dimension ≤ n−7). The theorem of Almgren-Pitts-Schoen-Simon guarantees
that CAP (Π) is non-empty.
2.4 Allen-Cahn min-max theory
We now briefly discuss the min-max theory for the Allen-Cahn functional following the papers
by Guaraco [Gua18] and Gaspar-Guaraco [GG18] where further details can be found. Let
W : R → R be a smooth, symmetric, double well potential. More precisely, W has the
following properties. W ≥ 0; W (−t) =W (t) for all t ∈ R; W has exactly three critical points
0,±1; W (±1) = 0 andW ′′(±1) > 0 i.e. ±1 are non-degenerate minima; 0 is a local maximum.
The Allen-Cahn energy (with parameter ε > 0) is given by
Eε(u) =
∫
M
ε
|∇u|2
2
+
W (u)
ε
.
As mentioned earlier,
ACε(u) := ε∆u− ε−1W ′(u) = 0
if and only if u is a critical point of Eε.
Let X˜, Π˜ be as in Section 1. The ε-Allen-Cahn width of the homotopy class Π˜ is defined by
Lε(Π˜) = inf
h∈Π˜
sup
x∈X˜
Eε(h(x)). (2.2)
A sequence of maps hi : X˜ → H1(M) \ {0} in Π˜ is called a minimizing sequence for Eε if
lim sup
i→∞
sup
x∈X˜
Eε(hi(x)) = Lε(Π˜)
u is called a min-max critical point of Eε (corresponding to the homotopy class Π˜) if u is a
critical point of Eε with Eε(u) = Lε(Π˜) and
lim
i→∞
dH1(M)
(
u, hi(X˜)
)
= 0
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where {hi} is a minimizing sequence for Eε in Π˜.
As W is an even function, Eε is invariant under the Z2 action on H
1(M) given by u 7→ −u
i.e. Eε(u) = Eε(−u). Moreover, as proved in [Gua18, Proposition 4.4], Eε satisfies the Palais-
Smale condition for bounded sequences. Hence, as explained in [GG18], if ε > 0 satisfies
Lε(Π˜) < Eε(0) =
W (0)
ε
Vol(M,g) (2.3)
(which holds for ε sufficiently small by (1.3)), one can apply Corollary 10.5 of [Gho93] to
the Z2-homotopic family Π˜ to conclude that there exists a min-max critical point uε of Eε
(corresponding to the homotopy class Π˜) such that Ind(uε) ≤ k. (Here k is the dimension of
the parameter space X˜.) The restriction on ε given by (2.3) is due to the fact that the space
H1(M) \ {0} is not complete; (2.3) ensures that a minimizing sequence for Eε is bounded
away from 0.
2.5 Convergence of the phase interfaces
Let us define F : R→ R and the energy constant σ as follows.
F (a) =
∫ a
0
√
W (s)/2 ds; σ =
∫ 1
−1
√
W (s)/2 ds so that F (±1) = ±σ
2
. (2.4)
Let u ∈ C1(M), w = F ◦ u. The n-varifold associated to u is defined by
V [u](A) =
1
σ
∫ ∞
−∞
|{w = s}| (A) ds
for every Borel set A ⊂ GnM . On a closed manifold, if ACε(u) = 0 and u is not identically
equal to ±1, |u| < 1 [GG18, Lemma 2.2]; in that case, in the definition of V [u] the integral
can be taken over the interval (−σ/2, σ/2).
Building on the work of Hutchinson-Tonegawa [HT00], Tonegawa [Ton05] and Tonegawa-
Wickramasekera [TW12], Guaraco [Gua18] has proved the following theorem.
Theorem 2.1 ([HT00,Ton05,TW12,Gua18]). Let {ui : M → (−1, 1)}∞i=1 be a sequence of
smooth functions such that
(i) ACεi(ui) = 0 with εi → 0 as i→∞;
(ii) There exists E0 > 0 and I0 ∈ N0 such that Eεi(ui) ≤ E0 and Ind(ui) ≤ I0 for all i ∈ N.
Then, there exists a stationary, integral varifold V such that possibly after passing to a sub-
sequence, V [ui]→ V in the sense of varifolds. Moreover,
‖V ‖ (M) = 1
2σ
lim
i→∞
Eεi(ui)
and spt(V ) is a closed, minimal hypersurface with optimal regularity.
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The proof of the regularity of the limit-interface depends on the regularity theory of stable,
minimal hypersurfaces developed by Wickramasekera [Wic14].
The upper bound for the Morse index of the limit-interface in the above theorem was proved
by Gaspar [Gas20] and Hiesmayr [Hie18] (when the limit-interface is two sided).
Theorem 2.2 ([Gas20,Hie18]). The Morse index of the limit-interface spt(V ) in the above
Theorem 2.1 is less than or equal to I0.
Lastly, we introduce the following definition. CAC(Π˜) is the set of all stationary, integral
n-varifolds V such that spt(V ) is a closed, minimal hypersurface with optimal regularity and
V is the varifold limit of V [ui] for some sequence {ui}∞i=1 such that ui is a min-max critical
point of Eεi (with εi → 0) corresponding to the homotopy class Π˜. By the discussion of
Section 2.4 and Theorem 2.1, CAC(Π˜) is non-empty.
3 Proof of the width inequality
In this section we will prove our main Theorem 1.2. Let us fix η > 0. Let L = LAP (Π). By
the interpolation theorems of Pitts and Marques-Neves [MN17,MN18] there exists Φ : X →
Zn(Mn+1;M;Z2) such that
sup
x∈X
{M(Φ(x))} < L+ η. (3.1)
We choose Φ˜ : X˜ → C(M) which is a lift of Φ i.e. for all x ∈ X˜,
[[∂∗Φ˜(x)]] = ∂[[Φ˜(x)]] = Φ(π(x)).
Φ˜ is Z2-equivariant i.e. if T : X˜ → X˜ is the deck transformation, [[Φ˜(x)]] + [[Φ˜(T (x))]] = [[M ]]
for all x ∈ X˜ .
3.1 Approximation of a Caccippoli set by open sets with smooth boundary
In this subsection, following the book by Giusti [Giu84] and the paper by Miranda-Pallara-
Paronetto-Preunkert [MPPP07], we briefly discuss the fact that a Caccioppoli set can be
approximated by open sets with smooth boundary. We begin with the following theorem.
Theorem 3.1 ([Giu84, Theorem 1.17], [MPPP07, Proposition 1.4]). Let E ∈ C(M). There
exists a sequence of smooth functions {fj :M → R}∞j=1 such that 0 ≤ fj ≤ 1 for all j and
lim
j→∞
∫
M
|fj − χE | dHn+1 = 0 and
∫
M
|DχE| = lim
j→∞
∫
M
|Dfj|.
Following [Giu84, Proof of Theorem 1.24], for t ∈ (0, 1), let us define Ej,t = {fj > t}. Then,
|fj − χE| > t on Ej,t \ E and |fj − χE| ≥ 1− t on E \ Ej,t (3.2)
which implies ∫
M
|fj − χE | dHn+1 ≥ min{t, 1− t}
∫
M
|χEj,t − χE| dHn+1. (3.3)
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Hence, for all t ∈ (0, 1),
lim
j→∞
∫
M
|χEj,t − χE| dHn+1 = 0 (3.4)
=⇒
∫
M
|DχE| ≤ lim inf
j→∞
∫
M
|DχEj,t|. (3.5)
Therefore, using Theorem 3.1, the co-area formula for the BV function and (3.5) we obtain
the following inequalities.∫
M
|DχE| = lim
j→∞
∫
M
|Dfj| ≥
∫ 1
0
(
lim inf
j→∞
∫
M
|DχEj,t |
)
dt ≥
∫
M
|DχE|.
This implies
lim inf
j→∞
∫
M
|DχEj,t | =
∫
M
|DχE| for a.e. t ∈ (0, 1). (3.6)
We choose t0 ∈ (0, 1) such that t0 is a regular value of fj for all j and (3.6) holds for t = t0.
Further, possibly after passing to a subsequence, we can assume that
lim
j→∞
∫
M
|DχEj,t0 | =
∫
M
|DχE|. (3.7)
Let us define Ej = Ej,t0 . Since
Ej,t0 ⊂ Ej,t0 ⊂ Ej,t0 ∪ {fj = t0},
we have Hn+1 (Ej,t0 \Ej,t0) . From (3.4) and (3.7) we conclude that
χEj → χE in L1(M) and lim
j→∞
∫
M
|DχEj | =
∫
M
|DχE |. (3.8)
By [Pit81, 2.1(18)(f), page-63], (3.8) implies that [[∂∗Ej ]] converges to [[∂∗E]] in F.
Let us fix p ∈M and R > 0. Using (3.8),
lim
j→∞
∫ R
0
(∫
∂B(p,t)
|χEj − χE | dHn
)
dt = lim
j→∞
∫
B(p,R)
|χEj − χE| dHn+1 = 0.
Hence, there exists a subsequence {χEjs} ⊂ {χEj} such that
lim
s→∞
∫
∂B(p,t)
|χEjs − χE | dHn = 0 for a.e. t ∈ (0, R).
Next, we define Fj = {fj < t0} and F =M \E. Then, Ej ∩Fj ⊂ {fj = t0} and Ej ∪Fj =M .
Therefore, [[Ej ]] + [[Fj ]] = [[M ]], ∂
∗Ej = ∂∗Fj and χFj → χF in L1(M). We note that
∂Ej , ∂Fj ⊂ {fj = t0}. As the reduced boundary is a subset of the topological boundary, we
also have ∂∗Ej = ∂∗Fj ⊂ {fj = t0}. Since {fj = t0} is a smooth, closed hypersurface in M ,
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for each a ∈ {fj = t0} there exist ρ > 0 and co-ordinates {x1, x2, . . . , xn+1} on B(a, ρ) such
that xi(a) = 0 for all i and
(B(a, ρ) ∩ {fj = t0}) = {x ∈ B(a, ρ) : xn+1 = 0}.
Let G1 = {x ∈ B(a, ρ) : xn+1 < 0} and G2 = {x ∈ B(a, ρ) : xn+1 > 0} so that
(B(a, ρ) \ {fj = t0}) = G1 ∪˙ G2.
G1 and G2 are connected open sets. We have the following three mutually exclusive cases.
(1) fj > t0 on both G1 and G2; this implies a ∈ int(Ej) \ Fj ;
(2) fj < t0 on both G1 and G2; this implies a ∈ int(Fj) \Ej ;
(3) fj > t0 on one of G1 and G2, and fj < t0 on the other; this implies a ∈ Ej ∩ Fj .
From the above three cases we can conclude that ∂∗Ej = ∂∗Fj = Ej ∩Fj = ∂Ej = ∂Fj which
is a smooth, closed, embedded hypersurface in M . Indeed, the set of points a ∈ {fj = t0} for
which the above item (3) holds is both open and closed in {fj = t0}; hence it is the union of
certain connected components of {fj = t0}.
From the above discussion we arrive at the following proposition.
Proposition 3.2. Let E ∈ C(M) and F = M \ E. Then, for each j ∈ N there exist closed
sets Ej, Fj ∈ C(M) such that the followings hold.
(i) [[Ej ]] + [[Fj ]] = [[M ]] and M = Ej ∪ Fj .
(ii) χEj → χE and χFj → χF in L1(M).
(iii) ∂∗Ej = ∂∗Fj = Ej ∩ Fj = ∂Ej = ∂Fj is a smooth, closed, embedded hypersurface in M .
(iv) [[∂∗Ej ]] = [[∂∗Fj ]] converges to [[∂∗E]] = [[∂∗F ]] in F.
(v) For every p ∈ M and R > 0 there exist subsequences {χEjs} ⊂ {χEj} and {χFjs} ⊂
{χFj} such that
lim
s→∞
∫
∂B(p,t)
|χEjs − χE| dHn = 0 and lims→∞
∫
∂B(p,t)
|χFjs − χF | dHn = 0
for a.e. t ∈ (0, R).
3.2 Preliminary constructions
Let D be a countable, dense subset of M and inj(M) be the injectivity radius of (M,g). We
consider
B = {B(p, t) : p ∈ D, t ∈ (0, inj(M)) ∩Q}
which is also a countable set. Let us assume that M is isometrically embedded in some
Euclidean space Rm. We have the following theorem which is a consequence of Sard’s theorem.
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Theorem 3.3. ([Nic11, Corollary 1.25]) Let Σ be a closed submanifold of Rm. For v ∈ Rm
we define fv : R
m → R by fv(x) = 〈x, v〉. Then, there exists a generic set V ⊂ Rm (depending
on Σ) such that for all v ∈ V , fv|Σ is a Morse function on Σ.
By the above theorem, there exists ω ∈ Rm such that fω|M and fω|∂B are Morse functions
for all B ∈ B. By composing scaling and translation with fω, we can assume that fω(M) =
[1/3, 2/3]. From now on, whenever we will consider fω, it will be assumed that fω : M →
[1/3, 2/3]. Let us choose r0 ∈ (0, inj(M)) such that
• Hn (f−1ω (t) ∩B(p, r0)) < η/2 for all t ∈ [1/3, 2/3], p ∈M ;
• M (Φ(x) B(p, r0)) < η for all x ∈ X, p ∈M ;
where Φ is as chosen at the beginning of Section 3. Such a choice of r0 is possible because of
the ‘no concentration of mass property’([MN17]). We choose pi ∈ D such that
M =
I⋃
i=1
B (pi, r0/4) ; B
0
i := B(pi, r0). (3.9)
Hence, in particular, we have
Hn
(
f−1ω (t) ∩B0i
)
< η/2 ∀t ∈ [1/3, 2/3], i ∈ [I];
M
(
Φ(x) B0i
)
< η ∀x ∈ X, i ∈ [I]. (3.10)
Lemma 3.4. There exists r1 ∈ (r0/2, 3r0/4) ∩Q, δ ∈ (0, r0/8) such that
M
(
Φ(x) A(pi, r1 − 2δ, r1 + δ)
)
<
η
I
for all x ∈ X and i ∈ [I].
Proof. By the compactness of X, there exists {xj}Jj=1 ⊂ X such that
∀x ∈ X, ∃j ∈ [J ] such that M (Φ(x)−Φ(xj)) < η
2I
. (3.11)
For i ∈ [I], j ∈ [J ] we define
Rij =
{
r′ ∈ (r0/2, 3r0/4) : M
(
Φ(xj) ∂B(pi, r
′)
)
<
η
2I
}
.
We note that
(r0/2, 3r0/4) \ Rij is finite ∀ i, j.
Hence, we can choose
r1 ∈
( ⋂
i∈[I],j∈[J ]
Rij
)
∩ (r0/2, 3r0/4) ∩Q. (3.12)
Therefore, we have
M (Φ(xj) ∂B(pi, r1)) <
η
2I
∀ i, j.
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Hence, we can choose δ ∈ (0, r0/8) such that
M
(
Φ(xj) A(pi, r1 − 2δ, r1 + δ)
)
<
η
2I
∀ i, j;
which implies (by (3.11))
M
(
Φ(x) A(pi, r1 − 2δ, r1 + δ)
)
<
η
I
∀ x ∈ X i ∈ [I].
Lemma 3.5. There exists δ ∈ (0, r0/8) such that
Hn (f−1ω (t) ∩A(pi, r1 − 2δ, r1 + δ)) < η2I
for all t ∈ [1/3, 2/3], i ∈ [I].
Proof. We assume by contradiction that there exist {tj}∞j=1 ⊂ [1/3, 2/3] and {dj}∞j=1 ⊂ R+
such that dj → 0 and for some i ∈ [I]
Hn (f−1ω (tj) ∩ A(pi, r1 − 2dj , r1 + dj)) ≥ η2I
holds for all j ∈ N. Without loss of generality we can assume that tj → t. Denoting
µj = Hn f−1ω (tj) and µ = Hn f−1ω (t),
we have that µj weakly converges to µ (in the sense of radon measure). Let us fix l ∈ N.
There exists j0 ∈ N such that dj ≤ l−1 for all j ≥ j0. Hence,
µj(A(pi, r1 − 2l−1, r1 + l−1)) ≥ η
2I
for all j ≥ j0. Therefore,
µ(A(pi, r1 − 2l−1, r1 + l−1)) ≥ lim sup
j→∞
µj(A(pi, r1 − 2l−1, r1 + l−1)) ≥ η
2I
.
This holds for all l ∈ N. Denoting Al = A(pi, r1 − 2l−1, r1 + l−1) we have
Al+1 ⊂ Al and
∞⋂
l=1
Al = ∂B(pi, r1).
This implies
Hn (f−1ω (t) ∩ ∂B(pi, r1)) = µ(∂B(pi, r1)) = lim
l→∞
µ(Al) ≥ η
2I
.
However, this is not possible. Indeed, r1 ∈ Q (Lemma 3.4) and by the choice of ω, fω|∂B(pi,r1)
is a Morse function on ∂B(pi, r1); hence Hn
(
f−1ω (t) ∩ ∂B(pi, r1)
)
must be 0.
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We can assume that the two δ’s appearing in Lemma 3.4 and Lemma 3.5 are the same. Next,
we modify fω near the points where it achieves local maxima or local minima (which are not
global maxima or minima) to get another Morse function f :M → [1/3, 2/3] such that f has
no non-global local maxima or local minima and for all t ∈ [1/3, 2/3], i ∈ [I]
Hn
(
f−1(t) ∩B0i
)
< η and Hn (f−1(t) ∩A(pi, r1 − 2δ, r1 + δ)) < η
I
. (3.13)
Let us introduce the following notation which will be used later.
B1i = B(pi, r1); A1 =
I⋃
i=1
A(pi, r1 − 2δ, r1 + δ);
A2 =
I⋃
i=1
A (pi, r1 − 3δ/2, r1 + δ/2) ; A =
I⋃
i=1
A(pi, r1 − δ, r1). (3.14)
3.3 Cell complex structure on the parameter space
For l ∈ N, I [l] is the cell complex on I = [0, 1] whose 0-cells are
[0], [l−1], . . . , [1 − l−1], [1]
and 1-cells are
[0, l−1], [l−1, 2l−1], . . . , [1− l−1, 1].
Im[l] denotes the cell complex on Im = [0, 1]m whose cells are α1⊗α2⊗· · ·⊗αm where each
αj ∈ I [l]. We note that Im[1] is the standard cell complex on Im. By abuse of notation,
we will identify a cell α1⊗α2⊗· · ·⊗αm with its support α1×α2×· · ·×αm ⊂ Im. Similarly,
if Y is a subcomplex of Im[1], Y [l] is the union of all the cells in Im[l] whose support is
contained in Y . If Y is a cell complex, Yp will denote the set of all p-cells in Y; if α, β ∈ Y
such that β is a face of α (in the definition of the face, we do not insist that dim(β) < dim(α)
or dim(β) = dim(α) − 1), we use the notation β ≺ α.
If λ = [il−1, (i+ 1)l−1] ∈ I [l]1, there exists a canonical map
∆λ : I → I ; ∆λ(t) = (i+ t)l−1 (3.15)
such that ∆λ : I → λ is a homeomorphism. Similarly, if α = α1 ⊗ α2 ⊗ · · · ⊗ αm ∈ Im[l]p,
there exists a canonical map ∆α : I
p → Im defined as follows. There exist precisely p
indices
j1 < j2 < · · · < jp such that dim(αjs) = 1 ∀s = 1, 2, . . . , p.
We define
(∆α(t1, t2, . . . , tp))j =
{
∆αjs (ts) if j = js,
αj if j /∈ {j1, j2, . . . , jp} ⇔ dim(αj) = 0.
(3.16)
∆α : I
p → α is a homeomorphism. Let Dα : α→ I p be the inverse of ∆α.
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If β ≺ α and Dα(β) = ̺ ≺ I p, then the following compatibility relation holds.
∆α ◦∆̺ = ∆β. (3.17)
We recall from Section 1 that X is a subcomplex of I N [1] for some N and π : X˜ → X is a
double cover. For l ∈ N, X[l] is the cell complex on X as defined above. X˜[l] denotes the cell
complex on X˜ whose cells are pre-images of the cells of X[l] via the map π. We choose K ∈ N
such that the followings hold. (Here Φ and Φ˜ are as chosen at the beginning of Section 3.)
If x1, x2 ∈ X[K]0 belong to a common cell in X[K], M (Φ(x1)− Φ(x2)) < η. (3.18)
If y1, y2 ∈ X˜ [K]0 belong to a common cell in X˜ [K], Hn+1(Φ˜(y1)∆Φ˜(y2)) < ηδ
I
; (3.19)
where δ is as in Section 3.2 (Lemma 3.4, (3.13)).
Let {cq : q ∈ [Q]} be all the cells of X[K] indexed in such a way that dim(cq1) ≤ dim(cq2)
if q1 ≤ q2. Let {eq, fq : q ∈ [Q]} be the cells of X˜[K] so that π−1(cq) = eq ∪˙ fq. Since cq
is contractible, π|eq : eq → cq and π|fq : fq → cq are homeomorphisms. Let us introduce the
following notation (d = dim(cq)).
∆cq = ∆q : I
d → cq ; Dcq = Dq : cq → I d;(
π|eq
)−1 ◦∆q = ∆1q : I d → eq ; Dq ◦ (π|eq) = D1q : eq → I d; (3.20)(
π|fq
)−1 ◦∆q = ∆2q : I d → fq ; Dq ◦ (π|fq) = D2q : fq → I d.
3.4 Construction of an almost smooth sweepout
The next proposition follows from Proposition 3.2.
Proposition 3.6. There exists a sequence {Φ˜j : X˜[K]0 → C(M)}∞j=1 such that the followings
hold for all j ∈ N and x ∈ X˜[K]0.
(i) Φ˜j(x) is a closed subset of M .
(ii) [[Φ˜j(x)]] + [[Φ˜j(T (x))]] = [[M ]] and M = Φ˜j(x) ∪ Φ˜j(T (x)).
(iii) As j →∞, χΦ˜j(x) → χΦ˜(x) in L1(M).
(iv) ∂Φ˜j(x) = ∂Φ˜j(T (x)) = Φ˜j(x) ∩ Φ˜j(T (x)) = ∂∗Φ˜j(x) = ∂∗Φ˜j(T (x)) is a smooth, closed
hypersurface in M .
(v) Defining Φj(x) = ∂
∗Φ˜j(x), as j →∞, [[Φj(x)]]→ Φ(π(x)) in F.
(vi) For all i ∈ [I],
lim
j→∞
∫
∂B(pi,t)
|χΦ˜j(x) − χΦ˜(x)| dHn = 0
for a.e. t ∈ (0, r1).
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We will approximate Φ˜ by a discrete and ‘almost smooth’ sweepout Ψ˜ : X˜[KI]0 → C(M)
which will be constructed using the Φ˜j ’s. The construction is motivated by the interpolation
theorems of Almgren [Alm62], Pitts [Pit81, 4.5], Marques-Neves [MN14, Theorem 14.1] and
Chambers-Liokumovich [CL20, Lemma 6.2]. The construction is divided into three parts.
Part 1. We recall that {eq, fq : q ∈ [Q]} are the cells of X˜ [K]. For q ∈ [Q] we define the
following collection of balls
B(q) = {B(pi, ri(q)) : i ∈ [I]} (3.21)
where ri(q) ∈ (r1 − δ, r1) (δ is as in Section 3.2) and ri(q) is chosen inductively so that the
following conditions are satisfied.
(i) ‖Φ(π(x))‖ (∂B(pi, ri(q))) = 0 ∀ x ∈ (eq)0.
(ii) ∂B(pi, ri(q)) is transverse to Φj(x) for all x ∈ (eq)0 and j ∈ N.
(iii) ∂B(pi, ri(q)) is transverse to ∂B(ps, rs(q)) for all s < i.
(iv) ∂B(pi, ri(q)) is transverse to ∂B(pj , rj(q
′)) for all q′ < q and j ∈ [I].
(v) χΦ˜j(x) converges to χΦ˜(x) in L
1(M,Hn ∂B(pi, ri(q))) for all x ∈ (eq)0 ∪ (fq)01.
(vi) If m = dim(eq) = dim(fq),∫
∂B(pi,ri(q))
|χΦ˜(x) − χΦ˜(x′)| dHn <
22mη
I
for all x, x′ ∈ (eq)0 and for all x, x′ ∈ (fq)02.
Next we choose
r1 > r > max{ri(q) : i ∈ [I], q ∈ [Q]}
such that the followings hold.
‖Φ(π(x))‖ (∂B(pi, r)) = 0 ∀ x ∈ X˜[K]0, i ∈ [I]; (3.22)
‖Φj(x)‖ (∂B(pi, r)) = 0 ∀ j ∈ N, x ∈ X˜ [K]0, i ∈ [I]. (3.23)
We introduce the notation
Bi(q) = B(pi, ri(q)) ; Bi = B(pi, r). (3.24)
We note that by (3.9), for all q ∈ [Q],⋃
i∈[I]
Bi(q) =M =
⋃
i∈[I]
Bi.
Part 2. Let us introduce the following definitions.
R1 = {Bi : i ∈ [I]}∪{M \Bi : i ∈ [I]}, R2 = {U1∩U2∩· · ·∩Us : s ∈ N and each Uj ∈ R1},
1For this item we need to use item (vi) of Proposition 3.6.
2For this item we need to use (3.19).
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R = {V1 ∪ V2 ∪ · · · ∪ Vt : t ∈ N and each Vj ∈ R2}
R1,R2 and R are finite sets. In a topological space for any two sets A and B,
∂(A ∩B), ∂(A ∪B) ⊂ ∂A ∪ ∂B. (3.25)
Hence, for any R ∈ R,
∂R ⊂
⋃
i∈[I]
∂Bi =⇒ ‖Φ(π(x))‖ (∂R) = 0 ∀ x ∈ X˜[K]0.
Moreover, R is an open subset of M . Therefore, by Proposition 3.6 item (v), as j →∞
‖Φj(x)‖ (R) −→ ‖Φ(π(x))‖ (R) ∀ x ∈ X˜ [K]0. (3.26)
We also note that M ∈ R as ∪i∈[I]Bi =M.
Proposition 3.7. There exists γ ∈ N such that the followings hold.
(i)
∣∣ ‖Φγ(x)‖ (R)− ‖Φ(π(x))‖ (R)∣∣ < η for all x ∈ X˜ [K]0 and R ∈ R.
(ii) Hn(Φγ(x)) < L+ 2η ∀x ∈ X˜[K]0.
(iii) Hn(Φγ ∩B0i ) < η ∀x ∈ X˜[K]0.
(iv) Hn(Φγ ∩ A1) < η ∀x ∈ X˜[K]0.
(v) For q ∈ [Q] and i ∈ [I], if dim(eq) = dim(fq) = m,∫
∂Bi(q)
|χΦ˜γ(x) − χΦ˜γ(x′)| dHn <
22mη
I
(3.27)
if x, x′ ∈ (eq)0 or if x, x′ ∈ (fq)0.
Proof. (i) follows from (3.26). Since, M ∈ R, (ii) follows from (3.1) and (i). To obtain (iii)
we note that Proposition 3.6 item (v) and (3.10) imply for each x ∈ X˜[K]0,
lim sup
j→∞
‖Φj(x)‖ (B0i ) ≤ ‖Φ(π(x))‖ (B0i ) < η.
Similarly, (iv) follows from Proposition 3.6 item (v) and Lemma 3.4. Finally, item (v) follows
from items (v) and (vi) of the definition of ri(q).
Next we define
S =
{
Φγ(x) ∩ ∂Bi(q) : x ∈ X˜ [K]0, i ∈ [I], q ∈ [Q]
}⋃{
∂Bi(q)∩∂Bj(q′) : i, j ∈ [I]; q, q′ ∈ [Q]
}
where γ is as in Proposition 3.7. Let S be the closed subset of M which is the union of all the
elements of S . By the transversality assumptions in the definition of ri(q), each non-empty
element of S is a smooth, closed, co-dimension 2 submanifold of M . Hence, for all Σ ∈ S
Hn(Tρ(Σ)) = O(ρ)
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where the constants in O(ρ) depend on Σ. Therefore, there exist constants C, ρ0 depending
on the submanifolds contained in the set S such that
Hn(Tρ(S)) ≤ Cρ ∀ρ ≤ ρ0. (3.28)
Part 3. Let K(M) be the set of all closed subsets of M . We are now going to prove that
there exists a discrete, ‘almost smooth’ sweepout Ψ˜ : X˜ [KI]0 → K(M) which approximates
Φ˜ : X˜ → C(M). With some additional work it is possible to ensure that for all v ∈ X˜[KI]0,
Ψ˜(v) ∈ C(M); however we do not need this fact to prove Theorem 1.2. Let us introduce
the following notation. Let K, K′ be closed subsets of M . B is a normal geodesic ball and
A =M \B. We define
Ω(K,K′;B) = (K ∩ A) ∪ (K′ ∩B) (3.29)
which is also a closed subset of M . This definition is motivated by the construction of “nested
sweepouts” by Chambers and Liokumovich [CL20, Section 6]. In the following proposition
and in its proof, we will use various notations which were introduced previously.
Proposition 3.8. There exists a map Ψ˜ : X˜[KI]0 → K(M) such that Ψ˜ has the property
(P )0 Ψ˜(x) = Φ˜γ(x) for all x ∈ X˜ [K]0.
Moreover, denoting
Ψ(v) = Ψ(T (v)) = Ψ˜(v) ∩ Ψ˜(T (v)) for v ∈ X˜[KI]0 ;
Ψ˜ ◦∆1q = Ξ˜1q, Ψ˜ ◦∆2q = Ξ˜2q ,
for q ∈ [Q] and m = dim(eq) = dim(fq), Ψ˜|eq[I]0, Ψ˜|fq [I]0 have the following properties.
(P0)m,q For s = 1, 2,
Ξ˜sq(ξ
′, iI−1) = Ω
(
Ξ˜sq(ξ
′, (i− 1)I−1), Ξ˜sq(ξ′, 1); Bi(q)
)
for all ξ′ ∈ Im−1[I]0 \
(
∂Im−1
)
[I]0 and i ∈ [I].
(P1)m,q For all v ∈ eq[I]0, M = Ψ˜(v) ∪ Ψ˜(T (v)).
(P2)m,q For all v ∈ eq[I]0,
Ψ˜(v) ⊂
⋃
x∈(eq)0
Φ˜γ(x).
Similarly, for all v′ ∈ fq[I]0,
Ψ˜(v′) ⊂
⋃
x′∈(fq)0
Φ˜γ(x
′).
(P3)m,q Let
Fq = {s ∈ [Q] : es ≺ eq or fs ≺ eq}.
For all v ∈ eq[I]0,
∂Ψ˜(v), ∂Ψ˜(T (v)) ⊂
{ ⋃
x∈(eq)0
Φγ(x)
}⋃{ ⋃
i∈[I], s∈Fq
∂Bi(s)
}
.
18
(P4)m,q For all v ∈ eq[I]0, Ψ(v) \ S = S1 ∪˙ S2 ∪˙ . . . ∪˙ Sl where each Sj is an open subset of a
hypersurface belonging the set{
Φγ(x) : x ∈ (eq)0
}⋃{
∂Bi(s) : i ∈ [I], s ∈ Fq
}
.
Here Fq is as in (P3)m,q.
(P5)m,q Suppose v, v
′ ∈ eq[I]0 or v, v′ ∈ fq[I]0; e ∈ eq[I]1 ∪ fq[I]1 such that v, v′ ≺ e. Then, there
exists B = Bi(e) for some i(e) ∈ [I] such that
Ψ(v) ∩ (M \ (A ∪ B)) = Ψ(v′) ∩ (M \ (A ∪ B)) ;
Ψ˜(v) ∩ (M \ (A ∪ B)) = Ψ˜(v′) ∩ (M \ (A ∪ B)) ;
Ψ˜(T (v)) ∩ (M \ (A ∪ B)) = Ψ˜(T (v′) ∩ (M \ (A ∪ B)) .
Moreover, B can be characterized as follows. Without loss of generality, let v, v′ ∈ eq[I]0.
If D1q(v) = (ξ1, ξ2, . . . , ξm) and D
1
q (v
′) = (ξ′1, ξ′2, . . . , ξ′m), there exists a unique index
j ∈ [m] such that ξj 6= ξ′j . Let i ∈ [I] be such that {ξj , ξ′j} = {(i − 1)I−1, iI−1}. Then
B = Bi.
(P6)m,q For all i ∈ [I] and v ∈ eq[I]0,
Hn
(
Ψ(v) ∩B0i
)
< 24m+2η.
(P7)m,q For all v ∈ eq[I]0,
Hn (Ψ(v) ∩ A1) < 24m+2η.
(P8)m,q For all v ∈ eq[I]0, x ∈ (eq)0 and R ∈ R,∣∣∣Hn (Ψ(v) ∩R)−Hn (Φγ(x) ∩R) ∣∣∣ < 24m+2η.
In particular,
Hn(Ψ(v)) < L+ (24m+2 + 2)η. (3.30)
Proof. We will inductively construct Ψ˜ : eq[I]0, fq[I]0 → K(M). If dim(eq) = dim(fq) = 0,
then eq[I] = eq and fq[I] = fq. In that case we define
Ψ˜(eq) = Φ˜γ(eq) and Ψ˜(fq) = Φ˜γ(fq)
which is precisely the property (P )0. Moreover, for this definition of Ψ˜ on the 0-cells eq,fq,
properties (P0)0,q − (P8)0,q are also satisfied. (We need to use Proposition 3.7.)
Let us assume that d ≥ 1 and Ψ˜ is defined on⋃
dim(eq)≤d−1
(
eq[I]0 ∪ fq[I]0
)
and if dim(es) = dim(fs) = (d − 1), Ψ˜|es[I]0 , Ψ˜|fs[I]0 have the properties (P0)(d−1),s −
(P8)(d−1),s.
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Let ν ∈ [Q] be such that dim(eν) = dim(fν) = d. We define Ξ˜1ν, Ξ˜2ν on I d[I]0 and Ψ˜
on eν [I]0, fν[I]0 as follows. By our assumption, Ψ˜ is defined on (∂eν)[I]0, (∂fν)[I]0. For
z ∈ (∂I d)[I]0, ∆1ν(z) ∈ (∂eν)[I]0 and ∆2ν(z) ∈ (∂fν)[I]0; for s = 1, 2 we define
Ξ˜sν(z) =
(
Ψ˜ ◦∆sν
)
(z). (3.31)
If z ∈ I d[I]0 \
(
∂I d
)
[I]0, we write z = (z
′, iI−1) with z′ ∈ I d−1[I]0 and 1 ≤ i ≤ 1 − I−1;
for s = 1, 2, we define
Ξ˜sν(z
′, iI−1) = Ω
(
Ξ˜sν(z
′, (i− 1)I−1), Ξ˜sν(z′, 1); Bi(ν)
)
. (3.32)
For v ∈ eν [I]0 ∪ fν[I]0, we define
Ψ˜(v) =


(
Ξ˜1ν ◦D1ν
)
(v) if v ∈ eν [I]0;(
Ξ˜2ν ◦D2ν
)
(v) if v ∈ fν[I]0.
(3.33)
We note that by (3.31), Ψ˜ is well-defined on (∂eν)[I]0, (∂fν)[I]0. Let us also set
Ξν(z) = Ξ˜
1
ν(z) ∩ Ξ˜2ν(z), z ∈ I d[I]0 (3.34)
so that
Ψ(v) =
{(
Ξν ◦D1ν
)
(v) if v ∈ eν [I]0;(
Ξν ◦D2ν
)
(v) if v ∈ fν [I]0.
(3.35)
We need to show that Ψ˜ defined in this way on eν [I]0, fν [I]0 have the properties (P0)d,ν −
(P8)d,ν .
Before we start, for convenience let us introduce the following notation.
Bi = Bi(ν), Ai =M \Bi, Si = ∂Bi = ∂Ai = Ai ∩Bi.
We fix z′ ∈ I d−1[I]0 \
(
∂I d−1
)
[I]0 and define
Ki = Ξ˜
1
ν(z
′, iI−1), Li = Ξ˜2ν(z
′, iI−1), Σi = Ξν(z′, iI−1) = Ki ∩ Li.
From (3.32), for i = 1, 2, . . . , (I − 1) we obtain,
Ki = (Ki−1 ∩Ai) ∪ (KI ∩Bi);
Li = (Li−1 ∩ Ai) ∪ (LI ∩Bi); (3.36)
Σi = (Σi−1 ∩Ai) ∪ (ΣI ∩Bi) ∪ (Ki−1 ∩ LI ∩ Si) ∪ (KI ∩ Li−1 ∩ Si).
Using induction one can prove the following.
Ki =
[
K0 ∩
(∪is=1Bs)c ]⋃[KI ∩ (∪is=1Bs) ];
Li =
[
L0 ∩
(∪is=1Bs)c ]⋃[LI ∩ (∪is=1Bs) ]; (3.37)
Σi =
[
Σ0 ∩
(∪is=1Bs)c ]⋃[ΣI ∩ (∪is=1Bs) ]⋃Λi where Λi ⊂ i⋃
t=1
St.
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For i > 1 we have,
Λi = (Λi−1 ∩ Ai) ∪ (Ki−1 ∩ LI ∩ Si) ∪ (KI ∩ Li−1 ∩ Si). (3.38)
From the equations in (3.37), we conclude that the equations in (3.36) hold for i = I as well.
We want to denote the top and bottom faces of eν and fν by the indices τ and β ∈ [Q] i.e.{
∆1ν(I
d−1 × {1}), ∆2ν(I d−1 × {1})
}
= {eτ , fτ};{
∆1ν(I
d−1 × {0}), ∆2ν(I d−1 × {0})
}
= {eβ , fβ}.
We note that the top face of eν could be either eτ (in that case the top face of fν is fτ ) or fτ
(in that case the top face of fν is eτ ); similar remark applies for the bottom face. For the ease
of the presentation, we will assume that eτ is the top face of eν and eβ is the bottom face of
eν . The other cases will be entirely analogous.
We now proceed in steps to check that Ψ˜|eν [I]0 , Ψ˜|fν [I]0 have the properties (P0)d,ν − (P8)d,ν .
Step 0. (P0)d,ν is satisfied because of our definition of Ξ˜
1
ν and Ξ˜
2
ν i.e. equation (3.32).
Step 1. By the induction hypothesis, Ψ˜ restricted to eβ[I]0, fβ[I]0 (and eτ [I]0, fτ [I]0) satisfy
(P1)(d−1),β (and (P1)(d−1),τ ). Hence,
K0 ∪ L0 =M = KI ∪ LI
which together with (3.37) imply
M = Ki ∪ Li.
Step 2. By our assumption, Ψ˜ restricted to eβ [I]0, fβ[I]0 (and eτ [I]0, fτ [I]0) satisfy
(P2)(d−1),β (and (P2)(d−1),τ ). Hence,
K0 ⊂
⋃
x∈(eβ)0
Φ˜γ(x); KI ⊂
⋃
x∈(eτ )0
Φ˜γ(x).
Therefore, using (3.37),
Ki ⊂
⋃
x∈(eν)0
Φ˜γ(x) ∀i ∈ [I].
Similarly, we can show that
Li ⊂
⋃
x∈(fν)0
Φ˜γ(x) ∀i ∈ [I].
Step 3. By the induction hypothesis,
∂K0 ⊂
{ ⋃
x∈(eβ)0
Φγ(x)
}⋃{ ⋃
i∈[I], s∈Fβ
∂Bi(s)
}
; (3.39)
∂KI ⊂
{ ⋃
x∈(eτ )0
Φγ(x)
}⋃{ ⋃
i∈[I], s∈Fτ
∂Bi(s)
}
. (3.40)
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Moreover, by (3.25) and (3.36)
∂Ki ⊂ ∂Ki−1 ∪ ∂KI ∪ Si =⇒ ∂Ki ⊂ ∂K0 ∪ ∂KI ∪
(∪ij=1Sj) . (3.41)
Combining (3.39), (3.40) and (3.41), we obtain
∂Ki ⊂
{ ⋃
x∈(eν)0
Φγ(x)
}⋃{ ⋃
i∈[I], s∈Fβ∪Fτ
∂Bi(s)
}⋃{ i⋃
t=1
∂Bt
}
. (3.42)
We can arrive at a similar conclusion for ∂Li as well.
Step 4. For j = 0, 1, . . . , I, let Σˆj := Σj \ S. By the induction hypothesis
Σˆ0 = S
0
1 ∪˙ S02 ∪˙ . . . ∪˙ S0l0
where each S0j is an open subset of a hypersurface belonging to the set{
Φγ(x) : x ∈ (eβ)0
}⋃{
∂Bi(s) : i ∈ [I], s ∈ Fβ
}
;
and
ΣˆI = S
I
1 ∪˙ SI2 ∪˙ . . . ∪˙ SIlI
where each SIj is an open subset of a hypersurface belonging to the set{
Φγ(x) : x ∈ (eτ )0
}⋃{
∂Bi(s) : i ∈ [I], s ∈ Fτ
}
. (3.43)
By induction let us assume that
Σˆi−1 = Si−11 ∪˙ Si−12 ∪˙ . . . ∪˙ Si−1li−1
where each Si−1j is an open subset of a hypersurface belonging to the set{
Φγ(x) : x ∈ (eν)0
}⋃{
∂Bi(s) : i ∈ [I], s ∈ Fβ ∪Fτ
}⋃{
∂Bt : t ∈ [i− 1]
}
. (3.44)
Then,
(Σi−1 ∩Ai) \ S = (Σˆi−1 ∩Ai) \ S = (Σˆi−1 ∩Ai) \ S (3.45)
as by (3.44) Σˆi−1 ∩ ∂Bi ⊂ S. Further, (Σˆi−1 ∩Ai) \ S is an open subset of Σˆi−1 as Ai ⊂M is
open and S ⊂M is closed. Similarly, using (3.43),
(ΣI ∩Bi) \ S = (ΣˆI ∩Bi) \ S (3.46)
which is an open subset of ΣˆI .
(Ki−1 ∩ LI ∩ Si) \ S = (int(Ki−1 ∩ LI) ∩ Si) \ S (3.47)
as by (3.25), ∂(Ki−1 ∩ LI) ⊂ ∂Ki−1 ∪ ∂LI ; by (3.42) and by the induction hypothesis
(P3)(d−1),τ ,
(∂Ki−1 ∪ ∂LI) ∩ Si ⊂ S.
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Similarly,
(KI ∩ Li−1 ∩ Si) \ S = (int(KI ∩ Li−1) ∩ Si) \ S. (3.48)
Moreover,
M = Bi ∪˙ Si ∪˙ Ai.
Hence, using (3.36) and equations (3.43) – (3.48), we obtain
Σˆi = S
i
1 ∪˙ Si2 ∪˙ . . . ∪˙ Sili
where each Sij is an open subset of a hypersurface belonging to the set{
Φγ(x) : x ∈ (eν)0
}⋃{
∂Bi(s) : i ∈ [I], s ∈ Fβ ∪Fτ
}⋃{
∂Bt : t ∈ [i]
}
. (3.49)
Step 5. Suppose v, v′ ∈ (∂eν)[I]0. Let ρ ∈ [Q] such that λρ ≺ eν (λρ could be eρ or fρ) with
dim(λρ) = d− 1 and v, v′ ∈ λρ[I]0. Then, by the inductive hypothesis (P5)(d−1),ρ and by the
compatibility relation (3.17), we get (P5)d,ν for this case.
Now, we assume that v /∈ (∂eν)[I]0; D1q (v) = (z1, z2, . . . , zd) = (z′, zd), D1q(v′) = (z′1, z′2, . . . , z′d) =
(z′′, z′d). If zd 6= z′d, using (3.36) we get (P5)d,ν . Otherwise, z′d = zd and there are two possi-
bilities: either v′ /∈ (∂eν)[I]0 or v′ ∈ (∂eν)[I]0. Let us assume the second possibility (the other
case is similar), i.e. there exists ρ ∈ [Q] such that λρ ≺ eν (λρ = eρ or fρ) with dim(λρ) = d−1
and v′ ∈ λρ[I]0. We define,
B′i = Bi(ρ), A
′
i =M \B′i, S′i = ∂B′i = ∂A′i;
K ′i = Ξ˜
1
ν(z
′′, iI−1), L′i = Ξ˜
2
ν(z
′′, iI−1), Σ′i = Ξν(z
′′, iI−1) = K ′i ∩ L′i.
Using (P0)(d−1),ρ and the compatibility relation (3.17), we can deduce the following relations
similar to those in (3.37).
K ′i =
[
K ′0 ∩
(∪is=1B′s)c ]⋃[K ′I ∩ (∪is=1B′s) ];
L′i =
[
L′0 ∩
(∪is=1B′s)c ]⋃[L′I ∩ (∪is=1B′s) ]; (3.50)
Σ′i =
[
Σ′0 ∩
(∪is=1B′s)c ]⋃[Σ′I ∩ (∪is=1B′s) ]⋃Λ′i where Λ′i ⊂ i⋃
t=1
S′t.
(P5)(d−1),β and (P5)(d−1),τ imply
Σ0 ∩ (M \ (A ∪ B)) = Σ′0 ∩ (M \ (A ∪ B)) ;
ΣI ∩ (M \ (A ∪ B)) = Σ′I ∩ (M \ (A ∪ B)) ; (3.51)
where B = Bj ; j is such that if zl 6= z′l, {zl, z′l} = {(j − 1)I−1, jI−1}. We note that for all
s ∈ [I],
Bs ∆ B
′
s, ∂Bs, ∂B
′
s, ⊂ A.
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Hence,(∪is=1Bs)c∆ (∪is=1B′s)c ⊂ A =⇒ (∪is=1Bs)c ∩ (A ∪ B)c = (∪is=1B′s)c ∩ (A ∪ B)c;(∪is=1Bs)∆ (∪is=1B′s) ⊂ A =⇒ (∪is=1Bs) ∩ (A ∪ B)c = (∪is=1B′s) ∩ (A ∪ B)c;
Λi ∩ (A ∪ B)c = ∅ = Λ′i ∩ (A ∪ B)c (3.52)
Using the equations (3.37), (3.50), (3.51) and (3.52), we obtain
Σi ∩ (M \ (A ∪ B)) = Σ′i ∩ (M \ (A ∪ B)) .
for all i ∈ [I]. By a similar argument, one can also show that
Ki ∩ (M \ (A ∪ B)) = K ′i ∩ (M \ (A ∪ B)) ;
and
Li ∩ (M \ (A ∪ B)) = L′i ∩ (M \ (A ∪ B)) .
Step 6. Using (3.38), for i > 1,
Hn(Λi) ≤ Hn(Λi−1) +Hn(Ki−1 ∩ LI ∩ Si) +Hn(KI ∩ Li−1 ∩ Si). (3.53)
By (P2)d,ν ,
Ki−1 ⊂
⋃
x∈(eν)0
Φ˜γ(x), LI ⊂
⋃
x∈(fν)0
Φ˜γ(x).
Hence,
Hn(Si ∩Ki−1 ∩ LI) ≤
∑
x1∈(eν)0,
x2∈(fν)0
Hn
(
Si ∩ Φ˜γ(x1) ∩ Φ˜γ(x2)
)
. (3.54)
For x1 ∈ (eν)0, x2 ∈ (fν)0,
Hn
(
Si ∩ Φ˜γ(x1) ∩ Φ˜γ(x2)
)
= Hn
(
Si ∩ Φ˜γ(x1) ∩ Φ˜γ(x2) ∩ Φ˜γ(T (x2))
)
+Hn
(
Si ∩ Φ˜γ(x1) ∩ Φ˜γ(x2) ∩
(
M − Φ˜γ(T (x2))
))
= 0 +Hn
(
Si ∩
(
Φ˜γ(x1)− Φ˜γ(T (x2)
))
<
22dη
I
. (3.55)
In the second equality we have used the fact that Si is transverse to Φγ(x2) = Φ˜γ(x2) ∩
Φ˜γ(T (x2)) (which was assumed in the definition of ri(q)) and (P1)d,ν . In the last inequality
we have used Proposition 3.7, item (v). Therefore, combining (3.53) – (3.55), we obtain
Hn(Λi) < Hn(Λi−1) + 2
4d+1η
I
for i > 1.
Moreover, by the above argument,
Hn(Λ1) < 2
4d+1η
I
.
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Hence, for all i ∈ [I],
Hn(Λi) < 2
4d+1ηi
I
≤ 24d+1η. (3.56)
Using this inequality along with (3.37) and (P6)(d−1),β , (P6)(d−1),τ , we conclude that for all
j ∈ [I],
Hn
(
Σi ∩B0j
)
≤ Hn
(
Σ0 ∩B0j
)
+Hn
(
ΣI ∩B0j
)
+Hn(Λi)
< (24d−2 + 24d−2 + 24d+1)η
< 24d+2η. (3.57)
Step 7. Using (3.56), (3.37) and (P7)(d−1),β , (P7)(d−1),τ , we obtain as in Step 6,
Hn (Σi ∩ A1) ≤ Hn (Σ0 ∩ A1)+Hn (ΣI ∩ A1)+Hn(Λi)
< (24d−2 + 24d−2 + 24d+1)η
< 24d+2η. (3.58)
Step 8. We note that for all s ∈ [I],
B
c
s ⊂ Bcs ⊂ Bcs ∪ A; Bs ⊂ Bs ⊂ Bs ∪ A.
Therefore, for all i ∈ [I],
( i⋃
s=1
Bs
)c ⊂ ( i⋃
s=1
Bs
)c ⊂ ( i⋃
s=1
Bs
)c ∪A;
i⋃
s=1
Bs ⊂
i⋃
s=1
Bs ⊂
( i⋃
s=1
Bs
)
∪ A.
Hence, using (3.37), we deduce the following inequalities.
Hn(Σi ∩R) ≤ Hn
(
Σ0 ∩
(∪is=1Bs)c ∩R)+Hn (Σ0 ∩A)+Hn (ΣI ∩ (∪is=1Bs) ∩R)+Hn(Λi);
(3.59)
Hn(Σi ∩R) ≥ Hn
(
Σ0 ∩
(∪is=1Bs)c ∩R)+Hn (ΣI ∩ (∪is=1Bs) ∩R)−Hn (ΣI ∩A) .
(3.60)
Denoting
R1 =
(∪is=1Bs)c ∩R, R2 = (∪is=1Bs) ∩R, (3.61)
using (3.59), (3.60), (P7)(d−1),β , (P7)(d−1),τ and (3.56) we obtain,
|Hn(Σi ∩R)−Hn(Σ0 ∩R1)−Hn(ΣI ∩R2)|
≤ Hn (Σ0 ∩ A)+Hn (ΣI ∩ A)+Hn(Λi)
≤ (2.24d−2 + 24d+1)η. (3.62)
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Let x0 ∈ (eν)0; without loss of generality we can assume that x0 ∈ (eβ)0 i.e. D1ν(x0) = (ξ, 0)
for some ξ ∈ I d−1. Let x1 ∈ (eτ )0 such that x1 = ∆1ν(ξ, 1). We note that R ∈ R implies
R1, R2 ∈ R as well. Further, by the definition of Bs, ‖Φγ(x0)‖ (∂Bs) = 0; hence,
Hn (Φγ(x0) ∩R) = Hn (Φγ(x0) ∩R1) +Hn (Φγ(x0) ∩R2) .
Therefore, using (3.62), (P8)(d−1),β , (P8)(d−1),τ , Proposition 3.7 (i) and (3.18) we get the
following estimate.
|Hn(Σi ∩R)−Hn (Φγ(x0) ∩R)|
≤ |Hn(Σi ∩R)−Hn(Σ0 ∩R1)−Hn(ΣI ∩R2)|+ |Hn(Σ0 ∩R1)−Hn (Φγ(x0) ∩R1)|
+ |Hn(ΣI ∩R2)−Hn (Φγ(x1) ∩R2)|+ |Hn (Φγ(x1) ∩R2)−Hn (Φγ(x0) ∩R2)|
< (24d−1 + 24d+1 + 24d−2 + 24d−2 + 3)η
< 24d+2η. (3.63)
Since M ∈ R, (3.63) and Proposition 3.7, (ii) imply
Hn(Σi) ≤ L+ (24d+2 + 2)η.
3.5 Approximate solution of the Allen-Cahn equation
Here we will briefly discuss an approximate solution of the Allen-Cahn equation whose energy
is concentrated in a tubular neighbourhood of a closed, two-sided hypersurface (with mild
singularities). We will follow the paper by Guaraco [Gua18]; further details can be found
there.
Let h : R→ R be the unique solution of the following ODE.
ϕ˙(t) =
√
2W (ϕ(t)); ϕ(0) = 0.
For all t ∈ R, −1 < h(t) < 1 and as t→ ±∞, (h(t) ∓ 1) converges to zero exponentially fast.
hε(t) = h(t/ε) is a solution of the one dimensional Allen-Cahn equation
ε2ϕ¨(t) =W ′(ϕ(t))
with finite total energy: ∫ ∞
−∞
(ε
2
h˙ε(t)
2 +W (hε(t))
)
dt = 2σ.
For ε > 0, we define Lipschitz continuous function
gε(t) =


hε(t) if |t| ≤
√
ε;
hε(
√
ε) +
(
t√
ε
− 1
)
(1− hε(
√
ε)) if
√
ε ≤ t ≤ 2√ε;
1 if t ≥ 2√ε;
hε(−
√
ε) +
(
t√
ε
+ 1
)
(1 + hε(−
√
ε)) if − 2√ε ≤ t ≤ −√ε;
−1 if t ≤ −2√ε.
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Suppose d :M → R is a Lipschitz continuous function such that ‖∇d‖ = 1 a.e. Let uε = gε◦d,
U ⊂M . Using the notation
Eε(u,U) =
∫
U
ε
|∇u|2
2
+
W (u)
ε
,
we compute
Eε(uε, U) =
∫
U∩{|d|≤2√ε}
[
ε
2
g˙ε(d(y))
2 +
1
ε
W
(
gε(d(y))
)]
dHn+1(y)
=
∫
|τ |≤2√ε
[
ε
2
g˙ε(τ)
2 +
1
ε
W (gε(τ))
]
Hn (U ∩ {d = τ}) dτ
≤
∫
|τ |≤√ε
[
ε
2
h˙ε(τ)
2 +
1
ε
W (hε(τ))
]
Hn (U ∩ {d = τ}) dτ (3.64)
+
(
1
2
(1− hε(
√
ε))2 +
1
ε
W (hε(
√
ε))
)
Vol(M,g) (3.65)
Let
Λε = sup
|τ |≤√ε
Hn (U ∩ {d = τ}) .
Then, the integral in (3.64) is bounded by 2σΛε. Further, there exists ε0 = ε0(W, g, η) such
that for all ε ≤ ε0 the expression in (3.65) is bounded by 2ση. Hence,
Eε(uε, U) ≤ 2σ(Λε + η) ∀ε ≤ ε0. (3.66)
For v ∈ X˜ [KI]0, we define dv :M → R as follows.
dv(p) =
{
−d(p,Ψ(v)) if p ∈ Ψ˜(v);
d(p,Ψ(v)) if p ∈ Ψ˜(T (v)). (3.67)
By the definition of Ψ(v) and (P1) of Proposition 3.8, dv is a well-defined continuous function
on M . Moreover, by [Gua18, Proposition 9.1], dv is Lipschitz continuous and ‖∇dv‖ = 1 a.e.
Let p ∈ U ∩ {dv = τ}. Then, either d(p,S) = |τ | or there exists z ∈ (Ψ(v) \ S) with
d(p, z) = |τ | such that p = expz(τn(z)) where n(z) is the unit normal to Ψ(v) \ S at z
pointing inside Ψ˜(T (v)). We must have
z ∈ N|τ |(U) ∩ (Ψ(v) \ S) .
Hence, we can write
Hn (U ∩ {dv = τ}) ≤ Hn(T|τ |(S)) +
∫
N|τ |(U)∩(Ψ(v)\S)
|J expz(τn(z))| dHn(z) (3.68)
where J expz(τn(z)) is the Jacobian factor of the map z 7→ expz(τn(z)) which can be esti-
mated as follows.
Let
S
′ =
{
Φγ(x) : x ∈ X˜[K]0
}⋃ {∂Bi(q) : i ∈ [I], q ∈ [Q]} .
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Using (P4) of Proposition 3.8 and [War66, Corollary 4.2, Theorem 4.3], [Gua18, Proposition
9.4], one can deduce the following estimate. Let λ > 0 be such that
IIΣ(v, v) ≤ λ〈v, v〉 ∀ Σ ∈ S ′, v ∈ TΣ.
Here IIΣ denotes the second fundamental form of Σ. Then, there exist τ0 and C1 depending
only on λ, the ambient dimension n+ 1 and g such that
|J expz(τn(z))| ≤ (1 + C1|τ |) ∀z ∈ Ψ(v) \ S.
Hence, using (3.28) and (3.68), there exists τ1 = τ1(S ,S
′, n, g) such that for all |τ | ≤ τ1
Hn (U ∩ {dv = τ}) ≤ C|τ |+ (1 +C1|τ |)Hn
(N|τ |(U) ∩Ψ(v)) .
This estimate along with (P6) and (P7) of Proposition 3.8, (3.30) and (3.66) gives the fol-
lowing proposition. We recall that k is the dimension of the parameter spaces X and X˜ .
Proposition 3.9. There exists ε1 = ε1(η, τ1, ε0, δ, r0−r1) such that for all v ∈ X˜ [KI]0, ε ≤ ε1
and i ∈ [I], denoting ϑvε = gε ◦ dv, we have
Eε
(
ϑvε ,B
1
i
) ≤ 2σ(24k+2+2)η; Eε (ϑvε,A2) ≤ 2σ(24k+2+2)η; Eε (ϑvε,M) ≤ 2σ(L+(24k+2+4)η).
We recall from Section 3.2 that f : M → [1/3, 2/3] is a Morse function with no non-global
local maxima or minima; hence the map t 7→ f−1(t) is continuous in the Hausdorff topology.
Following [Gua18, Section 7], we define the following functions. For t ∈ [1/3, 2/3], let
d(t)(p) =
{
−d (p, f−1(t)) if f(p) ≤ t;
d
(
p, f−1(t)
)
if f(p) ≥ t.
We define wε : [0, 1] → H1(M) as follows.
wε(t) =


gε ◦ d(t) if 13 ≤ t ≤ 23 ;
1− 3t(1− wε(1/3)) if 0 ≤ t ≤ 13 ;
−1 + 3(1− t)(1 + wε(2/3)) if 23 ≤ t ≤ 1.
(3.69)
Since f−1(t) varies continuously in the Hausdorff topology, wε : [0, 1]→ H1(M) is continuous
[Gua18, Proposition 9.2]. The following proposition follows from [Gua18, Section 9.6] and the
estimates (3.13), (3.66).
Proposition 3.10. There exists ε2 = ε2(η, f, ε0, δ, r0 − r1) such that for all t ∈ [0, 1], ε ≤ ε2
and i ∈ [I], we have
Eε
(
wε(t),B
1
i
) ≤ 6ση; Eε (wε(t),A2) ≤ 6ση.
3.6 Construction of sweepout in H1(M) \ {0} and proof of Theorem 1.2
The next proposition essentially follows from the argument in [GT01, Proof of Lemma 7.5].
Proposition 3.11. u 7→ |u| is a continuous map from H1(M) to itself.
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Proof. We define κ : R→ R as follows
κ(t) =


1 if t > 0;
0 if t = 0;
−1 if t < 0.
By [GT01, Lemma 7.6] v ∈ H1(M) implies |v| ∈ H1(M) with D|v| = κ(v)Dv.
We need to show that if un → u in H1(M), |un| → |u| in H1(M). We will use the following
fact. Let {xn} be a sequence in a topological space X and x ∈ X such that every subsequence
{xnk} of {xn} has a further subsequence {xnki} which converges to x. Then {xn} converges
to x. Therefore, without loss of generality we can assume that un converges to u pointwise
a.e.
|un| → |u| in L2(M) because of the inequality ||un| − |u|| ≤ |un − u|. Using the fact that
Du = 0 a.e. on {u = 0}, we compute∫
M
|κ(un)Dun − κ(u)Du|2 ≤
∫
M
2|κ(un)|2|Dun −Du|2 + 2|κ(un)− κ(u)|2|Du|2
≤ 2
∫
M
|Dun −Du|2 + 2
∫
{u 6=0}
|κ(un)− κ(u)|2|Du|2.
The first integral converges to 0. If u(y) 6= 0 and un(y) converges to u(y), κ(un(y)) converges
to κ(u(y)) as well. Hence, by the dominated convergence theorem, the second integral also
converges to 0.
For x ∈ R, let x+ = max{x, 0}; x− = min{x, 0}. We define the maps φ,ψ, θ : H1(M) ×
H1(M)×H1(M)→ H1(M) as follows.
φ(u0, u1, w) = min{max{u0,−w},max{u1, w}};
ψ(u0, u1, w) = max{min{u0, w},min{u1,−w}}; (3.70)
θ(u0, u1, w) = φ(u0, u1, w)
+ + ψ(u0, u1, w)
−.
Proposition 3.12. The map θ defined above has the following properties.
(i) θ is a continuous map.
(ii) θ(−u0,−u1, w) = −θ(u0, u1, w).
(iii) If |u0|, |u1| ≤ 1, then θ(u0, u1,1) = u0, θ(u0, u1,−1) = u1 where 1 denotes the constant
function 1.
(iv) If u0(p) = u1(p), then θ(u0, u1, w)(p) = u0(p) = u1(p).
(v) For every U ⊂M , Eε(θ(u0, u1, w), U) ≤ Eε(u0, U) + Eε(u1, U) + Eε(w,U).
(vi) θ(u0, u1, w)(p) = 0 implies p ∈ {u0 = 0} ∪ {u1 = 0} ∪ {w = 0}.
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Proof. We have the following identities.
max{a, b} = a+ b+ |a− b|
2
; min{a, b} = a+ b− |a− b|
2
.
Hence, the continuity of φ, ψ and θ follows from Proposition 3.11. We note that φ(−u0,−u1, w) =
−ψ(u0, u1, w) which implies (ii). (iii) also follows from direct computation. Indeed, if |u0|, |u1| ≤
1, φ(u0, u1,1) = u0 = ψ(u0, u1,1) and φ(u0, u1,−1) = u1 = ψ(u0, u1,−1). To prove (iv), we
need the following identity. If a ≥ 0,
min{max{a,−b},max{a, b}} = a. (3.71)
Indeed, the identity holds if max{a, b} = a = max{a,−b}. It also holds if max{a,−b} = a
and max{a, b} = b > a. It is not possible for both max{a,−b} and max{a, b} to be different
from a as this will imply b > a, −b > a =⇒ 0 > a. Moreover, if a ≥ 0, either min{a, b} ≥ 0
(if b ≥ 0) or min{a,−b} ≥ 0 (if b ≤ 0); hence
max{min{a, b},min{a,−b}} ≥ 0. (3.72)
(3.71) and (3.72) give (iv) if u0(p) = u1(p) ≥ 0. The other case is similar.
For i = 0, 1, let Ui = {ui < 0} and Vi = {ui > 0}. We also set G = {w < 0}, H = {w > 0},
Z = {w = 0}. Then we have (suppressing the dependence of φ, ψ, θ on u0, u1, w),
φ(y) < 0⇔ y ∈ (U0 ∩H)∪˙(U1 ∩G); φ(y) > 0⇔ y ∈ (V0 ∩H)∪˙(V1 ∩G)∪˙(V0 ∩ V1 ∩ Z);
ψ(y) < 0⇔ y ∈ (U0 ∩H)∪˙(U1 ∩G)∪˙(U0 ∩ U1 ∩ Z); ψ(y) > 0⇔ y ∈ (V0 ∩H)∪˙(V1 ∩G).
(3.73)
Further,
θ(y) =
{
φ(y) if y ∈ {φ ≥ 0} ∩ {ψ ≥ 0};
ψ(y) if y ∈ {φ ≤ 0} ∩ {ψ ≤ 0}. (3.74)
It follows from (3.73) that
M =
({φ ≥ 0} ∩ {ψ ≥ 0}) ∪ ({φ ≤ 0} ∩ {ψ ≤ 0}).
Hence, using the definition of φ and ψ, (3.74) implies that
θ(y) ∈ {u0(y), u1(y), w(y),−w(y)}; ∇θ(y) ∈ {∇u0(y),∇u1(y),∇w(y),−∇w(y)}. (3.75)
Therefore, we have the following point-wise estimates.
|∇θ(y)|2 ≤ |∇u0(y)|2 + |∇u1(y)|2 + |∇w(y)|2; W (θ(y)) ≤W (u0(y)) +W (u1(y)) +W (w(y))
which give item (v) of the proposition. (3.75) also implies item (vi).
Let α ∈ X˜ [KI]j so that µ = π(α) ∈ X[KI]j . We define the following maps.
(π|α)−1 ◦∆µ = ∆•α : I j → α; Dµ ◦ (π|α) = D•α : α→ I j.
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Proposition 3.13. Let ε∗ = min{ε1, ε2, (δ/4)2, 4−1(r1 − r)2}. There exists a continuous,
Z2-equivariant map ζε : X˜ → H1(M) \ {0} with the property
(P)0 For all v ∈ X˜ [KI]0, ζε(v) = ϑvε;
where ϑvε is as in Proposition 3.9. Moreover, if α ∈ X˜ [KI]j, ζε|α has the following properties.
(P0)j,α Let ζˆαε = ζε ◦∆•α. Then, for all z = (z′, zj) ∈ I j (with z′ ∈ I j−1),
ζˆαε (z
′, zj) = θ
(
ζˆαε (z
′, 0), ζˆαε (z
′, 1), wε(zj)
)
;
where wε is as defined in (3.69).
(P1)j,α We define Iα = {i(e) : e ∈ α1} where i(e) is as in Proposition 3.8, (P5). For all ε ≤ ε∗,
t ∈ α and v ∈ α0,
y /∈ A2
⋃( ⋃
i∈Iα
B1i
)
=⇒ ζε(t)(y) = ζε(v)(y).
(P2)j,α For all ε ≤ ε∗, i ∈ [I] and t ∈ α,
1
2σ
Eε
(
ζε(t),B
1
i
) ≤ 3j(24k+2 + 2)η; 1
2σ
Eε (ζε(t),A2) ≤ 3j(24k+2 + 2)η.
As a consequence, for all ε ≤ ε∗ and t ∈ α,
1
2σ
Eε (ζε(t),M) ≤ L+ (24k+2 + 4)η + (j + 1)3j(24k+2 + 2)η. (3.76)
Proof. The map ζε will be defined inductively on the cells of X˜[KI]. The equivariance of
ζε and the fact that ζε(x) is not identically 0 for all x ∈ X˜ will be proved at the end (after
proving the other properties of ζε). If v ∈ X˜ [KI]0, we define ζε(v) = ϑvε which is precisely the
property (P)0. The properties (P0)0,v and (P1)0,v are vacuous; (P2)0,v is satisfied because of
Proposition 3.9. Let us assume that for some p ≥ 1, ζε has been defined on⋃
j≤p−1
X˜[KI]j
and if ̺ ∈ X˜[KI]p−1, ζε|̺ has the properties (P0)(p−1),̺ − (P2)(p−1),̺.
Let λ ∈ X˜[KI]p. By our assumption, ζε is already defined on ∂λ. For z ∈ ∂I p, we define
ζˆλε (z) = (ζε ◦∆•λ) (z).
For arbitrary z = (z′, zp) ∈ I p with z′ ∈ I p−1, we define
ζˆλε (z
′, zp) = θ
(
ζˆλε (z
′, 0), ζˆλε (z
′, 1), wε(zp)
)
(3.77)
where wε is as defined in (3.69). By Proposition 3.12 (iii), this equation indeed holds for
zp = 0, 1. Further, (3.77) is also valid if z ∈ ∂I p because of our induction hypothesis that ζε
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restricted ∂λ satisfies (P0) and the compatibility relation (3.17). For t ∈ λ, ζε(t) is defined
by ζε(t) =
(
ζˆλε ◦D•λ
)
(t). ζε is continuous on λ as ζε|∂λ is continuous and the maps θ, wε are
continuous.
It remains to verify that ζε|λ satisfies the properties (P0)p,λ − (P2)p,λ. (P0)p,λ holds by the
definition (3.77). To prove (P1)p,λ, we first show that if v, v′ ∈ X˜[KI]0 and e ∈ X˜[KI]1 such
that v, v′ ≺ e,
y /∈ A2 ∪B1i(e) =⇒ ζε(v)(y) = ζε(v′)(y). (3.78)
We set B1 = B1i(e) and B = Bi(e). Either y ∈ Ψ˜(v) or y ∈ Ψ˜(T (v)). We assume that
y ∈ Ψ˜(T (v)) (the other case is analogous); hence, (using Proposition 3.8 (P5))
y ∈ Ψ˜(T (v)) ∩ (A2 ∪ B1)c = Ψ˜(T (v′)) ∩ (A2 ∪ B1)c
Thus, dv(y) = d(y,Ψ(v)), dv′(y) = d(y,Ψ(v
′)). If both dv(y) and dv′(y) are ≥ 2
√
ε, ζε(v)(y) =
1 = ζε(v
′)(y).
Otherwise, let us say dv(y) = d(y,Ψ(v)) < 2
√
ε. We will show that dv(y) = dv′(y). Let
y′ ∈ Ψ(v) such that d(y, y′) = d(y,Ψ(v)). Therefore,
d(y, y′) = d(y,Ψ(v)) < 2
√
ε ≤ min{δ/2, r1 − r}. (3.79)
Hence, y /∈ A2 ∪ B1 implies y′ /∈ A ∪ B. Thus, (again using Proposition 3.8 (P5))
y′ ∈ Ψ(v) ∩ (A∪ B)c = Ψ(v′) ∩ (A ∪ B)c .
This gives
d(y,Ψ(v)) = d (y,Ψ(v) ∩ (A ∪ B)c) ;
and d(y,Ψ(v′)) ≤ d(y, y′) < 2√ε which also implies (by the above reasoning)
d(y,Ψ(v′)) = d
(
y,Ψ(v′) ∩ (A ∪ B)c) .
Since Ψ(v) ∩ (A ∪ B)c = Ψ(v′) ∩ (A ∪ B)c, we get dv(y) = dv′(y).
Thus we have proved (3.78) which together with (3.77), induction hypothesis (P1)(p−1),∂λ and
Proposition 3.12 (iv) gives (P1)p,λ.
Finally we prove (P2)p,λ. Using (3.77) together with Proposition 3.12 (v), the induction
hypothesis (P2)(p−1),∂λ and Proposition 3.10 we obtain the following estimate (U stands for
B1i for some i ∈ [I] or A2.)
1
2σ
Eε
(
ζˆλε (z
′, zp),U
)
≤ 1
2σ
Eε
(
ζˆλε (z
′, 0),U
)
+
1
2σ
Eε
(
ζˆλε (z
′, 1),U
)
+
1
2σ
Eε (wε(zp),U)
≤ 2.3p−1(24k+2 + 2)η + 3η
≤ 3p(24k+2 + 2)η.
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This estimate along with (P1)p,λ, (P)0 and Proposition 3.9 gives for all ε ≤ ε∗, t ∈ α and
v ∈ α0,
1
2σ
Eε (ζε(t),M) ≤ 1
2σ
Eε (ζε(v),M) +
∑
i∈Iλ
1
2σ
Eε
(
ζε(t),B
1
i
)
+
1
2σ
Eε (ζε(t),A2)
≤ L+ (24k+2 + 4)η + (p+ 1)3p(24k+2 + 2)η.
In the last line we have used the fact that |Iλ| ≤ p which follows from the characterization of
i(e) in Proposition 3.8 (P5).
Now we show that the map ζε constructed above is Z2-equivariant. From the definition of dv
((3.67)), it follows that dT (v) = −dv for all v ∈ X˜[KI]0. Hence, by (P)0, ζε(T (v)) = −ζε(v)
for all v ∈ X˜ [KI]0. Now we can use induction along with (P0) and Proposition 3.12 (ii) to
conclude that ζε(T (x)) = −ζε(x) for all x ∈ X˜.
Lastly, we prove that for all x ∈ X˜, Hn+1({ζε(x) = 0}) = 0. This will in particular imply that
for all x ∈ X˜ , ζε(x) is not identically equal to 0. If v ∈ X˜[KI]0, by (3.67) and (P)0, {ζε(v) =
0} = Ψ(v) and Hn+1(Ψ(v)) = 0 by Proposition 3.8 (P4). Hence, Hn+1({ζε(v) = 0}) = 0 for
all v ∈ X˜[KI]0. Now, as before we can use induction along with (P0) and Proposition 3.12
(vi) to conclude that Hn+1({ζε(x) = 0}) = 0 for all x ∈ X˜.
Proof of Theorem 1.2. By Proposition 3.13, for every η > 0 there exists ε∗ > 0 such that for
all ε ≤ ε∗ there exists ζε ∈ Π˜ such that
1
2σ
sup
x∈X˜
Eε(ζε(x)) ≤ L+ α(k)η (by (3.76))
where α(k) is a constant which depends only on k = dim(X˜). Hence,
1
2σ
Lε(Π˜) ≤ L+ α(k)η ∀ε ≤ ε∗ =⇒ 1
2σ
lim sup
ε→0+
Lε(Π˜) ≤ L+ α(k)η.
Since η > 0 is arbitrary, this implies (1.3).
The following facts follow from [GG18, Section 6]. IndZ2(X˜) ≥ p+ 1 if and only if each map
Φ ∈ Π is a p-sweepout. Moreover,
cε(p) = inf
Π˜
Lε(Π˜)
where the infimum is taken over all Π˜ such that IndZ2(X˜) ≥ p+ 1. Similarly,
ωp = inf
Π
LAP (Π)
where the infimum is taken over all Π such that each map in the homotopy class Π is a
p-sweepout.
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We fix p ∈ N. For each j ∈ N, there exist double cover X˜j → Xj and the corresponding
homotopy classes Πj , Π˜j (as discussed in Section 1) such that IndZ2(X˜j) ≥ p+ 1 and
LAP (Πj) < ωp +
1
j
.
By (1.3),
1
2σ
lim sup
ε→0+
Lε(Π˜j) ≤ LAP (Πj) < ωp + 1
j
.
Hence, there exists ε˜ > 0 such that for all ε ≤ ε˜
1
2σ
cε(p) ≤ 1
2σ
Lε(Π˜j) < ωp +
1
j
which implies
1
2σ
lim sup
ε→0+
cε(p) ≤ ωp + 1
j
.
Since this holds for all j ∈ N, we obtain (1.4).
4 Proof of Theorem 1.3
In this section we will discuss how Theorem 1.3 can be proved using the results contained in
the papers [HT00,Gua18,GG18]. We recall the function F defined in (2.4). For β ∈ (0, 1),
we set σβ = F
−1(1− β).
Proposition 4.1. Let {ui : M → (−1, 1)}∞i=1 be a sequence smooth functions such that the
followings hold.
(i) ACεi(ui) = 0 with εi → 0 as i→∞.
(ii) There exists E0 such that Eεi(ui) ≤ E0 for all i ∈ N.
(iii) V is a stationary, integral varifold such that Vi = V [ui] → V and spt(V ) has optimal
regularity.
Then, for all s > 0 there exists b0 ∈ (0, 1/2] such that the following holds. Denoting wi = F◦ui,
for all b ∈ (0, b0] there exists i0 ∈ N depending on s and b such that for all i ≥ i0 there exists
ti ∈ [−σb/2, σb/2] for which {wi > ti}, {wi < ti} ∈ C(M), [[{wi > ti}]] + [[{wi < ti}]] = [[M ]],
∂[[{wi > ti}]] = [[{wi = ti}]] and F(V, |{wi = ti}|) ≤ s.
Proof. Throughout the proof, we will use the notation of [HT00]. Let p ∈ (M,g) and 0 < r <
inj(M)/4. Identifying Rn+1 with TpM , let us define fp,r : B
n+1(0, 4) →M ,
fp,r(v) = expp(rv) and gp,r = r
−2f∗p,rg.
As explained in [Gua18], there exists 0 < r0 < inj(M)/4, depending on (M
n+1, g), such that if
p ∈M , 0 < r ≤ r0 and {ui}∞i=1 are solutions of ACεi(ui) = 0 on (Bn+1(0, 4), gp,r) with εi → 0,
all the results of [HT00] continue to hold.
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For simplicity, let us assume that V = N |Σ| where Σ is a closed, minimal hypersurface with
optimal regularity. The general case will be similar. Let
s0 = 2σ(N + 4 + 2σN)
−1. (4.1)
and we fix 0 < s ≤ s0. (The assumption s ≤ s0 will be useful later.) By [HT00, Proposition
5.1] there exists b0 ∈ (0, 1/2] such that
lim sup
i→∞
∫
{|ui|≥1−b0}
W (ui)
εi
≤ s.
Let us fix b ∈ (0, b0]. Using the above equation and [HT00, Proposition 4.3],
lim sup
i→∞
∫
{|ui|≥1−b}
|∇wi| ≤ s. (4.2)
There exists an open set Ω containing reg(Σ) such that dΣ = d(−,Σ) is smooth on Ω and the
nearest point projection map P : Ω → Σ is also smooth on Ω. By [MN16, Proof of Theorem
5.2], im(P ) = reg(Σ). We choose U1 ⊂⊂ U2 ⊂⊂ reg(Σ) such that
NHn(Σ \ U1) < s. (4.3)
For U ⊂⊂ reg(Σ), let
NrU = {v : v ∈ T⊥p Σ with ‖v‖ < r, p ∈ U}.
There exists ρ > 0 such that exp : N2ρU2 → Ω is a diffeomorphism onto its image. For
j = 1, 2, let Uj = exp(NρUj) so that
P (U j) = U j = Σ ∩ U j and U1 ⊂⊂ U2 ⊂⊂ Ω.
We can assume that (choosing a smaller ρ if necessary), the Jacobian factor
JP (y, S) ≤ 2 ∀ (y, S) ∈ GnU2. (4.4)
On Ω, following [HT00, Section 5], we define
vi =
{ 〈∇ui,∇dΣ〉
|∇ui| if |∇ui| 6= 0;
0 if |∇ui| = 0.
Let τi = (1 − v2i )εi|∇ui|2. We choose a compactly supported function 0 ≤ χ1 ≤ 1 such
that spt(χ1) ⊂ Ω and χ1 ≡ 1 on U2. Since, Vi → V is the varifold sense, using [HT00,
Proposition 4.3] we obtain ([HT00, (5.7)])
lim
i→∞
∫
Ω
χ1τi = lim
i→∞
∫
Ω
χ1(1− v2i )|∇wi| = 0 =⇒ lim
i→∞
∫
U2
τi = 0. (4.5)
Let us use the notation
ξi =
εi|∇ui|2
2
− W (ui)
εi
.
Since the level sets u−1i (t) converge to Σ in the Hausdorff sense, we can choose a sequence ri
such that
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• ri → 0;
• {|ui| ≤ 1− b} ⊂ Nri(Σ);
• εi/ri → 0.
By [HT00, Proposition 4.3] and (4.5),
lim
i→∞
∫
U2
|ξi|+ τi = 0.
Let us choose a sequence ηi → 0 such that
lim
i→∞
η−1i
∫
U2
|ξi|+ τi = 0.
There exists i1 ∈ N such that for all i ≥ i1 we have
• ri ≤ r0 where r0 is as defined at the beginning of the proof;
• ri < d(U 1, ∂U2).
As we discussed at the beginning of the proof, for any p ∈ M and 0 < r ≤ r0, if uε is a
solution of ACε(uε) = 0 on (B
n+1(0, 4), gp,r), Proposition 5.5 and 5.6 of [HT00] hold (with
the constants depending additionally on r0). For our fixed choice of s and b, we choose L via
Proposition 5.5 and 5.6. For i ≥ i1, let
Gi = U1 ∩ {y :
∫
B(y,r)
|ξi|+ τi ≤ ηirn if 4εiL ≤ r ≤ ri}.
Gi may not be Hn-measurable; for our later purpose we choose an Hn-measurable set Gi ⊂ Gi
as follows. By the Besicovitch covering theorem, there exist {Bj}ℓj=1 such that each Bj is a
collection of at-most countably many mutually disjoint open balls and
U1 \Gi ⊂
ℓ⋃
j=1
⋃
B∈Bj
B.
Let
Gi =

 ℓ⋃
j=1
⋃
B∈Bj
B


c
∩ U1 ⊂ Gi
which is a compact set. Using the monotonicity formula for the scaled energy one can show
the following ([HT00, (5.9)]).
‖Vi‖
(
U1 \ Gi
)
+Hn (P (U1 \ Gi)) ≤ c(s,W, g)η−1i
∫
U2
|ξi|+ τi (4.6)
which converges to 0 as i→∞ by our choice of the sequence {ηi}.
We define
Sti = {wi = t}.
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For a.e. t ∈ [−σb/2, σb/2], {wi > t}, {wi < t} ∈ C(M); [[{wi > t}]] + [[{wi < t}]] = [[M ]];
and ∂[[{wi > t}]] = [[{wi = t}]]. For such t ∈ [−σb/2, σb/2], i ≥ i1 and Lipschitz continuous
function ϕ : GnM
n+1 → R with |ϕ| ≤ 1, Lip(ϕ) ≤ 1, we obtain the following estimates.∣∣∣|Sti |(ϕ) −N |Σ| (ϕ)∣∣∣ ≤ ∣∣∣ ∣∣Sti ∩ U1∣∣ (ϕ) −N ∣∣Σ ∩ U1∣∣ (ϕ)∣∣∣+ ∥∥Sti∥∥ (U c1) +N ‖Σ‖ (U c1); (4.7)∣∣∣ ∣∣Sti ∩ U1∣∣ (ϕ)−N ∣∣Σ ∩ U1∣∣ (ϕ)∣∣∣ ≤ ∣∣∣ ∣∣Sti ∩ Gi∣∣ (ϕ)−N |P (Gi)| (ϕ)∣∣∣
+
∥∥Sti∥∥ (U1 \ Gi) +NHn(P (U 1 \ Gi)); (4.8)∣∣∣ ∣∣Sti ∩ Gi∣∣ (ϕ) −N |P (Gi)| (ϕ)∣∣∣ ≤ ∣∣∣ ∣∣Sti ∩ Gi∣∣ (ϕ)− P# ∣∣Sti ∩ Gi∣∣ (ϕ)∣∣∣
+
∣∣∣P# ∣∣Sti ∩ Gi∣∣ (ϕ)−N |P (Gi)| (ϕ)∣∣∣; (4.9)∣∣∣ ∣∣Sti ∩ Gi∣∣ (ϕ) − P# ∣∣Sti ∩ Gi∣∣ (ϕ)∣∣∣
≤
∫
Sti∩ Gi
∣∣∣ϕ(y, TySti )− ϕ (P (y),DP |y(TySti)) JP (y, TySti)∣∣∣ dHn(y). (4.10)
Using [HT00, Proposition 5.6] and a scaling argument as in the Proof of Theorem 1 of [HT00],
as i→∞
dGnM
((
y, TyS
t
i
)
,
(
P (y),DP |y(TySti)
))→ 0 and JP (y, TySti )→ 1
uniformly for |t| ≤ σb/2 and y ∈ Sti ∩ Gi. Here dGnM denotes the distance in GnM . Hence,
there exists a sequence of positive real numbers {θi}∞i=1 (which does not depend on t) such
that
lim
i→∞
θi = 0 and sup
ϕ
∣∣∣ ∣∣Sti ∩ Gi∣∣ (ϕ) − P# ∣∣Sti ∩ Gi∣∣ (ϕ)∣∣∣ ≤ θiHn(Sti ) (4.11)
for all t ∈ [−σb/2, σb/2].
Let us choose a cut-off function 0 ≤ χ′2 ≤ 1 with spt(χ′2) ⊂ U2 and χ′2 ≡ 1 on U1. If
p : GnM →M is the canonical projection map, χ2 = χ′2 ◦ p.
For y ∈ P (Gi), letmti(y) be the cardinality of the set P−1(y)∩Sti∩Gi. Using [HT00, Proposition
5.5, 5.6] and a scaling argument as in the Proof of Theorem 1 of [HT00], there exists i2 ∈ N
such that for all i ≥ i2, y ∈ P (Gi) and |t| ≤ σb/2, mti(y) ≤ N . (Here we need to use s ≤ s0.)
Hence, ∣∣∣P# ∣∣Sti ∩ Gi∣∣ (ϕ)−N |P (Gi)| (ϕ)∣∣∣
≤
∫
P (Gi)
(N −mti(y)) dHn(y)
= N |P (Gi)| (χ2)− P#
∣∣Sti ∩ Gi∣∣ (χ2)
≤ N |Σ| (χ2)− P#
∣∣Sti ∣∣ (χ2) + 2∥∥Sti∥∥ (U 1 \ Gi) + 2∥∥Sti∥∥ (U c1) (by (4.4)). (4.12)
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We will now integrate the various error terms obtained above with respect to t in the interval
[−σb/2, σb/2] and let i→∞.
lim sup
i→∞
∫ σb/2
−σb/2
∥∥Sti∥∥ (U c1) dt ≤ lim sup
i→∞
σ ‖Vi‖ (U c1) ≤ σs (by (4.3)); (4.13)∫ σb/2
−σb/2
N ‖Σ‖ (U c1) dt ≤ σs (by (4.3)); (4.14)
lim
i→∞
∫ σb/2
−σb/2
∥∥Sti∥∥ (U1 \ Gi) +NHn(P (U 1 \ Gi)) dt = 0 (by (4.6)); (4.15)
lim sup
i→∞
∫ σb/2
−σb/2
∥∥Sti∥∥ (M) dt ≤ lim sup
i→∞
σ ‖Vi‖ (M) = σNHn(Σ). (4.16)
We note that Vi → N |Σ| in the varifold sense implies P#Vi(χ2) → N |Σ|(χ2). (P#Vi(χ2) is
well-defined as spt(χ2) ⊂ U2.) Hence, using (4.4) and (4.2),
lim sup
i→∞
∫ σb/2
−σb/2
(
N |Σ| (χ2)− P#
∣∣Sti ∣∣ (χ2)) dt
≤ lim
i→∞
σ (N |Σ| (χ2)− P#Vi(χ2)) + lim sup
i→∞
2
∫
{|ui|≥1−b}
|∇wi|
≤ 2s. (4.17)
Hence, using the equations (4.7)-(4.17), we conclude that for all i ≥ i2, there exists a measur-
able function Θi : [−σb/2, σb/2]→ R such that
F(N |Σ|, ∣∣Sti ∣∣) ≤ Θi(t) ∀t ∈ [−σb/2, σb/2] and lim sup
i→∞
∫ σb/2
−σb/2
Θi(t) dt ≤ (2 + 4σ)s.
Hence, there exists i3 ∈ N such that for all i ≥ i3,∫ σb/2
−σb/2
Θi(t) dt ≤ (3 + 4σ)s.
Therefore, for i ≥ i3, there exists ti ∈ [−σb/2, σb/2] such that
F
(
N |Σ|, ∣∣Stii ∣∣) ≤ Θi(ti) ≤ (3 + 4σ)σ−1b s.
Since s ∈ (0, s0] is arbitrary and b ≤ b0 ≤ 1/2, this finishes the proof of the proposition.
Proposition 4.2. Let {ui :M → (−1, 1)}∞i=1 be a sequence of smooth functions such that items
(i) – (iii) of Proposition 4.1 are satisfied. Additionally, we assume that ui is a min-max critical
point of Eεi corresponding to the homotopy class Π˜. Let us set Lεi = Lεi(Π˜) so that
L = LAP (Π) =
1
2σ
lim
i→∞
Lεi = ‖V ‖ (M).
Then, (using the notation from Proposition 4.1) for every s > 0 and b ∈ (0, b0(s)], there exists
i∗0 ≥ i0 such that the following holds. For all i ≥ i∗0, there exists Φi : X → Zn(Mn+1;M;Z2),
x∗i ∈ X and δi > 0 such that Φi ∈ Π, δi → 0,
sup
x∈X
M (Φi(x)) ≤ max
{
1
2σb
(Lεi + εi), L+ s
}
+ δi and F (V, |Φi(x∗i )|) ≤ s. (4.18)
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Proof. Since ui is a min-max critical point of Eεi corresponding to the homotopy class Π˜, for
each i, there exists a sequence of continuous, Z2-equivariant maps {hij : X˜ → H1(M)\{0}}∞j=1
such that
sup
x∈X˜, j∈N
Eεi
(
hij(x)
) ≤ Lεi + εi and lim
j→∞
dH1(M)
(
ui, h
i
j(X˜)
)
= 0.
The next Lemma is a restatement of Lemma 8.10 and 8.11 of [Gua18].
Lemma 4.3 ([Gua18, Lemma 8.10, 8.11]). Let h1, h2 ∈ H1(M). For δ ∈ (0, 1), we set
Cδ =W (1− δ) > 0. Then, for all ε > 0,
Hn+1 ({|h1| ≤ 1− δ}) ≤ εC−1δ Eε(h1).
Let α0 ∈ (−1+δ, 1−δ) be such that for j = 1, 2, Ωj = {hj > α0} ∈ C(M). Then, for all ε > 0,
Hn+1 (Ω1 \Ω2) ≤ εC−1δ Eε(h2) + (α0 + 1− δ)2 ‖h1 − h2‖2H1(M) .
As a consequence, for j = 1, 2, if λj ∈ (−1 + δ, 1 − δ) such that Tj = ∂[[{hj > λj}]] ∈
Zn(Mn+1;Z2),
F(T1, T2) ≤ 2εC−1δ (Eε(h1) + Eε(h2)) + 2(α0 + 1− δ)2 ‖h1 − h2‖2H1(M) ∀ε > 0.
We recall that X is a subcomplex of I N [1] for some N ∈ N. There exists α ∈ (−1 + b, 1− b)
such that for all i, j ∈ N and x ∈ π−1(X ∩QN ), {hij(x) > α} ∈ C(M). Let us fix i ≥ i0 (i0 is
as in Proposition 4.1); let j0 ∈ N such that
dH1(M)
(
ui, h
i
j0(X˜)
)
≤ εi/2.
For simplicity, let us denote the map hij0 by h. We choose li ∈ N such that if x, x′ belong to
a common cell in X˜[3−li ], ‖h(x)− h(x′)‖H1(M) ≤ εi/2. Let x∗i ∈ X˜[3−li ]0 such that
dH1(M) (ui, h(x
∗
i )) = dH1(M)
(
ui, h
(
X˜ [3−li ]0
))
which is bounded by εi by our choice of j0 and li. Following the argument in [Gua18,GG18],
there exists a function λ : X˜ → (−1+ b, 1+ b) such that for all x ∈ X˜ the following conditions
are satisfied.
• λ(T (x)) = −λ(x);
• {h(x) > λ(x)}, {h(x) < λ(x)} ∈ C(M) with [[{h(x) > λ(x)}]] + [[{h(x) < λ(x)}]] = [[M ]];
• Denoting h˜ = F ◦ h and λ˜ = F ◦ λ; 2σbM
(
∂[[{h˜(x) > λ˜(x)}]]) ≤ Eεi(h(x)).
One can define a discrete, Z2-equivariant map ϕ˜i : X˜[3
−li ]0 → In+1(Mn+1;Z2) which is fine
in the flat norm as follows (wi, ti are as in Proposition 4.1).
ϕ˜i(x) =


[[{h˜(x) > λ˜(x)}]] if x /∈ {x∗i , T (x∗i )};
[[{wi > ti}]] if x = x∗i ;
[[{wi < ti}]] if x = T (x∗i ).
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If ϕi = ∂ ◦ ϕ˜i, using Lemma 4.3, fineness of ϕi with respect to the flat norm
fF (ϕi) ≤ 4εiC−1b (Lεi + εi) + 2(1− b+ α)−2ε2i
which converges to 0 as i→∞. Moreover, F(V, |{wi = ti}|) ≤ s implies thatM ([[{wi = ti}]]) ≤
L+ s. Hence,
sup
x∈X[3−li ]0
M(ϕi(x)) ≤ max
{
1
2σb
(Lεi + εi), L+ s
}
.
As argued in [Gua18,GG18], one can apply the interpolation theorem of Zhou [Zho17, Proposi-
tion 5.8] to produce a sequence of discrete maps whose fineness with respect to the mass norm
converges to 0 and then, using the interpolation theorem of Marques and Neves [MN14, The-
orem 14.1], one can find a sequence of maps continuous in the mass norm. More precisely,
there exists i∗0 ≥ i0 such that for all i ≥ i∗0 there exist Φi : X → Zn(Mn+1;M;Z2) and δi > 0
such that Φi ∈ Π, δi → 0 and
sup
x∈X
M (Φi(x)) ≤ max
{
1
2σb
(Lεi + εi), L+ s
}
+ δi.
Moreover, Φi(x) = ϕi(x) for all x ∈ X[3−li ]0. In particular, Φi(x∗i ) = ϕi(x∗i ) = [[{wi = ti}]];
hence,
F (V, |Φi(x∗i )|) ≤ s.
Proof of Theorem 1.3. By letting s → 0, b → 0 and i → ∞ in the above Proposition 4.2,
we obtain Theorem 1.3. More precisely, let {sm}∞m=1 be a sequence such that sm → 0. We
choose bm ∈ (0, b0(sm)] such that bm → 0. By Proposition 4.2, for every m ∈ N, there exist
Ψm : X → Zn(Mn+1;M;Z2), i(m) ∈ N and x•m ∈ X such that Ψm ∈ Π, i(m) > i(m− 1),
sup
x∈X
M (Ψm(x)) ≤ max
{
1
2σbm
(Lεi(m) + εi(m)), L+ sm
}
+ sm and F (V, |Ψm(x•m)|) ≤ sm.
This implies {Ψm}∞m=1 is a minimizing sequence in Π and V ∈ C ({Ψm}).
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