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Abstract—In this paper, the problem of proactive caching
is studied for cloud radio access networks (CRANs). In the
studied model, the baseband units (BBUs) can predict the content
request distribution and mobility pattern of each user, determine
which content to cache at remote radio heads and BBUs. This
problem is formulated as an optimization problem which jointly
incorporates backhaul and fronthaul loads and content caching.
To solve this problem, an algorithm that combines the machine
learning framework of echo state networks with sublinear al-
gorithms is proposed. Using echo state networks (ESNs), the
BBUs can predict each user’s content request distribution and
mobility pattern while having only limited information on the
network’s and user’s state. In order to predict each user’s
periodic mobility pattern with minimal complexity, the memory
capacity of the corresponding ESN is derived for a periodic
input. This memory capacity is shown to capture the maximum
amount of user information needed for the proposed ESN model.
Then, a sublinear algorithm is proposed to determine which
content to cache while using limited content request distribution
samples. Simulation results using real data from Youku and the
Beijing University of Posts and Telecommunications show that
the proposed approach yields significant gains, in terms of sum
effective capacity, that reach up to 27.8% and 30.7%, respectively,
compared to random caching with clustering and random caching
without clustering algorithm.
Index Terms— CRAN; mobility; caching; echo state networks.
I. INTRODUCTION
Cellular systems based on cloud radio access networks
(CRANs) enable communications using a massive number
of remote radio heads (RRHs) are controlled by cloud-based
baseband units (BBUs) via wired or wireless fronthaul links
[2]. These RRHs act as distributed antennas that can service
the various wireless users. To improve spectral efficiency,
cloud-based cooperative signal processing techniques can be
executed centrally at the BBUs [3]. However, despite the abil-
ity of CRAN systems to run such complex signal processing
functions centrally, their performance remains limited by the
capacity of the fronthaul and backhaul (CRAN to core) links
[3]. Indeed, given the massive nature of a CRAN, relying
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on fiber fronthaul and backhaul links may be infeasible.
Consequently, capacity-limited wireless or third party wired
solutions for the backhaul and fronthaul connections are being
studied for CRANs such as in [4] and [5]. To overcome these
limitations, one can make use of content caching techniques
[6]–[10] in which users can obtain contents from storage units
deployed at cloud or RRH level. However, deploying caching
strategies in a CRAN environment faces many challenges that
include optimized cache placement, cache update, and accurate
prediction of content popularity.
The existing literature has studied a number of problems
related to caching in CRANs, heterogeneous networks, and
content delivery networks (CDNs) [6]–[17]. In [6], the au-
thors study the effective capacity of caching using stochastic
geometry and shed light on the main benefits of caching.
The work in [7] proposes a novel cooperative hierarchical
caching framework for the CRAN to improve the hit ratio
of caching and reduce backhaul traffic load by jointly caching
content at both the BBU level and RRH level. In [8], the
authors analyzed the asymptotic limits of caching using mean-
field theory. The work in [9] introduces a novel approach for
dynamic content-centric base station clustering and multicast
beamforming that accounts for both channel condition and
caching status. In [10], the authors study the joint design of
multicast beamforming and dynamic clustering to minimize
the power consumed, while quality-of-service (QoS) of each
user is guaranteed and the backhaul traffic is balanced. The
authors in [11] propose a novel caching framework that seeks
to realize the potential of CRANs by using a cooperative
hierarchical caching approach that minimizes the content de-
livery costs and improves the users quality-of-experience. In
[12], the authors develop a new user clustering and caching
method according to the content popularity. The authors also
present a method to estimate the number of clusters within
the network based on the Akaike information criterion. In
[13], the authors consider joint caching, routing, and channel
assignment for video delivery over coordinated small-cell
cellular systems of the future internet and utilize the column
generation method to maximize the throughput of the system.
The authors in [14] allow jointly exploiting the wireless and
social context of wireless users for optimizing the overall
resources allocation and improving the traffic offload in small
cell networks with device-to-device communication. In [15],
the authors propose an efficient cache placement strategy
which uses separate channels for content dissemination and
content service. The authors in [16] propose a low-complexity
search algorithm to minimize the average caching failure rate.
However, most existing works on caching such as [6]–[14]
have focused on the performance analysis and simple caching
approaches that may not scale well in a dense, content-centric
CRAN. Moreover, the existing cache replacement works [15]–
[17] which focus on wired CDNs do not consider the cache
replacement in a wireless network such as CRANs in which
one must investigate new caching challenges that stem from
the dynamic and wireless nature of the system and from the
backhaul and fronthaul limitations. In addition, these works
assume a known content distribution that is then used to
design an effective caching algorithm and, as such, they do
not consider a proactive caching algorithm that can predict the
content request distribution of each user. Finally, most of these
existing works neglect the effect of the users’ mobility. For
updating the cached content, if one can make use of the long-
term statistics of user mobility to predict the user association,
the efficiency of content caching will be significantly improved
[18]. For proactive caching, the users’ future position can also
enable seamless handover and content download for users.
More recently, there has been significant interest in studying
how prediction can be used for proactive caching such as
in [19]–[24]. The authors in [19] develop a data extraction
method using the Hadoop platform to predict content pop-
ularity. The work in [20] proposes a fast threshold spread
model to predict the future access pattern of multi-media
content based on the social information. In [21], the authors
exploit the instantaneous demands of the users to estimate
the content popularity and devise an optimal random caching
strategy. In [22], the authors derive bounds on the minimum
possible cost achieved by any proactive caching policy and
propose specific proactive caching strategies based on the cost
function. In [23], the authors formulate a caching problem as a
many-to-many matching game to reduce the backhaul load and
transmission delay. The authors in [24] study the benefits of
proactive operation but they develop any analytically rigorous
learning technique to predict the users’ behavior. Despite these
promising results, existing works such as [19]–[23] do not take
into account user-centric features, such as the demographics
and user mobility. Moreover, such works cannot deal with
massive volumes of data that stem from thousands of users
connected to the BBUs of a CRAN, since they were developed
for small-scale networks in which all processing is done at
base station level. Meanwhile, none of these works in [19]–
[23] analyzed the potential of using machine learning tools
such as neural network for content prediction with mobility in
a CRAN.
The main contribution of this paper is a novel proactive
caching framework that can accurately predict both the con-
tent request distribution and mobility pattern of each user
and, subsequently, cache the most suitable contents while
minimizing traffic and delay within a CRAN. The proposed
approach enables the BBUs to dynamically learn and decide
on which content to cache at the BBUs and RRHs, and
how to cluster RRHs depending on the prediction of the
users’ content request distributions and their mobility patterns.
Unlike previous studies such as [9], [19] and [22], which
require full knowledge of the users’ content request distri-
butions, we propose a novel approach to perform proactive
content caching based on the powerful frameworks of echo
state networks (ESNs) and sublinear algorithms [25]. The use
of ESNs enables the BBUs to quickly learn the distributions
of users’ content requests and locations without requiring the
entire knowledge of the users’ content requests. The entire
knowledge of the user’s content request is defined as the
user’s context which includes the information about content
request such as age, job, and location. The user’s context
significantly influence the user’s content request distribution.
Based on these predictions, the BBUs can determine which
contents to cache at cloud cache and RRH cache and then
offload the traffic. Moreover, the proposed sublinear approach
enables the BBUs to quickly calculate the percentage of
each content and determine the contents to cache without
the need to scan all users’ content request distributions. To
our best knowledge, beyond our work in [26] that applied
ESN for LTE-U resource allocation, no work has studied the
use of ESN for proactive caching. In order to evaluate the
actual performance of the proposed approach, we use real
data from Youku for content simulations and use the realistic
measured mobility data from the Beijing University of Posts
and Telecommunications for mobility simulations. Simulation
results show that the proposed approach yields significant
gains, in terms of the total effective capacity, that reach up to
27.8% and 30.7%, respectively, compared to random caching
with clustering and random caching without clustering. Our
key contributions are therefore:
• A novel proactive caching framework that can accurately
predict both the content request distribution and mobil-
ity pattern of each user and, subsequently, cache the
most suitable contents while minimizing traffic and delay
within a CRAN.
• A new ESN-based learning algorithm to predict the users’
content request distribution and mobility patterns using
users’ contexts.
• Fundamental analysis on the memory capacity of the ESN
with mobility data.
• A low-complexity sublinear algorithm that can quickly
determine the RRHs clustering and which contents to
store at RRH cache and cloud cache.
The rest of this paper is organized as follows. The system
model is described in Section II. The ESN-based content
prediction approach is proposed in Section III. The proposed
sublinear approach for content caching and RRH clustering is
presented in Section IV. In Section V, simulation results are
analyzed. Finally, conclusions are drawn in Section VI.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider the downlink transmission of a cache-enabled
CRAN in which a set U = {1, 2, · · · , U} of U users are
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Fig. 1. A CRAN using clustering and caching.
served by a set R = {1, 2, . . . , R} of R RRHs. The RRHs
are connected to the cloud pool of the BBUs via capacity-
constrained, digital subscriber line (DSL) fronthaul links. The
capacity of the fronthaul link is limited and vF represents
the maximum fronthaul transmission rate for all users. As
shown in Fig. 1, RRHs which have the same content request
distributions are grouped into a virtual cluster which belongs
to a set M = M1 ∪ . . . ∪ MM of M virtual clusters. We
assume that each user will always connect to its nearest RRHs
cluster and can request at most one content at each time slot
τ . The virtual clusters with their associated users allow the
CRAN to use zero-forcing dirty paper coding (ZF-DPC) of
multiple-input multiple-output (MIMO) systems to eliminate
cluster interference. The proposed approach for forming virtual
clusters is detailed in Section IV. Virtual clusters are connected
to the content servers via capacity-constrained wired backhaul
links such as DSL. The capacity of the backhaul link is limited
with vB being the maximum backhaul transmission rate for
all users [27]. Since each RRH may associate with more than
one user, the RRH may have more than one type of content
request distribution and belong to more than one cluster. Here,
we note that the proposed approach can be deployed in any
CRAN, irrespective of the way in which the functions are split
between RRHs and BBUs.
A. Mobility Model
In our model, the users can be mobile and have periodic
mobility patterns. In particular, we consider a system in which
each user will regularly visit a certain location. For example,
certain users will often go to the same office for work at
the same time during weekdays. We consider daily periodic
mobility of users, which is collected once every H time
slots. The proposed approach for predicting the users’ periodic
mobility patterns is detailed in Section III-B. In our model,
each user is assumed to be moving from the current location
to a target location at a constant speed and this user will
seamlessly switch to the nearest RRH as it moves. We ignore
the RRH handover time duration that a user needs to transfer
from one RRH to another.
Given each user’s periodic mobility, we consider the caching
of content, separately, at the RRHs and cloud. Caching at the
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Fig. 2. Content transmission in CRANs.
cloud allows to offload the backhaul traffic and overcome the
backhaul capacity limitations. In particular, the cloud cache
can store the popular contents that all users request from
the content servers thus alleviating the backhaul traffic and
improve the transmission QoS. Caching at the RRH, referred
to as RRH cache hereinafter, will only store the popular
content that the associated users request. The RRH cache can
significantly offload the traffic and reduce the transmission
delay of both the fronthaul and backhaul. We assume that each
content can be transmitted to a given user during time slot τ .
In our model, a time slot represents the time duration during
which each user has an invariant content request distribution.
During each time slot, each user can receive several contents.
The RRH cache is updated each time slot τ and the cloud
cache is updated during Tτ time slots. We assume that the
cached content update of each RRH depends only on the users
located nearest to this RRH. We also assume that the content
server stores a set N = {1, 2, . . . , N} of all contents required
by all users. All contents are of equal size L. The set of Cc
cloud cache storage units is given by Cc = {1, 2, · · · , Cc},
where Cc ≤ N . The set of Cr RRH cache storage units is
given by Cr = {1, 2, · · · , Cr}, where Cr ≤ N , r ∈ R.
B. Transmission Model
As shown in Fig. 2, contents can be sent from: a) a content
server, b) a remote RRH cache storage unit, c) a cloud cache
storage unit, or d) an RRH cache storage unit to the user.
An RRH refers to an RRH that the user is already associated
with, while a remote RRH refers to other RRHs that store the
user’s required content but are not associated to this user. We
assume that each content can be transmitted independently,
and different contents are processed at different queues. The
transmission rate of each content, vBU , from the content server
to the BBUs is:
vBU =
vB
NB
, (1)
where NB is the number of the users that request the contents
that must be transmitted from the backhaul to the BBUs. Since
the content transmission rates, from the cloud cache to the
BBUs and from the RRH cache to the local RRH, can occur
at a rate that is higher than that of the backhaul and fronthaul
links such as in [6] and [7], we ignore the delay and QoS loss
of these links. After transmitting the content to the BBUs,
the content is delivered to the RRHs over fronthaul links. We
also assume that the transmission rate from the RRH to the
BBUs is the same as the rate from the BBUs to the RRH.
Subsequently, the transmission rate, vFU , of each content from
the BBUs to the RRHs is vFU =
vF
NF
, where NF is the number
of the users that request contents that must be transmitted from
the fronthaul to the RRHs. After transmitting the content to
the RRHs, the content is transmitted to the users over the
radio access channels. Therefore, the total transmission link
of a specific content consists of one of the following links: a)
content server-BBUs-RRH-user, b) cloud cache-BBUs-RRH-
user, c) RRH cache-RRH-user, and d) remote RRH cache-
remote RRH-BBUs-RRH-user. Note that the wireless link is
time-varying due to the channel as opposed to the static, wired,
DSL fronthaul and backhaul links. To mitigate interference,
the RRHs can be clustered based on the content requests to
leverage MIMO techniques. This, in turn, can also increase the
effective capacity for each user, since the RRHs can cooperate
and use ZF-DPC to transmit their data to the users. Therefore,
the received signal-to-interference-plus-noise ratio of user i
from the nearest RRH k ∈Mi at time t is [28]:
γt,ik =
Pd
−β
t,ik‖ht,ik‖
2
∑
j∈M/Mi
Pd
−β
t,ij‖ht,ij‖
2
+ σ2
, (2)
where ht,ik is the Rayleigh fading parameter and d
−β
t,ik is the
path loss at time t, with dt,ik being the distance between RRH
k and user i at time t, and β being the path loss exponent.
σ2 is the power of the Gaussian noise, and P is the transmit
power of each RRH, assumed to be equal for all RRHs. We
also assume that the bandwidth of each downlink user is B.
Since the user is moving and the distance between the RRH
and user is varying, the channel capacity between RRH k and
user i at time t will be Ct,ik = Blog2 (1 + γt,ik). Since each
user is served by the nearest RRH, we use dt,i, ht,i, Ct,i and
γt,i to refer to dt,ik, ht,ik Ct,ik and γt,ik , for simplicity. Note
that, ZF-DPC is implemented in the cloud and can be used
for any transmission link.
C. Effective Capacity
Since the capacity Ct,i does not account for delay, it cannot
characterize the QoS of requested content. In contrast, the
notion of an effective capacity, as defined in [29], represents
a useful metric to capture the maximum content transmission
rate of a channel with a specific QoS guarantee. First, we intro-
duce the notion of a QoS exponent that allows quantifying the
QoS of a requested content and, then, we define the effective
capacity. The QoS exponent related to the transmission of a
given content n to a user i with a stochastic waiting queue
length Qi,n is [29]:
θi,n = lim
q→∞
log2 Pr [Qi,n > q]
q
, (3)
where q is the system allowable threshold of queue length. For
a large threshold value qmax, the buffer violation probability
of content n for user i can be approximated by:
Pr [Qi,n > qmax]≈ e
−θi,nqmax . (4)
This approximation is obtained from the large deviation theory.
Then, the relation between buffer violation probability and
delay violation probability for user i with content n is [29]:
Pr [Di,n > Dmax] ≤ k
√
Pr [Qi,n > qmax], (5)
where Di,n is the delay of transmitting content n to user i
and Dmax is the maximum tolerable delay of each content
transmission. Here, k is a positive constant and the maximum
delay qmax = cDmax, with c being the transmission rate
over the transmission links. Therefore, θi,n can be treated
as the QoS exponent of user i transmitting content n which
also represents the delay constraint. A smaller θi,n reflects a
looser QoS requirement, while a larger θi,n expresses a more
strict QoS requirement. The QoS exponent pertaining to the
transmission of a content n to user i with delay Di,n is [6]:
θi,n = lim
Dmax→∞
− log Pr (Di,n > Dmax)
Dmax −NhL/v
, (6)
where Nh indicates the number of hops of each transmission
link and v indicates the rate over the wired fronthaul and
backhaul links. Based on (3)-(6), the cumulative distribution
function of delay of user i transmitting content n with a delay
threshold Dmax is given by:
Pr (Di,n > Dmax) ≈ e
−θi,n(Dmax−Nh/v). (7)
The corresponding QoS exponents pertaining to the transmis-
sion of a content n to a user i can be given as follows: a)
content server-BBUs-RRH-user θSi,n, b) cloud cache-BBUs-
RRH-user θAi,n, c) local RRH cache-RRH-user θ
O
i,n, d) remote
RRH cache-remote RRH-BBUs-RRH-user θGi,n. Since the QoS
of each link depends on the QoS exponents, we use the
relationship between the QoS exponent parameters to represent
the transmission quality of each link. In order to quantify the
relationship of the QoS exponents among these links, we state
the following result:
Proposition 1. To achieve the same QoS and delay of trans-
mitting content n over the wired fronthaul and backhaul links,
the QoS exponents of the four transmission links of content n
with vBU and vFU must satisfy the following conditions:
a) θSi,n =
θOi,n
1− 2L/vBUDmax
, b) θAi,n =
θOi,n
1− L/vFUDmax
,
c) θGi,n =
θOi,n
1− 2L/vFUDmax
.
Proof. See Appendix A.
Proposition 1 captures the relationship between the QoS
exponents of different links. This relationship indicates the
transmission QoS for each link. From Proposition 1, we can
see that, given the QoS requirement θOi,n for transmitting
content n, the only way to satisfy the QoS requirement θOi,n
over a link b) is to take the limits of the transmission rate vFU
to infinity. Based on Proposition 1 and θOi,n, we can compute
the QoS exponents achieved by the transmission of a content n
from different links. The BBUs can select an appropriate link
for each content transmission with a QoS guarantee according
to the QoS exponent of each link.
Given these basic definitions, the effective capacity of each
user is given next. Since the speed of each moving user is
constant, the cumulative channel capacity during the time
slot τ is given as Cτ,i =
∑
t=1,2,...,τ Ct,i = Edi,hi [Ct,i].
Therefore, the effective capacity of user i receiving content
n during time τ is given by [29]:
Eτ,i
(
θ
j
i,niτ ,τ
)
=−
1
θ
j
i,niτ ,τ
τ
log2 Edi,hi
[
e
−θ
j
i,niτ ,τ
Cτ,i
]
, (8)
where niτ represents the content that user i requests at time
slot τ , j ∈ {O,A, S,G} indicates the link that transmits the
content n to user i and Edi,hi [x] is the expectation of x with
respect to distribution of di and hi. Based on (8), the sum
effective capacity of all moving users during time slot k is:
Ek =
∑
i∈U
Ek,i
(
θ
j
i,nik,k
)
. (9)
The sum effective capacity E¯ is analyzed during T time slots.
Therefore, the long term effective capacity E¯ is given by
E¯ = 1
T
∑T
k=1 Ek. E¯ actually captures the delay and QoS of
contents that are transmitted from the content server, remote
RRHs, and caches to the network users during a period T .
Note that the use of the effective capacity is known to be
valid, as long as the following two conditions hold [29]: a)
Each user’s content transmission has its own, individual queue.
b) The buffer of each queue is of infinite (large) size. Since
the BBUs will allocate separate spectrum resource for each
user’s requested content transmission, we can consider that
each users’ content transmission is independent and hence,
condition a) is satisfied. For condition 2), since we deal
with the queue of each user at the level of a cloud-based
system, such an assumption will be reasonable, given the high
capabilities of a cloud server. Therefore, the conditions are
applicable to the content transmission scenario in the proposed
framework.
D. Problem Formulation
Given this system model, our goal is to develop an effective
caching scheme and content RRH clustering approach to
reduce the interference and offload the traffic of the backhaul
and fronthaul based on the predictions of the users’ content
request distributions and periodic mobility patterns. To achieve
this goal, we formulate a QoS and delay optimization problem
whose objective is to maximize the long-term sum effective
capacity. This optimization problem of caching involves pre-
dicting the content request distribution and periodic location
for each user, and finding optimal contents to cache at the
BBUs and RRHs. This problem can be formulated as follows:
max
Cc,Cr
E¯ = max
Cc,Cr
1
T
T∑
k=1
∑
i∈U
Ek,i
(
θ
j
i,nik,k
)
, (10)
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s. t. m
⋂
f = ∅,m 6= f,m, f ∈ Cc, or m, f ∈ Cr,
(10a)
j ∈ {O,A, S,G}, (10b)
Cc, Cr, nik,⊆ N , r ∈ R, (10c)
where Cc and Cr represent, respectively, the set of contents
that stored in the cloud cache and RRH cache, (10a) captures
the fact that each cache storage unit in the RRH and cloud
stores a single, unique content, (10b) represents that the links
selection of transmitting each content, and (10c) indicates
that the contents at the cache will all come from the content
server. Here, we note that, storing contents in the cache can
increase the rates vBU and vFU of the backhaul and fronthaul
which, in turn, results in the increase of the effective capacity.
Moreover, storing the most popular contents in the cache can
maximize the number of users receiving content from the
cache. This, in turn, will lead to maximizing the total effective
capacity. Meanwhile, the prediction of each user’s mobility
pattern can be combined with the prediction of the user’s
content request distribution to determine which content to store
in which RRH cache. Such intelligent caching will, in turn,
result in the increase of the effective capacity. Finally, RRHs’
clustering with MIMO is used to further improve the effective
capacity by mitigating interference within each cluster. Fig.
3 summarizes the proposed framework that is used to solve
the problem in (10). Within this framework, we first use the
ESNs predictions of content request distribution and mobility
pattern to calculate the average content request percentage for
each RRH’s associated users. Based on the RRH’s average
content request percentage, the BBUs determine the content
that must be cached at each RRH. Based on the RRH caching
and the content request distribution of each user, the BBUs
will then decide on which content to cache at cloud.
III. ECHO STATE NETWORKS FOR CONTENT PREDICTION
AND MOBILITY
The optimization problem in (10) is challenging to solve,
because the effective capacity depends on the prediction of the
content request distribution which determines the popularity
of a given content. The effective capacity also depends on the
prediction of the user’s mobility pattern that will determine
the user association thus affecting the RRH caching. In fact,
since the RRH caching and cloud caching need to be aware
of the content request distribution of each user in advance, the
optimization problem is difficult to solve using conventional
optimization algorithms since such conventional approaches
are not able to predict the user’s content request distribution
for the BBUs. Moreover, in a dense CRAN, the BBUs may
not have the entire knowledge of the users’ contexts that are
needed to improve the accuracy of the content and mobility
predictions thus affecting the cache placement strategy. These
reasons render the optimization problem in (10) challenging to
solve in the presence of limited information. To address these
challenges, we propose a novel approach to predict the content
request distribution and mobility pattern for each user based
on the powerful framework of echo state networks [31]. ESNs
are an emerging type of recurrent neural networks [32] that can
track the state of a network and predict the future information,
such as content request distribution and user mobility pattern,
over time.
A. Content Distribution Prediction
In this subsection, we formulate the ESN-based content re-
quest distribution prediction algorithm. A prediction approach
based on ESNs consists of four components: a) agents, b)
input, c) output, and d) ESN model. The ESN will allow us
to build the content request distribution based on each user’s
context. The proposed ESN-based prediction approach is thus
defined by the following key components:
• Agents: The agents in our ESNs are the BBUs. Since each
ESN scheme typically performs prediction for just one user,
the BBUs must implement U ESN algorithms at each time
slot.
• Input: The ESN takes an input vector xt,j =
[xtj1, · · · , xtjK ]
T
that represents the context of user j at time t
including content request time, week, gender, occupation, age,
and device type (e.g., tablet or smartphone). The vector xt,j is
then used to determine the content request distribution yt,j for
user j. For example, the types of videos and TV programs that
interest young teenage students, will be significantly different
from those that interest a much older demographic. Indeed,
the various demographics and user information will be critical
to determine the content request preferences of various users.
Here, K is the number of properties that constitute the context
information of user j.
• Output: The output of the ESN at time t is a vector of
probabilities yt,j = [ptj1, ptj2, . . . , ptjN ] that represents the
probability distribution of content request of user j, where
ptjn is the probability that user j requests content n at time
t.
• ESN Model: An ESN model can approximate the function
between the input xt,j and output yt,j , thus building the rela-
tionship between each user’s context and the content request
distribution. For each user j, an ESN model is essentially
a dynamic neural network, known as the dynamic reservoir,
which will be combined with the input xt,j representing
the context of user j. Mathematically, the dynamic reservoir
consists of the input weight matrix W
α,in
j ∈ R
Nw×K , and
the recurrent matrix W αj ∈ R
Nw×Nw , where Nw is the
number of the dynamic reservoir units that the BBUs use
to store the context of user j. The output weight matrix
W
α,out
j ∈ R
N×(Nw+K) is trained to approximate the pre-
diction function. W
α,out
j essentially reflects the relationship
between context and content request distribution for user j.
The dynamic reservoir of user j is therefore given by the pair(
W
α,in
j ,W
α
j
)
which is initially generated randomly via a
uniform distribution and W αj is defined as a sparse matrix
with a spectral radius less than one [32]. W
α,out
j is also
initialized randomly via a uniform distribution. By training the
output matrix W
α,out
j , the proposed ESN model can predict
the content request distribution based on the input xt,j , which
will then provide the samples for the sublinear algorithm in
Section IV that effectively determines which content to cache.
Given these basic definitions, we introduce the dynamic
reservoir state vαt,j of user j at time t which is used to store
the states of user j as follows:
vαt,j = f
(
W αj v
α
t−1,j +W
α,in
j xt,j
)
, (11)
where f (·) is the tanh function. Suppose that each user j has
a content request at each time slot. Then, the proposed ESN
model will output a vector that captures the content request
distribution of user j at time t. The output yields the actual
distribution of content request at time t:
yt,j (xt,j) =W
α,out
t,j
[
vαt,j;xt,j
]
, (12)
where W
α,out
t,j is output matrix W
α,out
j at time t. In other
words, (12) is used to build the relationship between input
xt,j and the output yt,j . In order to build this relationship,
we need to train W
α,out
t,j . A linear gradient descent approach
is used to derive the following update rule,
W
α,out
t+1,j =W
α,out
t,j + λ
α
(
et,j − yt,j (xt,j)
) [
vαt,j ;xt,j
]T
,
(13)
where λα is the learning rate and eαt,j is the real content request
distribution of user j at time t. Indeed, (13) shows how an ESN
can approximate to the function of (12).
B. Mobility Prediction
In this subsection, we study the mobility pattern prediction
of each user. First, in mobile networks, the locations of the
users can provide key information on the user-RRH association
to the content servers which can transmit the most popular
contents to the corresponding RRHs. Second, the type of the
content request will in fact depend on the users’ locations.
Therefore, we introduce a minimum complexity ESN algo-
rithm to predict the user trajectory in this subsection. Unlike
the ESN prediction algorithm of the previous subsection, the
ESN prediction algorithm of the user mobility proposed here
is based on the minimum complexity dynamic reservoir and
adopts an offline method to train the output matrix. The main
reason behind this is that the prediction of user mobility can
be taken as a time series and needs more data to train the
output matrix. Therefore, we use a low complexity ESN to
train the output matrix and predict the position of each user.
The ESN will help us predict the user’s position based on the
positions that the user had visited over a given past history,
such as the past few weeks, for example. Here, the mobility
prediction ESN will also include four components, with the
BBUs being the agents, and the other components being:
• Input: mt,j represents the current location of user j.
This input mt,j combining with the history input data,
[mt−1,j , . . . ,mt−M,j ], determines the positions st,j that the
user is expected to visit. Here, M denotes the number of the
history data that an ESN can record.
• Output: st,j = [stj1, · · · , stjNs ]
T
represents the position
that user j is predicted to visit for the next steps, where Ns
represents the number of position that user j is expected to
visit in the next Ns time duration H .
• Mobility Prediction ESN Model: An ESN model builds
the relationship between the user’s context and positions that
the user will visit. For each user j, an ESN model will be
combined with the input mt,j to record the position that
the user has visited over a given past history. The ESN
model consists of the input weight matrix W inj ∈ R
W×1,
the recurrent matrix W j ∈ R
W×W , where W is the number
of units of the dynamic reservoir that the BBUs use to store
position records of user j, and the output weight matrix
W outj ∈ R
Ns×W . The generation of W inj and W
out
j are
similar to the content distribution prediction approach. W j
is defined as a full rank matrix defined as follows:
W j =

0 0 · · · w
w 0 0 0
0
. . . 0 0
0 0 w 0
 , (14)
where w can be set as a constant or follows a distribution,
such as uniform distribution. The value of w will be detailed
in Theorem 1. Given these basic definitions, we use a linear
update method to update the dynamic reservoir state vt,j of
user j, which is used to record the positions that user j has
visited as follows:
vt,j =W jvt−1,j +W
in
j mt,j. (15)
The position of output st,j based on vt,j is given by:
st,j =W
out
j vt,j. (16)
In contrast to (13), W outj of user j is trained in an offline
manner using ridge regression [32]:
W outj = sjv
T
j
(
vTj vj + λ
2
I
)−1
, (17)
where vj = [v1,j , . . . ,vNtr ,j ] ∈ R
W×Ntr is the reservoir
states of user j for a period Ntr, sj is the output during a
period Ntr, and I is the identity matrix.
Given these basic definitions, we derive the memory capac-
ity of the mobility ESN which is related to the number of
reservoir units and the value of w in W j . The ESN memory
capacity is used to quantify the number of the history input
data that an ESN can record. For the prediction of the mobility
pattern, the memory capacity of the mobility ESN determines
the ability of this model to record the locations that each user
j has visited. First, we define the following K × K matrix,
given that W inj =
[
win1 , . . . , w
in
W
]T
:
Ω =

win1 w
in
W · · · w
in
2
win2 w
in
1 · · · w
in
3
...
... · · ·
...
winW w
in
W−1 · · · w
in
1
 . (18)
Then, the memory capacity of the mobility ESN can be given
as follows:
Theorem 1. In a mobility ESN, we assume that the reservoir
W j is generated randomly via a specified distribution, W
in
j
guarantees that the matrix Ω regular, and the input mt,j has
periodicity. Then, the memory capacity of this mobility ESN
will be given by:
M=
W−1∑
k=0
(
∞∑
j=0
E
[
w
2Wj+2k
])−1∞∑
j=0
E
[
w
Wj+k
]2
−
(
∞∑
j=0
E
[
w
2Wj
])−1
.
(19)
Proof. See Appendix B.
The memory capacity of the mobility ESN indicates the
ability of the mobility ESN model to record the locations that
each user has visited. From Theorem 1, we can see that the
ESN memory capacity depends on the distribution of reservoir
unit w and the number of the reservoir unitsW . A larger mem-
ory capacity implies that the ESN can store more locations that
the user has visited. The visited locations can improve the
prediction of the user mobility. Since the size of the reservoir
W j and the value of w will have an effect on the mobility
prediction, we need to set the size of W j appropriately to
satisfy the memory capacity requirement of the user mobility
prediction based on Theorem 1. Different from the existing
works in [33] and [34] that use an independent and identically
distributed input stream to derive the ESN memory capacity,
we formulate the ESN memory capacity with a periodic input
stream. Next, we formulate the upper and lower bounds on
the ESN memory capacity with different distributions of the
reservoirW j . The upper bound of the ESN memory capacity
can give a guidance for the design of W j .
Proposition 2. Given the distribution of the reservoir W j
(|w| < 1), the upper and lower bounds of the memory capacity
of the mobility ESNs are given by:
i) If w ∈ W j follows a zero-mean distribution
(i.e. w ∈ [−1, 1]), then 0 ≤ M <
⌊
W
2
⌋
+ 1, where ⌊x⌋ is
the floor function of x.
ii) If w ∈W j follows a distribution that makes w > 0, then
0 < M < W .
Proof. See Appendix C.
From Proposition 2, we can see that, as P (w = a) = 1 and
a→ 1, the memory capacity of the mobility ESN M will be
equal to the number of reservoir unitsW . Since we predict Ns
locations for each user at time t, we need to set the number
of reservoir units above W = Ns + 1.
IV. SUBLINEAR ALGORITHM FOR CACHING
The predictions of the content request distribution and user
mobility pattern in Section III must now be leveraged to
determine which content to cache at the RRHs, cluster the
RRHs at each time slot, and identify which contents to store
in cloud cache during a given period. Clustering the RRHs
based on the request content will also enable the CRAN
to use ZF-DPC of MIMO to eliminate cluster interference.
However, it is challenging for the BBUs to scan each content
request distribution prediction among the thousands of users’
content request distribution predictions resulting from the
ESNs’ output within a limited time. In addition, in a dense
CRAN, the BBUs may not have the entire knowledge of the
users’ contexts and distributions of content request in a given
period, thus making it challenging to determine which contents
to cache as per (10). To address these challenges, we propose
a novel sublinear approach for caching [25].
A sublinear algorithm is typically developed based on
random sampling theory and probability theory [25] to perform
effective big data analytics. In particular, sublinear approaches
can obtain the approximation results to the optimal result of an
optimization problems by only looking at a subset of the data
for the case in which the total amount of data is so massive that
even linear processing time is not affordable. For our model,
a sublinear approach will enable the BBUs to compute the
average of the content request percentage of all users so as
to determine content caching at the cloud without scanning
through the massive volume of data pertaining to the users’
content request distributions. Moreover, using a sublinear
algorithm enables the BBUs to determine the similarity of two
users’ content request distributions by only scanning a portion
of each content request distribution. Compared to traditional
stochastic techniques, a sublinear algorithm can control the
tradeoff between algorithm processing time or space, and
algorithm output quality. Such algorithms can use only a few
samples to compute the average content request percentage
within the entire content request distributions of all users.
Next, we first begin by describing how to use sublinear
algorithm for caching. Then, we introduce the entire process
using ESNs and sublinear algorithms used to solve (10).
A. Sublinear Algorithm for Clustering and Caching
In order to cluster the RRHs based on the users’ content
request distributions and determine which content to cache at
the RRHs and BBUs, we first use the prediction of content
request distribution and mobility for each user resulting from
the output of the ESN schemes to cluster the RRHs and
determine which content to cache at RRHs. The detailed
clustering step is specified as follows:
• The cloud predicts the users’ content request distribution
and mobility patterns.
• Based on the users’ content request distribution and loca-
tions, the cloud can estimate the users’ RRH association.
• Based on the users’ RRH association, the cloud can
determine each RRH’s content request distribution and
then cluster the RRHs into several groups. For any
two RRHs, when the difference of their content request
distributions is below χ, the cloud will cluster these two
RRHs into the same group. Here, we use the sublinear
Algorithm 8 in [25] to calculate the difference between
two content request distributions.
Based on the RRHs’ clustering, we compute the average
of the content request percentage of all users and we use
this percentage to determine which content to cache in the
cloud. Based on the prediction of content request distribution
and mobility for each user resulting from the output of
the ESN schemes, each RRH must determine the contents
to cache according to the ranking of the average content
request percentage of its associated users, as given by the
computed percentages. For example, denote pr,1 and pr,2 as
the prediction of content request distribution for two users
that are associated with RRH r. The average content request
percentage is given as pr = (pr,1 + pr,2)/2. Based on the
ranking of the average content request percentage of the
associated users, the RRH selects Cr contents to store in the
cache as follows:
Cr = argmax
Cr
∑
n∈Cr
prn, (20)
where prn =
∑
i∈Ur
prinEk,i(θ
O
i,n,k)
/
Nr is the average
weighted percentage of the users that are associated with RRH
r requesting content n, Ur is the set of users that are associated
with RRH r, and Nr is the number of users that are associated
with RRH r.
To determine the contents that must be cached at cloud, the
cloud needs to update the content request distribution of each
user to compute the distribution of the requested content that
must be transmitted via fronthaul links based on the associated
RRH cache. We define the distribution of the requested content
that must be transmitted via fronthaul links using the updated
content request distribution, p′r,1 = [p
′
r11, . . . , p
′
r1N ]. The
difference between pr,1 and p
′
r,1 is that pr,1 contains the prob-
ability of the requested content that can be transmitted from the
RRH cache. For example, we assume that content n is stored
at the cache of RRH r, which means that content n ∈ Cr,
consequently, p′r1n = 0. Based on the updated content request
distribution, the BBUs can compute the average percentage
of each content within the entire content request distributions.
For example, let p′ =
∑T
τ=1
∑U
i=1 p
′
τ,iEk,i(θ
A
i,k)
/
TU be the
average of the updated content request probability during T ,
where p′τ,i is the updated content request distribution of user i
during time slot τ . Consequently, the BBUs select Cc contents
to store at the cloud cache according to the rank of the average
updated content request percentage p′ which is:
Cc = argmax
Cc
∑
n∈Cc
p′n. (21)
However, within a period T , the BBUs cannot record the
updated content request distributions for all of the users as
this will lead to a massive amount of data that is equal
to N · U · T . The sublinear approach can use only a few
updated content request distributions to approximate the actual
average updated content request percentage. Moreover, the
sublinear approach can control the deviation from the actual
average updated content request percentage as well as the
approximation error. Since the calculation of the percentage of
each content is independent and the method of computing each
content is the same, we introduce the percentage calculation
of one given content. We define ǫ as the error that captures the
deviation from the actual percentage of each content request.
Let δ be a confidence interval which denotes the probability
that the result of sublinear approach exceeds the allowed
error interval. To clarify the idea, we present an illustrative
example. For instance, assume that the actual result for the
percentage of content n is α = 70% with ǫ = 0.03 and
δ = 0.05. This means that using a sublinear algorithm to
calculate the percentage of content request of type n can
obtain a result whose percentage ranges from 67% to 73% with
95% probability. Then, the relationship between the number of
the updated content request distributions Nn that a sublinear
approach needs to calculate the percentage of content n, ǫ,
and δ can be given by [25]:
Nn = −
ln δ
2ǫ2
. (22)
From (22), we can see that a sublinear algorithm can
transform a statistical estimation of the expected value into a
bound with error deviation ǫ and confidence interval δ. After
setting ǫ and δ, the sublinear algorithm can just scan Nn
updated content request distributions to calculate the average
percentage of each content. Based on the average updated
content request percentage, the BBUs store the contents that
have the high percentages.
B. Proposed Framework based on ESN and Sublinear Ap-
proaches
In this subsection, we formulate the proposed algorithm to
solve the problem in (10). First, the BBUs need to run the ESN
algorithm to predict the distribution of content requests and
mobility pattern for each user as per Section III, and determine
which content to store in RRH cache based on the average
content request percentage of the associated users at each time
slot. Then, based on the content request distribution of each
user, the BBUs cluster the RRHs and sample the updated
content request distributions to calculate the percentage of
each content based on (22). Finally, the BBUs uses the
approximated average updated content request percentage to
select the contents which have the high percentages to cache at
cloud. Based on the above formulations, the algorithm based
on ESNs and sublinear algorithms is shown in Algorithm
1. Note that, in step 8 of Algorithm 1, a single RRH may
belong to more than one cluster since its associated users may
have different content request distribution. As an illustrative
example, consider a system having two RRHs: an RRH a has
two users with content request distributions pa,1 and pa,2, an
RRH b has two users with content request distribution pb,1
and pb,3, and an RRH c that is serving one user with content
request distribution pc,2. If pa,1 = pb,1 and pa,2 = pc,2,
the BBUs will group RRH a and RRH b into one cluster
Algorithm 1 Algorithm with ESNs and sublinear algorithms
Input: The set of users’ contexts, xt and mt;
Init: initialize W
α,in
j , W
α
j , W
α,out
j , W
in
j , W j , W
out
j , yj = 0, sj =
0, ǫ, and δ
1: for time Tτ do
2: update the output weight matrix W outTτ+1,j based on (17)
3: obtain prediction sTτ+1,j based (16)
4: for time τ do
5: obtain prediction yτ+1,j based on (12)
6: update the output weight matrix W
α,out
τ+1,j based on (13)
7: determine which content to cache in each RRH based on (20)
8: cluster the RRHs
9: end for
10: calculate the content percentage for each content based on (22)
11: determine which content to cache in cloud based on (21)
12: end for
(pa,1 = pb,1) and RRH a and RRH c into another cluster
(pa,2 = pc,2). In this case, the RRHs that are grouped into
one cluster will have the highest probability to request the
same contents.
In essence, caching the contents that have the high per-
centages means that the BBUs will encourage more users to
receive the contents from the cache. From (1), we can see
that storing the contents in the RRH cache and cloud cache
can reduce the backhaul and fronthaul traffic of each content
that is transmitted from the content server and BBUs to the
users. Consequently, caching increases the backhaul rate vBU
and vFU which will naturally result in a reduction of θ and
an improvement in the effective capacity. We will show next
that the proposed caching Algorithm 1 would be an optimal
solution to the problem. For the purpose of evaluating the
performance of the proposed Algorithm 1, we assume that
the ESNs can predict the content request distribution and
mobility for each user accurately, which means that the BBUs
have the entire knowledge of the location and content request
distribution for each user. Consequently, we can state the
following theorem:
Theorem 2. Given the accurate ESNs predictions of the
mobility and content request distribution for each user, the
proposed Algorithm 1 will reach an optimal solution to the
optimization problem in (10).
Proof. See Appendix D.
C. Complexity and Overhead of the Proposed Approaches
In terms of complexity, for each RRH cache replacement
action, the cloud needs to implement U ESN algorithms
to predict the users’ content request distribution. For each
cloud caching update, the cloud needs to implement U ESN
algorithms to predict the users’ mobility patterns. During each
time duration for cached content replacement, Tτ , the cached
contents stored at an RRH cache will be replaced Tτ
τ
times.
Therefore, the complexity of Algorithm 1 is O(U × Tτ
τ
).
However, it is a learning algorithm which can build a re-
lationship between the users’ contexts and behavior. After
the ESN-based algorithm builds this relationship, the ESN-
based algorithm can directly output the prediction of the users’
behavior without any additional training. Here, we note that the
running time of the approach will decrease once the training
process is completed.
Next, we investigate the computational overhead of Algo-
rithm 1, which is summarized as follows: a) Overhead of
users information transmission between users and the content
server: The BBUs will collect all the users’ behavior infor-
mation and the content server will handle the users’ content
request at each time slot. However, this transmission incurs
no notable overhead because, in each time slot, the BBUs
need to only input the users’ information to the ESN and
the cloud has to deal with only one content request for each
user. b) Overhead of content transmission for RRH caching
update and cloud caching update: The content servers need
to transmit the most popular contents to the RRHs and BBUs.
However, the contents stored at RRH cache and cloud cache
are all updated during off-peak hours. At such off-peak hours,
the fronthaul and backhaul traffic loads will already be low
and, thus, having cache updates will not significantly increase
the traffic load of the content transmission for caching. c)
Overhead of the proposed algorithm: As mentioned earlier,
the total complexity of Algorithm 1 is O(U × Tτ
τ
). Since all
the algorithm is implemented at the BBUs which has high-
performance processing capacity, the overhead of Algorithm
1 will not be significant.
V. SIMULATION RESULTS
For simulations, the content request data that the ESN uses
to train and predict content request distribution is obtained
from Youku of China network video index∗. The detailed
parameters are listed in Table I. The mobility data is measured
from real data generated at the Beijing University of Posts and
Telecommunications. Note that the content request data and
mobility data sets are independent. To map the data, we record
the students’ locations during each day and map arbitrarily
the students’ locations to one user’ content request activity
from Youku. The results are compared to three schemes
[9]: a) optimal caching strategy with complete information,
b) random caching with clustering, and c) random caching
without clustering. All statistical results are averaged over
5000 independent runs. Note that, the benchmark algorithm
a) is based on the assumption that the CRAN already knows
the entire content request distribution and mobility pattern.
Hereinafter, we use the term “error" to refer to the sum
deviation from the estimated distribution of content request
to its real distribution.
Fig. 4 shows how the error of the ESN-based estimation
changes as the number of the iteration varies. In Fig. 4, we
can see that, as the number of iteration increases, the error
of the ESN-based estimation decreases. Fig. 4 also shows that
the ESN approach needs less than 50 iterations to estimate the
content request distribution for each user. This is due to the
fact that ESNs need to only train the output weight matrix.
Fig. 4 also shows that the learning rates λα = 0.01, 0.001,
and 0.03 result, respectively, in an error of 0.2%, 0.1%, and
∗The data is available at http://index.youku.com/.
TABLE I
SYSTEM PARAMETERS
Parameters Values Parameters Values
r 1000 m P 20 dBm
R 1000 β 4
B 1 MHz λα 0.01
L 10 Mbit S 25
θOs 0.05 T 300
Nw 1000 σ
2 -95 dBm
Cc,Cr 6,3 Dmax 1
K 7 Ns 10
δ 0.05 ǫ 0.05
H 3 λ 0.5
Tτ 30 χ 0.85
Number of iterations
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Fig. 4. Error as the number of iteration varies.
0.43%. Clearly, adjusting the learning rates at each iteration
can affect the accuracy of the ESNs’ prediction.
Figs. 5 and 6 evaluate the accuracy of using ESN for
predicting the users’ mobility patterns. First, in Fig. 5, we
show how ESN can predict the users’ mobility patterns as
the size of the training dataset Ntr (number of training data
to train W out) varies. The considered training data is the
user’s context during a period. In Fig. 5, we can see that,
as the size of the training dataset increases, the proposed
ESN approach achieves more improvement in terms of the
prediction accuracy. Fig. 6 shows how ESN can predict users
mobility as the number of the ESNs reservoir units W varies.
In Fig. 6, we can see that the proposed ESN approach achieves
more improvement in terms of the prediction accuracy as
the number of the ESNs reservoir units W increases. This
is because the number of the ESNs reservoir units W directly
affects the ESN memory capacity which directly affects the
number of user positions that the ESN algorithm can record.
Therefore, we can conclude that the choice of an appropriate
size of the training dataset and an appropriate number of the
ESNs reservoir units are two important factors that affect the
ESN prediction accuracy of the users’ mobility patterns.
Fig. 7 shows how the prediction accuracy of a user in a
period changes as the number of the hidden units varies. Here,
the hidden units of the ESN represents the size of the reservior
units. From Fig. 7, we can see that the prediction of the
ESN-based learning algorithm is is more accurate compared
to the deep learning algorithm and this accuracy improves as
the number of the hidden units increases. In particular, the
ESN-based algorithm can yield up to of 14.7% improvement
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Fig. 5. The ESNs prediction of the users mobility as the training dataset Ntr varies.
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Fig. 6. The ESNs prediction of the users mobility as the ESNs reservoir units varies.
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Fig. 7. Prediction accuracy of mobility patterns as the number of hidden units
varies. Here, we use the deep learning algorithm in [35] as a benchmark. The
total number of hidden units in deep learning is the same as the number of
reservoir units in ESN.
in terms of the prediction accuracy compared with a deep
learning algorithm. This is due to the fact that the ESN-based
algorithm can build the relationship between the prediction and
the position that the user has visited which is different from
the deep learning algorithm that just records the property of
each user’s locations. Therefore, the ESN-based algorithm can
predict the users’ mobility patterns more accurately.
In Fig. 8, we show how the failure and error of the content
request distribution for each user vary with the confidence
exponent δ and the allowable error exponent ǫ. Here, the
error corresponds to the difference between the result of the
sublinear algorithm and the actual content request distribution
while failure pertains to the probability that the result of our
sublinear approach exceeds the allowable error ǫ. From Fig.
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Fig. 8. Error and failure as confidence and allowable error exponents vary.
8, we can see that, as δ and ǫ increase, the probabilities
of failure and error of the content request distribution also
increase. This is due to the fact that, as δ and ǫ increase,
the number of content request distribution samples that the
sublinear approach uses to calculate the content percentage
decreases. Fig. 8 also shows that even for a fixed ǫ, the error
also increase as δ increases. This is because, as δ changes,
the number of content request distribution samples would also
change, which increases the error.
Fig. 9 shows how the sum of the effective capacities of all
users in a period changes as the number of the storage units at
the cloud cache varies. In Fig. 9, we can see that, as the number
of the storage units increases, the effective capacities of all
considered algorithms increase since having more storages
allows offloading more contents from the content server,
which, in turn, will increase the effective capacity for each
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Fig. 9. Sum effective capacity vs. the number of the storage units at cloud
cache.
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Fig. 10. Sum effective capacity vs. the number of the RRHs.
content. From Fig. 9, we can see that the proposed algorithm
can yield up to of 27.8% and 30.7% improvements in terms
of the sum effective capacity compared with random caching
with clustering and random caching without clustering for the
case with one cloud cache storage unit. These gains are due
to the fact that the proposed approach can store the contents
based on the ranking of the average updated content request
percentage of all users as computing by the proposed ESNs
and sublinear algorithm.
Fig. 10 shows how the sum of the effective capacities of
all users in a period changes as the number of the RRHs
varies. In Fig. 10, we can see that, as the number of the
RRHs increases, the effective capacities of all algorithms
increase since having more RRHs reduces the distance from
the user to its associated RRH. In Fig. 10, we can also
see that the proposed approach can yield up to 21.6% and
24.4% of improvements in the effective capacity compared to
random caching with clustering and random caching without
clustering, respectively, for a network with 512 RRHs. Fig.
10 also shows that the sum effective capacity of the proposed
algorithm is only 0.7% below the optimal caching scheme
that has a complete knowledge of content request distribution,
mobility pattern, and the real content request percentage.
Clearly, the proposed algorithm reduces running time of up
to 34% and only needs 600 samples of content request to
compute the content percentage while only sacrificing 0.7%
network performance.
Fig. 11 shows how the sum of the effective capacities of all
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Fig. 11. Sum effective capacity vs. the number of the users.
users in a period changes as the number of the users varies. In
Fig. 11, we can see that, as the number of the users increases,
the effective capacities of all considered algorithms increase
as caching can offload more users from the backhaul and
fronthaul links as the number of users increases. In Fig. 11, we
can also see that the proposed approach can yield up to 21.4%
and 25% of improvements in the effective capacity compared,
respectively, with random caching with clustering and random
caching without clustering for a network with 960 users. This
implies that the proposed ESN-based algorithm can effectively
use the predictions of the ESNs to determine which content to
cache. In Fig. 11, we can also see that the deviation from the
proposed algorithm to the optimal caching increases slightly
when the number of users varies. This is due to the fact that
the number of content request distributions that the proposed
algorithm uses to compute the content percentage is fixed as
the total number of content request distributions increases,
which will affect the accuracy of the sublinear approximation.
VI. CONCLUSION
In this paper, we have proposed a novel caching framework
for offloading the backhaul and fronthaul loads in a CRAN
system. We have formulated an optimization problem that
seeks to maximize the average effective capacities. To solve
this problem, we have developed a novel algorithm that
combines the machine learning tools of echo state networks
with a sublinear caching approach. The proposed algorithm
enables the BBUs to predict the content request distribution
of each user with limited information on the network state
and user context. The proposed algorithm also enables the
BBUs to calculate the content request percentage using only a
few samples. Simulation results have shown that the proposed
approach yields significant performance gains in terms of sum
effective capacity compared to conventional approaches.
APPENDIX
A. Proof of Proposition 1
Based on (6), the relationship between θSi,n and θ
O
i,n will be:
1
θSi,n
=
1
θOi,n
−
NhL/v
− logPr (D > Dmax)
. (23)
Substituting (7) into (23), we obtain:
1
θSi,n
=
1
θOi,n
(
1−
NhL
Dmaxv
)
. (24)
Based on Proposition 5 in [30], for the transmission link a),
we can take the backhaul transmission rate vBU as the external
rate, and consequently, the link hops Nh consists of the link
from the BBUs to the RRHs and the link from the RRHs to
the users (Nh = 2). We complete the proof for link a). For
link b) and link d), we ignore the delay and QoS losses of the
transmission rates from the caches to the BBUs and RRHs, and
consequently, the link hops of b) and d) are given as Nh = 1
and Nh = 2. The other proofs are the same as above.
B. Proof of Theorem 1
Given an input stream m(. . . t) = . . .mt−1mt, where mt
follows the same distribution asmt−W , we substitute the input
stream m(. . . t) into (15), then we obtain the states of the
reservoir units at time t:
vt,1 = w
in
1 mt + w
in
Wmt−1w + · · ·+ w
in
2 mt−(W−1)w
W−1 + · · ·
+ win1 mt−Ww
N + · · ·+win2 mt−(2W−1)w
2W−1
+ win1 mt−2Ww
2W + · · ·
vt,2 = w
in
2 mt + w
in
1 mt−1w + · · ·+ w
in
3 mt−(W−1)w
W−1 + · · ·
+ win2 mt−Ww
W + · · ·+ win3 mt−(2W−1)w
2W−1
+ win2 mt−2Nw
2W + · · ·
Here, we need to note that the ESN having the ability to
record the location that the user has visited at time t − k
denotes the ESN can output this location at time t. Therefore,
in order to output mt−k at time t, the optimal output matrix
W outj is given as [33]:
W outj =
(
E
[
vt,jv
T
t,j
]−1
E [vt,jmt−k]
)T
, (25)
where E
[
vt,jv
T
t,j
]
is the covariance matrix ofW inj . Since the
input stream is periodic and zero expectation, each element
E[vt,ivt,j ] of this matrix will be:
E [vt,ivt,j ] = w
in
i w
in
j σ
2
t + w
in
i−1( mod )Ww
in
j−1( mod )Wσ
2
t−1w
2
+ · · ·+ wini w
in
j σ
2
t−Ww
2W + · · ·
= wini w
in
j σ
2
t
∞∑
j=0
w2Wj + · · ·
+ wini−(W−1)w
in
j−(W−1)σ
2
t−(W−1)
∞∑
j=0
w2Wj+2(W−1)
= ΩiΓΩ
T
j ,
(26)
where
Γ =

σ2t
∞∑
j=0
E
[
w2Wj
]
0 0
0
. . . 0
0 0 σ2t−(W−1)
∞∑
j=0
E[w2Wj+2(W−1) ]
 ,
Ωj indicates row j of Ω, vt,j is the element of vt,j , and
σ2t−k is the variance of mt−k. Consequently, E
[
vt,jv
T
t,j
]
=
ΩΓΩT, E [vt,jmt−k] = E
[
wk
]
σ2t−kΩ
T
k+1( mod )W
and W out = E
[
wk
]
σ2t−kΩk+1( mod )W (ΩΓΩ
T)−1.
Based on these formulations and (16), the ESN
output at time t will be st,j = W
outvt,j =
E
[
wk
]
σ2t−kΩk+1( mod )W
(
ΩΓΩT
)−1
vt,j . Consequently,
the covariance of ESN output st,j with the actual input
mt−k,j is given as:
Cov (st,j ,mt−k,j)
= E
[
w
k
]
σ
2
t−kΩk+1( mod )W
(
ΩΓΩ
T
)−1
E [vt,j ,mt−k] ,
= E
[
w
k
]2
σ
4
t−k
(
Ωk+1(mod)W
(
Ω
T
)−1)
Γ
−1
(
Ω
−1
Ω
T
k+1(mod)W
)
,
(a)
= E
[
w
k
]2
σ
2
t−k
(
∞∑
j=0
E
[
w
2Wj+2k( mod )W
])−1
,
where (a) follows from the fact that Ωk+1( mod )W =
eTk+1Ω
T and ek+1 = (0, . . . , 1k+1, 0 . . . 0)
T ∈ RW . There-
fore, the memory capacity of this ESN is given as [34]:
M=
∞∑
k=0
E
[
w
k
]2( ∞∑
j=0
E
[
w
2Wj+2k(mod)W
])−1
−
(
∞∑
j=0
E
[
w
2Wj
])−1
,
=
W−1∑
k=0
E
[
w
k
]2( ∞∑
j=0
E
[
w
2Wj+2k
])−1
+
2W−1∑
k=W
E
[
w
k
]2( ∞∑
j=0
E
[
w
2Wj+2k( mod )W
])−1
+· · ·−
(
∞∑
j=0
E
[
w
2Wj
])−1
,
=
W−1∑
k=0
(
∞∑
j=0
E
[
w
2Wj+2k
])−1∞∑
j=0
E
[
w
Wj+k
]2
−
(
∞∑
j=0
E
[
w
2Wj
])−1
.
This completes the proof.
C. Proof of Proposition 2
For i), we first use the distribution that P (w = a) = 0.5 and
P (w = −a) = 0.5 to formulate the memory capacity, where
a ∈ (0, 1). Then, we discuss the upper bound. Based on the
distribution property of w, we can obtain that E
[
w2W
]
= a2W
and E
[
w2W+1
]
= 0. The memory capacity is given as:
M=
W−1∑
k=0
(
∞∑
j=0
E
[
w
2Wj+2k
])−1∞∑
j=0
E
[
w
Wj+k
]2
−
(
∞∑
j=0
E
[
w
2Wj
])−1
,
=
W−1∑
k=0
(
∞∑
j=0
a
2Wj+2k
)−1∞∑
j=0
a
2Wj+2k−
(
∞∑
j=0
a
2Wj
)−1
, (k is an even) ,
=
⌊W
2
⌋∑
k=0
1−
(
1− a2W
)
=
⌊
W
2
⌋
+ a2W <
⌊
W
2
⌋
+ 1.
(27)
From (27), we can also see that the memory capacity M
increases as both the moment E
[
wk
]
and a increase, k ∈ Z+.
This completes the proof of i). For case ii), we can use a
similar method to derive the memory capacity exploiting dis-
tribution that P (w = a) = 1 and consequently, E
[
wk
]
= ak,
this yielding M = W − 1 + a2W . Since a ∈ (0, 1), M < W
which is also correspondent to the existing work [33].
D. Proof of Theorem 2
The problem based on (10) for each time slot can be
rewritten as:
E¯ =
1
T
T∑
k=1
∑
i∈U
Ek,i
(
θ
j
i,nik,k
)
, (28)
where j ∈ {O,A, S,G}. Denote pk,i = [pki1, pki2, . . . , pkiN ]
as the content request distribution of user i at time slot k, the
average effective capacities of the users is given by:
E˜k =
∑
i∈U
 ∑
nik∈Ci
pkinikEk,i
(
θ
O
i,nik,k
)
+
∑
nik∈Cc/Ci
pkinikEk,i
(
θ
A
i,nik,k
)
+
∑
i∈U
 ∑
nik∈N
′
pkinikEk,i
(
θ
S
i,nik,k
)
+
∑
nik∈C
′
i
pkinikEk,i
(
θ
G
i,nik,k
) ,
(29)
where Ci is the set of RRH cache that is associated with user i,
N ′ and C′i represent, respectively, the contents that the BBUs
arrange to transmit from the content server and remote RRHs
cache. Since the transmission from the content server and the
remote RRH cache can be scheduled by the BBUs based on
Proposition 1, we only need to focus on the transmissions from
the cloud cache and RRHs cache to the users which results in
the average effective capacities of the users at time slot k as
follows:
E˜k =
∑
i∈U
∑
nik∈Ci
pkinikEk,i
(
θ
O
i,nik,k
)
+
∑
i∈U
∑
nik∈Cc/Ci
pkinikEk,i
(
θ
A
i,nik,k
)
+ F,
=
∑
r∈R
∑
i∈Ur
∑
nik∈Cr
pkinikEk,i
(
θ
O
i,nik,k
)
+
∑
i∈U
∑
nik∈Cc
pkinikEk,i
(
θ
A
i,nik,k
)
+ F,
(30)
where
F =
∑
i∈U
∑
nik∈N ′
pkinikEk,i(θ
S
i,nik,k
)+
∑
i∈U
∑
nik∈C
′
i
pkinikEk,i(θ
G
i,nik,k
).
Since Ek,i(θ
O
i,nik,k
) depends only on θOi,nik,k, we can consider
it as a constant during time slot k and consequently, we only
need to optimize
∑
i∈Ur
∑
nik∈Cr
pkinikEk,i(θ
O
i,nik,k
) for each RRH.
Therefore, we can select the content that has the maximal value
of
∑
i∈Ur
pkinikEk,i(θ
O
i,nik,k
), which corresponds to the proposed
RRH caching method in Section IV-A.
Since the contents that are stored in the cloud cache are
updated during a period T , the optimization of the cloud cache
based on (28) and (30) is given as:
Ec = max
1
T
T∑
k=1
∑
i∈U
∑
nik∈Cc/Ci
pkinikEk,i(θ
A
i,nik,k
). (31)
Here, the average of the effective capacity is over different
contents transmission. After obtain the updated content request
distribution of each user, we can use the same method to
prove that the proposed algorithm can reach to the optimal
performance.
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