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1. INTRODUCTION 
Very important in the study of control systems with limited power is the 
asymptotic behavior 
-4% 4) -+ 0 as t-co (1.1) 
for solutions x( ., D, 4) of the nonlinear neutral system 
$ DO, xr)=f(t, x,) 
and its nonlinear perturbation 
-$ D(t, y,) =f(c ~$1 + dt, VA. (1.2) 
The decay to zero in (1.1) is a required assumption in the resolution of the 
time optimal control problem of such systems. There are two methods of 
deducing ( 1.1) : the method of Lyapunov and the method of the nonlinear 
variation of parameters formula. The latter seems to have some desirable 
advantages over the former: when Lyapunov arguments are used one 
always assumes that the operator D is uniformly stable (Hale [S]). Even 
for ordinary differential equations, Brauer [2] required the unperturbed 
system to satisfy much more stringent stability hypotheses by using 
Lyapunov theory than would be required by the variation of parameters 
method. 
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In this paper we present an analogue of Alekseev’s formula [l, lo] for 
the perturbed nonlinear neutral system (1.2). In the spirit of Shanholt [ 131 
we exploit the differentiability properties of solutions with respect o initial 
data. By our method we cover a more general situation than is treated by 
Ize and Ventura [S]. The condition needed for r-differentiability is related 
to a recent contribution of Tadmor [14] who studied time analyticity of 
solutions. As a consequence of our formula we deduce a very general 
condition for the global behavior (1.1) of (1.2). 
2. PRELIMINARIES. 
If I is an interval in the reals E and E” is a real n-dimensional vector 
space with norm 1 .I, C(Z, E”) will denote the Banach space of continuous 
functions mapping Z into E” with the topology of uniform convergence. 
Similarly C’(Z, E”) denotes the space of continuously differentiable func- 
tionsonZ. Whenr>O,Z=[-r,O] weletC=C([-r,O],E”)anddenote 
the norm of 4 in C by 11&l =~up~,~~~~/&0)1. If x is an element of 
C([a - r, b], E”), where a < b, then for each TV [a, b], x, denotes the 
element of C given by x,(0) = x(t + 19), 8 E C-r, 01. 
Let n c C be an open subset, I, an open interval in E, r= I, x A. 
Suppose D, f: Z-+ E” are continuous functions. A neutral functional 
differential equation (NFDE) is a relation of the form 
f D(t, x,1 =f(t, x,1. (2.1) 
Given CT E I,, 4 E A, a solution x = x(t; cr, 4) of (2.1) with initial value 4 at 
g is an element XE C( [o - r, 0 +a), E”), for some a > 0, such that 
(i) x, = 4, (ii) x, E ,4 for t E [a, c + a), (iii) D( t, x,) is continuously differen- 
tiable on [a, [T +a), (iv) x, satisfies (2.1) for all t E [c, a+a). Note x(t) 
itself may not be differentiable on the interval of existence. Existence, 
uniqueness, and continuation theorems guarantee the existence of a solu- 
tion on a maximal interval [a, (T + a) (see Hale [S], Hale and Cruz [6]). 
In particular, if f is uniformly Lipschitzian in 4 on compact subsets of Z 
(i.e., for each compact Kc Z, there exists L > 0 such that If(t, 4) -f(t, $)I 
Q L 114 - $11 for all (t, d), (t, tj) E K) and if D is atomic at zero uniformly 
on compact sets (see Sect. 2) then the solution exists on an interval 
[a, 0 + a), is unique, and depends continuously on cr, 4. Uniqueness and 
continuous dependence may be lost if the Lipschitz property for f is 
relaxed. 
In the case that D, f in (2.1) are linear in 4 the solution exists for all t 2 (r 
(suppose [ 0, cc ) c I, ) and defines a solution operator T( t, o) : C -+ C given 
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by T(t, 0) 4 = ~,(a, $1, (T < t < co. This linear operator is continuous in t, c 
and T(a, a) = identity, T(t, a) T(o, p) = T(t, p), p 6 cr < t < co. Actually the 
domain of T can be extended to the set of piecewise continuous functions 
on C-r, 01. Therefore, if the n x n matrix function X0 is defined by 
x,(e)= ; 
i 
-6e<o, 
3 e=o, 
then T(t, a) can also be defined on the columns of X,, (I denotes the 
identity matrix). If g : Z + E” is continuous and z, is a solution of 
fat, z,) =f(t, z,)+dt, z,) (2.2) 
with initial value 4 at 0 then z, satisfies the linear variation of parameters 
formula 
z,=T(t,a)~+SrT(t,s)X,.A-‘(s)g(s,z,)ds, o<t<a+a (2.3) 
0 
(for fixed a, t the integral is an element of C whose value at 8 is 
ff, CT(t, s) x01(@ .A -%I &, z,) d s; see (3.2) for the matrix A). Several 
authors beginning with Alekseev [l] have extended variants of (2.3) to the 
case that D, f are nonlinear (the corresponding T is also nonlinear). 
Alekseev treated the case of ordinary differential equations and 
Shanholt [ 131 extended his formula to functional differential equations of 
retarded type. For NFDEs, Ize and Ventura [S] have established the non- 
linear variation of parameters formula assuming that D is linear in 4, inde- 
pendent of t, and that x, is differentiable in t. We relax their assumptions 
completely and establish the formula in generality (see (5.4)). 
3. HYPOTHESES 
Let n c C be an open set, I, c E an open interval, Z= I, x A. Denote by 
En2 the set of n x n real matrices. Suppose D, S: Z-+ E” are continuous 
functions. Our basic hypotheses on D and f under which the nonlinear 
variation of parameters formula is proved are 
(H)(i) the Frechet derivatives of D, f with respect o 4, denoted D,, 
&, respectively, exist and are continuous on Z, as well as D,,, and 
(ii) for each (t,$)er, $EC write Dl(t,q5)[11/]=A(t,q5)J/(0)- 
j’?, d,p(t, 4,0)[$(0)] for some functions A: Z+ Ef12, p: l-x C-r, 0] + En2 
with A continuous, ~(t, 4, .) of bounded variation on C-r, 01, and such 
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that the map (t, #)+-+jyr &p(t, 4, fZ)[$(@)] is continuous for each I+~E C. 
Assume, for each (t, 4) E I’, D is atomic at zero at (t, c#), i.e. 
det A(& 4) # 0, 
for some function E(s) : [0, r] + [0, co) which is continuous and non- 
decreasing, Z(O) = 0. We may also assume D is uniformly atomic at zero on 
compact sets Kc Z if there exists a function I as above such that (3.1) 
holds for all (t, 4) E K. 
We shall have occasion in the course of the proof to consider cases in 
which D and f satisfy more restrictive hypotheses. We list these as (Hl), 
(H2), (H3). 
(Hi)(i) In addition to (H), D,, D,, exist and are continuous on Z 
(the subscript t refers to the partial derivative with respect to t), and 
(ii) referring to (H)(ii), A is C’ on Z and the map 
(I, 4) HJ”, t&p(t, 4, @[t)(e)] is C’ on Z for each $ E C. 
(H2) In case D is linear in 4 we assume r= I, x C and write 
for A:Z,+E .*, p::lX[-r,0]+E”2 with properties corresponding to 
those in (H)(ii). The atomic property is defined and assumed similarly 
(uniformity is with respect to compact subsets of Ii). 
(H3) In addition to (H2) assume D,(t)[#] exists and is continuous 
on Z with A, p satisfying properties (Hl)(ii) above. Only in Theorem 4.3 
and Corollary 4.1 will we require further that D, satisfies (at t E I,) 
for a function 1 as in (H)(ii) above. 
4. SMOOTHNESS OF SOLUTIONS OF NFDEs 
In this section we prove some differentiability results concerning the 
solution x(t; G’, $) of (2.1) under suitable hypotheses on D and J In par- 
ticular we prove that if D, fare sufficiently smooth then x is differentiable 
in each of its arguments t, ~,4. We also prove a related result that Lipschit- 
zian initial data 4 generate Lipschitzian (in t) solutions x,. The theorems 
505?72:1-3 
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of this section are applied in the next section in proving the nonlinear 
variation of parameters formula, 
We use the notation of Section 2 concerning solutions of the NFDE 
(4.1) 
Again, using the notation of Section 3, we write 
(cf. hypothesis (H)). 
The first theorem deals with the differentiability of q5 H x,(c, 4) under 
hypothesis (H ). 
THEOREM 4.1. Suppose D, f satisfy the hypotheses in (H) with 0 E A and 
D(t, 0) = f(t, 0) = 0, t E I,. Let [a, T] c I,. Suppose D is atomic at zero at 
(t, 0) iniformly for t E [o, T]. Then there exists 6 > 0 such that for each 
4~ C, 11411 ~6, Eq. (4.1) has a unique solution x,(0,+4) for t E [o, T] that 
satisfies x,(g, 4) = 4. Further, the map I$HX,(CJ, 4) has a derivative 
continuous in 4 for t E [a, T], 11411 ~6. 
Proof. Denote C, = C( [o - r, T], E”) and choose an open ball B c C, 
centered at 0. If the radius of B is R let B, = { 4 E C: 11411 < R} c A. Define 
G:B+C,,Z,:B,+C,via 
(Gx)(t) = 
1 
0, a-rQt<a, 
A-‘(t,O) 
[ 
g(t,xJ-da,xsJ+~rf(~,xs)ds , 1 o<t<T, 0 
(I d)(t)= 
i 
@(i-“” 
a-r<t<a, 
0 A ‘(t, 0) 4a,O) d(O), aQt<T, 
where g(t, II/) = Nt, 0) vW) - D(t, $1 is defined for tE [a, T], $E B,. 
Clearly x(t) satisfies (4.1) iff x = Gx + Zoq5 for XE B, 4~ B,. It is easy to 
check that the differentiability of D, f imply that G is continuously differen- 
tiable on B with a Frechet derivative at x = 0 given by 
a-r<tba, 
Gx(o)Cxl(t) = 
A-‘(t, 0) g,(t, O)Cx,l- g,(a, O)Cx,l 
+ a<tbT, 
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for x E C,. Furthermore (I- G,(O))-’ is a bounded linear map on CT as 
follows directly from the unique solvability of the neutral equation 
for given YE C, with x, = y, (see Hale and Meyer [7], Rudin [12, 
p. 1061). Next define M: B x B, + C, by M(x, 4) =x - Gx - I,,4 and note 
M(0, 0) = 0, M,(O, 0))’ is bounded. By the implicit function theorem 
(Lang [ 111) there exists a continuously differentiable map t(4) defined in 
a neighborhood N of 0 in C (say a ball of radius 6) such that 
M(<(#), 4) = 0 for 4 EN. Then x = l(4) is the solution of (4.1) (uniqueness 
of x follows by standard Gronwall-type arguments) and continuous 
differentiability of 4 + x,(a, 4) follows from the corresponding property 
of 6 I 
Next we prove a result on the differentiability of x, with respect to the 
time parameter t when D is linear in 4. First we obtain a preliminary 
estimate on solutions of D(t)[x,] = h. Suppose D satisfies (H2), is 
uniformly atomic at zero, and [a, T] = Zc I,. Put IZ( = T- a. Let 
Mo=max{sup IlD(t)lL SwlA-‘WI}, (4.3) 
IEI IEI 
where the operator norm for D(t) is taken. By (H)(ii) we choose r~ E (0, r] 
such that 
a t E z, * E c. (4.4) 
-1 
THEOREM 4.2. Suppose h: Z-t E” is continuous, D satisfies (H2), and D 
is atomic at zero uniformly on I. Let 4 E C and assume the equation 
D(t)Cx,l = h(t), tez, (4.5) 
with x, = 4, has a continuous olution x, for all t E I. Then there is a positive 
constant C depending only on MO and r] - ’ 111 such that x, satisfies the 
inequality 
lIx,(a, 4111 GCCII4II + SUP Ih( 1 
O.SS<, 
for each t E I. 
Proof: Write (4.5) in the equivalent form 
(4.6) 
A(t) x(t) = j” d,p(t, e)Cx(t + @I+ h(t) (4.7) -I 
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and multiply both sides of (4.7) by A-‘(t). This and (4.3), (4.4) yield 
Ix(f)l G i sup I-+)l + WI II411 +MO INt)l (4.8) 
o<ssr 
for all t in the interval [a, (T + q]. Then (4.8) implies 
IIXIII G w4; + 1) llc4l + 2M, sup I&)l (4.9) 
o<s<t 
for 0 < t < cr + q. In the same way 
llxtll G (2% + 1) lbrll + 2Mcl sup INs)l (4.10) 
T<S<, 
for o<r<t<r+q. Let 
y=q-l ln[2Mt+ 11. (4.11) 
Then we may prove inductively, starting with (4.9) and using (4.10) 
repeatedly, 
IIx,II < (2Mi + l)[ 11~11 + M;’ sup Ih(s ey(r-a) 
ossst 
for t El. Now M,a 1 since (4.3) implies both IA(t)1 6 MO, IE’(t)l GM,. 
This proves the theorem with 
C= (2Mi+ 1) eyl’l (4.12) 
(cf. (4.11)). i 
We now prove that if D satisfies (H3) and the initial data 4 lies in a 
suitable subset of C then the solution x, of (4.1) is continuously differen- 
tiable in t. For Theorem 4.3 let Z= [o, T] c I,, Assume f: Z x A + E” is 
continuous and denote 
M,=max{w IlD(~N~ sup IlD,(~N~ sup IA-‘(t)l, sup Ill, sup If(C 4)l>, 
1cI ISI IEI rsr Ix K, 
(4.13) 
where, in (4.13) and all that follows, a dot over a function denotes differen- 
tiation with respect to either t or 8, and K, denotes the (compact) curve 
{(t, x,) : t E Z} given in the next theorem. 
THEOREM 4.3. Suppose D satisfies (H3), is atomic at 0 uniformly on Z, 
f: Ix A + E” is continuous, and the functional D, satisfies (3.3) unzyormly for 
t E I. Suppose q5 E A satisfies 
(i) dEC’C--,Ol, 
6) D,(a)C41+ D(a)Cil =f(a, 4). 
(PI 
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Assume the NFDE 
f D(t)Cx,l =f(h x,1, 
(4.14) 
x,=4, 
has a unique continuous olution through (a, 4) which exists for t E I. Then 
x(t) is continuously differentiable on [a - r, T] and 
sup I4t)l G K(1 + 11111 + sup llxtll) 
u-rCt< T 1CI 
for some constant K depending only on M, and q -’ 111. 
(4.15) 
ProojI We first prove that x is differentiable in t in a neighborhood of 
a. For c1> 0 let 
N,= {zd’([o- r, 0 + a], E”): 2, = i, = 0, llzll 1 d 1) 
with a metric induced by the norm 
lIZIll = sup I4t)l + sup li(t)l. 
co.0 + 11 Co,o+rl 
Arguing as in Hale [S, Sect. 12.2, Theorem 2.11 we define $E C ‘( [ -r, co), 
E”) by 
m= { :ji;$(o)(t - a), 
a--r<t<a, 
0 6 t, 
and a map S by the equation 
A(t)(Sz)(t) = j-O doAt> ‘Nz(t + ‘31 -r 
+ D(~)C41 -WC&l + (fb, x,1 & tE[o,a+a], 
(Sz)(t) = 0, tfi [a-r, 01, 
for ZEN,, t E [a-r, o+a] =I,. Then x, satisfies (4.14) iff z(t) = (Sz)(t) 
for all t E Z,. If z E N, it is straightforward to see that Sz( t) is continuously 
differentiable on Z, using the facts Sz(a + ) = (d/dt) Sz(a + ) = 0 which 
follow from z, =i, = 0 and hypothesis (P). Next, using the atomic 
property of D, D, and continuity of the various functions it quickly follows 
that there exists a > 0 such that S maps N, into itself and is a contraction 
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map. Thus, by uniqueness, (4.14) has a solution x, = 6, + z, for 
t E [o, c + or] which is continuously differentiable and 
II+4 d lIikll + llitll G llill + llzll 16 llill + 1. (4.16) 
To prove differentiability of x on Z we argue as in Hale [S, Sect. 12.6, 
Lemma 6.11 and show, using the estimate of Theorem 4.2 and (4.13), (4.16) 
xt+r -xt 
II II z 
a=alI~lI + 1 +sup Ilx,lll I 
if TV [o, T-t], t <minIa, T-a]. Here K= (MI+ l)C where C is the 
constant in Theorem4.2 with A4, replacing M, (y=q-’ ln(2Mf+ 1); see 
(4.4) for v]). To prove lim, +,, z -‘(x,+ ~ -x,) exists we note, from (4.14), 
Wt)Cxtl = D(a)C@l+ 4th 
where h(t) = j: f( s, x,) ds, and therefore 
t E z, 
+h(t+r)-h(t) 
3 o<t<T-z z 
with a similar equation in which s replaces T. Subtracting and rearranging 
yields 
D(t+z) xt+*-xx,-xt+s-xx, 
[ z s 1 
= -(r-i)J.;D,(t+ir+(l-l)s)[x’il*‘ldi 
- s ’ [o,(t+nz)-o,(t+ns)][x,]d~ 0 
+j’[h(t+h)-h(t+As)]d;l. 
0 
By Theorem 4.2 and (4.17) we have from this (for r, s < E sufficiently 
small), 
II 
x,+,--x, x1+, -X, 
/I [II 
<C X0+, -X0 x0+* -Xl7 - - z s T s /I 
+~,~I~-~l+~~l7--SI)~~p(Il~~ll+~) 
I 1 
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for t E [a, T- E] where w( . ) denotes the modulus of continuity of D,, h on 
I. Thus (x,+, - x,)/r has a limit in C as r + 0 and this proves i(t) exists 
on Z. By (4.17), l[a,ll < B, t E I. Continuity of i follows easily. 1 
Remark. The condition (P) is necessary for x to be t-differentiable. This 
is apparent at once from (4.14). See also Theorem 2.2 of Section 1.2 
in Hale [S] for an analogous situation, as well as Tadmor [ 141 who 
determines the necessary and sufficient conditions for time-analyticity of 
solutions (assuming analyticity of the various functions involved in the 
equation). The latter’s conditions are infinite in number and contain 
higher-order versions of (P) as necessary. 
COROLLARY 4.1. Suppose D satisfies (H3) with D atomic at 0 uniformly 
on Z and D, satisfies (3.3) uniformly for t E I. Suppose 4 E A satisfies (P) in 
Theorem 4.3. Assume f: Ix A + E” is continuous and uniformly Lipschitzian 
in I$ on compact subsets of Ix A. Then there exists a unique continuously 
t-differentiable solution x,(o, 4) of (4.14) through (a, 4) for t E [a, g + a) and 
some a > 0. 
ProoJ By the Lipschitz property off there is a solution x!(cr, 4) for 
t - g small and it is unique. By Theorem 4.3 x is continuously differentiable 
in t. i 
Remark. For general nonlinear D satisfying (Hl ) (D atomic at 0 
uniformly on Z as well as D,,,, D,,, exist and are continuous on Z, D, 
satisfies an inequality as in (3.3) uniformly) the corollary also holds by 
suitably modifying the proof of Theorem 4.3. 
The property (P) in Theorem 4.3 is generic in C as the following theorem 
shows. 
Suppose (a, &,) E E x C and Z is some open neighborhood of (a, $,,) in 
E x C. Assume (nonlinear) D is C1 on Z and atomic at 0 uniformly on 
compact subsets of Z and f: Z-r E” is continuous. Suppose D,, D,, fare 
bounded on r and, with the notation of (H)(ii), let 
Ml = max{swID,(t, 4)L sup IIDJt, d)II, swlA -‘(t, d)I, sup If(c 411). 
r I- i- r 
(4.18) 
THEOREM 4.4. Let (a, &,) E E x C and suppose D : r + E” is C’ in a 
neighborhood r of (LT, d,,), atomic at 0 uniformly on compact subsets of r, 
and f: r + E” is continuous. Then for each neighborhood B of &, in C there 
exists 4 E B such that (a, 4) E r and 
(i) f$EC’C--,Ol, 
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(ii) D,(o, 4) + D4(5 4Kll =A5 4); 
(iii) if &, is Lipschitziun on [ -r, 0] with Lipschitz constant L then 
lIdI G4(1 + M:w + 1) 
(cj (4.18)). 
Proof (i), (ii). Let B($,, 6) c C denote the ball of radius 6 centered at 
&. By the Stone-Weierstrass approximation theorem (Dieudonne [4]) 
there exists d1 E B(&,, 6/2) such that 4r E C’[ -r, 01. We seek 4 E 
C’[ -r, 0] such that 11#11 < 6/2 and 
This suffices to prove (i), (ii) of the theorem. To construct 4 define 
h: (-co, 0] + [0, 11 a continuous function satisfying h(0) = 1, h = 0 on 
(-co, -11, jfmh=$ For SE[-r,O), GEE” define $,,,(0)=ah(8/s), 
4,,,(e) = stm $,,,(e) dtl, fIe C-r, 01. Note that for s, a in compact sets the 
family { #,, a > is compact in C. Since $,,, = tj,,, it sufftces to find s E [ -r, 0), 
tl E E” such that 
+ j" d,Aa, 4, +4 s.oLy m&(e) + k,wi I. (4.19) -r 
Letting T(a) denote the right side of (4.19) this is equivalent to finding a 
fixed point c1= T(a) for some s E C-r, 0). Put R = I T(O)I. Denote by o( .) 
the common modulus of continuity of the functions D,(G, .), A(a, .), 
s”r 4&c -3 e)[$(tI)], f(a, .). By the atomic property let 1 denote a 
function as in (H)(ii) with 
for all SE C-r, 0), u E B(O,2R), the ball of radius 2R centered at 0 (note 
11~5,,,11 = $slc11, s >O). These yield (for some C>O independent of S) 
I T(a) - T(O)1 G CC4I4s,, - ds,oll ) + 4s) IW,,, - $s,oll 1
< Cb(;s I4 ) + Z(s) 14 1 G R, 
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provided LYE B(O,2R) and s is taken sufficiently small. From this, 
( T(a)! < 2R, and therefore T maps B(O,2R) continuously into itself. By the 
Brouwer fixed point theorem (Chow and Hale [3]), T has a fixed point a 
in B(0, 2R). Put 4 = q5,,.. 
(iii) Since 
T(O) = 41(O) + A -76 4,) 
we get 
where M, is defined in (4.18). Also 
lldll = IId, +kA < lld~ll +a< lIdIll +2R 
6 11~,11(3+2M,~(-r))+4M~ 
<4(1 +M:)(Ild,II + 1) 
using I( -r) < M, . Suppose q5,, is Lipschitzian with constant L on [ -r, 01. 
It suffices to find d1 E C’[ -r, 0] in the ball B(&,, 6/2) such that [I~,/ GL. 
In fact, extend the domain of definition of &, to E by defining &, = &,( -r) 
on (-cc, -r), do(O) on (0, co). Let hi: E+ [0, 1) denote a C’ function 
with support in [- 1, 11, jTm h, = 1, IL,1 < 1 on E. For each .s>O let 
h,,( . ) = (l/s) h( ./E) and define 
Noting 
and 
40 
we get 
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I+$ has the desired properties. 1 
In the next theorem we show that near unique solutions of (4.1), 
Lipschitzian initial data generate Lipschitzian (in t) solutions of (4.1). 
THEOREM 4.5. Let D satisfy (Hl), let D be atomic at 0 uniformly on 
compact sets in Z, and let f: Z-F E” be continuous. Suppose f, D, and the 
derivatives of D are bounded on Z and let (a, &,) E ZY Assume (4.1) has a 
continuous solution x,(o, &,) through (a, Q,,)for t EZ= [a, T] cZ, which is 
unique. Then for each E > 0, there exists 6 >O such that lo - 0’1 < 6, 
114 - &,[I < 6, and d uniformly Lipschitzian on C-r, 0] generates a solution 
xt(o’, 4) of (4.1) for t E [o’, T] such that 
0) IIxA~‘, 4) - X,(CJ, 4dll <e, t E Co’, Tl n Co, Tl, 
(ii) t w x,(o’, 4) is uniformly Lipschitzian on [u’, T]. 
ProojI We consider only the case cr’ = CT since the proof is similar. 
For brevity put xy = xt(c, &,), t E Z= [a, T]. Let K = {(t, xp): t E Z}, and 
let &, = distance from K to the complement of Z in E x C. For each r E Z, 
a, fl> 0 define the metric space 
A4 a,8,r= (zEC([T-r,T+a], E”):z,=O, llz,ll </?,z<t<r+a}, 
with matrix induced by the norm llzll = ~upt~+~,~+~, Iz(t)l. For each T E Z, 
fl E (0, &), p E (0, B), and a small and positive define the maps S,, U, 
SAA z)(t) = A ~ ‘(t, i,) 
{ 
j” dedt, it, e&O + fU1 -r 
+ CD(7,#) - D(t, $,,I 
- I : CD+(t> 6, + xz,) - D,(t, &>I Cz,l dx} 3 
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U,(#, z)(t) = A-‘(4 t&, j: As, i& + z,) ds, t E [T, t + a]; S,(ti, z)(t) = 
U,(~J)(~)=O, TV CT-r,zl; for DEB,,,= {~EC: II$---x~]/ <p} and 
z E ME,,, (note S,, U, map into C( [r -Y, z + a], E”)). Here 8 denotes the 
continuous extension of 4 
d(f - 71, 
7w= {4(O), 
t-rbtdr, 
T < t. 
Since the last integral in the definition of S, equals o(t, 4, + z,) - 
WC 7,) - D,(c ix4 ‘t 1 is easy to see that xt(c,b) = 6, + z, satisfies (4.1) 
on [r, r + a] iff z is a fixed point of S, + U,. We argue as in Hale 
[S, Sect. 12.2, Theorems 2.1, 2.21. In particular we show that for a, /? 
sufficiently small, p E (0, fl), there exist points ri E Z with (T = r,, < z1 < . . . < 
~n+l=T, Ti+l - 5i < c(, such that S, + U,, maps M,,,, into itself with the 
properties: (i) S,,(d, .) is a contraction on M,,,, uniformly for 4 E Bp,r,r 
(ii) U,,(& .) is compact on M,, r, for each #E Bp,r,, and (iii) for each 
4 E BP.,, which is uniformly Lipschitzian on C--r, 0] the fixed points of 
S,,(4, . ) + U,,(& . ) are uniformly Lipschitzian on [zi, zi + a]. The proof of 
this is standard and uses the continuity of D and its derivatives as well as 
the continuity of x0, f and the atomic property of D. To complete the proof 
of the theorem we note that by Darbo’s Theorem (Hale [5]) S, + U,, has 
a fixed point zi= ~(4;) for each big B(p, ri) and by the remark above 
x,=Ji, +zir solves (4.1) on [zi, ri+ a], x,,= di. As in Hale [S, Sect. 12.2, 
Theorem 2.21, for any sequence 4ni-+~y, as n + co it is true that 
x,(ri, dni) + xp = Xt(Zi, xy,) uniformly on [zi, ti + a]. Given E > 0, by 
successive stepping through the intervals [TV, zi+ 1] we see that there exists 
6 > 0 such that I]$ -boll < 6 implies I~x~((T, 4) - x:II <a for all t E I. Further- 
more, 4 Lipschitzian implies x, is Lipschitzian on Z using property (iii) 
above. This proves the theorem. 1 
5. THE NONLINEAR VARIATION OF PARAMETERS FORMULA 
In this section we prove the nonlinear variation of parameters formula 
for NFDEs of the form 
$W, Y,) =f(c Y,) + g(t, Y,), 
where D, f satisfy hypotheses (H) and g is a continuous perturbation. We 
assume this equation has a unique solution ~~(0, 4) through (a, 4) E Z and 
prove the formula in (5.4) relating y, to properties of solutions of the 
unperturbed Eq. (4.1). 
We start with the variational equation corresponding to (4.1). Suppose 
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D,fsatisfy (H) and suppose x(t; cr, 4) is a solution of (4.1) for t E [a, 0 + a) 
where (a, 4) E ZY Consider the variational equation 
-&At, ~,(a, 4))Cztl =f& x,(c 4))Cz,l, t E [a, a + a). (5.1) 
Let its (linear) solution operator be denoted T(t, cr : d), CE [o, 0 + a), with 
T(a, g : d) = identity. Here T(t, 0 : 4): C -+ C is bounded for each 
fE [a, a+a). 
THEOREM 5.1. Suppose D, f satisfy (H), D is atomic at zero uniformly on 
compact subsets of r, and x(t; o, 4) is a solution of (4.1) through (a, 4) for 
tE [a, a+a)=J. Then 
(i) the Frechet derivative of 4 H xt(cr, 4) equals T(t, g : 4), t E .I; 
(ii) suppose fj E A, = A n C’ [ - r, 0] and assume D,( o, 4) exists. Then 
the Frechet derivative of o H xt(o, 4) exists and equals T( t, a : 4)r where 
1 
-Apl(ay 4)Cf(a, 4) 
5(e) = + f” 4s(a, 4, W&WI - D,(a, 411, 8 = 0, -r 
40 -r<tl-cO. 
Proof. (i) Let Z = [a, T] c J. There is an open neighborhood 0 of 0 
in C such that 6, f: Ix 0 + E” are defined by 
&t, Ic/) = D(t, x, + Ic/) - D(t, x,1, 
fc4 IC/)=f(t,x,+ICI)-f(t,x,), tez, *GO. 
Then J D satisfy the hypotheses of Theorem 4.1 and (4.1) is equivalent to 
f m, 2,) =llf(t, %I
(5.2) 
X,=(5 
in the sense that solutions of (4.1) with initial data 4 + 4 are given by 
x(t) + x(t) with X a solution of (5.2) and conversely. Theorem 4.1 implies 
the map 4~ %,(a, 6) has a continuous derivative for $E 0 which implies 
xI(a, 4) is continuously differentiable in 4. For $ E C let z, = Ddx,(a, #)[$I 
denote its derivative in the direction of $. By differentiating 
D(t, x,(a, 4)) = D(a, x,(a, 4)) + f’ f(s, x,(a, 4)) ds 
0 
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we see 
q&Y X,(~Y b))Cz,l = q&J, 4)Czol + jff&P X,(~, d))[z,l 4 0 
t~l, and note z,=$. Thus z, solves (5.1) so z,= r(t, c :d)[$]. 
(ii) It is easy to verify (Shanholt [ 13, p. 3471) 
.‘c,(o +k, d) - xt(c~ 4) = -T(t, c + k : 4)Cx,+,(a, 4) - 41 
+4IIx,+k(Q~4)-4/Ih 
for each t E Z\(o), k sufficiently small and positive; 
x,(0-k 4) - x,(c., 4) 
= T(t> r~ : 4)CxcAa - k 4) - 41+ 4lx,(~ -k 4) - 411) 
for k small, positive. This uses uniqueness of solutions of (4.1). Then appeal 
to 
LEMMA 5.1. Zf q5 E Ap and DI(~, 4) exists then 
lim t (x,+~~-T 4-4) 
k-to+ 
= lim k(x,((r--k,()-4) 
k-O+ 
A-‘(a, d)Cf(a, 4) 
ZZ 
I 
+ so docL(c 4, QCdWl - D,(c, 411, e = 0, -r 
d(e)> -r<8<0, 
and IIx,+~(~,~)-GU, llx,(~-k~)-4II =0(k) as k-+0+. 
ProoJ For -r<8< -k<O, x,+k((T,~)(6)-#(6)=&~+k)-C$(8)= 
~,(a--k,q5)(8)--$(8). Let k+O+ to get d(0). For t3=0, from (4.1) 
D(~+k,x,+k(o,O)--D(B,b)=~~+kf(~,~.((r,)))dS. 
Divide by k and let k + O+ to get 
Dr(uy 4) + A(u? 4) lim 1 (xg+k(c? 4)-#)(O) 
k-O+ 
- 
s 
’ 4&a, ~4 fNdW1 =f(~, 4). -I 
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Similarly 
implies the rest of the lemma. [ 
Consider now the perturbed equation 
; D(t, Y,) =I-(& Y,) + At? YJ (5.3) 
assuming D, f satisfy (H), D is atomic at zero uniformly on compact 
subsets of Z, and g :Z + E” is continuous on ZY Denote by yr(cr, 4) any 
solution of (5.3) passing through ((T, 4) E Z. Also denote by x,(s, ys(o,d)) 
the unique solution of (4.1) through (s, yJb,$)) for SE [o, t]. We suppose 
yJ0,4) and x,(s, ys(o,#)) both exist for t in some common interval 
[a, a+a) (for SE [a, t]). Denote the n x n matrix 
1, 
x,(e)= o 
L 
8 = 0, 
-r<e<o, 
where Z is the identity. 
The condition analogous to (P) in Theorem 4.3 is 
0) 4EC’C--,Ol, 
(ii) Dt(g, 4) + DJa, d)Cdl =f(a, 4) + Aa, 4). 
(PI) 
THEOREM 5.2. Zf (a, 4) E Z’, ~,6 satisfies (P,) then 
Y,(O, 4) =x46 4) + 1’ T(t, s : Ys(O, 4)) Jfo 
(T 
. A - lb, Y~(CJ, 4)) As, YAP, 4)) ds (5.4) 
for all t in an interval for which y,(o, 4), x1(.& y,(a, 4)) (a <s < t) exist, 
$(a, d)(t) exists and is continuous, and D,(t, ~~(0, 4)) exists. 
Proof: From Theorem 5.1 we have 
$ xt(s, Y,(C 4)) = T(t, s : y,(a, 4)) ti,+ nt, A-1 Y,(O, 4)) t.7 
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where 
Integrating from (r to t yields (5.4). 1 
Remark. A particular case of this theorem has been proved in Ize and 
Ventura [ 81. 
So far the nonlinear variation of parameters formula (5.4) has been 
proved only when intial C$ is chosen so that certain differentiability condi- 
tions on y, D are met. We relax these requirements and prove the validity 
of (5.4) for all f$ E /1 when solutions of (5.3) are unique. 
THEOREM 5.3. Assume D, f satisfy hypothesis (H), D is atomic at zero 
uniformly on compact subsets of I’, and g is continuous on IY Suppose 
(a, tiO)e r implies that the solution ~~(0, c$~) of (5.3) through (a, do) is 
unique on an interval I= [o, T]. Assume that for t E I, ~7 ,< s < t, the solution 
x,(s, ys(o, do)) of (4.1) exists. Then (5.4) holds for all t E I. 
Proof: Denote yy = y<(d, #o), xp = x,(rr, 40). Let K= {(t, yy): t E I>. By 
assumption f, fd, D, D,,, g are continuous on the neighborhood Z of K. 
For the first half of the proof we assume also that g is uniformly Lipschit- 
zian on compact subsets of r, and D,, D,, exist and are continuous on r. 
We relax these conditions in the second half of the proof. 
Fix tel, e>O. We show 
s f Y; - xt(u, do) - T(t, s : y:, Xo . A -‘(s, y:) g(s, y:, ds < E. (5.5) 0 
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Since t, E are arbitrary this suflices to prove (5.4) under the added smooth- 
ness assumptions on D, g stated in the last paragraph. 
By Hale [S, Sect. 12.2, Thm. 2.21 there exists a neighborhood B of &, in 
C such that 4 E B implies y,(a, 4) exists, is unique, and is continuous in 4 
uniformly for t E I. In particular 4 E B implies 
ll.YsbJ>4)-.Y:ll<$~ (5.6) 
for (r ds d t. Thus the functions f&r, ys(cr, #)), A -i(s, ys(c, 4)) are 
continuous in 4. By the same theorem, the solution x&s, ys(c, 4)) of 
f D(z, x,) = f(t, x,1 
with (T < s < r < t, x, = ~~(0, 4) is continuous in 4 uniformly in s, z. Finally, 
the (linear) solution operator T(r, s; ys(c, 4)) for the equation 
-$D&, x,(s, ~s(o, b)))Cz,l =f&v xrh YAP, 4)))Cz,l, (5.8) 
s < r < t, depends continuously on 4 by uniform continuity of D,, f+ on 
compact sets. Thus there exists 6 > 0 so that 114 - &[I < 6 implies 4 is in B 
and 
(III = T-a). Below we estblish the existence of 4, E BJq&) = 
(4: IId - doll <S} which generates a solution y, = Y,((T, di), t E Z, such that 
Y, - xt(o, 41) - s ’ T(t, s : Y,) xc, *A -‘(s, y,) g(s, y,) a3 < ;. (5.10) 0 
This, together with (5.9), (5.6), and (5.6) with x replacing y, implies (5.5). 
By the density of smooth functions in the space C (Stone-Weierstrass 
theorem) there exists 4, E BJq$,) such that 4, is uniformly Lipschitzian on 
[ -r, 0] and generates a solution y, = y,(a, dI) on I. We prove (5.10) 
holds for this curve. By Theorem 4.5, y, is uniformly Lipschitz continuous 
on I. Suppose the Lipschitz constant of y, on [a-r, T] is L. Let 
K,= {(t, yt): EZ}. 
To establish (5.10) for y,= y,(o, dl) we derive some preliminary 
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estimates. Let f, c r be any open set in E x C such that rl 3 K1 and 
f, g, D, and derivatives are bounded on r,. Let 
M=max{ sup ID,(l, d)I, sup ID&t, 4111, sup IA-‘(t, d)I, 
(f,b)ErI 
sup IlT(r,r:~~~~suPlf(t,oI,~Pll~~~f,oi,suPl~~l,C~l~ 
‘: 2 ‘,‘<T rl rl r1 
;E I‘ (5.11) 
and y10 = min{ 1, dist(K,, rf)} (rf is the complement of rl in E x C). 
Next, by the continuity of T(t, s : $), A ~ I, g, y, and arguing as in (5.9) 
there is a constant 4~ (0, qO) such that sO, SE [a, t] and Ilrl/ - yJ <ii, 
Is-s~/ <fl imply 
- T(t, s : Y,) XclA - Ys, Y,) ds, YJI -CL 12(1(’ 
(5.12) 
Assume further that q is chosen so small that 
maxi IW% Y,) - &by JI)I, IDh, 14 - WoT YJI > < 24 ,f; M2, 
(5.13) 
max{IID&, YJ-D&, IcI)II, IID&, Y,)-D&,, v,)ll} < 24,1,&M2A, 
if S,,,.sE [o, t], II$-y,II <rj, (S-Q/ <rj. Here 
A = K(2 + B + SUP II ytll ), 
fEI 
B=4(1 +4M2)(L+ l), (5.14) 
K = (1 + 3M)(2M2 + 1) eyi” 
(y is determined by (4.11) and q by (4.4) with M in place of M,, ~(t, .) is 
determined by D,(t, y,) along K,). 
The idea is to subdivide [a, t] into n subintervals and apply Theorem 5.2 
to each. Equation (5.3) is approximated on each subinterval by equations 
generating smooth solutions. 
To define these approximate functional equations, for each fixed 
SE [cr, t], let D”: [s, co)x C+E”, g”EE” be given by 
W7XIc/l=D(~~ YA+D& Y,)C$- ~sl+Dh Y,)(~-s)> 
g” = g(s, Ysh 
(5.15) 
505/82/l-4 
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r E [s, co), + E C. Consider the related NFDE on [s, t] with variable z 
-$ W~)CZ,l =f(z, z,) + g”, 7 E cs, tl, 
(5.16) 
z, = qi 
LEMMA 5.2. There exists a constant PE (0, ij) such that for each 
s E [o, t] a unique solution z,(s, 4) of (5.16) exists on the interval [s, s + p] 
for all initial data 4 in a neighborhood N, of y,. The solution z, has the 
properties : 
(i) z,(s, 4) depends continuously on 4, 
(ii) llz,-y,ll<riforalZt~[s,s+~],~~N~, (5.17) 
(iii) IIx,(t, z,)-x,(5, y,)II < $ep(lZ( + 1))’ for all ZE [s, s+p], 
dEN,* (5.18) 
Further, there exists 4” EN, which is in C’[ -r, 0] such that z,(s, 4”) is 
continuously differentiable in T and its derivative satisfies 
Ikbv al G A (5.19) 
for all z E [s, s + D] (see (5.14)). (Replace s + p with t ifs + 0 > t). 
The proof of Lemma 5.2 is deferred. Next partition [a, t] into n subin- 
tervals of length p given by Lemma 5.2. Denote the endpoints by {si} with 
u=so<sI< ... <s,=t; sifl-si=P for i=O, l,...,n-2; s,-ss,P,<p. 
LetZi=[si,si+,]fori~~={0,1,...,n-1)anddefineoneachZ~ 
Di(z)CIcIl E D”‘(z)C+l =D(si, Ys,) + Dqj(Sj, Ys,)[II/ - Ys,l 
+ Dt(Si9 Y, )CT - si 13 TEZi, $EC, (5.20) 
g’ - g”’ = dsi, Ysc )
as given by (5.15) at each s=si. By Lemma 5.2 there exists 
bi = qPi E C’ [ - r, 0] generating a continuously differentiable solution 
Zt = Z,(Si, 4i) Of 
2 D’(T)[Zyj = f(T, z;, + g’, TEZi, 
zf, = q$. 
Furthermore, for this choice of initial data, 
iI4 - YAI < % 
(5.21) 
(5.22) 
IlX,(S> YJ - x,(s, zf,ll <t, 
PERTURBATIONS OF NONLINEAR SYSTEMS 49 
for all SEZ~ (note jS(lZl + l)-‘<n-l), and 
sup llifll <A. 
s E I! 
(5.23) 
By the proof of Theorem 5.2 restricted to each subinterval Z,, using 
(5.20), (5.21) 
~x,cs,z:,= T(t,s:zf)X,A-‘(s,zj) 1 -&s,+-/(s,z:) I 
= T(t, s : zf) X,A -ys, zf.){D,(s, z;, + D&, zt)[if] -f(s, zi)} 
= T(t9 s : zi) XCjA-‘(S, Zb){Di(S)[if] +D,(Si, y,,)-f(Sy Zf)} 
+ qt, s : zf) X,A-‘(s, zj){D,(s, zf)[if] -D;(s)[i;]} 
+ T(t, s : z;, &A -l(s, Zf){D[(S, 2;) - DI(Si, y,,)} (5.24) 
= T(tT s : zf) XIJA-‘(s, zI){ g(si, y,,)) 
+ qt, s : z:, XJ - ys, z;){D,(s, z;, - D,$(s;, y,,)} [ij] 
+ qt, s : zt, X,A -‘(s, z;)(D,(s, zf) -Dt(si, y,,)} 
= T(tY ’ : Y.7) XOA -‘ls> Y.7) gCsY ,) + Jli(s) + J2j(s) + J,i(S)p SE Ijy 
where 
BY (5.12), (5.22),, 
E 
IIJds)ll ‘mI(’ SEZi, 
and by (5.13), (5.22), (5.23), (5.11), 
(5.25) 
(5.26) 
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Next integrate (5.24) over Ii to get 
or 
xt(si+ 19 Y~;+l)-~t(~i7 Ys,) 
f 
si+, 
= r(t, s : Y,) XoA -lb, Y,) ds, Y,) ds 
St 
s,+ I 
+eli+e*j+ 
s 
CJli(s) + Jzi(J) + J3ifS)l ds, (5.27) 
s, 
where 
BY (5.2212, 
lIejill G ;T j= 1,2. (5.28) 
Summing (5.27) over iE 9 yields (s,, = c, s, = t) 
Xl(6 Yt)--xt((-T YCT) 
= f ’ T(t, s : y,) Xd -Ys, Y,) g(s, ys) ds 0 
(5.29) 
Denoting by C the sum in (5.29) we have by (5.25), (5.26), (5.28), 
II II c <n.2+ [ E+E+E 12111 121z1 12111  
(5.30) 
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Since x,(t, y,) = y, and y, = 4, then (5.29) and (5.30) imply (5.10) and 
prove (5.4) when II,, D,, are continuous on f, and g is Lipschitzian on 
compact subsets of ZY 
Next we relax the added smoothness assumptions on D, g. 
LEMMA 5.3. Let N be an open neighborhood of a continuous curue 
K= {(t, y,): GZ} in E x C. Assume D satisfies hypothesis (H) and is atomic 
at zero uniformly on compact subsets of N. Then there exists a neighborhood 
N,cNofKandamapD(t,&l): N,x(-l,l)-+E”such that 
0) D, D,, D,, are continuous on N, x ( - 1, l), 
(ii) D,(t, 4, A), D,,(t, 4, 2) exist and are continuous on N, x 
C(-4 1)\Wl> 
(iii) D(t, ~40) = D(f, 41, (t, 4) EN,, 
(iv) writing D+(t, 4, ~I#1 = 46 4, A) $6)) - jyr &At, 4, 1, 0) 
C$(Ql for Icier th en A, A, are continuous on N, x ( - 1, 1 ), N, x 
[( - 1, l)\(O)], respectively, and the linear functionals defined by $ H 
j?r doAt, 4,A @Ct4@1, tiI+ (WI j?, ddt, AA WlCl(@l are continuous 
on N,x(-Ll), N,xC(-1, l)\{O}l, respectively. Further, with l(s) as 
in (3.1) 
0 
for all SEC--,Ol, ICIcC, (t,d,J)~N,x(-L1), NIxC(-L1)\{O}l, 
respectively. Thus, for each (t, 4) E N, and 1 E ( - 1, l), D(t, &A) is atomic at 
zero. 
LEMMA 5.4. Let A c C be open, let J be an open interval in E, and denote 
N = JX A. Suppose g(t, 4) : N + E” is continuous. Then there exists a map 
g(t, 4, ,I) : N x ( - 1, 1) + E” such that 
(i) g is continuous on N x (- 1, l), 
(ii) g is Lipschitzian on compact subsets of N for each 
~E(--1,1)\{0}; i.e., for all i E ( - 1, l)\(O), K a compact subset of N, there 
exists L,,, > 0 such that 
Idt19 419 A)- dtz, 427 A)l ~LA,KCIIc4 -4*ll + If, - fzll 
for all (t,, &I, (b, &I E K 
(iii) At, ho) = g(t, 41, (t, 4) EN. 
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LEMMA 5.5. Suppose the solution y, of (5.3) through (a, &) is unique and 
denote K = ((t, y,) : t E I}. Let D(t, c$, A), g(t, 4, A) denote the maps of 
Lemmas 5.3, 5.4 defined on N, x (- 1, 1) (N, some open neighborhood of K). 
Denote a corresponding solution of 
$W, Y,, n)=f(t, v,)+ g(t, Y,, J-1 
by y2(a, 4,1) and similarly x!(a, 4, A) when g is deleted in (5.31); 
T(t, s : 4, A) is the solution operator for 
(5.32) 
J E ( - 1, 1). Then there exists E > 0 and a neighborhood U of &, such that the 
maps 
(t, 4, A)+-+ y(t; a, &A), $1; a, 4, A), 
(t, s, &A) H T(t, s : 4, A) 
are well defined and continuous on Z x U x ( -E, E), Z(*) x U x ( -E, E), respec- 
tively, where Z(*)= {(t,s):a<s<t, tEZ}. Also, y,(a,4,0)= y,(a,4), 
x,(a,q$O)=x,(a,#), T(t,s:&O)=T(t,s:@)for (t,q6)ElxU,sE[a,t]. 
Proofs of Lemmas 5.3-5.5 are provided later. We complete the proof of 
Theorem 5.3. By Lemmas 5.3, 5.4 we have approximating maps D(t, 4, J.), 
s(t, &A) to the maps D(t, 4), g(t, 4) uniformly on a neighborhood N, of K 
for A small and the former have the smoothness properties of the first half 
of the proof if A# 0. We have established then 
yda, &A) = XAa., 4, A) + j’ T(t, s: YAa, 4, A), A) x0 (T 
.A-‘@, YAa, Al), l)g(s, yAa, 4, A), 2) ds (5.33) 
for each TV I, 1~ (- 1, l)\(O). By Lemma 5.5, we may take the limit of 
(5.33) as A-+ 0 to obtain (5.4) in the general case. 1 
Proof of Lemma 5.2. Fix s E [a, t]. By uniform continuity of the func- 
tions T + g(z, y,), D,(KT + (1 - K)S, KY, + (1 - IC) y,), D4(~7 + (1 - K)S, 
rcy, + (1 - rc) y,) for 7 E [s, t], K E [0, 11, there is a nondecreasing function 
w: [0, co) -+ [0, co) continuous at O,, w(0) = 0, such that 
max{ldT, YJ - g(.% YA PM + (1 - 4~~ KY, + (1 - 4 Y,) - &(s, YJL 
llD9(~7 + Cl- ~)s, KY, + (1 - ~1 Y,) - D,(s, y,)II } G ~(7 - $1, 
s<z<t, OdK<l. (5.34) 
PERTURBATIONS OF NONLINEAR SYSTEMS 53 
Next choose fi E (0, 1) such that 
P<max{& 8M(IZ) + 1)s -‘ij, ;A,.-‘(2A42+ 1))‘KY}, 
w(P)< &$-‘(2M2+ l)-‘e-Y(L+2))r&(lzj +1)-l 
(5.35) 
(L is the Lipschitz constant for y,, y is defined in (4.11 tsee the remark 
following (5.14)). 
Consider first (5.16) with initial data 4 = y,. We establish the a priori 
estimates (5.17), (5.18) for z,=z,(s, y,) on [s, s+p]. Then existence and 
uniqueness of z,(s, 4) on [s, s + p] and continuous dependence on 4 for 4 
in a neighborhood N, of y, follow by standard theorems (cf. Hale [S, 
Chap. 121). Integrating (5.16) (5.3) and subtracting we have 
m Ys) + D&Y YX z* - Ysl + D,b, Y,)(~ -s) - D(G Y,) 
= s T {Cf( u> zu) -f(u> YJI + C&, Y,) - du> YJI > du, s 
s < t < s + p. Equivalently, 
D,k YSKZ, - Yrl 
’ = s 1 Cf(uv z,)-f(u> YJI + Ch Y,) - Au, vu)1 > du s 
+ {WY Y,) -m Y,) - D,(S> YJCY, - Ysl - DA% Ys)(r - 4 
u, KZ, + (1 - K) Y,)[z,- YJ dK + IIds, Y,) - Au, vu)1 du 
+s,’ {CW k> v,)--h Ys)lb-S) 
+ L-D,(r,, u,) - D,(s, Y,)I [Y, - YJ 1 k (5.36) 
where rK = ret + (1 - K)S, u, = rcy, + (1 - JC) y,, T E [s, s + p]. The right side 
of (5.36) is bounded by (cf. (5.11), (5.34)) 
MD sup IIZU - YUII + 2w(P)P + w(P) II Y, - YAI s<u<r 
<Alp SUP llzu - Yull + (J5 + 2) w(P)P 
S<U<S+p 
as long as z, stays in the ball of radius rj centered at y, in C. By 
Theorem 4.2 applied to (5.36) 
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SUP Ik - Y,ll 
s<r<s+p 
6 (2W + 1) eyp [MD sup llz,- y,lJ + (L + 2) W(&jq, 
s<u<s+p 
and, with (5.35), this implies 
sup l/z,- y,lJ <$MP&/?(I1I + 1))‘. (5.37) 
SGT<S+p 
Again, by (5.22), p<8M(l11 + 1) s-iv, and we obtain (5.17) for all 
t E [s, s + p]. For (5.18) note (cf. Theorem 5.1(i), (5.11)) 
IIX,(? zr) - X,(L Y*)ll = II 
j; D,x,h KZ, + (1 -K) Y,)CZ, - y,l dJc 11 
G ‘IIT(t,t:ICz,+(l--K)y,)ll lk-Y,lld~ s 0 
GMllz,-Y,ll 
and use (5.37). It follows, by continuous dependence, that there exists a 
neighborhood N, of y, such that 4 EN, generates a solution z&s, 4) 
continuing to satisfy (5.17) and (5.18). 
To establish the last part of the lemma, Theorem 4.4 and the Lipschitz 
property of y, imply the existence of 4” E N, such that 4” E C’[ -r, 0] and 
D; + D;[&] =f(s, 4”) + g”, ll~sll < 4( 1 + 4M2)(L + 1) = B (cf. (5.14)). By 
Theorem 4.3 the corresponding solution zI(s, 4”) is continuously differen- 
tiable in t and satisfies Ili,lj <K(l + jl&ll +~up~~~~~+~IIz~ll) for s<r< 
s + p, where KG (1 + M,)(2M2 + 1) eyl” (M, bounds If(r, z,) + g” - 
D,(s, y,)l < 3M). This yields (5.19) in view of (5.14) and (5.17). 1 
Proof of Lemma 5.3. Let h : E -+ [0, co) be a C’ function satisfying 
(i) spth=[-1, 11, 
(ii) JEh= 1, 
(iii) lh’l < 2. 
For each J > 0 let h,: E -+ [0, oo), h,(s) = (l/J) h(s/l). Note spt hl = 
C-J., 11, SE h, = 1. Extend D to be 0 outside N. Let E > 0 small and 
N, = {(t, 4) E N: dist((t, #), NC) > E}, an open set and NC denotes the com- 
plement of N. For (t, #,A) E N, x ( -E, E) define 
s h,,,(t-s) D(s, 4) 4 A #O, 
E D(t, 4, A)= 
D(t, 41, ;1 =o. 
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Clearly D,, D,, are continuous on IV, x [(-E, c)\(O)]. Next we show D, 
D,, D,, are continuous at 1= 0 for (t, 4) E N, . This follows from (A > 0) 
lD(t, 4, A) - D(t, $)I= s,h,(t - s) D(s> 4) ds- DC& 411 
= 4)-N& $11 ds 
< 
s 
h(s)ID(t-As, ~)-D(c 411 ds 
E 
and the uniform continuity of D on compact sets implies lD(t, 4, A) - 
D(t, 4)I +O as A + 0 uniformly for (t, 4) in compact sets in N1. Similar 
results hold for D,, D,,. Clearly 
satisfy the stated conditions in the lemma, using SE II~;~,(t--s)l ds 6 
~c-,,l, Ih’l Q 4. Finally, resealing the parameter Iz we may assume E = 1. 1 
Proof of Lemma 5.4. Let a : [0, co) + [0, 1 ] denote a uniformly 
Lipschitzian function with support [0, l] and c1= 1 on [0, i]. We consider 
N as a normed metric space with norm I/(& 4)/I = ItI + 11411. Let n be a 
positive integer. For each x E N there is a ball B, of radius 6, > 0 centered 
at x such that Ig( y) - g(x)1 < l/n if y E B,. The collection {B,}, covers N 
and by paracompactness there exists a locally finite subcover, say {B,!}, 
for (x,}ioo_,cN. For each i define clj: N-r [0, co) by a,(y) = 
OL( 11 y - xiIl/SX,). Note cli is Lipschitzian on N. Let g( y, l/n): N-r E” be 
defined by 
g Y3f =igl ai(Y)g(Xi) 
( > i 
f a,(Y). 
i= 1 
Clearly ) g(y, l/n) - g(y)( < l/n for all y E N and g( ., l/n) is continuous on 
N. Let Kc N be compact and we show g( y, l/n) is uniformly Lipschitzian 
on K. Each point x E K has a ball D, of radius r,> 0 which intersects 
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finitely many B,. Extract a finite subcover {D:,};= r for K where 0: 
denotes the ball of radius irx, and let r = min, $r,. Let y,, y, E K, 
/I y, - y,Il < r. Then y,, y, both lie in some D,,. If D,, intersects B, let L, 
denote the Lipschitz constant of ajEi ai on K. Then lg( yl, l/n)- 
g(y,, l/n)1 <(xi Lj) I/y, - ~~11 with the sum over those j such that B, 
intersects D,,. By finiteness, g( ., l/n) is Lipschitzian on K. 
Next, let IE(O, 1) with n=t.(l/n)+(l-t).l/(n+l), t~(0, 1). Define 
g( t, 1) = tg( y, l/n) + (1 - t) g( y, l/(n + 1)) and similarly for 1 E ( - 1, 0), 
g( y, 0) = g(v). Then it is easy to see that g( y, 1) satisfies the conditions of 
the lemma. 1 
Proof of Lemma 5.5. The lemma follows immediately from Hale [S, 
Thm. 2.2, Sect. 12.21. Note Lemma 5.3 implies D(t, d,n) is atomic at 0 for 
(t, $)EN1, uniformly for 2~ (-E, E), E small. 1 
Remarks. (1) It is not known if the nonlinear variation of parameters 
formula holds when the uniqueness assumption on y!(~,d) is relaxed. This 
is also the case for retarded functional differential equations as noted by 
Shanholt [13]; however, for ordinary differential equations this assump- 
tion is not required. 
(2) We note that certain aspects of the proof of Theorem 5.3 can be 
simplified if D could be approximated by C3 maps in the uniform topology 
of C(T, E”). Indeed a local version of Theorem 4.3 could be obtained (as 
remarked after Corollary 4.1) and the proof of Theorem 5.3 repeated 
without the use of the linearization operators D’. However, such a uniform 
approximation of D does not exist in general as a result of Kurzweil [9] 
proves. He showed that any C’ map F: B + E (B is the unit ball in C) has 
the property: for each E > 0, 0 < r, < rz < 1, there exists x E B such that 
rl < llxll < r2, IF(x) - F(O)1 <E. Thus any continuous map F: B+ E which 
can be arbitrarily approximated by a C’ map must have the same property. 
In fact F(x) = lIxI/ does not do as well as many other choices for F. These 
facts seem related to the nondifferentiability of the norm II . )I at the origin. 
We note that any continuous map F can be approximated by a Lipschitz 
map as Lemma 5.4 shows. 
6. APPLICATION 
The asymptotic behavior of (5.3) is of great importance when dealing 
with control systems with limited power. We now apply the nonlinear 
variation of parameters theorem to investigate this behavior. 
Let II c C be an open set, I, = (r, co) for some T E E, r= I, x A. Assume 
OEA. 
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THEOREM 6.1. Assume 
(i) D, f satisfy hypothesis (H), D is atomic at zero uniformly on com- 
pact subsets of r, g is Lipschitzian in 4 on compact subsets of r; 
(ii) f(t,O)=O for all tEZl; 
(iii) for each (a, 4) E r we have 
II Ttt, a : 4111 G exptatt) + b(a)), t 2 a, (6.1) 
where a(t), b(t)E C(E+, E+) (E+ = [0, co)); 
(iv) for each (a, +)~r 
Id4 $11 G 5 ci(t)III//II”+c,+*(t), t 2 a, (6.2) 
i=l 
where rjE(O, 11, cJt)EC(E+, E+),j= 1,2, . . . . N+ 1; 
(v) ~~(s)e~~(~)+~(“), cNfl(s)eb(‘)~L1(z, oo),j= 1, . . . . N; 
(vi) a(t) + - co as t --+ co. 
Then every solution of (5.3) satisfies 
I/y,(a, d)ll + 0, as t-+oo. (6.3) 
ProoJ Let D be a convex subset of A containing 0. Then for C$ ED the 
solution x((a, 4) of (4.1) exists for t > a and 
IIx,h 4111 Go~yI IIT(t, 6: <(~))I 11~11 
. . (6.4) 
for t >a, where t(A)=@, 0~2~ 1. Indeed, by convexity of D, <(,I)E D 
and 
-$ Cx,ta, W))l = D,g,(a., 5(n)). C41 
= Ttt, a:W))C41 
by Theorem 5.1. Integrating yields (6.4) and also implies boundedness of x, 
on bounded subsets of [a, co ). Using (5.3), (5.11) (6.1) (6.4), and unique- 
ness of y, we have 
II y,(a, 4111 G IIxt(a, 4111 +Mir II T(t, s : yAar 1))ll II ds, y,(a, 4))II ds 0 
G exp(a(t) + b(a)) II411 
CN+ Ad] ds. 
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Putting 
d(f) = 1 + e b(o)I(#II + M [’ eb(‘)cN+ 1(s) ds, 
z(t) = II ~,(a, 4111 e-““‘, 
gives 
z(t) < d(t) + 5 j’ McJs) er~a(s)+b(s)[z(S)lr~ &, t B CT. 
i-1 u 
Applying Lemma 1 of Yang [ 151 yields 
z(t)Gd(t) fi R(t), t 2 0, 
i=l 
where, inductively, 
1 
Ri(t)= \ 
if O<ri< 1, 
1 exp { (lfil R,(r)) j: MC&s) e’iu(S)+b(“) ds}, 
\ if ri=l, i=l,2 ,..., N 
(define ni= 1 &(t) = 1). By hypothesis (v) of the theorem 
lim d(t) i Ri(t) = IV,, 
I-cc i= 1 
is finite. Thus, by uniqueness, ~,(a, 4) exists for t > 0 and satisfies 
II Yr(5 4111 G ma(? t > 0. 
By hypothesis (vi) we get (6.3). This concludes the proof. 1 
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