If A has no eigenvalues on the closed negative real axis, and B is arbitrary square complex, the matrix-matrix exponentiation is defined as A B := e log(A)B . It arises, for instance, in Von Newmann's quantum-mechanical entropy, which in turn finds applications in other areas of science and engineering. In this paper, we revisit this function and derive new related results. Particular emphasis is devoted to its Fréchet derivative and conditioning. We propose a new definition of bivariate matrix function and derive some general results on their Fréchet derivatives, which hold, not only to the matrix-matrix exponentiation but also to other known functions, such as means of two matrices, second order Fréchet derivatives and some iteration functions arising in matrix iterative methods. The numerical computation of the Fréchet derivative is discussed and an algorithm for computing the relative condition number of A B is proposed. Some numerical experiments are included.
Introduction
Let A be an n × n square complex matrix with no eigenvalues on the closed negative real axis R − 0 and let B be an arbitrary square complex matrix of order n. The matrixmatrix exponentiation A B is defined as
where e X stands for the exponential of the matrix X and log(A) denotes the principal logarithm of A, i.e., the unique solution of the matrix equation e X = A whose eigenvalues lie on the open strip {z ∈ C : −π < Im z < π} of the complex plane; Im z stands for the imaginary part of z. This definition of A B and the terminology "matrix-matrix exponentiation" are due to Barradas and Cohen [7] , who investigated this function and its applications in a problem of Von Newmann's quantum-mechanical entropy. Some properties of the matrix-matrix exponentiation are addressed in [7] , for the particular case when A is a normal matrix. We revisit some of those properties and derive new ones. Another application of the matrix-matrix exponentiation appears in [1] in the study of generalized Gamma matrix functions; see, for instance, equations (15) and (20) there. For background on matrix exponential, matrix logarithm and general matrix functions see [16, 22] and the references therein. Note that although A B includes well-known matrix functions as particular cases (for instance, the matrix inverse and real powers of a matrix; see Lemma 2.1 below), it is not, in general, a primary matrix function as defined in those books. Indeed, there may not exist a scalar single variable stem function associated to the matrix-matrix exponentiation. However, we can view A B as being an extension of the two variable function x y = e y log x , but the lack of commutativity between A and B turns the extension of this function to matrices quite cumbersome. An interesting attempt to define the concept of bivariate matrix function as an operator is given in the report [26] . Although we refer to the matrix-matrix exponentiation as being a bivariate matrix function, it does not belong to the class of bivariate matrix functions considered in [26] . Here, A B can be regarded as a function from C n×n × C n×n to C n×n which assigns to each pair of matrices (A, B) the n × n square complex matrix A B . Another way of defining the concept of matrix-matrix exponentiation would be In Section 2, some relationships between A B and B A are pointed out (see, in particular, (iii) in Lemma 2.2). However, our attention will be mainly focused on A B . Analogue results follow straightforward for B A. A definition of the matrix-matrix exponentiation in a componentwise fashion is also possible, as used in [11] to deal with some problems is Statistics. However, this latter definition is not considered in this work.
One of our goals is to investigate the sensitivity of the function A B to perturbations of first order in A and B. A widely used tool to carry out this is the Fréchet derivative, which in turn allows the computation of the condition number of the function. In this work, we derive a general result on the Fréchet derivative of certain bivariate matrix functions (Theorem 4.1), which can be used to find easily an explicit formula for the Fréchet derivative of the matrix-matrix exponentiation in terms of the Fréchet derivatives of the matrix exponential and matrix logarithm. Formulae for the Fréchet derivatives of other bivariate matrix functions, such as means of two matrices [14, 20] , iteration functions to the matrix square root (see [16, Sec. 6.4] ), and to the matrix arithmetic-geometric mean [8] , can also be obtained from the application of that result. The same holds for the second order Fréchet derivatives of primary matrix functions. New results on bivariate matrix functions are particularly welcome because these functions arise in many applications and have been treated separately. A unifying theory on these functions is lacking and we hope the material of Sections 3 and 4 shed some light in that direction.
Given a map f :
The Fréchet derivative of f may not exist at (X, Y ), but if it does it is unique and coincides with the directional (or Gâteaux) derivative of f at (X, Y ) in the direction (E, F ). Hence, the existence of the Fréchet derivative guarantees that for any E, F ∈ C n×n ,
Any consistent matrix norm . on C m×n induces the operator norm
The (relative) condition number of f at (X, Y ) is defined by
Hence, if an approximation to L f (X, Y ; E, F ) is known, then there exist numerical schemes to estimate L f (X, Y ) (for instance, the power method on Fréchet derivative proposed in [25] ; see also [16, Alg. 3.20] ) and then the condition number κ f (X, Y ). As far as we know, we are the first to investigate the Fréchet derivative of the matrix-matrix exponentiation and its conditioning. In Section 6, we discuss the efficient computation of L f (A Here, one uses the same notation to denote both the matrix norm and the induced operator norm. For more information on the Fréchet derivative and its properties see, for instance, [6, Ch. X] and [16, Ch. 3] . Note also that a pair (X, Y ) corresponds, using matrix terminology, to the block matrix X Y . So the norm of a pair (X, Y ) ∈ C n×n × C n×n is defined upon a matrix norm in C 2n×n :
A particular case of the matrix-matrix exponentiation is the so called "scalar-matrix exponentiation." If t is a complex number not belonging to R − 0 , we can define t A as the function from C n×n × C n×n to C n×n which assigns to each pair (tI, A) the n × n square complex matrix t A := e log(tI )A = e log(t)A . This function appears in the definitions of matrix Gamma and Beta functions, which in turn can be applied to solving certain matrix differential equations [23, 24] . Gamma and Beta functions in matrix form are defined, respectively, as [24] :
Our results apply easily to this particular case.
Notation . denotes a subordinate matrix norm and . F the Frobenius norm; denote either a matrix sum or a matrix product; Im(z) is the imaginary part of the complex number z; σ (A) is the spectrum of the matrix A; A * is the conjugate transpose of A and L f (.) is the adjoint of the linear transformation L f (.) . The organization of the paper is as follows. In Section 2, we revisit some facts about the matrix-matrix exponentiation and add some related results not previously stated in the literature. A new concept of bivariate matrix function is introduced in Section 3, which is illustrated with several examples. Formulae for Fréchet derivatives of bivariate matrix functions and conditions for their existence are given in Theorem 4.1 of Section 4. Those formulae are used in turn to derive a closed representation of the Fréchet derivative of the matrix-matrix exponentiation. It is also explained how they can be extended to the Fréchet derivative of well known bivariate functions. Section 6 is devoted to the investigation of the matrix-matrix exponentiation conditioning. In particular, an algorithm for estimating the relative condition number is proposed. Its performance is illustrated by numerical experiments in Section 7 and a few conclusions are drawn in Section 8.
Basic results
In this section, we present some theoretical results on the matrix-matrix exponentiation that can be derived from the properties of the much studied exponential and logarithm matrix functions. (iii) If the eigenvalues of log(A)B satisfy −π < Im(λ) < π , then A (BC) = (A B ) C , for any square complex matrix C of order n;
(v) (A B ) * = B * A * , where X * stands for the conjugate transpose of X;
Proof Immediate consequence of properties of matrix exponential and matrix logarithm. See [16, 22] and also [5] . For (iii) see also Lem. 3.9 and Thm. 3.1 in [5] .
The following example shows that explicit formulae for matrix-matrix exponentiation may involve complicated expressions, even for the case 2 × 2, with A normal.
−b a be a nonsingular normal matrix and B = α β γ δ be an arbitrary matrix. Our aim is to find a closed expression for A B . The eigenvalues and eigenvectors of A are displayed in matrices D and V , respectively:
where a − ib = z = re −iθ and a + ib = z = re iθ for −π < θ ≤ π. It is clear that in the sense of polar notation, we have r 2 = a 2 + b 2 and θ = arctan(b/a) (provided that a = 0). Therefore, the logarithm of A can be evaluated by the decomposition log(A) = V log(D)V −1 as following:
Hence, multiplying the matrices log(A) and B,
It is known that the exponential of an 2 × 2 matrix M = m 11 m 12 m 21 m 22 , can be explicitly obtained by the following relation (see [30] ): 
where, = (m 11 − m 22 ) 2 + 4m 12 m 21 . Consequently, an explicit formula for A B can be obtained via substituting:
As mentioned before, some facts about the matrix-matrix exponentiation have been reported in [7] , under the assumption of A being normal. One of them is revisited in (i) of the next lemma. However, the relationships between A B and B A, and their spectra, stated in (ii) and (iii) of the following lemma, are new.
Lemma 2.2
If A ∈ C n×n has no eigenvalues on R − 0 , and B is any square complex matrix, then the following properties hold:
(i) A B and B A have the same spectra;
(ii) If A and B commute, and have spectra σ (A) = {α 1 , . . . , α n }, σ (B) = {β 1 , . . . , β n }, then the spectrum of A B (or B A) is given by {α β j 1 i 1 , . . . , α β jn i n } for some permutations {i 1 , . . . , i n } and {j 1 , . . . , j n } of the set {1, . . . , n}; 
(iii) Immediate consequence of the identity Y e XY = e Y X Y , that is valid for any square complex matrices X and Y of order n; see [16, Cor. 1.34].
One important implication of the statement (iii) of Lemma 2.2 is that when B in nonsingular, B A can be computed easily from A B :
A natural way of computing the matrix-matrix exponentiation A B is to first evaluate log(A) and then the exponential of log(A)B. Matrix exponential and logarithm are much studied functions and one can found many methods for computing them in the literature. The most popular method to the matrix exponential is the so-called scaling and squaring method combined with Padé approximation, that has been investigated and improved by many authors; see for instance [16, Ch. 10] and the references therein and also the more recent paper [2] that includes the algorithm where the expm function of recent versions of MATLAB is based on. The MATLAB function logm implements the algorithm provided in [3, 4] , which is an improved version of the inverse scaling and squaring with Padé approximants method proposed in [25] . Other methods for approximating these functions include, for instance, the Taylor polynomial based methods for the matrix exponential proposed in [31] and the iterative transformation-free method of [8] for the matrix logarithm.
A topic that needs further research is the development of algorithms for the matrixmatrix exponentiation that are less expensive than the computation of one matrix exponential and one matrix logarithm plus a matrix product. This seems to be a very challenging issue, especially when B does not commute with A. Of course, for some particular cases of the matrix-matrix exponentiation (e.g., the matrix square root, matrix p-th roots, the matrix inverse) there are more efficient methods that do not involve the computation of matrix exponentials and logarithms. This problem becomes easier even in the more general case when A and B commute. This is because both matrices may share the same Schur decomposition which reduces considerably the computational effort.
Defining a bivariate matrix function
We will assume throughout that A and B are square complex matrices of the same size. Situations where A or B are non square or have different sizes are not considered in this work.
Let the symbol denote either a matrix sum or a matrix product, so A B means A + B or AB. We say that
where g (1) k (A), g (2) k (B) and h k g (1) k (A) g (2) k (B) are primary matrix functions, for each k = 1, . . . , m. See [16, Sec. 1.2, 1.3] for the definition and properties of primary matrix functions and also [22, Ch. 6] . Some examples of bivariate matrix functions are well-known:
• Geometric mean of two Hermitian positive definite matrices [20] : A#B = AB −1 1/2 , where X 1/2 stands for the principal matrix square root;
• Exp-mean-log [14] : 
Fréchet derivatives of bivariate matrix functions
A key result, very useful from both theoretical and computational perspectives, related with the Fréchet derivative of a primary matrix function φ : Next theorem shows that the Fréchet derivative of bivariate matrix functions satisfying certain smooth conditions exists and can be given by a formula similar to (4.1). Theorem 4.1 Let X, Y, E, F ∈ C n×n and let f (X, Y ) be a bivariate matrix function as in (3.1) . For each k = 1, . . . , m, suppose that the complex scalar functions g (1) k , g (2) k and h k have, respectively, 2n−1 continuous derivatives on the open sets D 1 , D 2 , and D of the complex plane. Consider the curves X(t) := X+tE and Y (t) := Y +tF in C n×n . For all t in a certain neighborhood of 0, assume that spectra of X(t), Y (t) and g (1) k (X(t)) g (2) k (Y (t)) are contained, respectively, in D 1 , D 2 , and D. Then
(4.2) (ii) There is a polynomial p(x, y) with two noncommuting variables such that
Proof (i) Let us assume that the conditions of the theorem are valid and let us denote
from which (4.2) follows by evaluating the limit of the above matrices when → 0. (ii) Let us denote
Under the hypothesis of the theorem, for each k = 1, . . . , m, the functions g (1) k ( X), g (2) k ( Y ) and h k g (1) k ( X) g (2) k ( Y ) are primary matrix functions.
Hence f ( X, Y ) is a bivariate matrix function. As pointed out at the end of Section 3, a bivariate matrix function f (A, B) may be written as a polynomial in A and B. Hence there is a polynomial p(x, y) with noncommuting variables such that
Since (4.2) is valid for polynomials and attending to (4.5), one has 
Fréchet derivative of the matrix-matrix exponentiation
An explicit formula for the Fréchet derivative of the matrix-matrix exponentiation, in terms of the Fréchet derivatives of the matrix exponential and matrix logarithm, is given in the next corollary. where L exp and L log stand for the Fréchet derivatives of the matrix exponential and matrix logarithm, respectively.
Proof From (3.1), we can write A B = h g (1) (A) g (2) (B) , with being the matrix product and h, g (1) , g (2) being the complex scalar functions defined by h(z) = e z , g (1) (z) = log z, and g (2) (z) = z. It is easy to check that the assumptions of Theorem 4.1 are satisfied. Then the result follows immediately from the identities
If A = tI , with t not belonging to the closed negative real axis, and B ∈ C n×n , then (tI ) B = t B is the scalar-matrix exponentiation which arises in matrix Beta and Gamma functions defined in (1.5) and (1.4), respectively. The Fréchet derivative in this special case can be written as
If A ∈ C n×n has no eigenvalues on R − 0 and B = α I, with α ∈ R, the matrix-matrix exponentiation f reduces to the single variable matrix function f (A) = A α of real powers of A, which has been addressed recently in [17, 18] . Provided that α is not affected by any kind of perturbation (that is, F = 0), (5.1) reduces to formula (2.4) in [17] , that has been obtained using other techniques. Note that while (5.1) covers the case when α is perturbed, formula (2.4) in [17] does not.
In addition to the result of the previous corollary, the identity (4.4) provides alternative means for obtaining closed expressions for the Fréchet derivatives of other known bivariate matrix functions. For instance, many iteration functions for approximating the matrix square root ([15, 16, Ch. 6]) or, more generally, for the matrix pth root [13, 19] are of the form
where g 1 and g 2 satisfy some smooth requirements. Since
a closed expression for L g i (X, Y ; E, F ) (i = 1, 2) follows from (4.4). The same holds to the matrix arithmetic-geometric mean iteration [8, 32] and to find expressions for the second order Fréchet derivatives [6, Ch. X] of primary matrix functions.
Closed formulae for Fréchet derivatives of matrix exponential and matrix logarithm are available in the literature. One of the most known for the matrix exponential is the integral formula
(see [33] and [16, Ch. 10] ). Another formula, involving the vectorization of the Fréchet derivative, is
where vec(.) stands for the operator that stacks the columns of E into a long vector of size n 2 × 1, and
with ψ(x) = (e x − 1)/x. The symbols ⊗ and ⊕ denote the Kronecker product and the Kronecker sum, respectively. Other representations for K exp (A) are available in [16, Eq. (10.3) ]; see also [25, 29] . An integral representation of the Fréchet derivative of the matrix logarithm is
(see [9] and [16, Ch. 11] ). Vectorizing Fréchet derivatives allow us to understand how the function f (A, B) = A B behaves when both A and B are subject to small perturbations. Suppose now that A does not suffer any kind of perturbation but B does. Now just B is regarded as a variable and similar perturbed results to those of matrix exponential are valid, as shown below in Theorem 5.1.
Theorem 5.1 Assume that A has no eigenvalue on R −
0 . For any B 1 , B 2 ∈ C n×n , the following relation holds:
Proof From the theory of the matrix exponential (see for instance [12, Sec. 9.3.2] and [16, (10.13) ]), it is straightforward that
Let us consider B = B 1 , B 2 = B 1 + E and t = 1 in (5.9). Hence, we have
Therefore, taking norms, one has 
Conditioning of the matrix-matrix exponentiation
From now on, we will consider the Frobenius norm only. However, with appropriate modifications, some results can be adapted to other norms. The key factor for evaluating the condition number k f (A, B) is the norm of the operator L f (A, B) . In this section, we first present an upper bound to such a norm and then a power method for its estimation. The notation f (A, B) = A B is used again. 
Proof To ease the notation, we drop off the subscript F in the notation of the Frobenius norm, and assume throughout the proof that . stands for the Frobenius norm.
Note that for the Frobenius norm it holds
By ( If I − A F < 1, one can find an upper bound to the factor log(A) F in the right hand side of (6.1) as follows:
In the general case, it is hard to bound log(A) F , which can be infinitely large. However, since the logarithm function increases in a very slow fashion, in practice the values attained by log(A) F can be considered small. For instance, its largest value for the ten matrices considered in the numerical experiments in Section 7 is about 50 (see bottom-left plot in Fig. 1 ). For better estimates to L f (A, B) F , we propose below a particular power method for the matrix-matrix exponentiation using the framework of [16, Alg. 3.20] . Before stating the detailed steps of the method, we shall address two important issues raised by its implementation. The first one is the computation of the Fréchet derivative L f (A, B; E, F ) and the second one is how to find the adjoint operator L f with respect to the Euclidean inner product X, Y = trace(XY * ). We recall that the matrix of our linear operator L f (A, B) is not square which means that its expression is not so simple to obtain as in the square case, where one just needs to take the conjugate transpose of the argument (check the top of p. 66 in [16] ).
About the first issue, and attending to the developments carried out in Section 4, we will use formula (5.1). For the computation of L exp , we consider [2, Alg. 6.4], and for the computation of log and L log we use [4, Alg. 5.1] (without the computation of L log ). We can, alternatively, use
(this should be read as: the Fréchet derivative is the block (1, 2) of the resulting matrix in the right-hand side; see (4.2)), but this formula is more expensive than (5.1), even if we exploit the particular structure of the two block matrices in the right-hand side of (6.2). More disadvantages of formulae like (6.2) are mentioned in [3, 4] . Now we focus on finding a closed expression for the adjoint operator L f (A, B) , where f (A, B) = A B . According to the theory of adjoint operators (see, for instance, [10] ), one needs to look for the unique operator where K * f (A, B) is the conjugate transpose of (5.7). Since 
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E k+1 = Z k+1 (1 : n, 1 : n); F k+1 = Z k+1 (n + 1 : 2n, 1 : n); (A, B) = (A, B ) F L f (A, B) Table 6 .2]. Looking at Algorithm 6.1, we see that before the "while" cycle it is required the computation of one Schur decomposition, one logarithm of a upper triangular matrix and three matrix-matrix products. Inside the cycle, four matrixmatrix products (being two of them between a triangular and a full matrix), two logarithmic Fréchet derivatives of upper triangular matrices and two L exp of full matrices are needed. Since the evaluation of L exp (X B ; .) in Step 8 by [2, Alg. 6.4] requires the computation of e X B = A B , it can be reused in Step 18 to estimate A B F . It can be observed that just one complex Schur decomposition is involved. Then, inside the cycle, the Fréchet derivatives of the logarithm concern only to upper triangular matrices, to avoid unnecessary calculations.
We end this section by making a short comment on the conditioning of A B , for the particular case of A and B being normal matrices. If they commute, it is possible to simultaneously diagonalize A and B, that is, there is a unitary matrix U and diagonal matrices D A , D B such that A = UD A U * and B = UD B U * . Hence
and then much of the results stated above can be refined. In particular, a little calculation involving properties of Kronecker products and sums shows that
where . 2 stands for the 2-norm. By (5.7), K f (D A , D B ) is a n 2 × 2n 2 sparse matrix, built up from diagonal matrices, and simpler techniques may be found for estimating the condition number κ f (A, B) . In contrast, if A and B are normal but do not commute, we are not aware about significant simplifications on the conditioning of A B .
Numerical experiments
We have implemented Algorithm 6.1 in MATLAB, with unit roundoff u ≈ 1.1 × 10 −16 , with a set of ten pairs of matrices (A j , B j ), j = 1, . . . , 10, with sizes ranging from 10 × 10 to 15 × 15. Many pairs include matrices with nonreal entries and/or matrices from MATLAB's gallery (for instance, the matrices lehmer, dramadah, hilb, cauchy and condex).
The top-left plot in Fig. 1 displays the relative errors for the condition numbers κ f (A j , B j ) estimated by Algorithm 6.1, for each pair of matrices. As "exact condition number", we have considered the value given by our implementation of Algorithm 3.17 in [16] . It is worth noticing that this latter algorithm requires O(n 5 ) flops while Algorithm 6.1 involves O(n 3 ) flops. Top-right graphic shows that just 2 iterations in Algorithm 6.1 were needed to meet the prescribed tolerance tol = 10 −1 . The bottom-left plot illustrates our claim after the proof of Theorem 6.1 about the small norm of the matrix logarithm and, finally, the bottom-right plots the values of the relative condition number κ f (A j , B j ), for each j . Figure 2 illustrates how the number of iterations can grow if the tolerance decreases; more precisely, tol = 10 −7 . In some cases, six iterations are required which may turn the algorithm expensive.
Some conclusions that can be drawn from these experiments are: the relative error of the condition number estimations is in general much smaller than the tolerance chosen; the algorithm seems to be more suitable for large values of the tolerance, say (A, B) with high accuracy; one digit of accuracy is sufficient in many cases); and that the norm of the matrix logarithm is in general small.
Conclusions
The Fréchet derivative of the matrix-matrix exponentiation and its conditioning have been investigated for the first time (as far as we know). We have given a general formula for the Fréchet derivative of certain bivariate matrix functions, with applications to well-know bivariate matrix functions, including the matrix-matrix exponentiation. An algorithm based on the power method for estimating the relative condition number of the matrix-matrix exponentiation has been proposed and illustrated by some numerical experiments. Basic results on the matrix-matrix exponentiation have been derived as well. We believe our results provide interesting contributions not only for the matrixmatrix exponentiation but also for the investigation of other bivariate matrix functions and for matrix functions depending on three or more variables.
