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1. Introduction  
 
Even if a formal definition of diversity is still lacking, in statistical literature the 
diversity concept traditionally relies on the apportionment of abundance into the animal 
or plant species forming the ecological community under study. In turn, as pointed out 
by Pielou (1977, p.269), the term community refers to all the organisms in a delineated 
study area belonging to a taxonomic group of level higher than species. For a long time 
the primary aim of the statisticians faced with ecological diversity has been its 
quantification by means of suitable indexes which may take into account some 
important aspects of diversity such as evenness, dominance and rarity of species. 
However, depending on the apportionment of abundance among species, these indexes 
may only be known by means of a complete survey of the community under study, 
which is not feasible in most situations. Thus, a further statistical problem in analysing 
diversity lies in estimating species abundance on the basis of sample surveys in order to 
subsequently make inference on the diversity of the whole community. Unfortunately, 
on this topic results of practical relevance are lacking. Indeed, most papers devoted to 
inference on diversity indexes are based on the assumption that individuals are selected 
from the community by means of simple random sampling with replacement 
(SRSWOR). However, ecological communities rarely have a list frame, so it is not 
usually feasible or practical to obtain a sample of community members using SRSWOR. 
Usually the sampling schemes adopted by ecologists are encounter schemes (ES) in 
which the selected units are those encountered from points, lines or plots randomly 
thrown onto the study area. The purpose of this paper is to focus on those 
methodologies which make use of ES to estimate ecological diversity in a complete 
design-based framework. Accordingly, sections 2 and 3 are devoted to the preliminary 
problems of quantifying ecological diversity by means of suitable indexes and 
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estimating species abundance by using suitable strategies that take into account the 
nature of the community under study. Subsequently, in section 4, the design-based 
estimation of diversity indexes is considered. Finally, sections 5 and 6 are devoted to 
the peculiar problems of ordering communities according to diversity and estimating 
species richness, while some future developments for the design-based inference on 
diversity are considered in section 7.    
        
 
2. The measurement of ecological diversity 
 
The purpose of this section is not to review the huge literature on ecological diversity 
indexes (for detailed reviews on this topic see e.g. Dennis et al, 1979, Magurran, 1988, 
Frosini, 2003), but rather to point out the most relevant contributions to the traditional 
approach of measuring diversity together with some new promising proposals. Suppose 
an ecological community of individuals partitioned into k  species and denote by 
 the vector of relative abundance 
N
[ T1 ,, kpp K=p ] Np ll K ),,1(/ klN ==  where  
denotes the abundance of the species l . A very effective and unifying approach for 
measuring diversity is offered by Patil and Taille (1979a, 1982) on the basis of the 
intuition that a community is diverse when there is a large number of rare species. 
Accordingly, the authors propose measuring the rarity of each species and adopting the 
average community rarity as a diversity index. Thus, if  is the rarity of the species 
l, the diversity index turns out to be  
lN
)(plR
∑ ==∆ kl ll Rp1 )(p . Patil and Taille (1979a, 1982) 
discuss the use of (a) dichotomous-type diversity indexes, which are obtained when the 
rarity measure of the species l depends only on its relative abundance, i.e 
; (b) rank-type diversity indexes, which are obtained when the rarity 
measure of the species l is a function of the (descending) rank of  on the relative 
abundance vector p. The most familiar diversity indexes belong to these two large 
families or rarity measures. For example, the 
)()( ll pRR =p
lp
β∆  dichotomous family is obtained when 
 which in turn reduces to )1(/)1()( −≥−= βββll ppR 1−k , or to the Shannon and 
Simpson indexes for 1,0,1−=β , respectively. Alternatively, Patil and Taille (1979a, 
1982) focus on a rank-type rarity measure which gives rise to the right-tail sum family 
of diversity indexes , where  represents the relative abundance of 
the  rarest species (with 
),,1,0( kmTm K= mT
mk − 10 =T  and 0=kT ). The plotting of  versus m  gives 
provides the right-tail sum diversity profile which turns out to be convex and decreasing 
from 1 to 0. Contemporary to the seminal works by Patil and Taille (1979a, 1982), Rao 
(1982) proposes an axiomatization of diversity measures on the basis of their capability 
to split diversity between and within the sub-populations determined by a hierarchical 
classification of the community under study. Accordingly, the author defines diversity 
measures to be perfect if the diversity splitting can be carried out for multiply-classified 
communities of any order. Subsequently, Lau (1985) shows that any perfect diversity 
measure must be of the form  where D is a k-matrix whose l-h element  
denotes the difference (usually in a biological sense) between species l and 
h . These indexes are referred to as Rao’s quadratic entropy and 
surprisingly they had a limited impact on diversity studies until the work by Champely 
mT
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and Chessel (2002) which in turn was stimulated by the Gore discussion of a paper by  
Solow and Polasky (1994). The discussant points out the practical importance of the 
quadratic entropy by emphasizing that “If in one community a species is replaced by 
another with similar abundance but very different characteristics, traditional indices of 
diversity would be unaffected while intuition would suggest an increase of diversity.” In 
this framework, Champely and Chessel (2002) propose the use of Euclidean metrics for 
quantifying distances between species, giving rise to a Euclidean diversity coefficient 
which involves geometrical interpretations and graphical representations of diversity. 
However, Izsak and Szeidl (2002) point out some anomalies of quadratic entropy 
showing that the problem of measuring diversity still remains very open. 
 
 
3. The estimation of species abundance    
 
It is at once apparent from the previous section that any diversity index is a function, 
say , of the relative abundance vector p which, in turn, is a function of the 
abundance vector , being . However, knowledge of these 
quantities obviously requires a census of the ecological community under study, which 
is unfeasible in most cases. Accordingly, abundance is actually unknown and must be 
estimated by means of a sample survey in order to subsequently estimate ∆ . Consider 
an ecological community on a delineated study area of size A, which usually constitutes 
a without-frame population of N organisms spread over the area. Owing to the lack of 
frame, the most effective schemes for sampling ecological populations differ from the 
traditional ones and their choice is mainly determined by practical considerations on the 
nature of the community to be sampled. For example, when dealing with plant 
populations, floating plot sampling is usually adopted while Bitterlich sampling and line 
intercept sampling are suitable for sampling tree and shrub communities, respectively. 
On the other hand, when dealing with animal communities, line transect sampling or 
point transect sampling should be performed to handle problems related to the elusive 
behaviour of animals. All these techniques have empirically developed in field 
investigations and have long been set apart from the core of the statistical world. More 
recently, some authors (e.g. De Vries, 1986, Thompson, 1992, Schreuder et al., 1993, 
Overton and Stehman, 1995) have attempted to connect many of these methods with 
basic sampling theory as well as to focus on the practical advantages to be gained over 
traditional sampling strategy. Now, denote by S a sample of distinct units selected from 
the community using a suitable scheme. Referring to units by their labels, S actually 
represents a subset of the population labels 
)(p∆
[ ]T1 ,, kNN K=N )/( T N1Np =
{ }N,,2,1 K=U . Obviously, any sampling 
strategy induces the sampling design, i.e. the probability distribution assigning 
for each )Pr(S S∈S , where S  denotes the family of the possible  samples. When 
the population frame is available, the inclusion probabilities may be readily determined 
from the design. On the other hand, when handling without-frame ecological 
communities, the sampling design is unknown. In this case, the sampling schemes must 
be strictly ruled in order to determine (directly or by field measurements) the first-order 
inclusion probabilities at least for the selected units, which in turn allow for the 
computation of the Horvitz-Thompson estimator. For example, in floating plot 
sampling, a point is randomly thrown onto the study area and the selected units are 
those included in a circular or square plot of a pre-fixed size a centered at the sample 
N2
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point. Accordingly, disregarding edge effects which can be removed by suitable 
modifications of the sampling scheme (see e.g. Schreuder et al., 1993), all the inner 
units have a first-order inclusion probability equal to . Moreover, as to Bitterlich 
sampling (also referred as to variable circular plot sampling), a point is randomly 
thrown onto the study area and a tree is selected if its bole at breast high subtends an 
angle greater than a pre-fixed angle 
Aa /
α  onto the point. In this case the first order 
inclusion probability of each tree turns out to be proportional to the bole area at breast 
height, which can be readily determined in the field by measuring the bole 
circumference at the same height. Alternatively, in line intercept sampling, a transect of 
fixed length is randomly thrown onto the study area and the selected units are those 
intercepted by the transect. In this case, Kaiser (1983) shows that the inclusion 
probability of a unit is the perimeter length of the minimum convex polygon enveloping 
the unit to the perimeter length of the minimum convex polygon enveloping the whole 
area. Alternatively, as suggested by Thompson (1992), a point may be thrown onto a 
baseline (i.e the shadow cast by the study area on a straight line lying outside) and a 
transect of fixed direction and random length is determined by the line starting from the 
selected point perpendicular to the baseline. In this case, the inclusion probability of a 
unit is simply the ratio of the length of the shadow cast by the unit onto the  baseline to 
the baseline length. Finally, in line or point transect sampling, a line or a point is 
randomly thrown onto the area and the selected units are those spotted from it. In this 
case, the inclusion probabilities are evaluated on the basis of some simplifying 
assumptions adopted to model the sighting process (see e.g. Thompson, 1992, Barabesi 
and Fattorini, 1998). Thus, inference arising from line and point transect sampling 
cannot be considered entirely design-based. Without going into each of these sampling 
schemes here, the problem of estimating abundance by means of ES may be considered 
from a very general point of view. Let  be the standard basis of  and denote 
by  the marks associated with each individual in the community, where 
 if individual j belongs to species l. As a result of this notation, the abundance 
vector N may be expressed as 
kee ,,1 K kR
Nyy ,,1 K
lj ey =
∑ == Nj j1yN , in such a way that the estimation of N 
reduces to the estimation of a vector of population totals, which is a standard problem in 
finite population sampling. Thus, denote by Nππ ,,1 K  the first-order inclusion 
probabilities induced by the design. If the sampling scheme allows for the quantification 
of these probabilities at least for the selected individuals, the Horvitz-Thompson 
estimator  constitutes an unbiased estimator for N with variance-
covariance matrix  which also depends on the second-order inclusion probabilities 
∑ ∈= Sj jj π/ˆ yN
Σ
),,1( Njhjh K=>π  as well as on some characteristics of the ecological community 
(such as the spatial distribution of  the individuals over the study area). As to the 
estimation of , it is well known that an unbiased estimator for  exists if and only if Σ Σ
0>jhπ for any . Thus, problems arise when estimating  by means of 
a unique sample S, since in ES the individuals that are very far apart cannot be 
encountered jointly by the same plot, point or line. As emphasized by Barabesi and 
Fattorini (1998), these problems may be readily bypassed by replicating the ES. Indeed, 
a study area cannot be adequately sampled using one plot or one line or one point only. 
Accordingly, if the sampling procedure is independently replicated n times, in the sense 
that n plots or n lines or n points are randomly and independently thrown onto the study 
Njh ,,1K=> Σ
  
– 138 –
area, then the n samples  provide n estimates  which are iid 
realizations of a random vector with expectation N and variance-covariance . Thus, 
their mean 
nSS ,,1 K nNN ˆ,,ˆ 1 K
Σ
N  obviously constitutes an improved estimator for N, with variance-
covariance . Moreover, an unbiased and consistent n/Σ )( ∞→n  estimator for  may 
be straightforwardly obtained using the (unbiased) variance-covariance matrix of the n 
estimates, say S. Finally, the straightforward use of the Central Limit Theorem ensures 
that 
Σ
),()(2/1 I0NNΣ k
d
Nn →−− , while for the Delta method 
),()ˆ(2/1 I0ppΞ k
d
Nn →−− , where )/(ˆ T N1Np =  is the corresponding estimator of p 
and  may be consistently estimated by 2TT )/()()( N11pIΣp1IΞ T−−=
2TTT )/()ˆ()ˆ(ˆ N1p1IS1pIΞ −−= . However, it is worth noting that the species richness k 
is often unknown and some rare species may not be present in the n samples. Hence, if 
SO denotes the number of species observed, the resulting estimates N  and  are 
actually SO-vectors containing the estimates of the detected species, while  and Ξ  are 
square matrices both of order SO. 
pˆ
S ˆ
 
  
4. The estimation of diversity indexes    
  
A vast number of results may be observed in literature regarding the estimation of 
diversity indexes when individuals are selected from the community using SRSWOR 
(from the early works revised in section III of the book by  Grassle et al (1979) to the 
recent work by Chao and Shen, 2003). Pielou (1966) was the first to account for the 
actual field conditions, proposing the estimation of diversity indexes by means of a 
pooled quadrat sampling plan. Subsequently, Heyer and Berven (1973) extended 
Pielou’s method to improve efficiency and to estimate the sampling variance, while 
Zahl (1977) proposed the use of the jackknife in plot sampling in order to estimate the 
Simpson index. Other jackknifing procedures in plot sampling have been investigated 
by Heltshe and Bitz (1979),  Heltshe and Forrester (1983b) and Gove et al (1994) by 
means of simulation studies or field work. Barabesi and Fattorini (1998) give some 
general results on the jackknife estimation of diversity indexes when abundance is 
estimated by means of independent replications of an ES. The authors focus on the very 
large class of diversity indexes satisfying )0,,0,,,(),,( 11 KKK kk pppp ∆=∆ , in such a 
way that their estimation does not require the knowledge of k since the missing species 
may be ignored when computing . Moreover, the authors denote  as )ˆ(ˆ p∆=∆ ∆ˆ )(N∆  
to emphasize the fact that they are dealing with a univariate transformation of the mean 
of the n iid estimates . Thus, by using very standard results (see e.g. Shao and 
Tu, 1995), if  exists in a neighbourhood of N, is non-null and 
continuous at N, then 
nNN ˆ,,ˆ 1 K
xxx ∂∆∂= /)()(g
{ } )1,0(ˆ1 Nn d→∆−∆−σ  where  and . Then 
the jackknife procedure, performed by deleting one replication at time, provides a  
variance estimator  which is consistent for  in such a way that 
. However, even if 
ΣggT2 =σ )(Ng g=
2
jackv n/
2σ
)1,0()ˆ(1 Nv
d
jack →∆−∆− ∆ˆ  is asymptotically unbiased, a bias occurs for 
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finite samples. Indeed, it is a stated result that most diversity indexes, when evaluated 
from sample surveys, heavily underestimate the population counterpart. Thus, the 
jackknife procedure may be used not only to estimate variance but also to reduce bias 
and generate better-centered confidence intervals. Quoting again from the standard 
results by Shao and Tu (1995), Fattorini and Barabesi (1998) point out that 
if  exists and is continuous at N, then the T2 /)( xxx ∂∂∆∂ ∆ˆ  has a  asymptotic 
bias, while the jackknife estimator  asymptotically achieves a  bias and 
. Note that these results hold for the most familiar diversity 
indexes but they do not hold for right-tail sum diversity indexes  
when  for some  since  is not differentiable at N.  
)( 1−nO
jack∆ˆ )( 1−no
)1,0()ˆ(1 Nv
d
jackjack →∆−∆−
)1,,1( −= kmTm K
hl NN = hl ≠ mT
 
 
5. The ordering of ecological diversity 
 
As pointed out by Hurlbert (1971), a single diversity index is not suitable for comparing 
ecological communities in that different indexes may lead to different rankings. In order 
to avoid inconsistent rankings, Patil and Taille (1982) introduce the concept of intrinsic 
diversity ordering  defining a community  to be intrinsically more diverse than a 
community  if  is obtained from  through a finite sequence of the 
following operations: (a) transferring abundance from more to less abundant species 
without reversing the rank-order of the species; (b) transferring abundance to a new 
species; (c) re-labelling the species. Subsequently, the authors prove that any intrinsic 
diversity ordering, if it exists, can be determined by means of the right-tail sum 
diversity profiles 
2C
)( 211 CCC p 2C 1C
{ }kmTm m ,,0),,( K=  which are referred to as intrinsic diversity 
profiles. As a matter of fact, if  then the diversity profile of  is everywhere 
above that of . On the other hand, if the two profiles intersect one or more times, no 
intrinsic ordering of the two communities is possible. The proposal of Patil and Taille 
(1982) is further validated by Rousseau et al. (1999) who point out that any diversity 
ordering must take into account both evenness and species richness in such a way that: 
for equal species richness, evenness determines the order; for equal evenness, species 
richness determines the order; none of the two components is all-determining (balance 
property). In this framework, the authors prove that the partial order derived from 
intrinsic diversity profiles satisfies all these requirements and is the strongest among the 
partial orders which are proved to share the requirements. Since any intrinsic diversity 
profile is uniquely determined by the right-tail sum vector 
21 CC p 2C
1C
[ ]T11 ,, −= kTT KT  which in 
turn is a function, say , of the unknown abundance vector N, once again the 
statistical problem lies in estimating the diversity profiles as functions of the estimated 
abundance. When the abundance estimates are obtained by means of independent 
replications of an ES, Fattorini and Marcheselli (1999) derive the asymptotic properties 
of the sample diversity profiles, say 
)(Nt
)(ˆ nt NT =  under the assumption that  for 
any . Indeed, in this case the jacobian matrix of the function t at N exists and 
differs from the null matrix, in such a way that 
hl NN =
hl ≠ )(NJ
),()ˆ( 1
2/1 I0TTΩ −
− →− k
d
Nn  where 
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T)()( NΣNΩ JJ= . Moreover, by deleting one replication at time, the jackknife variance 
estimator  turns out to be a consistent estimator for . On the other hand, the 
jackknife procedure is not suitable for estimating T since  may fail to be convex. 
Finally, as to the construction of joint confidence bands, Fattorini and Marcheselli 
(1999), point out that since any intrinsic diversity profile is obtained by joining the 
 points { , it actually represents a set of linear combinations of 
the component of . Thus, since  is asymptotically normal with expectation T and 
consistent estimates of its variance-covariance matrix are available, the Richmond 
(1982) technique may be applied to construct an asymptotically 
jackVˆ n/Ω
jackTˆ
1+k }kmTm m ,,0),,( K=
Tˆ Tˆ
)1( α−  conservative 
confidence band for the true profile. From a practical point of view, the band is bounded 
from below by joining the points and from above 
by joining  where  and  equal  
respectively, 
)1( +k )0,(),ˆ,1(,),ˆ,1(),1,0( 11 kLkL k−−K
)0,(),ˆ,1(,),ˆ,1(),1,0( 11 kUkU k−−K mLˆ mUˆ mmkm vT ˆˆ ,1αψ −±
αψ ,g  is the upper α−1  quantile of the studentized maximum modulus 
distribution with parameter g and ∞  degrees of freedom and  is the -element 
of . It is worth noting that Richmond’s methods provides confidence bands that are 
narrower than those obtained using Scheffe’s method. However, it must also be noticed 
that the species richness k, which should determine the order of and  as well as 
the quantile 
2ˆmmv ),( mm
jackVˆ
Tˆ jackVˆ
αψ ,1−k , usually constitutes an unknown parameter. Actually,  and  
turn out to be of order , while, since SO underestimates k (see section 6), the sample 
diversity profiles tend to be shorter than the population counterparts. Moreover, as to 
the determination of quantiles, a rule of thumb may be to choose k as the maximum 
number of species which might be present in the community. Indeed, since 
Tˆ jackVˆ
SO
αψ ,g  slowly 
increases with g, this rule turns out to be conservative without entailing excessive 
enlargements of the confidence bands (note that the ratio 2.1/ ,,500 <+ αα ψψ gg  for 
. In order to rank populations according to their diversity, suitable hypotheses 
have to be assessed on the basis of the sample diversity profiles. For many years the 
procedure proposed by Patil and Taille (1979b) has been the unique method for 
assessing hypotheses on diversity profile. However Gove et al. (1994) point out that 
“this procedure must be viewed as only an approximate test because it involves difficult 
and unresolved questions of simultaneous inference”. Alternatively, Fattorini and 
Marcheselli (1999) propose an asymptotically conservative procedure for comparing 
couples of diversity profiles by means of some methods previously adopted to make 
inference on Lorenz curves (Bishop et al.,1991). The procedure seems to be suitable in 
this framework since it is able to distinguish between the three possible outcomes of 
profile comparison, i.e dominance, equivalence and crossing. Denote by  and  the 
right-tail sum vector of populations  and  respectively. Then consider the 
equivalence hypothesis 
)15>g
1T 2T
1C 2C
210 : TT =H  as the null one, against the alternative 
. Obviously,  implies that  and  have the same dimension 211 : TT ≠H 0H 1T 2T 1−k . 
By using the well-known union-intersection principle of test construction,  may be 
decomposed as the intersection of 
0H
1−k  hypotheses )1,,1(0 −= kmH m K  regarding the 
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equality of the paired components of  and . Thus, denote by  and   the 
sample estimate of  and  obtained by means of  and  replications of two 
selected schemes, by  and  the variance-covariance matrices of  and 
, by  and  the respective jackknife estimates of these matrices and by 
 and  the species observed in the two communities. From the previous results 
by Fattorini and Marcheselli (1999), under  and as 
1T 2T 1Tˆ 2Tˆ
1T 2T 1n 2n
11 / nΩ 22 / nΩ 1Tˆ
2Tˆ jack1Vˆ jack2Vˆ
1SO 2SO
0H ∞→21 , nn , 
 where ),()ˆˆ( 121
2/1 I0TTΨ −
− →− k
d
N 2211 // nn ΩΩΨ += . Hence, by means of the 
quantities 22
2
121 ˆˆ/)ˆˆ( mmmmmmm vvTTZ +−=  where  and  are the m components of 
 and  while  and are the elements of  and , Bishop et 
al. (1991) suggest the following conservative rule: accept  if 
1mˆT 2mˆT
1Tˆ 2Tˆ
2
1ˆ mmv
2
2ˆ mmv ),( mm jack1Vˆ jack2Vˆ
0H αψ ,1−≤ kmZ  for any 
; reject  and accept the dominance of  if there is at least one 
significant positive (negative) difference and no significant negative (positive) 
differences; reject  and accept the crossing of the two profiles if there is at least one 
significant positive difference and one significant negative difference. Also in this case 
a problem arises since the value of  is unknown. Fattorini and Marcheselli (1999) 
suggest considering  and  of order , thus setting at 0 the last 
component of the vector with the lower number of observed species. Moreover, as to 
the determination of the critical value 
1,,1 −= km K 0H )( 21 TT
0H
k
1Tˆ 2Tˆ )0,0max( 21 SS
αψ ,1−k  a suitable conservative solution is to 
choose k as the maximum number of species which might be present in the two 
communities. Fattorini and Marcheselli (1999) apply the proposed procedure for the 
mutual comparison of diversity for the avian populations settled in 11 parks in Milano 
and Pavia (Italy). Subsequently, Marcheselli (2003) considers the case in which 
 for some , which may occur, for example, in the presence of some rare 
species with unit abundance. The author proves that in this case the jackknife does not 
provide consistent estimators of  and proposes an alternative conservative estimator 
based on a generalization of the Delta method.          
hl NN = hl ≠
Ω
      
 
6. The estimation of species richness 
 
Species richness represents the simplest and most direct index of ecological diversity 
and it is often used as a convenient proxy for several aspects of biodiversity. The 
problem of estimating species richness has been studied for many years. Bunge and 
Fitzpatrick (1993) list more than 125 references on the topic. This section only focuses 
on the procedures based on presence-absence data, which bypass the estimation of 
species abundance and may be suitably applied under independent replications of an ES. 
Generally speaking, presence-absence data may be represented by an  matrix 
 where  denotes the vector in which  if at least one 
individual of species  is detected at occasion 
kn×
[ ]nzz ,,1 K [ T1 ,, ikii zz K=z ] 1=ilz
),,1( kll K= ),,1( nii K=  and  0=ilz  
otherwise. It is worth noting that the same kind of data also arise in capture-recapture 
experiments. Hence, the myriad of mark-recapture methodologies adopted to estimate 
  
– 142 –
the size of a closed population may also be adopted in estimating species richness. 
However, most of these procedures are based on the assumption that the  are 
independent over all i and l, but while the independence between occasions may be 
ensured by field work, under realistic sampling schemes, the independence between 
species detections may sound like an oxymoron for any ecologist who is familiar with 
the concept of inter-specific association. Thus, more realistically, consider an ES and 
denote by 
ilz
lθ  the probability of detecting species l (which is given by the probability of 
sampling at least one individual of such species) and by lhθ  the probability of detecting 
species l and h jointly. Obviously, even if the ES is strictly ruled to quantify the 
inclusion probabilities of selected individuals, the inclusion probabilities of species are 
unknown, depending on their abundance as well as on their spatial distributions. 
However, under n independent replications of an ES,  constitutes n iid 
variables with expectation  and variance-covariance matrix  
where  is a k square matrix having 
nzz ,,1 K
[ T1 ,, kθθ K=θ ] TθθΦΘ −=
Φ lhθ  as its lh element, with lll θθ = . Thus, their 
mean z  constitutes an unbiased estimator for  with variance-covariance . 
Moreover 
θ n/Θ
),()(2/1 I0θzΘ k
d
Nn →−− . As to the estimation of species richness, it is 
worth noting that , in such a way that the species observed 
may be rewritten as 
∑ = >== kl lIkk 1 )0()( θθ
∑ = >== kl lzIkSO 1 )0()(z . Obviously SO underestimates k. Thus, 
Heltshe and Forrester (1983a) propose the use of  first-order jackknife to reduce the bias 
of SO while subsequently Smith and van Belle (1984) consider the use of second-order 
jackknife and bootstrap. Theoretical studies on the properties of these estimators have 
long been neglected. Recently, D’Alessandro and Fattorini (2002) have outlined the 
asymptotical inadequacy of these procedures to reduce bias since  has null 
derivatives at θ . Moreover, as to the finite-sample properties, the authors prove the 
inability of re-sampling procedures to reduce bias in the presence of species with very 
small inclusion probabilities. An alternative way to estimate k may be the fitting of the 
species accumulation curve 
)(θk
[ ]T1 ,, nγγ K=γ , where ikl li k )1(1∑ = −−= θγ  denotes the 
expected number of species observed in i occasions. Under the assumption that the  
are independent, Colwell et al. (2004) prove that 
ilz
[ ]T1 ,, ncc K=c , where 
, ( ) ( )∑−1 > −−= 0l ll n nn inii SOc ( ) 0=ab  if ba <  and  denotes the number of occasions in 
which species l is detected, constitutes the minimum variance unbiased estimator for 
ln
γ  
(note that the same result was previously proved by Smith and Grassle, 1977, when 
individuals are selected using SRSWOR). Thus a maximum likelihood estimation of  
as well as of the parameters contained in 
k
γ  may be performed together with an 
extrapolation of the curve with the objective of estimating the number of additional 
species that would be found by additional occasions. In order to avoid over-
parametrizations, Colwell et al. (2004) suggest working with the more parsimonious 
curve { }∑ = −−= Hh ihhi k 1 )1(1 θλγ  where H is the number of species having different 
inclusion probabilities and hλ  is the proportion of  species having inclusion probability 
hθ , with ∑ . Confidence intervals for k and for extrapolated values of the = =Hh h1 1λ
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curve are obtained by a re-sampling procedure. Surprisingly, the same results on the 
efficiency of c as an unbiased estimator of γ  and the same re-parametrization of the 
curve are independently considered by D’Alessandro (2003) under the more realistic 
situation in which n independent replications of an ES are adopted to sample the 
community. In this case the asymptotic normality of some selected component of c, say 
, is proven for fixed imi cc ,,1 K mii <<K1  and ∞→n , the consistency of the jackknife 
estimator of their variance-covariance matrix is also proven in such a way that  and 
the remaining 
k
γ  parameters are estimated by non-linear generalized least-squares. Also 
in this case a re-sampling procedure is adopted to obtain confidence intervals for k and 
for the extrapolated values of the curve.   
 
 
7.  Future developments 
 
As to the estimation of population totals by mean of replicated ES, Barabesi (2003) 
points out the equivalence of the procedure to a Monte Carlo integration. In this 
framework the random selection of points n over a baseline or over the whole study area 
is equivalent to the crude Monte Carlo integration and provides estimators with  
variances. Thus a more attractive procedure consists of partitioning the baseline or the 
study region into N  intervals or quadrats of equal size and generating a random point in 
each of them. In environmental sampling this scheme is referred to as unaligned 
systematic sampling while in the framework of integration techniques it is referred to as 
the modified Monte Carlo method. Barabesi and Pisani (2004) and Barabesi and 
Marcheselli (2005) show that unaligned systematic sampling provides improved 
estimators of totals with variances. Accordingly, the unaligned systematic 
placement of points to estimate abundance and diversity indexes seems to be a 
promising strategy which requires further theoretical and empirical investigation. 
Moreover, as to the techniques for reducing the bias of diversity index estimators, Chao 
and Shen (2003) propose a method (which combines Horvitz-Thompson adjustment for 
missing species with the concept of sample coverage) which seems to outperform the 
jackknife procedures. Unfortunately, these conclusions are obtained under SRSWOR of 
individuals. Thus they should be generalized to more realistic sampling schemes. 
Finally, Dardanoni and Forcina (1999) extend the Bishop et al. (1991) procedure for the 
comparison of two Lorenz curves to the case of more than two curves. Accordingly, 
their procedure could be adapted, mutatis mutandi, to the comparison of more than two 
intrinsic diversity profiles.        
)( 1−nO
)( 1−no
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