The forward-backward operator splitting algorithm is one of the most important methods for solving the optimization problem of the sum of two convex functions, where one is differentiable with a Lipschitz continuous gradient and the other is possibly nonsmooth but proximable. It is convenient to solve some optimization problems in the form of dual or primal-dual problems. Both methods are mature in theory. In this paper, we construct several efficient first-order splitting algorithms for solving a multi-block composite convex optimization problem. The objective function includes a smooth function with a Lipschitz continuous gradient, a proximable convex function that may be nonsmooth, and a finite sum of a composition of a proximable function and a bounded linear operator. To solve such an optimization problem, we transform it into the sum of three convex functions by defining an appropriate inner product space. On the basis of the dual forward-backward splitting algorithm and the primal-dual forward-backward splitting algorithm, we develop several iterative algorithms that involve only computing the gradient of the differentiable function and proximity operators of related convex functions. These iterative algorithms are matrix-inversion-free and completely splitting algorithms. Finally, we employ the proposed iterative algorithms to solve a regularized general prior image constrained compressed sensing (PICCS) model that is derived from computed tomography (CT) image reconstruction under sparse sampling of projection measurements. Numerical results show that the proposed iterative algorithms outperform other algorithms.
Introduction
In this paper, we consider solving a composite convex optimization problem that takes the form of
where H and {G i } m i=1 are Hilbert spaces, f ∈ Γ 0 (H) is differentiable with an L-Lipschitz continuous gradient for some constant L ∈ (0, +∞), and g ∈ Γ 0 (H) may be nonsmooth. Given an integer m ≥ 1, for each i ∈ {1, 2, · · · , m}, h i ∈ Γ 0 (G i ) and L i : H → G i is a bounded linear operator. Here, Γ 0 (H) denotes the class of proper lower semicontinuous (lsc) convex functions that are defined in the Hilbert space H. In the following, we always assume that the proximity operators with respect to g and {h i } m i=1 have a closed-form solution. The optimization model (1.1) includes a large number of existing models as special cases. For example, (i) Let m = 1. For simplicity and brevity, we drop the subscript "1". Then, the optimization problem (1.1) reduces to min x∈H f (x) + g(x) + h(Bx), (1.2) which has been studied in [1] [2] [3] [4] [5] .
(ii) Let f (x) = 0. Then, the optimization problem (1.1) becomes
which has been studied in [6, 7] . which has been studied in [8] . Further, let B i = I for each i ∈ {1, 2, · · · , m}, where I denotes the identity operator. Then, the optimization problem (1.4) reduces to 5) which has been studied in [9, 10] .
(iv) Let f (x) = 0 and g(x) = 0. Then, the optimization problem (1.1) reduces to 6) which has been studied in [11] .
Owing to the emergence of the compressive sensing theory, the problem of minimizing the sum of two convex functions when f = 0 or g = 0 in (1.2) has attracted considerable attention in recent years. A number of efficient iterative algorithms have been developed to solve such this problem, which has wide application in signal and image processing. Examples include the iterative shrinkage-thresholding algorithm (ISTA) and fast ISTA (FISTA) [12, 13] , twostep ISTA [14] , primal-dual hybrid gradient algorithm (PDHGA) [15] , primal-dual proximity algorithm (PDPA) [16] [17] [18] and primal-dual fixed point algorithm based on proximity operator (PDFP 2 O) [19, 20] , etc.
Operator splitting is the most powerful methods for solving monotone inclusion problems, and it can be easily applied to the above-mentioned convex optimization problems. Operator splitting methods include forward-backward splitting [21] [22] [23] , Douglas-Rachford splitting [24, 25] and forward-backward-forward splitting [26] . As operator splitting methods mainly focus on solving inclusion problems of the sum of two monotone operators (see Definition 2.1), they cannot be directly used to solve composite convex optimization problems, such as (1.1). A typical alternative is to transform the optimization problem or inclusion problem into a sum of two functions in a product space. Combettes and Pesquet [27] first introduced a primaldual splitting algorithm for solving monotone inclusions involving a mixture of sums, linear compositions, and parallel sums of set-valued and Lipschitz operators, including the composite convex optimization problem (1.1) as a special case. Consequently, they obtained a primaldual splitting algorithm to solve the optimization problem (1.1), but the obtained iterative algorithm did not make full use of the cocoercive (see Definition 2.4) property of the gradient of function f (x). In [28] , Vu studied a monotone operator inclusion problem having the same formulation as that of [27] . Under the condition that the involved main operator is cocoercive, Vu proposed a new type of primal-dual splitting algorithm to solve the composite convex optimization problem (1.1). In contrast to the approach of Vu [28] , Condat [1] proposed a primal-dual algorithm to solve the optimization problem (3.1) and extended it to solve the composite convex optimization problem (1.1). In fact, Vu's algorithm [28] is equivalent to the Condat's algorithm [1] . Some generalizations of the Condat-Vu algorithm [1, 28] can be found in [29, 30] . Combettes et al. [31] further pointed out that the primal-dual version of the Condat-Vu algorithm [1, 28] can be derived from the variable metric forward-backward splitting algorithm [32] framework. The variable metric forward-backward splitting algorithm provides a unified framework for analyzing the convergence of primal-dual splitting algorithms [33] . As the considered composite convex optimization problem (1.1) is closely related to the optimization problem (1.2) of the sum of three convex functions, besides the work of Vu [28] and Condat [1] , we briefly review other existing iterative algorithms developed to solve it. Lorenz and Pock [2] proposed an inertial forward-backward splitting algorithm to solve the optimization problem (1.2). This algorithm is derived from an inertial variable forward-backward splitting algorithm for finding a zero of the sum of two monotone operators, where one of the two operators is cocoercive. Motivated by the idea of the primal-dual fixed point algorithm based on proximity operator (PDFP 2 O) [20] and the preconditioned alternating projection algorithm (PAPA) [34] , Chen et al. [3] proposed the so-called primaldual fixed point (PDFP) algorithm to solve the optimization problem (1.2). They proved its convergence on the basis of the traditional fixed point theory. More recently, Yan [4] proposed a new primal-dual algorithm for solving the optimization problem (1.2), namely the primal-dual three operators (PD3O) algorithm. The PD3O algorithm can be reduced to the three operator splitting algorithm developed by Davis and Yin [35] when B = I in (1.2). Tang and Wu [5] proposed a general framework for solving the optimization problem (1.2). The proposed iterative algorithms can recover the Condat-Vu algorithm [1, 28] , the PDFP algorithm [3] and the PD3O algorithm [4] . The key idea is to use two types of operator splitting methods: forward-backward splitting and three operator splitting. Although the obtained iterative schemes have a subproblem, which does not have a closed-form solution, they can be solved effectively by the dual and primal-dual approach.
In this paper, we propose several effective iterative algorithms to solve the composite convex optimization problem (1.1). Although existing iterative algorithms, such as those of Vu [28] and Condat [1] can be used to solve this problem, our approach offers the following novelties and improvements. (1) To solve the optimization problem, we define the inner product space and transform the original optimization problem into that of the sum of three convex functions. By defining an inner product and a norm in the introduced inner product space, we analyze the proximity calculation of the corresponding function and the properties of an adjoint operator. We generalize the iterative algorithm proposed by Tang and Wu [5] to solve the composite convex optimization problem (1.1). In addition, the convergence theorems of these algorithms are given. (2) The iterative parameters of the Condat-Vu algorithm [1, 28] are controlled by an inequality that includes the Lipschitz constant and the operator norm. In our iterative algorithms, the Lipschitz constant and operator norm are independent. Thus, parameter selection is simplified. (3) To demonstrate the efficiency of our algorithm, we apply it to the regularized general prior image constrained compressed sensing (PICCS) model (5.3), which is derived from computed tomography (CT) image reconstruction. Furthermore, we compare the proposed iterative algorithms with some existing iterative algorithms, including the alternating direction method of multipliers (ADMM) [36] , the splitting primal-dual proximity algorithm [7] , and the preconditioned splitting primal-dual proximity algorithm [7] .
The remainder of the paper is organized as follows. Section 2 presents some basic notations and definitions used in this paper. Section 3 reviews some existing iterative algorithms for solving the minimization problem (1.2), which will be extended to solve the composite optimization problem (1.1). Section 4 introduces our main iterative algorithms for solving the composite optimization problem (1.1). In addition, the convergence of the proposed iterative algorithms is proved under mild conditions on the iterative parameters. Section 5 presents an application of the proposed iterative algorithms for solving the regularized general PICCS model. Further, numerical experiments on computed tomography (CT) image reconstruction are conducted to demonstrate the effectiveness and efficiency of the proposed iterative algorithms. In addition, the proposed iterative algorithms are compared with state-of-the-art methods, including the ADMM, splitting primal-dual proximity algorithm, and preconditioned splitting primal-dual proximity algorithm. Finally, Section 6 concludes the paper.
Preliminaries
Throughout the paper, let H be a Hilbert space, where ·, · denotes the product defined on H and its associated norm is x = x, x for any x ∈ H. Let Γ 0 (H) denote the set of all proper lower semicontinuous convex functions from H to (−∞, +∞]. Further, δ C (x) denotes the indicator function that is 0 if x ∈ C and +∞ otherwise. In addition, I denotes the identity operator on H. Let A : H → 2 H be a set-valued operator. The domain of A is defined as domA = {x ∈ H|Ax = ∅} and the graph of A is defined as gra A = {(x, w) ∈ H × H|u ∈ Ax}.
Let zer A = {x ∈ H|0 ∈ Ax} denote the set of zeros of A and let ran A = {u ∈ H|(∃x ∈ H)u ∈ Ax} denote the range of A. Let us recall the following concepts, which are commonly used in the context of convex analysis(see, for example, [37] ). 
3)
It follows from the Cauchy-Schwarz inequality that if T is β-cocoercive, then T is 1/β-Lipschitz continuous, but the converse is not true in general. However, from the BaillonHaddad theorem, we know that if f : H → R is a convex differential function with 1/β-Lipschitz continuous gradient, then ∇f is β-cocoercive.
The proximity operator is a natural generalization of the orthogonal projection operator, which was introduced by Moreau [38] . It plays an important role in the study of nonsmooth optimization problems. Definition 2.5. (Proximity operator) Let f ∈ Γ 0 (H). For any λ > 0, the proximity operator prox λf is defined as
Let f ∈ Γ 0 (H), where ∂f is maximal monotone and the resolvent of ∂f is the proximity operator of f , i.e., prox f = J ∂f . It follows from the definition of the proximity operator that it is characterized by the inclusion x = prox λf (u) ⇔ u − x ∈ λ∂f (x). Furthermore, we have the inequality 5) which is useful for proving the convergence of proximity algorithms. One of the most attractive properties of the proximity operator is that is firmly nonexpansive, i.e., also nonexpansive. Thus,
Many simple convex functions which have a closed-form of proximity operator, such as the ℓ 1 -norm of · 1 etc. The Moreau equality provides an alternative way to calculate the proximity operator from its Fenchel conjugate, i.e.,
where f * denotes the Fenchel conjugate of f and is defined as f * (y) = max x x, y − f (x).
Additional properties of the proximity operator and closed-form expressions of the proximity operator of various convex functions can be found in [39] .
In the following, we briefly recall the discrete definition of total variation (TV). Let u ∈ R n×m . For example, u could be an image. We assume reflexive boundary conditions for u and define the discrete gradient ∇u = (D x u, D y u) as a forward difference operator:
Then, the so-called anisotropic total variation u AT V is defined as
The isotropic total variation u IT V is defined as
Next, we introduce another equivalent definition of the above-mentioned anisotropic total variation (2.10) and isotropic total variation (2.11). First, we need to transform the twodimensional image matrix into a column vector. Let u ∈ R nm , where R nm is the usual nm-dimensional Euclidean space. Let us define a first-order difference matrix B as
and a matrix D as 13) where I denotes the identity matrix and ⊗ denotes the Kronecker inner product.
(1) The anisotropic total variation u AT V defined by (2.10) is equivalent to u AT V = Du 1 .
(2) The isotropic total variation u IT V defined by (2.11) is equivalent to u IT V = Du 2,1 , where
In general, the performance of the anisotropic total variation is better than that of isotropic total variation in computed tomography (CT) image reconstruction(see, for example, [40] [41] [42] ). Therefore, we report only the numerical results using anisotropic total variation in the numerical experiments.
3 Iterative algorithms for solving the sum of three convex functions (3.1)
In this section, we review some existing iterative algorithms for solving the minimization problem involving the sum of three convex functions in the form of
where H and G are two Hilbert spaces, f ∈ Γ 0 (H) is differentiable with an L-Lipschitz continuous gradient for some L ∈ (0, +∞), g ∈ Γ 0 (H) and h ∈ Γ 0 (H) may be nonsmooth, and B : H → G is a bounded linear operator. The proximity operators of g and h are assumed to be easily computed.
In [5] , Tang et al. proposed a general framework for solving the optimization problem (3.1). The main idea is to combine the operator splitting methods with the dual and primal-dual solution of the subproblem. The following two main iterative algorithms were obtained. Initialize: Given arbitrary x 0 ∈ X and y 0 ∈ Y . Choose γ and λ.
(Outer iteration step) For
End the inner iteration step when some stopping criterion is reached. Output:
4. End the outer iteration step when some stopping criterion is reached.
Algorithm 3.2 Primal-dual forward-backward splitting algorithm for solving the optimization problem (3.1) Initialize: Given arbitrary x 0 , x 0 ∈ X and y 0 ∈ Y . Choose γ ∈ (0, 2/L). Let σ > 0 and
g (
End the inner iteration when the primal-dual gap is less than some stopping criterion and output x
End the outer iteration step when some stopping criterion is reached
They proved the convergence of Algorithm 3.1 and Algorithm 3.2 in finite-dimensional Hilbert spaces and obtained the following theorems. Further, Tang et al. [5] showed out that Algorithm 3.1 and Algorithm 3.2 could be reduced to the PDFP algorithm [3] and the Condat-Vu algorithm [1, 28] for solving the optimization problem (3.1). In fact, let j k = k and let the number of inner iterations be 1. Then, the iteration schemes of Algorithm 3.1 become
which is exactly the PDFP algorithm proposed by Chen et al. [3] , who proved the convergence of (3.2) under some conditions on the parameters γ and λ.
. Then, the iterative sequence {x k } generated by (3.2) converges weakly to a solution of (3.1).
Remark 3.1. Chen et al. [3] proved the convergence of the iterative sequence (3.2) in finitedimensional Hilbert spaces. The weak convergence of the iterative sequence (3.2) can be easily obtained by using the same technical proof of Chen et al. [3] .
Similarly, by letting j k = k, x k = x k , and the number of inner iterations be 1, after simple calculation, the iteration schemes of Algorithm 3.2 become
where
. The iteration scheme (3.3) was independently proposed by Condat [1] and Vu [28] . The following convergence theorem was proved.
Theorem 3.4. ( [1, 28]) Let
1 τ ′ − σ ′ B 2 > L/2. Then, the iterative sequence {x k } generated
by (3.3) converges weakly to a solution of (3.1).
Besides Algorithm 3.1 and Algorithm 3.2, a dual three operator splitting algorithm and a primal-dual three operator splitting algorithm were also proposed in [5] to solve the optimization problem (3.1). In [5] , it was shown that the dual three operator splitting algorithm recovered the PD3O algorithm presented in [4] . Although the PDFP algorithm [3] and PD3O algorithm [4] were obtained from different perspectives, they coincide with each other, as observed in [5] . The primal-dual three operator splitting algorithm is not the same as Algorithm 3.2, but numerical results presented in [5] showed that the performances of both algorithms are similar. Therefore, we conclude that Algorithm 3.1 and Algorithm 3.2 are two basically iterative algorithms for solving the optimization problem (3.1). In the next section, we will generalize them to solve the composite convex optimization problem (1.1).
4 Iterative algorithms for solving the composite convex optimization problem (1.1)
To solve the composite convex optimization problem (1.1), we need to group the composite function m i=1 g i (L i x) into one function so that it can be simplified. First, let us introduce some notations. Let us define Cartesian product space G = G 1 × G 2 × · · · × G m and introduce two scalar products defined on G.
(1) For any y = (
It is easy to prove that the product space G equipped with product ·, · 1,G and ·, · 2,G are Hilbert spaces. The associated norm of G with product
and the associated norm of G with product
, for any y = (y 1 , · · · , y m ) ∈ G, and the linear operator B : H → G by B(x) = (B 1 x, · · · , B m x). Then, the original optimization problem (1.1) can be recast as follows,
We note that the function h is proper, convex, and lower semi-continuous because each h i ∈ Γ 0 (G i ) is proper, convex, and lower semicontinuous. To derive an effective iterative algorithm, we prove some useful properties of the function h and linear operator B. The first lemma is proved under the product ·, · 1,G and norm y 1,G on G.
Proof. (i)
From the definition of the proximity operator, we have
(ii) On the basis of the Fenchel conjugate, we have
Further, we obtain
which means that
Lemma 4.1 presents the basic properties of prox λh , h * , and B * in the Hilbert space G equipped with product ·, · 1,G and norm y 1,G . We can obtain similar results in the Hilbert space G equipped with product ·, · 2,G and norm y 2,G .
As the technical proof process of Lemma 4.2 follows the same process as that of Lemma 4.1, we omit it here. Furthermore, it is not difficult to prove that the operator norm of B is equal to 
). 4. End the outer iteration step when some stopping criteria is reached 
; End the inner iteration when some stopping criteria is reached 3. Update
). 4. End the outer iteration step when some stopping criteria is reached
We present the following convergence theorems related to Algorithm 4.1 and Algorithm 4.2, respectively. Proof. Since the optimization problem (1.1) is equivalent to the optimization problem (4.3), so we obtain the following iterative sequence for solving (1.1) via Algorithm 3.1. Proof. By Lemma 4.1, the iteration scheme of Algorithm 4.1 can be rewritten as follows:
where the dual variables y k = (y
The obtained iteration scheme (4.9) is exactly the PDFP algorithm adopted to solve the problem (4.3) of the sum of three convex functions. Therefore, it follows from Theorem 3.3 that the iterative sequence {x k } converges weakly to an optimal solution of (4.3), which is also a solution of the composite convex optimization problem (1.1). Let the Hilbert space G be equipped with product ·, · 2,G (4.2), by Lemma 4.2, the iterative sequence (4.8) reduces to the iteration scheme in Algorithm 4.2. Further, In Algorithm 4.2, let the number of inner iterations be 1 and the updated iterative sequences y
for any i ∈ {1, 2, · · · , m}. According to Lemma 4.2, we can rewrite the iteration scheme of Algorithm 4.2 in the same way as that of (4.9). Therefore, we have the following convergence theorems of Algorithm 4.2. As the proof is similar to that of Theorem 4.1 and Theorem 4.2, we omit it here. 
4. End the outer iteration step when some stopping criterion is reached. 
(Outer iteration step) For
4. End the outer iteration step when some stopping criterion is reached. Proof. The following iterative sequence is obtained by applying Algorithm 3.2 to the optimization problem (4.3). Proof. Based on the assumption, by Lemma 4.1, the iteration scheme of Algorithm 4.3 can be recast as follows,
, and σ ′ = σ γ . Then, the iterative sequences (4.11) can be rewritten as
The iteration scheme (4.12) is equivalent to the Condat and Vu algorithm adopted to solve the problem (4.3) of the sum of three convex functions. It is easy to check that 1/τ
L/2. Therefore, we can conclude from Theorem 3.4 that the iterative sequence {x k } converges weakly to a solution of the composite convex optimization problem (1.1).
By Lemma 4.2, we can also represent the iteration scheme of Algorithm 4.4 in the same way as (4.10) and (4.11). As with Theorem 4.5 and Theorem 4.6, we obtain the following convergence theorems of Algorithm 4.4. (2) Let f (x) = 0 in the iteration scheme (4.12) of Algorithm 4.3. Then, it recovers the iterative algorithm proposed in [6] for solving the optimization problem (1.3). The iteration scheme (4.12) of Algorithm 4.4 recovers the iterative algorithm proposed in [7] .
(3) Huang et al. [8] proposed two efficient iterative algorithms, namely the composite splitting algorithm (CSA) and Fast CSA, to solve the optimization problem (1.4), where they assumed that {B i } (4) Setzer et al. [11] proposed an iterative algorithm for solving the optimization problem (1.6), which is based on the ADMM. It includes a subproblem of solving a linear system equation that can be solved explicitly or iteratively. Our proposed iterative algorithms have a more simple structure. Every step of our proposed iterative algorithms has an explicit formulation.
Numerical experiments
In this section, we will employ the proposed iterative algorithms to solve an optimization model that is suitable for reconstructing computed tomography (CT) images from a set of undersampled and potentially noisy projection measurements. The proposed iterative algorithms are compared with several representative algorithms, including ADMM [36] , splitting primal-dual proximity algorithm (SPDP) [7] , and preconditioned SPDP (Pre-SPDP) [7] . All the experiments are accomplished by Matlab and on a standard Lenovo laptop with Intel(R) Core(TM) i7-4712MQ 2.3GHz CPU and 4GB RAM.
First, we briefly present an optimization model of CT image reconstruction.
Computed tomography image reconstruction problem
In recent years, the compressive sensing theory and related methods have been successfully applied to low-dose computed tomography (CT) image reconstruction problems. As most CT images have piece-wise smooth constants, the total variation (TV) regularization term has gained wide spread use in the CT image reconstruction model. Many efficient first-order methods have been developed to solve TV image reconstruction models. In 2008, Chen et al. [43] proposed a prior image constrained compressed sensing (PICCS) model for reconstructing CT images from few-view and limited angles data. The PICCS model takes the form of
is the system matrix, b ∈ R m×1 is the measured data, and x p ∈ R n denotes a prior image.
The PICCS model is a generalization of the traditional constrained total variation (TV) image reconstruction model. It reduces to the constrained TV model when α = 0. The PICCS model has attracted considerable attention because it requires less sampling data than the traditional constrained TV model to obtain a reasonable reconstruction image(see, for example, [44] and the references therein. Recently, Tang and Zong [45] proposed a general PICCS model as follows: min
where ϕ 1 and ϕ 2 are two proper, lower semicontinuous convex functions, C is a nonempty closed convex set and the remaining assumptions are the same as those of (5.1 In this paper, we introduce a regularized general PICCS model as follows:
where λ 1 > 0 and λ 2 > 0 are regularization parameters. The quadratic loss function is reasonable under the assumption that the collected data vector b is corrupted by Gaussian noise. The regularized general PICCS model (5.3) can be rewritten as
The optimization problem (5.4) is a special case of the composite convex optimization problem (1.1). In fact, let f (x) =
To apply the proposed iterative algorithms, we have ∇f (x) = A T (Ax − b) and the proximity operator of g(x) is the orthogonal projection onto the closed convex set C, i.e., prox λg (u) = P C (u) for any λ > 0. Furthermore, owing to the Moreau equality, the proximity operators of h * 1 and h * 2 can be calculated from h 1 and h 2 , respectively. Therefore, the proposed iterative algorithms can be implemented easily.
On the other hand, the optimization problem (5.4) can also be rewritten in the form of (1.3). In fact, let h 1 (x) =
. Therefore, the splitting primal-dual proximity algorithm and the preconditioned splitting primal-dual proximity algorithm developed in [7] can be used to solve the regularized general PICCS model (5.3). In addition, the ADMM [36] provides a very general framework for solving various convex optimization problems including the regularized general PICCS model (5.3). We briefly present the unscaled form of ADMM method [36] below for solving the regularized general PICCS model (5.3):
where ρ 1 > 0 and ρ 2 > 0. Here, the updated sequence {x k+1 } is obtained by the standard gradient projection algorithm, i.e.,
Experimental setup
The proposed iterative algorithms, namely Algorithm 4.2 and Algorithm 4.4 are compared with ADMM, SPDP and Pre-SPDP. The parameters of each algorithm are set as follows. We set γ = 1.9/( A 2 + ρ 1 D 1 2 + ρ 2 D 2 2 ) and ρ 1 = ρ 2 = 1 for ADMM. For SPDP and Pre-SPDP, the parameters are set to be the same as those in [7] . We select Algorithm 4. We use the same data-set as that used in [45] in the numerical experiments. The standard 256 × 256 Shepp-Logan phantom image is used as the reconstructed image (Figure 1 (a) ). The priori image x p in the regularized general PICCS model (5.3) is obtained by adding a random Gaussian noise with mean 0 and variance 0.01 to the original Shepp-Logan phantom ( Figure  1 (b) ). We set the nonempty closed convex set C to be nonnegative set, i.e., C = {x|x ≥ 0}.
The phantom is scanned by a fan beam with 20 views distributed from 0 to 360 and 100 rays in each view. The size of the system matrix A is 2000 × 65536. The simulated projection data is generated by AIRtools [46] . Random Gaussian noise with mean 0 and variance e is added to the collected data vector b.
The image reconstruction quality is evaluated on the basis of the signal-to-noise ratio (SNR) and normalized mean square distance (NMSD), where
and
where x is the average value of the original image x and x r is the reconstructed image. We set the regularization parameters λ 1 = 0.4 and λ 2 = 0.5 throughout the test. The stopping criterion for all the test algorithms is defined as
where ǫ > 0 is a given tolerance value.
Numerical results and discussions
In this subsection, we report the numerical results obtained by the considered iterative algorithms. The numerical results are summarized in Table 1 . "Iter" represents the iteration number used when the iterative algorithm stops under the given stopping criterion ǫ. The symbol '-' implies that the maximum number of iterations exceeds 40000 . We can see from Table 1 that Algorithm 4.2 requires fewer iterations than the other iterative algorithms to achieve the same accuracy. The SNR value achieved by Algorithm 4.4 is nearly the same as that achieved by Algorithm 4.2. However, Algorithm 4.4 requires more number of iterations than the Algorithm 4.2. The SNR and function value versus number of iterations of all the tested algorithms are shown in Figure 2 . We can observe that the objective function value of all the tested algorithms reaches nearly the same minimum value. For better visual inspection, Figure 3 shows magnified views of Figure 2 . We observe that the SNR values of Algorithm 4.2 and Algorithm 4.4 always increase with the number of iterations. However, the SNR values of the ADMM, SPDP and Pre-SPDP increase first, and then decrease after reaching the maximum value. For example, in the experiment with e = 0.01 and ǫ = 10 −8 , the maximum SNR value and the corresponding number of iterations are 38.9533 (dB) and 2398 for ADMM. 38.7777 (dB) and 38706 for SPDP, and 38.8469 (dB) and 39381 for Pre-SPDP. Therefore, we can conclude that Algorithm 4.2 and Algorithm 4.4 are more robust than the other algorithms in CT image reconstruction. Figure 4 shows the reconstructed images obtained by the tested algorithms. 
Conclusions
In this paper, we proposed several first-order splitting algorithms for solving the composite convex optimization problem (1.1). Many problems arising in signal recovery and image processing are special cases of this problem. To solve the considered convex optimization problem (1.1), we defined a Cartesian product space and transformed the original optimization problem into that of the sum of three convex functions, including a smooth function with a Lipschitz continuous gradient, a nonsmooth proximable function, and a composition of a proximable function and a linear operator. In the newly defined inner product space, we define an inner product and a norm (both different); one was weighted and the other was unweighted. We generalized the dual forward-backward splitting algorithm and the primal-dual forward-backward splitting algorithm to solve the composite convex optimization problem (1.1) and obtained the corresponding iterative algorithms under the defined inner product space. Furthermore, under certain conditions, we proved the convergence of the proposed iterative algorithms. We observed that if the weight vectors of the weighted inner product space are equal, then the corresponding iterative algorithm is equivalent to the iterative algorithm obtained in the unweighted inner product space. Furthermore, we applied the proposed iterative algorithms to the regularized general PICCS model (5.3) for CT image reconstruction from undersampled projection measurements. The numerical results indicated that the proposed iterative algorithms facilitate accurate reconstruction of the CT images. Compared with state-of-theart ADMM, SPDP, and Pre-SPDP, the proposed iterative algorithms were shown to be more robust than those of others in terms of signal-to-noise ratio (SNR) versus number of iterations.
