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Zusammenfassung Auf der Grundlage der Maxwellschen Gleichun-
gen wird das Verhalten von TE-Moden in einem Halbleiterinjek-
tionslaser untersucht. Dabei wird in der Ladungsträgerbilanzglei-
chung die Zeit t nur als Parameter zugelassen. Es ergeben sich 
Aussagen über die Spektralverteilung der TE-Moden. 
Summary The behaviour of TE-modes in a semiconductor injection 
laser is analysed. In the charge carrier conservation equation 'the 
time t is considered as a parameter only. A discussion of the TE-
mode spectrum is given. 
Pe3roMe Mhl liCCJie,n;.oBaJIH .CBOHCTBa TE MO,ll. B rroJiyrrpo-
BOJRam;_eM liH'beRCliOHHOM Jia3epe Ha oa3e ypaBHeHliH MaRC-
BeJIJia. B ypaBHeHlili oaJiaHca 3ap.H,ll.OB BpeM.H t BRJIIO"t!eHHoe 
TOJI:ORO RaR rrapaMeTp. llocTHraJIH pe3yJI:oTaToB o cBolicTBax 









Wenn ein Halbleiter von Licht bestrahlt wird, gelten für das elektromagnetische Feld die 
Maxwellschen Gleichungen 
18B 
--- ==rot E 
c 8t ' 
18D ~ ßt ==rot H - (a - g (N)) E, div D == 47rp, div B == O. 
Hierbei sind E und H das elektrische und magnetische Feld, D und B die dielektrische 
Verschiebung und die magnetische Induktion, a die elektrische Leitfähigkeit und g (N) 
der optische gain (Verstärkung des Feldes in Gebieten mit Inversion) und p und c die 
Raumladungsdichte und die Lichtgeschwindigkeit. Wie für optische Felder üblich sei B == H 
und p == 0. Wir schreiben 
mit P als Polarisation. Zwischen P und E gibt es eine materialabhängige Beziehung, mit 
der der übliche Ansatz D == EE in Einklang zu bringen ist; E wird dabei im allgemeinen 
keine konstante Größe sein. x, y, z seien kartesische Koordinaten, deren Ursprung im Halb-
leitergebiet liegt; ·e3 bezeichne den Einheitsvektor in z-Richtnng. Wir suchen eine Lösung 
der Maxwellschen Gleichungen, bei der das elektrische Feld E die Form einer in z-Richtung 
fortschreitenden transversalen monochromatischen Welle (TE mode) hat: 
-
E (x, y, z, t) == E (x, y) cos (kz - wt) + E (x, y) sin (kz - wt), -E ( x, y) e3 == E ( x, y) e3 == 0. (1) 
2. Problemstellung 
-
Mit Ei== Ecoskz, E2 == Esinkz, Ei== Esinkz, E2 == Ecoskz läßt sich (1) in der Form 
E ( x, y, z, t) == (Ei ( x, y, z) + Ei ( x, y, z)) cos wt + ( E2 ( x, y, z) 
+ E2(x, y, z)) sinwt 
schreiben. Als Maß für die Intensität des elektrischen Feldes führen wir die Größe 
1 ( - )2 1 ( - )2 1 (- ~2) 
s == '2 Ei + Ei + 2 E2 + E2 == 2 ~ + E 
(2) 
ein. Der physikalischen Realität entsprechend postulieren wir zwischen P und E eine Re-
lation der Form 
P(x,y,z,t) == X(x,y,z;w,s)E(x,y,z,t). 
Das Halbleitermaterial setzen wir bezüglich der z-Richtung als achsialsymmetrisch voraus, 
d.h. wir verlangen 
X(x,y,z;w,s)=X(r;w,s), r= .Jx2 +y2. 
1 
-
Es ist konsequent, davon auszugehen, daß in den TE-Moden E und E ebenfalls nur von r 
abhängen: _ 
E ( x, y) = v (r) i0 , E (x, y) = w (r) i0 , ie = (-~, ~' 0) ; 
man hat dann 
E (x, y, z, t) = [v (r) cos (kz - wt) + w (r) sin (kz - wt)] i 0 , 
P (x, y, z, t) =X (r; w, s) [v (r) cos (kz - wt) + w (r) sin (kz - wt)] i 0 , 
1 ( 2 2) s = 2" v (r) + w (r) . 
Die Abhängigkeit zwischen D und E setzen wir in der Form 
D ( x, y, z, t) = { 1 + 47r X ( r, w, s)} (9i - 9 ( N) 2) E ( x, y, z, t) 
an. Dabei ist 9(N) der aus der Lasertheorie bekannte optische gain und 9i der Brechungs-
index des von äußeren Feldern unbeeinflußten Materials; der gain hängt bei Halbleiterin-
jektionslasern nur von der Ladungsträgerdichte N ab. Wir setzen 9(N) als nichtnegative 
beschränkte monoton wachsende Funktion voraus. Es existiere ein Ni > 0 mit 9( N) = 0 
für alle N < Ni und 9( N) > 0 für alle N > Ni; es bezeichne 90 die obere Grenze von 
9(N), 90 < 9i· Für N = N(x, y, z) besteht eine Bilanzgleichung, N hängt von der Zeit t 
nicht explizit ab. Wegen · 
rot E = k [v (r) sin (kz - wt) - w (r) cos (kz·- wt)] er 
+ [ ( v'(r) + v~)) cos (kz -Wt) + ( w'(r) + w~)) sin (kz -wt)] er 
mit er als Einheitsvektor in radialer Richtung ergibt sich das Magnetfeld H aus der Max-
wellscheri Gleichung~~~+ rot E = 0 zu 
~H = - ~ (v(r) cos (kz - wt) + w(r) sin (kz - wt)) er 
c w 
+ ~ ( ( v'(r) + v~)) sin (kz - wt) - ( w'(r) + w~r)) cos (kz - wt)) e3 • 
Die in der Maxwellschen Gleichung*~~= rot H - (er - 9 (N)) E auftretenden Ausdrücke 
haben folgende Gestalt 
2 
a D { - } ( 2 2) a E ßt = 1+47rX (r,w, s) g1 - g (N) ßt 
= { 1+47rX (r,w, s)} (g~ - g (N) 2) w [v(r) sin (kz -wt) - w(r) cos (kz - wt)] i 8 , 
(
8Hr 8Hz) . ck 
rot H = ßz - ßr ie = -~ [-kv(r) sin (kz -wt) - kw(r) cos(kz - wt)] ie 
c [( /1 v
1
(r) v(r)) . - - v (r) + -- - - sm(kz - wt) 
w r r 2 
( 
/1 11/(r) w(r)) ] - w (r)+-r----;:2 cos(kz-wt) ie 
C { [ II V
1 
( 1 2 \ ] . ( = - w V + -:;: - ~2 + k ) V Slil kz - wt) 
- [w" + :' - (:2 +k2) w] cos(kz - wt)} i 0 - (er - g(N)) E 
= -(o- -·g(N))'[v(r) cos(kz -··wt) + w(r) sin(kz -wt)]i8 . 
Ein Vergleich der Koeffizienten von cos(kz - wt) und von sin(kz - wt) in ~ ~~ = rot H -
(o- - g(N))E l~efert dann für v(r) und w(r) die Differentialgleichungen 
~ [ 1 +47r X(r, w, s)] (g~ - g (N) 2 ) wv(r) = - ~ [v"(r) + v';r) - ( :
2 
+k2) v(r)] 
- (o- - g(N))w(r), (3) 
~ [ 1 +47r X(r, w, s)] (g~ - g (N) 2) ww(r) = ~ [ w"(r) + w';r) - (:
2 
+k2) w(r)] 
- (o- - g(N))v(r). (4) 
In dem vom Halbleitermaterial eingenommenen räumlichen Gebiet möge G ein Teilgebiet 
bezeichnen, das ein Intervall der z-Achse enthält. In G gelte die Ladungsträgerbilanzglei-
chung 
1 s 
DßN - -;.N - g(N)M + J = o, (5) 
wobei D 6-N die Diffusion, ; N spontane Emission, g( N) 11 :1J stimulierte Emission und J eine 
Quelldichte beschreibt. In der Praxis der Halbleiterinjektionslaser ist durch eine geeignete 
Materialwahl dafür gesorgt, daß N nur in einem begrenzten Teilgebiet G des Halbleiters 
von null verschiedene Werte annimmt. Der Strom J wird in G als Quellverteilung der 
Ladungsträger interpretiert. Indem man auf dem Rand von G eine homogene Neumannsche 
Bedingung vorschreibt, trägt man der Tatsache Rechnung, daß die Ladungsträger aus G 
nicht abfließen können. Wir nehmen an, N hänge explizit nur von r ab, dann hat (5) die 
Form 
D , / 1 1 · v ( r) 2 + w ( r) 2 ( 5,) -(rN (r)) - -N(r) - -2 g(N(r)) J( ( )2 ( ) 2 ) d + J = 0. r T 7r vr +wr rr 
3 
Es sei r 0 > 0 eine gegebene Zahl, welche die Größe des Gebietes G charakterisiert. Von 
N(r) wird dann verlangt, daß es sich auf [O, r0 ] beschränkt verhält und 
N' (ro) = 0 (6) 
gilt. Es ergibt sich dann folgendes 
Problem A: Man finde Funktionen N(r ), v(r) und w(r ), wobei v lind w nicht beide identisch 
verschwinden, die folgenden Bedingungen genügen 
i) v,w, E 0 2 ((0, oo)\ {r1 , ... ,rm}) n 0 1 (0, oo), NE H1(G) 
ii) v" + ~ - r\v + ( 4:~2 X(r,w,s) + ~:) (gr - g(N) 2 )v -k2v = -w(a - g(N))w, 
w" + ~' - r12 w + ( 4:~2 X(r,w, s) + ~;) (g~ - g(N) 2 ) w - k2w = -w(a - g(N))v, 
!2.(r N')' - 1.N - ...L (N) v(r)2+w(r)2 + J - 0 
r r 27rg J(v(r)2+w(r)2)rdr - ' 
iii) lim v ( r) = lim w ( r) =::: 0; 
r-70 r-70 
lim v' ( r) und lim w' ( r) existieren, 
r-70 r-70 
lim v ( r) = lim w ( r) = lim v' ( r) = lim w' ( r) = 0 für r -+ oo 
iv) v, w E H 1 (JR2). 
3. Schwac_he Form~lierung ~es Problems 
Für das Studium v.on Problem Aist es nützlich, die Funktionen u(r) und U(r) einzuführen, 
die durch 
1 1 
u(r) = r2v(r), U(r) = r2w(r) 
definiert werden. Wir zerlegen 
mit XL(r) = limX(r, w, s) = X(r, w, 0) und setzen 
s-70 
A = -k2 + ~; g~ ( 1 + 47r XL( 00)) ' 
dann geht Problem A über in das äquivalente Problem A': Man finde Funktionen u(r), U(r) 
und N(r), wobei u(r) und U(r) nicht zugleich identisch verschwinden und die folgenden 
Bedingungen erfüllt sind 
i') u, U E 0 2 ((0, oo )\ {r1 , „. , rm}) n 0 1 (0, oo ), NE H 1(G), 
4 
ii') u11 - 4; 2 u + q(r )(g~ - g( N) 2 )u + p(r, s )(g~ - g( N) 2 )u 
-~; g(N) 2 ( 1+47rXL(oo)) u + .Xu = -w(cr - g(N))U, 
U" - 4;2 U + q(r)(gf - g(N) 2 )U + p(r, s)(gf - g(N) 2 )U 
-~; g(N) 2 ( 1+47rXL(oo)) U + .XU = w(cr - g(N))u, 
iii') limr-~u(r) und limr-~U(r) existieren und lim r-~u(r) = lim r-~U(r) = 0, 
r~O r~O r~oo r~oo 
iv') uEH1 (0,oo), UEH1 (0,oo); 
die Zahl .X ist der Bedingung - oo < .X ~ :; g~ ( 1 + 47r XL ( oo)) unterworfen. 
Wir stellen uns das Ziel, Problem A' durch ein äquivalentes Variationsproblem zu ersetzen, 
wobei die Randbedingungen in natürlicher Weise berücksichtigt werden. 
Definition: .X, u, U, N heißt eine schwache Lösung des Problems A', wenn 
w
2 
2 { · ....... } . -oo <.X~ -;_291 1+47rXL(oo) , 
{u, U} E H6(0, oo) x H6(0, oo)\{O, O}, NE H1(G) 
gilt und 
(u', cp') + (U', <I>') = \ { q(r )(g~ - g( N) 2 ) - 4~~ + p(r, s )(g~ - g( N) 2 ) 
:: g(N) 2 ( 1+47riL(oo l) + ,\} u, cp) 
+ \ { q(r)(g~ - g(N)2) - 4~2 + p(r, s)(g~ - g(N) 2 ) 
:: g(N)2 ( 1 +47riL( oo)) +A} U, <I>) 
+ (w(cr - g(N))U, cp) + (-w(cr - g(N))u, <.P), 





\Dr (rN) - ;.N - 27rr g N fooo(u(r) 2 + U(r) 2 )dr + J,x = 0 
für alle cp, <.P E HJ ( 0, oo), X E H 1 ( G). 
Wir unterwerfen X folgenden Voraussetzungen 
a) Es gibt m Intervalle (ri, Ti+i), 0 ~ r1 < r2 < ... < Tm < Tm+i = oo, so daß 
X(r,s) = Xi(r,s) für r E h,Ti+i) und s > 0 ist, wobei xi E C1(h,ri+i] X (O,oo)) X 
C ([ri, Ti+i] X [0, oo)) gilt. 
b) axl = o. 8r r=O 
5 
c) X(r, s) ist für jedes r als Funktion. von s nicht fallend. 
d) Für XL(r) = limX(r,s), Xs(r) = lim X(r,s) gleichmäßig für alle kompakten Teil-
s-to s-too 
mengen von (0, oo) gilt 0 ::::; XL(r) ::::; Xs(r) < oo für alle r > 0, wobei XL( oo) und 
Xs( oo) existieren und endlich sind. 
e) Zu jedem i = 1, ... , m gibt es ein /i > 0 und eine Funktion Bi(r) E Ch, Ti+i] mit 
~~ Xi(r,s~~ti(r,o) = Bi(r) gleichmäßig in h, Ti+1J, für r --+ oo soll Bm+l (r) beschränkt 
sein. Hängt X stetig von r ab, so sei m = 1. 
Es gilt dann der folgende Satz: 
Wenn X die vorstehenden Voraussetzungen erfüllt, ist jede Lösung von Problem A' eine 
schwache Lösung und umgekehrt. 
Beweis: Sei )., u, U, N eine schwache Lösung. Wegen u, U E HJ(O, oo) gilt u, U E C[O, oo) 
mit 
1 '( 1 ( limr-2u r) = limr-2U(r) = lim u(r) = lim Ur)= 0 
r-tO r-tO r-too r-too 
und man sieht, daß p(r, s )u„ p(r, s )U E L2(0, oo) und 
{ q(r )(gi - g(N)2 ) - 4~2 + p(r, s )(g~ - g(N) 2 ) 
- :: g(N)2 ( 1 +4'1l"XL(oo)) + >.} u(r) E L2 (R, oo ), 
{ q(r)(g~ - g(N)2) - 4~2 + p(r, s)(gi - g(N)2 ) 
- ::g(N)2 (i +4'1l"XL(oo)) + >.} U(r) E L2(R,oo), 
für beliebiges R > 0 zutrifft. Dann folgt aus der Definition der schwachen Lösung, das 
u, u E H 2 (R, ()()) ist. Daraus ergibt sich u, u E C1(0, ()()) n C2 ((0, ()() )\{r1, ... 'Tm}) und 
u" - 4~2 u + q(r)(g~ - g(N) 2 )u + p(r, s )(g~ - g(N) 2)u - :: g(N) 2 ( 1+4'11" XL( oo)) u 
+ .-\u = -w(a - g(N))U, 
U" - 4~2 U + q(r)(g~ - g(N) 2 )U + p(r,s)(gi- g(N)2 )U- ::g(N)2 (i +4'1l"XL(oo)) U 
+ .-\U = -w(a - g(N))u 
für r E (0, oo)\{r1, ... ,rm} NE H 1(G) und es gilt lim u'(r) = lim U'(r) = 0. 
r-too r-too 
Indem man ausnutzt, daß r-~ und r312 ein Fundamentalsystem der Gleichung u" - 4; 2 u = 0 
bilden, zeigt sich, daß auch die Grenzwerte lim r-312u(r) und lim r-3! 2U(r) existieren. 
r-tO r-tO 
Damit ist klar, daß )., u, U, N Lösung des Problems A' ist. 
6 
Wenn wir umgekehrt annehmen, X, u, U, N sei eine Lösung des Problems A', sehen wir, 
daß limu(r) == limu'(r) == limU(r), == limU'(r) == 0 und r-1u(r),r-1U(r) E L2(0, oo) 
r-+0 r-+0 r-+0 r-+0 
gilt. Multipliziert man nun die beiden Differentialgleichungen mit beliebigem cp bzw. cp E 
HJ (0, oo), integriert von 0 bis R > 0, wendet auf die Glieder mit den zweiten Ableitun-
gen partielle Integration an und berücksichtigt die obigen Tatsachen, so ergibt sich, daß 
\ u, U, N eine schwache Lösung unseres Problems ist. 
4. Linearisierungen 
Zunächst betrachten wir zwei linearisierte Probleme, wir ersetzen nämlich X durch die 
Grenzwerte XL bzw. Xs. D.h. wir beschäftigen uns mit den Grenzfällens== 0 und s = oo. 
Diese linearisierten Eigenwertprobleme untersuchen wir, indem wir geeignete quadratische 
Formen einführen. Als erstes denken wir X durch XL ersetzt; es sei als p = 0. Wir definieren 
die bilineare Form 
a(u,U,v, V)= (u',v') -( { q(r){g~ - g(N)2)- 4~2 
- ::g(N)2 (l+47rXL(oo)) }u(r),v(r)) 
+ (U', V') - ( { q(r)(g~ - g(N)2) - 4~2 
- :: g(N)2 ( 1+ 47rXL(oo))} U(r), V(r)) 
a ist stetig, nach unten beschränkt und symmetrisch 1 bzgl. HJ; a ist in L2 abgeschlossen. 
Es läßt sich daher a( u, U; v, V) in eindeutiger Weise ein selbstadjungierter Operator S 
zuordnen: 
a(u, U; v, V)= (s(u, U), (v, V)) = (Su, v) + (SU, V) 
mit D(S} = { u E H5 : u" - 4;2u E L2(0, oo )}, 
Su = -u" -{ q(r)(g~ - g(N)2)- 4~2 - ::g(N)2 (1+47rXL(oo)) }u. 
-+ 
Bezeichnet A das Infimum des Spektrums von S, dann folgt 
. { a(u, U, u, U) H 1 H 1 \{ }} 
A = mf lu I ~ + I U I ~ : u, U E 0 x 0 0, O 
-+ 
und das wesentliche Spektrum von S liegt im Intervall [O, oo ). In diesem linearen Fall 
bedeutet die Suche nach Lösungen des Problems A' bzw. nach schwachen Lösungen die 
-+ -+ 
Suche nach Eigenwerten von S. In einem homogenen linearen Material ist q(r) = 0, und S 
1vgl. [1], S. 78 
7 
-+ 
hat keine Eigenwerte. Andererseits hat S wenigstens einen negativen Eigenwert dann und 
nur dann, wenn es wenigstens ein Paar u, U gibt, für das a( u, U, u, U) < 0 ist. Hat man 
liminf r2 q(r)gi > 1, 
r-too 
-+ -+ 
so besitzt S unendlich viele negative Eigenwerte. Wenn S negative Eigenwerte hat, ge-
winnt man für das zugehörige nichtlineare Problem Aussagen über die Existenz schwacher 
Lösungen, indem man bekannte Sätze über die Bifurkation bei einfachen Eigenwerten an-
wendet. Das läuft darauf hinaus, daß Lichtwellen, die bei linearer Suszeptibilität den Licht-
leiter infolge aufeinander folgender Totalreflexionen passieren, dies auch beim Übergang zu 
nichtlinearer Suszeptibilität tun. 
Wir ersetzen nun X durch Xs. Mit Q(r) = 4:~2 { X5 (r) -·Xs(oo)} lauten die Differenti-








u + ~ Xs(oo) -XL(oo) (gi - g(N) 2 )u 








U + ~ Xs(oo) - XL(oo) (gt - g(N) 2 )U 
2 
- :~ g(N) 2 (i + 47rXL-(oo)) U +AU~ w(a - g(N))u. 
Dies führt auf die quadratische Form 
mit 
a00 ( u'. U, v, V) = (u', v') - ( { Q(r )(g~ - g(N) 2 ) - 4~2 - A';'} u(r), v(r)) 
+ (U', V') - ( { Q(r)(g~ ~ g(N)2 ) - 4~2 -A';'} U(r), V(r)) 
a 00 ist eine stetige symmetrische Form und man hat 
Wenn wir mit A 00 die untere Grenze des Spektrums des von a00 erzeugten selbstadjungier-
ten Operators A bezeichnen, folgt 
Aoo • { a
00
( u, U, u, U) 1 1\{ } 
= mf lu I ~ + I U I ~ : u, U E H0 X .Ho 0, 0 
8 
und das wesentliche Spektrum von A liegt im Intervall [A~, oo ). Aus den über X getroffenen 
Voraussetzungen ergibt sich 
47fw
2 
{ - - } --
2
- sup Xs(r) - XL( oo) (gi - g(N) 2 ) ::;; NXJ ::;; Ar;.::;; 0. 
·C r~O 
Es läßt sich dann zeigen, daß es nur zu solchen Zahlen .X Lösungen des Problems A' geben 
kann, die der Bedingung .X ~ A 00 genügen. Unter einer geringen Zusatzvoraussetzung an 
X(r, s) (Hölderstetigkeit bezüglich s bei s = 0 und Summierbarkeit von X(r, s )) kann die 
Zahl .X nicht positiv sein. 
5. Variationsproblem 
Wir wenden uns nun dem nichtlinearen Problem zu und definieren zunächst das Funktional 
<P : H'J -t IR vermöge 
.P(s) = L'° P(r, s )dr, 
P(r, s) = [ p(r, t)t dt 
wobei 
gesetzt wird. Wir berechnen 
P(r, s) = [ p(r, t)t dt = 
4:~2 [ XNL(r, ~r- 1t2 )t dt 
1 -1 2 2 1 -1 2 . 2 2 
47fw2r 12r s - 47fw r 12r s - 27fw s -= XNL(r, r)dr = 
2 
X(r, r)dr - 2 XL(r). c2 o c o . . c 




00 47fW T f 2r 5 - 27fW S -
{ 
2 1 -1 2 . 2 2 } 
0::;; <P(s) = Jo P(r,s)dr = Jo c2 Jo X(r,r)dr- c2 XL(r) dr 
::; 
2:~2 f {Xs(r) -XL(r)} s(r)2 dr 
27fw
2 
[- - ] 2 2 ::;; - 2- sup Xs(r) - XL(r) (lul2 + IUl2)· 
C r~O 
Daraus ist 
.P'(s )S = [" p(r, s(r ))s(r)S(r)dr für alle s, SE H5 
ablesbar. Setzt man F(s)(r) = p(r,s(r))s(r), dann bildet F von HJ nach L 2 ab, ist be-
schränkt und stetig und es gilt 
<P'(s)S = (F(s), S) für alle s, SE H6. 
Für beliebiges reelles .X definieren wir 
J>.( u, U) = ~a( u, U; u, U) - ~>.( lul~ + IUI~) - <P( s ). 
9 
Damit läßt sich Problem A' als Variationsaufgabe formulieren. Es gilt nämlich der Satz: 
Unter den angegebenen Voraussetzungen über X und unter der Beschränkung 
-eo < ,\ ~ ~; (gi - g(N) 2 ) ( 1+47r XL( eo)) sind die Aussagen 
1) ,\, u, U, N ist Lösung von Problem A' 
2) u, U E HJ x HJ\{O, O}, Ji(u, U) = 0 
~ -> 
3) u, U E D(S), S(u, U) - F(s) = -X(u, U), u, U =f. 0, 0 
äq ui valent. 
Bei der Suche nach nichttrivialen Lösungen von 
~ 
S(u, U) - F(s) = -X(u, U) 
~.!. 
ist die Aussage D(S
2
) = HJ(O, eo) x HJ(O, eo) von Nutzen. Eine entscheidende Rolle beim 
~ 
Studium von ( *) spielt die Abschätzung der mit S und F verbundenen Energie auf einer 
Fläche 
S(d) = { u, U E H6 X H6: lul~ + IUI~ = d2 }. 
Dies läuft hinaus auf den Ausdruck 
m(d) = inf { ~a(u, U;u, U) - <I?(s); u, U E S(d)} 
Es gilt dann der folgende Satz: 
Wenn X bzw. p und q die angegebenen Bedingungen erfüllen, so ist m~d) eine nirgends 
wachsende Funktion von d E (0, eo) und es gilt 
m(d) > ~A00 für alle d > 0 
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