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Abstract 
Passive and active tracers are used to examine particle mixing and reactive front 
dynamics in an open shallow flow of water past a circular cylinder.  A quadtree grid 
based Godunov-type shallow water equation solver predicts the unsteady flow 
hydrodynamics of the wake behind the cylinder.  The resulting periodic flow field 
consisting of a von Kármán vortex street is decomposed and stored over one oscillatory 
period using Singular Value Decomposition (SVD).  Particles are advected according to 
the reconstructed flow field from the SVD modes, with continuous spatial velocity 
information obtained via bilinear interpolation.  Passive particle dynamics driven by 
different SVD flow modes is investigated, and it is found that the flow field recovered 
from the mean flow and the first pair of time varying modes is adequate to represent the 
complicated dynamical properties induced by the original flow field.  Active 
autocatalytic reaction, A + B → 2B, is incorporated into the particle advection model, 
assuming surface reaction.  Active particles are found to trace out an expanded version 
of the unstable manifold of the chaotic saddle in the wake, in qualitative agreement with 
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published analytical results.  The numerical model is applicable to mixing and transport 
processes in more complicated shallow environmental flows. 
 
Key Words: chaotic advection; open shallow flow; active particles; singular value 
decomposition; vortex shedding 
 
Introduction 
Mixing and transport processes have a major influence on the water quality of shallow 
environmental flows. Examples include the transport and dispersion of contaminants, 
the distribution of mine tailings in tailings ponds, the growth and decay of micro-
organisms in reservoirs or lakes, suspended sediment transport in rivers, lakes and 
estuaries, and the concentration of heavy metals near outfalls.  Mixing in non-turbulent 
flows can be greatly enhanced by complicated particle behaviour caused by chaotic 
advection [1, 2].  Chaotic advection, first introduced by Aref in the early 1980s, is a 
concept derived from nonlinear dynamics and is widely used as an approach to 
investigate transport and mixing problems in fluid flows. 
 Particle tracking requires integration of the advection equations describing the 
motion of individual particles in an Eulerian velocity field (u, v).  In a two-dimensional 
Cartesian coordinate system, the advection equations are  
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where (x, y) is the particle position at time t and (u, v) are the flow velocity components 
at (x, y, t).  To produce chaotic advection, the Eulerian velocity field in the advection 
equations (1) is not necessarily very complicated (turbulent).  In fact, as Aref [1] 
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showed, particle trajectories can become chaotic even when the Eulerian velocity at any 
given fixed point in space is simply periodic in time.  This implies that chaotic 
advection can occur in practical situations, such as the mixing of paint by stirrers (see 
e.g. [2, 3]), and wind-induced dispersion in shallow lakes [4], as well as idealisations 
such as the incompressible fluid flow field of three identical point vortices [5]. 
 Equation (1) describes the motions of particles that are passively advected by the 
underlying fluid flow; i.e., particles are assumed not to interact and have no effect on 
the background flow.  However, in many cases, the particles themselves impose 
dynamical effects in addition to being advected by the background fluid flow.  
Examples include the growth and decay of algae in lakes, and chemical reactions due to 
the resuspension of mine tailings.  In this paper, the advected particles are assumed to 
undergo certain chemical or biological changes, but do not themselves affect the 
background fluid flow.  The dynamical behavour of active particles is significantly 
different from that of passive particle tracers in chaotic hydrodynamical flows.  This 
topic has attracted considerable attention, and various models have been applied to a 
wide range of chemical and ecological problems (e.g. [6-10]).  However, few 
investigations have considered mixing and transport processes involving active chaotic 
advection in natural shallow water flows, where the boundary geometry and spatial flow 
structure are normally very complicated.  Therefore, numerical schemes that can 
simulate mixing in shallow flows would be valuable. 
This paper presents a numerical study of an autocatalytic active process, A + B 
→ 2B, in an open shallow flow.  It should be noted that a hydrodynamical flow is 
regarded as open if there is a mean flow passing through a typical observation region 
and the flow outside the observation window has no significant feedback on the particle 
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dynamics within.  A simple example of an open flow is incompressible viscous mean 
flow past a circular cylinder.  Different flow patterns develop in the wake depending on 
the Reynolds number.  The flow far away from the cylinder both upstream and 
downstream is asymptotically simple.  For Reynolds numbers in the range of 40 < Re < 
250, laminar vortex shedding occurs alternately behind the cylinder, leading to a von 
Kármán vortex street, which oscillates at a constant frequency described by the Strouhal 
number.  Recently, the von Kármán vortex street has been employed in studies of 
passive and active particle mixing (e.g. [7, 10-12]).  Here the advection of active 
particles by a von Kármán vortex street is reconsidered, with the flow field predicted 
using a quadtree grid based Godunov-type shallow water equation solver.  Such an 
approach is applicable to open shallow flows with complicated geometries.  The 
predicted flow field is decomposed and stored using Singular Value Decomposition 
(SVD) and the particle trajectories are moved by the velocity field reconstructed from 
the first few SVD modes.  Numerical predictions are compared with the analytical 
solution based on the theory derived by Károlyi et al. [7].   
 
Simulation of Shallow Flow past a Circular Cylinder 
The flow hydrodynamics is approximated by the shallow water equations, assuming 
hydrostatic pressure.  In differential hyperbolic conservation form, the shallow water 
equations may be written as  
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where u is the vector of conserved variables, f and g are flux vectors, s is the vector of 
source terms. In the absence of surface wind stresses, bed friction stresses and Coriolis 
force, the vectors are 
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where ζ is the water surface elevation above still water level, hs is the still water depth; h 
(= hs + ζ) is the total water depth; ε is the kinematic eddy viscosity coefficient; g is the 
acceleration due to gravity; Sox (= – ∂hs / ∂x) and Soy (= – ∂hs / ∂y) are the bed slopes in 
the two Cartesian directions.  The shallow water equations (2) are solved using an 
adaptive quadtree grid based second-order finite volume Godunov-type numerical 
scheme implemented with the HLLC approximate Riemann solver and MUSCL-
Hancock method [13].  It should be noted that the above shallow water equations ensure 
that the flux gradient and source terms are balanced mathematically, removing any need 
for additional numerical treatment when the bed varies spatially [14].   
Figure 1(a) illustrates the flow domain, where a vertical surface-piercing circular 
cylinder of diameter D = 2 m is located halfway across a rectangular channel, with the 
co-ordinate origin at the centre of the cylinder, 5 m from the upstream inflow boundary.  
The channel is 5 m wide and 30 m long, and has a flat horizontal frictionless bed.  The 
still water depth is 0.1 m.   At the western inlet boundary, the flow velocity is increased 
linearly from rest to u0 = 0.5 m/s in 10 s.  The depth at the eastern outflow boundary is 
set at 0.1 m.  The Reynolds number of the flow is 2500 == εDuRe .  The acceleration 
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due to gravity is g = 9.81 m/s2.  Open transmissive conditions are imposed on the west 
and east boundaries.  The north and south lateral boundaries are reflective (slip).    
Figure 1(b) shows the quadtree grid fitted to the domain, in which the highest and 
lowest subdivision levels are set to 9 and 6, respectively, and there are a total of 7226 
leaf cells (see [13] for details of the quadtree grid generator).  A fixed time step of ∆t = 
0.01 s is used.  For the first 15 s, a no-slip boundary condition is applied to the northern 
half of the cylinder wall while the southern half has a slip boundary condition.  This 
promotes asymmetry and the onset of vortex shedding.  After 15 s, a no-slip boundary 
condition is applied to the entire circular wall.  After a starting transient, the wake flow 
behind the cylinder develops into a stable von Kármán vortex street. 
 The periodicity of the wake flow is indicated by the phase diagram of u and v in 
Figure 2, formed by plotting the Cartesian velocity components u and v at point (1.5D, 0) 
from 10,000 to 10,500 s after starting the simulation.  The phase diagram consists of a 
figure-of-eight closed orbit with a period of 13.83 s corresponding to a Strouhal number 
St = fv D / u0 = 0.289, where fv is the shedding frequency. 
For validation purposes, the numerical model has also been used to simulate 
vortex shedding from a circular cylinder at Re = 200 in a rectangular channel 50 m long 
and 20 m wide.  In this case, the lateral boundaries have almost no effect on the vortex 
shedding process.  The predicted Strouhal number of St = 0.182 agrees closely with 
values (typically, St = 0.185) obtained by Braza et al. [15] and Franke et al. [16].  It 
should be noted that Braza et al. and Franke et al. solved the planar Navier-Stokes 
equations whereas the present work is based on the shallow water equations. 
 Figure 3 presents the instantaneous vorticity fields obtained at t = 0.25 T and t = 
0.5 T, with the beginning of a period chosen to be arbitrary.  The oscillatory flow pattern 
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due to alternate vortex shedding from the cylinder is evident, and the vorticity field 
during the second half of a period can be inferred via symmetry.  Each period, two 
vortices grow from alternate sides of the central line behind the cylinder, detach, and 
then drift downstream.  The shed vortices are eventually damped out by viscosity.  
Figure 4 shows the time-averaged vorticity field, where a pair of counter-rotating 
vortices is evident immediately behind the cylinder. 
 
Singular Value Decomposition of the Flow Field 
For the purpose of particle tracking, the stable oscillating flow field is recorded for 
4,000 intervals over one period.  Because the flow domain is discretised by a quadtree 
grid into 7226 cells, a large data matrix of size of 7226 × 4000 is required to store the 
flow field over a single period.  In order to avoid the huge storage requirement for the 
complete flow oscillation, the flow field in one period is decomposed using Singular 
Value Decomposition (SVD) (see [17, 18]) and then stored using a few SVD modes.   
 The magnitudes of the SVD modes (singular values) are conventionally sorted 
into descending order.  It is often the case that the magnitudes of the first few SVD 
modes are much larger than the rest.  A satisfactory approximation to the original data 
can thus be made by truncation, leaving only a small number of SVD modes.  The 
truncation error of the approximation is indicated by [19]  
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The flow field has the constant mean flow information subtracted before 
decomposition using SVD.  Figure 5 illustrates the magnitudes of the first 30 SVD 
velocity modes and the accuracy of the recovered data in variance as a function of the 
number of modes being used.  In this flow, the SVD modes appear as pairs, each of 
similar magnitude.  The first pair of modes has magnitudes that are about four times 
larger than the second pair and accounts for more than 90% of the variance.  
Approximately 99.5% of the variance can be recovered by using just four pairs of SVD 
modes, in this problem.  Figure 6 shows the recovered oscillatory vorticity field at t = 
0.25 T using the first four pairs of SVD velocity modes, which is almost identical to the 
original one shown in Figure 3(a).  Storage of the flow information for four pairs of 
SVD modes involves using three matrices of dimensions of 7,226 × 8, 8 × 1 and 4,000 × 
8, and an additional matrix of 7,226 × 2 for the mean flow field, respectively, which 
effectively reduces the data storage by a (large) factor of 280. 
For the present case of viscous flow past a circular cylinder, the SVD 
decomposes the flow field into a set of spatial modes each of which oscillates 
sinusoidally at harmonics of the shedding frequency.  In the following section, we will 
show that these SVD flow modes have important properties and are closely related to 
the resulting particle dynamics. 
 
Passive Particle Advection by SVD Flow Modes 
It should be noted that SVD projects the data onto an orthonormal basis along which 
both spatial and temporal coherences of the signals are maximized.  Coherent spatio-
temporal structures, such as travelling waves, are strongly correlated in time and space 
and therefore appear more evident in this new basis.  The vorticity fields for the first 
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two pairs of SVD velocity modes are presented in Figure 7.  The vorticity fields for the 
first pair of spatial SVD modes have a symmetric structure about the x-axis, mainly 
consisting of counter-rotating vortices spaced along the central line of the channel.  The 
time varying flow field represented by the first pair of SVD modes is dynamically 
analogous to Aref’s blinking vortex flow [1], except that, in the present case, the vortex 
induced flow changes sinusoidally rather than abruptly.  Hence it is expected that the 
first pair of modes will have a dominant influence on the particle dynamics.  The second 
pair of spatial SVD modes presents a skew-symmetric structure with counter-rotating 
vortices located each side of the x-axis.  These vortex pairs possess a straight dividing 
streamline along the central line of the channel, across which no particle exchange can 
occur.  Therefore, it is anticipated that the second pair of SVD modes will only 
contribute to local particle mixing out towards the walls of the channel.  Furthermore, 
because the magnitudes of the second pair of modes are about a quarter those of the first 
pair, even the local modification of particle mixing is insignificant. 
The dynamical properties of the SVD flow modes can be further visualised as 
the profile of y-direction velocity component (v) along the central line of the channel, 
shown in Figure 8.  This velocity component v is important in moving particles in the y-
direction and thus is responsible for rapid particle mixing in this case.  Figure 8(a) 
shows the v profiles at different times within half a period for the flow recovered from 
the first pair of SVD modes.  These profiles represent a propagating wave-type structure 
moving downstream but with decreasing amplitude due to the viscosity of the fluid.  
This periodic oscillation of the flow is strong in the near wake region while, in the far 
wake, the flow becomes steady eventually, which in turn implies that complicated 
particle motions are only induced in the near wake.  For the flow recovered from the 
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second SVD mode however, the y-direction velocity component along the central line is 
invariably zero.  Figure 8(b) provides the v profiles for the flow recovered from 4 pairs 
of SVD modes, accounting for about 99.5% of the variance of the original flow field.  It 
may be observed that the velocity profiles from the first pair of SVD modes are almost 
identical to those from the sum of the first four pairs of modes. 
Tracer particles are released into the flows generated by different SVD modes in 
order to investigate the mixing properties of the corresponding modes.  Herein tracer 
particles are moved by time-integration of the advection equations using a fourth-order 
Runge-Kutta algorithm, where the oscillatory part of the Eulerian velocity field for the 
flow past a circular cylinder is approximated by specific SVD modes.  The spatial 
velocity field is constructed using bilinear interpolation.  Figure 9 shows the trajectories 
of eight tracer particles introduced upstream of the cylinder.  The flow field containing 
the steady flow and the first pair of SVD modes leads to extremely complicated particle 
motions and possible particle trapping.  In contrast, the flow field created from the mean 
flow and only the second pair of SVD modes simply transports the particles 
downstream. 
An important feature of open flows such as that considered here is the existence 
of a chaotic saddle in the unsteady wake behind the cylinder.  If this exists, the particles 
can be trapped inside the mixing region for a long time.  Particle dynamics in chaotic 
open flows may be characterized by an escape rate, the number of particles N(t) present 
in mixing region decaying exponentially in time with an exponent k [20]: 
            
ktNtN −= e)0()( . (4)
The reciprocal value of k is the average chaotic lifetime of the transient chaos, and here 
corresponds to the average time a tracer particle takes to pass through the mixing region 
 11 
and be transported downstream into the simple far wake flow.  Figure 10 illustrates the 
unstable manifold of the chaotic saddle traced out by a small patch of 10,000 passive 
particles released into the flow in front of the cylinder, where the initial square particle 
patch has a side length of 0.4 m and is centred at (-2, 0).  Figure 10(a) shows the 
unstable manifold traced out in the flow field approximated by the mean flow and the 
first pair of SVD modes.  The unstable manifold structure presented in Figure 10(b) is 
produced by a more complete representation of the flow field, formed by the 
approximation to the mean flow and the first four pairs of SVD modes.  Both snapshots 
are taken at t = 2 T and coverage is not perfect due to the finite number of particles.  
Since the particle tracks covering the unstable manifold all originate from a small 
spatial region, it is evident that the particle motions are highly sensitive to their initial 
position, which is a major symptom of chaotic advection.  Visually the unstable 
manifold structure moved by the flow field recovered from the first pair of SVD modes 
is similar to that traced out by the flow field resulting from the first four pairs of flow 
modes.  Thus, the complicated dynamical properties of the chaotic saddle and its effects 
on particle motions can be accurately represented solely by the mean flow and the most 
energetic pair of SVD flow modes.  In passing, we note that the flow-induced particle 
dynamics might be modified and controlled by deliberately modifying the structure of 
the main flow modes with relatively modest external inputs to the flow. 
 The adequacy of the recovered SVD flow fields, the bi-linear interpolation of the 
velocities and the associated particle tracking algorithm for the overall numerical 
prediction of reactive front motion is assessed in Appendix A. 
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Advection of Reactive Particles 
We now investigate active particle motion behind the cylinder, driven by the numerical 
flow field recovered from four pairs of SVD modes.  We assume that the particles are 
advected passively by the flow whilst retaining the capability of chemical reaction or 
biological reproduction.  Here the autocatalytic reaction, A + B → 2B, is used as an 
example of an active process in the chaotic flow. 
Using an analytical model for flow past a circular cylinder, Károlyi et al. [7] 
considered the problem of active particle mixing via autocatalytic reactions and 
developed a surface reaction theory to describe the area )(tAB  covered by the reacting 
particles in the mixing region of an open flow.  Here we show that this theory also 
qualitatively describes the autocatalytic reacting particle dynamics in our numerically 
predicted flow, indicating that the approach is applicable to general environmental open 
flows. 
The continuous reaction equation for an autocatalytic reacting process in an 
open flow proposed by Károlyi et al. [7] is 
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in which ge(t) is a geometrical factor containing information about the unstable 
manifold, vr is the reaction front velocity, and  
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is a positive exponent based on the fractal dimension D0 of the perimeter of the unstable 
manifold.  If the reaction takes place on a simple non-fractal line, i.e., D0 = 1, we have β 
= 0.  Then Equation (5) reduces to a classical surface reaction [21] with a reaction front 
velocity vr and the continuous loss of particles with an escape rate k.  In a chaotic open 
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flow, the boundary of the unstable manifold is fractal with D0 > 1 and, consequently, the 
exponent (– β) in Equation (5) is negative.  This implies that the reactions are enhanced 
due to the fractal boundary between the different reagents (A and B).  Due to the escape 
of advected particles, a balance may exist when the escape (the first term in the right 
hand side of Equation (5)) equals the production due to reaction (the second term in the 
right hand side) [20].  Thus, the reaction equation (5) is dissipative and possesses an 
attractor (a steady solution).  The equilibrium of the reaction can be obtained by solving 
0=BA& , which in turn gives  
            0* =BA , (7) 
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where 0* =BA  is an unstable fixed point and any small perturbation (even a single seed 
particle in the mixing zone) will lead to deviation from that point.  This state may exist 
when no particle enters the mixing zone or the reaction speed is too small and all 
particles are washed downstream.  Once a reaction at the proper speed occurs in the 
mixing region, it will lead to the stationary state (attractor) given by Equation (8) where 
the newborn and escaping particles are balanced.  In the case of no chemical reaction (vr 
= 0), i.e., pure advection, the reaction equation describes an emptying process with k 
being the escape rate, as would be expected.  In two dimensions, a flow capable of 
inducing chaotic advection must be time-dependent (the simplest case is periodic).  In 
other words, the geometrical factor ge(t) is also time-dependent.  Therefore, for a 
periodic open flow like unsteady viscous flow past a cylinder, the attractor for the active 
process is actually a limit cycle of the same period as the underlying flow.  However, 
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given the relatively long time-scale during which the attractor develops, it is reasonable 
to average ge(t) over the time-scale associated with vortex shedding, yielding an 
approximate slowly varying function.  The reaction equation (5) can be expressed in a 
more general form by scaling AB using the equilibrium state *BA : 
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where ge(t) is a function of time and Ge is its limit as time becomes large.  If we define 
the dimensionless area covered by the reacting particle B as *~ BBB AAA = , the reaction 
equation is reduced to a simpler form as 
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If we also assume that the time evolution of ge(t) is dominated by the motion of tracer 
particles along the unstable manifold, then it is reasonable to assume that a single ge(t) 
exists for a specified flow field, independent of the reaction front velocity. 
 If we take ge(t) = Ge, the steady limit, then Equation (10) has an analytical 
solution 
            [ ] ββ +++−−= 1 1)()1( 0e1~ ttkBA , (11) 
where 0t  is an arbitrary constant.  According to the above equation, the universal 
dynamics of the reacting particles is only related to the exponent β, i.e., the fractal 
dimension D0 of the unstable manifold, and the escape rate k.  
In order to represent numerically an autocatalytic reaction in the predicted flow 
field, we assume that interaction occurs to produce products (2B) when particles with 
different properties (A and B) come closer to each other than a prescribed reaction 
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distance σ.  For simplicity, we assume that the computational domain, including both 
the incoming flow and the mixing region in the wake of the cylinder, is covered by a 
uniform square grid with each cell having side length 0ε .  Each square cell represents a 
reacting particle (A or B) and its property depends on the tracer in it.  If there is a tracer 
inside a cell, it is assumed to be always at the cell centre.  Thus, if there are two or more 
tracers inside a single cell, only one survives.  Since we are considering surface reaction, 
the assumption is reasonable and does not have undesirable effects on the overall field 
properties.  Hence, if the distance between the centres of an A-particle and a B-particle 
is less than σ, the A-particle will be converted into a B-particle.  The relationship 
between 0ε  and σ is set so that reactions occur in all the non-converted nearest 
neighbours of a B-particle cell.  In this paper, species A is background material and is 
assumed to fill the whole background flow except those cells containing tracer B. 
 Figure 11 shows the autocatalytic active process experienced by a seed patch of 
400 B-tracers (black) initially released into the numerically predicted flow field in front 
of the cylinder (in the same position as the tracer patch used to trace out the unstable 
manifold).  The side length of a square cell representing a reacting particle is set to 0ε  = 
σ = 0.02 m (1% of the cylinder diameter).  The reaction process occurs in discrete steps, 
whereby five instantaneous reactions take place during each vortex shedding period.  
Between the discrete reaction steps, particles are simply passively advected by the flow.  
Figure 11 shows the area occupied by the B-particles at t = 4 T, where the active 
particles have traced out a complicated structure in the same manner as the passive 
particles.  A quasi-equilibrium state is reached after 4 T, when the average production 
and escape of particles are balanced, and the structure formed by the B-particles changes 
periodically at the vortex shedding period.  It is evident that the active particles also 
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trace out the unstable manifold, but the coverage is much wider due to the advancing 
autocatalytic reaction process.  Therefore reactions actually occur on the surface front of 
the unstable manifold of the chaotic saddle, which thus acts as a catalyst for the active 
process.   
 Figure 12 presents the temporal change of the number of B-particles 
(= 20)( εtAB ) inside the observation window.  The particle population increases rapidly 
in a short transient period.  After about four periods, the growth and decay of the 
particle population reach a stationary periodic state, where the number of B-particles 
produced due to autocatalytic reaction equals the number of B-particles being washed 
out the observation window due to the mean advection. 
 
Comparison with the Model of Károlyi et al. [7] 
Figure 13 plots the average number of B-particles counted within the observation 
domain over one vortex shedding period as a function of the non-dimensional reaction 
front velocity (after reaching the steady periodic state).  The advected active particles 
are assumed to carry out autocatalytic reaction 2 – 10 times per vortex shedding period, 
corresponding to reaction front velocities (vr) of 0.006 – 0.029 m/s (vr/u0 = 0.012 – 
0.058), respectively.  Linear extrapolation downwards indicates zero B-particles when 
the reaction front velocity reduces to zero.  The steady-state particle population 
approximately increases linearly with front velocity up to about 0.012 m/s (vr/u0 = 
0.024).  This confirms that the reaction front motions in the wake are a process of 
widening the unstable manifold.  When the reaction front velocity equals zero, no 
autocatalytic reaction actually occurs and the unstable manifold is not expanded.  
Because the unstable manifold has zero area, the number of B-particles (finite size) 
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covering the manifold is inevitably zero.  For non-zero reaction front velocity, a higher 
velocity simply means faster expansion of the reaction front, with the particle 
population proportional to the reaction front velocity.  This process continues up to a 
reaction front velocity of 0.014 m/s (five reactions per period).  The slope of the curve 
then reduces, indicating that the birth rate of the new products becomes lower.  The 
reason is that, with a sufficiently high reaction front velocity, part of the filamental 
structure on the unstable manifold is covered by the fast reacting front and smeared.  
Hence the contact area for further reaction is reduced and the autocatalytic process 
slows down.  Because the fine-scale structure of the unstable manifold becomes finer 
and finer as the Reynolds number of the system is increased, it is expected that this 
smearing of the smallest geometric features will occur at smaller reaction front 
velocities as the Reynolds number is increased. 
 We have shown that the universal dynamics of autocatalytic reacting particles is 
governed by Equations (10) and (11), which are merely related to the fractal dimension 
D0 and escape rate k of the unstable manifold.  Equation (8) indicates that the fractal 
dimension D0 of the unstable manifold for the von Kármán vortex street can be obtained 
by plotting log(AB) against log(vr) as shown in Figure 14.  By best fit, the curve formed 
by that part with front reaction velocity lower than 0.012 m/s (four reactions in one 
shedding period) is found to have a slope of about 1, indicating a simple widening 
process.  The slope of 2/3 is found to fit that part of curve with front reaction velocity 
greater than 0.014 m/s (five reactions per period), which gives D0 = 4/3 and β = 1/2.  
Curiously, this result for D0 is identical to that obtained by Lovejoy [22] for the area-
perimeter relation for rain and cloud areas. 
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We have previously shown that Károlyi et al.’s [7] model for the growth of the 
area covered by reacting particles can be written in a simple form (Equation 10), and is 
dependent only on the terms: β, ge(t), k and time.  The effect of the reaction propagation 
speed is absorbed within the steady limit of the reacted area *BA .  If this prediction from 
Károlyi et al.’s [7] theory is correct, then the time evolution of the reacted area should 
be identical when non-dimensionised in terms of the steady limit *BA .  Figure 15 
presents the non-dimensional growth in reacted area for front reaction velocities of 
0.014 m/s (five reactions per period), 0.023 m/s (eight reactions per period), and 0.029 
m/s (ten reactions per period), respectively.  The numerical results have been 
transformed to the new coordinate system of *BB AA  against k
 t, where k = 0.06 is 
obtained using Equation (4) by tracking particles.  Apart from an early transient stage, 
all the numerical predictions almost collapse onto a single curve, at least at later times 
when Károlyi et al.’s [7] model should be appropriate.  During the early developmental 
stage, the practical (numerical) behaviour of the active particle dynamics is not 
governed by Equation (8).  This is as expected because the theory is based on the 
assumption that the unstable manifold of the flow is fully covered by active particles.  In 
numerical simulations, the autocatalytic process begins from a small particle patch in 
front of the cylinder and an initial time is needed for the active particles tracing out the 
unstable manifold set in the observation window.  Also shown in the figure is the single 
analytical result derived assuming ge(t) = Ge, the limiting value.  Clearly this 
assumption is not valid overall – it takes considerable time for the unstable manifold in 
the entire downstream length of the observation window to fill with reacting particles. 
We conclude that the constant fractal dimension D0 ≈ 4/3 for large enough front 
propagation speed, the associated scaling of the steady-state reacting area with this 
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speed and the near collapse of the temporal evolution for various speeds to a single form 
are all at least qualitatively consistent with Károlyi et al.’s [7] surface reaction theory. 
 
Conclusions 
This paper has presented a numerical investigation into chaotic advection of passive and 
active particles transported by the von Kármán vortex street in the wake of a vertical 
circular cylinder in a shallow mean flow. 
A quadtree grid based Godunov-type shallow water equation solver is used to 
predict viscous shallow flow past a circular cylinder.  Over one vortex shedding period, 
the oscillatory flow field is decomposed and stored using Singular Value 
Decomposition.  Particle tracking is undertaken using the flow field reconstructed from 
different SVD flow modes.  The SVD flow modes occur in distinct pairs and are found 
to be closely related to the passive particle motions in the wake.  The first pair of modes 
appears to drive most of the dynamical properties of the original flow field.  This SVD 
based representation of the principal flow dynamical features is both physically 
revealing and computationally advantageous.  This raises the intriguing possibility of 
controlling or modifying mixing dynamics by suitably modifying the structure of the 
flow modes. 
For active advection of a reaction front modelled by particle tracers, the 
behaviour is controlled by the unsteady flow manifold that is widened or smeared by the 
propagation of the reaction front.  The predictions are at least qualitatively similar to 
those obtained by Károlyi et al. [7], who used a similar numerical strategy for the active 
process, but with the flow field given analytically.  The results also validate a surface 
reaction theory derived by Károlyi et al. [7], which we extend to a more universal form. 
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 The present numerical scheme is potentially applicable for investigating active 
mixing and transport processes in a wide range of environmental shallow flow systems. 
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Appendix A 
The flow field for the von Kármán vortex street behind a circular cylinder is predicted 
using a quadtree based flow solver.  The resulting velocity field is decomposed using 
the Singular Value Decomposition and only a few of the strongest modes are retained.  
This SVD-approximated flow field is then bi-linearly interpolated from the quadtree 
grid representation into a continuous form for the particle path calculations.  One of the 
reviewers asked whether the reactant area predictions are robust, with these various 
approximations. 
First, the adequacy of the SVD-mode reduction is demonstrated.  Figure 16 
shows the relative variation of the period-averaged reacted limiting particle population 
as the number of retained SVD-modes is changed for the case of the reaction 
propagation speed vr = 0.014 m/s.  The reference level is taken to be the results with 15 
pairs retained.  With only the mean flow and the first SVD mode pair, the error is ~ 
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2.4%. For more than 1 pair, the maximum error is < 0.6%. We conclude that any choice 
of the number of retained SVD-modes beyond 2 pairs does not significantly affect the 
results. 
Secondly, the grid-based velocity field from the SVD analysis is bi-linearly 
interpolated into a continuous form for the particle advection.  The SVD modes for the 
results in the main body of the paper are calculated on a flow field representation 
obtained on a quadtree grid of level 6 to 9.  We now consider deliberate coarsening of 
the grid.  If the level 9 results are interpolated onto a cruder level 8 grid, with cells twice 
the size only for points away from the surface of the cylinder at least half a radius away 
on the SVD recovered velocity field, then the steady-state population is unaltered for the 
case with 4 pairs of SVD modes retained.  If the coarsening of the grid includes surface 
cells very close to and on the body, then the steady-state population is changed by 3% 
only.  The solution is locally affected by the cruder staircase approximation of the flow 
on the surface of the body.  We conclude that the effects of inaccuracy in the bilinear 
interpolation are small for our results. 
Finally we investigate whether the approximations affect the transient growth 
phase of the reacted area.  We repeat the grid coarsening discussed above, now at the 
non-dimensional time of cTkt = 0.1 for vr = 0.014 m/s from Figure 15, a point on the 
growth curve about halfway up.  Again with 4 SVD mode pairs retained, the change in 
the number of reacted cells is about 7.5%. 
Overall, we conclude that the reactant area predictions are robust, even with the 
various approximations made, at least in the context of applications to engineering 
problems. 
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Figure 1  Flow around a circular cylinder:  (a) geometry of the 
channel and the cylinder in it; (b) quadtree grid. 
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Figure 2  Phase diagram of u and v. 
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(b) 
Figure 3  Vorticity field:  (a) at t = T/4; (b) at t = T/2. 
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Figure 4  Mean vorticity field. 
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(a)      (b) 
Figure 5  For the first 15 pairs of SVD modes: (a) the mode magnitudes; (b) the 
percentage of the variance in the original data corresponding to the number of modes 
being used. 
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Figure 6  Recovered vorticity field at t = 0.25 T using the first 4 pairs of 
SVD modes. 
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(d) 
Figure 7  The first two pairs of spatial (left column) and temporal (right column) SVD 
modes for the vorticity field in one period. 
 28 
 
 
 
 
 
 
−5 0 5 10 15 20 25
−1
0
1
−1
0
1
−1
0
1
−1
0
1
−1
0
1
x (m)
v 
(m
/s)
t = 1/10 T
t = 1/5 T
t = 3/10 T
t = 2/5 T
t = 1/2 T
  
−5 0 5 10 15 20 25
−1
0
1
−1
0
1
−1
0
1
−1
0
1
−1
0
1
x (m)
v 
(m
/s)
t = 1/10 T
t = 1/5 T
t = 3/10 T
t = 2/5 T
t = 1/2 T
 
(a)      (b) 
Figure 8  The profile of y-direction velocity component along the central line of the 
channel approximated by the steady mean flow with: (a) the first pair of modes; (b) the 
first four pairs of modes. 
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 (a)      (b) 
Figure 9  Passive particle trajectories in the flows approximated by the steady mean 
component with: (a) the first pair of modes; (b) the second pair of modes. 
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(a)      (b) 
Figure 10  The unstable manifold of the chaotic saddle traced out by passive tracers in 
the flow field approximated by the steady mean flow with: (a) the first pair of SVD 
modes; (b) the first four pairs of SVD modes. 
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Figure 11  Evolved seed patch of 400 B-particles (black) initially released into the 
flow in front of the cylinder. 
0 1 2 3 4 5 6 7 8 9 10
0
0.5
1
1.5
2
2.5 x 10
4
t (periods)
n
u
m
be
r o
f p
ar
tic
le
s
 
Figure 12  Temporal growth of the population of B-particles inside the observation 
window. 
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Figure 13  Period-averaged number of B-particles inside the observation window as a 
function of non-dimensional front reaction velocity. 
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Figure 14  Power law scaling of the steady-state reactant front area obtained by 
plotting log(AB) against log(vr). 
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Figure 15  Near universal time evolution of the particle population independent of the 
front propagation speed (vr = 0.014 m/s for five reactions per period; vr = 0.023 m/s 
for eight reactions per period; vr = 0.029 m/s for ten reactions per period).  Also 
shown is the analytical approximation to the Károlyi et al.’s [7] theory, valid only for 
ge(t) is constant. 
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Figure 16  Relative error of the period-average particle population after reaching 
steady state as a function of the number of mode pairs retained in the recovered SVD 
velocity field.  The front propagation speed is vr = 0.014 m/s (five reactions per 
period). 
