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Resumen
Ampliamos la introduccio´n al a´lgebra geome´trica bidimensional AG(2) presentada en el Volumen 05(02) de SE-
LECCIONES MATEMA´TICAS. Se trata de una introduccio´n amigable a un tema de intere´s comu´n para docentes
y estudiantes universitarios de Fı´sica y Matema´tica.
Palabras clave: A´lgebra geome´trica, encaje de espacios vectoriales, encaje de a´lgebras reales.
Abstract
We enlarge a previus introduction to the two-dimensional geometric algebra published in Volume 05(02) of SE-
LECCIONES MATEMA´TICAS. It is a friendly introduction of a theme of common interest for university proffessors
and students of physics and mathematics.
Keywords: Geometric algebra, nested of real vector spaces, nested of algebras.
1. Introduccio´n. Recordemos que el proceso de algebrizar el ana´lisis y la geometrı´a lo inicio´ Descartes en
1637, con la geometrı´a analı´tica presentada en un ape´ndice de su libro El discurso del me´todo. Al enterarse de esto
Leibniz le manifiesta a Huygens, en 1679:
la Fı´sica no podra´ avanzar ma´s a no ser que se encuentre un nuevo me´todo de ana´lisis ma´s
geome´trico, que permita expresar y operar con direcciones tan directamente como el a´lgebra
(de los nu´meros reales) representa y opera con las magnitudes (el concepto de longitud en la
geometrı´a analı´tica) 1
La intuicio´n de Leibniz, sobre un modelo matema´tico apropiado para el desarrollo de la Fı´sica, encontro´ una
respuesta en el A´lgebra Geome´trica creada por Clifford entre los an˜os 1873 y 1879, conjugando el a´lgebra de los
cuaterniones de Hamilton (1843) y el a´lgebra exterior de Grassmann (1844).
Debemos recordar que Hamilton, al descubrir en 1835 que los complejos le permitı´an algebrizar el proceso
geome´trico de rotacio´n en R2, busco´ denodadamente por ma´s de siete an˜os los cuaterniones que permiten algebri-
zar, del mejor modo, las rotaciones en R3.
En estas notas tratamos el caso bidimensional. Posteriormente incluiremos los dema´s espacios del siguiente
encaje de R-espacios vectoriales:
(1.1) R2 < R3 < R4
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El objetivo final es construir estructuras de a´lgebra geome´trica asociadas a estos tres espacios y los dos siguientes
encajes de a´lgebras geome´tricas:
AG(2) < AG(3) < AG(3, 1) > AG(1, 1)
de tal modo que estas estructuras de a´lgebra geome´trica expliciten respectivamente: De un lado, que los dos pri-
meros R-espacios vectoriales del encaje (1.1) adquieren la me´trica Euclideana y, de otro, el primero y u´ltimo
R-espacios vectoriales del encaje (1.1) adquieren la me´trica de Minkowski.
2. Un a´lgebra real de matrices reales. Repensamos el a´lgebra no conmutativa de matrices 2×2 con entradas
reales, R2×2, adaptando convenientemente el contexto que Wolfgang Pauli propuso para C2×2 en la de´cada de los
an˜os 20 del siglo pasado.












que llamaremos R-matrices de Pauli, las mismas que tienen propiedades realmente maravillosas:
Construyamos la tabla multiplicativa de estas matrices
(2.1)
σ1 σ2
σ1 1 0 0 -1
0 1 1 0
σ2 0 1 1 0
-1 0 0 1
Denotando con σ0 la matriz identidad, esta tabla permite verificar las identidades
(2.2) σ1σ1 = σ2σ2 = σ0 y σ1σ2 = −σ2σ1
conocidas como las condiciones de Grassmann-Clifford matriciales.



















La idea es dejar de usar matrices explı´tamente y expresar todo en te´rminos de σ0, σ1 y σ2.





Esta tabla es equivalente a las condiciones de Grassmann-Clifford (2.2).
Conviene extender la tabla (2.4): Sin emplear explı´citamente matrices y usando solamente la asociatividad del
producto obtenemos la tabla multiplicativa:
(2.5)
σ1 σ2 σ1σ2
σ1 σ0 σ1σ2 σ2
σ2 −σ1σ2 σ0 −σ1
σ1σ2 −σ2 σ1 −σ0
Tabla para abstraer el producto de matrices
Todo lo anterior nos permite considerar R2×2 como un R-espacio vectorial de polinomios en las variables
σ1 y σ2; precisamente,
R2×2 = {a0σ0 + a1σ1 + a2σ2 + a12σ1σ2; aJ ∈ R}
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provisto de un producto que es una variante del conocido producto de polinomios en el sentido que se procesa
utilizando la distributividad y la asociatividad pero no la conmutatividad, en lugar de la conmutatividad se emplea
la tabla (2.5).
El contexto matema´tico usual se dice que el producto considerado es una aplicacio´n R-bilineal asociativa y
no conmutativa,
R2×2 × R2×2 −→ R2×2
que se procesa utilizando la tabla (2.5).
El lector interesado puede verificar el proceso del nuevo producto en este momento y luego comparar con lo
que presentaremos en la siguiente seccio´n.
Como un primer beneficio de lo tratado anteriormente tenemos que existe un isomorfismo
R2×2 ≡ C ⊕ R2, como R-espacios vectoriales: De modo ma´s preciso, R2×2 contiene copias isomorfas
de:
• R2, como R-subespacio vectorial: Asociar su base cano´nica {e1, e2} con {σ1, σ2}.
• C, como R-suba´lgebra: Asociar su base cano´nica {1, i} con {σ0, σ1σ2} y verificar que el producto intro-
ducido en la versio´n polinomial de R2×2 extiende el producto de C.
Todo esto mejora grandemente las cosas porque permitira´ definir un producto de vectores de R2 y con ello
algebrizar resultados geome´tricos y obtener un tratamiento unificado de a´lgebra, ana´lisis y geometrı´a bidimensio-
nales.
En resumen, presentaremos amigablemente el a´lgebra geome´trica AG(2) como una de las “a´lgebra de matrices
sin matrices” creadas por Clifford en 1878 y rescatadas por David Hestenes en los an˜os 60 del siglo pasado (ver
[2] y [3]).
3. El a´lgebra geome´trica bidimensional AG(2).
Definition 3.1. El a´lgebra geome´trica euclideana bidimensional AG(2) sera´ el siguiente R-espacio vectorial
de polinomios reales, en las variables u1 y u2,
AG(2) := {a0 + a1u1 + a2u2 + a3u1u2; aj ∈ R.}
Sus elementos sera´n llamados nu´meros geome´tricos.
AG(2) estara´ provisto de un producto asociativo pero no conmutativo, llamado producto euclideano, deter-
minado por una aplicacio´n R-bilineal asociativa pero no conmutativa
AG(2)×AG(2) −→ AG(2)
que se procesa utilizando la distributividad, la asociatividad y la siguiente tabla en lugar de la conmutatividad
(3.1)
1 u1 u2 u1u2
u1 1 u1u2 u2
u2 −u1u2 1 −u1
u1u2 −u2 u1 −1
Tabla del producto euclideano de AG(2)
La validez de la Tabla (3.1) es equivalente a pedir que u1 y u2 cumplan las condiciones de Grassmann-
Clifford vectoriales:
(3.2) u1u1 = u2u2 = 1 y u1u2 + u2u1 = 0.
Luego veremos que estas condiciones de Grassmann-Clifford (3.2) corresponden al modo algebraico de ex-
presar que {u1, u2} es una base ortonormal.
Reiteramos sobre las operaciones de AG(2): Su estructura vectorial nos permite sumar nu´meros geome´tri-
cos como polinomios pero, para multiplicar nu´meros geome´tricos debemos tener cuidado ya que se trata de un
proceso similar al producto de polinomios, en el sentido que so´lo podemos utilizar la distributividad y la asociati-
vidad pero no la conmutatividad, en su lugar debemos utilizar la tabla (3.1). Los siguientes ca´lculos explicitan lo
comentado: Dados
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A = a0 + a1u1 + a2u2 + a3u1u2, B = b0 + b1u1 + b2u2 + b3u1u2 ∈ AG(2)
se tiene
A+B = (a0 + b0) + (a1 + b1)u1 + (a2 + b2)u2 + (a3 + b3)u1u2 ∈ AG(2) y
(3.3) AB = c0 + c1u1 + c2u2 + c3u1u2 ∈ AG(2)
donde, utilizando la tabla del producto euclideano (3.1),
c0 = a0b0 + a1b1 + a2b2 − a3b3
c1 = a0b1 + a1b0 + a3b2 − a2b3
c2 = a0b2 + a2b0 + a1b3 − a3b1
c3 = a0b3 + a3b0 + a1b2 − a2b1.
De otro lado, definiendo:




• Identificando u1 y u2 con la base cano´nica de R2, explicitamos que AG(2) contiene una copia iso-
morfa de R2, como R-subespacio vectorial.
• Como (u1u2)(u1u2) = −1, usando la identificacio´n u1u2 ≡ ı ∈ C, explicitamos que
AG(2) contiene una copia isomorfa de los nu´meros complejos C, como R-suba´lgebra conmutativa.
• Los resultados anteriores determinan un isomorfismo, como R-espacios vectoriales:
(3.4) AG(2) ≡ C⊕ R2.
Con este isomorfismo la tabla del producto euclideano (3.1) permite verificar los tres resultados algebraico-
geome´tricos que enunciamos a seguir:
(para verificar se puede usar v = au1 + bu2, w = cu1 + du2 y z = r + su1u2 ≡ r + si).
1. En el A´lgebra Geome´trica AG(2) se cumple la Identidad Geome´trica de Euler:
El producto euclideano de los vectores no nulos v, w ∈ R2 , es el nu´mero complejo
(3.5) vw = ||v||||w||eθı = ||v||||w|| cos θ + |||v||||w||(sin θ)ı
cuyo mo´dulo es |vw| = ||v||||w|| y cuyo argumento θ = µ^(v, w) ∈] − pi, pi] es la medida del a´ngulo
orientado de v a w (consideraremos θ = pi si y solo si v y w tienen sentidos opuestos; es decir, v||w||+
w||v|| = 0).
Reciprocamente, todo nu´mero complejo es el producto euclideano de dos vectores, pero sin unicidad de
los mismos.
2. Como−θ ∈]−pi, pi] es la medida del a´ngulo orientado dew a v, resulta quewv es el complejo conjugado
de vw dado en (3.5), precisamente:
(3.6) wv = ||w||||v||e−θı = ||w||||v|| cos θ − ||w||||v||(sin θ)ı
3. Los productos euclideanos, wz y zw, de un vector w con un complejo z, son vectores sime´tricos respecto
de w que resultan de rotar el vector |z|w (una homotecia de w) el a´ngulo orientado ±arg(z) respectiva-
mente, como sugiere el siguiente diagrama (con |z| > 1 y 0 < arg(z) < pi2 ):
La Identidad Geome´trica de Euler (3.5) es llamada ası´ porque, considerando v y w unitarios la segunda igual-
dad de (3.5) se reduce a la identidad de Euler
(3.7) eθı = cosθ + (sin θ)ı; θ ∈ R,
que tiene, como caso particular, a la famosa Ecuacio´n de Euler
(3.8) epiı + 1 = 0
conocida desde antes de 1748 y sobre la cual, en 1988, la revista Mathematical Intelligencer dio a conocer que un
selecto grupo de matema´ticos habı´a opinado que era el resultado ma´s hermoso de toda la matema´tica (ver [6]).
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FIGURA 3.1. Productos euclideanos de vector con complejo
4. Algebrizando la Geometrı´a. Veamos algunos ejemplos de como la estructura del a´lgebra geome´trica
AG(2) permite algebrizar algunos conceptos matema´ticos:
4.1. La me´trica euclideana del plano. R2 = {a1u1 + a2u2; aj ∈ R} es considerado, de inicio, tan solo
como un espacio vectorial. Utilizando el producto euclideano de AG(2) se tiene:
v = v1u1 + v2u2 ∈ R2 =⇒ vv = v21 + v22
es decir, definiendo
(4.1) ||v|| := √vv.
tenemos que el producto euclideano determina la me´trica euclideana en R2.
4.2. Ortogonalidad y colinealidad de vectores. Sumando y restando las identidades geome´tricas de Euler
(3.5) y (3.6) algebrizamos de modo invariante (sin usar coordenadas) los conceptos geome´tricos de ortogonalidad
y colinealidad de vectores; en efecto, dados los vectores no nulos u, v ∈ R2 :




y con esto algebrizar la ortogonalidad de vectores en AG(2), del siguiente modo:
(4.2) u ⊥ v ⇐⇒ uv + vu = 0 (su producto euclideano anticonmuta).
• uv − vu = 2||u||||v||(sin θ)ı ∈ AG(2), permite definir el producto exterior de dichos vectores
u ↑ v := uv − vu
2
= ||u||||v||(sin θ)ı
que representa algebraicamente, en AG(2), el a´rea del paralelogramo que determinan los vectores u y v,
porque su mo´dulo |u ↑ v| = ||u||||v||| sin θ| es igual al a´rea del paralelogramo que determinan dichos
vectores. Esto permite algebrizar la colinealidad de vectores en AG(2), del siguiente modo:
(4.3) u||v ⇐⇒ uv − vu = 0 (su producto euclideano conmuta).
4.3. El concepto de base ortonormal. De lo anterior resulta que la versio´n algebraica del concepto de base
ortonormal esta´ dada por las condiciones de Grassmann-Clifford:
u1u1 = u2u2 = 1 y u2u1 + u1u2 = 0.
Esto se sustenta en las identidades (4.1) y (4.2) porque ||u1|| = u1u1 y ||u2|| = u2u2.
4.4. Construccio´n de bases ortonormales orientadas. Como arg(ı) = pi2 , dado un vector unitario u ∈
R2 \ {0} podemos construir bases ortonormales orientadas: (u, uı) positivamente orientada y (u, ıu) negativa-
mente orientada. Esto es un caso particular del resultado graficado en (??) ya que los vectores uı y ıu resultan
ortogonales a u, de la misma longitud de u y uno inverso del otro, precisamente:
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FIGURA 4.1. Bases ortonormales orientadas
4.5. Descomposicio´n ortogonal. Dados u,w ∈ R2 \ {0}, con u unitario, obtenemos algebraicamente, en el
contexto de AG(2), las descomposiciones ortogonales del vector w respecto de las bases ortonormales dadas en el
diagrama (??), precisamente:
(4.4) w = (w.u)u+ (w.(uı))uı = [(w.u)u+ (w.(−uı))(−uı)] = (w.u)u+ (w.(ıu))ıu
4.6. El concepto de reflexio´n. Consiste en calcular algebraicamente el vector ru(w), reflexion del vector
w ∈ R2 \ 0 respecto de una recta l que pasa por el origen y es ortogonal al vector unitario u ∈ S1,
Recordemos que geome´tricamente se utiliza el siguiente argumento:
(4.5) w = (w.u)u+ (w.(uı))uı =⇒ ru(w) = −(w.u)u+ (w.(uı))uı
Algebraicamente, en el contexto de AG(2), se utilizan los siguientes ingredientes:
• −ıu = uı y uu = 1.
• w.u y w.(uı), como escalares, conmutan con todo nu´mero geome´trico.
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• De lo anterior, uwu = u[(w.u)u+ (w.(uı))uı]u = (w.u)u− (w.(uı))uı ∈ R2.
• La aplicacio´n de reflexio´n, respecto de la recta lu que pasa por el origen y es ortogonal a u ∈ S1,
(4.6) ρu : w ∈ R2 7−→ −uwu ∈ R2, esta´ bien definida.
Usando estos ingredientes y la primera descomposicio´n de w dada en (4.4) se concluye:
ρu(w) = −uwu = −u[(w.u)u+ (w.(uı))uı]u = −(w.u)u+ (w.(uı))uı = ru(w).
4.7. El concepto de rotacio´n. Este importante resultado es consecuencia inmediata de las identidades geome´tri-
cas de Euler (3.5) y (3.6) y el siguiente teorema cla´sico de la geometrı´a euclideana que caracteriza las rotaciones
en te´rminos de reflexiones (ver, por ejemplo, la referencia [1])
La composicio´n de dos reflexiones determinan una rotacio´n
y recı´procamente,
toda rotacio´n se descompone de ese modo, sin unicidad de las reflexiones.
En concordancia con el enfoque dado a las reflexiones, algebrizaremos rotaciones centradas en 0 ∈ R2.
Proposition 4.1. Dadas las reflexiones ρu y ρv, del tipo dado en (4.6), donde u, v ∈ S1 son linealmente
independientes y θ = µ(^(u, v)) ∈ ]−pi, pi[ \ {0} es la medida del a´ngulo orientado de u a v, entonces
(4.7) %2θ = ρvρu : w ∈ R2 7−→ vuwuv = e−θıweθı ∈ R2
es la aplicacio´n que algebriza la rotacio´n orientada en el a´ngulo orientado 2θ.
Recı´procamente, toda rotacio´n orientada en el a´ngulo orientado 2θ se descompone del modo indicado en la
identidad (4.7), sin unicidad de los vectores unitarios considerados.
La rotacio´n orientada en el a´ngulo orientado −2θ, es algebrizada por la aplicacio´n
(4.8) %−2θ(w) = ρuρv(w) = uvwvu = eθıwe−θı.
Las expresiones (4.7) y (4.8) son una inversa de la otra y resultan familiares en el ambiente fı´sico por su relacio´n
con los espinores bidimensionales.
Despue´s de la primera reflexio´n, ρu, se tiene el gra´fico (??).
Luego de la segunda reflexio´n ρv, se obtiene la rotacio´n (4.7) %2θ = ρvρu cuyo gra´fico es:
Tomar nota que 2θ = µ^(w, %2θ(w)) y que en la figura estamos considerando 0 < θ < pi2 .
5. Conclusiones.
• AG(2) optimiza el a´lgebra de matrices R2×2, una suba´lgebra de aquella que Pauli utilizo´ en los inicios de
la meca´nica cua´ntica para su teorı´a del electro´n, siguiendo lo recomendado por Heisenberg en 1920:
La Fı´sica requiere una matema´tica completamente nueva que incluya
a´lgebras no conmutativas.
• Ofrecemos material amigable para adoptar lo recomendado por Fe´lix Klein en su Erlanger Programm de
1908:
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Un docente puede abordar con mayor solvencia y conviccio´n el tema que le corresponda
transmitir a sus alumnos, estudia´ndolo previamente desde un punto de vista avanzado.
Klein plasmo´ sus ideas en el libro para docentes preuniversitarios de matema´tica
Matema´tica ba´sica desde un punto de vista superior ([4] y [5]),
una visio´n unificada utilizando la matema´tica desarrollada hasta el siglo XIX.
• Se amplı´a el conocido encaje de a´lgebras reales R < C al encaje
(5.1) R < C < AG(2).
• Existe una relacio´n biyectiva entre Espinores bidimensionales y complejos:
R2 3 (r1, r2) ↔ r1 + r2i ∈ C.
Es justamente lo que hizo Hamilton al formalizar los complejos.






↔ eθı ∈ C.
• Las bondades anteriores y sus aplicaciones en diversas a´reas, (ver [7]), refuerzan la propuesta de incluir
el Algebra Geome´trica como parte de la Matema´tica Ba´sica para docentes y alumnos universita´rios de
Fı´sica y Matema´tica del siglo XXI.
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