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Abstract: In this paper, we study the mean-square exponential input-to-state stability (exp-ISS)
problem for a new class of neural network (NN) models, i.e., continuous-time stochastic memristive
quaternion-valued neural networks (SMQVNNs) with time delays. Firstly, in order to overcome
the difficulties posed by non-commutative quaternion multiplication, we decompose the original
SMQVNNs into four real-valued models. Secondly, by constructing suitable Lyapunov functional
and applying Itoˆ’s formula, Dynkin’s formula as well as inequity techniques, we prove that the
considered system model is mean-square exp-ISS. In comparison with the conventional research on
stability, we derive a new mean-square exp-ISS criterion for SMQVNNs. The results obtained in this
paper are the general case of previously known results in complex and real fields. Finally, a numerical
example has been provided to show the effectiveness of the obtained theoretical results.
Keywords: stochastic memristive quaternion-valued neural networks; exponential input-to-state
stability; Lyapunov fractional
1. Introduction
In 1971, Chua proposed the theoretical idea of memristor [1], and its prototype was produced by
the HP lab successfully in 2008 [2,3]. A memristor is the fourth fundamental element of an electrical
circuit that can be used to construct a new artificial neural network. It has a tremendous potential to be
utilized in synapsis for simulation of the human brain by replacing a resistor with a memristor [4–6].
In view of these characteristics, a new neural network (NN) model, namely, the memristive neural
network (MNN) has been widely studied, and many theoretical papers regarding various dynamics
of MNNs have been published in recent years [7–13]. From the real-world application perspective,
time delays inherently arise in many practical systems including NNs. Indeed, time delays appear as
the main cause of instability, compromising the system performance in real environments [10,14–18].
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Typically, two main types of time delays exist, i.e., either constant delays or time-varying delays.
The time-varying delays can be viewed as a general case of constant time delays. Up to now, a number
of investigations with respect to the dynamics of NN models along with time-varying delays are
available in the literature [10,15–21].
It has been reported that real-valued neural networks (RVNNs) are useful in various
scientific fields, for example, optimization, image and signal processing, as well as associative
memory [10,16,17]. However, RVNN models perform poorly in tackling the XOR problem and
in 2D affine transformations [18,19]. In view of this, complex properties have been incorporated into
RVNNs to formulate complex-valued neural networks (CVNNs), which can effectively solve the XOR
problem and 2D affine transformations [18,19]. As a result, CVNN-related models have received
significant research attention in both mathematical and practical analyses [20–24]. Nevertheless,
CVNN models are inefficient in handling higher dimension transformations including color night
vision, color image compression, and 3D and 4D problems [25–27]. Meanwhile, several engineering
problems involve quaternion-valued signals and quaternion functions, such as 3D wind forecasting,
polarized signal classification, color night vision, as well as color night vision [26–28]. Undoubtedly,
quaternion-based networks present good mathematical models to undertake these applications due
to the quaternion features. In view of this, quaternion-valued neural networks (QVNNs) have been
developed by implementing quaternion algebra into CVNNs, in order to generalize RVNN and
CVNN models with quaternion-valued activation functions, connection weights, as well as signals
states [11,29–32]. Therefore, the investigation of the dynamics of QVNN models is essential and
important. Recently, many computational approaches for various QVNN models and their learning
algorithms have been proposed. Among the studies include global µ stability, global asymptotic
stability as well as global synchronization [29–31]. Other studies of QVNN models are also available,
for example, exponential input-to-state stability (exp-ISS) and global Mittag-Leffler stability and
synchronization [32,33]. Similarly, some other stability conditions have been defined for QVNN
models [12,34,35].
In modeling problems, we have to consider the existence of noise, since it is inherent in nonlinear
dynamic systems. In fact, when a system is influenced by external disturbance, the stochastic
neural network (SNN) models become very useful for describing a real system, as compared with a
deterministic NN. Therefore, it is crucial to examine the dynamic properties pertaining to SNN models.
As a result, several research studies have extensively analyzed the dynamics of SNN models [36,37],
stochastic Hopfield NN models [38], stochastic memristive NN models [13], and stochastic CVNN
models [13]. On the other hand, it is clear that the external inputs can influence the dynamic behaviors
of NNs in practical applications. As such, the ISS criterion is important to characterize the effects of
external inputs [10,39,40]. Recently, several useful ISS results for stochastic RVNN and CVNN models
have been published [13,39–41]. It should be noted that most studies on QVNN dynamic behaviors
are concerned with global asymptotic stability and synchronization analysis [11,29–32]. There are only
a few studies on the exponential stability of QVNN models. According to our survey, the study on
mean-square exp-ISS analysis with respect to SMQVNN models with time-varying delays is new in
the literature, and our paper contributes toward this research area.
Inspired by the above-mentioned discussions, our analysis mainly focuses on the mean-square
exp-ISS problem for the SMQVNN models. The current SMQVNN model encompasses stochastic
memristive CVNN and stochastic memristive RVNN as its special cases. We divide the original QVNN
into four RVNN models, in order to avoid the issue of non-commutative of quaternion multiplication.
By constructing suitable Lyapunov functional and utilizing Dynkin’s and Itoˆ’s formulae, as well as other
inequality methods, we establish new sufficient conditions for exp-ISS with respect to the considered
SMQVNN model. We illustrate the usefulness of the obtained results by a numerical example.
This study has the following contributions: (1) this is the first analysis on the mean-square exp-ISS
pertaining to SMQVNN models with time-varying delays; (2) unlike the conventional stability criteria,
we establish new mean-square exp-ISS pertaining to the SMQVNN by dividing the original QVNN
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into four RVNN models; (3) the main results of this paper are new and more general than those in the
QVNN literature.
This paper is structured as follows. We formally define the proposed model and analyze the new
exp-ISS criteria in Sections 2 and 3, respectively. We present the numerical example and the associated
simulation results in Section 4. In Section 5, we present the key conclusions and some suggestions for
future research.
2. Mathematical Fundamentals and Problem Formulation
2.1. Mathematical Notations
The real field, complex field, and skew field of quaternion are denoted as R,C, andQ, respectively.
Their n-dimension vector with elements of R,C andQ are denoted as Rn,Cn andQn, while their n× n
matrices with entries fromR,C andQ are denoted asRn×n,Cn×n andQn×n, respectively. In addition, the
space of a continuous function mapping ϕ from [−τ, 0] intoQn is denoted as C ([−τ, 0];Qn). The closure
of the convex hull ofQn, which is formulated from quaternion numbers∇ and4, is denoted as co{∇,4}.
A class of essentially bounded function u from [0,∞) to Qn with ‖u‖∞ = ess sup−τ≤s≤0 |u(s)| < ∞
is denoted as `∞, while the family of all F0 measurable is denoted as L 2F0([−τ, 0];Qn). Besides that,
C ([−τ, 0];Qn)-valued stochastic variables {ϕ(s) : −τ ≤ s ≤ 0} is in a way that ∫ 0−τ E|ϕ(s)|2ds < ∞,
in which the mathematical expectation operation pertaining to a probability measureP is denoted asE{·}.
Superscripts ∗ and T represent the complex conjugate transpose and matrix transposition, while i, j, k
represent the imaginary units, respectively, and N = 1, 2, ..., n.
2.2. Quaternion Algebra
Firstly, we address the quaternion and its operating rules. We can express the quaternion,
which consists of a real part along and three imaginary parts, as:
m = mR + imI + jmJ + kmK ∈ Q,
where mR, mI , mJ , mK ∈ R. The multiplication rules of Hamilton are satisfied by the imaginary roots
i, j, k:
i2 = j2 = k2 = ijk = −1, ij = −ji = k, jk = −kj = i, ki = −ik = j. (1)
The quaternion-valued function is denoted by m(t) = mR(t) + imI(t) + jmJ(t) + kmK(t) ∈ Q,
where mR(t), mI(t), mJ(t), mK(t) ∈ R. Let p = pR + ipI + jpJ + kpK and q = qR + iqI + jqJ + kqK
are two quaternions, the addition and subtraction of p± q are defined as
p± q = (pR ± qR) + i(pI ± qI) + j(pJ ± qJ) + k(pK ± qK).
We can express the product of pq with respect to the multiplication rules of Hamilton as:
pq =
(
pRqR − pIqI − pJqJ − pKqK)+ i(pRqI + pIqR + pJqK − pKqJ)
+ j
(
pRqJ + pJqR − pIqK + pKqI)+ k(pRqK + pKqR + pIqJ − pJqI).
Note that given any m(t) ∈ Q, ‖m‖ =
√
n
∑
x=1
(mR)2 +
n
∑
x=1
(mI)2 +
n
∑
x=1
(mJ)2 +
n
∑
x=1
(mK)2
represents the norm of m, while |m| = √mm∗ = √(mR)2 + (mI)2 + (mJ)2 + (mK)2 represents
the modulus of m, in which the conjugate transpose of m is denoted as m∗ = mR(t) − imI(t) −
jmJ(t)− kmK(t).
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2.3. Problem Formation
In this section, we define a SMQVNN model as:
dmx(t) = [−cxmx(t) +
n
∑
z=1
axz(mx(t))fz(mz(t)) +
n
∑
z=1
bxz(mx(t))gz(mz(t− τ(t))) + ux(t)]dt
+
n
∑
z=1
σxz(t, mz(t), mz(t− τ(t)))dwz(t), t ≥ 0, x ∈ N, (2)
Subject to the initial condition of
mx(t) = ϕx(t), t ∈ [−τ, 0], x ∈ N, (3)
where cx > 0 is a constant and the state variable is mx(t); the external input vector is ux(t). In addition,
the time delay is τ(t), which is differentiable and it is able to satisfy 0 ≤ τ(t) ≤ τ, τ˙(t) ≤ µ < 1,
with positive constants µ and τ; ϕx(t) ∈ C ([−τ, 0];Qn) is the initial condition. In addition, fx(mx(t))
and gx(mx(t − τ(t))) are quaternion-valued activation functions. The standard Brownian motion
is denoted by wz. Note that it is defined on a probability space of (Ω,F ,P) subject to a natural
filtration {Ft}t≥0. Besides that, σxz : R×Qn ×Qn → Qn×n is a Borel measurable function; while the
quaternion-valued connection weights are axz(mz(t)) and bxz(mz(t)), which can be expressed as:
axz(mz(t)) =
W f xz
Cx
× signxz,
bxz(mz(t)) =
Wgxz
Cx
× signxz,
signxz =
{
−1, x = z
1, x 6= z
with Cx is the capacitor, W f xz and Wgxz are the memductances of memristors R f xz and Rgxz,
respectively, that represent a memristor from fx(mx(t)) and mx(t) and a memristor from gx(mx(t−
τ(t))) and mx(t). Based on the memristor current-voltage properties, the memristive connection
weights are chosen to be state-dependent switching as follows:
axz(mz(t)) =
{
aˆxz, |mz(t)| < ψz
aˇxz, |mz(t)| > ψz,
bxz(mz(t)) =
{
bˆxz, |mz(t)| < ψz
bˇxz, |mz(t)| > ψz,
aRxz(m
R
z (t)) =
{
aˆRxz, |mRz (t)| < ψz
aˇRxz, |mRz (t)| > ψz,
aIxz(m
I
z(t)) =
{
aˆIxz, |mIz(t)| < ψz
aˇIxz, |mIz(t)| > ψz,
aJxz(m
J
z(t)) =
{
aˆJxz, |mJz(t)| < ψz
aˇJxz, |mJz(t)| > ψz,
aKxz(m
K
z (t)) =
{
aˆKxz, |mKz (t)| < ψz
aˇKxz, |mKz (t)| > ψz,
bRxz(m
R
z (t)) =
{
bˆRxz, |mRz (t)| < ψz
bˇRxz, |mRz (t)| > ψz,
bIxz(m
I
z(t)) =
{
bˆIxz, |mIz(t)| < ψz
bˇIxz, |mIz(t)| > ψz,
bJxz(m
J
z(t)) =
{
bˆJxz, |mJz(t)| < ψz
bˇJxz, |mJz(t)| > ψz,
bKxz(m
K
z (t)) =
{
bˆKxz, |mKz (t)| < ψz
bˇKxz, |mKz (t)| > ψz,
for x, z ∈ N, the switching jumps ψz > 0, and, where aRxz(mRz (t)) = Re(axz(mz(t))),
aIxz(mIz(t)) = Im(axz(mz(t))), a
J
xz(m
J
z(t)) = Im(axz(mz(t))), aKxz(mKz (t)) = Im(axz(mz(t))),
bRxz(mRz (t)) = Re(bxz(mz(t))), bIxz(mIz(t)) = Im(bxz(mz(t))), b
J
xz(m
J
z(t)) = Im(bxz(mz(t))),
bKxz(mKz (t)) = Im(bxz(mz(t))) and aˆxz, aˇxz, aˆRxz, aˇRxz, aˆIxz, aˇIxz, aˆ
J
xz, aˇ
J
xz, aˆKxz, aˇKxz, bˆxz, bˇxz, bˆRxz, bˇRxz, bˆIxz, bˇIxz,
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bˆJxz, bˇ
J
xz, bˆKxz, bˇKxz are constants.
A1: [32] For any z ∈ N, fz(mz(·)) and gz(mz(·)) are bounded and continuous along with
positive constants Gz, Hz such that{
|fz(m1)− fz(m2)| ≤ Gz|m1 −m2|,
|gz(m1)− gz(m2)| ≤ Hz|m1 −m2|,
(4)
for all m1, m2 ∈ Q and fz(0) = 0, gz(0) = 0.
Remark 1. The activation functions are the fundamental factors in the structure of the NN model. The choice of
appropriate quaternion-valued activation functions remains an open question in the QVNNs study. Recently,
several activation functions have recently been used to study QVNNs. For example, nonmonotonic piecewise
nonlinear activation functions, linear threshold activation functions, and real-imaginary separate type activation
functions. The main results of this paper will be derived based on the assumption A1 that the activation functions
can be divided into real and imaginary parts.
As similar in [13,41], by using the set valued map as well as the differential inclusion theory, from
Equation (2), we obtain
dmx(t) ∈ [−cxmx(t) +
n
∑
z=1
co[axz, axz]fz(mz(t)) +
n
∑
z=1
co[bxz, bxz]gz(mz(t− τ(t))) + ux(t)]dt
+
n
∑
z=1
σxz(t, mz(t), mz(t− τ(t)))dwz(t), (5)
or equivalently, for all x, z ∈ N, where axz = max{aˆxz, aˇxz}, axz = min{aˆxz, aˇxz}, bxz = max{bˆxz, bˇxz},
bxz = min{bˆxz, bˇxz}. There exist measurable functions a˜xz ∈ co[axz, axz], b˜xz ∈ co[bxz, bxz], such that
dmx(t) = [−cxmx(t) +
n
∑
z=1
a˜xzfz(mz(t)) +
n
∑
z=1
b˜xzgz(mz(t− τ(t))) + ux(t)]dt
+
n
∑
z=1
σxz(t, mz(t), mz(t− τ(t)))dwz(t), (6)
Now, let aRxz = max{aˆRxz, aˇRxz}, aRxz = min{aˆRxz, aˇRxz}, aIxz = max{aˆIxz, aˇIxz}, aIxz = min{aˆIxz, aˇIxz}, aJxz =
max{aˆJxz, aˇJxz}, aJxz = min{aˆJxz, aˇJxz}, aKxz = max{aˆKxz, aˇKxz}, aKxz = min{aˆKxz, aˇKxz}, bRxz = max{bˆRxz, bˇRxz},
bRxz = min{bˆRxz, bˇRxz}, bIxz = max{bˆIxz, bˇIxz}, bIxz = min{bˆIxz, bˇIxz}, bJxz = max{bˆJxz, bˇJxz}, bJxz =
min{bˆJxz, bˇJxz}, bKxz = max{bˆKxz, bˇKxz}, bKxz = min{bˆKxz, bˇKxz}. We assume that the NN model (6) can be
separated into real and imaginary parts. Therefore, there exist measurable functions a˜Rxz ∈ co[aRxz, aRxz],
a˜Ixz ∈ co[aIxz, aIxz], a˜Jxz ∈ co[aJxz, aJxz], a˜Kxz ∈ co[aKxz, aKxz], b˜Rxz ∈ co[bRxz, bRxz], b˜Ixz ∈ co[bIxz, bIxz],
b˜Jxz ∈ co[bJxz, bJxz], b˜Kxz ∈ co[bKxz, bKxz], such that the NN model (6) can be express as follows:
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
dmRx (t) =
[− cxmRx (t) + n∑
z=1
[
a˜RxzfRz (mRz (t))− a˜IxzfIz(mIz(t))− a˜JxzfJz(mJz(t))− a˜KxzfKz (mKz (t))
]
+
n
∑
z=1
[
b˜RxzgRz (mRz (t− τ(t)))− b˜IxzgIz(mIz(t− τ(t)))− b˜JxzgJz(mJz(t− τ(t)))
−b˜KxzgKz (mKz (t− τ(t)))
]
+ uRx (t)
]
dt +
n
∑
z=1
σRxz(t, mRz (t), mRz (t− τ(t)))dwz(t),
dmIx(t) =
[− cxmIx(t) + n∑
z=1
[
a˜RxzfIz(mIz(t)) + a˜IxzfRz (mRz (t)) + a˜
J
xzfKz (mKz (t))− a˜KxzfJz(mJz(t))
]
+
n
∑
z=1
[
b˜RxzgIz(mIz(t− τ(t))) + b˜IxzgRz (mRz (t− τ(t))) + b˜JxzgKz (mKz (t− τ(t)))
−b˜KxzgJz(mJz(t− τ(t)))
]
+ uIx(t)
]
dt +
n
∑
z=1
σIxz(t, mIz(t), mIz(t− τ(t)))dwz(t),
dmJx(t) =
[− cxmJx(t) + n∑
z=1
[
a˜Rxzf
J
z(m
J
z(t)) + a˜
J
xzfRz (mRz (t)) + a˜KxzfIz(mIz(t))− a˜IxzfKz (mKz (t))
]
+
n
∑
z=1
[
b˜Rxzg
J
z(m
J
z(t− τ(t))) + b˜JxzgRz (mRz (t− τ(t))) + b˜KxzgIz(mIz(t− τ(t)))
−b˜IxzgKz (mKz (t− τ(t)))
]
+ uJx(t)
]
dt +
n
∑
z=1
σJxz(t, m
J
z(t), m
J
z(t− τ(t)))dwz(t),
dmKx (t) =
[− cxmKx (t) + n∑
z=1
[
a˜RxzfKz (mKz (t)) + a˜Ixzf
J
z(m
J
z(t)) + a˜KxzfRz (mRz (t))− a˜JxzfIz(mIz(t))
]
+
n
∑
z=1
[
b˜RxzgKz (mKz (t− τ(t))) + b˜IxzgJz(mJz(t− τ(t))) + b˜KxzgRz (mRz (t− τ(t)))
−b˜JxzgIz(mIz(t− τ(t)))
]
+ uKx (t)
]
dt +
n
∑
z=1
σKxz(t, mKz (t), mKz (t− τ(t)))dwz(t),
(7)
for t ∈ [0,+∞), where x, z ∈ N, uRx (t) = Re(ux(t)), uIx(t) = Im(ux(t)), uJx(t) = Im(ux(t)), uKx (t) =
Im(ux(t)), and
σRxz(t, m
R
z (t), m
R
z (t− τ(t))) = Re(σxz(t, mz(t), mz(t− τ(t)))),
σIxz(t, m
I
z(t), m
I
z(t− τ(t))) = Im(σxz(t, mz(t), mz(t− τ(t)))),
σJxz(t, m
J
z(t), m
J
z(t− τ(t))) = Im(σxz(t, mz(t), mz(t− τ(t)))),
σKxz(t, m
K
z (t), m
K
z (t− τ(t))) = Im(σxz(t, mz(t), mz(t− τ(t)))).
Consider Model (7), its initial condition is
mRx (t) = ϕ
R
x (t), m
I
x(t) = ϕ
I
x(t), m
J
x(t) = ϕ
J
x(t), mKx (t) = ϕ
K
x (t), (8)
for t ∈ [−τ, 0],where ϕRx (t) = Re(ϕx(t)), ϕIx(t) = Im(ϕx(t)), ϕJx(t) = Im(ϕx(t)), ϕKx (t) = Im(ϕx(t)).
A2: [32] For any z ∈ N, fsz(mz(·)) and gsz(mz(·)), s = R, I, J, K are bounded and continuous,
along with Gsz, Hsz as the positive constants, in which{
|fsz(m1)− fsz(m2)| ≤ Gsz|m1 −m2|,
|gsz(m1)− gsz(m2)| ≤ Hsz|m1 −m2|,
(9)
for all m1, m2 ∈ R and fsz(0) = 0, gsz(0) = 0, s = R, I, J, K.
Let C = diag{c1, ..., cn} ∈ Rn, AR = (a˜Rxz)n×n ∈ Rn×n, AI = (a˜Ixz)n×n ∈ Rn×n, AJ =
(a˜Jxz)n×n ∈ Rn×n, AK = (a˜Kxz)n×n ∈ Rn×n, BR = (b˜Rxz)n×n ∈ Rn×n, BI = (b˜Ixz)n×n ∈ Rn×n,
BJ = (b˜Jxz)n×n ∈ Rn×n, BK = (b˜Kxz)n×n ∈ Rn×n, fR(mR(t)) = [fR1 (mR1 (t)), ..., fRn (mRn (t))]T ∈
Rn, fI(mI(t)) = [fI1(mI1(t)), ..., fIn(mIn(t))]T ∈ Rn, fJ(mJ(t)) = [fJ1(mJ1(t)), ..., fJn(mJn(t))]T ∈ Rn,
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fK(mK(t)) = [fK1 (m
K
1 (t)), ..., f
K
n (mKn (t))]T ∈ Rn, gR(mR(t− τ(t))) = [gR1 (mR1 (t− τ(t))), ..., gRn (mRn (t−
τ(t)))]T ∈ Rn, gI(mI(t− τ(t))) = [gI1(mI1(t− τ(t))), ..., gIn(mIn(t− τ(t)))]T ∈ Rn, gJ(mJ(t− τ(t))) =
[gJ1(m
J
1(t− τ(t))), ..., gJn(mJn(t− τ(t)))]T ∈ Rn, gK(mK(t− τ(t))) = [gK1 (mK1 (t− τ(t))), ..., gKn (mKn (t−
τ(t)))]T ∈ Rn, uR(t) = [uR1 (t), ..., uRn (t)]T ∈ Rn, uI(t) = [uI1(t), ..., uIn(t)]T ∈ Rn, uJ(t) =
[uJ1(t), ..., u
J
n(t)]T ∈ Rn, uK(t) = [uK1 (t), ..., uKn (t)]T ∈ Rn, σR(t) = (σRxz(t))n×n : R×Rn ×Rn → Rn×n,
σI(t) = (σIxz(t))n×n : R × Rn × Rn → Rn×n, σJ(t) = (σJxz(t))n×n : R × Rn × Rn → Rn×n,
σK(t) = (σKxz(t))n×n : R × Rn × Rn → Rn×n, σRxz(t) = σRxz(t, mRz (t), mRz (t − τ(t))), σIxz(t) =
σIxz(t, mIz(t), mIz(t− τ(t))), σJxz(t) = σJxz(t, mJz(t), mJz(t− τ(t))), σKxz(t) = σKxz(t, mKz (t), mKz (t− τ(t))).
Now, we can express Model (7) as
dmR(t) =
[− CmR(t) + ARfR(mR(t))−AIfI(mI(t))−AJfJ(mJ(t))−AKfK(mK(t))
+BRgR(mR(t− τ(t)))− BIgI(mI(t− τ(t)))− BJgJ(mJ(t− τ(t)))
−BKgK(mK(t− τ(t))) + uR(t)]dt + σR(t)dw(t),
dmI(t) =
[− CmI(t) + ARfI(mI(t)) + AIfR(mR(t)) + AJfK(mK(t))−AKfJ(mJ(t))
+BRgI(mI(t− τ(t))) + BIgR(mR(t− τ(t))) + BJgK(mK(t− τ(t)))
−BKgJ(mJ(t− τ(t))) + uI(t)]dt + σI(t)dw(t),
dmJ(t) =
[− CmJ(t) + ARfJ(mJ(t)) + AJfR(mR(t)) + AKfI(mI(t))−AIfK(mK(t))
+BRgJ(mJ(t− τ(t))) + BJgR(mR(t− τ(t))) + BKgI(mI(t− τ(t)))
−BIgK(mK(t− τ(t))) + uJ(t)]dt + σJ(t)dw(t),
dmK(t) =
[− CmK(t) + ARfK(mK(t)) + AIfJ(mJ(t)) + AKfR(mR(t))−AJfI(mI(t))
+BRgK(mK(t− τ(t))) + BIgJ(mJ(t− τ(t))) + BKgR(mR(t− τ(t)))
−BJgI(mI(t− τ(t))) + uK(t)]dt + σK(t)dw(t),
(10)
Denote
m¯(t) = [(mR(t))T , (mI(t))T , (mJ(t))T , (mK(t))T ]T ,
f¯(m¯(t)) = [(fR(mR(t))T , (fI(mI(t))T , (fJ(mJ(t))T , (fK(mK(t))T ]T ,
g¯(m¯(t− τ(t))) = [(gR(mR(t− τ(t)))T , (gI(mI(t− τ(t)))T , (gJ(mJ(t− τ(t)))T , (gK(mK(t− τ(t)))T ]T ,
σ¯(t) = [(σR(t))T , (σI(t))T , (σJ(t))T , (σK(t))T ]T ,
U¯ = [(uR(t))T , (uI(t))T , (uJ(t))T , (uK(t))T ]T , C¯ = diag{C, C, C, C},
A¯ =

AR −AI −AJ −AK
AI AR −AK AJ
AJ AK AR −AI
AK −AJ AI AR
 , B¯ =

BR −BI −BJ −BK
BI BR −BK BJ
BJ BK BR −BI
BK −BJ BI BR
 .
Therefore, the model in Equation (10) can be rewritten as
dm¯(t) = [−C¯m¯(t) + A¯f¯(m¯(t)) + B¯g¯(m¯(t− τ(t))) + U¯]dt + σ¯(t)dw(t). (11)
Note that the model in Equation (11) has the following initial condition
m¯(t) = φ(t), t ∈ [−τ, 0], (12)
where φ(t) = [ϕR(t), ϕI(t), ϕJ(t), ϕK(t)]T , with ‖ϕR(t)‖ = sup
−τ≤t≤0
|ϕR(t)|, ‖ϕI(t)‖ = sup
−τ≤t≤0
|ϕI(t)|,
‖ϕJ(t)‖ = sup
−τ≤t≤0
|ϕJ(t)|, ‖ϕK(t)‖ = sup
−τ≤t≤0
|ϕK(t)|.
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A3: [13] There exist nonnegative constants αˆxz, αˇxz, α¯xz, α˜xz, βˆxz, βˇxz, β¯xz, β˜xz such that
[σRxz(t, m´
R, m`R)− σRxz(t, ´¯mR, `¯mR)]2 ≤ αˆxz(m´R − ´¯mR)2 + βˆxz(m`R − `¯mR)2,
[σIxz(t, m´
I , m`I)− σIxz(t, ´¯mI , `¯mI)]2 ≤ αˇxz(m´I − ´¯mI)2 + βˇxz(m`I − `¯mI)2,
[σJxz(t, m´J , m`J)− σJxz(t, ´¯mJ , `¯mJ)]2 ≤ α¯xz(m´J − ´¯mJ)2 + β¯xz(m`J − `¯mJ)2,
[σKxz(t, m´
K, m`K)− σKxz(t, ´¯mK, `¯mK)]2 ≤ α˜xz(m´K − ´¯mK)2 + β˜xz(m`K − `¯mK)2,
for all m´R, m`R, ´¯mR, `¯mR, m´I , m`I , ´¯mI , `¯mI , m´J , m`J , ´¯mJ , `¯mJ , m´K, m`K, ´¯mK, `¯mK ∈ R, x, z ∈ N.
A4: [13] σRxz(t, 0, 0) = 0, σIxz(t, 0, 0) = 0, σ
J
xz(t, 0, 0) = 0, σKxz(t, 0, 0) = 0, for all x, z ∈ N.
Definition 1. [13] There existence of positive scalars α > 0, β > 0,γ > 0, the SMQVNN model in Equation (2)
has a trivial solution that is mean-square exp-ISS, in which
E[|m(t; ϕ)|2] ≤ αe−βtE[‖ϕ‖2] + γ‖u‖2∞, (13)
for any ϕ ∈ L 2F0([−τ, 0];Qn), u(t) ∈ `∞.
Now, consider the initial data m¯(t) = φ(t) on −τ ≤ t ≤ 0 inL 2F0([−τ, 0];R4n) has the solution
of m¯(t; φ). Obviously, under assumptions A2 and A4, subject to the input U¯ = 0, the model in
Equation (11) has a trivial solution, or a zero solution m¯(t; 0) = 0.
3. Main Results
We derive the sufficient conditions that assure the mean-square exp-ISS with respect to the trivial
solution of the SMQVNN model in Equation (2).
Theorem 1. Suppose that A1–A4 hold, subject to the existence of positive scalars λ, px, qx, rx, sx,
dx, hx, ux, vx, x ∈ N, the SMQVNN model in Equation (2) has a trivial solution, which is mean-square
exp-ISS, in which
2pxcx ≥ λpx +
n
∑
z=1
pzαˆzx + dx + px
n
∑
z=1
|a˜Rxz|GRz + pz
n
∑
z=1
|a˜Rzx|GRx + px
n
∑
z=1
|a˜Ixz|GIz
+ px
n
∑
z=1
|a˜Jxz|GJz + px
n
∑
z=1
|a˜Kxz|GKz + px
n
∑
z=1
|b˜Rxz|HRz + px
n
∑
z=1
|b˜Ixz|HIz
+ px
n
∑
z=1
|b˜Jxz|HJz + px
n
∑
z=1
|b˜Kxz|HKz + px + qz
n
∑
z=1
|a˜Izx|GRx + rz
n
∑
z=1
|a˜Jzx|GJx + sz
n
∑
z=1
|a˜Kzx|GKx , (14)
(1− µ)dx ≥ eλτ
n
∑
z=1
pz βˆzx + eλτ
n
∑
z=1
pz|b˜Rzx|HRx + eλτ
n
∑
z=1
qz|b˜Izx|HRx + eλτ
n
∑
z=1
rz|b˜Jzx|HRx + eλτ
n
∑
z=1
sz|b˜Kzx|HRx , (15)
2qxcx ≥ λqx +
n
∑
z=1
qzαˇzx + hx + qx
n
∑
z=1
|a˜Rxz|GIz + qz
n
∑
z=1
|a˜Rzx|GIx + pz
n
∑
z=1
|a˜Izx|GIx
+ qx
n
∑
z=1
|a˜Ixz|GRz + qx
n
∑
z=1
|a˜Jxz|GKz + qx
n
∑
z=1
|a˜Kxz|GJz + qx
n
∑
z=1
|b˜Rxz|HIz
+ qx
n
∑
z=1
|b˜Ixz|HRz + qx
n
∑
z=1
|b˜Jxz|HKz + qx
n
∑
z=1
|b˜Kxz|HJz + qx + rz
n
∑
z=1
|a˜Kzx|GIx + sz
n
∑
z=1
|a˜Jzx|GIx, (16)
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(1− µ)hx ≥ eλτ
n
∑
z=1
qz βˇzx + eλτ
n
∑
z=1
pz|b˜Izx|HIx + eλτ
n
∑
z=1
qz|b˜Rzx|HIx + eλτ
n
∑
z=1
rz|b˜Kzx|HIx + eλτ
n
∑
z=1
sz|b˜Jzx|HIx, (17)
2rxcx ≥ λrx +
n
∑
z=1
rzα¯zx + ux + rx
n
∑
z=1
|a˜Rxz|GJz + rz
n
∑
z=1
|a˜Rzx|GJx + pz
n
∑
z=1
|a˜Jzx|GJx
+ qz
n
∑
z=1
|a˜Kzx|GJx + rx
n
∑
z=1
|a˜Jxz|GRz + rx
n
∑
z=1
|a˜Kxz|GIz + rx
n
∑
z=1
|a˜Ixz|GKz
+ rx
n
∑
z=1
|b˜Rxz|HJz + rx
n
∑
z=1
|b˜Jxz|HRz + rx
n
∑
z=1
|b˜Kxz|HIz + rx
n
∑
z=1
|b˜Ixz|HKz + rx + sz
n
∑
z=1
|a˜Izx|GJx, (18)
(1− µ)ux ≥ eλτ
n
∑
z=1
rz β¯zx + eλτ
n
∑
z=1
pz|b˜Jzx|HJx + eλτ
n
∑
z=1
qz|b˜Kzx|HJx + eλτ
n
∑
z=1
rz|b˜Rzx|HJx + eλτ
n
∑
z=1
sz|b˜Izx|HJx, (19)
2sxcx ≥ λsx +
n
∑
z=1
szα˜zx + vx + sx
n
∑
z=1
|a˜Rxz|GKz + sz
n
∑
z=1
|a˜Rzx|GKx + pz
n
∑
z=1
|a˜Kzx|GKx
+ qz
n
∑
z=1
|a˜Jzx|GKx + rz
n
∑
z=1
|a˜Ixz|GKx + sx
n
∑
z=1
|a˜Ixz|GIz + sx
n
∑
z=1
|a˜Kxz|GRz
+ sx
n
∑
z=1
|a˜Jxz|GIz + sx
n
∑
z=1
|b˜Rxz|HKz + sx
n
∑
z=1
|b˜Ixz|HJz + sx
n
∑
z=1
|b˜Kxz|HRz + sx
n
∑
z=1
|b˜Jxz|HIz + sx, (20)
(1− µ)vx ≥ eλτ
n
∑
z=1
sz β˜zx + eλτ
n
∑
z=1
pz|b˜Kzx|HKx + eλτ
n
∑
z=1
qz|b˜Jzx|HKx + eλτ
n
∑
z=1
rz|b˜Izx|HKx + eλτ
n
∑
z=1
sz|b˜Rzx|HKx . (21)
Proof. A Lyapunov functional is formulated as
V(t, m¯(t)) = eλt
4n
∑
x=1
ξxm¯2x(t) +
∫ t
t−τ(t)
eλs
4n
∑
x=1
ζxm¯2x(s)ds, (22)
where
ξx =

px, x = 1, 2, ..., n,
qx, x = n + 1, n + 2, ..., 2n,
rx, x = 2n + 1, 2n + 2, ..., 3n,
sx, x = 3n + 1, 3n + 2, ..., 4n,
,
ζx =

dx, x = 1, 2, ..., n,
hx, x = n + 1, n + 2, ..., 2n,
ux, x = 2n + 1, 2n + 2, ..., 3n,
vx, x = 3n + 1, 3n + 2, ..., 4n.
Then,
V(t, m¯(t)) = V1(t, mR(t)) + V1(t, mI(t)) + V1(t, mJ(t)) + V1(t, mK(t)), (23)
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where
V1(t, mR(t)) = eλt
n
∑
x=1
pxmR
2
x(t) +
∫ t
t−τ(t)
eλs
n
∑
x=1
dxmR
2
x(s)ds,
V2(t, mI(t)) = eλt
n
∑
x=1
qxmI
2
x(t) +
∫ t
t−τ(t)
eλs
n
∑
x=1
hxmI
2
x(s)ds,
V3(t, mJ(t)) = eλt
n
∑
x=1
rxmJ
2
x(t) +
∫ t
t−τ(t)
eλs
n
∑
x=1
uxmJ
2
x(s)ds,
V4(t, mK(t)) = eλt
n
∑
x=1
sxmK
2
x(t) +
∫ t
t−τ(t)
eλs
n
∑
x=1
vxmK
2
x(s)ds.
Based on the Itoˆ’s formula, we have
dV(t, m¯(t)) = L V(t, m¯(t))dt + Vm¯(t, m¯(t))σ¯(t)dw(t), (24)
where
Vm¯(t, m¯(t)) =
(
∂V(t, m¯(t))
∂m¯1
, ...,
∂V(t, m¯(t))
∂m¯4n
)
.
where the Itoˆ’s operator isL , such that
L V1(t, mR(t)) = λeλt
n
∑
x=1
pxmR
2
x(t) + 2e
λt
n
∑
x=1
pxmRx(t)
[− cxmRx(t) + n∑
z=1
a˜Rxzf
R
z (m
R
z (t))
−
n
∑
z=1
a˜Ixzf
I
z(m
I
z(t))−
n
∑
z=1
a˜Jxzf
J
z(m
J
z(t))−
n
∑
z=1
a˜Kxzf
K
z (m
K
z (t))
+
n
∑
z=1
b˜Rxzg
R
z (m
R
z (t− τ(t)))−
n
∑
z=1
b˜Ixzg
I
z(m
I
z(t− τ(t)))−
n
∑
z=1
b˜Jxzg
J
z(m
J
z(t− τ(t)))
−
n
∑
z=1
b˜Kxzg
K
z (m
K
z (t− τ(t))) + uRx (t)
]
+ eλt
n
∑
x=1
px
n
∑
z=1
[σR
2
xz(t, m
R
z (t), m
R
z (t− τ(t))]2
+ eλt
n
∑
x=1
dxmR
2
x(t)− (1− τ˙(t))eλ(t−τ(t))
n
∑
x=1
dxmR
2
x(t− τ(t)). (25)
According to A2 and A3, we have
L V1(t, mR(t)) = eλt
n
∑
x=1
(
λpx − 2pxcx +
n
∑
z=1
pzαˆzx + dx
)
mR
2
x(t) + 2e
λt
n
∑
x=1
px|mRx (t)|
n
∑
z=1
|a˜Rxz|GRz |mRz (t)|
+ 2eλt
n
∑
x=1
px|mRx (t)|
n
∑
z=1
|a˜Ixz|GIz|mIz(t)|+ 2eλt
n
∑
x=1
px|mRx (t)|
n
∑
z=1
|a˜Jxz|GJz|mJz(t)|
+ 2eλt
n
∑
x=1
px|mRx (t)|
n
∑
z=1
|a˜Kxz|GKz |mKz (t)|+ 2eλt
n
∑
x=1
px|mRx (t)|
n
∑
z=1
|b˜Rxz|HRz |mRz (t− τ(t))|
+ 2eλt
n
∑
x=1
px|mRx (t)|
n
∑
z=1
|b˜Ixz|HIz|mIz(t− τ(t))|+ 2eλt
n
∑
x=1
px|mRx (t)|
n
∑
z=1
|b˜Jxz|HJz|mJz(t− τ(t))|
+ 2eλt
n
∑
x=1
px|mRx (t)|
n
∑
z=1
|b˜Kxz|HKz |mKz (t− τ(t))|+ 2eλt
n
∑
x=1
px|mRx (t)||uRx (t)|
+ eλt
n
∑
x=1
[− (1− µ)e−λτdx + n∑
z=1
pz βˆzx
]
mR
2
x(t− τ(t)). (26)
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By using similar techniques, we can estimate the derivatives ofL V2(t, mI(t)),L V3(t, mJ(t)) and
L V4(t, mK(t)) along the solution with respect to the model in Equation (7) as
L V2(t, mI(t)) = λeλt
n
∑
x=1
(
λqx − 2qxcx +
n
∑
z=1
qzαˇzx + hx
)
mI
2
x(t) + 2e
λt
n
∑
x=1
qx|mIx(t)|
n
∑
z=1
|a˜Rxz|GIz|mIz(t)|
+ 2eλt
n
∑
x=1
qx|mIx(t)|
n
∑
z=1
|a˜Ixz|GRz |mRz (t)|+ 2eλt
n
∑
x=1
qx|mIx(t)|
n
∑
z=1
|a˜Jxz|GKz |mKz (t)|
+ 2eλt
n
∑
x=1
qx|mIx(t)|
n
∑
z=1
|a˜Kxz|GJz|mJz(t)|+ 2eλt
n
∑
x=1
qx|mIx(t)|
n
∑
z=1
|b˜Rxz|HIz|mIz(t− τ(t))|
+ 2eλt
n
∑
x=1
qx|mIx(t)|
n
∑
z=1
|b˜Ixz|HRz |mRz (t− τ(t))|+ 2eλt
n
∑
x=1
qx|mIx(t)|
n
∑
z=1
|b˜Jxz|HKz |mKz (t− τ(t))|
+ 2eλt
n
∑
x=1
qx|mIx(t)|
n
∑
z=1
|b˜Kxz|HJz|mJz(t− τ(t))|+ 2eλt
n
∑
x=1
qx|mIx(t)||uIx(t)|
+ eλt
n
∑
x=1
[− (1− µ)e−λτhx + n∑
z=1
qz βˇzx
]
mI
2
x(t− τ(t)). (27)
L V3(t, mJ(t)) = λeλt
n
∑
x=1
(
λrx − 2rxcx +
n
∑
z=1
rzα¯zx + ux
)
mJ
2
x(t) + 2e
λt
n
∑
x=1
rx|mJx(t)|
n
∑
z=1
|a˜Rxz|GJz|mJz(t)|
+ 2eλt
n
∑
x=1
rx|mJx(t)|
n
∑
z=1
|a˜Jxz|GRz |mRz (t)|+ 2eλt
n
∑
x=1
rx|mJx(t)|
n
∑
z=1
|a˜Kxz|GIz|mIz(t)|
+ 2eλt
n
∑
x=1
rx|mJx(t)|
n
∑
z=1
|a˜Ixz|GKz |mKz (t)|+ 2eλt
n
∑
x=1
rx|mJx(t)|
n
∑
z=1
|b˜Rxz|HJz|mJz(t− τ(t))|
+ 2eλt
n
∑
x=1
rx|mJx(t)|
n
∑
z=1
|b˜Jxz|HRz |mRz (t− τ(t))|+ 2eλt
n
∑
x=1
rx|mJx(t)|
n
∑
z=1
|b˜Kxz|HIz|mIz(t− τ(t))|
+ 2eλt
n
∑
x=1
rx|mJx(t)|
n
∑
z=1
|b˜Ixz|HKz |mKz (t− τ(t))|+ 2eλt
n
∑
x=1
rx|mJx(t)||uJx(t)|
+ eλt
n
∑
x=1
[− (1− µ)e−λτux + n∑
z=1
rz β¯zx
]
mJ
2
x(t− τ(t)). (28)
L V4(t, mK(t)) = λeλt
n
∑
x=1
(
λsx − 2sxcx +
n
∑
z=1
szα˜zx + vx
)
mK
2
x(t) + 2e
λt
n
∑
x=1
sx|mKx (t)|
n
∑
z=1
|a˜Rxz|GKz |mKz (t)|
+ 2eλt
n
∑
x=1
sx|mKx (t)|
n
∑
z=1
|a˜Ixz|GJz|mJz(t)|+ 2eλt
n
∑
x=1
sx|mKx (t)|
n
∑
z=1
|a˜Kxz|GRz |mRz (t)|
+ 2eλt
n
∑
x=1
sx|mKx (t)|
n
∑
z=1
|a˜Jxz|GIz|mIz(t)|+ 2eλt
n
∑
x=1
sx|mKx (t)|
n
∑
z=1
|b˜Rxz|HKz |mKz (t− τ(t))|
+ 2eλt
n
∑
x=1
sx|mKx (t)|
n
∑
z=1
|b˜Ixz|HJz|mJz(t− τ(t))|+ 2eλt
n
∑
x=1
sx|mKx (t)|
n
∑
z=1
|b˜Kxz|HRz |mRz (t− τ(t))|
+ 2eλt
n
∑
x=1
sx|mKx (t)|
n
∑
z=1
|b˜J Ixz|HIz|mIz(t− τ(t))|+ 2eλt
n
∑
x=1
sx|mKx (t)||uKx (t)|
+ eλt
n
∑
x=1
[− (1− µ)e−λτvx + n∑
z=1
sz β˜zx
]
mK
2
x(t− τ(t)). (29)
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Using the well-known Young inequality, it follows that
2eλt
n
∑
x=1
px|mRx (t)|
n
∑
z=1
|a˜Rxz|GRz |mRz (t)| ≤ eλt
n
∑
x=1
n
∑
z=1
px|a˜Rxz|GRz (|mRx (t)|2 + mRz (t)|2),
2eλt
n
∑
x=1
px|mRx (t)|
n
∑
z=1
|a˜Ixz|GIz|mIz(t)| ≤ eλt
n
∑
x=1
n
∑
z=1
px|a˜Ixz|GIz(|mRx (t)|2 + mIz(t)|2),
2eλt
n
∑
x=1
px|mRx (t)|
n
∑
z=1
|a˜Jxz|GJz|mJz(t)| ≤ eλt
n
∑
x=1
n
∑
z=1
px|a˜Jxz|GJz(|mRx (t)|2 + mJz(t)|2),
2eλt
n
∑
x=1
px|mRx (t)|
n
∑
z=1
|a˜Kxz|GKz |mKz (t)| ≤ eλt
n
∑
x=1
n
∑
z=1
px|a˜Kxz|GKz (|mRx (t)|2 + mKz (t)|2),
2eλt
n
∑
x=1
px|mRx (t)|
n
∑
z=1
|b˜Rxz|HRz |mRz (t− τ(t))| ≤ eλt
n
∑
x=1
n
∑
z=1
px|b˜Rxz|HRz (|mRx (t)|2 + mRz (t− τ(t))|2),
2eλt
n
∑
x=1
px|mRx (t)|
n
∑
z=1
|b˜Ixz|HIz|mIz(t− τ(t))| ≤ eλt
n
∑
x=1
n
∑
z=1
px|b˜Ixz|HIz(|mRx (t)|2 + mIz(t− τ(t))|2),
2eλt
n
∑
x=1
px|mRx (t)|
n
∑
z=1
|b˜Jxz|HJz|mJz(t− τ(t))| ≤ eλt
n
∑
x=1
n
∑
z=1
px|b˜Jxz|HJz(|mRx (t)|2 + mJz(t− τ(t))|2),
2eλt
n
∑
x=1
px|mRx (t)|
n
∑
z=1
|b˜Kxz|HKz |mKz (t− τ(t))| ≤ eλt
n
∑
x=1
n
∑
z=1
px|b˜Kxz|HKz (|mRx (t)|2 + mKz (t− τ(t))|2),
2eλt
n
∑
x=1
px|mRx (t)|uRx (t)| ≤ eλt
n
∑
x=1
px(|mRx (t)|2 + |uRx (t)|2),
2eλt
n
∑
x=1
qx|mIx(t)|
n
∑
z=1
|a˜Rxz|GIz|mIz(t)| ≤ eλt
n
∑
x=1
n
∑
z=1
qx|a˜Rxz|GIz(|mIx(t)|2 + mIz(t)|2),
2eλt
n
∑
x=1
qx|mIx(t)|
n
∑
z=1
|a˜Ixz|GRz |mRz (t)| ≤ eλt
n
∑
x=1
n
∑
z=1
qx|a˜Ixz|GRz (|mIx(t)|2 + mRz (t)|2),
2eλt
n
∑
x=1
qx|mIx(t)|
n
∑
z=1
|a˜Jxz|GKz |mKz (t)| ≤ eλt
n
∑
x=1
n
∑
z=1
qx|a˜Jxz|GKz (|mIx(t)|2 + mKz (t)|2),
2eλt
n
∑
x=1
qx|mIx(t)|
n
∑
z=1
|a˜Kxz|GJz|mJz(t)| ≤ eλt
n
∑
x=1
n
∑
z=1
qx|a˜Kxz|GJz(|mIx(t)|2 + mJz(t)|2),
2eλt
n
∑
x=1
qx|mIx(t)|
n
∑
z=1
|b˜Rxz|HIz|mIz(t− τ(t))| ≤ eλt
n
∑
x=1
n
∑
z=1
qx|b˜Rxz|HIz(|mIx(t)|2 + mIz(t− τ(t))|2),
2eλt
n
∑
x=1
qx|mIx(t)|
n
∑
z=1
|b˜Ixz|HRz |mRz (t− τ(t))| ≤ eλt
n
∑
x=1
n
∑
z=1
qx|b˜Ixz|HRz (|mIx(t)|2 + mRz (t− τ(t))|2),
2eλt
n
∑
x=1
qx|mIx(t)|
n
∑
z=1
|b˜Jxz|HKz |mKz (t− τ(t))| ≤ eλt
n
∑
x=1
n
∑
z=1
qx|b˜Jxz|HKz (|mIx(t)|2 + mKz (t− τ(t))|2),
2eλt
n
∑
x=1
qx|mIx(t)|
n
∑
z=1
|b˜Kxz|HJz|mJz(t− τ(t))| ≤ eλt
n
∑
x=1
n
∑
z=1
qx|b˜Kxz|HJz(|mIx(t)|2 + mJz(t− τ(t))|2),
2eλt
n
∑
x=1
qx|mIx(t)|uIx(t)| ≤ eλt
n
∑
x=1
qx(|mIx(t)|2 + |uIx(t)|2),
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2eλt
n
∑
x=1
rx|mJx(t)|
n
∑
z=1
|a˜Rxz|GJz|mJz(t)| ≤ eλt
n
∑
x=1
n
∑
z=1
rx|a˜Rxz|GJz(|mJx(t)|2 + mJz(t)|2),
2eλt
n
∑
x=1
rx|mJx(t)|
n
∑
z=1
|a˜Jxz|GRz |mRz (t)| ≤ eλt
n
∑
x=1
n
∑
z=1
rx|a˜Jxz|GRz (|mJx(t)|2 + mRz (t)|2),
2eλt
n
∑
x=1
rx|mJx(t)|
n
∑
z=1
|a˜Kxz|GIz|mIz(t)| ≤ eλt
n
∑
x=1
n
∑
z=1
rx|a˜Kxz|GIz(|mJx(t)|2 + mIz(t)|2),
2eλt
n
∑
x=1
rx|mJx(t)|
n
∑
z=1
|a˜Ixz|GKz |mKz (t)| ≤ eλt
n
∑
x=1
n
∑
z=1
rx|a˜Ixz|GKz (|mJx(t)|2 + mKz (t)|2),
2eλt
n
∑
x=1
rx|mJx(t)|
n
∑
z=1
|b˜Rxz|HJz|mJz(t− τ(t))| ≤ eλt
n
∑
x=1
n
∑
z=1
rx|b˜Rxz|HJz(|mJx(t)|2 + mJz(t− τ(t))|2),
2eλt
n
∑
x=1
rx|mJx(t)|
n
∑
z=1
|b˜Jxz|HRz |mRz (t− τ(t))| ≤ eλt
n
∑
x=1
n
∑
z=1
rx|b˜Jxz|HRz (|mJx(t)|2 + mRz (t− τ(t))|2),
2eλt
n
∑
x=1
rx|mJx(t)|
n
∑
z=1
|b˜Kxz|HIz|mIz(t− τ(t))| ≤ eλt
n
∑
x=1
n
∑
z=1
rx|b˜Kxz|HIz(|mJx(t)|2 + mIz(t− τ(t))|2),
2eλt
n
∑
x=1
rx|mJx(t)|
n
∑
z=1
|b˜Ixz|HKz |mKz (t− τ(t))| ≤ eλt
n
∑
x=1
n
∑
z=1
rx|b˜Ixz|HKz (|mJx(t)|2 + mKz (t− τ(t))|2),
2eλt
n
∑
x=1
rx|mJx(t)|uJx(t)| ≤ eλt
n
∑
x=1
rx(|mJx(t)|2 + |uJx(t)|2),
2eλt
n
∑
x=1
sx|mKx (t)|
n
∑
z=1
|a˜Rxz|GKz |mKz (t)| ≤ eλt
n
∑
x=1
n
∑
z=1
sx|a˜Rxz|GKz (|mKx (t)|2 + mKz (t)|2),
2eλt
n
∑
x=1
sx|mKx (t)|
n
∑
z=1
|a˜Ixz|GJz|mJz(t)| ≤ eλt
n
∑
x=1
n
∑
z=1
sx|a˜Ixz|GJz(|mKx (t)|2 + mJz(t)|2),
2eλt
n
∑
x=1
sx|mKx (t)|
n
∑
z=1
|a˜Kxz|GRz |mRz (t)| ≤ eλt
n
∑
x=1
n
∑
z=1
sx|a˜Kxz|GRz (|mKx (t)|2 + mRz (t)|2),
2eλt
n
∑
x=1
sx|mKx (t)|
n
∑
z=1
|a˜Jxz|GIz|mIz(t)| ≤ eλt
n
∑
x=1
n
∑
z=1
sx|a˜Jxz|GIz(|mKx (t)|2 + mIz(t)|2),
2eλt
n
∑
x=1
sx|mKx (t)|
n
∑
z=1
|b˜Rxz|HKz |mKz (t− τ(t))| ≤ eλt
n
∑
x=1
n
∑
z=1
sx|b˜Rxz|HKz (|mKx (t)|2 + mKz (t− τ(t))|2),
2eλt
n
∑
x=1
sx|mKx (t)|
n
∑
z=1
|b˜Ixz|HJz|mJz(t− τ(t))| ≤ eλt
n
∑
x=1
n
∑
z=1
sx|b˜Ixz|HJz(|mKx (t)|2 + mJz(t− τ(t))|2),
2eλt
n
∑
x=1
sx|mKx (t)|
n
∑
z=1
|b˜Kxz|HRz |mRz (t− τ(t))| ≤ eλt
n
∑
x=1
n
∑
z=1
sx|b˜Kxz|HRz (|mKx (t)|2 + mRz (t− τ(t))|2),
2eλt
n
∑
x=1
sx|mKx (t)|
n
∑
z=1
|b˜Jxz|HIz|mIz(t− τ(t))| ≤ eλt
n
∑
x=1
n
∑
z=1
sx|b˜Jxz|HIz(|mKx (t)|2 + mIz(t− τ(t))|2),
2eλt
n
∑
x=1
sx|mKx (t)|uKx (t)| ≤ eλt
n
∑
x=1
sx(|mKx (t)|2 + |uKx (t)|2),
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Substituting the above inequalities into Equations (26)–(29), we have
L V1(t, mR(t)) = eλt
n
∑
x=1
(
λpx − 2pxcx +
n
∑
z=1
pzαˆzx + dx
)
mR
2
x(t) + e
λt
n
∑
x=1
n
∑
z=1
px|a˜Rxz|GRz (|mRx (t)|2 + mRz (t)|2)
+ eλt
n
∑
x=1
n
∑
z=1
px|a˜Ixz|GIz(|mRx (t)|2 + mIz(t)|2) + eλt
n
∑
x=1
n
∑
z=1
px|a˜Jxz|GJz(|mRx (t)|2 + mJz(t)|2)
+ eλt
n
∑
x=1
n
∑
z=1
px|a˜Kxz|GKz (|mRx (t)|2 + mKz (t)|2) + eλt
n
∑
x=1
n
∑
z=1
px|b˜Rxz|HRz (|mRx (t)|2 + mRz (t− τ(t))|2)
+ eλt
n
∑
x=1
n
∑
z=1
px|b˜Ixz|HIz(|mRx (t)|2 + mIz(t− τ(t))|2) + eλt
n
∑
x=1
n
∑
z=1
px|b˜Jxz|HJz(|mRx (t)|2 + mJz(t− τ(t))|2)
+ eλt
n
∑
x=1
n
∑
z=1
px|b˜Kxz|HKz (|mRx (t)|2 + mKz (t− τ(t))|2) + eλt
n
∑
x=1
px(|mRx (t)|2 + |uRx (t)|2)
+ eλt
n
∑
x=1
[− (1− µ)e−λτdx + n∑
z=1
pz βˆzx
]
mR
2
x(t− τ(t)), (30)
L V2(t, mI(t)) = λeλt
n
∑
x=1
(
λqx − 2qxcx +
n
∑
z=1
qzαˇzx + hx
)
mI
2
x(t) + e
λt
n
∑
x=1
n
∑
z=1
qx|a˜Rxz|GIz(|mIx(t)|2 + mIz(t)|2)
+ eλt
n
∑
x=1
n
∑
z=1
qx|a˜Ixz|GRz (|mIx(t)|2 + mRz (t)|2) + eλt
n
∑
x=1
n
∑
z=1
qx|a˜Jxz|GKz (|mIx(t)|2 + mKz (t)|2)
+ eλt
n
∑
x=1
n
∑
z=1
qx|a˜Kxz|GJz(|mIx(t)|2 + mJz(t)|2) + eλt
n
∑
x=1
n
∑
z=1
qx|b˜Rxz|HIz(|mIx(t)|2 + mIz(t− τ(t))|2)
+ eλt
n
∑
x=1
n
∑
z=1
qx|b˜Ixz|HRz (|mIx(t)|2 + mRz (t− τ(t))|2) + eλt
n
∑
x=1
n
∑
z=1
qx|b˜Jxz|HKz (|mIx(t)|2 + mKz (t− τ(t))|2)
+ eλt
n
∑
x=1
n
∑
z=1
qx|b˜Kxz|HJz(|mIx(t)|2 + mJz(t− τ(t))|2) + eλt
n
∑
x=1
qx(|mIx(t)|2 + |uIx(t)|2)
+ eλt
n
∑
x=1
[− (1− µ)e−λτhx + n∑
z=1
qz βˇzx
]
mI
2
x(t− τ(t)), (31)
L V3(t, mJ(t)) = λeλt
n
∑
x=1
(
λrx − 2rxcx +
n
∑
z=1
rzα¯zx + ux
)
mJ
2
x(t) + e
λt
n
∑
x=1
n
∑
z=1
rx|a˜Rxz|GJz(|mJx(t)|2 + mJz(t)|2)
+ eλt
n
∑
x=1
n
∑
z=1
rx|a˜Jxz|GRz (|mJx(t)|2 + mRz (t)|2) + eλt
n
∑
x=1
n
∑
z=1
rx|a˜Kxz|GIz(|mJx(t)|2 + mIz(t)|2)
+ eλt
n
∑
x=1
n
∑
z=1
rx|a˜Ixz|GKz (|mJx(t)|2 + mKz (t)|2) + eλt
n
∑
x=1
n
∑
z=1
rx|b˜Rxz|HJz(|mJx(t)|2 + mJz(t− τ(t))|2)
+ eλt
n
∑
x=1
n
∑
z=1
rx|b˜Jxz|HRz (|mJx(t)|2 + mRz (t− τ(t))|2) + eλt
n
∑
x=1
n
∑
z=1
rx|b˜Kxz|HIz(|mJx(t)|2 + mIz(t− τ(t))|2)
+ eλt
n
∑
x=1
n
∑
z=1
rx|b˜Ixz|HKz (|mJx(t)|2 + mKz (t− τ(t))|2) + eλt
n
∑
x=1
rx(|mJx(t)|2 + |uJx(t)|2)
+ eλt
n
∑
x=1
[− (1− µ)e−λτux + n∑
z=1
rz β¯zx
]
mJ
2
x(t− τ(t)), (32)
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L V4(t, mK(t)) = λeλt
n
∑
x=1
(
λsx − 2sxcx +
n
∑
z=1
szα˜zx + vx
)
mK
2
x(t) + e
λt
n
∑
x=1
n
∑
z=1
sx|a˜Rxz|GKz (|mKx (t)|2 + mKz (t)|2)
+ eλt
n
∑
x=1
n
∑
z=1
sx|a˜Ixz|GJz(|mKx (t)|2 + mJz(t)|2) + eλt
n
∑
x=1
n
∑
z=1
sx|a˜Kxz|GRz (|mKx (t)|2 + mRz (t)|2)
+ eλt
n
∑
x=1
n
∑
z=1
sx|a˜Jxz|GIz(|mKx (t)|2 + mIz(t)|2) + eλt
n
∑
x=1
n
∑
z=1
sx|b˜Rxz|HKz (|mKx (t)|2 + mKz (t− τ(t))|2)
+ eλt
n
∑
x=1
n
∑
z=1
sx|b˜Ixz|HJz(|mKx (t)|2 + mJz(t− τ(t))|2) + eλt
n
∑
x=1
n
∑
z=1
sx|b˜Kxz|HRz (|mKx (t)|2 + mRz (t− τ(t))|2)
+ eλt
n
∑
x=1
n
∑
z=1
sx|b˜Jxz|HIz(|mKx (t)|2 + mIz(t− τ(t))|2) + eλt
n
∑
x=1
sx(|mKx (t)|2 + |uKx (t)|2)
+ eλt
n
∑
x=1
[− (1− µ)e−λτvx + n∑
z=1
sz β˜zx
]
mK
2
x(t− τ(t)). (33)
With further simplification, we have
L V(t, m¯(t)) = − eλt min
1≤x≤n
[
2pxcx − λpx −
n
∑
z=1
pzαˆzx − dx − px
n
∑
z=1
|a˜Rxz|GRz − pz
n
∑
z=1
|a˜Rzx|GRx
− px
n
∑
z=1
|a˜Ixz|GIz − px
n
∑
z=1
|a˜Jxz|GJz − px
n
∑
z=1
|a˜Kxz|GKz − px
n
∑
z=1
|b˜Rxz|HRz − px
n
∑
z=1
|b˜Ixz|HIz
− px
n
∑
z=1
|b˜Jxz|HJz − px
n
∑
z=1
|b˜Kxz|HKz − px − qz
n
∑
z=1
|a˜Izx|GRx − rz
n
∑
z=1
|a˜Jzx|GJx
− sz
n
∑
z=1
|a˜Kzx|GKx
] n
∑
x=1
mR
2
x(t)− eλt min1≤x≤n
[
(1− µ)dx − eλτ
n
∑
z=1
pz βˆzx − eλτ
n
∑
z=1
pz|b˜Rxz|HRx
− eλτ
n
∑
z=1
qz|b˜Ixz|HRx − eλτ
n
∑
z=1
rz|b˜Jxz|HRx − eλτ
n
∑
z=1
sz|b˜Kxz|HRx
] n
∑
x=1
mR
2
x(t− τ(t))
− eλt min
1≤x≤n
[
2qxcx − λqx −
n
∑
z=1
qzαˇzx − hx − qx
n
∑
z=1
|a˜Rxz|GIz − qz
n
∑
z=1
|a˜Rzx|GIx
− pz
n
∑
z=1
|a˜Izx|GIx − qx
n
∑
z=1
|a˜Ixz|GRz − qx
n
∑
z=1
|a˜Jxz|GKz − qx
n
∑
z=1
|a˜Kxz|GJz − qx
n
∑
z=1
|b˜Rxz|HIz
− qx
n
∑
z=1
|b˜Ixz|HRz − qx
n
∑
z=1
|b˜Jxz|HKz − qx
n
∑
z=1
|b˜Kxz|HJz − qx − rz
n
∑
z=1
|a˜Kzx|GIx
− sz
n
∑
z=1
|a˜Jzx|GIx
] n
∑
x=1
mI
2
x(t)− eλt min1≤x≤n
[
(1− µ)hx − eλτ
n
∑
z=1
qz βˇzx − eλτ
n
∑
z=1
pz|b˜Ixz|HIx
− eλτ
n
∑
z=1
qz|b˜Rxz|HIx − eλτ
n
∑
z=1
rz|b˜Kxz|HIx − eλτ
n
∑
z=1
sz|b˜Jxz|HIx
] n
∑
x=1
mI
2
x(t− τ(t))
− eλt min
1≤x≤n
[
2rxcx − λrx −
n
∑
z=1
rzα¯zx − ux − rx
n
∑
z=1
|a˜Rxz|GJz − rz
n
∑
z=1
|a˜Rzx|GJx
− pz
n
∑
z=1
|a˜Jzx|GJx − qz
n
∑
z=1
|a˜Kzx|GJx − rx
n
∑
z=1
|a˜Jxz|GRz − rx
n
∑
z=1
|a˜Kxz|GIz − rx
n
∑
z=1
|a˜Ixz|GKz
− rx
n
∑
z=1
|b˜Rxz|HJz − rx
n
∑
z=1
|b˜Jxz|HRz − rx
n
∑
z=1
|b˜Kxz|HIz − rx
n
∑
z=1
|b˜Ixz|HKz − rx
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− sz
n
∑
z=1
|a˜Izx|GJx
] n
∑
x=1
mJ
2
x(t)− eλt min1≤x≤n
[
(1− µ)ux − eλτ
n
∑
z=1
rz β¯zx − eλτ
n
∑
z=1
pz|b˜Jxz|HJx
− eλτ
n
∑
z=1
qz|b˜Kxz|HJx − eλτ
n
∑
z=1
rz|b˜Rxz|HJx − eλτ
n
∑
z=1
sz|b˜Ixz|HJx
] n
∑
x=1
mJ
2
x(t− τ(t))
− eλt min
1≤x≤n
[
2sxcx − λsx −
n
∑
z=1
szα˜zx − vx − sx
n
∑
z=1
|a˜Rxz|GKz − sz
n
∑
z=1
|a˜Rzx|GKx
− pz
n
∑
z=1
|a˜Kzx|GKx − qz
n
∑
z=1
|a˜Jzx|GKx − rz
n
∑
z=1
|a˜Ixz|GKx − sx
n
∑
z=1
|a˜Ixz|GIz − sx
n
∑
z=1
|a˜Kxz|GRz
− sx
n
∑
z=1
|a˜Jxz|GIz − sx
n
∑
z=1
|b˜Rxz|HKz − sx
n
∑
z=1
|b˜Ixz|HJz − sx
n
∑
z=1
|b˜Kxz|HRz
− sx
n
∑
z=1
|b˜Jxz|HIz − sx
] n
∑
x=1
mK
2
x(t)− eλt min1≤x≤n
[
(1− µ)vx − eλτ
n
∑
z=1
sz β˜zx − eλτ
n
∑
z=1
pz|b˜Kxz|HKx
− eλτ
n
∑
z=1
qz|b˜Jxz|HKx − eλτ
n
∑
z=1
rz|b˜Ixz|HKx − eλτ
n
∑
z=1
sz|b˜Rxz|HKx
] n
∑
x=1
mK
2
x(t− τ(t)) + eλt
4n
∑
x=1
ξx|U¯(t)|2, (34)
where
U¯(t) =

uRx (t), x = 1, 2, ..., n,
uIx(t), x = n + 1, n + 2, ..., 2n,
uJx(t), x = 2n + 1, 2n + 2, ..., 3n,
uKx (t), x = 3n + 1, 3n + 2, ..., 4n.
According to Equations (14)–(21), we can easily obtain
L V(t, m¯(t)) ≤ eλt
4n
∑
x=1
ξx|U¯(t)|2 ≤ eλt max
1≤x≤4n
ξx‖U¯‖2∞. (35)
Now, similar to the study in [13], the Markov time or stopping time is defined as $h¯ := in f {s ≥
0 : |m¯(s)| ≥ h¯}. The Dynkin formula is then used to yield
E[V(t ∧ $h¯, m¯(t ∧ $h¯))] = E[V(0, m¯(0))] +E
[ ∫ t∧$h¯
0
L V(s, m¯(s))ds
]
. (36)
With respect to the monotone convergence theorem, we have the following when h¯ goes to ∞
E[V(t, m¯(t))] ≤
4n
∑
x=1
ξxE[m¯2x(0)] +
∫ 0
−τ(0)
eλsE
[ 4n
∑
x=1
ζxm¯2x(s)]ds
]
+
1
λ
‖U¯‖2∞ min1≤x≤4n ξx(e
λt − 1). (37)
Based on Equation (22), we have
E[V(t, m¯(t))] ≥ E
[
eλt
4n
∑
x=1
ξxE|m¯2x(t)|
]
≥ eλt min
1≤x≤4n
ξxE[|m¯(t)|2]. (38)
Combining Equations (37) and (38), we have
eλt min
1≤x≤4n
ξxE[|m¯(t)|2] ≤ max
1≤x≤4n
ξx
4n
∑
x=1
E[m¯2x(0)] + max1≤x≤4n
ζx
∫ 0
−τ
eλs
4n
∑
x=1
E[m¯2x(s)]ds +
1
λ
eλt‖U¯‖2∞ max1≤x≤4n ξx. (39)
Consequently, we can derive
E[|m¯(t)|2] ≤ αe−λtE[‖φ‖2] + γ‖U¯‖2∞, (40)
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where
α =
max
1≤x≤4n
ξx + τ max
1≤x≤4n
ζx
min
1≤x≤4n
ξx
, γ =
max
1≤x≤4n
ξx
λ min
1≤x≤4n
ξx
,
which implies that the SMQVNN model in Equation (2) has a trivial solution, which is mean-square
exp ISS. The proof is completed.
Remark 2. Suppose that the time-varying delay τ(t) is assumed to satisfy 0 ≤ τ(t) ≤ τ, where τ is a positive
real constant. As we mentioned in the introduction, constant delays can be seen as a special case of time-varying
delays when the delays vary in a fixed point. Therefore, the mean-square exp-ISS criterion of the NN Model (2)
can be derived based on the same approaches as in Theorem (1) with constant delays in the following Corollary (1).
Corollary 1. Suppose that A1-A4 hold, and subject to the existence of positive scalars λ, px, qx, rx, sx,
dx, hx, ux, vx, x ∈ N, the SMQVNN model in Equation (2) with a constant delay has a trival solution,
which is mean-square exp-ISS, in which
2pxcx ≥ λpx +
n
∑
z=1
pzαˆzx + dx + px
n
∑
z=1
|a˜Rxz|GRz + pz
n
∑
z=1
|a˜Rzx|GRx + px
n
∑
z=1
|a˜Ixz|GIz
+ px
n
∑
z=1
|a˜Jxz|GJz + px
n
∑
z=1
|a˜Kxz|GKz + px
n
∑
z=1
|b˜Rxz|HRz + px
n
∑
z=1
|b˜Ixz|HIz
+ px
n
∑
z=1
|b˜Jxz|HJz + px
n
∑
z=1
|b˜Kxz|HKz + px + qz
n
∑
z=1
|a˜Izx|GRx + rz
n
∑
z=1
|a˜Jzx|GJx + sz
n
∑
z=1
|a˜Kzx|GKx , (41)
dx ≥ eλτ
n
∑
z=1
pz βˆzx + eλτ
n
∑
z=1
pz|b˜Rzx|HRx + eλτ
n
∑
z=1
qz|b˜Izx|HRx + eλτ
n
∑
z=1
rz|b˜Jzx|HRx + eλτ
n
∑
z=1
sz|b˜Kzx|HRx , (42)
2qxcx ≥ λqx +
n
∑
z=1
qzαˇzx + hx + qx
n
∑
z=1
|a˜Rxz|GIz + qz
n
∑
z=1
|a˜Rzx|GIx + pz
n
∑
z=1
|a˜Izx|GIx
+ qx
n
∑
z=1
|a˜Ixz|GRz + qx
n
∑
z=1
|a˜Jxz|GKz + qx
n
∑
z=1
|a˜Kxz|GJz + qx
n
∑
z=1
|b˜Rxz|HIz
+ qx
n
∑
z=1
|b˜Ixz|HRz + qx
n
∑
z=1
|b˜Jxz|HKz + qx
n
∑
z=1
|b˜Kxz|HJz + qx + rz
n
∑
z=1
|a˜Kzx|GIx + sz
n
∑
z=1
|a˜Jzx|GIx, (43)
hx ≥ eλτ
n
∑
z=1
qz βˇzx + eλτ
n
∑
z=1
pz|b˜Izx|HIx + eλτ
n
∑
z=1
qz|b˜Rzx|HIx + eλτ
n
∑
z=1
rz|b˜Kzx|HIx + eλτ
n
∑
z=1
sz|b˜Jzx|HIx, (44)
2rxcx ≥ λrx +
n
∑
z=1
rzα¯zx + ux + rx
n
∑
z=1
|a˜Rxz|GJz + rz
n
∑
z=1
|a˜Rzx|GJx + pz
n
∑
z=1
|a˜Jzx|GJx
+ qz
n
∑
z=1
|a˜Kzx|GJx + rx
n
∑
z=1
|a˜Jxz|GRz + rx
n
∑
z=1
|a˜Kxz|GIz + rx
n
∑
z=1
|a˜Ixz|GKz
+ rx
n
∑
z=1
|b˜Rxz|HJz + rx
n
∑
z=1
|b˜Jxz|HRz + rx
n
∑
z=1
|b˜Kxz|HIz + rx
n
∑
z=1
|b˜Ixz|HKz + rx + sz
n
∑
z=1
|a˜Izx|GJx, (45)
ux ≥ eλτ
n
∑
z=1
rz β¯zx + eλτ
n
∑
z=1
pz|b˜Jzx|HJx + eλτ
n
∑
z=1
qz|b˜Kzx|HJx + eλτ
n
∑
z=1
rz|b˜Rzx|HJx + eλτ
n
∑
z=1
sz|b˜Izx|HJx, (46)
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2sxcx ≥ λsx +
n
∑
z=1
szα˜zx + vx + sx
n
∑
z=1
|a˜Rxz|GKz + sz
n
∑
z=1
|a˜Rzx|GKx + pz
n
∑
z=1
|a˜Kzx|GKx
+ qz
n
∑
z=1
|a˜Jzx|GKx + rz
n
∑
z=1
|a˜Ixz|GKx + sx
n
∑
z=1
|a˜Ixz|GIz + sx
n
∑
z=1
|a˜Kxz|GRz
+ sx
n
∑
z=1
|a˜Jxz|GIz + sx
n
∑
z=1
|b˜Rxz|HKz + sx
n
∑
z=1
|b˜Ixz|HJz + sx
n
∑
z=1
|b˜Kxz|HRz + sx
n
∑
z=1
|b˜Jxz|HIz + sx, (47)
vx ≥ eλτ
n
∑
z=1
sz β˜zx + eλτ
n
∑
z=1
pz|b˜Kzx|HKx + eλτ
n
∑
z=1
qz|b˜Jzx|HKx + eλτ
n
∑
z=1
rz|b˜Izx|HKx + eλτ
n
∑
z=1
sz|b˜Rzx|HKx , (48)
Remark 3. The exp-ISS criteria pertaining to the SMQVNN model is yet to be reported in the study of QVNNs
dynamics. In order to fill this gap, Theorem (1) and Corollary (1) reveal several new sufficient conditions for the
SMQVNN model.
Based on the complex number definition, the model in Equation (10) becomes:
dmRx (t) =
[− cxmRx (t) + n∑
z=1
[
a˜RxzfRz (mRz (t))− a˜IxzfIz(mIz(t))
]
+
n
∑
z=1
[
b˜RxzgRz (mRz (t− τ(t)))
−b˜IxzgIz(mIz(t− τ(t)))
]
+ uRx (t)
]
dt +
n
∑
z=1
σRxz(t, mRz (t), mRz (t− τ(t)))dwz(t),
dmIx(t) =
[− cxmIx(t) + n∑
z=1
[
a˜RxzfIz(mIz(t)) + a˜IxzfRz (mRz (t))
]
+
n
∑
z=1
[
b˜RxzgIz(mIz(t− τ(t)))
+b˜IxzgRz (mRz (t− τ(t)))
]
+ uIx(t)
]
dt +
n
∑
z=1
σIxz(t, mIz(t), mIz(t− τ(t)))dwz(t).
(49)
Corollary 2. Suppose that A1-A4 hold, and subject to the existence of positive scalars λ, px, qx, dx, hx, x ∈ N,
the SMCVNN model in Equation (49) has a trivial solution that is the mean-square exp ISS, such that
2pxcx ≥ λpx +
n
∑
z=1
pzαˆzx + dx + px
n
∑
z=1
|a˜Rxz|GRz + pz
n
∑
z=1
|a˜Rzx|GRx + px
n
∑
z=1
|a˜Ixz|GIz
+ px
n
∑
z=1
|b˜Rxz|HRz + px
n
∑
z=1
|b˜Ixz|HIz + px + qz
n
∑
z=1
|a˜Izx|GRx , (50)
(1− µ)dx ≥ eλτ
n
∑
z=1
pz βˆzx + eλτ
n
∑
z=1
pz|b˜Rzx|HRx + eλτ
n
∑
z=1
qz|b˜Izx|HRx , (51)
2qxcx ≥ λqx +
n
∑
z=1
qzαˇzx + hx + qx
n
∑
z=1
|a˜Rxz|GIz + qz
n
∑
z=1
|a˜Rzx|GIx + pz
n
∑
z=1
|a˜Izx|GIx
+ qx
n
∑
z=1
|a˜Ixz|GRz + qx
n
∑
z=1
|b˜Rxz|HIz + qx
n
∑
z=1
|b˜Ixz|HRz + qx, (52)
(1− µ)hx ≥ eλτ
n
∑
z=1
qz βˇzx + eλτ
n
∑
z=1
pz|b˜Izx|HIx + eλτ
n
∑
z=1
qz|b˜Rzx|HIx. (53)
Remark 4. When the external inputs uR(t), uJ(t), uI(t) and uK(t) in Equation (10) are bounded, then
U¯ = [(uR(t))T , (uI(t))T ,(uJ(t))T , (uK(t))T ]T is bounded in Equation (12). From Equation (40), we can
acquire that E|m¯(t)|2 is bounded. Therefore, the model in Equation (2) is stable with respect to a bounded input
bounded output (BIBO) condition subject to validity of the conditions of Equations (14)–(21).
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Remark 5. In [39,40], the authors have studied the exp-ISS stability criteria for a class of stochastic RVNNs.
Recently, in [13,41], the authors have extended the results proposed in [39,40], to the complex domain.
The exp-ISS stability criteria for stochastic CVNNs has also been analyzed. Compared to the previous results,
in this paper, we have generalized the results proposed in [13,39–41] to the quaternion domain. Furthermore,
the results obtained in previous studies [13,39–41] can be seen as special cases of this paper.
4. Illustrative Examples
A simulation example is presented to ascertain the efficiency of the results.
Example 1. A 2D SMQVNN model with a time-varying delay is considered as follows:
dm(t) = [−Cm(t) + A(m(t))f(m(t)) + B(m(t))g(m(t− τ(t))) + U]dt + σ(t, m(t), m(t− τ(t)))dw(t), (54)
where
a11(m1(t)) =
{
0.5− 0.5i + 0.3j− 0.4k, |m1(t)| < 0.5
0.4− 0.5i + 0.3j− 0.4k, |m1(t)| > 0.5,
a12(m2(t)) =
{
0.5+ 0.4i− 0.4j + 0.3k, |m2(t)| < 0.5
0.4+ 0.3i− 0.4j + 0.3k, |m2(t)| > 0.5,
a21(m1(t)) =
{
0.4+ 0.5i− 0.4j− 0.5k, |m1(t)| < 0.5
0.2+ 0.4i− 0.4j− 0.4k, |m1(t)| > 0.5,
a22(m2(t)) =
{
0.5− 0.5i + 0.4j + 0.4k, |m2(t)| < 0.5
0.3− 0.3i + 0.2j + 0.2k, |m2(t)| > 0.5,
b11(m1(t)) =
{
0.5− 0.4i + 0.4j + 0.3k, |m1(t)| < 0.5
0.4− 0.3i + 0.3j + 0.3k, |m1(t)| > 0.5,
b12(m2(t)) =
{
0.4+ 0.4i− 0.4j− 0.5k, |m2(t)| < 0.5
0.3+ 0.4i− 0.3j− 0.5k, |m2(t)| > 0.5,
b21(m1(t)) =
{
0.4+ 0.3i− 0.4j− 0.5k, |m1(t)| < 0.5
−0.3+ 0.3i− 0.3j− 0.4k, |m1(t)| > 0.5,
b22(m2(t)) =
{
0.5− 0.5i + 0.4j + 0.5k, |m2(t)| < 0.5
0.4− 0.4i + 0.3j + 0.4k, |m2(t)| > 0.5,
and c1 = 6, c2 = 6. The the activation functions and external input are as follows f(m(·)) = g(m(·)) =
tanh mR(·) + i tanh mI(·) + j tanh mJ(·) + k tanh mK(·) and U = [0.1 sin(t) + i sin(0.1t) + j sin(0.1t) +
k sin(0.1t), 0.1 cos(t) + i cos(0.1t) + j cos(0.1t) + k cos(0.1t)]T .
According to the above analysis, we have σ(t, m(t), m(t − τ(t))) = σR(t, mR(t), mR(t − τ(t))) +
iσI(t, mI(t), mI(t− τ(t)))+jσJ(t, mJ(t), mJ(t− τ(t))) + kσK(t, mK(t), mK(t− τ(t))), where
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σR(t, mR(t), mR(t− τ(t))) =
[
0.5mR1 (t) 0.7m
R
1 (t− τ(t))
0.4mR2 (t) + 0.5m
R
2 (t− τ(t)) 0.3mR2 (t− τ(t))
]
,
σI(t, mI(t), mI(t− τ(t))) =
[
0.4mI1(t) 0.3m
I
1(t− τ(t))
0.2mI2(t) + 0.3m
I
2(t− τ(t)) 0.1mI2(t− τ(t))
]
,
σJ(t, mJ(t), mJ(t− τ(t))) =
[
0.5mJ1(t) 0.3m
J
1(t− τ(t))
0.4mJ2(t) + 0.1m
J
2(t− τ(t)) 0.5mJ2(t− τ(t))
]
,
σK(t, mK(t), mK(t− τ(t))) =
[
0.2mK1 (t) 0.4m
K
1 (t− τ(t))
0.4mK2 (t) + 0.4m
K
2 (t− τ(t)) 0.2mK2 (t− τ(t))
]
.
Take, τ = 0.3, τ(t) = 0.2 cos(t) + 0.1, λ = 0.1, p1 = 0.4, p2 = 0.5, q1 = 0.3, q2 = 0.4, r1 =
0.6, r2 = 0.5, s1 = 0.4, s2 = 0.5, d1 = 1.5, d2 = 1.6, h1 = 1.5, h2 = 1.3, u1 = 1.4, u2 = 1.6, v1 =
1.2, v2 = 1.4, µ = 0.1, Gs1 = G
s
2 = 0.2, H
s
1 = H
s
2 = 0.2, (s = R, I, J, K). By simple computation,
the following conditions as given in Equations (55)–(62) are true for all x, z = 1, 2.
2pxcx > λpx +
n
∑
z=1
pzαˆzx + dx + px
n
∑
z=1
|a˜Rxz|GRz + pz
n
∑
z=1
|a˜Rzx|GRx + px
n
∑
z=1
|a˜Ixz|GIz
+ px
n
∑
z=1
|a˜Jxz|GJz + px
n
∑
z=1
|a˜Kxz|GKz + px
n
∑
z=1
|b˜Rxz|HRz + px
n
∑
z=1
|b˜Ixz|HIz
+ px
n
∑
z=1
|b˜Jxz|HJz + px
n
∑
z=1
|b˜Kxz|HKz + px + qz
n
∑
z=1
|a˜Izx|GRx + rz
n
∑
z=1
|a˜Jzx|GJx + sz
n
∑
z=1
|a˜Kzx|GKx , (55)
(1− µ)dx > eλτ
n
∑
z=1
pz βˆzx + eλτ
n
∑
z=1
pz|b˜Rzx|HRx + eλτ
n
∑
z=1
qz|b˜Izx|HRx + eλτ
n
∑
z=1
rz|b˜Jzx|HRx + eλτ
n
∑
z=1
sz|b˜Kzx|HRx , (56)
2qxcx > λqx +
n
∑
z=1
qzαˇzx + hx + qx
n
∑
z=1
|a˜Rxz|GIz + qz
n
∑
z=1
|a˜Rzx|GIx + pz
n
∑
z=1
|a˜Izx|GIx
+ qx
n
∑
z=1
|a˜Ixz|GRz + qx
n
∑
z=1
|a˜Jxz|GKz + qx
n
∑
z=1
|a˜Kxz|GJz + qx
n
∑
z=1
|b˜Rxz|HIz
+ qx
n
∑
z=1
|b˜Ixz|HRz + qx
n
∑
z=1
|b˜Jxz|HKz + qx
n
∑
z=1
|b˜Kxz|HJz + qx + rz
n
∑
z=1
|a˜Kzx|GIx + sz
n
∑
z=1
|a˜Jzx|GIx, (57)
(1− µ)hx > eλτ
n
∑
z=1
qz βˇzx + eλτ
n
∑
z=1
pz|b˜Izx|HIx + eλτ
n
∑
z=1
qz|b˜Rzx|HIx + eλτ
n
∑
z=1
rz|b˜Kzx|HIx + eλτ
n
∑
z=1
sz|b˜Jzx|HIx, (58)
2rxcx > λrx +
n
∑
z=1
rzα¯zx + ux + rx
n
∑
z=1
|a˜Rxz|GJz + rz
n
∑
z=1
|a˜Rzx|GJx + pz
n
∑
z=1
|a˜Jzx|GJx
+ qz
n
∑
z=1
|a˜Kzx|GJx + rx
n
∑
z=1
|a˜Jxz|GRz + rx
n
∑
z=1
|a˜Kxz|GIz + rx
n
∑
z=1
|a˜Ixz|GKz
+ rx
n
∑
z=1
|b˜Rxz|HJz + rx
n
∑
z=1
|b˜Jxz|HRz + rx
n
∑
z=1
|b˜Kxz|HIz + rx
n
∑
z=1
|b˜Ixz|HKz + rx + sz
n
∑
z=1
|a˜Izx|GJx, (59)
(1− µ)ux > eλτ
n
∑
z=1
rz β¯zx + eλτ
n
∑
z=1
pz|b˜Jzx|HJx + eλτ
n
∑
z=1
qz|b˜Kzx|HJx + eλτ
n
∑
z=1
rz|b˜Rzx|HJx + eλτ
n
∑
z=1
sz|b˜Izx|HJx, (60)
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2sxcx > λsx +
n
∑
z=1
szα˜zx + vx + sx
n
∑
z=1
|a˜Rxz|GKz + sz
n
∑
z=1
|a˜Rzx|GKx + pz
n
∑
z=1
|a˜Kzx|GKx
+ qz
n
∑
z=1
|a˜Jzx|GKx + rz
n
∑
z=1
|a˜Ixz|GKx + sx
n
∑
z=1
|a˜Ixz|GIz + sx
n
∑
z=1
|a˜Kxz|GRz
+ sx
n
∑
z=1
|a˜Jxz|GIz + sx
n
∑
z=1
|b˜Rxz|HKz + sx
n
∑
z=1
|b˜Ixz|HJz + sx
n
∑
z=1
|b˜Kxz|HRz + sx
n
∑
z=1
|b˜Jxz|HIz + sx, (61)
(1− µ)vx > eλτ
n
∑
z=1
sz β˜zx + eλτ
n
∑
z=1
pz|b˜Kzx|HKx + eλτ
n
∑
z=1
qz|b˜Jzx|HKx + eλτ
n
∑
z=1
rz|b˜Izx|HKx + eλτ
n
∑
z=1
sz|b˜Rzx|HKx . (62)
From Theorem (1), it is clear that the model in Equation (54) is mean-square exp-ISS. Referring to the model
in Equation (54) in the presence of inputs, its state responses with respect to the real and imaginary parts are
plotted in Figures 1–4. On the other hand, the model in Equation (54) in the absence of the inputs has the state
responses with respect to the real and imaginary parts shown in Figures 5–8. Therefore, it is clear that the model
in Equation (54) is mean-square exponentially stable.
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Figure 1. A time response plot with respect to the states mR1 (t), m
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5. Summary
In this paper, we have studied the mean-square exponential input-to-state stability problem for a
new class of SMQVNNs with time-varying delays. Firstly, we decomposed the original SMQVNNs
into four real-valued models, in order to avoid the difficulties posed by non-commutative quaternion
multiplication. Secondly, by constructing suitable Lyapunov functional and applying Itoˆ’s formula,
Dynkin’s formula as well as inequity techniques, several new sufficient conditions have been obtained
to guarantee that the considered system model is mean-square exp-ISS. The results obtained in this
paper are the general case of previously known results in complex and real fields. Finally, a numerical
example shows the effectiveness of the obtained theoretical results.
Based on the proposed method in this paper, it is possible to analyze different QVNN models.
The proposed approach can be applied to the analysis of stochastic QVNN models for the discrete-time
case. In future studies, the stability and synchronization analysis for discrete-time stochastic QVNN
models will also be investigated. The results will be useful for the dynamical analysis of discrete-time
stochastic QVNN models.
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