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LIQUID CRYSTAL HYPERSPECTRAL IMAGER 
CHHAVI GOENKA 
 
Boston University, College of Engineering, 2015 
 




Hyperspectral imaging is the collection, processing and analysis of spectral data in 
numerous contiguous wavelength bands while also providing spatial context. Some of the 
commonly used instruments for hyperspectral imaging are pushbroom scanning imaging 
systems, grating based imaging spectrometers and more recently electronically tunable 
filters. Electronically tunable filters offer the advantages of compactness and absence of 
mechanically movable parts. Electronically tunable filters have the ability to rapidly switch 
between wavelengths and provide spatial and spectral information over a large wavelength 
range. They involve the use of materials whose response to light can be altered in the 
presence of an external stimulus. While these filters offer some unique advantages, they 
also present some equally unique challenges.  
This research work involves the design and development of a multichannel imaging system 
using electronically tunable Liquid Crystal Fabry-Perot etalons. This instrument is called 
the Liquid Crystal Hyperspectral Imager (LiCHI). LiCHI images four spectral regions 
simultaneously and presents a trade-off between spatial and spectral domains. This 
simultaneity of measurements in multiple wavelengths can be exploited for dynamic and 
ephemeral events.  
  ix 
LiCHI was initially designed for multispectral imaging of space plasmas but its versatility 
was demonstrated by testing in the field for multiple applications including landscape 
analysis and anomaly detection. The results obtained after testing of this instrument and 
analysis of the images are promising and demonstrate LiCHI as a good candidate for 
hyperspectral imaging. The challenges posed by LiCHI for each of these applications have 
also been explored.  
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“As for me, I am tormented with an everlasting itch for things remote.”  
- Herman Melville, Moby-Dick 
 
Humans possess a fundamental drive to understand what they see. From developing 
the first lens to the modern imaging systems, the aim has been to better interpret the visual 
information beyond what the human eye can see. While early imaging systems, such as the 
camera, were invented to record and preserve the image of a scene or perform photography, 
more recent developments in imaging technology have been directed towards obtaining as 
much information about a scene as possible. Every scene demonstrates variability in space, 
time and wavelength domains, making it essential to obtain information in all three 
domains to be able to analyze the scene. This presents a three-dimensional trade space, 
depicted in figure 1.1, which needs to be navigated by any imaging system that is designed. 
The design of the system, while navigating this trade space, is guided by the requirements 
of the application and limited by the resources such as size and performance limitations of 
optics, detectors and other components. If an imaging system is designed for multiple 
applications, with each application posing its own requirement on the design, it is best to 
base the design on the application that poses the most stringent constraints, hence satisfying 
the requirements of the other applications as well. A figure of merit can be defined in order 
to determine where an instrument lies in the trade space and design an optimal instrument 
for a particular application. The aim of this research work is to design an instrument to find 
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a niche in the three dimensional trade space shown in figure 1.1, therefore it becomes 
difficult to define a single figure of merit for such an instrument. The instrument can instead 
be evaluated, and compared with other instruments, in terms of the ability to capture two 
dimensional images of a scene in multiple wavelengths simultaneously, at high spectral 
resolution, using minimal number of components. As often is the case with instrument 
design, the work starts out with ideal characteristics rising from the constraints placed on 
the instrument by the applications and compares the final characteristics achieved with 
these ideal characteristics. This dissertation presents the design and development of a new 
multichannel hyperspectral imaging system, called the Liquid Crystal Hyperspectral 
Imaging (LiCHI), and the evaluation of its performance for three applications: auroral and 
airglow studies, anomaly detection and scene classification.  
 
  Fig 1.1 The three-dimensional trade space for imaging system design 
 
Section 1.1 introduces hyperspectral and multispectral imaging along with the LiCHI 
concept, followed by sections 1.1.1 and 1.1.2 discussing the applications in optical 
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aeronomy and traditional hyperspectral imaging, respectively. These sections provide an 
overview of current state of the art and the contributions of this research work in each field. 
Section 1.1.3 compares LiCHI with a few instruments described in section 1.1. Section 1.2 
describes the outline of this dissertation and section 1.3 summarizes the main contributions 
of this research work.  
1.1  Hyperspectral versus multispectral imaging and the LiCHI concept 
Multispectral imaging is the collection of spectral data at many wavelengths with 
wide separation between each wavelength. Hyperspectral imaging is the collection of 
spectral data at tens or hundreds of narrowly separated contiguous wavelengths, while 
simultaneously providing spatial context. Hyperspectral image data is usually presented as 
a datacube with two dimensional spatial images with spectral information with pixel. It has 
been used for remote sensing over the past few decades for many applications such as 
environmental analysis [1][2], anomaly detection [3][4] and landscape studies[5][6]. It is 
also used in biomedical imaging [7][8] and industrial applications [9]. Some of the 
commonly used instruments for hyperspectral imaging are pushbroom scanning imaging 
systems [10][11], grating-based imaging spectrometers [12] and more recently 
electronically tunable filters [13]. Electronically tunable filters offer the advantages of 
compactness and absence of mechanically movable parts. They involve the use of materials 
whose response to light can be altered in the presence of an external stimulus. Liquid 
Crystal Tunable Filters (LCTF) [2] and Liquid Crystal Fabry-Perot (LCFP) etalons 
[14][15] use liquid crystals which change their refractive index in the presence of an 
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external electric field, and Acousto-Optic Tunable Filters (AOTF) use piezoelectric 
transducers bonded with a birefringent crystal [16].  
LiCHI uses four LCFP etalons, one for each channel.  Its operational concept is a 
combination of multispectral and hyperspectral imaging, in the sense that it takes images 
simultaneously in four wavelength ranges, which are not necessarily contiguous with each 
other, but can obtain hyperspectral images in each of those wavelength ranges.   
1.1.1  Applications in optical aeronomy 
Aeronomy is the study of the upper atmosphere of the Earth. Optical aeronomy is 
the study of the optical emissions that are a result of the ionospheric processes. These 
optical emissions in the Earth’s upper atmosphere serve as an important source of 
information regarding the physical processes underlying the upper atmosphere and its 
connection with the space environment. 
These emissions have long been observed using a myriad of ground-based 
techniques including monochromatic imaging systems, e.g. [17], networks of 
monochromatic imaging systems such as ALIS [18] and MIRACLE [19], , simultaneous 
multispectral imagers such as the SMI [20] and ASK [21][22] and spectrographs such as 
HiRISE [23], HIT&MIS [24], MISE [25], CHIMES [26] and HiTIES [27]. More recently, 
electro-optical tunable filters have found increased use in ground-based aeronomical 
imaging instruments because of their ability to obtain spatial information as well as spectral 
information over a large wavelength range. Examples of these instruments include an 
automated spectrometer used by [28] which uses acousto-optical tunable filters (AOTF) to 
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observe the OI 5577 Å line, NORUSCA cameras [29] which use liquid crystal tunable 
filters (LCTF) for hyperspectral imaging of aurora and airglow.  
Fabry-Perot etalons have traditionally been used as high resolution interferometers 
by aeronomers for line profiling and Doppler shift measurements in various configurations, 
including wavelength scanned etalons, depending on the application. A standard Fabry-
Perot interferometer (FPI), with fixed plate spacing, was used by Sivjee et all [30] with a 
TV imaging system for real-time observations of weak auroral 5577 Å and 6300 Å 
emissions. A spatial scanning, imaging Fabry-Perot spectrometer with capacitive feedback 
stabilization was used by Bahsoun-Hamade et al. [31] to measure the OI 8446 Å emission. 
A Fabry-Perot etalon can be scanned in wavelength by either changing the spacing between 
its plates, e.g. by using piezoelectric spacers [32] [33], or by changing the refractive index 
of the material contained in the gap between the plates, e.g. pressure scanned etalons [34]. 
Piezoelectrically scanned etalons have a higher finesse and range of operation than pressure 
scanned etalons [35], making them a more popular choice among aeronomers. They have 
been used by Conde & Smith [36] and, in a triple-etalon system, by Gerrard & Meriwether 
[37] for observation of thermospheric winds by measurement of the OI 6300 Å emission. 
These instruments derive spatial and spectral information by imaging the rings formed by 
the etalon. A Fabry-Perot interference filter, like the FPIs, can also be scanned in 
wavelength.  However, piezoelectric methods are prone to mechanical errors due to 
movable plates and require very careful tuning due to the property of hysteresis 
demonstrated by piezoelectric crystals [38]. 
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Fabry-Perot etalon can alternatively be used as an interference filter, which works 
on the same principle as the FPI but has a smaller spacing between its plates and operates 
within its Jacquinot spot.  A liquid crystal filled Fabry-Perot interference filter where the 
refractive index within the gap is changed by applying a voltage, is a solid state device with 
no moving parts [39] and offers a more elegant solution for wavelength scanning. LCFP 
provide larger tuning ranges than AOTFs [28] and better spectral resolution than the LCTFs 
used in NORUSCA cameras [29].  
The advantages, in aeronomical studies, of imaging multiple wavelengths 
simultaneously have been recognized and implemented by Semeter et al in [20][40], where 
the design of a Simultaneous Multispectral Imager (SMI) is described. SMI acquires 
images in multiple wavelength bands simultaneously using only a single optical chain. 
Following a similar principle, the Auroral Structure and Kinetics (ASK) [21] instrument 
images three auroral emissions simultaneously using three separate optical chains, each 
with its own detector. The LiCHI architecture and concept represents a compromise 
between the spectral range of a traditional spectrograph and the simultaneous imaging 
capability of the SMI. Instead of imaging only four static bands, the details of the spectral 
content around the central wavelengths of each channel can be explored via tunability.  
The scientific studies performed by LiCHI in aeronomy are depicted in figure 1.2. 
The studies that LiCHI will carry out are rotational temperatures of nitrogen first negative 
group in the 4278 Å band, measurement of the 5577 Å emission line, measurement of the 
6300-6364 Å doublet and the 7230-7330 Å multiplet. Each of these applications pose 
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various constraints on the design requirements of LiCHI and are discussed in detail in 
Chapter 4. Due to the four independently tunable spectral channels of LiCHI, all these four 
studies can be carried out simultaneously and independently of each other. The 
simultaneity can be exploited also to obtain ratios of different emissions, like the blue line 
to red line ratio [20]or the green line to red line ratios which are used to estimate electron 
energy flux across the fields.  
 
Fig 1.2 Scientific objectives of LiCHI using simultaneous multispectral imaging in 
aeronomical studies. 
1.1.2 Applications in traditional hyperspectral imaging 
Traditional hyperspectral imaging applications can broadly be divided into two categories, 
anomaly detection and scene classification [41]. Anomaly detection is the location and 
identification of features in an image that are different from the rest of the image. These 
features could be natural or man-made, and are most commonly the latter in a natural 
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background. An anomaly can be spatially, spectrally, temporally different from the 
surrounding scene. Anomaly detection can be of two types, the first where no information 
is known about the feature to be identified, and the second, more precisely called target 
detection, where some a priori information about the feature is available. The applications 
of anomaly detection include search and rescue operations, tumor detections in biomedical 
imaging, identification of parasites in crops, etc. Scene classification, also called 
background characterization, is the overall analysis of a scene, spanning the domains of 
land, ocean and atmosphere, and include applications such as plant study, vegetation 
characterization, etc.  Hyperspectral imaging for these applications aims at detecting the 
anomaly mainly on the basis of its spectral difference from the remaining scene. The spatial 
information provided by the imaging system can be exploited for further processing if there 
is more than one anomaly present in the scene. Scene classification using hyperspectral or 
multispectral imaging is done on the basis of spectral response of the objects present in the 
scene.  
Hyperspectral images are spectrally overdetermined, and this becomes especially 
redundant when a priori information about the target is known. A limited number of pre-
selected wavebands are sufficient to recover spectral features if only a few target materials 
are needed to be identified in a background. The current approach is to collect hyperspectral 
data and perform band selection by using application specific algorithms during post-
processing. Owing to this approach, most of the innovation in hyperspectral anomaly 
detection has been algorithm based rather than hardware based.   
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One of the major challenges with hyperspectral imaging techniques is the amount of data 
generated.  Often a large percentage of the data is redundant and makes the processing and 
analysis computationally expensive. Many band selection techniques have been developed 
to reduce the size and complexity of hyperspectral datasets[42]. These include Principal 
Component Analysis (PCA), Information Gain (IG) [43], and Virtual Dimensionality (VD) 
[44], among others. Such band selection methods work on the basic premise that not all 
spectral bands contain information relevant to the application. They significantly reduce 
the amount of data to be analyzed but are still computationally heavy since they work 
towards band selection during the post-processing phase after the data has been collected.  
Additionally, the time required for data collection over the entire spectrum is long. While 
this is acceptable for applications where the scene is not changing rapidly, it could prove 
disadvantageous in time-sensitive applications such as data collection from aerial vehicles, 
civilian search and rescue, or in vivo medical imaging. Data redundancy and computational 
complexity both can be mitigated if the spectral bands are selected before the collection of 
data, at least in the cases where information about the targets is known.  
Some imagers have recently been developed which are capable of capturing spectral data 
in many wavelengths at a time. The advantage offered by imaging in multiple channels is 
simultaneity of the measurements, which is important for dynamic events. The four-
dimensional imaging spectrometer (4D-IS) [45], the instantaneous hyperspectral camera 
[46] and the Verde hyperspectral camera [47] are some examples of such imaging systems. 
These systems have the capability of capturing the datacube in a single exposure but still 
don’t exploit the redundancy of the data since they make measurements in hundreds of 
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spectral bands.  
For traditional hyperspectral imaging applications, LiCHI will be an addition to the existing 
array of simultaneous hyperspectral imagers and presents a technique to collect 
hyperspectral data in four pre-selected wavelength bands, thus reducing the dimensionality 
of the data. The concept is the same as the aforementioned band selection techniques but 
here the band selection is done before rather than after data collection, thus reducing the 
amount of data to be collected and processed. The simultaneity of images provides a 
temporal correlation which is important in some applications such as studying the auroral 
emissions [20], optical mammography [48], etc.  Four wavelength bands are shown to be 
sufficient for spectral analysis in a variety of applications. Some examples of these include 
detection of specific types of foreign materials in cotton [49], separating peeled shrimps 
from shells [12], distinguishing breast tissue from lesions [48] and other similar problems. 
Thus LiCHI can address a broad range of problems while minimizing the complexity of 
the design. The concept of operations of LiCHI for anomaly detection and scene 
classification will be discussed more in detail with test results in Chapter 7. 
1.1.3  Comparison with other technologies 
 As discussed earlier, a single figure of merit is difficult to determine for an 
instrument like LiCHI. Instead the criteria used for comparing other instruments with 
LiCHI are the ability to capture two-dimensional images of a scene in multiple wavelengths 
simultaneously with minimal number of components without any mechanical movement, 
the spectral resolution or the full width half maximum (FWHM), wavelength coverage and 
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the free spectral range (FSR). While the previous sections discuss a variety of instruments, 
this comparison is limited to instruments capturing two- dimensional images along with 
spectral information in the field of aeronomy, as that is the guiding application for the 
design requirements posed on LiCHI.   
Parameter LiCHI [50] NORUSCA [29] 
Monochromatic 
Imager [51] 
ASK [21] (and 
similar 
instruments)  
Field of View  40 ̊  180 ̊  
33.4 ̊ 
(monochromator) 























Finesse 3-5 30 1 × 1010 1 × 105 
Simultaneous 
Channels 
4 1 1 >3 
Table 1.1 An overview of comparison of LiCHI with other imaging instruments used in 
aeronomy 
Hyperspectral imagers like LiCHI and NORUSCA cameras offer the advantage of using 
fewer channels for a higher spectral coverage, owing to the tunability of each channel in 
wavelength, depending on the free spectral range of these channels. Instruments like the 
Monochromatic Imager and ASK require multiple cameras to image multiple channels 
simultaneously. Multispectral imaging systems using filter wheels would require more than 
ten filter wheel channels to make measurements in the number of wavelengths similar to 
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LiCHI or NORUSCA. Evaluating LiCHI and NORUSCA when compared with each other, 
NORUSCA offers a larger spectral coverage, covering all wavelengths from 4300-7500 Å, 
while LiCHI covers a similar range but divided into four non contiguous wavelength bands. 
LiCHI offers the advantage of higher spectral resolution as compared to NORUSCA. The 
use of Fabry-Perot etalons in LiCHI can yield a higher spectral resolution, with an FWHM 
of the order of less than 1 Å, but owing to the defects in the actual constructed etalons, 
which are discussed later in the dissertation, the spectral resolution of the final instrument 
channels was lower than the modeled and expected values. This is dealt with in post-
processing of the data by using various deconvolution methods, which are discussed in 
Chapter 4.   
1.2 Dissertation outline 
The chapters in this dissertation are organized as follows.  
 Chapter 2 presents a review of some concepts in optics and spectral imaging that 
are relevant to this research work. The optical concepts discussed are interference, 
especially focusing on interference in multilayer thin films, and polarization. 
Terminology for spectral imaging is discussed along with explanation of 
reflectance spectrum, emission spectrum and imager characteristics. 
 Chapter 3 describes the theory of Fabry-Perot etalons and liquid crystals, and 
discusses the construction process of liquid crystal Fabry-Perot etalons.  
 Chapter 4 discusses the design considerations that went into the development of 
LiCHI, focusing on the aeronomical applications.  
 13 
 Chapter 5 discusses the design and development of the imaging system and the 
accompanying control system.  
 Chapter 6 presents a detailed discussion on the characterization of the LCFP etalon. 
Calibration of LCFP with reference to voltages applied and other external stimuli 
is discussed.  
 Chapters 7 and 8 present the algorithm development and results for applications for 
which LiCHI was tested, i.e. aeronomy, anomaly detection and landscape analysis. 
 Chapter 9 concludes the thesis with the discussion of main contributions of this 
research work. We suggest hardware and software improvements to overcome the 
challenges presented to us and enhance the performance of the system.  
1.3  Main Contributions of this thesis 
The contributions of this research work are summarized below and are discussed in detail 
in the concluding chapter of this dissertation. 
1. Design and development of a new tunable imager.  
2. A solution for dimensionality reduction in hyperspectral imaging. 
3. Reconfigurations for developing versatile imagers for remote sensing.  
4. Algorithm development for multichannel hyperspectral imaging of the aurora.  
5. First ever field test of a four channel liquid crystal hyperspectral imager.  
6. Detailed investigation of the challenges posed by a tunable hyperspectral imager 




2.1 Optical Concepts 
 In this section, we review some fundamental optical concepts relevant to this 
research work, polarization and interference. The Fabry-Perot etalon used in this 
instrument is basically an interference device and the liquid crystals which make it tunable 
are birefringent and polarization dependent. These concepts guide the design and 
application of this instrument.  
2.1.1 Polarization 
Light is an electromagnetic wave and therefore can be said to be specified by the electric 
field vector E and the magnetic field vector B which are mutually perpendicular and are 
related to each other by the Maxwell equations. Consider an electromagnetic wave for 
which E and B are given by  
𝐸 = 𝐸0 exp 𝑖(𝑘. 𝑟 −  𝜔𝑡)     (𝐸𝑞. 2.1𝑎) 
                     𝐵 = 𝐵0 exp 𝑖(𝑘. 𝑟 −  𝜔𝑡)      (𝐸𝑞. 2.1𝑏)                     
When the amplitudes, i.e. E0 and B0, are constant real vectors, the wave is linearly polarized 
or plane polarized [52]. The direction of the electric field is traditionally defined as the 
direction of polarization of the wave. If light is composed of two plane waves with equal 
amplitudes but with a phase difference of π/2 it is said to be circularly polarized, and 
elliptically polarized when these waves have different amplitudes. Natural light is 
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unpolarized. A device that can produce linearly polarized light from unpolarized light is 
called a linear polarizer.  
 
Fig. 2.1 Depiction of the electric field vector of a linearly polarized wave 
When light passes through a polarizer, the transmission axis of the polarizer determines the 
direction of the electric field vector of the transmitted light wave. The light wave with an 
electric vector orthogonal to the transmission axis is attenuated or absorbed. An ideal 
polarizer is completely transparent to light wave polarized along the transmission axis and 
completely opaque to the orthogonally polarized light wave.  
Figure 2.2 shows the relationship between an incident and transmitted light wave for a 
linear polarizer. If the electric field vector E of an incident wave with intensity I makes an 
angle θ with the transmission axis, the transmitted field is given by 
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𝐸𝑥 = 𝐸 cos 𝜃       (𝐸𝑞. 2.2𝑎) 
The transmitted intensity Ix, being proportional to square of the field, is given by  
𝐼𝑥 = 𝐼 𝑐𝑜𝑠
2𝜃         (𝐸𝑞. 2.2𝑏) 
The incident angle θ assumes all values with equal probability for unpolarized light, 
therefore the transmission of an ideal polarizer for unpolarized light is the average value of 
cos2θ or ½.  
 
Fig. 2.2 Incident and transmitted fields for a linear polarizer 
2.1.2 Birefringence 
Optically isotropic materials display same optical properties in all directions within a 
sample, and the materials that don’t are considered optically anisotropic. Noncrystalline 
substances like glass, air, water, plastic and also some crystals like NaCl are optically 
isotropic. Most crystals are optically anisotropic, which means that they have different 
refractive indices in different directions that are a result of difference in atomic binding 
forces on the electron cloud in different directions. A material that displays two different 
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indices of refraction is said to be a birefringent material.  
The refractive index of a material is determined by the difference between frequency of the 
electric field vector and the natural frequency of the atoms. If the binding forces along the 
axes in an electron cloud are anisotropic, they will result in anisotropy in refractive index.  
 
Fig 2.3. The figure is a representation of light traveling through a birefringent medium and 
splitting into two paths depending on its polarization. 
Light after entering a birefringent material breaks up into two rays, fast or ordinary ray and 
slow or extraordinary ray, shown in the figure 2.3 as o-ray and e-ray respectively. 
Birefringent materials have two refractive indices, the ordinary no and the extraordinary ne.  
2.1.3 Interference 
A major part of this dissertation work is the design and development of a Fabry-Perot etalon 
which is an interference filter. The phenomenon of interference is based on the principle 
of linear superposition of electromagnetic waves. The superposition principle states that 
the electric field E at any point in space produced due to different sources is equal to the 
vector sum of the fields produced at the point by the different sources or 
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𝐸 =  𝐸1 + 𝐸2 + 𝐸3 + ⋯     (𝐸𝑞. 2.3) 
Where E1, E2,E3… are the fields from different sources.  
To explain it in terms of optical phenomena, consider two electric fields given by 
𝐸1 = 𝐸1 exp 𝑖 (𝑘1. 𝑟 −  𝜔𝑡 + 𝜑1)      (𝐸𝑞. 2.4𝑎) 
𝐸2 = 𝐸2 exp 𝑖 (𝑘2. 𝑟 −  𝜔𝑡 + 𝜑2)      (𝐸𝑞. 2.4𝑏) 
The terms 𝜑1 and 𝜑2 represent the phase of the waves. If the phase difference between the 
waves, i.e. 𝜑1 − 𝜑2, remains constant then the waves are said to be coherent. By definition, 
interference is the superposition of two or more waves resulting in a disturbance that is the 
sum of the two waves. When the two waves are in phase, the resultant wave has the 
amplitude that is the sum of the amplitudes of the two waves. This is termed as total 
constructive interference. When the phase difference is 180º, the waves cancel each other 
and this is termed as total destructive interference.  
Thomas Young demonstrated the principle of interference with his classic experiment, 
where he used a bright light i.e. a tungsten lamp or the sun, as a source. Light from this 
source was passed through a pinhole and illuminated an aperture with two narrow slits or 
pinholes and onto a screen. On the screen, a pattern of alternating dark and bright fringes 
could be seen. Mutual coherence of the beams from the slits is achieved because the light 
used to illuminate the slits came from a single pinhole. The experimental setup for this 
demonstration can be seen in figure 2.4.  
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  Fig. 2.4 Experimental setup for Young’s double slit experiment 
Having explained two beam interference, it is necessary to discuss multiple beam 
interference in order to understand the basic operating principle of the Fabry-Perot 
interferometer.  
2.1.3.1 Multiple beam interference 
The previous section dealt with the interference that is produced due to the combination of 
two coherent beams. In many practical devices such as the Fabry-Perot interference filter, 
which lies at the heart of LiCHI, a larger number of mutually coherent waves combine to 
produce interference.  
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Fig. 2.5 Light rays undergoing multiple reflections between two mirrors 
In figure 2.5, multiple mutually coherent beams are produced by amplitude division. 
Amplitude division occurs due to the many reflections of the beam between the two parallel 
surfaces. The two surfaces are partially reflecting. They can be coated plates, 
semitransparent mirrors, a transparent material or thin films. The primary beam (E0) 
undergoes partial reflection and transmission when it is incident on the first surface. The 
part that is transmitted undergoes multiple back-and-forth reflections between the plates. 
Each time this transmitted portion hits the second surface, it further gets divided into two 
parts, one that is reflected back to the first surface and one that is transmitted through the 
second surface. To compute the amplitude of these multiple beams, we will let r be the 
reflection coefficient and t the transmission coefficient of the two surfaces. We will assume 
that there is no absorption at and between the surfaces, to keep the computation simple for 
now. As can be seen in the figure 2.5, the amplitudes of the beams that are successively 
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reflected internally follow the sequence E0t, E0tr, E0tr
2, E0tr
3… and the amplitudes of the 




2r4… If the distance between the two surfaces is d, the geometric path difference or the 
optical path length is 2dcosθ where θ is the angle between the internally reflected ray and 
normal to the surface, as shown in figure 2.6.  
 
Fig. 2.6 Path difference between two successive internally reflected rays in multiple beam 
interference 
The phase difference between the two rays can be calculated from their path difference. It 
is given by  
𝛿 =  2𝑘𝑑 cos 𝜃 =  
4𝜋
𝜆
 𝑑 cos 𝜃       (𝐸𝑞. 2.5) 
Where λ is the wavelength in the medium.  
If the medium is vacuum, the vacuum wavelength is λ0 and the equation becomes 
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𝛿 =  
4𝜋
𝜆0
 𝑛𝑑 cos 𝜃          (𝐸𝑞. 2.6) 
Where n is the index of refraction of the medium between the two surfaces.  




2𝑟4𝑒2𝑖𝛿 + ⋯  (𝐸𝑞. 2.7𝑎) 
Or 




                     (𝐸𝑞. 2.7𝑏) 
Since the incident intensity I0 = |E0| 





      (𝐸𝑞. 2.7𝑐) 
For one reflection, the phase change is δ/2. Therefore, 
𝑟 = |𝑟|𝑒
𝑖𝛿
2         (𝐸𝑞. 2.7𝑑) 
To define reflectance R and transmittance T of a surface, we can write 
𝑅 =  |𝑟|2 = 𝑟𝑟∗    (𝐸𝑞. 2.7𝑒) 
𝑇 =  |𝑡|2 = 𝑡𝑡∗    (𝐸𝑞. 2.7𝑓) 
Where t* is the complex conjugate of t.  




|1 −  𝑅𝑒𝑖𝛿|2
      (𝐸𝑞. 2.8) 
On simplifying the denominator in equation 2.8 for total intensity, we get 






]   (𝐸𝑞. 2.9𝑎) 
𝐼𝑇 = 𝐼0
𝑇2
(1 −  𝑅)2
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1 + 𝐹 𝑠𝑖𝑛2
𝛿
2
        (𝐸𝑞. 2.9𝑏) 
The term  
4𝑅
(1−𝑅)2
 is F or the coefficient of finesse and represents the sharpness of 





 is known as the Airy function.  
The condition for a fringe maximum is 
𝛿
2
= 𝑁𝜋 where N is an integer and is known as the 




 𝑛𝑑 cos 𝜃 +  𝛿     (𝐸𝑞. 2.10) 
If the two surfaces between which the rays are successively reflected are not identical, then  
𝑇 = |𝑡1||𝑡2| =  √𝑇1𝑇2       (𝐸𝑞. 2.11𝑎) 
𝑅 = |𝑟1||𝑟2| =  √𝑅1𝑅2     (𝐸𝑞. 2.11𝑏) 
𝛿 =  
𝛿1 + 𝛿2
2









   (𝐸𝑞. 2.11𝑒) 
In the discussion till now, we assumed the two surfaces to be non-absorbing, i.e. R+T =1, 
but if we introduce a term A to represent the energy absorbed at the surfaces, we get 
𝐴 + 𝑅 + 𝑇 = 1  (𝐸𝑞. 2.12) 
Maximum transmittance τmax is  
𝜏𝑚𝑎𝑥 = (




 (𝐸𝑞. 2.13)  
2.1.3.2 Thin Film Interference 
Multilayer films are used to coat the plates of a Fabry-Perot etalon. Thin films are used as 
reflective coatings on the inner surfaces, anti-reflection coatings on the outer surfaces of 
the plates, and in the case of electrically tunable etalons, as electrically conductive coatings. 
It was more common to use metal films as reflective coatings but recent years have seen 
increased use of multilayer dielectric films for Fabry-Perot etalons. Interference in thin 
films has been dealt with in detail in many texts [53][54][52]. This section provides an 
overview of single and multilayer films and their use in Fabry-Perot etalons. 
To begin the discussion on multilayer films, let’s consider a single dielectric layer with 
thickness d between two media of different indices. Let the indices be n1 for the dielectric 
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layer and n0 and nT for the two media. The incident electric vector is E0, reflected electric 
vector is E0’ and the transmitted electric vector is ET. E1 and E1’ are the electric field 
amplitudes for the forward and backward traveling waves. Electric and magnetic fields are 
continuous at each interface.  
 
Fig. 2.7 Wave vectors in a single layer dielectric with index n1 and thickness d, between 
two media 
At the first interface, the electric and magnetic fields are: 
𝐸0 + 𝐸0
′ = 𝐸1 + 𝐸1
′     (𝐸𝑞. 2.14𝑎) 
𝐻0 − 𝐻0
′ = 𝐻1 − 𝐻1
′      (𝐸𝑞. 2.14𝑏) 
The magnetic field relation can also be written as: 
𝑛0𝐸0 − 𝑛0𝐸0
′ = 𝑛1𝐸1 − 𝑛1𝐸1
′      (𝐸𝑞. 2.15)  




′𝑒−𝑖𝑘𝑑 = 𝐸𝑇    (𝐸𝑞. 2.16𝑎) 
𝐻1𝑒
𝑖𝑘𝑑 − 𝐻1
′𝑒−𝑖𝑘𝑑 = 𝐻𝑇    (𝐸𝑞. 2.16𝑏) 
The magnetic field relation can also be written as: 
𝑛1𝐸1𝑒
𝑖𝑘𝑑 − 𝑛1𝐸1
′𝑒−𝑖𝑘𝑑 = 𝑛𝑇𝐸𝑇  (𝐸𝑞. 2.17) 






















   (𝐸𝑞. 2.18) 







] 𝑟 =  𝑀 [
1
𝑛𝑇
] 𝑡  (𝐸𝑞. 2.19𝑎) 
Where the reflection coefficient is  
𝑟 =  
𝐸0′
𝐸0
   (𝐸𝑞. 2.19𝑏) 
The transmission coefficient is 
𝑡 =  
𝐸𝑇
𝐸0
     (𝐸𝑞. 2.19𝑐) 







−𝑖𝑛1 sin 𝑘𝑑 cos 𝑘𝑑
]  (𝐸𝑞. 2.19𝑑) 
In these expressions, n1 is the index of refraction of the dielectric layer and k is 2π/λ or 
2πn1/λ0.  
For a multilayer film, we can consider that there are N layers with thicknesses d1, d2, d3… 







] 𝑟 =  𝑀1𝑀2𝑀3𝑀4 …𝑀𝑁 [
1
𝑛𝑇
] 𝑡   (𝐸𝑞. 2.20𝑎) 
The overall transfer matrix is 
𝑀 = 𝑀1𝑀2𝑀3𝑀4 …𝑀𝑁 = [
𝐴 𝐵
𝐶 𝐷
]  (𝐸𝑞. 2.20𝑏) 
Using this to solve for reflection and transmission coefficients, we get 
𝑟 =  
𝐴𝑛0 + 𝐵𝑛𝑇𝑛0 − 𝐶 − 𝐷𝑛𝑇
𝐴𝑛0 + 𝐵𝑛𝑇𝑛0 + 𝐶 + 𝐷𝑛𝑇
    (𝐸𝑞. 2.21𝑎) 
𝑡 =  
2𝑛0
𝐴𝑛0 + 𝐵𝑛𝑇𝑛0 + 𝐶 + 𝐷𝑛𝑇
   (𝐸𝑞. 2.21𝑏) 
Reflectance R is equal to |r|2 and Transmittance T is equal to |t|2. 
High reflectance films are designed using alternating layers of high refractive index and 

































    (𝐸𝑞. 2.22) 
If the refractive indices of both the surrounding media are assumed to be 1, then 





































   (𝐸𝑞. 2.23)  
For a large value of N, i.e. for a large number of layers, reflectance R will approach unity, 
but the maximum reflectance for any practical system is at its maximum value only for one 
particular wavelength.  
In a Fabry-Perot interference filter, the plates are coated with multilayer dielectric films. 
The filter is made of a dielectric bounded on both sides by multiple high reflectance layers, 
or layers of alternating high and low indices. The separation on the order of λ between the 
reflective plates of a Fabry-Perot interference filter results in wider separation between 
transmission peaks, making it easier to isolate individual peaks using an order sorting filter, 
like those used in LiCHI. With a wide separation between the transmission peaks, the 
etalon serves as a narrow band-pass filter.   
 29 
 
Fig. 2.8 Multilayer quarter wave stack for a Fabry-Perot interference filter  
The layers in a Fabry-Perot can have two arrangements: 
𝑔 𝐻𝐿𝐻 𝐿𝐿 𝐻𝐿𝐻 𝑎 
Or  
𝑔 𝐻𝐿𝐻𝐿 𝐻𝐻 𝐿𝐻𝐿𝐻 𝑎 
Where g is glass, a is air, H corresponds to high refractive index and L corresponds to low 
refractive index. The transfer matrix for this system becomes 
𝑀 = 𝑀𝐻𝑀𝐿𝑀𝐻𝑀𝐿𝑀𝐿𝑀𝐻𝑀𝐿𝑀𝐻   (𝐸𝑞. 2.24𝑎) 
Or  
𝑀 = 𝑀𝐻𝑀𝐿𝑀𝐻𝑀𝐿𝑀𝐻𝑀𝐻𝑀𝐿𝑀𝐻𝑀𝐿𝑀𝐻  (𝐸𝑞. 2.24𝑏) 
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] =  −𝐼   (𝐸𝑞. 2.25) 
I is the identity matrix. Therefore the central double layer or the one that corresponds to 
the cavity of the FPI will not have an effect on the reflectance at the particular wavelength 
under consideration. So M will reduce to 𝑀𝐻𝑀𝐿𝑀𝐻𝑀𝐻𝑀𝐿𝑀𝐻 and the same condition will 
appear again. Since this will happen repeatedly, M becomes [
1 0
0 1
] at the selected 
wavelength for which the filter is designed, thus giving high transmission.  
Optical coatings can deteriorate the performance of a filter and etalon due to light loss by 
scattering[54]. The scattering is caused by surface roughness or local index variations. 
Some of the cases are: 
- Roughness of the substrate which can cause surface defects which can replicate to 
top of the coating surface 
- Inhomogeneity in the films which leads to different refractive indices in different 
locations on the coatings 
- Rough interfaces between films 





The Tunable Filter 
The tunable filter used in this instrument is a liquid crystal Fabry-Perot (LCFP) etalon, 
which is a Fabry-Perot interferometer with liquid crystal filled in the gap between its plates. 
This section will discuss the theory, construction and characterization of tunable filters 
3.1 Theory 
3.1.1 The Fabry-Perot Interferometer 
The Fabry-Perot interferometer is a multi-beam interferometer that was designed by C. 
Fabry and A. Perot [55]. It is made of two plane, partially reflective plates, parallel to each 
other, held at a distance d from each other, as shown in figure 2.6. The sides of the plates 
facing each other are silvered and the ones facing outwards are unsilvered. The unsilvered 
sides usually have a slight wedge shape in order to reduce the interference pattern due to 
reflections off these sides. If the gap is changed mechanically by moving the plates of the 
device, it is referred to as an interferometer. If the plates are fixed in place during the 
operation of the device, even though still behaving as an interferometer, the device is said 
to be an etalon [53]. In LiCHI, the plates are held fixed so the device is referred to as an 




  Fig. 3.1 Basic operating principle of a Fabry-Perot interferometer 
To understand the basic operating principle of an etalon, consider a ray of light starting 
from point S2 and trace it through the etalon. Interference occurs due to multiple successive 
reflections of light between the two plates [56]. Due to the partially reflected surfaces, this 
ray of light is reflected within the etalon cavity multiple times before being transmitted to 
the lens that focuses them on the detector. At the detector the transmitted rays interfere to 
form a bright or a dark spot. Any ray parallel to the original ray and in the same plane of 
incidence, emerging from a different point S1, will form a spot at the point P, where one is 
formed by the previously mentioned ray from S2. The rays that are incident on the gap at 
the same incidence angle will form a single circular fringe of the ring pattern of the etalon 
and this fringe will have uniform irradiance.  
The intensity transmitted through the etalon, as a function of wavelength, λ, and angle of 
incidence, θ, is given by the Airy function 
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                                 (𝐸𝑞. 3.1𝑏) 
where, I0 is the incident spectral irradiance, the separation between the plates is given by d, 
θ is the angle of incidence, µ is the refractive index of the material in the gap and F is the 
finesse of the etalon. The resulting interference pattern is a series of alternating bright and 
dark fringes that decrease in radius with increase in wavelength. Fig. 3.2 shows a typical 
spectral response of a Fabry-Perot etalon.  Fabry-Perot etalons are preferred for their high 
spectral resolution while preserving image quality and yielding maximum throughput for 
a given spectral resolution. The spectral resolution and the free spectral range (FSR) of the 
etalon are determined by the width of the gap between the plates. FSR is the spacing 
between two successive maxima or minima.  
Fig. 3.2 Spectral Response of a Fabry-Perot Etalon 
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Fig. 3.3 Ring pattern that forms as a result of interference in a Fabry-Perot etalon 
3.1.1.1 Finesse 
The term F in equation 1a is the finesse of a Fabry-Perot Etalon. The finesse is the ratio of 
the FSR and the full width half maximum (FWHM) of the etalon. Various losses in the 
etalon contribute to Finesse of the etalon[57][58]. Each of these losses is represented as a 


































                                                   (𝐸𝑞. 3.2𝑒) 
Where F is total finesse 
 FR is theoretical cavity finesse coefficient due to mirrors reflectivity and cavity 
losses 
 FP is surface parallelism finesse coefficient 
 FS is plate spherical deviation finesse coefficient 
 FD is diffraction limited finesse coefficient 
R1 and R2 are mirrors reflectivity 
λ is central wavelength 
α is linear cavity loss coefficient (αd is roundtrip loss) 
ß is tilt angle between surfaces 
CA is etalon clear aperture diameter 
 d is the distance between mirrors 
 M is surface flat accuracy in fraction of wavelength 
 θ is incident beam divergence 
A Fabry-Perot etalon, when acting as an interference filter, has a fixed gap, and within the 
gap is a material with fixed index of refraction. If the index of refraction of the material 
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between the etalon plates can be controlled and varied then the Fabry-Perot interferometer 
becomes a tunable filter. This filter is tunable over a range of consecutive wavelengths set 
by the free spectral range of the interferometer. The order is selected by a broadband filter 
termed as the order sorting filter.  
Ideally, the FWHM of an etalon would be infinitesimally narrow but this would not result 
in any results that would be practically useful, as the intensity transmitted would essentially 
be zero. Therefore to capture some light, a device with high spectral resolution or a 
reasonably narrow FWHM is designed.  
3.1.1.2 Imperfections in etalons 
It is important to consider and understand imperfections in an etalon and the effect they 
can have on performance, since in practical situations one cannot have perfectly flat and 
parallel glass surfaces forming the plates of the etalon. The most common defects in the 
etalons can be spherical defects, surface irregularities and parallelism defects.  
                        
(a)                                            (b)                                             (c) 
Fig. 3.4 Various defects in non-ideal etalons (a) parallelism errors (b) spherical defects (c) 
surface irregularities 
When the reflective surfaces are not absolutely flat or are not held perfectly parallel to each 
other, the imperfections can be viewed as elemental etalons of varying spacing. These 
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elemental etalons redistribute the radiation. An imperfect etalon can be expressed as a 
combination of these elemental etalons, each with a slightly different gap. If expressed in 
wavelength, the transmission function of these elemental etalons are shifted relative to each 
other, peaked around the mean. The effective result is broadening of the peaks, and 
therefore the wavelength transmission function of the overall etalon broadens, limiting the 
spectral resolution, as depicted in figure 3.5.  
Since no etalon can be perfect, LiCHI has imperfections in its etalons as well. Since these 
imperfections are measured only once the liquid crystal etalon has been built, the result of 
these imperfections need to be dealt with in software during post processing. For this 
purpose, we have developed deconvolution algorithms to extract the feature of choice, 
which are discussed in Chapter 7 of this dissertation.  
 
Fig. 3.5 Effect of plate defects on transmission function of the etalon[59]  
3.1.2 Liquid Crystals 
3.1.2.1 Properties of Liquid Crystals 
The intermediate state between the solid crystalline phase and the isotropic liquid phase is 
the Liquid Crystal (LC) phase. The molecules in liquid crystal phase, also known as 
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mesogens, tend to point along a common axis called the director, in contrast to liquids 
which have no order and solids where the molecules are completely ordered. Like crystals, 
liquid crystals also exhibit anisotropies in their optical, electrical and other physical 
properties. Liquid crystals are made up of elongated molecules and can be divided into 
three phases, viz. thermotropic, lyotropic and metallotropic, where the first two consist of 
organic molecules. Thermotropic LCs are those which transition into the liquid crystal 
phase due to a temperature change. Lyotropic liquid crystals undergo phase transition with 
change in temperature and their concentration in a solvent. Metallotropic liquid crystals are 
composed of organic and inorganic molecules, and their phase transition depends on the 
change in temperature, their concentration in a solvent and the inorganic-organic 
composition ratio.  Thermotropic LCs can be further classified into three types on the basis 
of the intrinsic ordering or alignment of the molecules, viz. nematic, smectic and 
cholesteric [57].  
The molecules in nematic LCs don’t exhibit a positional order but align to have a long-
range orientational order, which their long axes roughly parallel. Their average 
orientational order is known as the director. The molecules in smectic liquid crystals are 
parallel but are arranged randomly within parallel layers, resulting in positional order only 
in one dimension. In the cholesteric phase or chiral nematic phase, the molecules are 
twisted perpendicular to the director, with the molecular axis parallel to the director. This 
produces a helical alignment of the crystal directors along the layer normal. Pitch, p, is 
defined as the distance over which the molecules undergo a full turn.  Figure 3.6 shows the 
three types of thermotropic LCs.  
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Fig. 3.6 A schematic representation of the three phases of thermotropic liquid crystals – (a) 
Smectic (b) Nematic (c) Cholesteric, with the black arrows showing the director orientation 
in each case.  
Nematic liquid crystals are uniaxial and are most commonly used in electro-optical 
applications. They have long range orientational order measured by the order parameter 
S[60], and the average preferred orientation is determined by the ‘director’.  S is defined 
as 
𝑆 =  
3𝑐𝑜𝑠2𝜃 − 1
2
                                       (𝐸𝑞. 3.3) 
with θ being the angle between molecular axis and director, as shown in figure 3.7. 
 
Fig. 3.7 The angle theta as used in equation 3.3 
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S = 1 for a perfect crystal, S = 0 for isotropic phase and S is between 0 and 1 for nematics. 
The value of S varies with temperature and this variation is shown in figure 3.8, Where T0 
is the critical temperature for nematic to isotropic transition.  
 
 Fig. 3.8 Change in order parameter S with temperature [60] 
Liquid crystals exhibit the property of birefringence, i.e. their index of refraction depends 
on the polarization parameters of the incident light. The transmission of light depends on 
the helical ordering of the crystals. An electric field can be applied to change the index of 
refraction changing the alignment of the molecules with respect to the optical axis. 
Liquid crystals display anisotropy in their electrical and optical properties. The dielectric 
constants measured parallel and normal to the nematic axes are εp and εn respectively. The 
difference εp-εn is called the dielectric anisotropy and maybe negative or positive depending 
on the chemical structure of the constituent molecules [61]. A body torque is introduced in 
the molecules in the presence of an external force field due to this anisotropy. An external 
field causes the re-orientation of the director due to this torque. The alignment of the 
director is parallel to the external field for a liquid crystal with positive dielectric anisotropy 
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and normal for one with negative dielectric anisotropy. Temperature and the frequency of 
the applied electric field affect the dielectric constants up to the transition point between 
nematic and isotropic phases.  
Electrical and optical anisotropies are related in the following manner: 
εn = 𝑛𝑜
2 ; εp = 𝑛𝑒
2                               (𝐸𝑞. 3.4) 
Owing to their optical anisotropy, liquid crystals display the property of birefringence, i.e. 
they have two indices of refraction, one for light polarized parallel to the director, and one 
for light polarized perpendicular to the director. The birefringence is the difference between 
ordinary index of refraction, no, and extraordinary index of refraction, ne, given by Δn = ne 
- no. Only the extraordinary index ne is tunable with application of the electric field, creating 
a need for polarized light.  
3.1.2.2 Nematic Liquid Crystals 
The nematic liquid crystal used in the LCFP etalons in LiCHI has a positive dielectric 
anisotropy. They are uniaxial and maintain a long range directional order.  
3.1.2.3 Surface alignment of liquid crystals 
Development of electro-optical devices using liquid crystals requires the molecules to be 
in a well-defined orientation. Without proper alignment and confinement of liquid crystal, 
formation of domains, boundary walls and defects resulting in deformities and scattering 
of light are possible. In a liquid crystal cell, such as the etalons used in LiCHI, it is 
important to treat the inner surfaces of the plates to ensure that the liquid crystals do not 
form separate domains and are well ordered. Most commonly used surface alignments are 
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planar or homogenous and homeotropic, as shown in figure 3.9, with the former having the 
molecules aligned parallel to the surface and the latter with molecules perpendicular to the 
surface. In the etalons used in LiCHI, planar alignment is used. The liquid crystal is placed 
between plates with grooves, the molecules align themselves along the direction of the 
grooves.  
                     
(a)           (b) 
Fig. 3.9 This is a depiction of the two kinds of liquid crystal alignment. (a) homeotropic 
alignment (b) planar alignment.  
3.1.3 Liquid Crystal Fabry-Perot etalon 
The basic equation for a Fabry-Perot interferometer is  
2µ𝑑𝑐𝑜𝑠𝜃 = 𝑛𝜆                   (𝐸𝑞. 3.5) 
Spectral information using a Fabry-Perot etalon can be derived by varying any of the three 
terms on the left side of the equation 3.5, i.e. µ which is the refractive index of the material 
in the gap between the plates, d which is the distance between the plates and 𝜃 which is the 
incident angle of the incoming light. By using liquid crystal between the plates of the 
etalon, µ or refractive index of the material within the gap is changed.  
A liquid crystal filled Fabry-Perot etalon is used so that a wavelength region can be 
scanned without any mechanically moving parts, making the instrument robust. Liquid 
crystals exhibit the property of birefringence [61], and therefore are tunable in wavelength. 
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The molecules of the liquid crystal are rearranged by applying an external trigger such as 
voltage (Fig. 3.10), which causes the extraordinary refractive index, which is 1.65 for the 
liquid crystal to tend towards the ordinary refractive index of 1.58. This change in 
refractive index shifts the resonant wavelength that is transmitted through the etalon. The 
change in wavelength with voltage is quick, smooth and can be carried out in very fine 
steps. This gives us a complete scan of the spectral region of interest. Fig. 3.11a shows the 
LCFP function and the order sorting filter function. Fig. 3.11b shows an example of the 
tuning of the etalon. A single order of the etalon transmission function from Fig. 3.2 is 
captured by the order sorting filter.  The etalon is first tuned to a wavelength λ1 as illustrated 
by the solid transmission curve and then to wavelength λ2, shown as a dashed curve, by 
changing the voltage applied.  
The separation between the plates of a typical air gap etalon can range from a few 
millimeters to a few centimeters. For an etalon to behave as a narrow band-pass filter, the 
separation between the plates has to be very small resulting in large separation between 
transmission peaks (i.e. large FSR) and a large central monochromatic ring or Jacquinot 
spot[62]. In order to use the LCFP as a tunable filter, two other components are needed in 
addition to the small gap. First, a polarizer is required to exploit the birefringence property 
of the liquid crystal, since only the light polarized parallel to the direction of the liquid 
crystal molecules is sensitive to the change in refractive index. Second, an order sorting 
filter is required to select and transmit only the desired order of interference. Both the 
polarizer and order-sorting filter have the negative effect of reducing the peak transmission. 
Although the resulting device is a low transmission, low resolution filter compared to the 
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standard interference filters, the ability of the device to be tuned arbitrarily within its FSR 
provides a unique solution for various problems in remote sensing.   
 
Fig. 3.10 Behavior of liquid crystal molecules in presence of voltage, with the top and 
bottom sketches showing the arrangement of molecules in the absence and presence of 
voltage, respectively. Only the light polarized in direction ‘a’ will be affected by the change 
in refractive index of the molecules and therefore light polarized in other directions is cut 








Fig. 3.11 (a) Transmission peaks of the LCFP for a gap of 10 µm tuned to 6300Å and 
6364Å and the transmission of the order sorting filter. (b) LCFP transmission function 
truncated by the order sorting filter transmission function. [63] 
 
 46 
The transmission function of the LCFP in a certain wavelength region determines 
the feasibility of using it for scientific measurements in that region. For a given angle and 
an applied voltage, the output of a tunable filter can be represented as  
𝑌(𝜆𝑡) = ∫𝐻(𝜆, 𝜆𝑡) 𝑋(𝜆)𝑑𝜆             (𝐸𝑞. 3.6) 
where Y(λt) represents the output intensity when the filter is tuned to central wavelength λt, 
H(λ, λt) is the transmission of the LCFP at wavelength λ when the filter is tuned to λt,  and 
X(λ) is the input spectrum[64]. To design the etalons, we use this transmission model of 
the LCFP, assuming normal incidence and refractive index between 1.58 and 1.65, to study 
its feasibility in the scientific problems.  
For our modeling and algorithm development, a discrete version of Eq. (3.1.6), y = 
Hx, is used where  
𝐻 = [
ℎ(𝜆𝑖, 𝜆𝑡1) ⋯ ℎ(𝜆𝑛, 𝜆𝑡1)
⋮ ⋱ ⋮
ℎ(𝜆𝑖, 𝜆𝑡𝑚) ⋯ ℎ(𝜆𝑛, 𝜆𝑡𝑚)
]               (𝐸𝑞. 3.7) 
with m being the number of central wavelengths to which the filter is tuned, and n being 
the wavelengths at which the filter characteristic is calculated.  
3.1.3.1 Domain Formation 
Distortions in the liquid crystal itself can be a problem for normal operation of the 
instrument, as it would compromise the quality of the data obtained. Such distortions can 
be caused by formation of domains in the liquid crystal. Domains of different forms have 
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been observed in liquid crystals, some owing to their dynamic behavior in response to 
stimuli while others are dependent on their structural factors. Of the dynamically formed 
domains, Williams domains, first observed by R. Williams[65], are formed when the 
applied voltage V reaches a threshold of critical voltage Vc. As the voltage is increased 
above Vc, the Williams domains become disordered and mobile and the nematic alignment 
is completely disturbed. The practical implication of these domains is the dynamic 
scattering of light. This voltage threshold Vc can be increased by increasing the frequency 
𝜔/2𝜋 of the applied AC signal[61]. For ω < ωc, the threshold Vc is low but as ω < ωc, Vc 
also increases, and becomes dependent on the thickness of the liquid crystal sample. If Vc 
could be increased enough to never be reached, the formation of Williams domains can be 
avoided. High frequencies bring with them another kind of domains called ‘chevrons’[61] 
which are parallel striations in the crystal and are indicative of the onset of instability at 
Vc. 
Domain formation due to temperature quenching has also been reported[66] where the 
crystal network breaks away into fragments and coalescence leads to domain formation. 
Structural issues could also cause domains. These domains are of two types, black 
filaments and Schlieren structures. Black filaments, as the name suggests, are dark, flexible 
filaments or thread like structures that either float in the liquid crystal or are stuck to the 
walls. These are caused by disinclinations or distortions in the director of the liquid crystal. 
Schlieren structures, shown in the figure 3.12 are formed when the glass walls binding the 
liquid crystal are continuously degenerate, i.e. absence of a preferred axis, and appear to 
be like black stripes connecting singularities in the crystal. Schlieren structures are not a 
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cause of concern for our device, since the glass plates have polymer grooves on them, 
thereby giving the liquid crystal molecules a preferred axis to align along. 
 
  Fig. 3.12  Schlieren structures in Liquid Crystal. 
3.2 Construction 
3.2.1 Selection of material 
The liquid crystal selected for these etalons was one with largest Δn, i.e. the largest 
range of refractive indices. This gives a larger tuning range.  
3.2.2 Grooves 
The liquid crystal molecules need to be aligned in between the plates of the etalon so that 
they are oriented in a certain direction. This alignment is done by creating grooves on the 
plates of the etalon. Once the liquid crystal is filled between the plates of the etalon, the 
molecules grow epitaxially in the troughs of these grooves.  
An etalon plate was studied inside a Scanning Electron Microscope (SEM) to look for 
irregularities in the grooves or the surface of the plate.  
 49 
 
  Fig. 3.13 Etalon plate inside a SEM 
 
 Fig. 3.14 Images of different regions of the etalon plate, taken with the SEM 
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The square in the center is an etalon plate. The blue lines show the direction of the grooves. 
The red dots show the locations on the plate that were imaged by the SEM. Images 1 and 
2 are taken at the same location, i.e. the center of the plate, but the latter is a magnified 
version of the former.  
The way an SEM works, the brighter spots in the image are higher and the darker spots are 
deeper. The grooves on the plate are the diagonal pattern seen in the images. When studied 
with the SEM, the surface of the plate seems to be much rougher than expected. The 
roughness could be caused by one of coatings or there could be bubbles trapped between 
the coating layers resulting in a rough surface. This results in imperfections in the etalons, 
and as discussed in section 3.1.1.2, these imperfections result in lower spectral resolution 
and finesse than the modeled values. The low spectral resolution is shown in further detail 
in chapter 6 when the characterization of the etalons is discussed.  
3.2.3 Construction Process 
The construction of an LCFP etalon involves a number of steps starting from the 
construction of flat glass plates. These glass plates are then coated with various coatings to 
make them suitable for an LCFP etalon. The plates are first coated with Indium Titanium 
Oxide (ITO) layer which is a conductive layer enabling the application of electric field 
across the plates of the etalon. Next come the high reflection multi-layer dielectric coatings. 
The plates are then coated with a polyimide layer which is spin coated on one side and then 
rubbed to create grooves for alignment of liquid crystals. These steps were outsourced to 
various vendors.  
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The next few steps are performed in the lab. The first step in the lab is to place spacers on 
the etalon plates to get the desired separation or gap between the plates. After applying the 
spacers, the etalons are “finessed” to make sure the plates are parallel and the interference 
ring pattern is uniform. Next, the plates are held together by industrial grade glue, which 
is cured under UV light. After the completion of this process, liquid crystal is vacuum filled 
between the plates through a small opening.  
 
3.2.4 The etalon setup 
    
(a)           (b)   
  
Fig. 3.15 The etalon cage makes up the tunable part of LiCHI. It consists of four etalons, 
four order sorting filters, four polarizers along with the holder for these components and 
supporting electronics. (a) Etalon cage with connector for temperature controller (b) Etalon 
cage with connector for voltage controller, heating pad and thermistors 
The etalon cage holds the etalons along with the order sorting filters, polarizers and 
supporting electronics. The etalons are held together in a four-section holder using 
compression technique. The objective was to minimize the loss of spatial information by 
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aligning the etalons as close to each other as possible. The holder also contains grooves for 
order sorting filters and polarizers.  
 
 





The design of an imaging system or any instrument is guided by the application for which 
it is intended to be used and by practical issues. In an optical system, this affects the 
selection of lenses, detector and, from a system level perspective, the data collection and 
processing algorithms as well. In the case of LiCHI, the application-based selection of 
etalon coatings, etalon gaps and filters introduces additional complexity to this design 
process.  
Although a hyperspectral imager can be used in a variety of applications, LiCHI was 
designed with an aim to make simultaneous multispectral measurements of aeronomical 
signals, making the aurora its primary target. This imposed certain specific constraints on 
the optical, structural and algorithmic design of the system. We will discuss them one by 
one in this chapter. This chapter has been published as a journal paper [9]. We will also 
discuss challenges posed and solved while trying to design the system according to these 
constraints, and which constraints remained unsatisfied. We also discuss some 
modifications that can be made to the instrument to optimize it for other applications.  
 
4.1 Constraints on design of optical components 
The optical components here include the etalons, filters, polarizers the lenses and the 
detector. As discussed in the previous sections, liquid crystals need polarized light, and 
hence polarizers are used in the system. The major drawback of this is that half the light, 
which is of the undesired polarization, is discarded hence reducing the overall signal going 
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into the detector by a factor of 2. This is acceptable for traditional hyperspectral 
applications where photon count is not a problem but in the case of photon starved 
aeronomical signals, this loss of light needs to be compensated for. This compensation 
drove the size selection of the etalons. The size of the etalons was also limited by practical 
constraints on the size of glass plates for a certain flatness requirement. Once the size of 
the etalons is decided, the main parameter in designing an etalon needs to be decided – the 
gap size. The gap between the two plates of the etalon determines the free spectral range 
of an etalon. While deciding on the gap, the free spectral range needs to be known. The 
application, which here are specific aeronomical features, decides the FSR and FWHM of 
the etalons and therefore the gaps. The first step is to decide which aeronomical features 
we want to study using this instrument. We decided that for the first field test of the 
instrument, we would focus on the scientific measurements where the tunability of the 
etalons could be exploited, especially those measurements that typically require multiple 
instruments. So LiCHI was designed to study the rotational temperature of N2
+ in the 4200-
4300 Å range, image the 6300-6364 Å oxygen emission multiplet, image the 7320-7330 Å 
doublet, and measure the 5577 Å line and its associated background signal. The subsequent 
paragraphs explain how the gap selection and algorithm development was carried out to 
design the system to make these specific measurements.  
4.1.1 N2+ rotational temperature 
Measurements of neutral temperatures can be used to calculate the energies of the 
precipitating particles causing the auroral emissions. If the emitting species is in 
equilibrium with its local environment and the rotational temperature is in equilibrium with 
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translational temperatures, the rotational temperature can be used as a measurement of 
neutral temperatures and the optical emission height can be derived, from which the energy 
of the precipitating electrons can be estimated. The altitude of the emissions determines 
the distribution of total band spectral column emission rate in various branches of a spectral 
band. The ratio of the spectral column emission rates of the P and R branches can reveal 
whether the changes in rotational temperature are due to heating or due to change in the 
height of the emissions [67]. Rotational temperature measurements have been attempted 
using photometers, spectrometers, and spectral imaging systems [68]. Here we discuss the 
feasibility of using a LCFP filter for these measurements. 
The wavelength band we have chosen for this feasibility study is the N2
+1NG (0,1) 
band with a bandhead at 4278 Å. The P and R branches are centered around 4278 Å and 
4258 Å, respectively. To measure the rotational temperature, the transmission peak of the 
etalon is first set to 4258 Å for the R branch and then tuned to 4278 Å to measure the 







                    (4.1) 
where Hp and HR represent the filter transmission function for each of the P and R branches. 
The filter transmission function H is basically the LCFP transmission function truncated 
by the transmission function of the order sorting filter.  
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The feasibility of using a LCFP etalon for this experiment depends on the gap 
between the plates of the etalon. The gap needs to be chosen carefully using the following 
criteria: 
a) The ratio R, in Eq. (4.1), should always be greater than 1. A value of R less than 1 
indicates overlapping of interference orders, or an FWHM too broad to separate the 
P and R branches from each other. Since the gap determines the FWHM of the 
etalon, this criterion is critical in selecting the gap size.  
b) The selected gap should allow the instrument to measure the maximum range of 
rotational temperatures possible.  
c) There should be significant and detectable change in R with change in rotational 
temperature. The gap that results in most significant change in R with rotational 
temperature will be selected as the optimal gap.  
d) Ideally for an application like this, the instrument should be able to detect the 
smallest changes in rotational temperature. The selection of the gap will depend on 
the minimum change that can be detected by the instrument.  
In this analysis, the N2
+1NG spectra were generated for various rotational temperatures 
using the software Specair[69] to the levels of medium intensity aurora (~20kR) and are 
shown in Fig. 6.1. These spectra were sampled using the detector and optics for an 
integration time of 1 second to get an SNR > 3, convolved with the LCFP instrument 
function for this analysis. For this application, the filter needs to be tuned to make 
measurements at only two central wavelengths, λt1 and λt2, which are 4258 Å and 4278 Å, 
respectively. H, from Eq. 3.5 and Eq. 3.6, is then written as 
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𝐻 = [
ℎ(𝜆𝑖, 𝜆𝑡1) … ℎ(𝜆𝑛, 𝜆𝑡1)
ℎ(𝜆𝑖, 𝜆𝑡2) … ℎ(𝜆𝑛, 𝜆𝑡2)
]       (𝐸𝑞. 4.2) 
From this, yP and yR are calculated for P (4278 Å) and the R (4258 Å) branches, 
respectively, and their ratio is the ratio value R. This ratio changes with rotational 
temperature and etalon gap size as shown in Fig. 4.2(a). Fig. 4.2(b) shows the measured 
ratio in an ideal case where the filter response is an impulse function at the 4258 Å and 
4278 Å wavelengths. From Fig. 4.2(a), one can infer that very small gaps, e.g. 1.2 µm, 4 
µm, 6 µm, result in ratios which tend towards 1 and below 1 for high rotational 
temperatures, therefore not satisfying our first criterion on R (criterion (a) above). A similar 
behavior is shown by a large gap size of e.g. 25 µm. The gap sizes of e.g. 15 µm, 17.5 µm 
and 20 µm satisfy this first requirement over the same rotational temperature range as well 
as satisfying criterion (b). Criterion (c) and (d) help determine which gap to select out of 
the gaps satisfying criterion (a). As seen in Fig. 4.2(c), the maximum change in ratio, 
represented as the standard deviation in measured ratio, is seen for the 15µm gap, which 
therefore becomes the desired gap for measurements of N2
+ rotational temperatures. In our 
simulation, the source of error in the measured ratio is the uncertainty in the measurements 
made by the instrument, i.e. the noise in the measurements. Fig. 4.2(d) shows the measured 
ratio and the error in measured ratio for 15µm gap LCFP, using the detector and optics 
described in earlier equations with integration time of 1 second. This ratio ranges from 
2.9±0.2 to 1.2±0.03. The smallest measureable change in rotational temperature is 75 K 
and increases with increase in rotational temperature. The error in ratio can be reduced by 
increasing integration times.  
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4.1.2 Background subtraction  
                 The second application for which we want to test the feasibility of using a 
tunable filter is to extract line features from a broad background. In aeronomy, examples 
of such cases are the atomic oxygen line O(1D - 1S) at 5577 Å embedded in a broad 
background, the atomic oxygen emission O(3P - 1D) doublet at 6300 and 6364 Å, and the 
atomic oxygen emission O(2D - 2P) multiplet at 7320-7330 Å. These representative cases 
are shown in Fig. 4.3. Tunability gives us the advantage of being able to measure the 
background using the same filter and the flexibility to study other emission lines in the 
vicinity of the main emission line, e.g. the 6364 Å oxygen line close to the 6300 Å line, or 
the hydroxyl lines in the vicinity of the 7320 Å multiplet. The spectrum around the 
emission of interest can then be computed from the measurements made with the filter.  
 
 4.1.2.1 5577 Å and 6300 Å lines 
                  For the measurement of the 5577 Å atomic oxygen line, the etalon peak will be 
tuned to a central wavelength, λt, of 5577 Å to measure the brightness of the line itself and 
then to another adjacent wavelength for the measurement of the background. A similar 
procedure can be followed for the measurement of the 6300 Å line, for which the etalon 
peak can be tuned to 6300 Å, 6364 Å and another wavelength within the etalon FSR to 





 4.1.2.2 7320 Å multiplet 
                 The measurement of the atomic oxygen emission O(2D - 2P) multiplet at 7320-
7330 Å poses a challenge as the etalon FWHM is larger than the individual lines of the 
multiplet. There are also OH and N2 emission bands overlapping this spectral region [70], 
and careful spectral analysis will be needed to determine their contribution to the signal. In 
such a case, the spectrum can be computed from the measurement by using deconvolution 
techniques.  
 
                 Here we explain the computation of the spectrum by setting up a numerical 
simulation for the 7320 Å emission. The spectrum along with the background are modeled 
using estimated numbers from Fig. 4.3 (b). A maximum value of 100 R/Å is used in the 
modeled spectrum to get a total of 600 R for the emission at 7320 Å. To measure the 7320 
Å emission line, the 7330 Å line and the background, the filter transmission function is 
scanned over the wavelength region of interest as shown in Fig. 4.4. The figure shows the 
modeled spectrum in blue and the LCFP filter scan in red, truncated by an order-sorting 
filter. The transfer function is given by Eq. 3.6 as the filter is tuned to multiple central 
wavelengths and the measurement vector is constructed using a discrete version of the 
convolution function in Eq. 3.5. Two different techniques are used to deconvolve the 
spectrum measured by the LCFP, the Moore-Penrose pseudoinverse method [71] which is 
a standard inversion technique, and the Nelder-Mead method [72], which is a nonlinear 
minimization technique. The Moore-Penrose method is a standard linear least squares 
minimization technique and computes the spectrum xMP as xMP=y.H
-1 where y is the LCFP 
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measurement and H-1is the pseudoinverse of the LCFP transmission function H. This 
deconvolved input spectrum can then be used to estimate yMP, i.e. the measurement if the 
input spectrum was xMP.  
 
 The Nelder-Mead method optimizes the agreement between the model and the 
measurements by minimizing their difference which we represent using a chi-square cost 
function. We use prior information about the spectrum, for example the spectral position 
of the emissions, ratio of different components of the spectrum, etc. to constrain the Nelder-
Mead minimization. Using this information provided, Nelder-Mead minimization 
technique estimates the input spectrum xNM.  
 
                The input spectra xMP and xNM are then used to estimate yMP and yNM, which are 
the respective outputs if the input spectra were xMP and xNM. The outputs yMP and yNM are 
calculated and shown in fig. 4.5(a) along with the simulated LCFP measurements as the 
LCFP transmission function is scanned over the desired wavelength region. Fig. 4.5(b) 
shows the deconvolved input spectra xMP and xNM along with the original input spectrum. 
Despite the similarity between the estimated outputs in fig. 4.5(a), the Nelder-Mead method 
outperforms the Moore-Penrose method in deconvolution of the input spectrum from the 
measured and estimated data. Nelder-Mead accurately deconvolves the spectrum and gives 
total column emission rate of each of the 7320 Å and 7330 Å emissions as measured by 
the LCFP and displays clearly the advantage of having prior information about the spectral 
emissions we want to measure.  
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                As for the constraints that the physical problem might pose on the filter design, 
the model deconvolution algorithms described above can be tested with different gap sizes 
and the optimal gap can be chosen. A gap of 8.5 µm was chosen through this analysis for 
the 7320 Å multiplet measurement. An ideal detector was used for the purpose of numerical 
simulation. Using the detector described in previous chapters, these spectra will need to be 
sampled with integration times ~5 minutes to obtain an SNR>2 throughout the spectrum. 
 
Fig. 4.1 N2
+ 1NG spectra, showing changes in the spectral column emission rates at 4258 
Å (R branch) and 4278 Å (P Branch) with change in temperature. The spectra were 









Fig. 4.2 (a) Change in P and R branch emission ratio R with change in temperature from 
200 K to 5000 K for various gaps. (b) Ratio R for ideal case where the filter response is an 
impulse function at the wavelengths 4258 Å and 4278 Å. (c) Standard deviation of ratio, 
R, for different gaps, showing the maximum change in ratio with change in temperature 





Fig. 4.3 Representative background subtraction cases – (a) the emission line at 5577 Å and 
the doublet at 6300-6364 Å embedded in a broad background (spectrum from Poker Flat, 
AK, courtesy of Jeff Baumgardner, CSP, Boston University). (b) The 7320-7330 Å 
multiplet (airglow spectrum from HiTIES [27]) 
 65 
 
Fig. 4.4 A complete scan, shown as dashed curve, of the wavelength region of interest by 
the LCFP, making measurements of the background and of the two lines at 7320 Å and 





Fig. 4.5 (a) The simulated LCFP measurements, data estimated by two deconvolution 
methods (b) spectra deconvoluted from the estimated data using two deconvolution 
methods (c) magnified version of Fig. 6.1.5(b), showing the region with the 7320-7330 Å 
multiplet. As seen from this figure, a direct deconvolution of the measurements fails to 
resolve the column emission rates of the components of the multiplet, whereas the Melder-
Mead method which uses prior information about the location and known relative 
brightness of the peaks gives the column emission rates at the two peaks. 
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The filters for each channel are chosen based on the free spectral ranges, as the bandwidth 
of the order sorting filter should match FSR of the corresponding etalon to provide the full 
tuning range for the operation of the etalon. The central wavelength of the filters was also 
matched with the central wavelength of the etalon for the same reason. The shape of the 
filters was custom ordered to be square to match the square shape of the etalons. If the 
scientific target of LiCHI is changed and requires a different wavelength range, 
replacement of the order sorting filters should be sufficient to use LiCHI for a different 
application.  
The selection of the other optical components is dependent on the design of the 
etalons and is discussed in detail in Chapter 5.  
 
4.2 Constraints on structural, electrical and mechanical design 
The environmental and transportability requirements guide the structural and mechanical 
design of any instrument, especially one that needs to be installed and operated in remote 
locations.  
 
The mount for LiCHI comprises three main components – the optical platform, the 
vertical swivel mount to change its zenith angle of pointing and the rotational base to 
change the azimuth angle of pointing. For aeronomical observations, LiCHI would be 
installed in one of the large domes available at the optical facility at Poker Flat Research 
Range, as shown in figure 6.7, and it would be desirable to have the flexibility to point it 
any direction in zenith and azimuth. The movable mounts serve that purpose while the 
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optical platform serves to maintain the optical alignment. The two pointable bases are 




Fig. 4.6 A solidworks model of the mount for LiCHI, showing the collimating lens, the 
etalon cage, the reimaging lens, the camera and the movable base.  
 
A major source of constraints on the mechanical design of LiCHI was transportability. The 
components needed to be easily separable and easily re-installable on the mount. 2 foam-
fitted aluminum cases were used to transport the components and a wooden box was 
constructed to ship the mount.  
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Lastly, while building an instrument for installation in remote research sites, it is essential 
to consider that power mains may not be proximal to the installation location. Keeping this 
in mind, the cables and wires need to be designed to be long enough with low losses along 
the length to supply power adequately to the instrument.  
4.3 Design constraints for anomaly detection and scene classification 
The other potential applications of LiCHI, i.e. the traditional hyperspectral imaging 
applications, also pose certain requirements on the design. During this round of design, 
development and testing, it was demonstrated that LiCHI can be used for traditional 
hyperspectral applications, even though it has not been optimized for them. Some of the 
specific requirements for non-aeronomical studies can be implemented in the next round 
of testing of the instrument for these particular applications. Most of these requirements 
could be satisfied with small adjustments to the current design. We present some of those 
adjustments here in this section.  
4.3.1 Tuning range of the etalons 
The tuning range of an LCFP etalon is same as its Free Spectral Range (FSR) which is 
determined by the size of the gap between the plates. The smaller the gap, the larger the 
tuning range or FSR. For LiCHI, the gap between the plates of each etalon was optimized 
for the scientific investigation it was being used for. This could result in a smaller tuning 
range than required by other applications. The minimum gap available for us was 1 micron. 
For example, the etalon designed for the rotational temperature measurements has a gap 
size of 15 microns which gives an FSR of only 30 Å. Although this can also be used for 
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some spectral measurements, for outlier detection and landscape analysis, it would be 
prudent to have a much larger FSR to be able to cover as much of the spectrum as possible 
and hence a much smaller gap.  
4.3.2 Centre Wavelength (CWL) of the etalons and filters  
Similar to the choice of tuning range, the central wavelengths, and hence the spectral 
coverage, of the etalons and the filters were chosen for the aeronomical scientific 
investigations. These may or may not be optimum for other hyperspectral applications. As 
an example, all four of our channels cover the visible and the near infrared range, but some 
of the plant studies which hyperspectral imagers are used for require the infrared region 
spectra of the plants [73][74]. This can be accomplished by using a different set of order 
sorting filters. The wavelength coverage also depends on the coatings used on the etalon 
plates. The coatings currently used cover up to 8000 Å and an etalon with a different set of 




The Imaging System 
The complete imaging system comprises the Liquid Crystal Hyperspectral Imager (LiCHI) 
and the accompanying control hardware and software. This chapter describes the optics of 
the imager and the control system. The schematic of the imager is shown in figure 5.1. The 
components of LiCHI are the objective, the field stop, the collimating lens, the reimaging 
lens and the detector, along with the etalon cage, which consists of etalons, order sorting 
filters and polarizers.  
 
  Fig. 5.1: Schematic of LiCHI showing the optical components 
5.1 Optics 
The optical design of LiCHI is based on the Simultaneous Multispectral Imager (SMI) 
presented by Semeter et al[40][20]. LiCHI uses all off-the-shelf lenses. The etalon cage 
measures 127 mm diagonally. To avoid any loss of clear aperture of the etalons, lenses 
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with large apertures were chosen as collimating and reimaging lenses. Table 4.1 lists the 
information regarding the lenses. 
Lens F-number Focal Length 
(mm) 
Field of view Use in LiCHI 
Nikon 2 28 46º Objective 
Nikon Nikkor 2.8 400 _ Collimating 
Marshall 
CCTV lens 
1 140 _ Reimaging 
Table 5.1: Lenses used in LiCHI 
The focal lengths of the collimating and reimaging lenses are chosen based on the detector 
chip size and the maximum available aperture of off the shelf lenses.  
The front object focuses the light into the system and provides a field of view of ~40º. The 
field stop used is square in shape in order to have square image for the four square etalons. 
Next in the system, field lenses are used to direct the oblique rays that would otherwise 
miss the next optical element, into the system. Once we decide the size of the etalons and 
the camera to use (and hence the chip size), the choice of other elements is constrained by 
these choices. The dimensions of the etalon array were ~142.24 x 142.24 mm, therefore 
the diameters of the collimating and the reimaging lenses had to match this size. This size 
posed a limited the choice of lenses. An off the shelf 400 mm f/2.8 Nikon lens was chosen 
as the collimator and its purpose is to limit the angles going into the etalons. The etalon 
cage consists of the order sorting filters, polarizers and the etalon assembly. The filter 
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mosaic is a set of four order sorting filters each with a different central wavelength and 
bandpass for each of the four channels of the instrument. The polarizer mosaic is a set of 
four polarizers aligned with the etalons that are placed after them in the system. The etalons 
have prism angles built into them in order to focus the light from different channels onto 
different locations on the detector. The reimaging lens used is a 140 mm f/1 Marshall 
CCTV lens. The detector used is the Neo sCMOS detector by Andor. This detector was 
chosen for its large chip size (16 mm x 14 mm) and small pixel size (6.5x6.5µm2) in order 
to give substantial chip area to image from each channel while preserving spatial 
resolution. Figure 5.2 shows the assembled instrument in the lab. There are two image 
planes in the system. One is at the field stop and the other is at the camera chip. The pupil 
planes in the system are the entrance of the objective lens, the etalon/nikon lens interface 
and the reimaging lens.  
 
Fig. 5.2 Complete assembled instrument with components (a) front objective (b) field stop 
and other front optics (c) collimating lens (d) etalon cage with order sorting filters, 
polarizers and the etalon assembly (e) reimaging lens (f) camera 
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5.1.1 Advantages and disadvantages of this optical design 
The optical design currently used has its advantages and drawbacks, and this system could 
have been designed in a few different ways. For example, one option would have been to 
have four front ends and four back ends, i.e. four reimaging lenses but still a single detector, 
making four f/2 systems. Since we are dividing the chip into four parts, basically using the 
system to form four images, we effectively end up with an f/2 system for each channel 
anyway instead of f/1 even though the overall system is an f/1 system. This alternate design 
would have been cheaper than the currently implemented design but the idea was to 
implement and evaluate a system with a single optical chain with minimal components. 
The current optical design does not allow optimum focusing of all the channels and a sweet 
spot has to be compromised on where focus of all the channels is close to optimum. Having 
four front ends would allow adjusting the focus of each channel individually, thus getting 
a better image quality from all the channels.   
 
5.2 The Detector 
The detector used in the LiCHI system is the 5.5 megapixel scientific CMOS (sCMOS) 
sensor manufactured by Andor. This sensor was chosen because of its large chip size and 
small pixels, offering a unique combination of large field of view with high resolution. 
This combination is perfectly suited for remote sensing as it allows the system to image a 
large area while being able to resolve subpixel details. Table 5.2 summarizes the 
specifications of this camera and figure 5.3 shows the quantum efficiency curve for the 
camera.  
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Active Pixels 2560 x 2160 (5.5 megapixel) 
Sensor size 16.6 x 14.0 mm 
Pixel size (WxH) 6.5 µm 
Pixel readout rate (MHz) 560, 200 
Read noise (min) 1 e- 
Maximum Cooling -40 ºC 
Maximum burst frame rate 100 fps 
Readout mode Rolling and snapshot shutter 
Sensor type Front illuminated scientific CMOS 
Data range 12-bit and 16-bit 
Peak Quantum Efficiency 60% 
Table 5.2: Specifications of Andor Neo sCMOS detector 
 
Fig. 5.3: Quantum efficiency of the Andor Neo sCMOS camera vs. wavelength 
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5.3 Etalon plate design 
As mentioned in the previous chapters, the etalon plates have a slight wedge angle in order 
to avoid reflections that can result in ghost fringes. In order to have four separate images 
on the detector chip, a set of prisms are required to deflect the image from each etalon 
channel off axis. The etalons used in LiCHI were designed such that the prism angle was 
incorporated into the etalon plates instead of using a separate prism array. This reduced the 
amount of glass being used in the system. The choice of the detector guides the prism angle, 
and hence the angle on the etalon plates. The center of the image has to be moved from the 
center of the chip along the diagonal of the chip by a certain distance such that the images 
don’t overlap each other. Following calculations exemplify how the choice of detector 
affects the angle on the etalon plates: 
Camera: Andor Neo sCMOS 
𝐶ℎ𝑖𝑝 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛 = 16.6 𝑥 14 𝑚𝑚 




𝑜𝑓 𝑡ℎ𝑒 𝑑𝑖𝑎𝑔𝑜𝑛𝑎𝑙 = 5.65 𝑚𝑚 
𝐹𝑜𝑟 𝑎 140 𝑚𝑚 𝑓𝑜𝑐𝑎𝑙 𝑙𝑒𝑛𝑔𝑡ℎ 𝑟𝑒𝑖𝑚𝑎𝑔𝑖𝑛𝑔 𝑙𝑒𝑛𝑠, 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝑎𝑛𝑔𝑙𝑒 = atan
5.65
140
= 2.32 ° 
𝐴𝑠𝑠𝑢𝑚𝑒 𝑟𝑒𝑓𝑟𝑎𝑐𝑡𝑖𝑣𝑒 𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑝𝑙𝑎𝑡𝑒 𝑚𝑎𝑡𝑒𝑟𝑖𝑎𝑙 = 𝑛 =  1.46 
𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝑝𝑟𝑖𝑠𝑚 𝑎𝑛𝑔𝑙𝑒 =
2.32
𝑛 − 1
= 5.043 ° 
𝐷𝑖𝑣𝑖𝑑𝑖𝑛𝑔 𝑡ℎ𝑖𝑠 𝑎𝑛𝑔𝑙𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡ℎ𝑒 𝑡𝑜𝑝 𝑎𝑛𝑑 𝑏𝑜𝑡𝑡𝑜𝑚 𝑝𝑙𝑎𝑡𝑒𝑠, 𝑡ℎ𝑒 𝑤𝑒𝑑𝑔𝑒 𝑎𝑛𝑔𝑙𝑒
= 2.52 °  
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The angle along the diagonal of the actual plates, once built, was less than the calculated 
wedge angle. This is one of the practical problems can occur while building instruments, 
and therefore one has to improvise. Since the deviation distance along the diagonal 
achieved physically was ~4.9 mm, the images during the first test of the etalons overlapped 
each other. The images, originally calculated to be 8x8 mm each, would now have to 
measure 6.93x6.93 mm. To avoid this overlap, the actual size of the images had to be 
reduced, and therefore the size of the aperture at the field stop was reduced from the 
calculated size. The field stop originally calculated was 22.8 mm x 22.8 mm was now 
decreased to 19.6 mm.  
5.4 The Voltage Controller 
5.4.1 Application of electric field to the liquid crystal cell 
The alignment of nematic liquid crystals can be destroyed by applying an electric 
field with the wrong parameters. Thus, it is critical to understand the behavior of nematic 
liquid crystals in presence of electric fields in order to design an optimum voltage 
controller. This behavior is described in chapter 3 and evaluated in chapter 6, which deals 
with the characterization and calibration of the system. In order to understand the 
specifications of the control system, i.e. the voltage, frequency and type of electric fields, 
here we address the effects these parameters have on liquid crystal molecules.  
Application of DC voltage to any fluid requires direct contact of metallic electrodes with 
the liquid [61]. The chemical reactions that take place at these electrodes often yield 
undesirable consequences. The reactions that take place can inject supplementary carriers 
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into the fluid causing convective instabilities. Since this injection process is complex, it 
can only be controlled for very few types of electrodes, and it is best avoided. The other 
problem caused by the chemical reactions at the electrodes in case of DC fields is the 
chemical degradation of the liquid crystal material. Due to these problems associated with 
DC electric fields, low frequency AC fields are used. An insulating material can be used 
between the electrodes and the nematic liquid crystal material when AC electric fields are 
used. Injection of carriers takes place while using AC fields as well, but it has been 
observed experimentally that these carriers remain confined to a thin sheet near the 
electrodes so are unable to generate instabilities as those generated in the case of DC fields.  
5.4.2 The Controller Specifications  
The voltage controller used with LiCHI has been designed in house in collaboration with 
Scientific Solutions, Inc. A 16-bit D/A converter provides the controlling input signal; 
changing this voltage alters the index of refraction. LC controller can control the refractive 
index of the LC to 1 part in 4096. The LC Etalon provides refractive index range of 0.263, 
which translates to a factor of 175 improvement in spectral coverage for similar resolutions. 
Once tuned, the finesse of the LC etalon does not require constant monitoring. Only the 
voltage required for the desired wavelength need be maintained – a fact that is central to 
the fundamental advantage of the LC innovation over conventional mechanical and 
barometric Fabry-Perot systems. The current LC controller is capable of controlling up to 
four independent LC etalons. A change in potential of 10 volts alters the refractive index 
of the liquid crystal by 0.263, corresponding to approximately 10 orders, or free spectral 
ranges. Assuming the minimum voltage resolution is about one tenth of one resolution 
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element, the controller resolution must be 0.005 volts. The 16-bit control system controls 
the voltage across the LC to better than 0.002 volts.  
5.5 The Temperature Control system 
The sensitivity of liquid crystals to temperatures has been discussed in detail in the 
preceding chapters and is characterized in chapter 6. This property of liquid crystals makes 
it essential to use a temperature control system that can maintain the liquid crystal etalon 
at an appropriate temperature for optimum functionality. The temperature control system 
consists of thermistors to sense the temperature of the liquid crystal device, a heater to 
provide the necessary heating and temperature controller to read the thermistors and control 
the heater.  
The heater used is a McMaster-Carr rectangular flexible silicone-rubber heat sheet with 
adhesive on one side. The flexibility and adhesive were required so that the heater could 
be wrapped around the etalon housing in order to provide uniform heating. The heater can 
provide temperatures from -60º to 300º F. The heater comes with wire leads to be hardwired 
to a temperature controller. The heater is covered with a McMaster-Carr Ultra flexible 
foam rubber insulation to prevent the heat from escaping.  
The temperature sensors or thermistors used were Oven Industries TR136-32 temperature 
sensors. They have a base resistance of 15 kΩ at 25º C and a tolerance of +/- 0.1º C over a 
temperature range of 0º C to 70º C. This is sufficient since the temperature of the etalon 
housing always lies within this range.  
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LiCHI was built to be deployed to remote sites so the choice of temperature controller was 
narrowed down to those that could be operated remotely and could run independently 
without human intervention. The temperature controller used is an off the shelf device 
manufactured by Oven Industries, Inc. [75], and is shown in figure 5.4.  
 
Fig. 5.4 Inner workings of the Oven Industries temperature controller. The board allows 
the user to use customized cables for communication with the computer, thermistor and 
heater.  
 
The temperature controller communicates to a computer via the RS-232 interface, reads 
temperature information from thermistors and controls a heater to attain the desired 
temperature. The controller can operated in different modes which can be configured on a 
PC using the software interface provided by Oven Industries. One of the advantages of this 
system is that once the mode of operation has been set up, the controller will continue to 
function in the same mode even if disconnected from the PC. This feature is essential in 
remote operations because in case the PC malfunctions and personnel are unavailable, the 
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optimum temperature will still be maintained. The controller has a non-volatile memory to 
retain the settings. It can be operated in a heating or cooling mode and has a temperature 
resolution of 0.05º C. The controller also comes with a safety feature, i.e. alarms that track 
temperature can be set go off at a preselected temperature value, which for LiCHI’s 
operations is set at a maximum of 45̊ C. The operating temperature range of the controller 
can also be configured using potentiometer provided on the circuit board. There are many 
control algorithms available with adjustable hysteresis.  
In addition to the aforementioned features, Oven Industries provides a command set along 
with this controller, which enables the users to create a custom embedded controller 
application. This would prove useful in the future when LiCHI is used for applications 
where a custom software set might be designed. In order to minimize the number of wires, 
the cable to connect the thermistors and heater to the temperature controller was custom 
built in house, and uses six pins to connect all six wires from the thermistors and heater to 




Characterization and Calibration 
Characterization and calibration in the lab and the field are critical to the operation of an 
optical instrument and analysis of the data obtained. The theoretical estimations of 
instrument performance parameters can differ from the practical performance owing to the 
effects of internal and external factors, such as temperature, design errors, etc. Often the 
performance of an instrument in the lab can differ from its performance in the actual field 
test, again owing to the same factors. Keeping this mind, LiCHI was characterized and 
calibrated in the lab as well as in the field. The characterization of LiCHI involves two 
steps, the first being the characterization of the LCFP etalon and the second being the 
characterization of the complete instrument itself.  
 
6.1 Characterization of the LCFP etalon 
One of the important steps in the design of such an instrument is to characterize the device 
on which the entire instrument is based, which in our case is the LCFP etalon. This involves 
understanding and experimentally verifying the behavior of liquid crystal in response to 
various external stimuli and its effect on the performance of the Fabry Perot etalon. The 
characterization of the device can impact design decisions, coating selection, choice of 





6.1.1 Wavelength Scan 
The transmission characteristics of the LCFP etalon need to be studied in a laboratory 
setting. This scan is done to record the transmission variation of the etalon with 
wavelength. The wavelength range in which the etalon operates is determined by the 
coatings on the plates, and determines the applications for which the etalon can be used. 
These measurements are made by transmitting a beam of light through the etalon and 
measuring the transmitted spectrum on the other side of the etalon using a monochromator.  
Fig. 6.1 Wavelength scan of the etalon, showing the variation in transmitted intensity as 
the wavelength is changed. The top panel is the measurement in data numbers, the middle 
panel is the background and the bottom panel is the actual transmission which is the ratio 
of the top two panels. 
 
6.1.2 Voltage Scan 
As discussed earlier in this section, the voltage applied across the etalon changes the 
refractive index of the liquid crystal in the gap of the etalon, thus changing the wavelength 
of transmission. The amount of change in refractive index, or the amount of shift in 
wavelength, needs to be carefully measured in order to know the voltage required to select 
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a particular wavelength of transmission.  For this experiment, a beam of light is sent 
through the etalon, a range of voltages is applied to the etalon and the shift in transmitted 
spectrum is measured by a monochromator on the other end. 
 
Fig. 6.2 Voltage scan of the etalon, showing the wavelength shift with variation in voltage 
(first 2 plots) and the variation in intensity with change in order (right most plot). The y-
axis in each figure is the voltage, digitized into data numbers from 0-65535. In the 
rightmost plot, the blue line shows the peak heights, and the red line is the polynomial fit.  
 
6.1.3 Temperature Scan 
It is important to characterize the response of liquid crystals to change in temperature. The 
liquid crystal molecules retain their structure only till a threshold value of the temperature 
is reached, and above that attain the isotropic phase, thus losing their electro-optic response 
characteristics rendering the etalon useless for this kind of instrument. Temperature also 
affects the amount of tilt in the molecules by affecting their order parameter, S, thereby 
affecting the change in refractive index of the material with voltage, which affects the 
voltage vs. wavelength determination originally made. Temperature effects can be 
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mitigated by controlling the temperature precisely and can also be compensated for by 
changing one or more of the other stimuli. Compensation might require in-field 
recalibration of the etalon. Such a situation did occur in our tests in Alaska and in-field 
recalibration of voltage vs. wavelength was done using airglow. This is further discussed 
in Observations section.  
 
Fig. 6.3 Effect of temperature on the behavior of liquid crystal molecules, showing the 
difference in transmitted wavelength with change in temperature, and how this effect varies 
with change in applied AC voltage. 
The temperature acts as an external stimulus and just like a change in voltage a change in 
temperature tends to induce a wavelength shift. To avoid this wavelength shift the 
temperature of the LCFP needs to be precisely controlled. This was done using a heater, 
thermal sensor and a temperature controller. 
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6.1.4 Settling time 
The settling time or the response time of liquid crystal molecules is the time it takes for the 
liquid crystal to respond to the external stimuli applied, which in this case is the tilt obtained 
due to the voltage applied. The refractive index of the liquid crystal in the gap of the etalon 
is a direction effect of the tilt of the molecules and therefore it is important to determine 
the shift in wavelength with time at a certain voltage. Theoretically the molecules are 
expected to align in less than a millisecond, but this needs to be experimentally tested. The 
molecules also tend to relax back to their original state, which changes the effective 
response time.  
 
Fig. 6.4 Effect of settling time on liquid crystal molecules, where a slight difference in 
transmitted wavelength can be observed between the observations with and without settling 
time. 
 87 
As seen in the figure 6.4, the difference in transmitted wavelength before and after settling 
time is less than an angstrom. Since the width of our pass band at any wavelength is 10 Å 
or more, this is not a major cause of concern for the performance of this instrument. 
6.2 Characterization and Calibration of LiCHI 
6.2.1 Field of view 
As is the case with any optical instrument, the field of view of LiCHI is ideally determined 
by the requirements of the application, based on which the objective lens is selected. But 
the actual field of view with respect to the target scene needs to be estimated. During the 
test of LiCHI for aeronomy in Poker Flat Research Range (PFRR) in Alaska, the field of 
view of LiCHI was estimated by taking an image of the stars. The one challenge that we 
faced was that the transmission of LiCHI is too low to image the stars with a short exposure 
time, enough so the stars don’t move during that time frame, therefore remaining as point 
sources and not streaks or lines. To solve this, the most attenuating component of the 
instrument, i.e. the etalon cage was removed from the instrument and the stars were 
imaged.  
 
Fig. 6.5 The image of stars taken with LiCHI and the etalon cage removed.  
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It is important to note that this image forms at the center of the detector chip. Once the 
etalon cage is replaced, four copies of this image will be formed, diagonally shifted from 
the center in four directions.  
We can compare the image taken by LiCHI with a star chart to estimate the field of view 
and the pointing direction of LiCHI. Such a star chart along with the field of view of LiCHI 
is shown in figure 6.6. The field of view of LiCHI is 40 degrees. This gives us a spatial 
coverage of ~66 km at typical E-region heights of 100 km.  
To avoid removal of the etalon cage every time the instrument is repointed, the star chart 
can be used to determine the scene in the field of view whenever the instrument is 
repointed. For example, the star chart and field of view shown in figure 6.6 corresponds to 
the pointing direction towards Fort Yukon, i.e. North East direction from PFRR. The star 
chart in figure 6.7 shows the field of view of LiCHI when it was pointed towards magnetic 
zenith at PFRR.  
 
Fig. 6.6 The star chart used for estimating field of view and pointing direction of LiCHI 
when pointed towards Fort Yukon. The box shows the field of view of LiCHI. 
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Fig. 6.7 The star chart used for estimating field of view and pointing direction of LiCHI 
when pointed towards the magnetic zenith. The box shows the field of view of LiCHI. 
6.2.2 Photometric Calibration  
6.2.2.1 Theoretical SNR calculations 
The theoretical estimation of the SNR was done before the etalons and instrument were 
constructed and therefore assume certain values of etalon and instrument transmission and 
lens parameters that may or may not agree with the actual measured values.  
The signal to noise ratio (SNR) performance of the system is evaluated by using the 




√𝑛 + (𝑑 ∗ 𝑡) + 𝑟2 
         (𝐸𝑞. 6.1𝑎) 
 
where n is the number of photo electrons in a pixel, d is the dark current, t is the integration 
time and r is the read noise.  
The number of photoelectrons in a pixel can be approximated by  
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𝑛 = 𝑃 ∗ 𝑇 ∗ 𝑄𝐸 ∗ 𝑡            (𝐸𝑞. 6.1𝑏) 
 
where P is the photon flux [photons/s] at the image plane for each pixel, T is the total 
transmission of the optical components in the system and QE is the quantum efficiency.  
 
As 1 Rayleigh = (1/4π) * 1010 photons s-1 m-2 sr-1 [76], the flux at a pixel are approximated 
by 
 
𝑃 = 𝐵 ∗
1010
4 ∗ 𝜋
∗ G         (Eq. 6.1c) 
 
where B [R] is the column emission rate and G [m2 sr] is the etendue of the system for 
input optic with f/2.8, focal length of 2.5 cm and field of view of 40 degrees.   
The values of quantum efficiency, dark current and read noise were obtained from the 
technical specifications of the Andor Neo sCMOS detector, for which QE is a function of 
wavelength and varies between ~0.4 and ~0.6 in the wavelength range 4000 Å to 7000 Å, 
and d and r are assumed to be 0.015 e-/s and 1 e-, respectively. The transmission of the 
system is calculated by using transmission values of 70% for the LCFP, 50% for the 




6.2.2.2 Lab Measurements 
Photometric calibration is the calibration of image data numbers (DN) to brightness in 
Rayleigh (R) [77][78]. The digital imaging system acts as a linear system on the photon 
flux at a single pixel of the detector.  In this linear system, the input signal is the spectral 
intensity (R/Å) and the output is the image data numbers. The transfer function is basically 
the total transmission of optics and filters used, and can differ from system to system 
depending on the optics used.  
For the photometric calibration of LiCHI, a tungsten lamp calibrated in Rayleigh/Å was 
used in the lab. The brightness curve for the lamp is shown in figure 6.8 
Fig. 6.8 Brightness of tungsten lamp calibrated in Rayleigh/Angstrom. 
Figure 6.9 shows the image data numbers for each channel of LiCHI. The lamp brightness 
is different at different wavelengths but one only has to compute how many Rayleigh of 
brightness integrated over how much time would result in 1 Data Number through the 
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channel. This gives us the photometric calibration of the instrument. This photometric 
calibration can be used to estimate the brightness of the aurora borealis when this 
instrument is running in the field.  
 




The results of characterization and calibration of the LCFP etalons and LiCHI are 









4278 Å 30 30 3 10 
5577 Å 130 130 13 30 
6300 Å 80 80 8 20 
7320 Å 80 80 8 25 
Table 6.1 Table summarizing the spectral characteristics of the four LCFP etalons used in 
LiCHI. 
Parameter 4278 Å 5577 Å 6300 Å 7320 Å 
Field of view 40 degrees 
Transmission 5% 10% 12.5% 11% 





7.1.1 Relevant auroral emissions 
The specific scientific objectives of LiCHI with respect to aeronomy, which guided 
the design, were discussed in chapter 6. Here we provide some more background 
information about the auroral emissions that LiCHI was designed for.  The auroral 
emissions contain atomic lines and molecular band spectra of the primary constituents of 
the atmosphere and also from minor species like NO, He and CO2. The auroral emissions 
are therefore the signatures of atmospheric constituents. The photons that the aurora is 
made of are emitted as excited species relax to their lower energy states or by chemical 
reactions that take place.  
Some of these reactions are electron impact, energy transfer, chemiluminescence 
reaction and cascading. If we consider N, X, M to be atmosphere neutrals, these reactions 
can be written as  
𝐸𝑙𝑒𝑐𝑡𝑟𝑜𝑛 𝐼𝑚𝑝𝑎𝑐𝑡 ∶ 𝑒 + 𝑁 → 𝑁∗ + 𝑒′ 
𝐸𝑛𝑒𝑟𝑔𝑦 𝑇𝑟𝑎𝑛𝑠𝑓𝑒𝑟 ∶  𝑋∗ + 𝑁 → 𝑋 + 𝑁∗ 
𝐶ℎ𝑒𝑚𝑖𝑙𝑢𝑚𝑖𝑛𝑒𝑠𝑐𝑒𝑛𝑐𝑒 𝑅𝑒𝑎𝑐𝑡𝑖𝑜𝑛 ∶ 𝑀 + 𝑋𝑁 → 𝑀𝑋∗ + 𝑁 
𝐶𝑎𝑠𝑐𝑎𝑑𝑖𝑛𝑔 ∶  𝑁∗∗ → 𝑁∗ + ℎ𝑣 
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The term ℎ𝑣 represents an emitted photon and the asterisks represent different levels of 
excitation.  
 In this section, some auroral emissions that are important to this thesis work are 
looked at in detail. These include the four most commonly observed lines 4278 Å, 5577 Å, 
the doublet at 6300 Å, and the multiplet at 7320/7330 Å.  
 
Fig. 7.1 Energy level diagrams for O, illustrating the 5577 Å and 6300 Å emissions [79].  
7.1.1.1 5577 Å - the green line  
The emission line at 5577 Å, or the green line, is the brightest auroral emission. It is due to 
the transition of an electron from the 1S excited state to the 1D state of atomic oxygen, as 
shown in figure 7.1. The primary source of O(1S) atoms in the F region is considered to be 
the dissociative recombination of O2
+ ions [80]. This emission line has a long lifetime and 
is a forbidden emission.  
 
 96 
7.1.1.2 6300 Å – the red line 
Another forbidden emission line observed is the 6300 Å emission line, or more accurately 
the 6300 Å – 6364 Å doublet.  The transitions that give result to this line are O(1D2  3P2,1) 
transitions. This emission can also be produced by thermal excitations. The radiative 
lifetime of this emission is ~110 s.  
7.1.1.3 4278 Å – the blue line 
The N2
+ emission of 4278 Å is emitted by the transition to the first vibrational level 
of the electronic ground state of molecular nitrogen ion. The 4278 band has rotational lines 
that can be studied for measuring vibrational and rotational temperatures. This has been 
discussed in detail in Chapter 4, which discusses the design considerations for LiCHI.  
7.1.1.4 7320 Å – the multiplet 
This emission is the 7319/7330 Å multiplet and is also a forbidden oxygen emission. This 
is produced by the O(2P  2D) transition. This emission is called a multiplet because the 
transitions that take place during its production give rise to other emissions as well. As 
seen from figure 7.2, the other transitions that take place are 2PJ-1/2 to 
2DJ-3/2 giving rise to 
7329.9 Å, 2PJ-1/2 to 
2DJ-5/2 giving rise to 7318.6 Å, 
2PJ-3/2 to 
2DJ-3/2 at 7330.7 Å and 
2PJ-3/2 to 
2DJ-5/2 at 7319.4 Å. The radiative lifetimes of these emissions are different but all are close 
to ~5 seconds.  
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Fig.7. 2 Diagram representing 7320/7330 Å multiplet discussed in this thesis [79]. 
7.1.2 Observations  
The concept of LCFPs for aeronomy was tested during the course of this work in two 
phases.  
7.1.2.1 Phase I – LiCHI-lite 
A low resolution prototype of LiCHI, called LiCHI-lite, was tested at Poker Flat, 
Alaska in March and April 2013. The prototype is a single channel tunable instrument and 
was used to measure the 5577 Å atomic oxygen line. LiCHI-lite has a field of view of 21○ 
field of view, pointing to magnetic north with an elevation angle of 80○. LiCHI-lite required 
long integration times to obtain a usable SNR, and therefore could not be used to capture 
short-lived features. The tuning capabilities could be demonstrated and exploited only for 
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stable long lived emissions, but the challenge was the infrequent occurrence of such 
features during the tests. 
 
Fig. 7.3 LiCHI-lite mounted in a dome at Poker Flat, Alaska, during the auroral season of 
winter 2013, with a 21○ field of view, pointing to magnetic north with elevation angle of 
80○. 
Preliminary data from one such event recorded by LiCHI-lite on April 23rd 2013 is shown 
in figure 7.4, where the instrument was tuned to 5577 Å, i.e. on band, and then off band, 
with 10 minute integration times. Using the data from the all-sky imager (figure 7.4) and 
Meridian Spectrograph (figure 7.5), installed at Poker Flat, the feature observed by LiCHI-
lite was identified as the 5577 Å emission. Whereas LiCHI-lite uses an off-the-shelf LCFP 
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etalon, the next version of the instrument, i.e. LiCHI, was built. LiCHI uses custom made 
LCFP etalons, designed for specific aeronomical applications.  
Fig.7.4 The top panel shows images from the All Sky Imager co-located with LiCHI-lite 
in the optical facility at Poker Flat Research Range. These images are from April 23rd 2013 
showing the long lived stable arc recorded by LiCHI-lite. The bottom panel shows the long 
lived 5577 Å arc recorded by LiCHI-lite with 10 minute integration times on April 2013 at 
Poker Flat.  
 
Fig.7.5 Keograms from Meridian Spectrograph (MSP) at Poker Flat from April 23rd 2013, 
showing the movement of the 5577 Å arc to the field of view of LiCHI-lite (yellow arrow 
in the top panel). 
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7.1.2.2 Phase II – LiCHI 
LiCHI was installed and tested at Poker Flat Research Range in Fairbanks, Alaska during 
the auroral season in 2014. The observations and results from this field test have been 
submitted as a journal paper [50] which is currently in review. The major problem posed 
by this application was the photon starved auroral signals in combination with their 
dynamic nature which requires short exposure times. Since half the light entering LiCHI 
or LiCHI-lite is lost due to the presence of the polarizers, exposure times required to obtain 
a high SNR are on the order of tens of seconds, 10 seconds for the 5577 channel and ~30 
seconds for the 6300 channel, that is longer than the typical lifetimes of the emissions. As 
seen in the figures in this section, LiCHI successfully captured on band and off band images 
in the 5577 Å and 6300 Å channels when the brightness of the signal was sufficient, 1.5 
kR for 5577 emission and 0.5kR for the 6300 emission. The challenge of photon starvation 
can be overcome by using innovative methods to collect the light rejected by the polarizers. 
These solutions are discussed in detail in later sections. 
Since LiCHI has been operational only for one auroral season until now, the data collected 
until now is preliminary in the sense that it serves to demonstrate the capabilities of LiCHI 
as an imager for aeronomical studies. Some of the data samples are presented here and 
should aid further design modifications to optimize LiCHI for certain aeronomical signals 




Fig. 7.6 LiCHI installed in a dome, and pointed at the horizon, during the auroral season 









Fig. 7.7 Shown here are images from an auroral event, on April 17th 2014, which was 
captured by LiCHI in the 5577 Å and the 6300 Å channels with exposure time of 30 
seconds. LiCHI made on-band and off-band measurements in both channels. The 6 panels 
labeled (a)-(f) show the temporal progression of the event as it was captured by three 
instruments – LiCHI, Digital Meridian Spectrograph (DMSP) and the Digital All Sky 
Camera (DASC), all collocated at Poker Flat Research Range. Each panel shown above 
comprises three figures. The left figure in each panel shows the DMSP measurements and 
the passband of LiCHI. The figure on the top right in each panel shows the image captured 
by the DASC with the black box showing the LiCHI field of view. The figure on the bottom 
right of each panel shows the corresponding image captured by LiCHI with the channels 




Optical investigations of aeronomical features benefit from measurements acquired 
simultaneously in space, time, and wavelength.   LiCHI offers a unique compromise 
between the spatial and spectral domains. Due to the four channels, LiCHI also enables 
simultaneous measurements of the features in multiple wavelengths simultaneously.  
As can be inferred from the figures in the previous section, LiCHI makes it possible 
to combine the capabilities of a spectrograph and a multi-filter imager, providing 
information in both spatial and spectral domains. Using a system like LiCHI in the field 
presents some unique challenges due to its low transmission and sensitivity to external 
stimuli. This section discusses these challenges and possible solutions out of which some 
were implemented and some have been planned as future modifications to the instrument.   
 
7.1.3.1 Low Transmission and Photon Starved signals 
 As mentioned in previous sections, photon starved signals present a difficult target 
for LiCHI due to the low transmission of the system. The challenge of photon starvation 
can be overcome by modifying the design such that the light rejected by the polarizers is 
collected within the system or by using etalons which do not require polarizers[81]. 
 The low transmission of the system poses another problem, i.e. stars cannot be used 
to point the instrument since the time needed to record them is long enough for the stars to 
significantly change their position. For this, two approaches were used. For the first 
approach, another high transmission camera was mounted on the same base as LiCHI and 
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pointed in the same location in the sky. Images of stars from this camera were used to 
determine the pointing direction for LiCHI. In the second approach, the etalon assembly 
was removed from the system to take images of stars, which were then used for determining 
the pointing direction of LiCHI.  
 
7.1.3.2 Variations in calibration 
 While running LiCHI in Alaska, a discrepancy was noted in the voltage to 
wavelength calibration. The probable cause of this is the difference in ambient temperature 
between Boston, where the instrument was calibrated, and Fairbanks, where the instrument 
was installed for field test. This problem can be solved by recalibrating the instrument in 
the new location using lamps of known spectra, but this becomes more challenging if the 
instrument is being remotely operated. Since LiCHI was running remotely, our solution 
was to use the nightglow for calibration on a night without an auroral event. Figure 7.8 
shows the calibration curve for the 5577 Å channel. In this example, with the knowledge 
that the nightglow peaks at 5577 Å in this wavelength band and the peak transmission of 
the channel is at 5577 Å, the etalon was tuned over the FSR of the channel and the 
nightglow was recorded. The means of the images, in raw data counts, were plotted to 





Fig. 7.8. Plot of mean values of the images of nightglow taken by LiCHI on the night of 
March 13th 2014, in the absence of an auroral event, for recalibration of voltage vs 
wavelength. The x axis at the bottom of the plot shows the voltages in data numbers and 
the x axis on the top shows the central wavelengths corresponding to the voltages. 
 
7.2  Traditional Hyperspectral imaging applications – anomaly detection and 
scene classification 
 The concept of operation of LiCHI for traditional hyperspectral imaging 
applications discussed in this section differs from its operation for aeronomy. Aeronomical 
applications require the measurement of specific wavelengths in some spectral regions and 
not the complete spectral coverage, whereas typically a full spectrum, at least the visible 
and NIR region, is measured for other applications.  
Figure 7.9 illustrates the spatial-spectral-temporal trade-off underlying LiCHI concept of 
operation for the applications discussed in this section.  Figure 7.9 (a) shows a typical data 
cube obtained during a hyperspectral imaging process, with p two dimensional images, 
each with mxn pixels, with p being the number of wavelength bands, resulting in mxnxp 
data values. Figure 7.9(b) shows the complete datacube captured using LiCHI. Each 
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channel of LiCHI can be tuned separately, but simultaneously with the other channels, over 
its own free spectral range. Each image in the datacube is obtained by tuning each channel 
to a wavelength within its FSR and capturing an image once all four channels are tuned. 
Figure 7.9(b) depicts a datacube obtained by LiCHI during a complete run. Datacubes for 
each channel of LiCHI are obtained by splitting the images shown in Figure 7.9(b) into 
four individual spectral channels. Each image is represented by λx,y where the first subscript 
or ‘x’ signifies the quadrant or channel number and the second subscript or ‘y’ signifies 
the spectral band number. The number of spectral bands in each channel can be different 
because each channel is individually tunable, separate from the other channels. 
Additionally, all channels cover different wavelength ranges, contiguous within each 
channel but not necessarily contiguous with other channels. The FSR and FWHM of the 
channels are also different from each other. So we have q, r, s and t images for the first, 
second, third and the fourth channel, respectively. Typically, the total number of 
wavelengths, i.e. q+r+s+t will be less than p. This reduces the number of images to be 
collected in wavelength space. Once the data is collected, complexity and computational 
cost of hyperspectral imaging can be further reduced by eliminating redundant data. This 
can be done in software during data pre-processing as mentioned earlier, or by designing 
the imaging system to capture data only in a few wavelength bands based on information 
about the target to be studied. The design and operation of LiCHI is based on the latter.  
This concept of operations for dimensional reduction using LiCHI and results from the 
field test for traditional hyperspectral imaging applications have been submitted as a 
journal paper [15] which is currently in review.  
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Fig. 7.9 (a) Hyperspectral data cube typically obtained using typical hyperspectral imaging 
systems (b) The complete hyperspectral datacube captured by tuning the four channels over 
each of their wavelength ranges or FSRs. Hyperspectral datacubes are obtained from each 
channel by splitting each captured image into four images along the red lines which 
represent the separation between the channels.   
7.2.1  Anomaly Detection 
An anomaly or outlier is a “data point”, in a dataset, which is different from the 
general trend of the rest of the dataset. In optical/image data, an anomaly is usually a pixel, 
which is distinct from the rest of the image owing to its spatial, spectral, temporal or 
polarimetric properties. For initial tests, an anomaly in the form of a krypton lamp was 
introduced in a winter city scene.  Figure 7.10(a) shows a true-color image, and Figure 
7.10(b) shows the scene as captured by LiCHI. The spectral information about the scene 
was processed through a commonly used anomaly detection algorithm, the RX or r(X) 
algorithm[82][3][83].  This is an adaptive matched filter technique frequently used to detect 
anomalies in hyperspectral imagery. This algorithm can be used to detect a target whose 
spectral signature is known, and also for anomalies with no previously known spectral 
signature.  
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The four quadrants of the full image were co-registered to form four separate images each 
belonging to a different wavelength range. A datacube was formed by combining all four 
sets of images together and another set of four datacubes were formed each corresponding 
to the four wavelength channels. For anomaly detection, the four datacubes were analyzed 
separately and then in combination by using a-priori information about the anomalous 
object. For the purposes of this demonstrative test, we used pen ray lamps as outliers in a 
city scene. The first test was with a Krypton lamp. As can be seen from the fig. 7.10(c), 
only a few spectral bands are enough to recognize the anomalous spectral response. This 
is especially applicable if the spectrum of the target is known a-priori. Knowledge of the 
target spectrum can also be exploited to further reduce the amount of data. 
Instead of analyzing the data from all the channels, only one channel can be evaluated. As 
in the current example where the krypton lamp used is known to have an emission line in 
the 5500-6000 Å range, data from that channel alone could be used to find the anomaly. 
Figure 7.11 shows the result of the RX detection algorithm used on one channel of LiCHI 





  (c) 
Fig. 7.10 (a) True color image of a city scene with krypton lamp embedded within the scene 
(b) Multichannel image of a city scene with buildings, sky, snow and a krypton lamp, at 
one spectral band, captured by LiCHI, where the krypton lamp can be seen in one channel. 
(c) Spectra of a pixel taken from the snow region and a pixel taken from the lamp portion 
of the image.  
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Fig. 7.11 Anomaly detection using data from only one channel of the imager. (a) Image 
from one wavelength in the 5577 Å channel (b) result of the RX anomaly detection 
algorithm with the anomaly presented in its 2D context.  
In another test of LiCHI for anomaly detection, a lamp of lower intensity was used. It is a 
pen ray lamp filled with Argon gas. A true color image of this scene is shown in figure 
7.12(a) and one four-channel image of this scene captured by LiCHI is shown in figure 
7.12(b). The argon lamp has a spectral line in the wavelength range of the 7320 Å channel, 
and no spectral lines in the wavelength ranges of the other channels. This can be seen from 
figure 7.13, where 7.13(a) shows an image from the 6300 channel where the argon lamp 
cannot be seen, and 7.13(b) shows an image from the 7320 channel where the argon lamp 
can be seen. Since RX algorithm detects local and global anomalies, applying it in this 
channel results in detection of multiple local anomalies such as the clouds and flag, unlike 
in the case of the krypton lamp, as shown in figure 7.14(b). Thus there is a need to further 
process the results obtained. Using the information that the argon spectral line will be 
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visible only in the 7320 channel and not the other channels, RX algorithm is applied to the 
6300 Å channel datacube, and results in clouds and the flag as anomalies, as shown in 
figure 7.14(a).  Comparing figures 7.14(a) and 7.14(b), the lamp appears only in the latter. 
Going a step further to filter out the anomalies we don’t need, results in 7.14(a) can be 
subtracted from 7.14(b) and a threshold can be applied to filter out the noise. This results 
in figures 7.15(a), before noise filtering, and 7.15(b), after noise filtering. Although some 
parts of the flag still show up as an anomaly, the lamp now appears clearly as an anomaly 
in the image. Spatial techniques like edge detection can also be applied to completely filter 
out the flag.  
 
 
Fig. 7.12 (a) True color image of a city scene with argon lamp embedded within the scene 
(b) Multichannel image of a city scene with buildings, sky, snow and an argon lamp, at 
one spectral band, captured by LiCHI. 
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Fig. 7.13 (a) One image of city scene in fig. 11 in the 6300 channel, at one spectral band 
(b) One image of city scene in fig. 11 in 7320 channel, at one spectral band. The lamp 
can be seen in (b) but not in (a). 
Fig. 7.14 (a) Result of RX algorithm on data set from 6300 channel (b) Result of RX 
algorithm on data set from 7320 channel. 
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Fig. 7.15 (a) RX result of 7320 – RX result of 6300 (b) Results obtained after thresholding 
the result in (a) to filter the noise and estimate possible outliers. 
Despite the myriad computational anomaly detection algorithms currently in use, the 
primary method of identifying an anomaly in real time situations still is the inspection of 
images by a human. In the examples presented above, in addition to using automated 
anomaly detection, the aim is to make it easier for a human to see the anomaly. This is 
done by using the spectral information about the anomalous object and capturing images 
with LiCHI tuned to wavelengths where the object is expected to be most visible, such as 
in figures 7.11(a) and 7.13(b).  The algorithm results in figure 7.15 can also serve this 





7.2.2 Scene Classification 
7.2.2.1  Vegetation or plant study 
Hyperspectral imaging is widely used in land cover analysis. One of the aspects of this 
application is the measurement of spectral response of plants. Spectral analysis of light 
reflected by the plants reveals information that the human eye cannot perceive. In the 
visible portion of the spectrum, the spectral signature is governed by absorption effects 
from chlorophyll and other pigments. Unhealthy or dry vegetation or leaves have been 
observed to have a higher reflectance in the visible (5000-6000 Å) region than their 
healthier counterparts [13][84]. 
A potted plant, such as shown in figure 7.16(a), having both healthy and unhealthy leaves 
was imaged in the lab using LiCHI. A multichannel image of this scene, at one spectral 
band, is shown in figure 7.16(b). The objective of this experiment was to determine whether 
this system could be useful for this application. The images from the four channels were 
co-registered to form one hyperspectral cube. The spectral signatures showing the 
reflectance values for both types of leaves in fig. 7.16(c) show expected comparative 
values. As can be seen from the spectral response, a healthy leaf can be distinguished from 
an unhealthy one by just using a few sections of the spectrum. In fig. 7.16(b) the edges of 
the image in the 7320 channel are seen to overlap the 6300 channel image. This is because 
of a slight error in the plate angles of one of the etalons resulting in insufficient diagonal 
shift of the image from that channel.  
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There are two ways to analyze and understand data in this application. One method is to 
study the spectra from individual pixels and use it to derive information about certain 
objects in the image, which in this case are healthy and unhealthy leaves. The other method 
is to use clustering to automatically classify the objects present in the image. Figure 8.9 
shows the images obtained as a result of using k-means clustering[85][86] on the hyper 
spectral image cube captured by LiCHI. As the number of clusters increase, the 
classification based on spectral response becomes more specific and it becomes possible 
to classify not just the targets but features within certain targets as well. In figure 7.17, 
when the number of clusters is 4, a broad classification distinguishing between leaves and 
the box can be seen. With 10 and 20 clusters, differences between the leaves of the plant, 




Fig. 7.16 (a) A potted plant in the lab. (b) A multichannel image of a plant, at one band, 
captured by LiCHI. (c) Relative spectral response of a healthy leaf and an unhealthy leaf, 
with spectra from each channel separated by dotted lines. 
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Fig. 7.17 An image of the plant at one spectral band from the hypercube is shown here 
along with the results of clustering using the k-means method with different number of 
clusters. The leaves in general can be seen classified separately from the manmade objects. 
As the number of clusters increase, the different kinds of leaves can also be seen as 
classified separately.  
7.2.2.2  Landscape Classification 
In a different test, a city scene was imaged using LiCHI. This city scene consisted of 
various man -made objects and trees. This scene is shown in true color in Figure 7.18(a). 
Figure 7.18(b) shows the four-channel image of the scene as captured by LiCHI and Figure 
7.18(c) shows one frame of the data cube.  
 
Fig. 7.18 (a) A city scene with buildings and trees, used for tests of LiCHI, shown here in 
true color. (b) The image, from one spectral band, of the city scene from the previous figure, 
captured in four channels by LiCHI. (c) One frame from the data cube formed after co-
registering the images from the four channels.  
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The k-means clustering algorithm uses the spectral information provided by LiCHI and 
clusters the various objects scene in the image into different categories based on their 
spectral signatures. The number of clusters can be chosen depending on the different 
objects present in a scene. Since a tree has a spectral response different from a building, 
both the objects will be classified into separate categories by the k-means algorithm. This 
algorithm is especially useful when separating man-made objects from natural targets. For 
our test, the k-means algorithm was applied with seven clusters to the city scene shown in 
figure 7.19. The trees were clustered together and the man-made objects were classified 
into different clusters depending on their spectral responses. These results are shown in 
figure 7.19.  
 
Fig. 7.19 The result of the k-means algorithm to analyze the city scene is shown in this 
figure. As can be seen in the picture, the trees are clustered together, i.e. shown in orange 
in this image and the rest of the man-made objects are clustered separately according to 
their spectral responses.   
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7.2.3 Data Processing and Algorithms 
7.2.3.1 Data Pre-processing 
The hyperspectral data obtained first needs to undergo some pre-processing in order to be 
prepared for analysis for any application. For LiCHI, this involves the creation of the 
datacube from the four channel image data. To create this data cube, the four-channel image 
needs to be separated into four different images. This is done by using the information 
about the pixel region that each quadrant covers, followed by coregistration of the images 
from the four quadrants. The set of images from each quadrant is now combined to form a 
hyperspectral datacube with two dimensions assigned to the image itself and the third 
dimension containing information about the wavelength to which that image corresponds.  
7.2.3.2 Algorithm for anomaly detection 
The initial algorithm developed for the anomaly detection is the RX or r(X) algorithm. It 
is an adaptive matched filter technique frequently used to detect anomalies in hyperspectral 
imagery. This algorithm can be used to detect a target whose spectral signature is known, 
and also for anomalies with no previously known spectral signature. This algorithm is 
unique because the only input required is the image itself, or sub-images as the case may 
be.  
The algorithm takes in an image X0. The mean of the image, Xm, is subtracted from the 
original image resulting in the demeaned image X = X0-Xm. Then the covariance is 
calculated.  
 121 





 𝑋𝑋𝑇    (𝐸𝑞. 7.1) 
The multi-dimensional matched filter is given by equation 7.2 where the spectral filter (bT 
Me
-1) is applied to the spatially filtered sub-image Xs.  
𝑦(𝑋) = (𝑏𝑇𝑀𝑒
−1)𝑋𝑠   (𝐸𝑞. 7.2) 
The r(X) algorithm is defined as equation 7.3. The numerator is just the matched filter 
squared [87]. 
The output of the r(X) algorithm will be written to a greyscale image and the brightness 
will determine whether a target is present or not.  






       (𝐸𝑞. 7.3) 
When the algorithm is being used for anomaly detection, an estimate for the spectral signal, 
be, can be defined as the spatially filtered sub-image Xs. 
𝑏𝑒 = 𝑋𝑠    (𝐸𝑞. 7.4) 
7.2.3.3 Algorithm for scene analysis and classification 
Many classification algorithms have been developed for scene classification. They all have 
their advantages and their disadvantages and have been implemented and tested 
extensively. For our implementation, we used a simple well-established algorithm to 
analyze the collected data and produce preliminary results.  
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One of the most common classification or segmentation algorithms is the K-means 
algorithm. It is a clustering algorithm and is commonly used for image and non-image data.  
The k-means algorithm is a clustering algorithm. For a set of observations (λ1, λ2, λ3 … λn), 
where each observation is a q-dimensional matrix or vector, k-means clustering aims to 
partition the n observations into pre-specified k sets S = {S1, S2, S3… Sk), so as to minimize 
the sum of squares within a cluster. To state it in terms of an equation, the aim of the k-
means algorithm is to find 
argmin
𝑆
∑ ∑ ||𝑥 − µ𝑖||





Where µi is the mean of the points in Si. In our algorithmic implementation, the data are 
three-dimensional, i.e. it has two spatial dimensions and one spectral dimension. The k-
means algorithm used in this work clusters the spatial dimensions on the basis of the 
distances between their spectral values, i.e. it groups together pixels in the image which 
have similar spectra.  
7.2.4 Discussion 
LiCHI is used to present a technique that can be used to significantly reduce the 
dimensionality of hyperspectral data during the data collection process, thus saving on 
computing costs, and still achieve results similar to regular hyperspectral imagers. The 
results obtained after preliminary testing of the instrument and analysis of the images are 
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promising and demonstrate LiCHI as a good candidate for hyperspectral imaging. They 
also confirm the versatility of LiCHI.  
The large size of the etalons and therefore the instrument stems from the fact that it was 
constructed to have large light collecting areas in order to be used for photon starved 
applications such as the aurora. But for other applications discussed in this section, the size 
can be significantly reduced. The clustering and anomaly detection algorithms in this 
research work have been used in their basic forms to demonstrate the feasibility of using 
this instrument for common applications of hyperspectral imaging, but can be improved 




Conclusions and Future Work 
 
“I may not have gone where I intended to go, but I think I've ended up where I 
needed to be.”  
 
- Mark Twain 
This dissertation has presented the design and development of a new instrument for 
hyperspectral imaging using electrically tunable filters. Liquid Crystal Hyperspectral 
Imager (LiCHI) combines the high spectral resolution of Fabry-Perot interference filters 
with the wavelength agility of liquid crystals and imaging optics to provide multichannel 
spectral information along with spatial information.  
This thesis has also discussed the approach that must be taken and issues that must 
be addressed in order to develop and run such an instrument. This work explains the 
fundamental concepts and calibration methods necessary for designing a liquid crystal 
Fabry-Perot tunable filter to defined specifications. While there are many hyperspectral 
imagers being employed for various applications currently, each has its own tradeoffs. 
LiCHI attempts to overcome some of these tradeoffs by proposing and utilizing some 
unique strategies, albeit with its own drawbacks.  
The feasibility of using an electrically tunable instrument like LiCHI has been 
discussed for three applications – aeronomy, anomaly detection and scene classification. 
LiCHI, while not the optimal instrument for imaging only at a single wavelength, due to 
its low spectral resolution, provides a compromise for applications where simultaneity of 
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measurements, i.e. the temporal correlation between different spectral information, is 
required. LiCHI also presents a solution for multispectral imaging without any 
mechanically moving parts, thereby reducing the chance of mechanical errors, making it a 
good candidate for aerial and space based applications. The effects on data products of the 
relatively low spectral resolution of LiCHI in comparison with other aeronomical 
instruments can be mitigated in post-processing of the data by using the tunability of LiCHI 
to create measurement matrices and using creative deconvolution methods to obtain the 
desired high resolution data.  
8.1 Future work on LiCHI 
There is a lot of potential in an instrument like LiCHI but there is definitely a significant 
scope for improvements before its full potential can be realized. These improvements 
include hardware improvements, control system improvements as well as utilization of 
more advanced algorithmic techniques for data analysis especially the non-space based 
applications such as land-cover analysis and anomaly detection.  
8.2 Hardware improvements and modifications 
1)  One of the major drawbacks of LiCHI is its low sensitivity, which makes it difficult to 
use short exposure times for imaging photon starved targets such as the aurora. The 
main reason for this is the need for a polarizer that rejects half of the available light. A 
few techniques have been proposed to overcome this requirement and LiCHI’s design 
could be modified to include these techniques.  
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2) Having been designed for photon starved applications, the sizes of the etalons and the 
accompanying optics in LiCHI are very large in order to increase the light collecting 
area. A smaller system could be designed for other applications making the imager 
more portable. 
3) In order to fully utilize the spectropolarimetric capabilities of LiCHI, the etalons can 
be designed to function within the same wavelength space so as to obtain all the four 
components of the Stokes vector without physically moving the instrument. This will 
be useful for spectropolarimetric anomaly detection methods.  
 
8.3 Software improvements and modifications 
1) The current control software is capable of automatically changing voltage and hence 
the central wavelengths of the LCFP in a sequential manner. This is sufficient for non 
aeronomical applications as the aim is only to collect spectral reflectance values of a 
scene. But for aeronomical targets like the aurora, an additional functionality is 
required to enable the control software to alternate between on-band and off-band 
wavelengths. 
2) There are numerous algorithms available for analysis of hyperspectral data. Since a 
large part of this work is the design and development of LiCHI, limited resources could 
be employed for hyperspectral data analysis. Some basic algorithms were chosen for 
non aeronomical applications with the goal to demonstrate the capabilities of this 
instrument. An in-depth survey and comparison of the different algorithms could 
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possibly reveal more about the capabilities or drawbacks of this instrument and 
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