In the first part we have discussed different methods used in fieldbus redundant power supplies and the mathematical formulae applied to each concept to calculate the Reliability and the Availability of each system. In this part of the paper we shall examine the applied mathematics and illustrate the results of the redundant methods, for repairable redundant system only. We shall examine the fault tolerance concept as a complete system, ie where redundancy includes the field cable only in series with the device coupler (junction box).
The host cable is exempted due to its insignificant cable length between the DCS and the fieldbus power supply. The H1 card is not included in the analysis as this module is part of the DCS. It has been addressed in previous articles in fieldbus that high system availability can be achieved [1] [6] by having a redundant fieldbus power supply.
Almost all the previous works did not examine in a large scale any external effects to support the claim for high availability fieldbus. We have seen in Part 1 that the reliability of a redundant system is a function of time and the MTBF figure is inversely proportional to the down time and load sharing factor. It is not only directly proportional to the square of the failure rate but it is also multiplied by the down time.
MTBF of a Single Segment
The hardware of a single segment as described in Part 1 consists of a host computer, H1 cards, host cable, redundant fieldbus power supplies, field cable and device coupler (junction box) and two terminators as shown in Figure 1 .
In the above topology, the H1 cards and the field devices are excluded from the calculation. The fieldbus power supply consists of a pair of identical (replaceable/ repairable) power conditioners. A device coupler may consist of multiple spurs with individual short circuit protection which limits the output current for safety compliance reasons. The MTBF of the device coupler depends on the number of spurs per module; hence its MTBF decreases linearly as the number of spurs increases. The fieldbus power supply backplane may vary from one manufacturer to another, for example, it could be passive, i.e., just tracks and connectors or it may additionally include some active components. In either case, the MTBF value must be added to the overall value.
As discussed in [1] "a fieldbus design engineer needs to consider several possible failure mechanisms and how they affect the availability of the segment". It also added, that "in fieldbus-based systems, the shared wiring and the power supply are the critical resources", i.e., failure in segment cables or fieldbus power conditioners are the most critical parts. However, the device coupler is also one of the critical parts of the segment, but it was not included in the paper discussion 1 . Therefore, this part of the study has taken into consideration the device coupler availability to examine its effect on the total availability of the safety related system.
Based on the published data of fieldbus power conditioners an MTBF of a single power conditioner is quoted as 54 years 1 . The failure rate of the segment cable or wiring was difficult to predict, but the failure rate of cabling is more dependent on external causes (e.g. flexing, chafing, human made errors) rather than on the cable itself which, in ideal conditions, will not fail. But since the cable is terminated with terminal blocks and is constructed as a cable assembly, then it is worth considering a failure rate figure. It was not therefore possible to predict a failure rate from generic data. A value of 1 x 10 -6 failure rate (fixed value) has been allocated (RM Consulting 2 ), while coaxial cabling failure rate was given by [3] as 1.5 x 10 -6 per km. Hence, the reliability block diagram (RBD) of Figure 1 can be illustrated in Figure 2 .
In regard to the device coupler, it is assumed for this example that it consists of 4 spurs with an MTBF equals to 200 years based on the failure rate analysis of one spur circuit protection using [7] , [4] , [5] . The device coupler MTBF is then 50 years. Note, as the number of spurs increases the MTBF of the module decreases, the same analogy is applicable to fieldbus power supplies. The host cable MTBF is ignored in this analysis (for the reasons mentioned above) while, importantly, the field cable failure rate has been taken into account along with the hardware terminals connectors. Mean down time (MDT) is assumed to be 8 hours as (typically one shift). Common cause failure is considered as 5% which is reasonable if the cables are routed differently. The backplane (with a few electronic components) failure rate is assumed to be an order of magnitude less than the MTBF of the power conditioner.
It is very clear from The segment availability also depends on the trunk cable status and the device coupler failure rate, by applying the same analysis to the complete segment the MTBF and segment availability can be calculated as shown in Table 2 .
The MTBF of the segment drops dramatically from 360 years to 28 years as a result of the additional failure rate of the cable and the device coupler. The system unavailability is given by: 0.000033 x 8760 x 60 = 17 minutes per year.
The unavailability figure is clearly high in comparison to the calculated figure for the power conditioners alone but it shows how the MTBF of a single segment is dominated by the device coupler, even if the cable failure rate is exempted by providing external protection. Furthermore, for very high availability and critical processes, this figure may still not be acceptable unless extra measures have been applied.
Fault Tolerance MTBF and Availability
The essence of fault tolerance is that the system is able to perform its operation despite experiencing hardware failures. It is important in the design that the system should be able to detect any single fault to maintain the system as fully operational and available, recovers automatically without the intervention of the user and if possible reconfigures and reports the fault to the operational personnel.
The reliability block diagram of the fault tolerance system can be shown in Figure 3 . Table 3 shows the calculation of the fault tolerance system without the device coupler, using the same failure rate adopted above for the individual units, except the backplane failure rate was assumed to be half of the single segment since half the hardware is used in the fault tolerance mode.
As can be seen from Table 3 ; the MTBF of fault tolerance is improved by 70% in comparison to the figures shown in Table 1 , while the unavailability figure is zero seconds per year. So the effect of power loss due to cable is eliminated, but the power availability to the field devices is still affected by the failure rate of the device coupler, thus a further calculation is shown in Table 4 .
As can be seen from Table 4 , the system MTBF figure is degraded dramatically when the device coupler is added to the network irrespective of the high availability shown in Table 3 . Fault tolerance system unavailability is calculated as shown below: 0.000019752 x 8760 x 60 = 10 minutes per year. Table 5 illustrates the summary of the MTBF of repairable redundant power conditioners and Fault tolerance systems. 
Summary
It is very clear from the above figures shown for single and redundant segment (fault tolerance) that the device coupler MTBF plays a main contribution in the overall system Reliability and Availability.
There is no advantage in achieving high MTBF and having redundant power conditioners or even fault tolerance if the device coupler MTBF is low, as the latter dominates the segment availability. In order to get very high segment availability and high MTBF the above study suggests the following points:
• It is preferable to have individual power conditioners in order to achieve high MTBF and consequently high availability.
• The device coupler (junction box) MTBF must be very high and designed such that as the number of spurs increases, its MTBF remains very high. This can be achieved either by duplicating the common cause single fault circuits in the device coupler (non repairable) or having independent repairable spur modules (better).
• In critical applications in FF-SIF where safety depends on availability, a complete fault tolerant topology taking into account the points above for high availability is highly recommended.
• In (warm or cold) standby power supplies (repairable), the delay time ΔT should be described in the product data sheet.
• The mean down time (MDT) can be sometimes more than 8 hours if cable fault occurs, then having a fault tolerant system the process can be saved while repairing the faulty part. 
