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In compressed sensing MRI (CS-MRI), k-space measurements
are under-sampled to achieve accelerated scan times. CS-MRI
presents two fundamental problems: (1) where to sample and
(2) how to reconstruct an under-sampled scan. In this paper,
we tackle both problems simultaneously for the specific case
of 2D Cartesian sampling, using a novel end-to-end learning
framework that we call LOUPE (Learning-based Optimization
of the Under-sampling PattErn). Our method trains a neural
network model on a set of full-resolution MRI scans, which
are retrospectively under-sampled on a 2D Cartesian grid and
forwarded to an anti-aliasing (a.k.a. reconstruction) model that
computes a reconstruction, which is in turn compared with the
input. This formulation enables a data-driven optimized under-
sampling pattern at a given sparsity level. In our experiments, we
demonstrate that LOUPE-optimized under-sampling masks are
data-dependent, varying significantly with the imaged anatomy,
and perform well with different reconstruction methods. We
present empirical results obtained with a large-scale, publicly
available knee MRI dataset, where LOUPE offered superior
reconstruction quality across different conditions. Even with
an aggressive 8-fold acceleration rate, LOUPE’s reconstructions
contained much of the anatomical detail that was missed by
alternative masks and reconstruction methods. Our experiments
also show how LOUPE yielded optimal under-sampling patterns
that were significantly different for brain vs knee MRI scans. Our
code is made freely available at https://github.com/cagladbahadir/
LOUPE/.
Index Terms—Compressed Sensing, Magnetic Resonance
Imaging, Deep Learning
I. INTRODUCTION
MAGNETIC Resonance Imaging (MRI) is a ubiquitous,non-invasive, and versatile biomedical imaging tech-
nology. A central challenge in MRI is long scan times, which
constrains accessibility and leads to high costs. One remedy
is to accelerate MRI via compressed sensing [1], [2]. In com-
pressed sensing MRI, k-space data (i.e., the Fourier transform
of the image) is sampled below the Nyquist-Shannon rate [1],
which is often referred to as “under-sampling.” Given an
under-sampled set of measurements, the objective is to “recon-
struct” the full-resolution MRI. This is the main problem that
most of the compressed sensing literature is focused on and
is conventionally formulated as an optimization problem that
trades off two objectives: one that quantifies the fit between the
measurements and the reconstruction (sometimes referred to as
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data consistency), and another that captures prior knowledge
on the distribution of MRI data. This latter objective is often
achieved via the incorporation of regularization terms, such
as the total variation penalty and/or a sparsity-inducing norm
on transformation coefficients, like wavelets or a dictionary
decomposition [3]. Such regularization functions aim to cap-
ture different properties of real-world MR images, which in
turn help the ill-posed reconstruction problem by guiding to
more realistic solutions. One approach to develop a data-driven
regularization function is to construct a sparsifying dictionary,
for example, based on image patches [4]–[6].
Once the optimization problem is set up, the reconstruction
algorithm often iteratively minimizes the regularization term(s)
and enforces data consistency in k-space. This is classically
solved for each acquired dataset, independently, and from
scratch - a process that can be computationally demanding.
As we describe in the following section, there has been a
recent surge in machine learning based methods that take a
different, and often computationally more efficient approach
to solving the reconstruction problem. These techniques are
gradually becoming more widespread and expected to com-
plement existing regularized optimization based approaches.
Another critical component of compressed sensing MRI is
the under-sampling pattern. For a given acceleration rate, there
is an exponentially large number of possible patterns one can
implement for under-sampling. Each of these under-sampling
patterns will in general lead to different reconstruction per-
formance that will depend on the statistics of the data and
the utilized reconstruction method. One way to view this is
to regard the reconstruction model as imputing the parts of
the Fourier spectrum that was not sampled. For example, a
frequency component that is constant for all possible datasets
we might observe, does not need to be sampled when we use
a reconstruction model that can leverage this information. On
the other hand, highly variable parts of the spectrum will likely
need to be measured to achieve accurate reconstructions. This
simple viewpoint ignores the potentially multi-variate nature of
the distribution of k-space measurements. For instance, miss-
ing parts of the Fourier spectrum might be reliably imputed
from other acquired parts, due to strong statistical dependency.
Widely used under-sampling strategies in compressed sensing
MRI include Random Uniform [2], Variable Density [7] and
equi-spaced Cartesian [8] with skipped lines. These tech-
niques, however, are often implemented heuristically, not in
a data-driven adaptive fashion, and their popularity is largely
due to their ease of implementation and good performance
when coupled with popular reconstruction methods. As we
discuss below, some recent efforts compute optimized under-
sampling patterns - a literature that is closely related to our
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2primary objective.
In this paper, we propose to merge the two core problems of
compressed sensing MRI: (1) optimizing the under-sampling
pattern and (2) reconstruction. We consider these two prob-
lems simultaneously because they are closely inter-related.
Specifically, the optimal under-sampling pattern should, in
general, depend on the reconstruction method and vice versa.
Inspired by recent developments in machine learning, we
propose a novel end-to-end deep learning strategy to solve
the combined problem. We call our method LOUPE, which
stands for Learning-based Optimization of the Under-sampling
PattErn. A preliminary version of LOUPE was published as
a conference paper [9]. In this journal paper, we present an
extended treatment of the literature, an important modification
to the LOUPE objective that enables us to directly set the
desired sparsity level while obviating the need to identify
the value of an extra hyper-parameter, more details on the
methods, and new experimental results.
The rest of the paper is organized as follows. In the fol-
lowing two sections, we review two closely related bodies of
work: a rapidly growing list of recent papers that use machine
learning for efficient and accurate reconstruction; and several
proposed approaches to optimize the under-sampling pattern.
Section IV then presents the mathematical and implementation
details of the proposed method, LOUPE. Section V presents
our experiments, where we compare the performance obtained
with several benchmark reconstruction methods and under-
sampling patterns. Section VI concludes with a discussion.
II. MACHINE LEARNING FOR UNDER-SAMPLED IMAGE
RECONSTRUCTION
Over the last few years, machine learning methods have
been increasingly used for medical image reconstruction [10]–
[15], including compressed sensing MRI. An earlier exam-
ple is the Bayesian non-parametric dictionary learning ap-
proach [16]. In this framework, dictionary learning is used in
the reconstruction problem to obtain a regularization objective
that is customized to the image at hand. The reconstruction
problem is solved via a traditional optimization approach.
More recently, fueled by the success of deep learning,
several machine learning techniques have been proposed to
implement efficient and accurate reconstruction models. For
instance, in a high profile paper, Zhu et al. demonstrated a ver-
satile supervised learning approach, called AUTOMAP [13].
This method uses a neural network model to map sensor mea-
surements directly to reconstruction images, via a manifold
representation. The experimental results show that AUTOMAP
can produce high quality reconstructions that are robust to
noise and other artifacts. Another machine learning based
reconstruction approach involves using a neural network to
efficiently execute the iterations of the Alternating Direction
Method of Multipliers (ADMM) method that solves a conven-
tional optimization problem [10], [17]. This technique, called
ADDM-Net, uses an “unrolled” neural network architecture
to implement the iterative optimization procedure. In a similar
approach, an unrolled neural network is used to implement the
iterations of the Landweber method [15].
Another class of methods rely on the U-Net architecture [18]
or its variants. For example U-Net-like models have been
trained in a supervised fashion to remove aliasing artifacts in
the imaging domain [19], [20]. The U-Net architecture has also
been used by appending with a forward physics based model
to learn phase masks for depth estimation in other computer
vision applications [21]. In these methods, the neural network
takes as input a poor quality reconstruction (e.g., obtained via a
simple inverse Fourier transform applied to zero-filled k-space
data) to compute a high quality output, where the objective
is to minimize the loss function (e.g., squared difference)
between the output and the ground truth provided during
training. Inspired by the success of Generative Adversarial
Networks (GANs) [22], several groups have proposed the use
of an adversarial loss, in addition to the more conventional loss
functions, to obtain better quality reconstructions [23]–[26].
The method we propose in this paper builds on the neural
net-based reconstruction framework, which offers a compu-
tationally efficient and differentiable anti-aliasing model. We
combine the anti-aliasing model with a retrospective under-
sampling module, and learn both blocks simultaneously.
III. DATA-DRIVEN UNDER-SAMPLING IN COMPRESSED
SENSING MRI
The under-sampling pattern in k-space is closely related to
reconstruction performance. Several under-sampling patterns
are widely used, including Random Uniform [2], Variable
Density [7], [27] and equi-spaced Cartesian [8] with skipped
lines. Since the early work by Lustig et al. [27], random or
stochastic under-sampling strategies are commonly used, as
they induce noise-like artifacts that are often easier to remove
during reconstruction. However, as several papers have pointed
out, the quality of reconstruction can also be improved by
adapting the under-sampling pattern to the data and applica-
tion. We underscore that there is a related, but more general
problem of optimizing projections in compressed sensing,
which has received considerable attention [28]–[31]. Below,
we review adaptive under-sampling strategies in compressed
sensing MRI, which is the focus of our paper.
Knoll et al. proposed an under-sampling strategy that fol-
lows the power spectrum of a provided example (template)
image [32]. This method collects denser samples in parts of
k-space that has most of the power concentrated, such as the
low-frequency components of real-world MRIs. The authors
argue that most of the anatomical variability is reflected in the
phase and not magnitude of the Fourier spectrum, justifying
the decision to rely on the magnitude to construct the under-
sampling pattern. In experiments, they apply their method
to both knee and brain MRI scans, demonstrating better
performance than parametric variable density under-sampling
patterns [27].
Kumar Anand et al. presented a second-order cone op-
timization technique for finding the optimal under-sampling
trajectory in volumetric MRI scans [33]. Their heuristic strat-
egy accounts for coverage, hardware limitations and signal
generation in a single convex optimization problem. Building
on this approach, Curtis et al. employed a genetic algorithm
3to optimize sampling trajectories in k-space, while accounting
for multi-coil configurations [34].
Seeger et al. employed a Bayesian inference approach to
optimize Cartesian and spiral trajectories [35]. Their iterative,
greedy technique seeks the under-sampling pattern in k-space
that minimizes the uncertainty in the computed reconstruction,
conditioned on the acquired measurements. In a recent paper
that explores a similar direction, Haldar et al. proposed a
new framework called Oracle-based Experiment Design for
Imaging Parsimoniously Under Sparsity constraints (OEDI-
PUS) [36]. OEDIPUS solves an integer programming problem
to minimize a lower (Cramer-Rao) bound on the variance of
the reconstruction.
Roman et al. offered a novel theoretical perspective on
compressed sensing, which underscores the importance of
adapting the under-sampling strategy to the structure in the
data [37]. The authors also presented an innovative multilevel
sampling approach that depends on the resolution and the
structure of the data that empirically outperforms competing
under-sampling schemes.
An alternative class of data-driven approaches aims to find
the optimal under-sampling pattern that yields the best re-
construction or imputation quality, using some full-resolution
training data that is retrospectively under-sampled [38]. The
central challenge in this framework is to efficiently solve
two computationally challenging nested optimization prob-
lems. The first, outer problem is to identify the optimal
under-sampling mask or sampling trajectory that achieves
best reconstruction quality, which is in turn the result of
an inner optimization step. Several authors have proposed
to solve this nested pair of problems via heuristic, greedy
algorithms [39]–[43]. In an empirical study, Zijlstra et al.
demonstrated that a data-driven optimization approach [40],
[44] can yield better reconstructions than those obtained with
more conventional methods [27], [32]. However, prior data-
driven methods mostly lack the computational efficiency to
handle large-scale full-resolution (training) data. Furthermore,
they are often not flexible enough to deal with different types
of under-sampling schemes.
In this paper, we present a novel, flexible, and computa-
tionally efficient data-driven approach to optimize the under-
sampling pattern. Instead of formulating the problem as two
nested optimization problems, we leverage modern machine
learning techniques and take an end-to-end learning perspec-
tive. Similar to recent deep learning based reconstruction tech-
niques [19], [20], our implementation employs the U-Net [18]
architecture, which we append with a probabilistic under-
sampling step that is also learned. We assume we are pro-
vided with full-resolution MRI data, which we retrospectively
under-sample. We note that there have been contemporaneous
efforts [45]–[47] that build on our prior work [9] to take a
deep learning-based approach similar to ours for optimizing
the under-sampling pattern in compressed sensing.
IV. METHOD
A. Learning-based Optimization of Under-sampling Pattern
LOUPE solves the two problems of compressed sensing
simultaneously: (1) identifying the optimal under-sampling
pattern; and (2) reconstructing from the under-sampled mea-
surements. Building on stochastic strategies of compressed
sensing, we consider a probabilistic mask P , which describes
an independent Bernoulli random variable at each k-space
point. The probabilistic mask P is defined on the full-
resolution k-space grid, and at each point takes on non-
negative continuous probability values, i.e., P ∈ [0, 1]d, where
d is the total number of grid points. For example, for a
100 × 100 image, d = 10, 000. We parameterize P with an
unconstrained image O ∈ Rd, such that P = σt(O). Here,
σt denotes an element-wise sigmoid, with slope t, which is
treated as a hyper-parameter. Pi = 11+e−tOi , where the sub-
script i indexes the grid points. Binary realizations drawn
from P represent an under-sampling mask M ∈ {0, 1}d: i.e.,
M ∼ ∏di=1 B(Pi), where B(p) denotes a Bernoulli random
variable with parameter p. The binary mask M has value 1
for grid points that are acquired and 0 for points that were not
acquired.
Suppose we are provided with a collection of complex-
valued full-resolution images, denoted as {xj ∈ Cd}nj=1,
where j corresponds to the scan number and n is the total
number of scans. In our following treatment, without loss of
generality, we will assume the provided data are in image
domain. This can be modified to accept raw k-space measure-
ments, by simply removing a forward Fourier transform. In
the LOUPE framework, we solve the following problem:
min
O,θ
EM∼∏i=1 B(σt(Oi))
n∑
j=1
‖Aθ(FHdiag(M)Fxj)−xj‖22,
such that
1
d
‖σt(O)‖1 = α (1)
where F ∈ Cd×d stands for the (forward) Fourier transform
matrix, FH is the inverse Fourier transform matrix, Aθ denotes
an anti-aliasing reconstruction function parameterized with θ,
‖·‖2 denotes the L2 norm, ‖·‖1 denotes the L1 norm, α ∈ [0, 1]
is the desired sparsity level, and diag(·) denotes a diagonal
matrix obtained by setting the diagonal to the argument vector.
The loss function of Equation (1) quantifies the average quality
of the reconstruction. The constraint 1d‖σt(O)‖1 = 1d‖P ‖1 =
α ensures that the probabilistic under-sampling mask has an
average value of α, which will correspond to an acceleration
factor of R = 1/α. We emphasize that the problem formula-
tion of Equation (1) is slightly different than the formulation
in our conference paper [9], where we employed a sparsity
inducing regularization instead of a hard constraint. That
formulation required fine-tuning a hyper-parameter in order to
obtain the desired sparsity level, which was computationally
inefficient. In this paper we implement a practical strategy,
described below, to solve the problem with the hard sparsity
constraint directly.
The loss function involves an expectation over the random
binary mask M . We approximate this expectation using a
4Monte Carlo-based sample averaging strategy:
min
O,θ
n∑
j=1
1
K
K∑
k=1
‖Aθ(FHdiag(m(k))Fxj)− xj‖22,
such that
1
d
‖σt(O)‖1 = α (2)
where m(k) are independent realizations drawn from∏
i B(σt(Oi)). Similar to the re-parameterization trick used
in variational techniques, such as the VAE [48], we can re-
write Equation (2):
min
O,θ
n∑
j=1
1
K
K∑
k=1
‖Aθ(FHdiag(U (k) ≤ σt(O))Fxj)−xj‖22,
such that
1
d
‖σt(O)‖1 = α (3)
where U (k) are independent realizations drawn from∏d
i=1 U(0, 1), a spatially independent set of uniform random
variables on [0, 1]. The result of the inequality operation is 1
if the condition is satisfied and 0 otherwise. In Equation (3)
the random draws are thus from a constant distribution (inde-
pendent uniform) and the probabilistic mask P (through its
parameterization O), only effects the thresholding operation.
B. Implementation
In our first version of LOUPE, we used a 2D U-Net
architecture [18] for the anti-aliasing function, as depicted in
Figure 1 and similar to other prior work [19], [20]. To enable a
differentiable loss function, we relaxed the non-differentiable
threshold operation of Equation (3) with a sigmoid. This relax-
ation is similar to the one used in recent Gumbel-softmax [49]
and concrete distributions [50] in training neural networks with
discrete representations. Our final objective is:
min
O,θ
n∑
j=1
1
K
K∑
k=1
‖Aθ(FHdiag(σs(σt(O)−U (k)))Fxj)−xj‖22,
such that
1
d
‖σt(O)‖1 = α (4)
where σs(a) = 11+e−sa is a sigmoid with slope s.
A critical issue for LOUPE is the enforcement of the hard
constraint 1d‖σt(O)‖1 = 1d‖P ‖1 = α. To achieve this we
introduce a normalization layer, which rescales P to satisfy
the constraint. We first define p¯ = ‖P ‖1d , which is the average
value of the pre-normalization probabilistic mask. Note that
1 − p¯ is the average value of 1 − ‖P ‖1. We define the
normalization layer as:
Nα(P ) =
{
α
p¯P , if p¯ ≥ α
1− 1−α1−p¯ (1− P ), otherwise.
(5)
It can be shown that Equation (5) yields Nα(P ) ∈ [0, 1]d and
‖Nα(P )‖1
d = α. This normalization trick allows us to convert
the constrained problem of Equation (4) to the following
unconstrained problem:
min
O,θ
n∑
j=1
1
K
K∑
k=1
‖Aθ(FHdiag(σs(Nα(σt(O))−U (k)))Fxj)− xj‖22. (6)
Figure 1 illustrates an instantiation of the LOUPE model.
In the depicted version of LOUPE, we used a U-Net archi-
tecture to implement Aθ, the reconstruction network. We have
also experimented with an alternative reconstruction model,
namely Cascade-Net proposed in [51]. In the supplementary
material, we present LOUPE results obtained with this alter-
native implementation. The LOUPE network accepts complex
2D images represented as two channels, corresponding to
the imaginary and real components. The network applies a
forward discrete Fourier transform, F , converting the data
into k-space. The k-space measurements are under-sampled
by m˜ = σs(P − u(k)), which approximates a Monte Carlo
realization of the probabilistic mask P . The values of the
probabilistic mask are computed using the sigmoid operation
of pixel-wise parameters O that are learned during the training
process. The mask m˜ is multiplied element-wise with the
k-space data (approximating retrospective under-sampling by
inserting zeros at missing points), which is then passed to an
inverse discrete Fourier transform FH .
This image, which will typically contain aliasing artifacts,
is then provided as input to the anti-aliasing network Aθ(·),
also called the reconstruction network. This network takes
a complex-valued under-sampled image, represented as two-
channels, and aims to minimize the reconstruction error, such
as the squared difference between the magnitude images of
ground truth and the reconstruction. We can view the entire
pipeline to be made up of two building blocks: the first
optimizing the under-sampling pattern, and the second solving
the reconstruction problem.
The model was implemented in Keras [52], with Tensor-
flow [53] in the back-end. Custom functions were adapted
from the Neuron library [54]. ADAM [55] with an initial learn-
ing rate of 0.001 was used for optimization, and learning was
terminated when validation loss plateaued. Consistent with
prior work [48]–[50], a single Monte Carlo realization was
drawn for each training datapoint. This is common practice in
variational neural networks as it is a computationally efficient
approach that yields an unbiased estimate of the gradient that is
used in stochastic gradient descent. We used a batch size of 16.
We used a slope value of s = 200 for σs that approximates the
thresholding operation and a slope value of t = 5 for σt that
squashes the values of O to the range [0, 1]. These values for
the slope hyper-parameters were chosen based on a grid search
strategy, where we identified the pair of values that yields
the smallest validation loss (see Supplementary Material). We
note, however, that we did not observe a significant amount
of sensitivity to these values. Our code is freely available at:
https://github.com/cagladbahadir/LOUPE/
5Fig. 1. LOUPE architecture with two building blocks: The Under-sampling Pattern Optimization Network and the Anti-aliasing Network. The model implements
an end-to-end learning framework for optimizing the under-sampling pattern while learning the parameters for faithful reconstructions. The normalization
layer for the probabilistic mask computes Equation (5). Red arrows denote 2D convolutional layers with a kernel size of 3 × 3, followed by Leaky ReLU
activation and Batch Normalization. Green vertical arrows represent average pooling operations and yellow vertical arrows refer to up-sampling. The initial
number of channels in the U-Net is 64, which doubles after each average pooling layer. The U-Net also uses skip connections depicted with gray horizontal
arrows, that concatenate the corresponding layers to facilitate better information flow through the network.
V. EMPIRICAL ANALYSIS
A. Data
We conducted our experiments using the NYU fastMRI
dataset [56] (fastmri.med.nyu.edu). This is a freely available,
large-scale, public data set of knee MRI scans. The dataset
originally comprises of 2D coronal knee scans acquired with
two pulse sequences that result with Proton Density (PD) and
Proton Density Fat Supressed (PDFS) weighted images. In
our experiments, we used the provided emulated single-coil
(ESC) k-space data from the Biograph mMR (3T) scanner,
which were derived from raw 15-channel multi-coil data. We
used 100 volumes from the provided official training dataset
as our training dataset, and split the provided validation data
into two halves, where we used 10 volumes for validation
and 10 volumes for test. We could not rely on the provided
test data for evaluation as they were not fully sampled. For
the scans we analyzed, the sequence parameters were: echo
train length of 4, matrix size of 320x320, in plane resolution
of 0.5mm × 0.5mm, slice thickness of 3mm and no gap
between slices. The time of repetition (TR) varied between
2200 and 3000ms and the Echo Time (TE) ranged between
27 and 34ms. Training volumes had 38± 4 slices, where the
validation volumes had 37± 3 and test volumes had 38± 4.
Each set (training, validation and test) had differing slice
sizes across volumes. After taking the Inverse Fourier Trans-
form of the ESC k-space data, and rotating and flipping the
images to match the orientation in the fastMRI paper [56], we
cropped the central 320x320 and normalized by dividing to
the maximum magnitude within each volume.
The U-Net architecture we employed was also used in the
original NYU fastMRI study [56] for reconstruction, with the
only difference that their implementation accepted a single-
channel, real-valued input image.
B. Evaluation
We used three metrics in the quantitative evaluations of the
reconstructions with respect to the ground truth images created
from fully sampled measurements: (1) peak signal to noise
ratio (PSNR), (2) structural similarity index (SSIM), and (3)
high frequency error norm (HFEN).
PSNR is a widely used metric for evaluating the quality of
reconstructions in compressed sensing applications [10], [57],
defined as:
PSNR(x, xˆ) = 10 log10
max(x)2d
‖x− xˆ‖22
, (7)
where d is, as above, the total number of pixels in the full-
resolution grid, and xˆ denotes the reconstruction of the ground
truth full-resolution image x.
6SSIM aims to quantify the perceived image quality [58]:
SSIM(x, xˆ) =
(2µxµxˆ + c1) + (2σxxˆ + c2)
(µ2x + µ
2
xˆ + c1)(σ
2
x + σ
2
xˆ + c2)
, (8)
where µx and µxˆ are defined as the “local” average values for
the original and reconstruction images, respectively, computed
within an N × N neighborhood. Similarly, σ2x and σ2xˆ are
the local variances; and σxxˆ is local covariance between the
reconstruction and ground truth images. c1 = (k1L)2 and c2 =
(k2L)
2 are constants that numerically stabilize the division,
where L is the dynamic range of the pixel values and k1 and
k2 are user defined. We use the parameters provided in [56]
for computing SSIM values: k1 = 0.01, k2 = 0.03, and a
window size of 7× 7. The dynamic range of pixel values was
computed over the entire volume.
Finally, we also report the high-frequency error norm
(HFEN), which is used to quantify the quality of reconstruc-
tion of edges and fine features. Following [5], we use a 15×15
Laplacian of Gaussian (LoG) filter with a standard deviation
of 1.5 pixels. The HFEN is then computed as the L2 difference
between LoG filtered ground truth and reconstruction images.
C. Benchmarks
We compared the LOUPE-optimized mask and other mask
configurations, together with one machine learning (ML) based
and three non-ML based reconstruction techniques.
1) Reconstruction Methods
Each reconstruction method was optimized on a represen-
tative slice from the data-set to find the values of hyper-
parameters that yielded the best quality reconstruction for
each of the individual masks. In other words, hyper-parameter
tuning was done separately for each mask.
The first benchmark reconstruction method is BM3D [59],
which is an iterative algorithm that alternates between de-
noising and reconstructions steps, and was shown to yield
faithful reconstructions in the under-sampled cases.1 A grid
search on the parameters: σ, noise and λ were conducted,
over the range 3− 3× 102 and 0− 102, respectively.
The second reconstruction benchmark method, called P-
LORAKS, is based on low-rank modeling of local k-space
neighborhoods [60], [61].2 A grid search on the parameters:
λ, VCC (Virtual Conjugate Coils) and rank was conducted.
The regularization parameter λ was searched between 10−2
and 1. The rank value which is related to the non-convex
regularization penalty was searched between 1 to 45 and the
VCC, which is a Boolean parameter was searched for both
cases: 1 and 0.
The third benchmark method is Total Generalized Variation
(TGV) based reconstruction with Shearlet Transform [62].
The method regularizes image regions while keeping the
edge information intact.3 We conducted a grid search for
the parameters β, λ, α0, α1 and µ1, adopting a range for
each parameter based on the suggestions from the original
1We used the code at: http://web.itu.edu.tr/eksioglue/pubs/BM3D MRI.htm.
2 We used the code available at: https://mr.usc.edu/download/loraks2/.
3We used the code at http://www.math.ucla.edu/∼wotaoyin/papers/tgv
shearlet.html.
paper [62]. λ was searched between 10−3 and 5 × 10−1, β
was searched between 102 and 103. The parameters µ1, α0
and α1 were respectively searched between values: 3 × 102
and 10× 3, 8× 10−4 to 10−2 and 10−3 to 10−1.
The final benchmark reconstruction method is the residual
U-Net [19], which is also a building block in our model. In this
framework, the U-Net is used as an anti-aliasing neural net-
work widely used for biomedical image applications. Unlike
in LOUPE, the benchmark U-Net implementation is trained
for a fixed under-sampling mask, that is provided by the user.
In our experiments the U-Net models were individually trained
and tested for each mask configuration.
2) Under-sampling Masks
We implemented several widely used benchmark under-
sampling masks, shown in Figure 2. The first set of masks
we considered are what we refer to as 2D Cartesian under-
sampling masks. These are physically feasible for 2D imaging
with (i) two phase-encoding dimensions and no frequency-
encoding gradient; or (ii) for 3D acquisition with one fre-
quency encoding dimension and two phase-encoding dimen-
sions. In this category, we have “Random Uniform” [2],
which exhibits the benefits of stochastic under-sampling in
creating incoherent, noise-like artifacts [1], thus facilitating
the discrimination of artifacts from the signal present in the
image. We also employed a parametric Variable Density [7]
(VD) mask that samples lower frequencies more densely,
while still enjoying the benefits of creating noise-like artifacts.
We used the publicly available code of [27] to identify the
optimal values of the VD mask that maximizes incoherence (of
aliasing artifacts) in the wavelet domain. Another 2D under-
sampling mask we implemented was a data-driven strategy
that was based on [63]. In our implementation, we averaged
the magnitude spectrum of all the fully-sampled training data.
The average spectrum was then thresholded to keep the k-
space points that have the largest average magnitude. We refer
to this mask as “spectrum-based.”
Next, we considered 1D under-sampling masks, which
are physically feasible for 2D imaging with one frequency-
encoding dimension and one phase-encoding dimension.
Cartesian [8] with skipped lines orthogonal to the provided
read-out direction is a popular mask in this category. In
addition, we implemented a version of LOUPE where the
mask was constrained to be made up of lines along the read-
out direction, which is similar to a strategy proposed in [45].
We achieved this with a simple modification in our code by
sharing the weights corresponding to the entries of O along
each read-out line. This “line-constrained version” of LOUPE,
we believe, is one step closer to being physically realistic.
When we need to be explicit, we refer to the first LOUPE
version as unconstrained.
We underscore that it might not be fair to compare the 1D
and 2D under-sampling masks, as the two categories would
rely on different acquisition protocols. Thus, any comparisons
we present below need to account for this difference.
D. Results
Figure 2 shows the LOUPE optimized and benchmark
masks, for two different acceleration rates R = 4 and R = 8.
7Fig. 2. LOUPE-optimized and benchmark masks for two levels of acceleration rates for NYU fastMRI data set: R = 4 and R = 8. Black dots represent
k-space points that are sampled and white areas correspond to measurements that are not acquired. The two right-most masks represent 1D under-sampling
strategies, whereas the remaining four represent 2D under-sampling. These two categories of under-sampling rely on different acquisition protocols.
The LOUPE, spectrum-based, and variable density masks
share the behavior of a drop in density from lower to higher
frequencies, however differ significantly in their symmetry
and shape. Although the unconstrained LOUPE-optimized
masks are similar to the VD masks in terms of emphasizing
lower frequencies, importantly lateral frequencies are favored
significantly more than ventral/dorsal frequencies. The data-
driven spectrum-based masks, on the other hand, exhibit a
similar tendency to pick out more lateral frequencies, yet with
a dramatically different overall shape that concentrates around
the two axes. The line-constrained LOUPE masks also show
a strong preference for lower frequencies.
In an earlier conference paper [9], we had reported an
unconstrained LOUPE-optimized mask for T1-weighted brain
MRI scans, obtained from a public dataset [64]. Figure 3
shows a side by side comparison of the two LOUPE-optimized
masks for the knee and brain anatomies, respectively, em-
phasizing the asymmetry present in the knee dataset. The
knee mask favors lateral frequencies more than ventral/dorsal
frequencies due to the unique features of knee anatomy,
where there is significantly more tissue contrast in the lateral
direction. Brain scans, on the other hand, exhibit a more
radially symmetric behavior. This comparison highlights the
importance of a data-driven approach in identifying the under-
sampling mask.
Figure 4 shows subject-level quantitative reconstruction
quality values computed for the different masks and recon-
struction methods, under two different acceleration conditions.
We present the results for the 6 test subjects with PD weighted
images and 4 test subjects with PDFS weighted images,
separately. The fat suppression operation inherently lowers the
signal level, as fat has the highest levels of signal in an MRI
scan, thus yielding a noisier image, where small details are
more apparent. In contrast, regular PD weighted scans that
contain fat tissue have inherently higher SNR. Therefore, the
PD scans yield better quality reconstructions compared to the
PDFS scans.
Figure 4 reveals that overall LOUPE yields significantly
better results than competing masks, when used with any of the
tested reconstruction methods and under the two acceleration
rates. Furthermore, the U-Net reconstruction model, coupled
Fig. 3. LOUPE-optimized under-sampling masks (for R = 8) compared side
by side for the knee and brain anatomies. The brain mask was derived using
the data described in our prior work [9]. There is a striking difference in the
symmetry, which can be appreciated visually. Note that black dots represent
k-space points that are sampled and white areas correspond to measurements
that are not acquired.
with LOUPE-optimized masks yields the best reconstructions,
for both acceleration rates and for all test subjects. Unsur-
prisingly, the unconstrained version of LOUPE is generally
better than the line-constrained version, with the exception of
the TGV reconstruction method, where the line-constrained
LOUPE outperformed unconstrained LOUPE. These results
suggest that LOUPE-optimized masks can offer a performance
gain even when not used with the U-Net based reconstruction
method. We further observe that the Variable Density and
spectrum-based masks outperforms the uniform mask, which
is consistent with prior literature.
Table I lists the summary quantitative values for each of
8the reconstruction method and mask configurations, where
averages within the PD and PDFS subjects are presented
separately. Supplementary Tables 1 and 2 includes standard de-
viations for these results. The lowest HFEN and highest PSNR
and SSIM values are bolded for each reconstruction method,
metric and subject group. We observe that the LOUPE-
optimized masks yield the highest reconstruction quality under
all considered conditions, and the line-constrained and uncon-
strained versions are often quite similar. For reference, we
also added the best values reported in [56] that was achieved
with a U-Net reconstruction model and a Variable Density
Cartesian mask. We underscore that their model was trained
on the full training set and evaluated on the full validation
set. Nevertheless, we observe that their results are consistent
with ours, often falling between our U-Net models trained
for Cartesian and VD masks, but always under-performing
compared to the U-Net model trained with LOUPE masks.
Figures 5 and 6 show example PD weighted slices and
U-Net based reconstructions, obtained after under-sampling
with R = 4 and R = 8, using different masks. As can
be appreciated from these figures, much of the structural
details that correspond to the femur, tibia, tendons, ligaments,
muscle tissue, and meniscus are more faithfully captured
in the reconstructions obtained with the LOUPE-optimized
masks, whereas reconstructions computed with other masks
were more blurry. For example, edges of the posterior cruciate
ligament and lateral meniscus suffer from blurring artifacts in
the benchmark mask configurations compared to the LOUPE-
optimized masks. Overall, in agreement with the quantitative
results presented above, the LOUPE-optimized mask yields the
best-looking reconstruction results and these reconstructions
appear less prone to artifacts and blurring, while preserving
more of the anatomical detail.
In the Supplementary Material, we present our results
obtained with a version of LOUPE where the U-Net recon-
struction model was replaced with Cascade-Net [51] with the
same architecture details of the reference paper. Everything
else in LOUPE, including all optimization settings were kept
the same. We observe that the optimized masks are very
similar between U-Net-LOUPE and Cascade-Net-LOUPE. We
also quantified the quality of reconstructions with these masks
and found that there was no substantial difference. These
results, we believe, demonstrate that LOUPE can be relatively
robust to the choice of the reconstruction architecture. We note,
however, that we have not experimented with more advanced
reconstruction networks, such as the recently proposed [65],
which might yield different results. We consider the explo-
ration of different architectural designs for LOUPE as an
important direction for future research.
VI. DISCUSSION
Compressed sensing is a promising approach to accelerate
MRI and make the technology more accessible and affordable.
Since its introduction over a decade ago, it has gained in
popularity and been used in a range of application domains.
Compressed sensing MRI has two fundamental challenges.
The first is identifying where in k-space to sample (acquire)
from. One approach to solve this problem is to take a data-
driven strategy, where the optimal under-sampling pattern is
identified using, for example, a collection of full-resolution
scans that are retrospectively under-sampled. The second core
problem of compressed sensing MRI is solving the ill-posed
inverse problem of reconstructing a high quality image from
under-sampled measurements. This is conventionally solved
via a regularized optimization approach, and more recently
deep learning techniques have been proposed to achieve supe-
rior performance.
In this paper, we tackled both of these problems simultane-
ously. We leveraged recently proposed deep learning based
reconstruction techniques to design an end-to-end learning
technique that enabled us to optimize the under-sampling
pattern on given training data. Our approach relies on full-
resolution data that is under-sampled retrospectively, which is
then fed to a reconstruction network. The final output is then
compared to the original input to assess overall quality. We
formulate an objective that optimizes reconstruction quality
with a constrained number of collected measurements. The
stronger the constraint, the more aggressive acceleration rates
we can achieve.
Our results indicate that LOUPE, the proposed method,
can compute an optimized under-sampling pattern that is
data-dependent and performs well with different reconstruc-
tion methods. In this paper, we present empirical results
obtained with a large-scale, publicly available knee MRI
dataset. Across all conditions we experimented with, LOUPE-
optimized masks coupled with the U-Net based reconstruction
model offered the most superior reconstruction quality. Even
with an aggressive 8-fold acceleration rate, LOUPE’s recon-
structions contained much of the anatomical detail that was
missed by alternative masks as seen in Figure 6.
In our primary experiments, we used a U-Net based recon-
struction method in the implementation of LOUPE. Addition-
ally, we investigated the use of an alternative reconstruction
network, namely Cascade-Net. Our results, which we present
in the Supplementary Material, indicate that both versions of
LOUPE achieved similar optimized masks and yielded similar
reconstruction quality. However, we consider the exploration
of different architectural designs (such as ADMM-Net [10] or
MoDL [14]) for LOUPE as an important direction for future
research.
The LOUPE-optimized under-sampling mask for the ana-
lyzed knee MRI scans exhibited an interesting asymmetric
pattern, which emphasized higher frequencies along the lateral
direction much more than those along the vertical direction.
This is likely due the anisotropy in the field of view of
sagittal knee images. This is in stark contrast to the LOUPE-
optimized mask that we recently presented at a conference for
T1-weighted brain MRI scans [9]. The brain mask exhibited
a radially symmetric nature, very similar to a variable density
mask, which is widely used in compressed sensing MRI. This
comparison highlights the importance of adapting the under-
sampling pattern to the data and application at hand.
An important caveat of the presented LOUPE framework is
that we largely ignored the costs of physically implement-
ing the under-sampling pattern in an MR pulse sequence.
9Fig. 4. Quantitative evaluation of reconstruction quality for the NYU fastMRI data set. Top: PSNR values (higher is better), middle: SSIM results
(higher is better), bottom: high-frequency error norm (HFEN) results (lower is better). For each plot, we show four reconstruction methods using different
acquisition masks, including LOUPE-optimized masks in green. Note that 2D (first four in each group) and 1D (last two in each group) under-sampling masks
should be interpreted separately and any cross-category comparison should be done with caution. The slice-averaged values for each test subject are connected
with lines. For each box, the blue straight line shows the median value. Patients with Proton Density (PD) images and Proton Density Fat Suppressed (PDFS)
images are shown separately. The whiskers indicate the the most extreme (non-outlier) data points.
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Fig. 5. U-Net based reconstructions for an example PD slice from NYU fastMRI experiments with 4-fold acceleration rate (α = 0.25). Each column
corresponds to an under-sampling mask. Corresponding PSNR values are listed above each image.
Fig. 6. U-Net based reconstructions for an example PD slice from NYU fastMRI experiments with 8-fold acceleration rate (α = 0.125). Each column
corresponds to an under-sampling mask. Corresponding PSNR values are listed above each image.
In the unconstrained version of LOUPE, the cost of an
under-sampling pattern is merely captured by the number
of collected measurements. We underscore that in 3D, the
LOUPE-optimized mask can be implemented as a Cartesian
trajectory, since the isolated measurement points in the coronal
slices line up along the z-direction. We also presented results
for a readout-line-constrained version of LOUPE, which is
consistent with widely used 2D acquisition protocols. These
results, we believe, demonstrate the utility and flexibility of
LOUPE. Nonetheless, integrating the actual physical cost of a
specific under-sampling pattern in an MR pulse sequence is a
direction that we leave for future research. One way to achieve
this would be to constrain the sub-sampling mask to a class
of viable trajectories, for example, by directly parameterizing
those trajectories. Alternatively, one can incorporate sampling
constraints that obey a set of predefined hardware requirements
(as defined in terms of, e.g., peak currents and maximum slew
rates of magnetic gradients), as described recently in [66].
Our paper restricted its treatment to Cartesian sampling
and largely ignored non-Cartesian (off-the-grid) acquisition
schemes, which can offer important benefits [67]–[69]. Ex-
tension of LOUPE to non-Cartesian settings will involve the
use of the non-uniform (inverse) Fourier transform operator
or an approximation of it. Furthermore, one would need to
interpolate off-grid measurements in retrospective sampling.
Another weakness of the presented LOUPE implementation
is due to the relaxation of the thresholding operation, which
allowed us to use a back-propagation-based learning strategy.
However, due to this relaxation, the reconstruction model sees
input data that have been rescaled with a continuous value
between 0 and 1. By adopting a relatively large slope pa-
rameter (s = 200), we ensure that these continuous values are
almost always very close to zero or 1. However, this relaxation
means that once we have obtained the optimized mask, we
need to retrain a reconstruction model with a binary mask.
Furthermore, we are likely paying a performance penalty
due to the relaxation, since it will undoubtedly influence the
optimization. We see two ways to address this issue. The
first approach is to implement the so-called “straight-through”
gradient estimation strategy, where the continuous relaxation is
merely used in the backward pass for computing the gradient
and not in the forward pass [70]. Another approach would
involve using non back-propagation based techniques, such as
the REINFORCE estimator [71]. This technique is known to
suffer from high variance and there are several recent papers
that have attempted to address this issue [72], [73]. We plan
to explore this direction in future work.
In this paper, we used an L2 difference between the mag-
nitude of the ground truth and reconstruction images to train
LOUPE. Our experiments with an L2-loss computed on two-
channel (complex-valued) reconstructions produced inferior
results. We also noticed that our LOUPE-optimized masks did
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not emphasize high frequency content, which can also explain
some of the blurriness in reconstructions. This is particularly
noticeable in the line-constrained LOUPE results. We believe
that our choice of the L2 loss is the main cause of this
effect, which can be remedied with alternate loss functions
that care more about high-frequency content. We note that
we experimented with L1 reconstruction loss, as we reported
in our conference paper [9]. Our experiments (results not
shown) revealed that L1 loss can yield better quality results,
particularly as measured by the high frequency error norm
(HFEN). We intend to explore such differences in future work.
While these loss functions (L1 or L2) are a widely used global
metrics of reconstruction quality, they might miss clinically
important anatomical details. An alternative approach could
be to devise loss functions that emphasize structural features
that are relevant to the clinical application. This is another
future direction we will explore.
In the current version of LOUPE, we did not consider
parallel imaging via multiple coils. Such hardware-based tech-
niques, in combination with compressed sensing, promise to
yield even higher degrees of acceleration. Investigating how to
combine LOUPE with multi-coil imaging will be an important
area of research, as was recently demonstrated [74].
Finally, we would like to emphasize that LOUPE, as in
any other data-driven optimization strategy, will perform sub-
optimally if test time data differ significantly from training
data. For example, if we train only on healthy subjects and
then, at test time, are presented with pathological cases,
the reconstructed scans might not be clinically useful. Thus,
carefully monitoring reconstruction quality and ensuring the
model is adapted to the new data will be of utmost importance
in deploying this approach in the real world. For example,
this could be achieved via fine-tuning the pre-trained LOUPE
model on new data, as recently described in [75]. We also
consider machine learning paradigms that don’t rely on high
quality full-resolution data as an important direction. There
have been some recent pre-prints in this domain [26], [76],
[77]. Integrating such techniques into LOUPE will be critical
for certain applications. For instance, in some anatomical
regions such as the abdomen, a fully sampled scenario may not
be possible due to organ motion, breathing, the cardiac cycle
or other factors. This is also true for populations such as young
children or patient groups, where subject motion can make the
acquisition of high quality fully sampled data impossible.
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VII. SUPPLEMENTARY MATERIAL
A. Fine-tuning the slope hyperparameters
Figure S3 shows the validation set MAE and MSE for
LOUPE with masks optimized using a variety of hyper-
parameter values for the two sigmoidal slopes s and t. These
errors are relatively stable compared to the variation of results
among the baselines in Table I. For example, for MAE, chang-
ing s by ten-fold and t by 2-fold results in a loss variation of
less than ±0.02, which is well within the variability of the
results produced by the benchmark masks.
B. Details of the Cascade-Net Implementation
We implemented the identical architecture described in the
original Cascade-Net paper. Specifically, for the regularization
layers of Cascade-Net, a 5-layer model was used with channel
size 64 at each layer. Each layer consists of convolution
followed by a ReLU activation function. We used a residual
learning strategy which adds the zero-filled input to the output
of the CNN. The overall architecture is unrolled such that
K=5. In the original paper and in our case, lambda is not
learnable but is a hyperparameter that we set to 0.001, which
was found by grid search over validation loss and further opti-
mized using a Bayesian Optimization hyper-parameter tuning
package: https://iopscience.iop.org/article/10.1088/1749-4699/
8/1/014008/meta.
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Fig. S1. Learned LOUPE masks using NYU fastMRI dataset with 4-fold (α = 0.25) and 8-fold (α = 0.125)acceleration rates. Two versions of LOUPE are
compared. One with U-Net as its reconstruction network (top row), and the other with Cascade-Net (bottom row).
16
Fig. S2. Reconstruction performance of U-Net and Cascade-Net models with different LOUPE optimized masks and acceleration rates on the test knee scans.
Masks were computed with the two different versions of LOUPE - one with U-Net as its reconstruction network, and the other with Cascade-Net. We observe
that the performance metrics are very close between different masks and reconstruction networks.
17
Fig. S3. Grid search for the slope hyper-parameters s and t, where MAE (L1 loss) and MSE (L2 loss) on the validation data are listed. N/A indicates failure
of optimization due to numerical issues.
18
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