Summary: In this paper, we are interested in the induction of normal clauses. Several semantics have been proposed for normal programs, we consider here the well-founded semantics, based on a three-valued logics. We have generalized to this semantic the classical constraint: all the positive examples must be covered by the learned program and all the negative ones must be rejected. In the case of inductive learning, this constraint seems too strong and we have de ned a weaker criteria: we require that a positive (resp. negative) example is not considered as False (resp. True) by the learned program. This study has been applied to the system FOIL. Some positive examples that were covered by the program during the learning process were not in the well-founded semantics. and we de ne biases to solve this problem.
Introduction
In this paper we are interested in the induction of normal programs. Most systems, as for instance the system GOLEM 5] , based on the R.L.G.G. (relative least general generalization) 8, 9] learns only de nite clauses. The system Clint mostly deals with de nite clauses but it has been extended to learn normal strati ed programs 12]. To our knowledge, only the systems FOIL and FOCL 11, 7] can learn any normal programs but the method is purely syntactic and they do not really address the problem of the semantics of the learned program and of its correction relative to the initial speci cations.
Learning normal clauses is much more complex rst of all because of the semantics of normal programs. In the case of a de nite program P, everyone agrees that its semantics is the set of the Herbrand logical consequences of P, de ned also as the least xpoint of the classical operator T P . Several semantics have been proposed for normal programs. Some are operational as for instance the SLDNF resolution 4], others are more theoretical, as the stable model semantics 3]. We give in the next section a brief overview of these semantics.
We have chosen to study this problem on the system FOIL for the following reasons:
The underlying algorithm is very simple. The idea is to build a clause that covers many positive examples and rejects all the negative ones and to repeat the process until all the positive examples are covered. When a new literal is added to the body of a clause, we have to compute the new assignments of variables that satisfy the body of the clause. This operation is called \computation of new tuples". The domain theory is expressed by ground unit clauses. The predicate to learn is also de ned by extension. Its de nition can be complete or partial. This point is interesting since it enables to study two kinds of learning: reformulation of knowledge and induction of knowledge. In the rst case, we have to rewrite knowledge initially described by ground facts into non-unit clauses. The interest of such an operation is the compression of information. It is then essential that the learned programm be correct, i.e. covers all the positive examples and rejects all the negative ones. In the second case, we have to induce a new program that can give a value True or False to unknown information.
It is important to notice that in this paper we do not consider the informationbased heuristic that guides the search in FOIL. We are interested in the comparison between the semantics of a program that could have been built by FOIL because it covers (in the sense of FOIL and it will be explained in section 3.1) the positive examples and rejects the negative ones and its expected speci cations.
The rst point of our study is that FOIL uses an operational semantics of negation that has few interesting theoretical properties. We have used the wellfounded semantics -and we explain why in the next section -and therefore we have had to change the way the new tuples were built.
We have de ned some conditions that the target program must satisfy. In the following, we call E + Q and E ?
Q respectively the sets of positive and negative examples of the target predicate Q and P the learned program, composed of the initial theory and of the new clauses that de ne the predicate Q. The semantics M P of the program is divided in three sets: M + P , the set of ground atoms True for P, M ? P , the set of ground atoms False for P, M u P , the set of ground atoms Undefined for P 2 .
The \acceptability condition" that seems the most natural is:
E + Q M + P and E ? Q M ? P it means that the positive examples are True in P and the negative ones are False in P.
In the rst kind of learning, we have shown that it is possible to de ne biases so that the program P satis es this condition. On the other hand, in the case of inductive learning, this constraint seems too strong and we have de nied a new criterion: E + Q \ M ? P = ; and E ? Q \ M + P = ;
It means that we require that a positive (resp. negative) example is not considered as False (resp. True) by the learned program, but we allow that the program consider some examples as Undefined.
Finally, in the case of inductive learning, it seems that FOIL treats incorrectly unknown information. It leads to programs that satisfy none of the above conditions. We have modi ed the step called \computation of new tuples", in order to obtain acceptable programs.
Semantics of normal clauses
The semantics of normal programs can be studied according several point of view: a declarative semantics that is independant of the way it will be implemented, a theoretical, operational semantics that de nes how the semantics should be implemented and the current semantics that corresponds to the actual implementation. 2 In the case of de nite programs, we always have M u P = ;
In the eld of Inductive Logic Programming, we usually consider the two last points of view, because we think that we must build an operational program that can run on a Prolog interpreter. But, it is then di cult to study the properties of the learning system, and it explains why we have prefered a declarative semantics.
In Logic Programming, we can distinguish two approaches:
the rst one consists in transforming a program P into a set of formulas A(P) and to study the logical consequences of A(P 3 Overview of the system FOIL In this section, we present brie y the system FOIL. We do not describe all its characteristics; we are mostly interested in the formalization of the notions underlying this system, as for instance the de nition of an example of a clause or the notion of coverage.
The aim of FOIL is to learn an intensional de nition of a predicate (or relation) Q from positive and negative examples of it.
As inputs, we give a nite set D and some predicates R i , 1 i j, de ned in extension on the domain D. The predicate to learn Q is de ned in the same way in extension. As usual in learning, we also call the elements of E + Q (resp. E ? Q ) the positive (resp. negative) examples of Q. The sets E + Q and E ?
Q de ne the expected interpretation, also called the speci cation, of the predicate Q.
The learning system search for a set of non-unit clauses fC i g that covers all the positive examples and rejects all the negative ones. The clauses C i : L L 1 , ..., L p must satisfy the following conditions: -L is an atom of predicate Q: L = Q(X 1 , : : : , X n ), -L i is -either a literal (i.e. an atom or the negation of an atom) of predicate R j or Q, 3 -or a relation X r = X s or X r 6 = X s between two variables X r and X s that already occur in L or in a L j , 1 j i-1.
Notations: In the following we consider a rst order language composed of the basic predicates R i , the predicate Q and the symbol of constants that appear in D. The { A positive example for a n-ary predicate Q(X 1 , ..., X n ) is a n-tuple (t 1 , ..., t n ) such that (t 1 , : : : , t n ) 2 E + Q .
{ A negative example for a n-ary predicate Q(X 1 , ..., X n ) is a n-tuple (t 1 , ..., t n ) such that (t 1 , : : : , t n ) 2 E ? Q .
When the extensional de nition of the target predicate Q or of the basic predicates R i are incomplete we can use sets of tuples di erent from E + and E ? in order to compute a program the semantics of which corresponds to the intended interpretation. Therefore we write C + (resp. C ? ) the set of tuples that will be considered as true (resp. as false) during the 3 in the case of FOIL, in the literal L i , at least a variable occurring in L or in a literal L j , j < i, must appear. The system FOIL constructs step by step clauses that cover all the positive examples and reject all the negative ones. The important point here is that there may exist examples that are covered by a program P but that do not belong to the actual semantics of P. Let us for instance consider the two following cases: In these two examples, the set E + 
Algorithm
The algorithm of FOIL is based both on a \divide-and-conquer" method and on a \covering" method. To produce the set of clauses fC j g of P, two loops We give a generic way to compute T i from T i?1 , depending on a set C, and we will discuss in the following two choices of C so that the learned program P satis es the condition given in section 1.
if L i is a positive literal P(X i1 , : : : , X ir ) : Notations: In the following the program P is composed of the unit clauses that de ne the elements of E + Ri for all the relations R i and the learned clauses for the predicate Q. 4 Complete de nition of Q and R i
Well founded ordering
In FOIL 11], a bias has been de ned to prevent the system from creating programs such Q(X 1 , : : :, X n ) Q(X 1 , : : :, X n ).
which satis es the constraints of coverage (all the positive examples are covered and no negative one is covered).
We have formalized it in 15] and we say that the learned program P veri es the strati cation bias if we can nd an index k such that for each ground instance of a clause of P: Q( These orders are computed when beginning a session of FOIL.
Results
When the predicate Q and the initial theory are completely de ned in extension,
we have the two following results. Their proofs are given in 15].
if a de nite program P satis es the strati cation bias, then the set E + is the least Herbrand model of P. if the normal program P satis es the strati cation bias, then the set E + : E ? is the well founded model of P. In this case, we have shown that the \natural" model of P is 2-valued and that M + P = E + and M ? P = E ? : the semantics of P is exactly the intended interpretation and we cannot expect more satisfying conditions; the reformulation of knowledge in FOIL is then correct and complete.
Partial de nition
We focus now on the case where the predicate Q is partially de ned i.e. E + P is a subset of the domain and we note M u P the set of undi ned ground atoms.
De nition of an acceptable program
We can require that the semantics of the learned program veri es the following condition:
E + M + P and E ? M ? P i.e. each positive example is a consequence of P and each negative example is false for P.
Let us recall that FOIL does not take the unknown information into account.
Let us consider the following example, where D = f 1, 2, 3 g. To avoid the construction of such programs, we have two solutions, consisting in modifying E + and E ? , in order to have E u = ;: in the rst one, we consider that every unknown tuple is a positive example (the set E + is replaced by E + E u ) and in the second one, every unknown tuple is treated like a negative example (the set E ? is replaced by E ? E u ). In this way, we can apply the results of the section \complete interpretation", and we obtain the expected property.
De nition of a weak acceptability criterion
The previous constraint is too strong, and is implicitly linked to the Closed World Assumption and a 2-valued semantics; we de ne now a weak acceptability criterion, adjusted to a 3-valued semantics: The program is required to satisfy: none of the negative examples can be proved by P, and none of the positive examples can be false for P.
To reach such a condition, we modify the computation of the new tuples, taking C + = E + and C ? = E ? and we use a partial strati cation bias, de ned in next section.
We show in annex A that, when the program P is accepted by this bias, then it veri es the weak acceptability criterion.
6 Partial strati cation To achieve the constraint (E + M ? P and M + P E ? ), it is su cient (for more details, see annex A) to nd a well-founded ordering of E + Q . Therefore, we de ne a partial strati cation bias, which nds -when there exists one -a well -the AND-sons of the virtual node N within G' are the AND-sons of the virtual node N within G.
We de ne the partial strati cation bias as follow: let G be the graph of the positive recursions of P; if there exists a subgraph G' of G such that G' contains no cycles, then P is accepted 4 .
Example
Let D be the domain f1, 2, 3, 4, 5, 6g, and let us consider the relations r 1 de ning a directional network on D, and r 2 a property satis ed by the element 6. We wish to learn the predicate q de ned as follow: q(X) is true i r 1 (X, 6), where r 1 (X, 6) is the transitive closure of r 1 :
The sets E + are de ned by: (4), (5), (6) -------6  5  4  1  2  3 contains no cycles and then P is accepted. Here, the extensional de nitions are total for all the predicates and P has a total well founded model (in this case, P satis es also the \strong" acceptability criterion).
We give now an example for which P satis es only the weak acceptability criterion: let r 1 be the relation de ning a directional network on D = f0, 1, 2g, and r 2 a property satis ed by 0. We wish to learn the predicate q de ning by : q(X) i there exists a way between X and 0, having an even number of arcs:
The sets E + are de ned by E + r1 = f(1,2), (2, 1) , 
Critical discussion
On the operational point of view, this bias has especially two defaults: on the one hand, it gives an acceptability criterion for the whole program P: when the program is rejected, we come to a deadlock. We could de ne a more dynamic solution, which construct the subgraph, clause by clause. Then, if a clause is rejected, we can backtrack on the literals of this clause, until we nd a new clause satisfying the constraint of coverage, and accepted by this bias, on the other hand, if Q is a n-ary predicate and D contains p elements, the graph contains about p n nodes, and the control of such a graph can become expensive. We can weaken this bias, using n graph (G 1 , : : :, G n ) with p nodes in place of a graph with p n nodes, where the G Then the condition of existence of a subgraph of G without cycle is replaced by the condition of existence of a subgraph without cycle in one of the G i .
Conclusion
We have studied the semantics of the learned program and de ned biases so that the program satis es at least the weak acceptability criterion. This work is not only theoretical and we are currently developing a system in Quintus Prolog that implements these ideas. 
