ABSTRACT State estimation (SE) is a critical must run successful unit within energy management system software. This is dictated by the high reliability requirements for system security and control and the need to represent the closest real-time model for market operations. There has been considerable emphasis in bringing phasor measurements into SE to improve performance. However, there are many practical problems in incorporating phasor measurements into SE. The higher reporting rates of phasor measurement units compared with supervisory control and data acquisition devices is one such problem. The disparity of the reporting rates raises the question of whether buffering the phasor measurements helps to improve the state estimates. This buffer is a subset of the entire phasor measurements set relevant to every particular instant at which SE is conducted. This paper describes the design of an optimal buffer, the use of the phasor measurements from that buffer, and the analysis of the impact on SE with the inclusion of these buffered phasor measurements. This hybrid SE, used for analysis purposes, is created from contemporary real-time system data and measurements from a utility in southwest USA.
S
TATE estimation (SE), one of the key functions of an energy management system (EMS), has gained importance recently. Other functions in an EMS such as contingency analysis, security control, and economic dispatch rely on accurate and reliable state estimates [1] . SE can be treated as a transformation between raw input measurements and output states. The accuracy of the output states is largely dependent on the statistical characteristics of the corresponding inputs, and hence, SE is not deterministic [2] . Traditionally, SE is conducted with data only from supervisory control and data acquisition (SCADA) units and systems. The drawbacks of the SCADA measurements are the inaccuracy due to communication latency, the time skew, and the absence of phase angle data [3] .
Phasor measurements are considered to be more accurate due to the precise time sampling, and hence, inclusion of phasor measurements into SE has been a recent focus of many research efforts. There are many practical implementation difficulties yet to be addressed in solving hybrid SE. One of the most important problems is the presence of bad data in phasor measurements.
Bad data can significantly alter the final state estimates resulting in poor performance of the SE, and thus removal of bad data from phasor measurement units (PMUs) is important. Effective bad data and topology error processing through optimal placement of PMUs are provided in [4] and [5] . It is shown that the presence of bad data in PMU measurements can be largely reduced by including a few PMU units that are strategically placed. A method to avoid the choice of the reference bus while using PMU measurements is presented in [6] . It is shown that removing the reference bus helps to detect, identify, and remove erroneous phasor measurements. In [7] , an iterative algorithm to tune the PMU weights based on the SE results corresponding to the PMU is proposed. The beneficial impact on bad data detection due to the proposed tuning of PMU weights is presented in [8] . In traditional SE, constraints on zero injection nodes and phasor measurements are added to improve performance in [9] . The optimal estimation under the double constraints is done using the Lagrange multiplier method.
In [10] , introducing pseudopower flow measurements calculated using voltage and current-phasor measurements instead of applying the latter directly is attempted. It is demonstrated that this technique facilitates smoother convergence while avoiding numerical instability problems and results in more precise SE. The current-phasor measurements in the input set deteriorate the performance of a state estimator due to ill-conditioning of the gain matrix. To avoid this problem, three different methods of including currentphasor measurements into SE are discussed in [11] . The various types of errors present in phasor measurement signals along with methods to correct these errors are analyzed in [12] .
Another important problem which motivated this paper is the difference in reporting rates between SCADA and phasor measurements. The sampling rate of phasor measurements is much higher compared with SCADA measurements. This means that there are large numbers of phasor measurements available for every SE solution instant. This leads to the idea of using a subset of the complete set of phasor measurements available in the interval between successive SE solutions. This subset will be referred to as the buffer throughout this paper. Designing an optimal buffer length gives the appropriate set of phasor measurements for SE input.
The conventional measurements obtained from SCADA that are primarily used as input for SE include branch active and reactive power flows, power injections (active and reactive), and bus voltage magnitudes. The contemporary trend is to augment these measurements with PMU measurements of phasor voltages and create a hybrid state estimator. The focus is to obtain the SE solution with and without phasor measurements, and to identify the combination that provides the best state estimates. The key objective is to develop an algorithm to find the optimal size of the buffered phasor measurements. This algorithm would be used for every PMU and thus would result in variable buffer lengths of phasor measurements. Analysis of the benefits of using a variable buffer length over using a fixed buffer length is needed as well.
There are a limited number of studies on the impact of phasor measurements on SE using an actual system with realtime data. The real-time network information, along with the measurement data from a utility in the southwest part of the USA, is used to demonstrate the proposed approach. The network representation used in the control center is utilized and real-time SCADA and PMU measurements captured by the EMS system are used in the analysis. A set of indices are defined to evaluate the performance of SE after using phasor measurements. The same set of indices is used to show the improvement in using variable buffer lengths for PMUs. A buffer length algorithm was developed and tested on a test bed system in [13] . To support its testing, the same algorithm used in [13] will also be analyzed in the system considered in the present research and further investigation of the buffer length algorithm will be conducted. Finally, new algorithms were developed using new statistical tools to enhance the results. Reference [13] shows the results obtained after combining several algorithms, estimation techniques and tools, time skew correction, buffer length selection, outliers detection, determination of the weights for PMU and SCADA measurements, and finally the definition of metrics to evaluate real-life data.
The paper is organized as follows. Section II describes the real-time data used in this paper, customizing the data format for compatibility, and essential steps for a smooth convergence of SE. In Section III, three different methods to facilitate incorporating phasor measurements into SE are discussed. Section IV states the techniques followed to gauge the improvement in results after using hybrid SE and variable buffer lengths. The conclusion is presented in Section V.
II. CONVENTIONAL STATE ESTIMATION
MATPOWER, a software package based on MATLAB, is capable of solving power flow, optimal power flow, and SE [14] . This software is used in this paper for conducting SE for all cases analyzed in the paper. Measurements needed for SE are made available in a Microsoft Excel file as input into MATPOWER. This is preferred for flexibility in dealing with large volumes of data. The system information containing buses, branches, and generators is provided in a MATLAB ( * .m) file. The basic version of the SE program is readily available and can be modified by a user as required.
There are few modifications needed to the available code. These changes pertain to incorporating phasor measurements, including various buffer length algorithms as well as manually provided buffer length values, and enabling the use of injection measurements.
A. DATA RECEIVED FROM THE UTILITY
The work represented in this paper used actual data from a large-scale study area in a power system. This study area is a part of the Western Electricity Coordinating Council system. The real-time network equivalent includes 1310 buses, 1820 branches, and 200 generators including the external network equivalent. The input to the state estimator consists of 5000 SCADA measurements. These include 2500 branch flows, 2100 bus power injections, and about 360 voltage magnitude measurements. The utility has installed 31 PMUs. The voltage magnitude and phase angle measurements from 30 PMU locations are obtained. The input measurements and output solutions of the commercial real-time EMS SE results, along with their corresponding network information, were obtained from the utility. A total of five snap shots of these sets of data were received. Two data sets correspond to the shoulder load level and one data set each at high shoulder, peak, and low shoulder load levels is considered. Each set represents a different loading condition during the daily operating horizon. This enables the examination of the performance of the proposed approach at different load levels. Reference to the respective load levels using the set numbers mentioned in Table 1 is followed throughout this paper. An example set of load conditions is shown in Fig. 1 .
B. ESSENTIAL STEPS FOR SE
Among the real-time measurements obtained from the utility, the measurements that are appropriate for SE can be identified by their respective measurement standard deviation (MSD). Only the measurements that have the corresponding nonzero MSD value are considered as elements of the input measurement set. The injection measurements with standard deviations of zero indicate that the corresponding buses are unobservable. Observability is important to obtain a unique estimate of all the states [15] . Thus, the states corresponding to those unobservable buses are removed from the estimation process to obtain a unique SE. This helps to ensure full observability of the states of interest and facilitates a smooth convergence of the SE solution. However, these buses and the associated network elements are included in the system data to ensure the integrity of the network information. The initial value of the states is one of the key factors affecting the speed of convergence to the final solution. The general trend of commercial real-time SE algorithms is to utilize the state estimates from previous SE instants as the starting point. For all sets of data considered, the SE solution received from the utility is provided as the initial value of the states.
C. COMPARISON OF SE RESULTS
The aforementioned steps are essential to ensure that the SE results from MATPOWER are close to the SE solution obtained from the utility. The utility SE input data is fed into MATPOWER and output SE estimates are obtained.
The MATPOWER estimates are verified to be close to the SE solution from the utility. This is needed as a sanity check for conventional SE working in MATPOWER before the same SE algorithm gets modified into a hybrid SE. It was ensured that the MATPOWER SE results are comparable with the real-time SE solution from the utility for all five test sets considered.
III. HYBRID STATE ESTIMATION
Attention turns to the inclusion of phasor measurements in the SE for every data set and the assessment of whether there is improvement in the state estimates. To include phasor measurements in SE, the voltage magnitudes and relative phasor angles are added as input measurements at the appropriate buses. For the same cited test bed as indicated, the data files for 31 PMUs are available. Each file contains phasor measurements going back 1 h prior to the instant at which SE is conducted. Five data sets are considered to obtain representative results. SE is performed every 30 s and phasor measurements are obtained at 30 frames/s. The total number of phasor measurements relevant to every SE solution is 900 measurements accumulated from the previous step of SE to the instant at which the present SE is conducted. Static SE assumes a stationary power system over a short period between two successive SE runs (referred to as the waiting period). A given PMU is assumed to measure a fixed unknown value plus additive Gaussian noise. To reduce the effect of noise on the estimation, it is desirable to average the data. This is a low-pass filter for preprocessing data. The stationarity assumption over the waiting period seems to be a strong requirement when analyzing PMU data. This means that the average should be taken into consideration until stationarity is assessed to have failed due to the system dynamics. This point motivates the need for an algorithm to calculate the optimal buffer length individually at different PMUs [13] . The same number of measurements is fetched from the data files for different PMUs. The measurements are numbered in the order in which they are encountered while going back in time from the present SE instant. Consequently, the first measurement refers to the 900th measurement in the phasor measurements set relevant to the present SE.
This set of phasor measurements is processed through the buffer length algorithm. The output of this algorithm gives the number of measurements to be considered and referred to as the optimal buffer. The mean value of this buffer of measurements is then taken as the final measurement from the PMU. The standard deviation of the measurements from the same buffer is used to determine the corresponding weight for the PMU measurement. In case the standard deviation value is calculated as zero for a specific PMU bus, the average of the standard deviations from the rest of PMU buses is used as the standard deviation for the PMU bus with zero standard deviation. A standard deviation value of zero occurs if the optimal buffer length is greater than or equal to 1, and the buffer has extremely close adjacent values of measurements. This choice of standard deviation helps to avoid the selection of an arbitrary value as a weight for the PMU measurement. The above defined procedures are utilized for both voltage magnitude and relative phase angle measurements and the same steps are repeated for every PMU bus.
A. METHODS FOR DETERMINING OPTIMAL BUFFER LENGTH
Three different algorithms have been utilized to determine the optimal buffer length. The three approaches are used separately to identify the algorithm that gives the best improvement in SE with PMU measurements. This process is repeated for every set of SE data. The first algorithm, henceforth referred to as Method I, was originally developed in [13] and tested with a biased SE. This method is used in this paper to test its performance on the real-time SE data sets with actual measurements. In the subsequent section, numerical testing is shown and it has been found that Method I has shortcomings. The shortcomings are primarily that a priori thresholds for mean shift and variance shift need to be chosen. The choice may not capture the shift behavior of the actual data. To overcome this difficulty, second and third algorithms, henceforth referred to as Method II and Method III, are proposed and developed.
Method III utilizes a commonly used statistical tool known as R to determine the optimal buffer length. All three methods are based on evaluating the mean and variance shift. The system dynamics could cause the mean value to change and thus mean shift detection is mandatory to extract the stationary part of the data stream after the latest system change and before the SE is conducted. Removal of the errors due to noise is performed using the variance shift. The instant in time at which the errors due to noise or other reasons are more than the specified limit is detected through variance shift evaluation. Theoretically, detecting the mean shift is considered to be more important than the variance shift evaluation. The occurrence of a variance shift could indicate that the noise is nonstationary: using further data may provide information about the estimated value, especially if the noise variance reduces. Practically, a variance shift is very suspicious and generally occurs due to a change in the system behavior and not due to a change in the sensor noise. While processing every measurement or set of measurements, if either the mean or variance shift is found to be more than their respective thresholds, the processing stops and the buffer length value is obtained. These three methods differ widely in the technique followed for variance shift detection, as shown in Fig. 2 . The principal difference between the three methods is that Method I employs a fixed threshold for variance shift detection, while Methods II and III update the threshold values based on each additional measurement used.
1) METHOD I
This is the simplest of the three proposed methods. A threshold standard deviation for identifying variance shift and hypothesis testing for mean shift are used for determining the buffer length. The threshold standard deviation values for voltage magnitude and relative phase angle measurements are set as 1e-4 per unit and 1e-3 degrees, respectively. These threshold values are obtained heuristically by analyzing the standard deviation of a large number of PMU measurements. In this algorithm, the whole set of measurements from a PMU is divided into major subsets of 30 measurements each. These subsets are further divided into minor sets of five measurements each and their standard deviation is compared with the chosen threshold. This represents the variance test.
In addition, the subsets are compared with each other through mean shift detection based on hypothesis testing [16] . The standard ttest2 method from MATLAB is used for hypothesis testing. The arguments for ttest2 method are two sets of data, significance level, type of test (two tailed or one tailed or both), and variance type (equal or unequal) [17] . The two minor sets of five measurements are provided as two data arguments for ttest2 and default parameters are used for the rest of the arguments. This is sequentially repeated until all the subsets of five measurements within the major subset have been tested. The same procedure is repeated for all the major subsets. The above algorithm developed originally in [13] is enhanced in this paper.
Assume minor sets A, B, C, D, and E. With the new approach, the first hypothesis test h 1 between A and B stays the same; however, the second hypothesis test h 2 [(A + B), C] combines the two minor sets (A and B) and uses as a single minor set for testing mean shift with respect to third subset (C). After this step, the third hypothesis test h 3 [(A + B + C), D] would combine the first three minor sets (A, B, and C) and compare for mean shift against the fourth minor set (D). This is repeated for all the minor sets in a major subset until a mean or variance shift is detected or until all the subsets are processed.
2) METHOD II
The formulation of the second method as well as implementation is done in this paper. This method is a VOLUME 2, NO. 3, SEPTEMBER 2015 simple, computationally efficient heuristic approach. The algorithm is similar to Method I in terms of using the mean and variance shift, to detect any nonstationarity and obtain the desirable buffer length. However, this algorithm uses a series of threshold values for every arriving measurement to detect the mean or variance shift, as opposed to Method I which uses a fixed threshold value. A statistical formula is used to update the threshold value for every element in the buffer beginning from the second to the last element. The first measurement is always included in the buffer. Notice that the standard deviation cannot be estimated for the first measurement (since only one measurement available). The statistical formulas and shift detection principle used are explained below. Consider n as the size of the elements of interest. The sample standard deviation, σ , of the n elements calculated by (1) follows a χ 2 distribution with n − 1 degrees of freedom. In (1), X is a random sample and the variance of the sample standard deviation σ is given by (2) [18] 
(1)
where represents the gamma function
In (3), the standard deviation variable σ takes the value of σ o for the first calculation of σ thr . The σ o is the initial standard deviation while processing all measurements for a PMU. Initially, the standard deviation of the first two measurements under process would be used to determine the initial standard deviation and if this value is zero, measurements are added incrementally until the standard deviation is nonzero. On encountering a nonzero initial standard deviation, it is assigned to the variable σ o . For all other values of n, σ will be assigned the value of the standard deviation obtained from n − 1 measurements. Irrespective of the value of σ , (3) is used to determine σ thr . Equation (4) uses both σ and σ thr to evaluate the threshold for detecting variance shift.
Equations (1)- (4) are repeated for every size of the buffer and the upper-threshold values calculated for every n is stored in the limit_array. This processing is only needed to create threshold limits of standard deviation. The actual processing of the buffer can be started only after this step is completed
It is to be noted that theoretically the 3-sigma rejection rule, where the upper-threshold calculated in (4) is more accurate in a large set (large n) since the χ tends to the Gaussian distribution. For small values of n, a table derived from the χ 2 distribution quantile can be used in (4) . Only the upper threshold was used since the major concern here is to reject data which has jumps or shifted increased variance. After the creation of the limit_array, the actual processing of the buffer starts. Now, the mean value of the present buffer (µ buff ) is compared against the mean shift threshold created by the mean value of the buffer from the previous step (µ prev ). The µ h and µ l are upper and lower thresholds, respectively, for detecting mean shift. Calculations of these thresholds are shown in
In these equations, the rule of three times the standard deviation away from the mean is set to find upper and lower thresholds. This choice of multiplication factor as 3 comes from the fundamentals of a normal distribution. As per the 68-95-99.7 rule of normal distribution, 99.7% of the observations fall within 3 times the standard deviation from the mean [19] , [20] . Therefore, the observations outside this limit can be safely termed as outliers.
If no mean shift is detected, observations are tested for variance shift. The standard deviation is calculated as the elements are added into the buffer and compared against the upper-threshold limits from the limit_array. The size of the buffer is used to retrieve the appropriate threshold limit from the limit_array. For example, if the present buffer size is 3, standard deviation of this buffer is compared with limit_array [3] . As long as the upper-threshold limit is not violated, there is no variance shift. If either mean or variance shift is detected, the processing stops and the buffer length value is obtained.
3) METHOD III
Method III uses the statistical software R (version 3.0.1) to evaluate the buffer length using inbuilt functions [21] , [22] . These inbuilt functions are from the package named Changepoint within R [23] . These functions also use mean and variance shift detection to identify the buffer length value. The functions for detecting mean and variance shifts are sophisticated and some might be time consuming. It is assumed that the set of measurements follow normal distribution, and then a specific function among all the inbuilt functions is chosen. The function is [24] multple.meanvar.norm (data, mul.method = ''PELT , " penalty = ''SIC."pen.value = 0, Q = 450,
class = TRUE, param.estimates = TRUE).
In the above defined function, data represent the set of measurements and Q contains the maximum number of change points of mean and variance to be detected. PELT is the name of the algorithm used by this function to identify the change points [25] . Once either mean or variance shift is detected the buffer length is calculated as in Method II.
B. PREPROCESSING REQUIRED FOR PMU OBSERVATIONS
The phase angle measurements need preprocessing before running the previous algorithms. A generator bus among the PMU buses is chosen as the reference bus and its phase angle is made zero. Relative phase angles for other PMU buses are calculated by finding the difference between absolute angle measurement at other buses and reference bus. Any error in reference bus phase angle can affect the relative phase angle values of other buses. Thus, the standard deviation value of the reference bus phase angle is added to standard deviation value of phase angle measurement at other buses.
The relative phase angle measurements may contain time skew error which is an accumulated error due to the inaccuracy of the sampling clocks. It is an mandatory to remove this component which affects the accuracy of the relative phase angles. The program developed in [13] is adopted for correcting the time skew error. A Kalman filter, which is an optimal estimator with noisy measurements as input, is used in this program. It works on the basis of recursively updating the mean and covariance of the states until the mean becomes the final estimate of the state [26] .
The buffer length algorithm optimizes the performance of reliable PMUs. However, data from certain PMUs could contain errors or outliers and might impact the overall performance of the SE. Measurements from such PMUs might have to be completely removed from SE or robust methods can be applied. In this analysis, the erroneous voltage magnitude and phasor measurements are removed only through postprocessing. Voltage magnitudes from a PMU and voltage phasors from another PMU are causing estimates to deviate more from measurements across all the sets. These two measurements are removed from input measurements set and a significant improvement in the estimates was observed.
Finally, the conventional active and reactive injection measurements are removed from the buses where PMU measurements are available. The latter is replaced with voltage magnitude and relative phase angle measurements from PMUs. This is a mandatory step to realize performance improvement after including phasor measurements in SE.
IV. RESULTS

A. CONVENTIONAL VERSUS HYBRID SE
The benefits of using hybrid SE can be justified only if there is improvement in state estimates in comparison with conventional SE using only SCADA measurements. This has been established in [27] - [30] . However, these papers dealt with smaller test systems where the true states are available. Hence, it was straightforward to compare the output estimates with the true solution of the states and exhibit improvement after including PMUs. In this research, real-time SE is being examined and there is no specific (exact) true solution available. However, there is a solution available for this real-time SE from the commercial EMS SE tool used by the operating utility. The commercial EMS SE tool consists of a traditional SE algorithm using weighted least squares (WLS). Instead of using the states directly as metrics, active and reactive power injection residuals are used for this comparison. The reason for using these residuals is that in the given data all buses have active and reactive injection measurements. The SE result that gives lower residuals will be judged as being better. Reactive power injections are used to show improvement in voltage magnitude estimates, whereas active power injections are used for relative phase angle estimates. The intent is to show improvement in estimates at three levels of neighboring buses to each PMU. The cited level refers to the number of branches between the neighboring bus and the PMU bus. Neighboring buses directly connected to all PMU buses will be referred to as Level 1 buses. Buses away from PMU buses but directly connected to these Level 1 buses would be Level 2. Similarly, buses connected to these Level 2 buses are referred to as Level 3 buses. Instead of directly using the residuals for comparison, L 2 -norm of these residuals is used. The L 2 -norm corresponds best to the WLS since the goal of the latter is to minimize the sum of the squared residuals. The values for the L 2 -norm at all three levels of neighboring buses for both active and reactive power injection residuals for the given test bed are shown in Figs. 3-8. It can be observed from Figs. 3-8 that the improvement in residuals diminishes at buses further away from the PMU bus. This is expected because the further the buses are away from the PMU bus, the lower the impact of the PMU measurement. Notice that the buffer length algorithm has a direct impact on PMUs and their immediate buses. It can be further observed from Figs. 4 and 5 that all three buffer length determination methods did not improve the residuals in the hybrid SE for Level 2 and Level 3 neighboring buses for Set 5. This is due to two PMUs in Set 5 data that favorably impact the residuals at Level 1 neighboring buses, but unfavorably impact the residuals for other levels. After removing the measurements corresponding to these two PMUs, the improvement in residuals was observed in Set 5 residuals, as shown in Figs. 9 and 10 . This result provides an insight that phasor measurements might not give an expected improvement in residuals if they are erroneous. However, this is not observed in the other four sets. Hence, this case can be considered special and it is appropriate to conclude that phasor measurement units improve the majority of SE cases. For analysis purpose, current-phasor measurements are converted to real and imaginary components and included along with voltage phasors only for Set 5. This was done following [11, method 2] . No significant improvement was observed in SE performance after the inclusion on top of the improvement already provided by voltage phasor measurements. This is because voltage phasor measurements directly alter the state variables, and thus these measurements offer a significant improvement as compared with the current-phasor measurements.
B. FIXED VERSUS VARIABLE BUFFER LENGTHS
The methods for finding optimal buffer lengths are beneficial only if buffer length design exhibits improvement rather than fixing buffer length. Fixed buffer length value refers to assuming one particular buffer length for all the PMUs. The same active and reactive power injection residuals are employed to show improvement with variable over fixed size buffers. Here, the residuals are calculated only at PMU buses because the neighboring buses would get affected by other conventional measurements, and hence, the difference in residuals between fixed and variable buffer lengths might not be apparent. In the future, as the number of PMU installations increase, the performance improvement through the use of variable buffer lengths would also become increasingly apparent. For analysis purposes, a fixed buffer size of 2 for every PMU is compared with variable buffer lengths from the three proposed methods. A buffer size of 2 refers to considering only the last two phasor measurements in the buffer. The size of 2 as the fixed buffer length is chosen as opposed to size 1 because the size 1 buffer will result in a standard deviation value of zero.
A comparison between fixed and variable buffer lengths using 2-norm of active and reactive power injection residuals can be observed from Figs. 11 and 12. It can be observed from Figs. 11 and 12 that using variable buffer length is better than using fixed buffer lengths. Variable buffer length determination using Methods II and III has shown improvement in all the five data sets. However, the residuals improvement using Method I can only be seen in four sets. The Set 4 case in Fig. 11 shows that there is no improvement in residuals using Method I. This result is due to Method I being less sophisticated than the other two methods. The same two PMUs that caused an anomalous behavior in Set 5 in Figs. 4 and 5 cause reactive power injection residual values to be high. Those corresponding two PMU measurements are removed for Set 5 and the result is depicted in Fig. 12 . 
V. CONCLUSION
This paper relates to the design of data buffers for the integration of PMU measurements into power system state estimators. Various methods to determine optimal buffer lengths are employed to study the effectiveness of buffered phasor measurements. It can be observed from the results presented that the use of buffered phasor measurements provides performance enhancement in hybrid SE. This is demonstrated by the residuals as these residuals are lower for a hybrid set of measurements from SCADA and PMU than the corresponding case with only conventional measurements from SCADA. This can be observed in up to three levels of buses neighboring all PMU buses. Actual data from an operating system were used to test and exemplify performance. For the test bed used, the largest improvement in active power injection residuals (using the 2-norm) is 66.9% for Set 2 at Level 1 neighboring buses. However, the percentage of improvement for the same residuals and the same set reduces to 24.2% at Level 2 and further reduces to 2.7% at Level 3. The largest percentage improvement for reactive power injection residuals (2-norm) is for Set 1 and the value is 68.26%.
The benefits of using variable buffer lengths over fixed buffer length values are also demonstrated. Here, the residual evaluation is performed only at PMU buses. Again referring to data from the operative test bed, for the same data set (Set 2) as an example, it can be seen that the improvement in active power injection residuals (again using the 2-norm) is 75.6% for variable buffer length case with respect to the fixed buffer length case. The corresponding improvement in reactive power injection residuals at PMU buses is 53.35%.
It is also observed that the impact of PMU data on SE depends on the accuracy of the PMU measurements and does not materially change with load level. The results shown promote the use of Methods II and III described in the paper to arrive at varied lengths of phasor measurement buffers. The application of these two methods in buffer design helps in obtaining better state estimates at the PMU buses along with their neighboring buses.
