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Resumo
A persistente ameac¸a de ataques por parte de criminosos informa´ticos na Internet
faz com que as informac¸o˜es confidenciais de grandes empresas estejam em constante
risco. A perda ou exposic¸a˜o destas pode causar grandes preju´ızos a`s empresas e,
com isto em mente, as empresas empregam mecanismos t´ıpicos de seguranc¸a como
firewalls e sistemas de detec¸a˜o de intruso˜es.
Todavia, estes mecanismos sa˜o apenas eficientes contra ataques originados no
exterior da rede empresarial por ligac¸o˜es na˜o autorizadas e na˜o necessa´rias para o
funcionamento dos sistemas que suportam os servic¸os das empresas. Nas ligac¸o˜es na˜o
bloqueadas podem surgir ataques para os quais os sistemas na˜o esta˜o protegidos.
A crescente adoc¸a˜o de dispositivos mo´veis faz com que os colaboradores, que sa˜o
utilizadores autorizados, sejam vistos como poss´ıveis ameac¸as de ataques internos
na rede.
Visto isto, torna-se essencial proteger a um n´ıvel individual os ativos cr´ıticos que
conteˆm informac¸a˜o confidencial. De forma a proteger os ativos e´ necessa´rio descobrir
as vulnerabilidades que estes conteˆm para ser poss´ıvel mitiga-las futuramente.
Este projeto tem como objetivo o estudo e concretizac¸a˜o de uma soluc¸a˜o de
descoberta e ana´lise de vulnerabilidades em ativos cr´ıticos controlados na vertente
de seguranc¸a pela Direc¸a˜o de Cyber Security e Privacidade (DCY) da Portugal
Telecom (Altice Portugal). Esta soluc¸a˜o e´ responsa´vel por agendar scans, orquestrar
os dois scanners de vulnerabilidades, OpenVAS e Nexpose, e enviar os dados para
as plataformas usadas pela DCY, ArcSight e Hidra.
A soluc¸a˜o desenvolvida tem como objetivo o aux´ılio na gesta˜o de vulnerabilidades
feita pela DCY aos ativos cr´ıticos que esta tem de proteger.





The persistent threat of attacks perpetrated by cybercriminals in the Internet
puts confidential information belonging to large organizations in constant danger.
The loss or exposure of this information may cause big losses to the organizations
a↵ected. With this in mind, organizations deploy typical defence mechanisms like
firewalls and intrusion detection systems (IDS).
But these mechanisms are only e↵ective at stopping attacks that originate outside
the enterprise network by unauthorized users.
The growing adoption of mobile devices increase, the possibility of employees,
which are authorized users, being seen as likely threats to the inside network. In
light of this it becomes essential to protect individual critical assets that contain
confidential information. In order to protect the assets it is necessary to discover
their vulnerabilities so these in the future can be mitigated. This project aims to
study and implement a solution to discover and analyse vulnerabilities in critical
assets controlled in the security area by the Directorate of Cyber Security and Pri-
vacy (DCY) of Portugal Telecom (Altice Portugal). This solution is responsible
for scheduling scans, orchestrating the two vulnerability scanners, OpenVAS and
Nexpose, and send the data to the platforms used by DCY, ArcSight and Hidra.
The solution aims to aid in the process of vulnerability management by the DCY
to the critical assets that they must protect.
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Atualmente uma infraestrutura informa´tica e´ um requisito fundamental para o su-
cesso de qualquer empresa, dado que esta projeta a imagem da empresa para o
exterior e facilita a gesta˜o dos processos de nego´cio, quer externa quer internamente.
Enta˜o sera´ seguro dizer que a infraestrutura informa´tica de uma empresa esta´
intrinsecamente ligada a` sua reputac¸a˜o.
Tendo isto em conta, torna-se essencial para qualquer empresa investir na segu-
ranc¸a dos seus ativos informa´ticos.
No contexto de empresas de grande dimensa˜o, o processo de proteger devida-
mente os seus sistemas informa´ticos e´ uma tarefa dif´ıcil, pois estas conteˆm um grande
nu´mero de atores que interagem com estes sistemas, assim como uma quantidade
elevada de ativos que dependem uns dos outros para manter o bom funcionamento
do nego´cio.
Tipicamente a prioridade das empresas e´ a protec¸a˜o a ataques origina´rios do ex-
terior, levando a que empreguem mecanismos que diminuam a superf´ıcie de ataque
dos seus sistemas em relac¸a˜o ao exterior e impec¸am intruso˜es que comprometam a
seguranc¸a e sau´de destes. Um dos exemplos mais conhecidos destes mecanismos e´ a
firewall que tem como objetivo controlar o tra´fego de e para a empresa, permitindo
o que esta´ autorizado e negando o restante. Esta quando bem configurada diminui
bastante a superf´ıcie de ataque a uma rede interna. Outro mecanismo muito utili-
zado e´ o IDS/IPS (Intrusion Detection/Prevention System) que, ja´ na rede interna,
deteta e previne ataques reportando-os ao administrador da rede, permitindo que
este possa proteger melhor os sistemas.
Frequentemente as empresas depositam confianc¸a excessiva nestes mecanismos,
esquecendo-se do facto que estes esta˜o mais direcionados para proteger de ataques
de utilizadores externos e na˜o autorizados.
Ao delinear-se um plano de seguranc¸a de uma empresa e´ imprudente e inge´nuo
depositar confianc¸a total nos elementos internos, em especial empresas que possuem
um grande nu´mero de colaboradores.
1
Cap´ıtulo 1. Introduc¸a˜o 2
Com a grande proliferac¸a˜o do uso de dispositivos computacionais mo´veis (porta´teis,
smartphones, wearables, etc.) os colaboradores introduzem na rede interna das em-
presas um grande nu´mero de dispositivos que, fora do hora´rio de trabalho, se en-
contram ligados a outras redes mais inseguras onde, possivelmente, esta˜o expostos a
ataques por parte de adversa´rios que podem infetar estes dispositivos. Isto traz um
risco acrescido pois esses dispositivos podem aceder a credenciais dos colaboradores
e podem espalhar malware a outros dispositivos da rede.
Esta projeto esta´ inserido no aˆmbito da cadeira de Projeto de Engenharia In-
forma´tica do 2o ano curricular do Mestrado em Engenharia Informa´tica da Faculdade
de Cieˆncias da Universidade de Lisboa.
O projeto foi desenvolvido autonomamente na Portugal Telecom (Altice Portu-
gal), mais especificamente na Direc¸a˜o de Cyber Security e Privacidade (DCY).
Este projeto tem como missa˜o alertar para a importaˆncia da seguranc¸a numa
perspetiva individual dos ativos pertencentes a um sistema informa´tico numa em-
presa, de forma a dota´-los de uma maior resisteˆncia a ataques externos ou internos
a` empresa.
A falta de seguranc¸a de um ativo esta´ ligada a vulnerabilidades que existem
no software que corre neste, em especial no software que esta´ exposto a` rede. A
correc¸a˜o destas vulnerabilidades e´ enta˜o de extrema importaˆncia para a melhoria de
seguranc¸a de ativos na rede.
1.1 Motivac¸a˜o
Para uma empresa e´ crucial manter n´ıveis altos de seguranc¸a nos seus sistemas
informa´ticos. Uma intrusa˜o bem sucedida pode comprometer uma ou mais proprie-
dades de seguranc¸a. No caso de um atacante obter acesso privilegiado a um sistema,
facilmente viola a confidencialidade, integridade e disponibilidade dos dados
da empresa, ou, ainda sem acesso privilegiado, um ataque de negac¸a˜o de servic¸o
pode desabilitar a disponibilidade dos sistemas de uma empresa de forma a dimi-
nuir ou anular a sua capacidade de fornecer servic¸os. Todas estas situac¸o˜es podem
levar uma empresa a ter enormes preju´ızos que podem levar a` sua faleˆncia, como foi
o caso da autoridade de certificac¸a˜o DigiNotar[7][37].
Tendo isto em considerac¸a˜o a maioria das empresas implanta mecanismos tra-
dicionais de defesa, como firewalls ou IDS, que esta˜o vocacionados para proteger
a rede da empresa de ataques de utilizadores externos na˜o autorizados. Caso um
adversa´rio consiga comprometer um dispositivo de um colaborador, pode utilizar
este como porta de entrada para atacar internamente a rede da empresa. Caso os
ativos internos da empresa tenham um n´ıvel de seguranc¸a baixo um adversa´rio pode
facilmente roubar ou adulterar dados confidenciais da empresa e dos seus clientes,
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desligar sistemas e destruir dados, infetar ma´quinas com malware para possibilitar
novos ataques, etc.
A existeˆncia de bases de dados online pu´blicas com milhares de vulnerabilidades
e o lanc¸amento dia´rio de va´rias vulnerabilidades novas nestas, com detalhes te´cnicos
sobre como as explorar, apresenta-se como um elemento que auxilia na protec¸a˜o de
ativos, especialmente se existirem correc¸o˜es para as vulnerabilidades, pois permite
que uma equipa de seguranc¸a descubra e corrija estas vulnerabilidades. Mas ao
mesmo tempo torna-se uma desvantagem visto que um atacante pode usufruir dessa
informac¸a˜o para atacar ativos que ainda na˜o se encontrem protegidos.
Numa empresa de grande dimensa˜o a tarefa de proteger individualmente todos os
seus ativos e´ bastante complexa. O nu´mero elevado de ativos e a sua heterogeneidade
em termos de hardware e software, bem como a elevada quantidade de colaboradores
que interagem com estes, sa˜o dois fatores que tornam dif´ıcil o controlo necessa´rio
para proteger os sistemas de uma empresa.
Tendo em conta os fatores descritos em cima torna-se o´bvio que, para defender
um sistema complexo de grandes dimenso˜es, e´ necessa´rio um mecanismo automa´tico
que auxilie na descoberta e gesta˜o de vulnerabilidades.
1.2 Objectivos
O objetivo principal deste projeto consiste no estudo, desenho, desenvolvimento e
avaliac¸a˜o de uma soluc¸a˜o para monitorizar e medir o n´ıvel de vulnerabilidades de
um painel de ativos cr´ıticos em relac¸a˜o a um baseline predefinido por essa mesma
soluc¸a˜o. Entende-se por baseline o estado inicial em termos de vulnerabilidades de
um conjunto de ativos.
A soluc¸a˜o a desenvolver deve providenciar o seguinte conjunto de funcionalidades:
• Orquestrac¸a˜o da execuc¸a˜o, de forma perio´dica, de um conjunto predefinido de
ferramentas designadas vulnerability scanners, sendo estas responsa´veis por
pesquisar vulnerabilidades num conjunto fornecido de ativos.
• Normalizac¸a˜o das informac¸o˜es de vulnerabilidades, de forma a existir uma
representac¸a˜o u´nica que possa ser utilizada para ana´lise
• Envio destas informac¸o˜es para o SIEM ArcSight de forma a alertar as equipas
operacionais da DCY, responsa´veis pela seguranc¸a, caso exista uma situac¸a˜o
urgente relacionada com vulnerabilidades num ativo.
• Transmissa˜o destas informac¸o˜es para a plataforma Hidra (High performance
Infrastructure for Data Research and Analysis based on Elasticsearch) que e´
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uma base de dados de alto desempenho e disponibilidade focada para inves-
tigac¸a˜o na a´rea de seguranc¸a na DCY. Esta plataforma engloba va´rias tecno-
logias: RabbitMQ, Elasticsearch, Logstash, Kibana.
Previamente foram definidos os vulnerability scanners a ser utilizados, OpenVAS e
Nexpose. O Nexpose e´ uma ferramenta que precisa de uma licenc¸a com um custo
moneta´rio associado sendo que o OpenVAS e´ open-source e gratuito. Este tipo de
ferramentas cria um grande nu´mero de pedidos para testar vulnerabilidades e isso
faz com que estas sobrecarreguem a rede e os ativos. Estes fatores levam a que um
dos objetivos deste trabalho fosse a definic¸a˜o de uma estrate´gia para a execuc¸a˜o das
duas ferramentas de forma a minimizar o custo moneta´rio da licenc¸a e o impacto na
rede.
A estrate´gia passa pela realizac¸a˜o de um scan prima´rio com o OpenVAS e conso-
ante as caracter´ısticas do ativo devera´ ser feito um scan secunda´rio com o Nexpose.
Tambe´m e´ necessa´rio um estudo aprofundado das ferramentas de forma a afinar
as suas configurac¸o˜es com o objetivo de minimizar o impacto, sacrificando o mı´nimo
de precisa˜o. Outro objetivo e´ a definic¸a˜o de uma estrutura de me´tricas de vulnera-
bilidades para possibilitar a medic¸a˜o de desvios face a um baseline pre´-definido pela
soluc¸a˜o.
1.3 Tarefas realizadas
Seguidamente e´ feita uma apresentac¸a˜o das tarefas realizadas no projeto.
• Levantamento das mate´rias relevantes na a´rea de vulnerabilidades de maneira
a auxiliar o desenvolvimento do projeto e escrita desta dissertac¸a˜o, incluindo
trabalhos similares que possam guiar este projeto.
• Estudo de tecnologias e ferramentas usadas na a´rea de vulnerabilidades, espe-
cialmente aquelas que foram ser usadas neste projeto. Foi feito um estudo mais
aprofundado sobre as ferramentas cruciais a` realizac¸a˜o do projeto, o OpenVAS
e Nexpose.
• Pesquisa e levantamento do funcionamento dos sistemas utilizados pela DCY
que interagem com a soluc¸a˜o a desenvolvida, nomeadamente o sistema de
gesta˜o de eventos de seguranc¸a ArcSight e base de dados de ana´lise de segu-
ranc¸a Hidra, analisando de forma especial o esquema de armazenamento a ser
utilizado para vulnerabilidades.
• Planeamento e desenho da arquitetura da soluc¸a˜o desenvolvida e os seus mo´dulos.
– Sistema de agendamento de scanners.
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– Esquema de decisa˜o de aplicac¸a˜o de mu´ltiplos scanners.
– Mo´dulos de normalizac¸a˜o de informac¸a˜o de vulnerabilidades para cada
scanner.
– Mo´dulos de envio da informac¸a˜o para o ArcSight e Hidra..
• Concretizac¸a˜o da soluc¸a˜o tendo em conta o desenho da sua arquitetura e rea-
lizac¸a˜o de testes preliminares para permitir uma ana´lise pre´via a`s informac¸o˜es
geradas por este.
• Definic¸a˜o da estrutura de me´tricas a ser usada, de forma a permitir, no Hidra,
a medic¸a˜o de desvios face aos n´ıveis de base dos ativos.
• Teste da soluc¸a˜o num conjunto de ativos predefinidos e ana´lise dos resultados
obtidos de forma a tirar concluso˜es sobre a validade e utilidade dos dados.
• Elaborac¸a˜o do documento da dissertac¸a˜o.
1.4 Organizac¸a˜o do documento
Este documento e´ composto por 6 cap´ıtulos.
O primeiro cap´ıtulo (Cap. 1) e´ uma introduc¸a˜o ao contexto dos problemas de
seguranc¸a em que se enquadra este projeto.
No cap´ıtulo 2 e´ feita uma exposic¸a˜o de conceitos teo´ricos e pra´ticos de seguranc¸a
relacionados com o projeto. Tambe´m sa˜o apresentadas ferramentas e standards
empresariais que foram estudados para a realizac¸a˜o do projeto. No fim do cap´ıtulo
e´ feita uma exposic¸a˜o das plataformas da DCY que ira˜o ser utilizadas no contexto
do projeto.
O problema principal e os desafios do projeto sa˜o descritos de uma forma geral
no cap´ıtulo 3. Tambe´m e´ apresentada a arquitetura inicial para a soluc¸a˜o. Adicio-
nalmente sa˜o expostos alguns desafios no ambiente em que a aplicac¸a˜o vai operar.
A concretizac¸a˜o da aplicac¸a˜o, o seu funcionamento e a configurac¸a˜o de todos os
elementos que interagem com esta sa˜o explicados no cap´ıtulo 4.
No cap´ıtulo de Avaliac¸a˜o (Cap. 5) e´ apresentado um conjunto de testes que
se focam em testar as funcionalidades desenvolvidas, com o objetivo de cumprir os
requisitos propostos para a aplicac¸a˜o.
O u´ltimo cap´ıtulo (Cap. 6) descreve uma breve conclusa˜o sobre o trabalho
realizado, as mais-valias que a aplicac¸a˜o pode trazer no contexto da direc¸a˜o onde foi
desenvolvida e alguns aspetos da aplicac¸a˜o que podem ser melhorados no futuro.
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Cap´ıtulo 2
Contexto de trabalho
Neste cap´ıtulo e´ realizada uma exposic¸a˜o de conceitos teo´ricos e pra´ticos de segu-
ranc¸a que auxiliaram na compreensa˜o dos objetivos do projeto. Tambe´m e´ feita
uma exposic¸a˜o de ferramentas e plataformas que sa˜o parte integrante deste projeto.
Um ativo pode estar exposto a dois tipos de ataques, ataques ativos, onde
um adversa´rio envia diretamente um fluxo malicioso de dados de forma a explorar
uma vulnerabilidade comprometendo a seguranc¸a da ma´quina, e ataques passivos
onde o adversa´rio escuta a rede de forma a aceder ou inferir informac¸o˜es relativas
a comunicac¸o˜es realizadas [41]. Este projeto foca-se principalmente na defesa de
ataques ativos, portanto e´ pertinente perceber em detalhe como estes sa˜o realizados.















Figura 2.1: Modelo AVI
O Modelo AVI tem como propo´sito explicar as ac¸o˜es e condic¸o˜es necessa´rias para
existeˆncia de uma intrusa˜o.
Uma intrusa˜o resulta de um ataque perpetrado por um adversa´rio que explora
com sucesso uma vulnerabilidade que o sistema possu´ıa (Figura 2.1)[40]. Se o ata-
que for realizado com sucesso possibilita a violac¸a˜o das propriedades de seguranc¸a,
7
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levando a que o adversa´rio possa comprometer a confidencialidade, integridade e
disponibilidade do sistema e/ou dos seus dados. Adicionalmente um atacante ainda
pode instalar um backdoor para permitir futuras intruso˜es, mesmo que a vulnerabi-
lidade explorada no ataque inicial seja corrigida.
Facilmente se percebe que a seguranc¸a de um sistema esta´ fortemente relacionada
com a presenc¸a de vulnerabilidades neste, o que leva a concluir que para proteger
um sistema e´ necessa´rio descobrir e corrigir as suas vulnerabilidades. O foco deste
projeto encontra-se na primeira linha de defesa de um ataque, ou seja, na prevenc¸a˜o
de intruso˜es, mais especificamente na descoberta de vulnerabilidades em sistemas.
De forma a descobrir e corrigir vulnerabilidades e´ necessa´rio perceber melhor o
que estas sa˜o.
2.2 Vulnerabilidades
Uma vulnerabilidade e´ um defeito ou uma fragilidade que pode ser explorada
maliciosamente por um atacante de forma a comprometer a seguranc¸a do sistema
[40][41][39].
Uma vulnerabilidade pode ser introduzida num sistema nas seguintes fases da
sua existeˆncia[39]:
• Desenho: durante o desenho do software, por exemplo, na escolha de um
mecanismo fraco de autenticac¸a˜o.
• Concretizac¸a˜o: bugs introduzidos no co´digo do sistema, por exemplo, falha
na verificac¸a˜o correta de um bu↵er na memo´ria.
• Operac¸a˜o e Manutenc¸a˜o: causado pelo ambiente em que o software corre ou
pela sua configurac¸a˜o, por exemplo, contas por omissa˜o ativas com credenciais
conhecidas.
A severidade de uma vulnerabilidade esta´ associada a va´rios fatores que condi-
cionam o sucesso de um ataque. Sendo um dos principais a exequibilidade que esta´
associada ao n´ıvel de acesso (remoto, local), complexidade te´cnica e necessidade de
credenciais. Outro e´ o impacto que esta´ associado aos atributos de seguranc¸a que
uma vulnerabilidade pode comprometer (Confidencialidade, Integridade, Disponibi-
lidade).
De seguida sa˜o descritos alguns dos mais comuns tipos de vulnerabilidades que
afetam os sistemas atualmente[29].
Bu↵er Overflow : vulnerabilidade que permite que seja introduzido em memo´ria
um input maior do que aquele que foi reservado, possibilitando normalmente a um
atacante escrever em zonas arbitra´rias na memo´ria do sistema. O atacante pode
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utilizar esta vulnerabilidade para executar co´digo arbitra´rio em modo privilegiado
ou causar erros de forma a desativar o sistema. Para corrigir este tipo de vulnera-
bilidades e´ necessa´rio limitar o tamanho do input a ser guardado em memo´ria.
SQL Injection : permite que sejam executados comandos SQL arbitra´rios na
base de dados atrave´s de um input malicioso especialmente criado, onde sa˜o injetadas
queries SQL. Permite consultar, adicionar, alterar e remover dados de uma base de
dados. A soluc¸a˜o passa por parametrizar as queries SQL.
Command Injection : possibilita a execuc¸a˜o de comandos arbitra´rios no sis-
tema operativo do sistema alvo atrave´s de uma aplicac¸a˜o, levando a que um ad-
versa´rio possa usar esses comandos para revelar informac¸o˜es do sistema, escalar
privile´gios, desativar o sistema, etc. Para impedir um ataque devemos validar o
input da aplicac¸a˜o.
Security Misconfiguration : vulnerabilidade que assenta numa configurac¸a˜o
deficiente do sistema que permite que um adversa´rio tenha acesso na˜o autorizado ao
sistema. Um exemplo e´ a manutenc¸a˜o de contas com credenciais por omissa˜o ativas
que podem ser facilmente usadas por adversa´rios.
Cross-site scripting (XSS): tipo de vulnerabilidade em aplicac¸o˜es Web que
permite que um adversa´rio execute um script do lado do cliente, tipicamente Javas-
cript, no browser de uma v´ıtima. Esse script pode enviar dados da v´ıtima proveni-
entes de cookies ou do browser para o adversa´rio.
Cross-Site Request Forgery (CSRF): esta vulnerabilidade permite que um
atacante force um utilizador a executar ac¸o˜es numa aplicac¸a˜o Web onde este ja´ se
encontra autenticado. Por exemplo, um utilizador autentica-se na aplicac¸a˜o Web do
banco e depois clica num link de um e-mail enviado pelo atacante, nesse site vai ser
executado um script malicioso que interage com a aplicac¸a˜o Web do banco.
Como e´ expecta´vel, o tipo de vulnerabilidades mais conhecidas e encontradas
esta˜o associadas a aplicac¸o˜es Web, visto estas aplicac¸o˜es tipicamente estarem ex-
postas a` Internet e, consequentemente, serem um alvo mais fa´cil de atacar.
No entanto, face a` existeˆncia de uma equipa na DCY que gere um projeto que
trata de vulnerabilidades Web, este projeto vai focar-se em vulnerabilidades de rede
e sistemas. Uma vulnerabilidade num software que seja utilizado por um grande
nu´mero de ma´quinas e servic¸os pode ter um grande impacto nas organizac¸o˜es, como
e´ o caso do Heartbleed e o Shellshock, duas vulnerabilidades publicadas recentemente
que tiveram um grande impacto na seguranc¸a das empresas.
Heartbleed: vulnerabilidade na biblioteca de criptografia OpenSSL[14]. A falta
de validac¸a˜o de input na concretizac¸a˜o da extensa˜o heartbeat TLS faz com que exista
uma vulnerabilidade bu↵er over-read, possibilitando um atacante ler a memo´ria do
sistema. Da´ı um atacante pode ler passwords, chaves privadas, dados de sessa˜o, etc.
Shellshock: vulnerabilidade existente na bash que permite a um atacante exe-
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cutar comandos arbitra´rios, sendo apenas poss´ıvel se o atacante conseguir afetar o
valor de varia´veis ambiente do sistema com um conjunto de valores especiais seguido
dos comandos que este quer executar[34]. Servidores Web com Linux normalmente
usam a bash para processar comandos o que fez com que esta vulnerabilidade tivesse
um grande impacto.
2.3 Exploits
Para provar que uma vulnerabilidade existe e´ necessa´rio criar um programa que a
explore. A esse programa da´-se o nome de exploit [40] [41][39]. Um exploit que ainda
na˜o seja conhecido publicamente tem o nome de zero-day exploit . O significado
do nome deriva do facto de os responsa´veis por um sistema ou software terem zero
dias para mitigarem a vulnerabilidade[41][39].
Existem bases de dados pu´blicas dispon´ıveis na Internet com exploits, como por
exemplo a ExploitDB [27] e o Metasploit [20]. Isto permite que uma equipa de segu-
ranc¸a possa verificar com mais exatida˜o a possibilidade e a facilidade com que uma
vulnerabilidade pode ser explorada, permitindo que se possam definir prioridades
para a correc¸a˜o de vulnerabilidades. Ao mesmo tempo permite que um atacante
com poucos conhecimentos te´cnicos consiga facilmente realizar ataques em sistemas
que ainda na˜o estejam protegidos.
2.4 Ciclo de vida de uma vulnerabilidade
Para compreender os desafios que trazem a gesta˜o de vulnerabilidades de um sistema
e´ essencial perceber o ciclo de vida de uma vulnerabilidade e as suas fases (Figura
2.2)[39][36][16]. A seguir sa˜o descritas, de uma forma generalizada, estas fases.
Descoberta Publicação Lançamento Patch Mitigação
Figura 2.2: Fases do ciclo de vida de uma vulnerabilidade
Normalmente uma vulnerabilidade e´ descoberta por uma pessoa ou conjunto
de pessoas, acidentalmente numa interac¸a˜o com uma aplicac¸a˜o ou intencionalmente
atrave´s do estudo desta. Existem va´rios tipos de pessoas interessadas em descobrir
vulnerabilidades:
• Equipas de seguranc¸a de software de aplicac¸o˜es, que se dedicam a tornar estas
mais seguras, normalmente analisando o co´digo fonte e eliminado bugs.
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• Criminosos informa´ticos que descobrem vulnerabilidades para poderem exe-
cutar ataques diretamente, espalhar worms para infetar o nu´mero ma´ximo de
dispositivos, ou vender 0-day exploits para outros criminosos utilizarem.
• Empresas de seguranc¸a e entusiastas que descobrem vulnerabilidades pelo
prest´ıgio e/ou por uma compensac¸a˜o financeira que por vezes as empresas
oferecem.
Quando uma equipa de seguranc¸a de software descobre uma vulnerabilidade,
corrige-a e simultaneamente faz a publicac¸a˜o da vulnerabilidade e o lanc¸amento
do patch. No caso dos entusiastas e das empresas de seguranc¸as, normalmente, as
empresas que gerem as aplicac¸o˜es sa˜o avisadas sobre a vulnerabilidade com alguma
antecedeˆncia antes da publicac¸a˜o por forma a dar tempo para a criac¸a˜o de um
patch. No caso de uma vulnerabilidade ser utilizada por um criminoso informa´tico
esta so´ e´ publicada quando e´ detetada a sua explorac¸a˜o, por exemplo, quando apo´s
uma intrusa˜o uma equipa de seguranc¸a analisa os sistemas e descobre as vulnerabili-
dades exploradas. Apo´s o desenvolvimento do patch os utilizadores de um software
sa˜o notificados e devem proceder o mais ra´pido poss´ıvel a` execuc¸a˜o dos passos ne-
cessa´rios a` mitigac¸a˜o da vulnerabilidade. No caso dessa notificac¸a˜o falhar ou ser
ignorada cabe a`s equipas de seguranc¸a verificar se estes patches sa˜o aplicados e as
vulnerabilidades sa˜o efetivamente corrigidas.
2.5 Risco
No contexto de uma grande empresa existem um grande nu´mero de ativos para
proteger. Tendo em conta que as equipas de seguranc¸a sa˜o recursos finitos e´ impor-
tante perceber como usar esses recursos da forma mais eficiente de forma a proteger
os sistemas. Para isso e´ essencial definir prioridades em relac¸a˜o aos ativos a pro-
teger. Uma estrate´gia poss´ıvel e´ a protec¸a˜o dos ativos mais cr´ıticos, visto estes
serem essenciais para a realizac¸a˜o das atividades fundamentais ao funcionamento de
uma organizac¸a˜o. Para perceber o n´ıvel de seguranc¸a de um ativo e´ necessa´rio defi-
nir uma me´trica que possibilite a comparac¸a˜o entre ativos. Essa me´trica chama-se
risco[40][41]. Normalmente e´ calculada em func¸a˜o do n´ıvel de vulnerabilidade do
sistema, da ameac¸a a que este esta´ exposto e do impacto do ataque. O n´ıvel de
vulnerabilidade esta´ associado ao nu´mero e a` severidade das vulnerabilidades a que
um sistema esta´ exposto. O potencial de ataques que um sistema pode sofrer tem o
nome de ameac¸a. O impacto esta´ associado ao custo, que um ataque bem sucedido
num sistema pode ter para uma organizac¸a˜o. O impacto permite perceber quais os
ativos mais cr´ıticos numa organizac¸a˜o.
Risco = V ulnerabilidade⇥ Ameac¸a⇥ Impacto
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2.6 Common Vulnerabilities and Exposures (CVE)
CVE e´ uma lista de refereˆncias de vulnerabilidades de seguranc¸a mantida pela MI-
TRE Corporation que tem como objetivo ser uma base de dados comum a todo o
sector de seguranc¸a informa´tica[8]. Para isso providencia nomes comuns e identifica-
dores u´nicos para problemas de seguranc¸a. Isto permite que se possam comparar e
integrar diferentes ferramentas e sistemas de seguranc¸a que sejam compat´ıveis com
CVE, facilitando o trabalho de gesta˜o de vulnerabilidades na rede. A lista, CVE
List Master Copy, esta´ dispon´ıvel publicamente no site para download. A publicac¸a˜o
de um CVE segue um processo rigoroso onde e´ verificado se na˜o existem refereˆncias
de vulnerabilidades duplicadas e onde o conteu´do desta, nomeadamente a descric¸a˜o,
e´ rigorosamente definida tendo em conta as regras da lista.
Na lista CVE uma vulnerabilidade e´ normalmente identificada pelos seguintes
campos:
• CVE-ID : Este campo identifica univocamente uma vulnerabilidade na lista.
Este e´ composto pelo prefixo CVE, seguido de quatro d´ıgitos que representam
o ano de publicac¸a˜o e acaba num nu´mero de tamanho arbitra´rio que identifica
a vulnerabilidade no ano. Este nu´mero comec¸a por ter 4 d´ıgitos e aumenta
consoante a necessidade associada ao nu´mero de vulnerabilidades publicadas
nesse ano. Estes identificadores CVE sa˜o controlados pela MITRE Corpora-
tion, sendo esta a principal CVE Numbering Authority (CNA). A CNA prin-
cipal distribui identificadores por blocos a outras CNA secunda´rias de forma
a agilizar o processo da publicac¸a˜o. Estas CNA secunda´rias costumam ser as
organizac¸o˜es que produzem o software onde os bugs sa˜o encontrados, sendo
depois estas responsa´veis por atribuir identificadores a investigadores de segu-
ranc¸a que reportem vulnerabilidades no seu software.
• Description : Campo que descreve brevemente a vulnerabilidade.
• Reference : Este campo conte´m refereˆncias e informac¸o˜es adicionais sobre a
vulnerabilidade, sendo normalmente links. Podem existir va´rios campos deste
tipo repetidos para cada vulnerabilidade.
2.7 Common Vulnerability Scoring System (CVSS)
CVSS e´ um sistema padra˜o de avaliac¸a˜o de severidade de vulnerabilidades[6]. De-
fine um conjunto deme´tricas que permite a definic¸a˜o de uma pontuac¸a˜o nume´rica
de severidade de uma vulnerabilidade, e baseado nessa pontuac¸a˜o uma representac¸a˜o
qualitativa. O CVSS permite que exista um sistema de pontuac¸a˜o comum a diferen-
tes sistemas e ferramentas de vulnerabilidades. Isto permite criar uma visa˜o global
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da rede ao n´ıvel de gesta˜o de vulnerabilidades, possibilitando que se possa analisar
o estado de seguranc¸a global e individual de um conjunto de ativos, que por sua vez
auxilia a criac¸a˜o de prioridades na mitigac¸a˜o de vulnerabilidades nesses ativos.
Este sistema de pontuac¸a˜o e´ usado em muitas ferramentas de seguranc¸a o que
vai permitir que seja poss´ıvel comparar e integrar resultados de ferramentas usadas
neste trabalho e no futuro interagir com outras ferramentas que esta˜o em produc¸a˜o
na DCY.
A pontuac¸a˜o de uma vulnerabilidade e´ constru´ıda segundo um conjunto de 3

































Figura 2.3: Esquema de grupos de me´tricas CVSS
Base Metrics
Estas me´tricas representam caracter´ısticas fundamentais de uma vulnerabilidade
que na˜o mudam com o tempo.
Exploitability metrics : subgrupo de me´tricas que representam a dificuldade
te´cnica associada a` explorac¸a˜o de uma vulnerabilidade. As me´tricas que compo˜em
este subgrupo sa˜o as seguintes:
• Attack Vector : representa o n´ıvel de acesso f´ısico necessa´rio para explorar a
vulnerabilidade. Por exemplo, se um exploit necessita de acesso f´ısico ou local
ao dispositivo ou pode ser executado remotamente.
• Attack Complexity : me´trica que descreve a necessidade da existeˆncia de
condic¸o˜es fora do controlo do atacante para o sucesso de um ataque. Essas
condic¸o˜es podem ser a necessidade de informac¸a˜o pre´via sobre o sistema alvo,
presenc¸a de configurac¸o˜es espec´ıficas, etc.
• Privileges Required : associada a` necessidade da existeˆncia de credenciais
para a execuc¸a˜o do ataque.
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• User Interaction : avalia a necessidade de uma interac¸a˜o, posterior ao ata-
que, por parte de um utilizador autorizado. Um exemplo e´ a existeˆncia de um
software particular instalado pelo administrador do sistema.
Scope : me´trica que representa a habilidade de uma vulnerabilidade num soft-
ware afetar recursos para os quais o software vulnera´vel na˜o tem privile´gios de
acesso. Um exemplo simples e´ a possibilidade de uma ma´quina virtual atacada ter
acesso a recursos do sistema operativo anfitria˜o.
Impact metrics : subgrupo de me´tricas associadas ao impacto que um ataque
com sucesso tem nas propriedades de seguranc¸a de um alvo. Para cada propriedade
de seguranc¸a (Confidencialidade, Integridade, Disponibilidade) existe uma me´trica
definida.
Temporal Metrics
Me´tricas associadas a` qualidade dos procedimentos de ataque e mitigac¸a˜o de uma
vulnerabilidade num determinado momento. Representam caracter´ısticas que po-
dem facilmente mudar a` medida que o tempo passa.
A primeira me´trica (Exploit Code Maturity) esta´ associada a` maturidade do
co´digo dos exploits dispon´ıveis para explorar a vulnerabilidade.
Na segunda me´trica (Remediation Level) e´ avaliado o n´ıvel das remediac¸o˜es
existentes da vulnerabilidade, ou seja, o estado e qualidade destas. Normalmente
esta esta´ associada a` existeˆncia de um patch tempora´rio ou oficial para a vulnerabi-
lidade.
A u´ltima me´trica (Report Confidence) e´ a confianc¸a no relato da vulnerabi-
lidade que representa o grau de confianc¸a na sua existeˆncia e nos detalhes te´cnicos
apresentados sobre esta.
Environmental metrics
Estas me´tricas permitem personalizar a pontuac¸a˜o CVSS consoante as especifici-
dades do ambiente onde esta se encontra a ser calculada, afetando o conjunto de
me´tricas Base. Mais especificamente, permitem pontuar uma vulnerabilidade conta-
bilizando a importaˆncia do ativo na organizac¸a˜o e considerando mecanismos de se-
guranc¸a alternativos ou adicionais na˜o refletidos na pontuac¸a˜o. Consequentemente,
estas sa˜o definidas por responsa´veis pela gesta˜o de ativos, visto que estes teˆm a
informac¸a˜o sobre os ativos e os mecanismos de seguranc¸a aplicados a estes. Esta˜o
divididas em dois grupos, o grupo Security Requirements Metrics e as Modified Base
Metrics.
• Security requirements metrics : Conjunto de me´tricas que permitem afe-
tar as me´tricas Base relacionadas com o impacto (Confidencialidade, Integri-
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dade, Disponibilidade) tendo em considerac¸a˜o os requisitos espec´ıficos de um
ativo. Para cada me´trica de impacto e´ criada uma me´trica modificada que re-
presenta a junc¸a˜o das duas me´tricas, Base e Environmental. Por exemplo, com
esta me´trica podemos evidenciar a necessidade de Confidencialidade num ativo
onde uma vulnerabilidade apenas tem um impacto me´dio para este atributo.
• Modified Base Metrics : Permitem o ajuste das me´tricas Base em relac¸a˜o
a alterac¸o˜es feitas no ambiente que afetam a seguranc¸a do sistema, ou seja,
afetam as me´tricas de Exploitability, Impact e Scope. Representam mecanismos
de mitigac¸a˜o que na˜o sa˜o considerados na pontuac¸a˜o Base.
Pontuac¸a˜o CVSS
A pontuac¸a˜o e´ representada por um valor que se situa entre 0.0 e 10.0, sendo que
quanto maior o valor maior o risco de uma vulnerabilidade. O ca´lculo desse valor
e´ feito com base numa fo´rmula que utiliza as me´tricas Base. Se forem definidas
me´tricas (opcionais) temporais e ambientais (Temporal e Environmental) enta˜o po-
demos usar estas de forma a refinar o ca´lculo da pontuac¸a˜o. A pontuac¸a˜o tem o
nome de CVSS Score.
Aquando do ca´lculo da pontuac¸a˜o e´ fornecido um Vector String que conte´m uma
representac¸a˜o textual (siglas) das va´rias me´tricas que originaram a pontuac¸a˜o.




Low 0.1 - 3.9
Medium 4.0 - 6.9
High 7.0 - 8.9
Critical 9.0 - 10.0
Tabela 2.1: Classificac¸a˜o qualitativa CVSS
2.8 Vulnerability scanners
Vulnerability scanners sa˜o ferramentas cuja missa˜o principal e´ a descoberta de
vulnerabilidades num conjunto de ativos presentes na rede[13][22][21][16]. Ge-
ralmente possuem uma base de dados de verificadores de vulnerabilidades. Estes
verificadores definem-se por um conjunto de procedimentos envolvendo um ou mais
pedidos a um ativo, sendo a descoberta da vulnerabilidade normalmente avaliada
consoante a resposta do ativo.
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Um verificador pode ser algo simples que verifique a versa˜o de um determinado
software, ou algo mais complexo como um pedido especialmente criado para pertur-
bar o funcionamento de um ativo. Por isso e´ necessa´rio ter algum cuidado a escolher
o tipo de verificadores a serem usados, visto que uma configurac¸a˜o que fac¸a testes
que emulam ataques DDoS em ativos que se encontrem em produc¸a˜o pode perturbar
o funcionamento de um ou mais servic¸os.
As bases de dados destas ferramentas, tipicamente possuem um grande nu´mero
de verificadores o que faz com que um scan completo gere um grande nu´mero de
pedidos e, como consequeˆncia, este tem um grande peso na rede e nos ativos testados,
fazendo com que estes possam ser detetados como um ataque a` rede.
Normalmente estes scanners permitem afinar aspetos relacionados com o desem-
penho dos scans, sendo os principais, o nu´mero de ativos a testar em simultaˆneo,
nu´mero de verificadores a executar em simultaˆneo e o nu´mero de pacotes por se-
gundo enviados pela ferramenta. Estes aspetos permitem ajustar o desempenho da
ferramenta em relac¸a˜o a`s restric¸o˜es de hardware da ma´quina e da rede onde esta
realiza os scans. O ajuste desses aspetos tambe´m pode servir para evitar que a
ferramenta seja bloqueada por firewalls ou sistemas de detec¸a˜o de intruso˜es.
Um aspeto importante no planeamento do uso deste tipo de ferramentas e´ a co-
netividade entre a ferramenta e os seus alvos. Numa rede com um grande nu´mero de
ativos, sub-redes e mecanismos de seguranc¸a, e´ necessa´rio um planeamento rigoroso
de forma a manter esta. Por exemplo, no caso de firewalls, pode-se permitir o tra´fego
que tem origem na ma´quina que esta´ a correr a ferramenta ou enta˜o posicionar a
ferramenta na sub-rede interior a` firewall.
O resultado de um scan e´ um relato´rio onde normalmente sa˜o apresentadas todas
as vulnerabilidades a que os alvos sa˜o suscet´ıveis, bem como o grau de severidade
e informac¸o˜es adicionais destas. Neste relato´rio ainda podem ser especificadas ou-
tras informac¸o˜es, mediante configurac¸o˜es personalizadas, como os portos abertos,
servic¸os ativos, pastas partilhadas, gra´ficos representativos, etc. E´ ainda impor-
tante referir que este tipo de ferramentas pode gerar falsos positivos, ou seja, sa˜o
descobertas vulnerabilidades que na realidade na˜o existem. Cabe ao utilizador desta
ferramenta a tarefa de a investigar e experimentar de forma a ter a experieˆncia ne-
cessa´ria para detetar falsos positivos.
Este tipo de ferramentas normalmente possui uma consola de gesta˜o onde os
administradores e gestores de seguranc¸a da rede podem lanc¸ar scans, criar confi-
gurac¸o˜es de scan, adicionar alvos, gerar relato´rios, etc.
Este tipo de ferramentas geralmente percorre os 4 passos apresentados na Figura
2.4, de forma a realizar um scan.
Scanning : processo inicial do scan que permite saber se um conjunto de alvos e´
alcanc¸a´vel e para cada alvo saber quais os portos abertos (TCP e UDP)[39][13][22].




Enumeration Vulnerability Discovery Report
Figura 2.4: Fases da ac¸a˜o de um vulnerability scanner
Ainda e´ usada uma te´cnica complementar a esta, chamada Fingerprinting, que
permite descobrir o sistema operativo e as aplicac¸o˜es usadas pelo alvo, bem como
as suas verso˜es.
Enumeration : procedimento que permite obter informac¸o˜es relativas a recur-
sos do alvo, como por exemplo servic¸os, aplicac¸o˜es, partilhas de recursos na rede,
contas de utilizadores e respetivos privile´gios, etc[13][22][5].
Estas duas fases permitem reduzir o nu´mero de verificac¸o˜es necessa´rias a execu-
tar, pois so´ vale a pena verificar vulnerabilidades sobre os vetores de ataque encon-
trados nestas fases.
Vulnerability Discovery : fase onde sa˜o executadas as verificac¸o˜es de vulnera-
bilidades sobre os alvos a testar, ou seja, sa˜o feitos os pedidos aos alvos, analisadas as
respostas e consequentemente guardados os resultados caso seja pertinente[13][22].
Report : fase onde e´ gerado o relato´rio do scan realizado de acordo com os
resultados encontrados[13][22]. Nesta fase a ferramenta pode interagir com sistemas
de gesta˜o de vulnerabilidades, gesta˜o de incidentes e sistemas de ticketing.
De seguida sa˜o apresentados alguns dos vulnerability scanners mais conhecidos
foram utilizados no projeto a desenvolver.
2.8.1 OpenVAS
Open Vulnerability Assessment System e´ uma framework que integra va´rias ferra-
mentas e servic¸os com o objetivo de descobrir e gerir vulnerabilidades[28][13][32].
Na figura 2.5 e´ apresentada uma imagem com a arquitetura geral da ferramenta.
O mo´dulo OpenVAS Scanner e´ responsa´vel pela atividade de descoberta de
vulnerabilidades. Para isso executa um conjunto de va´rios NVT (Network Vulne-
rability Tests) que se encontram armazenados na ferramenta, tipicamente um por
vulnerabilidade. Estes sa˜o atualizados diariamente atrave´s de feeds presentes online.
OpenVAS Manager e´ o centro nevra´lgico da ferramenta, sendo neste que
podemos gerir todas as funcionalidades desta, ou seja, permite gerir todos os aspe-
tos relacionados com scans. Este transforma o OpenVAS numa ferramenta gesta˜o
de vulnerabilidades. Comunica com os scanners atrave´s do protocolo OpenVAS
Transfer Protocol (OTP) e oferece uma interface, baseada em XML, de interac¸a˜o
com clientes chamada OpenVAS Management Protocol (OMP). Esta permite
que va´rios tipos de clientes possam interagir com a ferramenta. Ambos os protocolos
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Figura 2.5: Arquitetura OpenVAS
utilizam SSL (Secure Sockets Layer) de forma a proteger as comunicac¸o˜es. Todos os
resultados de scans e configurac¸o˜es sa˜o guardadas numa base de dados SQL. Ainda
no OpenVAS Manager podemos gerir os utilizadores da ferramenta controlando o
seu n´ıvel de acesso, designando-lhes grupos e pape´is.
O OpenVAS fornece dois tipos de clientes, uma interface linha de comandos
(OpenVAS CLI ) que permite criar tarefas em batch e o Greenbone Security
Assistant que fornece uma interface Web para browsers.
De seguida descrevem-se as principais funcionalidades fornecidas pelo OpenVAS.
• Agendamento de scans perio´dicos ou espora´dicos.
• Va´rios me´todos de descoberta de alvos que podem ser afinados e configurados.
• Permite usar e criar configurac¸o˜es de scan de va´rios tipos de vulnerabilidades,
como por exemplo Web, sistemas, rede, etc. Estas configurac¸o˜es resultam na
escolha dos NVTs (Network Vulnerability Tests) usados nos scans. Per-
mite ainda a realizac¸a˜o de scans autenticados nos alvos, de forma a minimizar
falsos positivos, mediante o fornecimento pre´vio das credenciais do alvo.
• Definic¸a˜o de Overrides de forma a gerir resultados que contenham falsos po-
sitivos.
• ModoMaster-Slave que permite criar um sistema distribu´ıdo de scanners. Um
OpenVAS Manager e´ configurado como master e controla outros Managers
que sa˜o slaves, sendo o Master responsa´vel pelas atualizac¸o˜es de software e
NVTs dos Slaves. Este modo permite realizar scans em zonas na˜o acess´ıveis a`
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rede, protegidas por firewalls. Adicionalmente permite melhorar o desempenho
de um scan pois distribui a carga dos scans em va´rias ma´quinas e permite
diminuir a distaˆncia entre scanners e alvos, melhorando a ligac¸a˜o de rede
entre estes.
• Produc¸a˜o de relato´rios personalizados em va´rios formatos definidos por plu-
gins (XML, HTML, LateX, PDF, etc.). Ao armazenar relato´rios de va´rios
scans e´ poss´ıvel perceber a tendeˆncia de vulnerabilidades nos alvos. Para
ale´m disso o OpenVAS tem uma funcionalidade chamada Delta Reports que
permite comparar os resultados de dois scans.
2.8.2 Nexpose
O Nexpose e´ uma soluc¸a˜o completa de gesta˜o de vulnerabilidades da Rapid7 [30][22][32].
Esta acompanha o ciclo de vida de uma vulnerabilidade num sistema. Realiza a
descoberta, detec¸a˜o, verificac¸a˜o e mitigac¸a˜o de vulnerabilidades. Permite ainda a
classificac¸a˜o de risco, ana´lise de impacto e gerac¸a˜o de relato´rios.
Para interagir com este software e´ disponibilizada uma interface Web chamada
Security Console e ainda uma API Web baseada em pedidos HTTP, ambos
comunicam seguramente com o cliente usando SSL.
Nesta ferramenta um ativo tem a designac¸a˜o de asset. Podem-se organizar
estes assets em grupos e designar tags que os categorizem. Para realizar um scan
e´ necessa´rio criar um site que e´ um grupo de um ou mais assets, sobre o qual ou
quais um scan engine ou um conjunto de scan engines (scan engine pool) ira´ realizar
scans de vulnerabilidades tendo em conta uma configurac¸a˜o de scan designada scan
template.
Um scan engine e´ o elemento fulcral do Nexpose que realiza um ou mais scans
simultaneamente e no fim destes envia o resultado para a Security Console. Durante
a sua operac¸a˜o guarda um log que permite acompanhar as suas ac¸o˜es individuais.
Tambe´m podem ser formados conjuntos de scan engines o que permite melhorar
o desempenho dos scans, torna´-los tolerantes a` falta de uma scan engine e ainda
permite fazer scans em zonas protegidas por firewalls. Um scan e´ basicamente a
execuc¸a˜o de um conjunto de vulnerability checks que na˜o sa˜o mais que testes a
vulnerabilidades. Por sua vez um scan template e´ uma configurac¸a˜o que engloba
um conjunto destes vulnerability checks. Existem templates ja´ definidos ou podem
ser criados novos templates personalizados.
Um requisito para criar um site e´ haver um ou mais ativos. Estes podem ser
adicionados na Security Console, na forma de hostnames, IPs ou IP ranges, ou enta˜o
pode ser feita uma descoberta dinaˆmica onde e´ fornecida uma ligac¸a˜o a um gestor
de assets da rede que providencia essa informac¸a˜o (AD/LDAP, WinRM, servidores
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DHCP).
Quando um site esta´ definido podemos iniciar um scan sobre este. Inicialmente e´
feito um scan de descoberta, baseado na ferramenta Nmap[26], que permite verificar
se os ativos alvo esta˜o ativos e descobrir informac¸o˜es sobre estes. Com base nestas
informac¸o˜es sa˜o escolhidos os vulnerability checks a executar no scan de vulnerabi-
lidades. E´ poss´ıvel realizar scans autenticados nos ativos o que melhora o resultado
dos scans, sendo que e´ necessa´rio introduzir as credenciais previamente na Security
Console.
O Nexpose permite agendar scans e definir per´ıodos chamados blackouts, onde
na˜o devem ser feitos scans de forma a aliviar os ativos e a rede em per´ıodos cr´ıticos.
Para ale´m de vulnerabilidades, o Nexpose, ainda pode verificar se uma pol´ıtica de
seguranc¸a esta´ a ser aplicada corretamente, ou seja, se um conjunto de regras de se-
guranc¸a esta´ a ser cumprido. Existem algumas pol´ıticas de organizac¸o˜es ja´ definidas
e pode-se criar pol´ıticas personalizadas baseadas nas ja´ existentes.
E´ na Security Console que e´ feita a gesta˜o dos utilizadores e as suas permisso˜es.
Esta gesta˜o e´ importante para o acesso e distribuic¸a˜o de relato´rios e tambe´m para
a criac¸a˜o de Exceptions. Estas sa˜o definidas com o objetivo de ocultar resultados
falso positivos nos relato´rios.
O Nexpose tem templates de pontuac¸a˜o de risco e ainda permite personalizar
estes. E´ poss´ıvel ainda analisar tendeˆncias entre scans.
Os relato´rios gerados podem ser totalmente personalizados tendo em conta os
requisitos das organizac¸o˜es e e´ poss´ıvel exporta´-los numa grande quantidade de
formatos. E´ poss´ıvel definir, num site, um relato´rio baseline e tambe´m gerar um
relato´rio que permita perceber a evoluc¸a˜o e as tendeˆncias desse site, tendo em conta
o nu´mero de ativos e vulnerabilidades.
Existe a possibilidade de interagir com outra ferramenta da Rapid7, o Metasploit
Pro, com o objetivo de verificar as vulnerabilidades encontradas. O Nexpose permite
que seja executado um exploit, caso exista um mo´dulo desse no Metasploit.
2.9 Plataformas utilizadas
Um dos requisitos deste projeto e´ que os resultados dos vulnerability scanners fossem
integrados nas plataformas existentes na DCY, de forma a enriqueceram estas com
informac¸a˜o sobre vulnerabilidades nos ativos. Isto tem como objetivo melhorar a
visa˜o geral de seguranc¸a nos ativos de forma a avaliar melhor os n´ıveis de qualidade
de protec¸a˜o (QoP) destes.
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2.9.1 ArcSight
O ArcSight e´ uma soluc¸a˜o SIEM (Security Information and Event Management),
pertencente a` HP, que tem como objetivo a ana´lise eficiente de uma grande quanti-
dade de dados de seguranc¸a (Big Data Analytics), de forma a auxiliar a protec¸a˜o de
ativos [1]. Esta soluc¸a˜o recolhe dados provenientes de va´rios tipos de ativos (servido-
res, routers, PCs, etc.) na rede e, correlaciona e analisa estes. Os dados podem ser
logs ou eventos. Desta forma consegue detetar ameac¸as e definir prioridades sobre
estas, gerir atividades de resposta a incidentes e simplificar atividades de auditorias
e processos de conformidade. Pode ser configurado para gerar alarmes caso ocorra
um problema mais grave de seguranc¸a. A equipa da DCY utiliza este sistema para
detetar problemas imediatos nos ativos cr´ıticos da PT (Altice Portugal).
2.9.2 Hidra
O Hidra (High Performance Infrastructure for Data Research and Analysis) e´ uma
plataforma de ana´lise de dados relativos a eventos de seguranc¸a. E´ usada pela
DCY para ana´lise estat´ıstica de eventos de seguranc¸a e gerac¸a˜o de gra´ficos que
permitem criar uma visa˜o geral do estado de seguranc¸a dos ativos e a sua evoluc¸a˜o.
Com base nesta informac¸a˜o sa˜o gerados indicadores e dashboards para os va´rios
stakeholders, desde as equipas operacionais que gerem os sistemas, ate´ ao CTO e a`
pro´pria administrac¸a˜o da PT (Altice Portugal). O funcionamento do Hidra assenta
na integrac¸a˜o de 3 tecnologias base: RabbitMQ, Elasticsearch e Kibana.
RabbitMQ
O RabbitMQ e´ um software message broker que concretiza o protocolo Advan-
ced Message Queuing Protocol (AMQP) [19]. Tem como objetivo providenciar a`s
aplicac¸o˜es um mecanismo de envio de mensagens com fiabilidade, seguranc¸a, rote-
amento, orientac¸a˜o e sistema de filas. Existem clientes concretizados numa grande
quantidade de linguagens de programac¸a˜o.
O Hidra utiliza esta tecnologia para gerir a recec¸a˜o de grandes quantidades de
eventos, de diversas fontes, de forma fia´vel, eficiente e segura.
Elasticsearch
Elasticsearch e´ um motor de pesquisa de documentos de texto em notac¸a˜o JSON,
baseado no Apache Lucene [9]. E´ distribu´ıdo, pode correr em mu´ltiplas instaˆncias e
permite a pesquisa e ana´lise de dados em tempo real. O conteu´do dos documentos
JSON e´ indexado o que permite uma pesquisa eficiente de documentos de texto. Os
ı´ndices podem ser divididos em shards o que permite distribuir os ı´ndices, levando a
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elasticidade de desempenho na procura e toleraˆncia a perdas de ı´ndices. O Elastic-
search e´ usado no Hidra para pesquisar e filtrar, de forma eficiente, dados de eventos
armazenados atrave´s da indexac¸a˜o de informac¸a˜o presente nestes.
Kibana
Kibana e´ uma plataforma open-source de ana´lise e visualizac¸a˜o de dados criada
para trabalhar com Elasticsearch [17]. Permite procurar, visualizar e interagir com
dados presentes em ı´ndices Elasticsearch. Os dados podem ser visualizados em
tabelas, gra´ficos ou mapas. Fornece uma interfaceWeb que permite criar dashboards
dinaˆmicos, com os elementos de visualizac¸a˜o dispon´ıveis, que refletem em tempo real




Neste cap´ıtulo e´ feita uma descric¸a˜o do problema tratado no projeto e dos requisi-
tos para a criac¸a˜o do Vulnerability Assessment Coordinator (VAC). Seguidamente
e´ apresentada a arquitetura da soluc¸a˜o desenvolvida e uma breve ana´lise sobre por-
menores relacionados com o ambiente onde o VAC vai operar.
3.1 Descric¸a˜o do problema
A DCY e´ responsa´vel pela seguranc¸a de um grande nu´mero de ativos cr´ıticos. Uma
vertente importante na protec¸a˜o desses ativos e´ a descoberta e mitigac¸a˜o de vulnera-
bilidades que possam existir no seu software, visto estas, possibilitarem a ocorreˆncia
de ataques com sucesso comprometendo a sua seguranc¸a. Para que a DCY consiga
cumprir a sua missa˜o com sucesso, e´ essencial existir um processo de gesta˜o de vul-
nerabilidades organizado e eficiente. Este deve contemplar a criac¸a˜o de uma visa˜o
geral e atual, ao longo do tempo, do estado de seguranc¸a de todos os ativos em
termos de vulnerabilidades. Esta visa˜o tem como base a monitorizac¸a˜o e medic¸a˜o
perio´dica do n´ıvel de vulnerabilidades que deve ser realizada em tempo u´til. Deve
tambe´m ser feita uma ana´lise com o objetivo de caracterizar os ativos em termos da
sua criticidade. Com isto e´ poss´ıvel definir prioridades entre os ativos de forma a
orientar uma estrate´gia de ac¸a˜o corretiva para as vulnerabilidades que estes possam
ter. Neste momento a DCY tem uma equipa que trabalha num sistema de desco-
berta e mitigac¸a˜o de vulnerabilidades em aplicac¸o˜es Web. No entanto a avaliac¸a˜o de
vulnerabilidades ao n´ıvel de servic¸os, sistemas e elementos de rede e´ algo que e´ feito
manualmente. Tendo em conta o elevado nu´mero de ativos, que e´ preciso monitori-
zar, e´ dif´ıcil obter resultados em tempo u´til que permitam que sejam efetuadas ac¸o˜es
corretivas atempadamente. Para ale´m disso os resultados dos scans que sa˜o feitos
na˜o esta˜o a ser enviados para as plataformas usadas na DCY, o que faz com que estes
sejam desperdic¸ados na medida em que podiam ajudar a detetar ocorreˆncias il´ıcitas.
23
Cap´ıtulo 3. Vulnerability Assessment Coordinator 24
No caso do ArcSight, que e´ utilizado pelas equipas operacionais da DCY para efeitos
de alarmı´stica, os resultados de scans de vulnerabilidades podem enriquecer o conhe-
cimento sobre ativos, o que melhora o funcionamento dos alarmes gerados. No caso
do Hidra, a plataforma utilizada para investigac¸a˜o e ana´lise forense, o armazena-
mento dos resultados permite que se possa fazer va´rios tipos de ana´lise ao conjunto
de ativos a gerir, como por exemplo acompanhar a evoluc¸a˜o do n´ıvel de vulnerabi-
lidade dos ativos, gerar dashboards e relato´rios gerais ou individuais, cruzar dados
de vulnerabilidades com outras informac¸o˜es na investigac¸a˜o de casos il´ıcitos, etc. A
transformac¸a˜o e integrac¸a˜o manual de resultados nestas plataformas e´ uma tarefa
que iria consumir muito tempo e recursos humanos. Adicionalmente, num contexto
de grande escala, a gesta˜o de recursos relativamente a`s ferramentas de vulnerability
scanning em func¸a˜o da disponibilidade dos ativos e´ algo que e´ complexo e moroso de
ser feito manualmente, pelo que se torna necessa´rio fazer um planeamento rigoroso
e cuidado.
3.2 Requisitos
Os problemas apresentados na secc¸a˜o anterior levaram a que fosse proposta a criac¸a˜o
de uma aplicac¸a˜o que permitisse automatizar a parte repetitiva do processo de gesta˜o
de vulnerabilidades, ou seja, o agendamento e execuc¸a˜o de scans e a integrac¸a˜o de
resultados. Essa aplicac¸a˜o tem como base a orquestrac¸a˜o e integrac¸a˜o automa´tica
das varias ferramentas e plataformas utilizadas na DCY de forma a simplificar o
processo de gesta˜o de vulnerabilidades. A essa aplicac¸a˜o foi dado o nome de Vulne-
rability Assessment Coordinator (VAC).
Como referido anteriormente, a monitorizac¸a˜o de vulnerabilidades de um ativo
tem como base scans de vulnerabilidades perio´dicos que permitem avaliar e acom-
panhar o estado de seguranc¸a de um ativo ao longo do tempo. Esta e´ uma funcio-
nalidade que a soluc¸a˜o tem que realizar de forma automa´tica, ou seja, a aplicac¸a˜o
deve possibilitar ao utilizador fazer o agendamento de scans que sera˜o despoleta-
dos e cujos resultados sera˜o posteriormente integrados, de forma automa´tica, sem
intervenc¸a˜o do utilizador.
A soluc¸a˜o deve possibilitar o agendamento de scans perio´dicos bem como a
realizac¸a˜o de scans espontaˆneos para lidar com situac¸o˜es espec´ıficas que possam
acontecer, como por exemplo, a descoberta ra´pida de uma vulnerabilidade cr´ıtica
cuja divulgac¸a˜o tenha acabado de ocorrer.
O processo de gesta˜o de vulnerabilidades deve ter em conta a criticidade dos
ativos a gerir para desta forma saber quais os momentos em que a operac¸a˜o destes e´
mais critica. Desta forma e´ poss´ıvel planear o agendamento de scans de forma a ter
o mı´nimo de impacto poss´ıvel na operac¸a˜o dos ativos. Por esta raza˜o o agendamento
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da soluc¸a˜o deve permitir configurar limites temporais de forma a impossibilitar a
execuc¸a˜o de scans nas janelas temporais cr´ıticas de operac¸a˜o dos ativos.
Deve existir uma interface que permita aos utilizadores e administradores in-
teragir com a soluc¸a˜o. A interface com o utilizador deve fornecer um conjunto de
func¸o˜es relacionadas com o agendamento de scans que encapsulem o ma´ximo poss´ıvel
a complexidade de configurac¸a˜o e as especificidades associadas a`s ferramentas de vul-
nerability scanning. Cabe ao administrador da soluc¸a˜o configurar as ferramentas de
vulnerability scanning e as plataformas de armazenamento de resultados e, seguida-
mente, configurar a soluc¸a˜o de forma que os va´rios elementos possam interoperar
corretamente atrave´s da aplicac¸a˜o. Essa configurac¸a˜o deve ser feita atrave´s de uma
interface de gesta˜o desenvolvida para a aplicac¸a˜o.
Ao longo do tempo as necessidades da DCY podem levar a que seja necessa´rio
adicionar ou alterar tecnologias de vulnerability scanning para ale´m das utilizadas
de momento. Para que o VAC fac¸a parte integral do processo de gesta˜o de vulne-
rabilidades deve acompanhar facilmente essas mudanc¸as e, para que isso acontec¸a,
deve ser independente tanto quanto poss´ıvel, de tecnologias concretas de vulnera-
bility scanning. A alterac¸a˜o de tecnologias de vulnerability scanning deve, prefe-
rencialmente, ser feita sem afetar a disponibilidade da aplicac¸a˜o. No contexto de
grande escala em que este projeto se enquadra e´ essencial que a aplicac¸a˜o consiga
escalar com o aumento do nu´mero de ativos a gerir, bem como com o nu´mero de
vulnerability scanners dispon´ıveis. Assim, o VAC deve suportar va´rias instaˆncias
de tecnologias de vulnerability scanning e, deve tambe´m fazer uma distribuic¸a˜o de
carga de forma automa´tica entre estas instaˆncias facilitando desta forma a gesta˜o
de recursos dispon´ıveis.
Tendo em conta a importaˆncia e a longa durac¸a˜o dos scans e´ necessa´rio que
a aplicac¸a˜o consiga suportar falhas ao n´ıvel dos scanners e da pro´pria aplicac¸a˜o.
Desta forma o processo de scans na˜o e´ interrompido devido a` falha de um scanner
nem a informac¸a˜o de agendamento e´ perdida caso a aplicac¸a˜o falhe.
A realizac¸a˜o de scans com diferentes tipos de tecnologias de vulnerability scan-
ning num ativo pode ser bene´fica pois os resultados podem variar de maneira a que
uma tecnologia descubra algumas vulnerabilidades que outra na˜o descubra e vice
versa[21]. A utilizac¸a˜o de va´rias tecnologias permite que se obtenha um conjunto de
resultados maior atrave´s do cruzamento de resultados, mas deve ser feito de forma
ponderada tendo em conta a carga que os scans teˆm na rede e no ativo. Tendo
isto em considerac¸a˜o, e´ necessa´rio definir uma estrate´gia de utilizac¸a˜o eficiente (em
termos de custos moneta´rios) das duas ferramentas de vulnerability scanning dis-
pon´ıveis. Neste momento as tecnologias utilizadas na DCY sa˜o o Nexpose, que
necessita uma licenc¸a com um custo moneta´rio associado, e o OpenVAS, que e´ uma
ferramenta com uma licenc¸a publica que na˜o tem custos para o utilizador, sendo
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que o VAC deve trabalhar com estas duas tecnologias.
Desde o momento em que o utilizador agenda um scan, a soluc¸a˜o deve realizar
todos os passos necessa´rios de forma automa´tica para realizar os scans e integrar os
resultados nas plataformas necessa´rias, ou seja, a soluc¸a˜o e´ responsa´vel pela execuc¸a˜o
dos scans no tempo definido no agendamento pelo utilizador, pela comunicac¸a˜o com
as ferramentas de vulnerability scanning de forma a iniciar os scans, pela recolha dos
dados quando os scans terminam e pela integrac¸a˜o dos resultados nas plataformas
pretendidas, Hidra e ArcSight.
Para suportar poss´ıveis mudanc¸as de plataformas de armazenamento de resul-
tados e alterac¸o˜es nas tecnologias de vulnerability scanning, a funcionalidade de
integrac¸a˜o deve ser desenhada para ser modular de forma a conseguir transformar
resultados provenientes de va´rias tecnologias de vulnerability scanning e enviar para
va´rias plataformas de armazenamento de resultados. Preferencialmente estas mu-
danc¸as na˜o devem afetar a disponibilidade do VAC.
O VAC deve ainda ter uma funcionalidade que permita fazer a gesta˜o de resul-
tados incorretos (falsos positivos) de forma a que estes na˜o sejam integrados nas
plataformas de armazenamento de resultados.
E´ importante relembrar que esta˜o fora do aˆmbito deste projeto vulnerabilidades
de aplicac¸o˜es Web e scans com credenciais.
3.3 Arquitetura
Os scans de vulnerabilidades sa˜o compostos, em geral, por treˆs fases de testes que
sa˜o executadas sequencialmente. O teste de conectividade com o ativo, a descoberta
de portos e servic¸os e, finalmente, os testes de vulnerabilidades. Quando estes termi-
nam sa˜o gerados os resultados com base nas treˆs fases de testes. A configurac¸a˜o do
scan nas va´rias fases tem influeˆncia no tempo que este vai demorar a ser completado.
Tipicamente uma configurac¸a˜o engloba dezenas de milhares de testes de vulnerabili-
dades mas sa˜o executados apenas um subconjunto que e´ definido pelo resultado dos
testes de descoberta de portos e servic¸os. Dependendo do n´ıvel de seguranc¸a de um
ativo e da configurac¸a˜o do scan, a lista de resultados pode ser grande. Outro fator
que influencia o tempo dos scans sa˜o as condic¸o˜es de carga da rede e a disponibili-
dade de recursos nos ativos testados. Por isso pode-se perceber facilmente que um
scan pode ser um processo pesado e moroso que pode durar va´rias horas.
Para a realizac¸a˜o da gesta˜o de vulnerabilidades e´ essencial fazer uma avaliac¸a˜o
regular de seguranc¸a dos ativos envolvidos, o que torna essencial obter resultados
de scans em tempo u´til. O facto de este projeto se enquadrar num contexto de
grande escala leva a que a arquitetura do VAC seja desenhada de forma a fazer
uma gesta˜o eficiente dos recursos, nomeadamente dos vulnerability scanners que sa˜o
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os elementos que mais recursos consomem nesta arquitetura. Como mencionado
anteriormente, a durac¸a˜o de um scan pode variar bastante pelo que a arquitetura
deve ser desenhada de forma a isolar ao ma´ximo a durac¸a˜o do processo de scan,
ou seja, um scan mais prolongado na˜o deve interferir com a conclusa˜o e posterior
integrac¸a˜o de resultados de um scan que termine mais rapidamente.
A integrac¸a˜o de resultados de um conjunto de ativos com muitas vulnerabilidades
pode demorar algum tempo, visto que esta envolve a filtragem, transformac¸a˜o e envio
dos resultados que tipicamente sa˜o enviados pela rede. O agendamento de scans
deve ter o mı´nimo de interfereˆncia poss´ıvel de forma a garantir o desencadeamento
atempado dos scans.
Os factos apresentados anteriormente levaram a que fosse tomada a decisa˜o de se
dividir a arquitetura do VAC em treˆs componentes centrais que representam as fun-
cionalidades principais do VAC, tal como representado na Figura 3.1: Agendamento,
Gestor de Scanners e Integrac¸a˜o. Existe ainda o componente Web API que, como
o nome indica, expo˜e uma API Web que permite aos utilizadores e administradores
interagir com o VAC. A realizac¸a˜o de um scan na plataforma VAC e´ composta por









Figura 3.1: Arquitetura VAC
Seguindo o fluxo representado na figura 3.1, descreve-se de seguida, e de forma
sucinta, o propo´sito dos diversos componentes e as interac¸o˜es entre eles.
Como referido anteriormente, o componente Web API expo˜e um conjunto de
func¸o˜es que permitem interagir com o VAC. Esta API tem como alvo dois grupos
distintos: utilizadores e administradores. Os utilizadores teˆm func¸o˜es relacionadas
com a utilizac¸a˜o normal da aplicac¸a˜o, ou seja, o agendamento de scans. Os adminis-
tradores teˆm um conjunto de func¸o˜es mais complexas ligadas a` gesta˜o do VAC e, das
ferramentas e plataformas que este utiliza. Quando um utilizador quer agendar um
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scan comunica com aWeb API e esta comunica com o componente de Agendamento
onde sa˜o definidos os paraˆmetros relativos ao scan.
O componente de Agendamento e´ responsa´vel pelo desencadeamento atempado
dos scans agendados pelos utilizadores conforme os paraˆmetros de temporizac¸a˜o
definidos.
As func¸o˜es do componente Gestor de Scanners passam pela gesta˜o das instaˆncias
dos va´rios tipos de tecnologias de vulnerability scanning e pelo acompanhamento de
execuc¸a˜o de scans. Quando e´ recebida uma ordem de desencadeamento de um scan
do componente de Agendamento, este componente escolhe uma instaˆncia de vulnera-
bility scanning, comunica com essa instaˆncia para iniciar a execuc¸a˜o do scan, espera
a sua conclusa˜o e extrai os resultados que devera˜o ser colocados num reposito´rio.
Este componente deve ainda encapsular a complexidade de configurac¸a˜o e interac¸a˜o
com as ferramentas de vulnerability scanning.
O componente de Integrac¸a˜o tem como responsabilidade consumir os resultados
dos scans, que sa˜o enviados para o reposito´rio pelo Gestor de Scanners, e envia´-los
para as plataformas de destino. Para isso este componente deve ser capaz de trans-
formar resultados nos formatos associados a`s tecnologias de vulnerability scanning
nos formatos das plataformas que recebem os resultados. Ainda e´ responsa´vel pela
filtragem de resultados falso positivos.























Figura 3.2: Componente Agendamento
O componente de agendamento (Fig. 3.2) tem como objetivo principal o desen-
cadeamento atempado dos scans. Neste e´ armazenada uma colec¸a˜o de scans que sa˜o
agendados pelo utilizador. Existem dois tipos de scans : perio´dicos e espontaˆneos.
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Os scans perio´dicos sa˜o scans que devem ser executados repetidamente segundo
uma frequeˆncia, servindo para avaliar o estado de um ativo de forma regular. Os
scans espontaˆneos servem para situac¸o˜es pontuais e urgentes em que e´ necessa´rio
executar um scan o mais rapidamente poss´ıvel.
Estes scans partilham o seguinte conjunto de paraˆmetros:
• Colec¸a˜o de ativos sobre os quais o scan se vai realizar e respetivas carac-
ter´ısticas.
• Janela dia´ria de disponibilidade dos ativos.
• Configurac¸o˜es de scan.
O scan perio´dico tem os seguintes paraˆmetros de temporizac¸a˜o do scan:
• Frequeˆncia com que o scan se realiza (dia´ria, semanal, mensal).
• Data de in´ıcio do scan.
De maneira a concretizar a estrate´gia de utilizac¸a˜o de va´rias tecnologias de vul-
nerability scanning consoante o custo, neste componente um scan perio´dico por
omissa˜o utiliza a tecnologia prima´ria, que tem menos custo moneta´rio. No scan
espontaˆneo existe um paraˆmetro definido pelo utilizador onde pode ser escolhida a
tecnologia de vulnerability scanning a utilizar, visto estes serem um tipo de scan
menos utilizado.
O subcomponente Escalonador tem como tarefa percorrer as listas de scans pe-
riodicamente e desencadear os scans consoante o tipo de scan e os paraˆmetros tem-
porais que estejam definidos. Para desencadear um scan este subcomponente co-
munica com o componente Gestor de Scanners a ordem para desencadear o scan,
fornecendo-lhe e os paraˆmetros associados a este. O scan apenas e´ desencadeado
pelo componente de Agendamento se a janela dia´ria de disponibilidade dos ativos o
permitir.
3.3.2 Gestor de Scanners
O componente Gestor de Scanners (Fig. 3.3) e´ composto pelo subcomponente de
Acompanhamento que gere todos os aspetos do scan, desde a sua criac¸a˜o, acompa-
nhamento da sua execuc¸a˜o nos vulnerability scanners, finalizac¸a˜o e extrac¸a˜o de re-
sultados. O subcomponente Scanners e´ responsa´vel pela gesta˜o das va´rias instaˆncias
de vulnerability scanners e por fazer o mapeamento entre Templates do VAC e con-
figurac¸o˜es especificas de tecnologias de vulnerability scanning. Adicionalmente e´
responsa´vel pela distribuic¸a˜o de carga entre as va´rias instaˆncias e por gerir a falha
de uma instaˆncia de vulnerability scanning.




























Figura 3.3: Componente Gestor de Scanners
Este e´ o componente que concretiza a abstrac¸a˜o tecnolo´gica do VAC atrave´s
de mo´dulos que sabem comunicar com os scanners das diferentes tecnologias de
vulnerability scanning e com o mapeamento de Templates do VAC para configurac¸o˜es
especificas das tecnologias.
Quando o componente de Agendamento envia uma ordem para despoletar um
scan, comunica com o subcomponente de Acompanhamento que comec¸a por criar
uma instaˆncia de um Scan. Essa instaˆncia de Scan e´ uma representac¸a˜o de um scan
que esta´ a correr num scanner e e´ composta por:
• Um identificador relacionado com o scan que e´ executado no vulnerability
scanner.
• O estado do scanner que varia entre novo, a executar, em pausa e terminou.
• A lista de ativos.
• A janela de disponibilidade dos ativos.
• Configurac¸a˜o do scan.
Quando a instaˆncia de Scan e´ criada o seu estado e´ colocado como novo e o
identificador relacionado com o scan na˜o e´ preenchido. Os restantes paraˆmetros sa˜o
extra´ıdos na comunicac¸a˜o com o componente de Agendamento. O subcomponente
de Acompanhamento tem uma lista de instaˆncias de Scan pelas quais e´ responsa´vel.
Este percorre a lista periodicamente e realiza uma ac¸a˜o predefinida conforme o
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estado em que este se encontre. De seguida e´ feita uma descric¸a˜o das ac¸o˜es que o
subcomponente de Acompanhamento realiza consoante o estado da instaˆncia:
• Novo: Comunica com o subcomponente de Scanners que, consoante o Tem-
plate na sua configurac¸a˜o e a tecnologia de vulnerability scanning a utilizar,
consulta a configurac¸a˜o espec´ıfica associada a` tecnologia de vulnerability scan-
ning, escolhe a instaˆncia onde vai executar o scan e inicia a execuc¸a˜o do scan.
E´ neste passo que o identificador e´ preenchido com a refereˆncia para o scan
dada pelo vulnerability scanner. Depois de a operac¸a˜o concluir com sucesso, o
estado muda para a executar.
• A executar: Comunica com o subcomponente Scanners e este por sua vez
consulta o vulnerability scanner que esta´ a executar o scan para saber se este
ja´ terminou. Se a execuc¸a˜o terminou muda o estado para terminou. Se a janela
dia´ria de disponibilidade dos ativos que esta˜o a ser alvos de scan terminou e´
dada a ordem para o scan terminar e o seu estado muda para terminou. Caso
o scan esteja a executar na˜o e´ efetuada nenhuma ac¸a˜o.
• Terminou: Comunica com o subcomponente Scanners para extrair os resul-
tados do vulnerability scanner e, posteriormente, guarda-os num reposito´rio,
tipicamente na forma de um relato´rio XML num formato associado a` tecno-
logia utilizada. Adicionalmente da´ a ordem para todos os dados referentes ao
scan serem apagados no vulnerability scanner.
3.3.3 Integrac¸a˜o
O componente de Integrac¸a˜o (Fig. 3.4) e´ responsa´vel por verificar periodicamente
a existeˆncia de novos resultados no reposito´rio. Quando estes existem sa˜o enviados
para o subcomponente de Filtragem. Este componente, com base numa colec¸a˜o de
regras associadas a resultados falso positivos, elimina os resultados que correspon-
dam a essas regras. De seguida os restantes resultados sa˜o enviados para o sub-
componente de Integrac¸a˜o onde sera˜o transformados de acordo com a plataforma de
destino.
Este componente e´ modular de forma a poder suportar o envio de resultados
para va´rias plataformas. Neste momento existem os mo´dulos de ArcSight e Hidra.
No caso do ArcSight foi decidido que o formato de envio sera´ um relato´rio XML
baseado na tecnologia de vulnerability scanning Nexpose. Para o Hidra e´ feita uma
transformac¸a˜o dos resultados em eventos com um conjunto de campos comuns a`s
varias tecnologias de vulnerability scanning e os restantes campos espec´ıficos de cada
tecnologia. Adicionalmente, os resultados sa˜o enviados para o mo´dulo de Avaliac¸a˜o






















Figura 3.4: Componente Integrac¸a˜o
que, com base numa heur´ıstica baseada nas caracter´ısticas dos ativos pode execu-
tar um scan de segunda opinia˜o de forma a reforc¸ar e possivelmente melhorar a
descoberta de resultados do primeiro scan.
Cap´ıtulo 3. Vulnerability Assessment Coordinator 33
3.4 Ambiente de operac¸a˜o
Como descrito anteriormente esta soluc¸a˜o tem como objetivo integrar um conjunto
de ferramentas e plataformas. Algumas ja´ estavam em produc¸a˜o (Hidra, ArcSight,
Nexpose), outras foram colocadas (OpenVAS, VAC). Ainda sa˜o parte integrante
deste sistema os ativos que sa˜o alvos do scans.
Os va´rios elementos referidos anteriormente esta˜o obviamente dispersos pela rede
onde realizam as suas atividades. Visto que o tipo de operac¸o˜es realizadas pelo VAC
depende da conectividade entre os va´rios elementos e tem um impacto significativo
na rede, foi importante perceber como estes elementos esta˜o interligados e a sua
localizac¸a˜o na rede.
Com base no estudo feito previamente das ferramentas e plataformas foi poss´ıvel
prever o tipo de interac¸o˜es que estas iriam ter com o VAC. Com base nessa ana´lise foi
poss´ıvel identificar os principais desafios associados ao ambiente onde as ferramentas,
plataformas e ativos operam, e desta forma desenhar o VAC para melhor lidar com
estes.
OpenVAS Nexpose





Figura 3.5: Ambiente de operac¸a˜o
A figura 3.5 representa uma poss´ıvel configurac¸a˜o de rede com os va´rios ele-
mentos que fazem parte da soluc¸a˜o. Em termos de conectividades, o VAC tem
que ter conectividade com os vulnerability scanners, OpenVAS e Nexpose, com as
plataformas que recebem resultados, Hidra e ArcSight, e com os seus utilizadores.
A interac¸a˜o do VAC com os vulnerability scanners consiste em pedidos de de-
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sencadeamento de scans, consultas perio´dicas sobre o estado dos scans e extrac¸a˜o
de resultados de scans. Facilmente se percebe que vai existir um grande nu´mero
de comunicac¸o˜es entre o VAC e os vulnerability scanners pelo que o desempenho
do VAC, em especial do componente Gestor de Scanners, depende fortemente da
qualidade da ligac¸a˜o de rede entre estes. O VAC tambe´m tem que ter conectivi-
dade com as plataformas que recebem os resultados, que neste caso sa˜o o Hidra e
o ArcSight. O componente de Integrac¸a˜o filtra e transforma os resultados e depois
usa essas conectividades para enviar os resultados. No caso do Hidra os resultados
sa˜o enviados um a um (eventos) e, para o ArcSight, va˜o aglomerados, tipicamente
um relato´rio XML de um scan. O desempenho do VAC esta´ intrinsecamente ligado
ao desempenho dos scans pois estes sa˜o uma parte central da sua atividade, logo e´
importante analisar alguns fatores que influenciam o desempenho destes.
Como referido anteriormente, um scan de vulnerabilidades consiste em 3 fases:
teste de conectividade, descoberta de portos e servic¸os e testes de vulnerabilida-
des. Se existir conectividade o vulnerability scanner vai fazer um scan de portos e,
sobre os portos abertos que encontrar, vai realizar testes com o objetivo de desco-
brir servic¸os conhecidos. Com base nos portos e servic¸os que forem descobertos o
vulnerability scanner vai fazer uma selec¸a˜o dos testes de vulnerabilidades que tem
dispon´ıveis, tipicamente dezenas de milhares, e executar essa selec¸a˜o.
Para um scan ser bem executado tem que existir conectividade entre o vulnera-
bility scanner e o ativo alvo, ou seja, na rede e nos elementos que a compo˜em tem
que ser assegurada ligac¸a˜o f´ısica e rotas configuradas corretamente. Cada teste de
vulnerabilidade consiste em pelo menos um pedido feito pelo vulnerability scanner e
por uma resposta do ativo, logo um scan vai gerar milhares de pedidos e respostas.
Estes pedidos traduzem-se numa grande quantidade de tra´fego que sobrecarrega os
ativos que sa˜o testados e o troc¸o de rede entre o vulnerability scanner e os ativos.
Facilmente se percebe que o desempenho dos scans esta´ relacionado com os recursos
dos vulnerability scanners, os recursos dos ativos testados e a qualidade das ligac¸o˜es
de rede entre estes. E´ importante perceber que a qualidade da ligac¸a˜o de rede entre
os vulnerability scanners e os ativos esta´ associada a` largura de banda e lateˆncia
entre estes. Alguns dos fatores que podem afetar esses atributos sa˜o:
• Nu´mero de elementos.
• Distaˆncia.
• Tipo de ligac¸a˜o f´ısica (cobre, fibra, sem fios).
• Rotas alternativas (que podem ser usadas em caso de congestionamento).
Outro fator que influencia o desempenho e a exequibilidade dos scans sa˜o os
mecanismos de protec¸a˜o existentes na rede. Este tipo de scans e´ caracterizado por
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executar um elevado nu´mero de pedidos e interagir com um vasto nu´mero de portos.
Este tipo de comportamentos e´ normalmente detetado como um ataque e bloqueado
por mecanismos de protec¸a˜o existentes na rede. Logo e´ importante ter em conta estas
situac¸o˜es na realizac¸a˜o de scans e perceber o impacto que estes mecanismos podem
ter na realizac¸a˜o de scans. De seguida sa˜o expostas algumas situac¸o˜es que podem
ocorrer e poss´ıveis soluc¸o˜es.
Uma firewall que proteja uma sub-rede pode bloquear pedidos do vulnerability
scanner, o que podera´ gerar falsos negativos (Ativos 1 e 2 na Figura 3.5), ou seja,
os pedidos na˜o chegam a` ma´quina e uma poss´ıvel vulnerabilidade na˜o vai ser des-
coberta. Para ale´m disso, o bloqueio de pedidos vai afetar o desempenho dos scans
devido a um intervalo de tempo que os vulnerability scanners esperam antes de in-
terromperem um teste, intervalo que e´ tipicamente definido nas configurac¸o˜es do
scan. Existem duas maneiras de ultrapassar este problema. A primeira consiste em
configurar a firewall de forma a permitir a passagem de todo o tra´fego que tenha
origem no vulnerability scanner. No entanto e´ importante perceber que esta soluc¸a˜o
pode trazer um problema de seguranc¸a visto que se um atacante descobrir que o
enderec¸o IP do vulnerability scanner na˜o e´ analisado, pode forjar o enderec¸o IP dos
seus pacotes (IP spoofing) e realizar ataques sem ser detetado. Alternativamente
pode ser colocado um vulnerability scanner dentro da rede protegida pela firewall e
aberta uma ligac¸a˜o entre este e uma consola de gesta˜o central (fora da sub-rede pro-
tegida pela firewall) que sera´ responsa´vel pela gesta˜o deste. Desta forma, o scanner
tem conectividade total para os ativos melhorando assim a precisa˜o dos resultados
obtidos e o desempenho do scan.
Um sistema de detec¸a˜o e prevenc¸a˜o de intruso˜es analisa ligac¸o˜es e o conteu´do de
pacotes na rede de forma a detetar e bloquear ligac¸o˜es que se encontrem a realizar
ac¸o˜es suspeitas (Ativos 1 e 2 teˆm firewalls que podem ser configuradas pelo IDS/IPS
na Figura 3.5). Os vulnerability scanners realizam muitos pedidos com conteu´do
suspeito e sendo que a sua ac¸a˜o pode ser considerada semelhante a um ataque pode
levar a que um sistema de detec¸a˜o e prevenc¸a˜o de intruso˜es possa bloquear os pedidos
de um scan. Afinar o vulnerability scanner de forma a limitar o nu´mero de pedidos
por segundo e´ uma forma resolver este problema, no entanto esta soluc¸a˜o diminui o
desempenho dos scans. Outro modo de solucionar este problema passa por colocar
o enderec¸o IP dos vulnerability scanners numa whitelist dos IDS/IPS de forma a
permitir que os scans possam ser feitos sem restric¸o˜es. No entanto esta soluc¸a˜o
pode trazer problemas de seguranc¸a iguais aos mencionados anteriormente no caso
da firewall.
Outro mecanismo muito usado em servidores Web sa˜o as WAF (Web Application
Firewall), que analisam os pedidos recebidos e bloqueiam aqueles que possam ser
ataques (Ativo 3 na Figura 3.5). Este mecanismo apresenta um comportamento si-
Cap´ıtulo 3. Vulnerability Assessment Coordinator 36
milar a um IDS/IPS, pelo que pode prejudicar o resultado dos scans. Este problema
pode ser solucionando de forma semelhante ao caso dos IDS/IPS. Relembrando que
o foco da soluc¸a˜o e´ a descoberta de vulnerabilidades em redes e sistemas e na˜o em
aplicac¸o˜es Web, e´ importante referir que a descoberta de vulnerabilidades em ser-
vidores Web, especialmente nas suas configurac¸o˜es, e´ uma das tarefas da soluc¸a˜o.
Um teste de vulnerabilidades a servidores Web apresenta um comportamento seme-
lhante a um ataque a aplicac¸o˜es Web, e, portanto, torna-se essencial considerar o
impacto das WAF nos scans a realizar.
Idealmente todos os scans deveriam ser feitos com todas as conectividades aber-
tas e boa qualidade de ligac¸a˜o entre o vulnerability scanner e os ativos, visto que
desta forma existem condic¸o˜es para um scan encontrar o nu´mero ma´ximo de resul-
tados poss´ıvel. No entanto, nem sempre e´ poss´ıvel termos esse cena´rio, pelo que
e´ importante perceber que a presenc¸a de mecanismos de protec¸a˜o compromete a
precisa˜o dos resultados dos scans. A decisa˜o de realizar scans com a influeˆncia dos
mecanismos de protec¸a˜o deve estar associada a` confianc¸a depositada na seguranc¸a
destes. Efetivamente, se um atacante conseguir circunscrever esses mecanismos pode
explorar uma vulnerabilidade na˜o encontrada pelos vulnerability scanners.
Cap´ıtulo 4
Concretizac¸a˜o
Neste capitulo e´ explicada, com algum detalhe, a concretizac¸a˜o do VAC. Inicial-
mente sa˜o mostradas as afinac¸o˜es necessa´rias para tornar o processo de scan eficaz
em tempo u´til (4.1) e tambe´m algumas configurac¸o˜es feitas nas plataformas de ar-
mazenamento para que estas estejam preparadas para receber dados da aplicac¸a˜o
(4.2). As secc¸o˜es 4.3 e 4.4 mostram alguns dos conceitos base em que o VAC se ba-
seia. Na secc¸a˜o 4.5 sa˜o explicadas as deciso˜es tecnolo´gicas, a arquitetura de software
e outros aspetos relacionados com o desenvolvimento da aplicac¸a˜o. As secc¸o˜es 4.6 ,
4.7 e 4.8 apresentam respetivamente as funcionalidades de interface Web, toleraˆncia
a falhas e log do VAC. O funcionamento mais detalhado da aplicac¸a˜o e´ explicado na
secc¸a˜o 4.9 onde e´ seguido o fluxo de agendamento, execuc¸a˜o e integrac¸a˜o de resulta-
dos ao longo dos va´rios componentes e classes da aplicac¸a˜o. As secc¸o˜es finais (4.10
e 4.11) mostram sucintamente o trabalho realizado para transformar os resultados
no formato dos vulnerability scanners para as plataformas de armazenamento de
resultados.
4.1 Afinac¸a˜o de scanners
Para ser poss´ıvel fazer uma gesta˜o eficaz de um elevado nu´mero de ativos e´ essencial
obter resultados periodicamente em tempo u´til, e com isto obter uma avaliac¸a˜o
cont´ınua do estado dos ativos a n´ıvel de vulnerabilidades e, a partir da´ı definir e
executar um plano de ac¸o˜es corretivas atempadamente. Num ambiente de operac¸a˜o
diverso que pode apresentar algumas caracter´ısticas que dificultam a realizac¸a˜o de
scans (Secc¸a˜o 3.4) bem como uma configurac¸a˜o de scan bastante abrangente, pode
levar a que alguns scans se prolonguem por horas ou dias ate´.
Idealmente seria deseja´vel que os vulnerability scanners realizassem todos os
testes de vulnerabilidades em todos os vetores de ataque remotos de um ativo,
adaptando-se a todas as condic¸o˜es adversas poss´ıveis no ambiente de operac¸a˜o. Este
caso ideal normalmente aumenta de forma acentuada a durac¸a˜o dos scans. Uma
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aproximac¸a˜o deste caso ideal sa˜o os testes de penetrac¸a˜o onde na˜o existe nenhuma
informac¸a˜o pre´via sobre os ativos. Neste tipo de testes o objetivo e´ encontrar o
nu´mero ma´ximo de vulnerabilidades de ativos de forma a comprometer a sua se-
guranc¸a, fazendo uma avaliac¸a˜o final sobre os problemas encontrados. Tipicamente
os requisitos temporais deste tipo de testes na˜o sa˜o muito restritos. No caso deste
projeto e´ feita uma abordagem diferente, pois existem requisitos temporais mais
restritos devido a` necessidade de se obter resultados em tempo u´til num ambiente
de operac¸o˜es onde os recursos sa˜o partilhados por va´rios ativos. Nesse ambiente de
operac¸o˜es existem alguns recursos que podem ser controlados e existe algum conhe-
cimento pre´vio sobre o tipo de servic¸os e sistemas operativos utilizados pelos ativos
a testar. Logo, e´ poss´ıvel reduzir alguns vetores de ataque a explorar e testes a re-
alizar pelos vulnerability scanners de forma a reduzir o esforc¸o realizado nos scans.
Tambe´m e´ poss´ıvel afinar os paraˆmetros de temporizac¸a˜o dos scans com mais certeza
de forma a limitar a durac¸a˜o ma´xima dos scans. Quanto menores forem os valores de
timeout dos testes menor o tempo total de scan. Em contrapartida existe uma maior
probabilidade de alguns testes na˜o serem realizados corretamente, especialmente nos
casos em que o ambiente de operac¸a˜o apresenta condic¸o˜es adversas (congesta˜o na
rede, firewalls, IDS, etc.), levando a uma perda de precisa˜o nos resultados. Logo, e´
importante ter cuidado com o processo de afinac¸a˜o das configurac¸o˜es de scan dos





Estes fatores sa˜o interdependentes sendo que uma afinac¸a˜o que afete um ou
dois fatores vai ter um impacto proporcional no(s) restante(s). E´ invia´vel uma
afinac¸a˜o que beneficie todos os fatores. De uma forma gene´rica esta relac¸a˜o pode
ser visualizada atrave´s da seguinte fo´rmula:
Precisa˜o = Durac¸a˜o ⇥Recursos
Segundo esta fo´rmula se, por exemplo, existirem constrangimentos temporais
que obriguem a que a durac¸a˜o ma´xima de um scan tenha que ser diminu´ıda, deve-se
aumentar os recursos ou a precisa˜o ira´ ser afetada. De igual modo, se os recursos
diminu´ırem a durac¸a˜o tem que aumentar para na˜o afetar a precisa˜o. Se num scan
a precisa˜o necessa´ria for menor podemos diminuir a durac¸a˜o, os recursos utilizados
ou ambos. Importante referir que o fator recursos se refere na˜o so´ aos recursos da
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ma´quina que realiza o scan mas tambe´m aos recursos do ativo que esta´ a ser alvo do
scan, bem como os recursos de rede existentes entre estes. Logo, as caracter´ısticas
do ambiente de operac¸a˜o sa˜o um fator muito importante no processo de afinac¸a˜o de
configurac¸o˜es.
Tipicamente os vulnerability scanners adaptam-se a`s caracter´ısticas do ambiente
de operac¸a˜o alterando a sua parametrizac¸a˜o no decorrer de um scan. Numa pri-
meira fase tentam utilizar o ma´ximo de recursos poss´ıvel (dentro dos paraˆmetros
inicialmente definidos) de forma a terminar o scan da forma mais ra´pida poss´ıvel.
Quando os recursos se esgotam, pela sua exausta˜o ou pela ac¸a˜o de mecanismos de
protec¸a˜o, os vulnerability scanners adaptam-se aumentando a durac¸a˜o do scan.
Os vulnerability scanners que va˜o ser utilizados pelo VAC encontram-se num
ambiente de operac¸a˜o onde existem sistemas de produc¸a˜o pelo que as configurac¸o˜es
utilizadas relativas a recursos va˜o ser as predefinidas para evitar que os scans causem
perturbac¸o˜es nesses sistemas. Logo as afinac¸o˜es va˜o incidir sobre os fatores de
precisa˜o e durac¸a˜o.
Para fazer essa escolha foi preciso testar e perceber como funcionam os vulnera-
bility scanners utilizados neste projeto. Relembrando tambe´m que o foco do projeto
sa˜o vulnerabilidades ao n´ıvel de servic¸os, sistemas e elementos de rede, e´ abordada
ainda a afinac¸a˜o das configurac¸o˜es de scans tendo em conta esta vertente. E´ impor-
tante tambe´m mencionar que scans com credenciais acrescentam grande precisa˜o
pois permitem que o vulnerability scanner aceda a` ma´quina como utilizador e fac¸a
testes internos ao sistema operativo e ao software instalado. Estes aumentam consi-
deravelmente a durac¸a˜o dos scans mas como na˜o se encontram no aˆmbito do projeto
na˜o sa˜o considerados nas afinac¸o˜es.
4.1.1 OpenVAS
O OpenVAS e´ uma aplicac¸a˜o de vulnerability scanning que para realizar um scan
coordena a execuc¸a˜o de um conjunto plugins (NVTs - Network Vulnerability Tests),
segundo uma determinada ordem, contra um conjunto de ativos alvo. Um plugin
e´ um script que geralmente executa um conjunto de instruc¸o˜es ou um programa
externo de forma a testar um alvo. No OpenVAS os plugins esta˜o organizados em
grupos chamados famı´lias de NVTs.
Esses grupos esta˜o organizados pelo tipo de testes, sistemas, protocolos e aplicac¸o˜es
que os plugins testam. Por exemplo existe uma famı´lia chamada Port scanners que
tem um conjunto de plugins associados ao teste de conectividade e descoberta de
portos no alvo, como tambe´m algumas famı´lias de plugins de descoberta de servic¸os.
Existe ainda uma famı´lia para Firewalls, produtos Cisco, sistemas operativos Win-
dows e va´rias distribuic¸o˜es de Linux, servidores FTP, protocolo SNMP, bases de
dados, servidores web, abusos de aplicac¸o˜es web, etc. Uma configurac¸a˜o de scan
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e´ uma escolha de quais os plugins a executar bem como algumas prefereˆncias que
possam ser configuradas nesses plugins.
Quando um scan e´ executado, o OpenVAS executa os plugins da configurac¸a˜o
por uma determinada ordem que segue os passos de execuc¸a˜o de um vulnerability
scanner (Fig. 2.4). Primeiro comec¸a por executar plugins de teste de conetividade
e, se o ativo estiver acess´ıvel, executa depois testes de descoberta de portos depo-
sitando os resultados deste teste numa Knowledge Base (KB), onde sa˜o guardados
todos os resultados do scan enquanto este esta´ em execuc¸a˜o. De seguida executa
os plugins de descoberta de servic¸os com base na informac¸a˜o encontrada sobre os
portos abertos na ma´quina e guarda os resultados na KB. No pro´ximo passo executa
os restantes plugins para descobrir vulnerabilidades. Em grande parte dos casos os
plugins de vulnerabilidades so´ executam caso o servic¸o e/ou porto existam na KB,
caso contrario na˜o sa˜o executados. No fim da execuc¸a˜o dos plugins e´ criado um
relato´rio do scan com base no resultado dos testes.
Nos testes iniciais feitos com o OpenVAS em ma´quinas localizadas na Internet foi
observado que scans em alguns hosts ficavam bloqueados uma quantidade excessiva
de tempo em 1% de progresso. Apo´s ser feita uma ana´lise dos processos do OpenVAS
em execuc¸a˜o, concluiu-se que o scanner se encontrava a executar a ferramenta nmap,
que utiliza para fazer a descoberta de portos nos ativos. Este corre o nmap atrave´s
de um plugin existente na famı´lia Port scanners.
O nmap e´ uma ferramenta utilizada para a descoberta de conetividade, portos
abertos, sistemas operativos e servic¸os utilizados por ma´quinas numa rede[26]. O
seu funcionamento na tarefa de descoberta de portos define-se sucintamente pelo
envio de sondas para ativos que respondem, ou na˜o, a estas sondas. O tipo de
respostas ou falta delas determina o estado dos portos de um ativo em relac¸a˜o a`
ma´quina que envia a sonda. A velocidade de envio destas sondas e´ amplamente
configura´vel, de forma a ser poss´ıvel realizar testes muito ra´pidos e obter resultados
rapidamente com menor precisa˜o, ou realizar testes muito lentos que consigam ter
sucesso na presenc¸a de firewalls ou IDSs.
De forma a perceber o atraso significativo neste scan foi feita uma captura dos
pacotes enviados do nmap para os ativos e observou-se uma variac¸a˜o insta´vel do in-
tervalo de tempo entre o envio de sondas para o ativo, em alguns casos 500 ms. Tendo
em conta a elevada durac¸a˜o dos scans, devido a` situac¸a˜o exposta anteriormente, foi
realizado um estudo da ferramenta nmap, com foco especial nos paraˆmetros relativos
ao desempenho e temporizac¸a˜o [25]. Apo´s esse estudo foi encontrados um conjunto
de fatores e paraˆmetros que afetam o desempenho e a durac¸a˜o ma´xima do processo
de descoberta de portos do nmap, sendo estes apresentados de seguida.
• Me´todo de teste TCP : representa o tipo de teste realizado a um porto
TCP. Existem va´rios me´todos de teste TCP mas para este trabalho apenas
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sa˜o relevantes o TCP SYN scan e o TCP connect scan.
O TCP SYN scan (Fig. 4.1) realiza apenas 2 dos 3 passos do processo de
estabelecimento de uma ligac¸a˜o TCP (Three-Way Handshake). Um pacote
TCP, onde e´ definido o porto a testar, e´ enviado para o ativo com a flag SYN
ativa, se este responder com um pacote com as flags SYN e ACK ativas significa
que o porto esta´ aberto. De seguida o nmap envia um pacote com a flag RST
ativa para terminar a ligac¸a˜o. Ao na˜o completar o three way handshake (Fig.
4.1 - Porto aberto) este me´todo tem a vantagem de, em alguns sistemas, a
sua atividade na˜o ser registada. Caso o ativo responda ao primeiro pacote
com outro pacote com a flag RST ativa, significa que o porto esta´ fechado
(Fig. 4.1 - Porto fechado). Este tipo de scan trabalha num n´ıvel mais baixo
necessitando de acesso privilegiado, na ma´quina onde o nmap esta´, para poder
manipular os pacotes diretamente o que permite que os testes sejam feitos de
forma mais eficiente.
O TCP connect scan realiza o Three-Way Handshake completo (Fig. 4.1 TCP
Connect Scan), ou seja mais um passo que o TCP SYN scan. Este me´todo
e´ usado normalmente quando na˜o existe acesso privilegiado a` ma´quina onde
o nmap e´ executado e usa a chamadas ao sistema operativo para realizar os
testes (n´ıvel mais alto que o TCP SYN scan).
Logo o me´todo TCP SYN scan e´ mais eficiente visto ser executado num n´ıvel


















Porto aberto Porto fechado
TCP SYN scan
Three-Way Handshake
Figura 4.1: Tipos de scans TCP
• Nu´mero de portos - O nu´mero de portos a testar e´ o fator mais importante
relativamente a` durac¸a˜o do scan. Quanto maior o nu´mero de portos maior vai
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ser o nu´mero de testes a realizar e consequentemente maior o tempo total da
descoberta de portos.
• Max Scan Delay - este paraˆmetro define o tempo de espera ma´ximo entre
o envio de sondas, ou seja tentativas de ligac¸a˜o.
• Max RTT Timeout - paraˆmetro associado ao round trip time de um pacote
que define o tempo de espera ma´ximo ate´ se considerar que uma tentativa de
ligac¸a˜o falhou.
• Max Retries - numero de tentativas de ligac¸a˜o ate´ se considerar que um
porto na˜o esta´ aberta.
• Max Rate - paraˆmetro que controla o nu´mero ma´ximo de pacotes enviados
por unidade de tempo.
• Min Parallelization - numero de sondas ativas simultaneamente.
A maioria dos paraˆmetros relativos a tempo e desempenho podem ser definidos
com um valor inicial e valores limite (ma´ximo e mı´nimo). Quando o scan inicia
o nmap utiliza os paraˆmetros iniciais definidos. Caso sejam detetadas perdas nas
sondas enviadas devido a condic¸o˜es de rede ou mecanismos de protec¸a˜o, o nmap
ajusta estes paraˆmetros considerando os valores limites definidos.
Com o objetivo de facilitar a configurac¸a˜o dos paraˆmetros acima referidos o
nmap oferece templates de temporizac¸a˜o baseados em n´ıveis de agressividade dos
scans. Existem seis n´ıveis de agressividade (0-5) que se podem usar consoante o
ambiente de operac¸a˜o da aplicac¸a˜o. A tabela 4.1 mostra os valores dos paraˆmetros
de temporizac¸a˜o dos va´rios templates de temporizac¸a˜o [24].
Considerando o problema referido anteriormente foi necessa´rio perceber que tipo
de configurac¸a˜o e´ utilizada no OpenVAS. A configurac¸a˜o utilizada de momento era
a Full and very deep. Esta configurac¸a˜o e´ a mais abrangente poss´ıvel fazendo todos
os testes de vulnerabilidades exceto os que possam causar DoS (Denial of Service)
nos ativos a serem testados. A lista de portos utilizada era All TCP and Nmap 5.51
top 100 UDP. No plugin nmap o me´todo de teste TCP definido e´ TCP connect scan
e e´ utilizado o template de temporizac¸a˜o Normal.
Para ter uma ideia do pior caso poss´ıvel para o scan de descoberta de portos
definimos as seguintes fo´rmulas (ignorando o paraˆmetro Parallelization):
min (probes per second) = min (Max Scan delay,Min Rate)
max (duration) =
Max RTT Timeout⇥ Nu´mero de portos⇥ (Max Retries+ 1)
min (probes per second)








0 Paranoid 50 ms 100 ms 10 s Serial
1 Sneaky 50 ms 100 ms 10 s Serial
2 Polite 50 ms 100 ms 10 s Serial
3 Normal 50 ms 100 ms 10 s Parallel
4 Agressive 50 ms 100 ms 1250 ms Parallel
5 Insane 50 ms 50 ms 300 ms Parallel
Nı´vel Scan Delay Max Scan
Delay
Max Retries
0 Paranoid 5 m 1 s 10
1 Sneaky 15 s 1 s 10
2 Polite 400 ms 1 s 10
3 Normal 0 s 1 s 10
4 Agressive 0 s 10 ms 6
5 Insane 0 s 5 ms 2
Tabela 4.1: Tabela de valores de temporizac¸a˜o dos templates nmap
Por exemplo se ignorarmos o me´todo de teste TCP e considerarmos os paraˆmetros
utilizados na configurac¸a˜o OpenVAS referida anteriormente temos:
• Max Retries : 10.
• Max Scan Delay : 1 s (1 probe per second).
• Max RTT Timeout : 1250 ms.
10 s⇥ 65535⇥ (10 + 1)÷ 1 = 7208850 s ⇡ 83,4 dias
E´ importante ter em considerac¸a˜o o pior caso pois, se este acontecer, os vulnera-
bility scanners que o VAC utiliza va˜o estar preparados para devolver resultados em
tempo u´til, nomeadamente o OpenVAS que vai ser sempre utilizado como vulnerabi-
lity scanner prima´rio. Uma aproximac¸a˜o do pior caso pode ocorrer por exemplo se
um ativo estiver protegido por uma firewall que faz cair todos os pacotes enviados
exceto os que se destinem a portos abertos para este.
Para preparar o OpenVAS para estes casos foi necessa´rio afinar os paraˆmetros
da descoberta de portos de forma a limitar o tempo ma´ximo de um scan.
Essa afinac¸a˜o comec¸ou pela reduc¸a˜o dos valores ma´ximos de temporizac¸a˜o atrave´s
da mudanc¸a do template de temporizac¸a˜o de Normal para Aggressive. Com esta
mudanc¸a sa˜o alterados 3 paraˆmetros importantes que definem o tempo ma´ximo do
processo:
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• Max Retries : 6.
• Max Scan Delay : 10 ms (100 sondas por segundo).
• Max RTT Timeout : 1250 ms.
Recalculando o pior caso com estes paraˆmetros temos:
1,25 s⇥ 65535⇥ (6 + 1)÷ 100 = 5734,3 s ⇡ 1,59 horas
Como referido anteriormente a afinac¸a˜o dos paraˆmetros de temporizac¸a˜o pode
implicar uma perda de precisa˜o. Por exemplo se entre o OpenVAS e o ativo existir
uma firewall que implemente uma pol´ıtica de limitac¸a˜o da taxa de pedidos (rate
limiting) e se as afinac¸o˜es forc¸arem uma taxa de sondas enviadas (probe rate) que
ultrapasse esse limite, a firewall vai comec¸ar a bloquear pedidos o que pode fazer
com que na˜o sejam descobertos portos abertos.
O ajuste explicado anteriormente reduz drasticamente o tempo ma´ximo da des-
coberta de portos mas, considerando que este e´ apenas um dos testes iniciais de um
scan de vulnerabilidades, e´ necessa´rio reduzir ainda mais este valor. Para esse efeito
foi decidido reduzir o nu´mero de portos a testar, sendo a selec¸a˜o feita com base na
popularidade e importaˆncia ao n´ıvel de seguranc¸a. Foram consideradas duas opc¸o˜es
para esta escolha:
• Nmap 5.51 top 2000 TCP and top 100 UDP - Top 2000 de portos
TCP e top 100 UDP na versa˜o 5.51 do Nmap. Este top e´ definido no ficheiro
nmap-services que e´ composto por uma lista com o nome do servic¸o, o pro-
tocolo de transporte, nu´mero do porto e um valor nume´rico que representa
a regularidade com que o porto e´ encontrada aberto na Internet. Esta lista
e´ compilada atrave´s de um conjunto de portos bem conhecido e uma inves-
tigac¸a˜o baseada em scans feitos na Internet, realizada pelo autor da ferramenta
do Nmap[38][3][23].
• Lista por omissa˜o utilizada no Nexpose - Conjunto de 1331 portos TCP
e 109 portos UDP utilizados por omissa˜o pelo vulnerability scanner Nexpose.
A escolha de portos e´ uma selec¸a˜o com base na experieˆncia da equipa que cria
o Nexpose bem como o registo de portos IANA e portos utilizados por trojans
conhecidos[33][15].
A primeira listagem representa um cruzamento entre portos conhecidos e a re-
gularidade destes encontrados abertos na Internet. A segunda listagem e´ um con-
junto de portos espec´ıficos utilizado por um vulnerability scanner e representa a
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experieˆncia da equipa que desenvolve o Nexpose e algumas listas de conhecimento
geral.
Sabendo que os scans a realizar sera˜o feitos internamente e externamente foi de-
cidido utilizar a lista por omissa˜o utilizada pelo Nexpose visto esta ser uma escolha
baseada em conhecimento sobre servic¸os e malware em geral, em vez da lista prete-
rida, que apenas se baseia em exposic¸a˜o na Internet que muitas vezes na˜o reflete a
exposic¸a˜o interna em relac¸a˜o a um poss´ıvel atacante presente na rede da empresa.
Esta listagem vai ser utilizada em scans realizados por ambas as tecnologias de
vulnerability scanning de forma a existir uma lista padra˜o a ser utilizada pelo VAC.
A reduc¸a˜o do nu´mero de portos diminui ainda mais a precisa˜o da descoberta
de portos visto que podem estar a correr aplicac¸o˜es vulnera´veis ou maliciosas nos
portos na˜o inclu´ıdos por esta listagem. Para otimizar ainda mais a descoberta de
portos foi escolhido o me´todo de teste TCP SYN que apresenta os benef´ıcios referidos
anteriormente.
Visto que o contexto deste projeto se foca nas vulnerabilidades ao n´ıvel de
servic¸os, sistemas e elementos de rede foi necessa´rio analisar as configurac¸o˜es de
scan do OpenVAS para perceber como testar apenas esse tipos de vulnerabilida-
des. Na organizac¸a˜o das va´rias famı´lias de NVTs existe uma famı´lia em particular,
Web application abuses, que lida com vulnerabilidades em aplicac¸o˜es Web que, na˜o
estando no contexto deste projeto, foi desativada.
4.1.2 Nexpose
O processo de vulnerability scanning no Nexpose e´ composto por treˆs fases que
ocorrem de forma ordenada:
• Asset discovery - Fase inicial onde e´ avaliado se um ativo esta´ acess´ıvel na
rede. Podem ser utilizados va´rios me´todos como pedidos echo ICMP, ARP
pings (para redes locais), pacotes TCP e UDP.
• Service discovery - Esta fase e´ iniciada apenas se o ativo estiver acess´ıvel.
Consiste num processo de descoberta de portos TCP e UDP em que e´ utilizada
a ferramenta Nmap para esse efeito. Por omissa˜o, a configurac¸a˜o utilizada con-
siste num conjunto de 1331 portos TCP e 109 portos UDP, sendo que a escolha
desses portos ja´ foi explicada anteriormente. Em termos de temporizac¸a˜o o
Nmap tem os seguintes paraˆmetros mais relevantes:
– Max. retries : 3.
– Max. RTT Timeout : 3000ms.
– Max. Rate: 15000.
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De notar que nos paraˆmetros de temporizac¸a˜o a configurac¸a˜o por omissa˜o do
Nexpose e´ muito mais restrita que a configurac¸a˜o por omissa˜o do OpenVAS.
O me´todo de teste TCP SYN e´ utilizado de forma a melhorar a eficieˆncia do
processo.
• Vulnerability checking - Esta fase caracteriza-se pela execuc¸a˜o dos testes
de vulnerabilidades nos portos encontrados abertos na fase anterior. Os testes
a executar sa˜o definidos pelo scan template escolhido.
O scan template utilizado no Nexpose foi o Full audit without Web Spider que
nas duas primeiras fases utiliza as configurac¸o˜es por predefinic¸a˜o e na fase de Vulne-
rability checking executa todos os testes de vulnerabilidade poss´ıveis exceto aqueles
que se destinam a aplicac¸o˜es Web. Esta escolha permite a obter resultados em
tempo u´til pois as configurac¸o˜es esta˜o afinadas por omissa˜o, e na˜o executa testes a
vulnerabilidades Web visto estas na˜o estarem no aˆmbito do projeto, o que permite
tambe´m um ganho de tempo considera´vel na execuc¸a˜o.
Ao contra´rio dos problemas encontrados com as configurac¸o˜es por omissa˜o no
OpenVAS, no Nexpose os scans executaram sempre com uma durac¸a˜o de tempo
aceita´vel (sem os vulnerability checks associados a vulnerabilidades Web) o que ja´
era expecta´vel a` partida visto ser uma ferramenta paga.
Como referido anteriormente, neste projeto foi preciso fazer uma escolha pon-
derada entre a precisa˜o e a durac¸a˜o dos scans pelo que as afinac¸o˜es mencionadas
anteriormente representam as configurac¸o˜es que devem ser utilizadas por omissa˜o
pelos vulnerability scanners OpenVAS e Nexpose no contexto do VAC.
No caso do OpenVAS a escolha de portos apresenta uma reduc¸a˜o aceita´vel visto
que engloba portos das aplicac¸o˜es mais utilizadas e de programas maliciosos conhe-
cidos. Importante referir que esta lista deve ser revista periodicamente, em ambos
os scanners, consoante a mudanc¸a de necessidades aplicacionais dos ativos a testar
e o aparecimento de novos programas maliciosos.
As afinac¸o˜es de temporizac¸a˜o reduzem bastante a durac¸a˜o dos scans e pres-
supo˜em a existeˆncia de uma ligac¸a˜o de boa qualidade entre ativos e os vulnera-
bility scanners. Visto que existe um conhecimento pre´vio sobre as caracter´ısticas
de operac¸a˜o dos ativos, nomeadamente horas de maior intensidade operacional, os
scans podem ser agendados para um per´ıodo de menor atividade minimizando o
impacto nos recursos dos ativos e na rede onde estes operam, bem como na precisa˜o
dos resultados do scan. Se as afinac¸o˜es de temporizac¸a˜o interferirem com os meca-
nismos de seguranc¸a podemos utilizar as soluc¸o˜es vistas na secc¸a˜o 3.4 nos casos em
que controlamos o ambiente de operac¸a˜o. Nos casos em que na˜o podemos controlar
os mecanismos de protec¸a˜o devemos ajustar os paraˆmetros de configurac¸a˜o criando
configurac¸o˜es especiais para estes.
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O VAC deve suportar o uso de outras configurac¸o˜es na˜o so´ para o caso mencio-
nado anteriormente mas tambe´m para scans mais abrangentes que devem ser feitos
aos ativos mais cr´ıticos a testar, caso de exista essa necessidade.
4.2 Configurac¸a˜o das plataformas de armazena-
mento de resultados
Segundo os requisitos, o VAC tem como finalidade armazenar resultados dos scans
nas plataformas Hidra e ArcSight utilizadas pela DCY, pelo que foi necessa´rio fazer
uma preparac¸a˜o destas plataformas para receber dados provenientes do VAC.
Como mencionado anteriormente o Hidra e´ fundamentalmente composto por treˆs
tecnologias: RabbitMQ, Elasticsearch e Kibana.
Em primeiro lugar teve que ser criado um virtual host especifico no RabbitMQ
para isolar a comunicac¸a˜o deste projeto de forma a na˜o interferir com os sistemas em
produc¸a˜o. Depois teve que ser definido nas configurac¸o˜es do VAC o nome dos ı´ndices
onde os resultados sa˜o guardados no Elasticsearch. Inicialmente deve ser criado um
mapping composto pelos campos e tipos de dados presentes nos resultados enviados
pela aplicac¸a˜o. Finalmente os ı´ndices teˆm que ser adicionados no Kibana para
podermos visualizar os dados na forma de eventos, tabelas, gra´ficos, etc.
O ArcSight recolhe os dados que utiliza atrave´s de conectores que esta˜o instalados
em va´rias ma´quinas que tipicamente recolhem informac¸a˜o atrave´s de syslog, consumo
de ficheiros, etc. Estes conetores convertem o formato da informac¸a˜o recebida em
eventos do ArcSight e envia-no para as ma´quinas que armazenam, processam e
correlacionam estes.
Para a configurac¸a˜o do ArcSight foi pedido que se utilizasse os conectores ja´
existentes de forma a minimizar o esforc¸o por parte da equipa que gere o ArcSight.
Sendo assim teve que se instalar um SmartConnector para o Rapid 7 Nexpose de
forma a consumir relato´rios no formato XML desta ferramenta.
Para integrar resultados do OpenVAS foi criado um conversor de relato´rios do
formato OpenVAS para Nexpose. A concretizac¸a˜o deste sera´ explicada em detalhe
mais a` frente. Um relato´rio ao ser convertido para o formato Nexpose e´ enviado
para o ArcSight atrave´s do SmartConnector Rapid 7 Nexpose.
4.3 Avaliac¸a˜o do estado de seguranc¸a de ativos
em termos de vulnerabilidades
A presenc¸a de vulnerabilidades num ativo tem um comportamento dinaˆmico ao
longo do tempo pelo que e´ essencial realizar scans periodicamente para identificar
as mudanc¸as. Esse comportamento deve-se essencialmente aos seguintes fatores:
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• Mudanc¸as de estado no ativo que podem alterar o tipo e o nu´mero de vul-
nerabilidades a que este e´ exposto. Por exemplo instalac¸a˜o de novo software
ou correc¸o˜es, abertura ou fecho de portos, atualizac¸a˜o de software ou sistema
operativo, etc.
• Descoberta de novas vulnerabilidades que sa˜o divulgadas sendo posteriormente
criados plugins nas ferramentas de vulnerability scanning para descobrir estas.
• Condic¸o˜es de rede podem condicionar a descoberta de vulnerabilidades. Quando
a rede esta´ muito congestionada ou com falhas, um vulnerability scanner pode
interpretar que uma vulnerabilidade na˜o existe porque na˜o recebeu um deter-
minado conjunto de respostas que podem ter sido perdidas.
• Recursos dos ativos a testar. Um ativo que tenha poucos recursos pode ficar
sobrecarregado com os pedidos gerados pelos testes enviados por um vulne-
rability scanner. Isto pode fazer com que o ativo alvo dos testes na˜o consiga
responder atempadamente aos pedidos, fique com servic¸os interrompidos ou
interrompa o seu funcionamento, levando a` possibilidade de algumas vulnera-
bilidades na˜o serem descobertas.
Tipicamente, a estrate´gia passa pela realizac¸a˜o de um scan para determinar o
estado inicial de seguranc¸a em termos de vulnerabilidades de cada ativo (baseline
em t0 ). Esse scan normalmente gera um conjunto de resultados de descoberta de
vulnerabilidades em que cada resultado tem uma pontuac¸a˜o CVSS associada.
A pontuac¸a˜o CVSS desses resultados permite perceber a severidade das vulne-
rabilidades encontradas e, consequentemente, permite avaliar a seguranc¸a do ativo
em termos de vulnerabilidades. Tipicamente esta avaliac¸a˜o e´ feita atrave´s de uma
func¸a˜o de agregac¸a˜o das pontuac¸o˜es CVSS de todas as vulnerabilidades de um ativo
encontradas num scan. Esta avaliac¸a˜o, aliada a uma ana´lise de criticidade para
um conjunto ativos, permite definir prioridades para ac¸o˜es de correc¸a˜o e mitigac¸a˜o
de vulnerabilidades nesses ativos. As pontuac¸o˜es CVSS tambe´m possibilitam a de-
finic¸a˜o de prioridades de correc¸a˜o e mitigac¸a˜o de vulnerabilidades para um ativo.
Por exemplo, uma vulnerabilidade mais grave deve ser corrigida ou mitigada antes
de uma vulnerabilidade menos grave.
Como referido anteriormente, apo´s a realizac¸a˜o dos scans iniciais devem ser rea-
lizados, para cada ativo, scans de forma perio´dica (t1...n) com o objetivo de detetar
alterac¸o˜es no estado seguranc¸a em termos de vulnerabilidades.
Para cada scan existe um conjunto de resultados que deve servir para elaborar
as avaliac¸o˜es e compilar relato´rios para cada ativo. Esses relato´rios sa˜o enviados
aos responsa´veis para que estes possam proceder a` correc¸a˜o das vulnerabilidades
encontradas.
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No scan seguinte essas correc¸o˜es devem-se refletir nos resultados, ou seja, os
resultados na˜o va˜o incluir as vulnerabilidades corrigidas, o que contribui para a
melhoria da avaliac¸a˜o de seguranc¸a de cada ativo na vertente de vulnerabilidades.















Figura 4.2: Evoluc¸a˜o das vulnerabilidades num ativo ao longo do tempo
4.4 Definic¸a˜o da estrutura dos resultados
Um dos objetivos deste projeto e´ a abstrac¸a˜o do VAC relativamente a`s tecnologias
de vulnerability scanning que utiliza, logo e´ essencial que seja definido um formato
cano´nico que represente resultados de descoberta de vulnerabilidades, de forma a
que se possa comparar resultados de tecnologias diferentes e suportar a mudanc¸a
de tecnologias. Por exemplo, se a DCY decidir mudar de tecnologia de vulnera-
bility scanning os novos resultados podem ser facilmente incorporados e utilizados
para efeitos de comparac¸a˜o com resultados anteriores de tecnologias de vulnerability
scanning antigas.
Ambas as tecnologias de vulnerability scanning utilizadas possuem uma grande
quantidade de informac¸a˜o pelo que foi preciso escolher um conjunto de atributos
transversal e inequ´ıvoco na identificac¸a˜o de um resultado de descoberta de vulnera-
bilidade num ativo. Os campos escolhidos foram os seguintes:
• Nome da vulnerabilidade.
• Data de descoberta.
• Enderec¸o IP.
• Protocolo de transporte.
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• Nu´mero do porto.
• Resultado de teste.
• Tecnologia de vulnerability scanning.
O nome identifica a vulnerabilidade associada ao resultado, a data de descoberta
o momento em que foi descoberta, o enderec¸o IP o ativo onde esta foi encontrada.
O protocolo de transporte e o nu´mero do porto identificam especificamente no ativo
onde a vulnerabilidade encontrada. O resultado do teste esta´ associado ao retorno
da rotina utilizada para testar a vulnerabilidade. Este campo e´ u´til pois podem
existir dois testes que identifiquem a mesma vulnerabilidade e e´ necessa´rio saber
distingui-los e, tambe´m, informar o responsa´vel pela seguranc¸a de um ativo sobre
todos os detalhes relacionados que possam ajudar na correc¸a˜o da vulnerabilidade
encontrada.
De forma a possibilitar a avaliac¸a˜o do estado de seguranc¸a de um ativo deve ser
definida uma me´trica associada aos resultados de descoberta de vulnerabilidades que
permita definir um valor associado a` sua severidade. Desta forma e´ poss´ıvel definir
uma func¸a˜o de agregac¸a˜o dos resultados de um ativo e atribuir uma pontuac¸a˜o de
avaliac¸a˜o a este, bem como comparar pontuac¸o˜es entre scans e perceber a evoluc¸a˜o
do seu n´ıvel de seguranc¸a ao longo do tempo.
A me´trica escolhida foi o CVSS visto esta ser um standard utilizado em todos os
vulnerability scanners conhecidos, incluindo aqueles utilizados neste projeto. Neste
standard o ca´lculo da pontuac¸a˜o de severidade de uma vulnerabilidade baseia-se
na facilidade e impacto de explorac¸a˜o desta. O me´todo de ca´lculo ja´ foi explicado
anteriormente na secc¸a˜o 2.7.
Portanto, para o VAC os campos importantes na definic¸a˜o de um resultado
de descoberta de vulnerabilidade sa˜o os mencionados anteriormente. Na˜o sendo
essencial ao funcionamento do VAC, a informac¸a˜o adicional presente nos resultados
dos scans e´ tambe´m guardada pois pode ser u´til posteriormente no suporte a` correc¸a˜o
de uma vulnerabilidade. Um exemplo t´ıpico de informac¸a˜o adicional muito u´til
sa˜o as refereˆncias CVE (Secc¸a˜o 2.6). A figura 4.3 sumariza a escolha dos campos
consoante o seu propo´sito.
No decurso do estudo e teste das duas ferramentas de vulnerability scanning
percebeu-se que os mecanismos que lidam com resultados falso positivos sa˜o com-
plexos e algo limitados, pelo que foi criado um mecanismo ao n´ıvel do VAC para
lidar com falso positivos passando a complexidade da gesta˜o destes para o lado da
ferramenta.
Esta decisa˜o facilita o desenvolvimento dos mo´dulos das tecnologias de vulnera-
bility scanning, assim como pode colmatar a falta desta funcionalidade numa ferra-
menta que possa ser utilizada no futuro.














Figura 4.3: Campos de um resultado de descoberta de vulnerabilidade
O mecanismo criado baseia-se nos campos que definem a descoberta de uma
vulnerabilidade, exceto a data de descoberta e a pontuac¸a˜o CVSS, sendo criada
uma lista de excec¸o˜es com base nesses campos. Quando um scan termina os seus
resultados sa˜o comparados com essa lista antes de serem integrados nas plataformas
de destino. Os resultados que igualarem elementos nessa lista na˜o sa˜o considerados,
ou seja, na˜o sa˜o integrados nas plataformas de armazenamento de resultados.
4.5 Desenvolvimento do VAC
A arquitetura de software esta´ estritamente relacionada com a Arquitetura do VAC
pelo que a descric¸a˜o da arquitetura vai ser dividida pelos componentes descritos na
secc¸a˜o 3.3.
4.5.1 Deciso˜es tecnolo´gicas
A concretizac¸a˜o da soluc¸a˜o consistiu no desenvolvimento de uma aplicac¸a˜o que im-
plementa a arquitetura definida e descrita no cap´ıtulo anterior. De forma a desen-
volver a soluc¸a˜o foi escolhida a linguagem de programac¸a˜o Ruby. Esta escolha teve
como base um conjunto de caracter´ısticas te´cnicas e restric¸o˜es temporais espec´ıficas
deste projeto.
O Ruby e´ uma linguagem que permite a utilizac¸a˜o de va´rios paradigmas de pro-
gramac¸a˜o, sendo que a soluc¸a˜o foi concretizada segundo o paradigma de programac¸a˜o
por objetos. Esta decisa˜o foi tomada para que o desenvolvimento da aplicac¸a˜o seja
dividido em va´rios componentes tornando, mais fa´cil modificar ou acrescentar fun-
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cionalidades, e para conceder um comportamento modular a`s funcionalidades de
gesta˜o de scanners e integrac¸a˜o de resultados. O facto de o Ruby ser uma lingua-
gem reflexiva tambe´m contribuiu para a decisa˜o, pois essa caracter´ıstica permite
que sejam alterados mo´dulos em tempo de execuc¸a˜o na˜o afetando a disponibilidade
do VAC. O Ruby possui um conjunto rico de bibliotecas chamadas gems que per-
mitiram a reutilizac¸a˜o de co´digo, agilizando o desenvolvimento do VAC permitindo
manter o foco no desenvolvimento das respetivas funcionalidades.
4.5.2 Arquitetura de software
Considerando que o VAC foi desenvolvido segundo o paradigma de programac¸a˜o por
objetos e´ importante descrever os va´rios objetos presentes na sua composic¸a˜o e a
forma como estes se relacionam.
Inicialmente vai ser feita uma descric¸a˜o de um conjunto de objetos gene´ricos




Representa os ativos a testar sendo um dos elementos principais do ambiente onde
o sistema vai operar. Esta classe e´ composta por:
• address : Enderec¸o dos ativos que pode estar na forma de IP, hostname ou
CIDR IP range no caso de representar um conjunto cont´ıguo de ativos.
• properties : Conjunto de propriedades que caracterizam o ativo como, por
exemplo, a sua criticidade para a empresa, grupos a que pertenc¸a, sistema
operativo, etc.
AvailablePeriod
Com o objetivo de reduzir o ma´ximo poss´ıvel a interfereˆncia dos scans nos ativos,
conforme proposto nos requisitos, foi criado um objeto para limitar a janela temporal
de execuc¸a˜o dos scans. Este representa um per´ıodo de disponibilidade dia´ria, ou seja,
o per´ıodo do dia em que um scan pode executar. Este objeto e´ composto por:
• start hour Horas de in´ıcio do per´ıodo dia´rio.
• start minute : Minutos de in´ıcio do per´ıodo dia´rio.
• end hour : Horas de fim do per´ıodo dia´rio.
• end minute : Minutos de fim do per´ıodo dia´rio.
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HostGroup
Esta classe representa um agrupamento de ativos que sera˜o alvos de scans ao mesmo
tempo, tendo estes de ter disponibilidades compat´ıveis para a realizac¸a˜o de scans de
vulnerabilidades. No caso de scans com templates de configurac¸a˜o mais gene´ricos
podem ser feitos grupos de ativos consoante um grupo lo´gico, por exemplo todos os
servidores de uma determinada aplicac¸a˜o, ou podem ser feitos grupos consoante o
tipo de servic¸os e aplicac¸o˜es que correm nos ativos, por exemplo grupo de servidores
Web, e escolher um template mais focado num tipo de servic¸os e aplicac¸o˜es. Esta
classe e´ representada por:
• id: identificador u´nico que representa o grupo de ativos.
• Lista de Host : ativos que formam a composic¸a˜o do grupo.
• AvailablePeriod: per´ıodo de disponibilidade comum dos ativos.
ScannerTemplate
Classe que descreve uma configurac¸a˜o de uma tecnologia de vulnerability scanning
e e´ definida por:
• Designac¸a˜o da tecnologia de vulnerability scanning referida pela configurac¸a˜o
de scan.
• Hash com valores que mapeiam uma determinada configurac¸a˜o de uma tecno-
logia de vunerability scanning.
A interpretac¸a˜o destas configurac¸o˜es vai ser da responsabilidade dos mo´dulos
que interagem com as tecnologias de vulnerability scanning.
Template
A configurac¸a˜o de ferramentas de vulnerability scanning e´ uma tarefa complexa que
depende de um conjunto de fatores (secc¸a˜o 4.1) associados aos objetivos do scan,
tendo em considerac¸a˜o as restric¸o˜es temporais e do ambiente de operac¸a˜o. Esta
tarefa depende de conhecimento sobre o funcionamento e experieˆncia na utilizac¸a˜o
das ferramentas de vulnerability scanning. Para facilitar a utilizac¸a˜o e abstrair o
VAC das tecnologias de vulnerability scanning, na configurac¸a˜o de scans foi criada
a classe Template que representa uma configurac¸a˜o de scan no VAC e e´ composta
por:
• id: identificador u´nico que representa o template.
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• Lista de ScannerTemplate: mapeamento da configurac¸a˜o VAC para as
configurac¸o˜es especificas das tecnologias.
Cada Template devera´ ter um nu´mero de entradas na lista de ScannerTemplate
igual ao nu´mero de tecnologias de vulnerability scanning utilizadas no momento.
Esta lista deve ser atualizada a` medida que as tecnologias utilizadas pelo VAC mu-
dem. Esta classe tem como objetivo passar a complexidade de configurac¸a˜o dos
scans para o administrador do VAC que e´ responsa´vel por criar as configurac¸o˜es
nos scanners das va´rias tecnologias de vulnerability scanning e mapear essas con-
figurac¸o˜es em objetos do tipo Template. Quando os utilizadores criam um scan
apenas escolhem uma configurac¸a˜o definida pela instaˆncia da classe Template. Isto
permite que os utilizadores possam criar scans apenas com um entendimento de alto
n´ıvel sobre as configurac¸o˜es.
Frequency
Para suportar a existeˆncia de scans que sa˜o executados com um per´ıodo definido foi
criada a classe Frequency. Esta define as va´rias frequeˆncias que um scan pode ter no
VAC consistindo num me´todo (’next period?’ ) que fornecendo uma data e o tipo de
frequeˆncia (dia´ria, semanal, mensal, etc) calcula a data de execuc¸a˜o do pro´ximo scan.

























Figura 4.4: Esquema UML das classes gene´ricas do VAC
Componente Agendamento
Nos requisitos propostos, o VAC deve suportar a execuc¸a˜o de scans de forma
perio´dica para permitir realizar a avaliac¸a˜o cont´ınua dos ativos, e tambe´m a execuc¸a˜o
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de scans de forma espontaˆnea, para casos mais urgentes e espec´ıficos. Para cumprir
esses requisitos foram criadas as classes PeriodicScan e SpontaneousScan.
PeriodicScan
Representa um scan do VAC que e´ realizado de forma perio´dica e e´ constitu´ıdo por:
• id: identificador un´ıvoco do scan perio´dico no VAC.
• Hostgroup: representac¸a˜o do conjunto de ativos alvo do scan perio´dico.
• Template: para determinar a configurac¸a˜o dos vulnerability scanners para o
scan.
• Data e hora a que o scan deve iniciar.
• Frequency: representa a frequeˆncia do scan perio´dico.
• Data e hora da u´ltima vez que o scan iniciou (nulo antes do primeiro scan).
• Hash com opc¸o˜es adicionais para ajudar a caracterizar o scan perio´dico.
SpontaneousScan
Define os scans que sa˜o realizados espontaneamente e os seus atributos sa˜o:
• id: identificador un´ıvoco do scan espontaˆneo no VAC.
• Hostgroup: representac¸a˜o do conjunto de ativos alvo do scan espontaˆneo.
• Template: designa a configurac¸a˜o dos vulnerability scanners para o scan.
• Tecnologia de vulnerability scanning utilizada.
• Hash com opc¸o˜es adicionais para ajudar a caracterizar o scan espontaˆneo .
Nesta classe e´ poss´ıvel definir a tecnologia de vulnerability scanning pois este tipo
de scans e´ utilizado em casos mais espec´ıficos onde, para realizar um scan urgente,
pode ser necessa´rio definir uma tecnologia em particular.
ScanScheduler
Classe que reu´ne os atributos da concretizac¸a˜o do componente de agendamento do
VAC.
• ScannerManager: objeto que representa o componente gestor de scanners e
com o qual o componente de agendamento comunica para iniciar a realizac¸a˜o
de um scan.
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• Lista de PeriodicScan: lista de scans perio´dicos definidos numa instaˆncia
do VAC.
• Lista de SpontaneousScan: lista de scans espontaˆneos definidos numa
instaˆncia do VAC.
• Per´ıodo de verificac¸a˜o de agendamento (segundos): intervalo de tempo
entre duas verificac¸o˜es da listas de scans.
• Tecnologia de vulnerability scanning prima´ria: string que, no contexto
do VAC, represente a tecnologia de vulnerability scanning prima´ria a utilizar
nos scans perio´dicos.
A classe fornece me´todos para criar e remover scans perio´dicos (PeriodicScan) e
espontaˆneos (SpontaneousScan) a`s listas respetivas. Fornece tambe´m me´todos para
aceder a ambas as listas e para despoletar os scans no VAC, ou seja, envia´-los para
o ScannerManager. Existe ainda um me´todo que permite alterar a tecnologia de
vulnerability scanning prima´ria.




































Figura 4.5: Esquema UML das classes que representam o componente de agenda-
mento
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Componente de Gestor de Scanners
Subcomponente Scanners
Para que o VAC seja o ma´ximo poss´ıvel independente das tecnologias de vulne-
rability scanning que utiliza foi necessa´rio fazer uma generalizac¸a˜o do conceito de
vulnerability scanner e um mecanismo modular que permita que sejam alteradas
as tecnologias de vulnerability scanning do VAC. Para isso, foi feita uma ana´lise
do comportamento dos vulnerability scanners utilizados neste projeto e um levan-
tamento das ac¸o˜es necessa´rias para automatizar um scan. Isto resultou na criac¸a˜o
de um objeto gene´rico que representa todos os vulnerability scanners que sa˜o e pos-
sam vir a ser integrados no VAC. Esse objeto reduz o vulnerability scanner a um
conjunto de atributos e func¸o˜es essenciais a` realizac¸a˜o de um scan, e e´ sobre estas
func¸o˜es que o VAC ordena a realizac¸a˜o de scans. Depois existem mo´dulos que fazem
a ligac¸a˜o entre as func¸o˜es do VAC e a tecnologia de vulnerability scanning a utilizar.
Para concretizar este mecanismo foi utilizada uma aproximac¸a˜o do padra˜o de dese-
nho de software Factory Method (Fig. 4.6 VulnerabilityScanner). Existe um objeto
gene´rico VulnerabilityScanner que representa o conceito de um vulnerability scanner
no contexto do VAC, concretiza o me´todo que constro´i os objetos que representam
vulnerability scanners das tecnologias especificas e guarda refereˆncias das tecnologias
de vulnerability scanning que podem ser criadas no VAC. Para cada tecnologia de
vulnerability scanning que o VAC utiliza existe um objeto que concretiza as func¸o˜es
essenciais a` realizac¸a˜o de um scan nessa tecnologia.
De seguida sa˜o descritas as classes que concretizam o mecanismo mencionado
anteriormente.
VulnerabilityScanner
Classe gene´rica que representa o conceito de vulnerability scanner no VAC.
• subclasses : atributo esta´tico que guarda uma Hash com os objetos que re-
presentam tecnologias de vulnerability scanning utilizadas no VAC. Esta Hash
utiliza como chave, para aceder ao objeto, uma refereˆncia (String) que identi-
fica univocamente as tecnologias (Ex: OpenVAS - openvas, Nexpose - nexpose).
A classe fornece o me´todo fa´brica que constro´i os objetos das tecnologias. Esse
me´todo tem como paraˆmetros a refereˆncia da tecnologia a utilizar, esta seleciona
qual o objeto scanner que vai ser criado e atributos de configurac¸a˜o do scanner.
Existe tambe´m um me´todo que permite adicionar tecnologias ao VAC. Segundo a
ana´lise feita foi criado um conjunto de func¸o˜es que permitem realizar as seguintes
ac¸o˜es nos scanners :
• Iniciar, pausar e cancelar um scan.
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• Consultar estado de um scan (iniciando, executando, terminado, etc.).
• Extrair e limpar resultados de um scan.
Como referido anteriormente, foram utilizadas as tecnologias OpenVAS e Nex-
pose pelo que foi criada uma classe para cada tecnologia.
OpenvasScanner
Como mencionado anteriormente (secc¸a˜o 2.8.1), e´ poss´ıvel interagir com um scan-
ner OpenVAS comunicando com o OpenVAS Manager atrave´s do protocolo OMP
(OpenVAS Management Protocol). A comunicac¸a˜o e´ feita no porto 9390 do Mana-
ger utilizando o protocolo SSL de forma a garantir a seguranc¸a da comunicac¸a˜o,
sendo esta composta por pedidos no formato XML definido pelo protocolo OMP.
Para desenvolver a classe OpenvasScanner foi utilizada a gem Ruby openvas-omp
presente no GitHub que, fornece um conjunto de me´todos para as func¸o˜es mais
ba´sicas, facilitando a comunicac¸a˜o ao realizar a tarefa trabalhosa de criar o pedido
XML simplificando o co´digo da classe[11]. Esta gem estava preparada para a versa˜o
anterior do protocolo OMP pelo que foi necessa´rio fazer alguns ajustes para a gem
funcionar com a versa˜o OMP 6 utilizada pelo OpenVAS neste projeto.
Listagem de func¸o˜es principais:
• initialize : cria um objeto do tipo OpenvasScanner com os atributos de
configurac¸a˜o (host, porto, credenciais, etc.).
• start scan : inicia um scan com um id fornecido.
• pause scan : pausa um scan com um id fornecido.
• cancel scan : cancela um scan com um id fornecido.
• resume scan : inicia um scan com um id fornecido.
• scan finished? : verifica se um scan terminou.
• scan paused? : verifica se um scan esta´ pausado.
• scan stopped? : verifica se um scan esta´ parado.
• scan running? : verifica se um scan esta´ em execuc¸a˜o.
• generate scan results : extrai resultados de um scan e guarda-os num fi-
cheiro.
• generate incomplete scan results : extrai resultados de um scan incom-
pleto e guarda-os num ficheiro.
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• clean scan data : limpa os dados associados a um scan.
• active scans? : retorna o nu´mero de scans ativos.
• scanner type? : retorna a string associada a` tecnologia de vulnerability
scanning.
• id? : retorna o identificador do scanner.
Adicionalmente foram desenvolvidas outras func¸o˜es de suporte menos importan-
tes que na˜o sera˜o mencionadas.
NexposeScanner
A interac¸a˜o com um scanner Nexpose e´ feita atrave´s de uma Web API que este
disponibiliza, sendo a comunicac¸a˜o feita utilizando o protocolo SSL. A API aceita
pedidos no formato XML definido no manual. Para facilitar o desenvolvimento foi
utilizada uma gem Ruby presente no GitHub e desenvolvida pela Rapid7[12]. Fo-
ram concretizadas as func¸o˜es principais anteriormente expostas e algumas func¸o˜es
secunda´rias menos importantes.
As func¸o˜es que comunicam com os vulnerability scanners esta˜o protegidas com
sema´foros de forma a evitar que mais do que um pedido seja feito ao mesmo tempo
a um scanner, o que poderia levar a comunicac¸o˜es incoerentes.
Subcomponente de acompanhamento
ScanInstance
Esta classe representa um scan ativo no VAC, ou seja, um scan que o mo´dulo de
agendamento mandou realizar. Os atributos desta classe sa˜o os dados necessa´rios
para a realizac¸a˜o, acompanhamento e finalizac¸a˜o de um scan. Identificam o scan, o
seu estado e qual a instaˆncia de vulnerability scanning a que esta˜o associados.
• Identificador: identifica univocamente o scan no VAC.
• Hostgroup: conjunto de ativos e as suas caracter´ısticas pertinentes para a
realizac¸a˜o de scans.
• Template: designa a configurac¸a˜o dos vulnerability scanners para o scan.
• Identificador da instaˆncia de vulnerability scanning que realiza o scan (re-
fereˆncia para VulnerabilityScanner).
• ScannerManager: objeto gestor de scanners a que o scan esta´ associado.
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• Estado: Estado de realizac¸a˜o do scan (iniciar, executar, pausado, terminado).
• Data e hora a que o scan iniciou.
• Data e hora da u´ltima ordem para executar o scan (primeira execuc¸a˜o ou
u´ltima retoma).
• Data e hora do fim da realizac¸a˜o do scan.
• Durac¸a˜o do scan.
• Refereˆncia que identifica univocamente o scan na instaˆncia de vulnerability
scanning.
• Conjunto de opc¸o˜es adicionais para o scan (Ex: listagem de enderec¸os de
e-mail para notificac¸a˜o sobre o scan).
A classe fornece me´todos que, de forma transparente, permitem iniciar, cancelar,
pausar, resumir um scan, extrair resultados e limpar metadados associados ao scan
no vulnerability scanner. Isto e´ poss´ıvel pois esta classe utiliza apenas as func¸o˜es
essenciais que teˆm de ser concretizadas em todas as classes que herdam a classe
VulnerabilityScanner. Existem ainda me´todos de suporte para o envio de e-mails
associados a` atividade do scan e aos resultados obtidos como definido nos requisitos.
ScannerManager
Esta classe representa o mo´dulo gestor de scanners sendo que os seus atributos
definem os estados dos subcomponentes de acompanhamento e scanners. Esta classe
e´ um ponto fulcral do VAC visto que representa a atividade principal deste (scan e
obtenc¸a˜o de resultados).
De seguida sa˜o apresentados os atributos desta classe.
• Lista de VulnerabilityScanner: vulnerability scanners configurados no VAC.
• Lista de ScanInstance: scans ativos no VAC.
• Lista de Template: templates de scans no VAC.
• Caminho da diretoria que sera´ o reposito´rio dos relato´rios recolhidos dos vul-
nerability scanners.
• Per´ıodo de verificac¸a˜o de acompanhamento (segundos): intervalo de
tempo entre duas verificac¸o˜es da lista de scans ativos.
• Limite ma´ximo de durac¸a˜o de atividade de um scan, conta o tempo do inicio
ao fim incluindo o tempo de pausa.
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• Limite ma´ximo de durac¸a˜o da execuc¸a˜o de um scan, apenas conta tempo em
que o scan esteve a executar.
Esta classe expo˜e me´todos que permitem:
• Criar, extrair resultados e apagar metadados de scans nos vulnerability scan-
ners.
• Aceder a` lista de scans.
• Adicionar e remover vulnerability scanners (VulnerabilityScanner).
• Aceder a` lista de vulnerability scanners.
• Adicionar novas tecnologias de vulnerability scanning ao VAC (em tempo de
execuc¸a˜o).
• Adicionar e remover templates de scan (Template).
• Enviar e-mails com informac¸a˜o sobre atividade de scans.
A funcionalidade que permite carregar novas tecnologias de vulnerability scanning
utiliza uma func¸a˜o que existe na classe VulnerabilityScanner para este efeito. Essa
func¸a˜o aceita como argumento uma refereˆncia (String) que identifica univocamente
a tecnologia no VAC e, essa func¸a˜o procura na pasta de instalac¸a˜o do projeto um
ficheiro Ruby com o nome igual a essa refereˆncia. Se existir, carrega essa classe e
executa-a. Essa classe por sua vez tem que herdar a classe VunerabilityScanner e
executar o me´todo que carrega a classe da tecnologia de vulnerability scanning na
lista de subclasses da classe VulnerabilityScanner. A classe criada tem que ter um
me´todo construtor que suporte a chamada que e´ feita no me´todo fa´brica (Factory
Method) e concretizar as func¸o˜es essenciais que o VAC necessita para fazer a gesta˜o
de scans.
A figura 4.6 mostra como as classes apresentadas esta˜o relacionadas na concre-
tizac¸a˜o do componente Gestor de Scanners.
Componente de Integraca˜o
De forma a suportar a mudanc¸a das plataformas de armazenamento de resultados
e novas tecnologias de vulnerability scanning, conforme descrito nos requisitos, foi
necessa´rio modularizar a integrac¸a˜o de resultados.
Com isso em mente, foi decidido criar mo´dulos para as va´rias tecnologias de
vulnerability scanning, sendo cada mo´dulo responsa´vel por filtrar, fazer o tratamento
dos resultados e envia´-los para todas as plataformas de armazenamento pretendidas
e, se necessa´rio, ordenar a realizac¸a˜o de um scan de segunda opinia˜o, ou seja, estes


















































Figura 4.6: Esquema UML das classes que caracterizam o componente de gesta˜o de
scanners
mo´dulos concretizam respetivamente os subcomponentes de Filtragem, Integrac¸a˜o e
Avaliac¸a˜o de uma forma faseada (Fig. 3.4).
A soluc¸a˜o foi semelhante a` utilizada nos vulnerability scanners e consistiu na ge-
neralizac¸a˜o do conceito de um processador de resultados (Processor) e na existeˆncia
de um mo´dulo por cada tecnologia de vulnerability scanning. Cada mo´dulo tem a ca-
pacidade interpretar resultados da tecnologia respetiva, descartar os resultados falso
positivos utilizando uma base de dados num formato comum, transformar e enviar
esses resultados para cada uma das plataformas de armazenamento pretendidas.
A classe gene´rica Processor tem umme´todo fa´brica (Factory Method) que constro´i
os objetos (mo´dulos) que lidam com os resultados de cada tecnologia. Esses mo´dulos
precisam apenas de concretizar um me´todo que deve implementar todas as operac¸o˜es
descritas anteriormente sobre os resultados (’send results’ ).
Eis uma descric¸a˜o sucinta do desenho das classes utilizadas para a concretizac¸a˜o
apresentada anteriormente.
Processor
• processors : Hash de objetos esta´tica que guarda os processadores (objetos
Processor) de dados para cada tecnologia.
Como referido anteriormente, esta classe concretiza o me´todo que constro´i os
objetos para cada tipo de tecnologia de vulnerability scanning. Existem tambe´m
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me´todos para carregar novos objetos associados a novas tecnologias. Nos requisitos
foi referida a importaˆncia desta modularidade funcionar em tempo de execuc¸a˜o,
sendo que, para adicionar um novo processador de dados ao VAC, apenas temos
que chamar uma func¸a˜o com o nome da tecnologia para carregar o co´digo Ruby
desta. O ficheiro tem que ter o seguinte nome ’refereˆncia tecnologia processor.rb’ .
Ainda existe um me´todo que permite armazenar classes que herdem o tipo Processor
na Hash processors sendo este me´todo necessa´rio para adicionar processadores de
resultados de novas tecnologias ao VAC.
Foram concretizadas classes para as duas tecnologias utilizadas neste trabalho.
OpenvasProcessor
Nesta classe e´ concretizado o me´todo ’send results ’ que e´ responsa´vel por realizar
todas as operac¸o˜es necessa´rias para a integrac¸a˜o dos dados. Para cada plataforma
existe um me´todo que transforma, filtra e envia os resultados.
Os relato´rios OpenVAS sa˜o extra´ıdos no formato XML e para cada plataforma
existem me´todos responsa´veis pela transformac¸a˜o e envio dos dados. O me´todo
’send results arcsight’ faz a transformac¸a˜o do relato´rio XML do formato OpenVAS
para o formato XML Nexpose. Isto foi concretizado desta forma para aproveitar
o facto de o ArcSight integrar com o Nexpose, atrave´s do consumo de relato´rios
de scans de vulnerabilidades, sem a necessidade de desenvolvimentos por parte da
equipa que gere o ArcSight. Os conectores do ArcSight consomem os ficheiros dos
relato´rios, pelo que neste momento e´ gerado o relato´rio XML e e´ colocado numa
pasta para ser processado pelo conector.
Para enviar os dados para o Hidra o me´todo ’send results hidra’ faz a trans-
formac¸a˜o dos resultados presentes no relato´rio XML para registos simples, em que
cada resultado e´ um registo. Apo´s essa transformac¸a˜o os resultados sa˜o filtrados
tendo em conta uma lista de falsos positivos presentes num registo da aplicac¸a˜o
que e´ preenchido pelos utilizadores. Este registo conte´m uma lista de resultados
falsos positivos que engloba todas as tecnologias de vulnerability scanning utiliza-
das pelo VAC, pelo que em cada processador sa˜o considerados apenas resultados da
tecnologia que este processa.
NexposeProcessor
Assim como no OpenvasProcessor existe o me´todo ’send results ’ que concretiza a
integrac¸a˜o dos dados nas plataformas de armazenamento de resultados.
O Nexpose possibilita a exportac¸a˜o dos relato´rios em va´rios formatos pelo que
foi escolhido o formato XML visto que apresentava mais informac¸a˜o que outros
formatos.
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Como referido anteriormente o ArcSight integra com o Nexpose consumindo re-
lato´rios XML de forma a integrar estes dados na sua base de conhecimento, neste
caso o me´todo ’send results arcsight ’ apenas guarda os relato´rios numa pasta sem
nenhuma transformac¸a˜o.
O me´todo ’send results hidra’, assim como no OpenvasProcessor faz a trans-
formac¸a˜o e filtragem dos dados tendo em conta o formato de relato´rios Nexpose e
posteriormente envia estes para a plataforma Hidra.
Para os processadores de todas as tecnologias existe um me´todo para avaliar a
necessidade de ser executado um scan de segunda opinia˜o com outra tecnologia de
vulnerability scanning. Este me´todo avalia a criticidade do ativo (criticality) para a
empresa, sendo esta definida no processo de configurac¸a˜o de um scan no ativo. Se
esse ativo tiver uma criticidade igual ou maior a 9, enta˜o o scan de segunda opinia˜o
e´ agendado. Este scan so´ e´ executado se a tecnologia do processador de resultados
for definida como prima´ria no VAC.
No caso da concretizac¸a˜o realizada no aˆmbito deste trabalho os scans sa˜o reali-
zados inicialmente com a tecnologia OpenVAS, se a condic¸a˜o para o scan de segunda
opinia˜o for va´lida, enta˜o e´ agendado um scan para os mesmos ativos com a tecnologia
Nexpose.
ResultException
A classe ResultException representa um resultado que e´ considerado falso positivo
e vai ser excepcionado em scans futuros. Este e´ composto por:
• Identificador u´nico na aplicac¸a˜o para o falso positivo.
• Nome da vulnerabilidade excepcionada.
• O enderec¸o do ativo onde esta foi encontrada bem como o protocolo de trans-
porte e nu´mero do porto.
• O resultado da execuc¸a˜o do vulnerability check.
• A tecnologia de vulnerability scanning.
Os atributos anteriores identificam univocamente a excec¸a˜o na aplicac¸a˜o. Adici-
onalmente foram adicionados os seguintes atributos que sa˜o preenchidos pela pessoa
responsa´vel pela excec¸a˜o:
• Justificac¸a˜o da excec¸a˜o do resultado indicado.
•
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• O contacto dessa pessoa.
A classe tem me´todos que permitem consultar todos os atributos que a repre-
sentam. Adicionalmente tem um me´todo devolve uma String que identifica univo-
camente a excec¸a˜o, sendo esta formada pela concatenac¸a˜o dos seguintes atributos
que representam o resultado excepcionado:
Nome + Enderec¸o do ativo + Protocolo de transporte + Nu´mero do porto +
Resultado da execuc¸a˜o do vulnerability check+Tecnologia de vulnerability scanning
ResultsManager
Classe que representa o componente de Integrac¸a˜o e engloba a transformac¸a˜o, fil-
tragem e envio dos resultados para as plataformas de armazenamento de resultados.
Esta e´ composta por:
• Pasta do reposito´rio de resultados que conte´m os relato´rios dos scans realizados
pelos vulnerability scanners.
• Per´ıodo de verificac¸a˜o de relato´rios (segundos): intervalo de tempo entre duas
verificac¸o˜es da pasta para encontrar relato´rios novos.
• ScanScheduler que e´ utilizado para lanc¸ar scans de segunda opinia˜o.
• Lista de excec¸o˜es de resultados (falsos positivos).
Para configurar o componente de Integrac¸a˜o de resultados a classe tem um con-
junto de me´todos que permitem:
• Adicionar e eliminar novos processadores de resultados, ou seja, processadores
de tecnologias de vulnerability scanning novas, e consultar os processadores
existentes na aplicac¸a˜o.
• Adicionar e remover excec¸o˜es de resultados.
• Consultar a lista de excec¸o˜es de resultados e verificar se uma determinada
excec¸a˜o existe.
• Modificar a pasta de onde ira˜o ser consultados os relato´rios dos scans de vul-
nerabilidades.
• Aceder ao ScanScheduler para despoletar scans de segunda opinia˜o.
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Tendo em conta que a quantidade de resultados processada por cada scan e´
normalmente elevada, teve que ser considerada uma maneira eficiente de verificar
se um resultado esta´ presente na lista de excec¸o˜es. Consequentemente, esta foi
concretizada utilizando uma HashTable devido a` complexidade me´dia de leitura
ser O(1), tornando as consultas muito ra´pidas. A chave da Hash e´ o identificador
un´ıvoco de uma excec¸a˜o e o valor o objeto do tipo ResultException contendo os
atributos que constituem a excec¸a˜o.
Quando um relato´rio e´ processado, para cada resultado e´ constru´ıda uma String
com base nos atributos deste, e e´ esta String que serve de chave para consultar a
HashTable que representa a lista de excec¸o˜es. Se uma excec¸a˜o existir na lista o
resultado e´ descartado.
























Figura 4.7: Esquema UML das classes que caracterizam o componente de integrac¸a˜o
de resultados
4.5.3 Componente de Interac¸a˜o
Este componente esta´ concretizado sob a forma de um web service REST que tem
como objetivo interagir com as va´rias funcionalidades da soluc¸a˜o.
O web service foi realizado atrave´s de uma biblioteca e DSL (domain-specific
language) chamada Sinatra que permite criar um web service em Ruby de forma
fa´cil e ra´pida, o que possibilitou poupar tempo de desenvolvimento num compo-
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nente perife´rico da soluc¸a˜o[35]. Com o Sinatra e´ poss´ıvel, com muito pouco esforc¸o,
configurar um web service sem a necessidade de instalar e configurar um servidor
web. Estes foram fatores que levaram a esta escolha para a concretizac¸a˜o do web
service. O utilizador da aplicac¸a˜o interage com esta API atrave´s de pedidos HTTP
direcionados para routes definidas e, em alguns casos, esses pedidos conte´m dados
no formato XML.
A figura 4.8 apresenta uma lista de func¸o˜es que a API disponibiliza.
Recurso Método Parâmetros Resultados
POST scan/periodic/  Adicionar um scan periódico
DELETE scan/periodic/ :id  Eliminar um scan periódico
GET scan/periodic/  Listar todos os scans periódicos
POST scan/spontaneous/  Adicionar um scan espontâneo
DELETE scan/spontaneous/ :id   Eliminar um scan espontâneo
GET scan/spontaneous/  Listar todos os scans espontâneo
PUT management/scanscheduler/checktime/  Alterar o periodo de verificação de agendamento do escalonador 
GET management/scanscheduler/checktime/  Consultar o periodo de verificação de agendamento do escalonador 
PUT management/scanscheduler/primaryscannertype/  Alterar a tecnologia de vulnerability scanning primária
GET management/scanscheduler/primaryscannertype/  Consultar a tecnologia de vulnerability scanning primária
POST management/scannermanager/scanner/  Adicionar um novo vulnerability scanner
DELETE management/scannermanager/scanner/ :id  Eliminar um vulnerability scanner
GET management/scannermanager/scanner/  Listar todos os vulnerability scanners
GET management/scannermanager/scans/  Listar todos os scans
POST management/scannermanager/template/  Adicionar um novo template de scan
DELETE management/scannermanager/template/ :id  Eliminar um template de scan
GET management/scannermanager/template/  Listar todos os templates de scan
POST management/scannermanager/scannertype/  Adicionar uma nova tecnologia de vulnerability scanning
GET management/scannermanager/scannertype/  Listar as tecnologias de vulnerability scanning configuradas
PUT management/scannermanager/checktime/  Alterar o periodo de verificação de scans pelo gestor de scanners
GET management/scannermanager/checktime/  Consultar o periodo de verificação de scans pelo gestor de scanners
PUT management/scannermanager/repository/  Alterar pasta do repositório de resultados
GET management/scannermanager/repository/  Consultar pasta do repositório de resultados
POST management/resultsmanager/processor/  Adicionar um processador de resultados
DELETE management/resultsmanager/processor/ :id  Eliminar um processador de resultados
GET management/resultsmanager/processor/  Listar processadores de resultados
POST management/resultsmanager/exception/  Adicionar uma exceção de um resultado
DELETE management/resultsmanager/exception/ :id  Remover uma exceção de um resultado
GET management/resultsmanager/exception/  Listar todas as exceções de um resultado
PUT management/resultsmanager/checktime/  Alterar o periodo de verificação de relatórios
GET management/resultsmanager/checktime/  Consultar o periodo de verificação de relatórios
PUT management/resultsmanager/repository/  Alterar pasta do repositório de resultados
GET management/resultsmanager/repository/  Consultar pasta do repositório de resultados
Figura 4.8: Endpoints da API REST da aplicac¸a˜o
A definic¸a˜o das routes e as funcionalidades a elas associadas esta˜o presentes na
classe ScanServer. Adicionalmente esta˜o tambe´m algumas configurac¸o˜es do Sinatra
que permitem que o servidor web lanc¸ado seja utilizado para servir a interface web.
A concretizac¸a˜o da maioria das func¸o˜es e´ composta pela interpretac¸a˜o do pedido
XML e pela instanciac¸a˜o das va´rias classes necessa´rias com informac¸a˜o proveniente
deste. Estas instaˆncias sera˜o introduzidas nas estruturas de dados que representam
o estado da aplicac¸a˜o. Como os pedidos podem conter muita informac¸a˜o a ser
interpretada houve um cuidado especial com a gem ou biblioteca Ruby a utilizar e,
apo´s alguma investigac¸a˜o, concluiu-se que a gem Nokogiri e´ a mais eficiente a tratar
de estruturas XML em Ruby[31].
De seguida sera˜o mostrados alguns exemplos de pedidos XML feitos a` API da
aplicac¸a˜o e os processos que estes desencadeiam de forma a alterar o estado da
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aplicac¸a˜o.
Criac¸a˜o de um scan perio´dico
Figura 4.9: Estrutura XML de um pedido de criac¸a˜o de scan perio´dico
Quando este pedido (Fig. 4.9) e´ enviado para o servic¸o web da aplicac¸a˜o, a
func¸a˜o ligada a` route interpreta o pedido XML utilizando a gem Nokogiri e cria
uma instaˆncia da classe Host com:
• Enderec¸o: ’portal.teste.pt’.
• Propriedades: ’criticality ’ com o valor ’1’ e ’group’ com o valor ’test group’.
Verifica se o id de template de configurac¸a˜o de scan fornecido existe na aplicac¸a˜o,
se na˜o existir a operac¸a˜o termina e devolve erro. Depois cria uma instaˆncia de Fre-
quency com a string ’daily ’ para definir o tipo desta e uma instaˆncia de Available-
Period com os atributos:
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• start hour: 12.
• start minute: 15.
• end hour: 23.
• end minute: 30.
Depois cria uma instaˆncia da classe HostGroup com o id ’hostgroup teste’ com o
Host e AvailablePeriod previamente criados. Finalmente e´ criada uma instaˆncia de
PeriodicScan com o id ’request1ps ’, uma Hash com a opc¸a˜o adicional ’option1 ’ com
o valor ’value1 ’, a data e hora de inicio do scan (startdatetime), o id do template
de configurac¸a˜o a ser utilizado e as instaˆncias HostGroup e Frequency previamente
criadas. A instaˆncia PeriodicScan criada e´ introduzida na lista de scans perio´dicos
do ScanScheduler da aplicac¸a˜o.
Os outros pedidos que adicionam informac¸a˜o a` aplicac¸a˜o seguem um me´todo
semelhante. Percorrem os elementos XML, que representam o nome das classes que
va˜o construir ou o nome dos paraˆmetros a definir.
Consultar lista de scans perio´dicos
O pedido de consulta de scans perio´dicos (Fig. 4.10) devolve uma estrutura seme-
lhante ao pedido de criac¸a˜o destes e, representa tambe´m a estrutura de objetos e
paraˆmetros na lista de scans perio´dicos do ScanScheduler da aplicac¸a˜o. No momento
em que este pedido foi feito a lista de scans perio´dicos tinha um scan configurado,
sendo este composto por:
• Identificador: ’TestList3 ’.
• HostGroup: grupo de ativos com o identificador ’TestList3Hostgroup’ que
e´ constitu´ıdo pelo ativo ’exemplo.telecom.pt’ e caracterizado pela opc¸a˜o ’cri-
ticality ’ a ’2’. O per´ıodo de disponibilidade dia´ria para scans e´ das 00:00 a`s
23:59.
• Template: ’Refined ’.
• Data de inicio do scan : 2016-09-28 a`s 16:15.
• Frequency: frequeˆncia dia´ria.
• Hash de opc¸o˜es: As chaves ’scan activity mail list ’ e ’scan results mail list ’
ambas com o valor ’user1@telecom.pt, user2@telecom.pt’.
Se existirem mais scans va˜o existir mais elementos ’periodicscan’ com a mesma
estrutura demonstrada na figura 4.10.
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Figura 4.10: Estrutura XML da lista de scans perio´dicos do VAC
4.6 Interface Web
Conforme os requisitos, foi criada uma interfaceWeb para que os utilizadores possam
facilmente utilizar a aplicac¸a˜o. Esta interface foi criada recorrendo a um conjunto de
te´cnicas de desenvolvimento chamado AJAX que permitem criar pa´ginas Web que
assincronamente enviam e recebem dados de um servidor. No caso deste projeto o
servidor vai ser a API REST da aplicac¸a˜o. Isto vai permitir que a interface com
o utilizador seja mais eficiente, pois apenas e´ necessa´rio ser feito um pedido inicial
para obter a pa´gina Web completa, alterac¸o˜es posteriores apenas necessitam de
um subconjunto estritamente necessa´rio de informac¸a˜o, que normalmente vem nos
pedidos feitos ao servidor. A aplicac¸a˜o torna-se tambe´m mais resiliente a falhas
do servidor, pois caso este esteja em baixo, a pa´gina continua ativa no cliente e
facilmente retoma a operac¸a˜o quando o servidor voltar a funcionar.
Para facilitar o desenvolvimento da interface Web foi utilizada a framework Bo-
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otstrap versa˜o 3.3.7 que facilita a criac¸a˜o de pa´ginas Web responsivas[4]. Foi utili-
zado o template Starter que e´ um template ba´sico com uma pa´gina vazia com uma
barra de navegac¸a˜o no topo. A partir desse template foi construida a interface que
consiste numa barra de navegac¸a˜o com as secc¸o˜es:
• Current Scans: Lista de scans a decorrer.
• Scheduler: Consulta e definic¸a˜o da agenda de scans.
• Scanners: Consulta, adic¸a˜o ou remoc¸a˜o de vulnerability scanners da aplicac¸a˜o.
• Templates: Consulta, adic¸a˜o ou remoc¸a˜o de templates de configurac¸a˜o.
• Results: Consulta, adic¸a˜o ou remoc¸a˜o de processadores de resultados.
• Exceptions: Consulta, adic¸a˜o ou remoc¸a˜o de excepc¸o˜es de resultados.
Cada secc¸a˜o conte´m um conjunto de pa´ginas e respetivos elementos HTML com
scripts Javascript que compo˜em a interface. Adicionalmente existem scripts Javas-
cript que tratam de fazer os pedidos ass´ıncronos ao servidor.
Existem maioritariamente dois tipos de pedidos. A consulta de informac¸a˜o em
que e´ feito um pedido de forma recorrente ao servidor para consultar informac¸a˜o
e, e´ feita a leitura da resposta XML e a respetiva transformac¸a˜o para apresentar
numa tabela (Ex: Tabela de scans activos - Current Scans 4.11). O outro tipo de
pedido sa˜o as ac¸o˜es criadas pelo utilizador em que normalmente sa˜o preenchidos
campos e depois o script consulta esses campos, constro´i um pedido XML com essa
informac¸a˜o e envia para o servidor (Ex: Add Periodic Scan em Scheduler).
A aplicac¸a˜o serve esta interface Web atrave´s do servidor Web criado na API
REST pelo Sinatra. A figura 4.11 e´ um exemplo da interface Web que apresenta
a listagem de scans que esta˜o em execuc¸a˜o pela aplicac¸a˜o. No topo da interface
esta˜o as restantes secc¸o˜es mencionadas na listagem anterior. Em geral cada secc¸a˜o
trata de um tipo de objeto no contexto do VAC (agendamento, scanner, template
de configurac¸a˜o, processador de resultados, excec¸a˜o), e e´ poss´ıvel criar novos objetos
atrave´s da navegac¸a˜o de pa´ginas onde sa˜o preenchidos os paraˆmetros necessa´rios.
Nessas secc¸o˜es tambe´m se podem consultar e eliminar esses objetos.
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Figura 4.11: Pa´gina inicial com os scans em execuc¸a˜o.
4.7 Toleraˆncia a falhas da aplicac¸a˜o
Para tolerar falhas da aplicac¸a˜o esta armazena o seu estado em disco. O estado da
aplicac¸a˜o e´ definido pelas instaˆncias das classes e pelos valores dos atributos destas.
Para cada classe da aplicac¸a˜o existe um me´todo que permite exportar e importar
o seu estado e, e´ com base nestes me´todos que e´ permitido guardar e reconstruir
o estado da aplicac¸a˜o em disco. Cada alterac¸a˜o que seja feita, nas estruturas que
definam o estado da aplicac¸a˜o, e´ gravada no disco em tempo de execuc¸a˜o. No
contexto da aplicac¸a˜o, que opera num ambiente de grande escala, esse estado esta´
em constante alterac¸a˜o e, tendo isto em considerac¸a˜o, foi dada especial atenc¸a˜o a`
forma como se guarda o estado no disco de forma a ser o mais eficiente e ra´pido
poss´ıvel. Foram investigadas algumas formas de serializac¸a˜o, com especial foco na
eficieˆncia e escrita para disco[2]. Foi escolhido oMessagePack que serializa os objetos
de uma forma eficiente em formato bina´rio[18]. Em Ruby esta´ implementado na gem
msgpack-ruby, sendo esta que foi utilizada para guardar os va´rios objetos que formam
o estado da aplicac¸a˜o[10].
Caso a aplicac¸a˜o tenha uma falha, quando e´ recuperada, a aplicac¸a˜o carrega:
• Agendamento de scans.
• Estado de scans em execuc¸a˜o.
• Excec¸o˜es de resultados (falso positivos).
• Paraˆmetros de configurac¸a˜o da aplicac¸a˜o.
E, de seguida, retoma a operac¸a˜o com o estado que tinha antes de falhar. Esta
funcionalidade e´ importante pois como a aplicac¸a˜o pode gerir um grande nu´mero de
scans em simultaˆneo, em caso de falha, a aplicac¸a˜o recupera as refereˆncias para os
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scans que estavam a decorrer nos vulnerability scanners na altura, evitando que o
resultado desses scans seja desperdic¸ado.
4.8 Log da aplicac¸a˜o
A aplicac¸a˜o possui um log onde sa˜o registadas as principais operac¸o˜es e erros que
possam ocorrer na aplicac¸a˜o, permitindo aos utilizadores e programadores perceber
poss´ıveis problemas que possam estar a ocorrer nesta que na˜o sejam percet´ıveis na
interface Web. Cada componente da aplicac¸a˜o regista no ficheiro de log todas as
suas atividades e erros que ocorram.
A aplicac¸a˜o permite 3 n´ıveis de logging :
• ERROR: Apenas regista erros.
• INFO: Regista erros e eventos da aplicac¸a˜o.
• DEBUG: Informac¸a˜o mais detalhada para a depurac¸a˜o de problemas (normal-
mente utilizado pelos programadores da aplicac¸a˜o).
O log da aplicac¸a˜o foi criado com recurso a` biblioteca Logger do Ruby. A figura
4.12 mostra um excerto do log da aplicac¸a˜o VAC.
Figura 4.12: Log da aplicac¸a˜o VAC
4.9 Funcionamento e fluxo de execuc¸a˜o da aplicac¸a˜o
Nesta secc¸a˜o e´ descrito o funcionamento geral da aplicac¸a˜o com o objetivo de tornar
percet´ıvel a interac¸a˜o entre os va´rios componentes do sistema. E´ apresentado o
exemplo da realizac¸a˜o de um scan perio´dico, sendo este o caso mais comum da
utilizac¸a˜o da aplicac¸a˜o.
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4.9.1 Inicializac¸a˜o da aplicac¸a˜o
Para iniciar a execuc¸a˜o da aplicac¸a˜o tem que ser executado o script ’vac.rb’ que e´ res-
ponsa´vel por inicializar as configurac¸o˜es iniciais, o estado e arrancar os componentes
principais. Inicialmente o script leˆ um ficheiro no formato YAML (’vac config.yml ’)
que conte´m as configurac¸o˜es iniciais associadas aos va´rios componentes, como por
exemplo o porto TCP que serve a API REST para a aplicac¸a˜o Web consultar, a
diretoria onde sa˜o guardados os relato´rios dos vulnerability scanners, o limite de
tempo para um scan antes de ser interrompido forc¸osamente pela aplicac¸a˜o, etc.
Depois verifica se existem ficheiros de estado da aplicac¸a˜o e recupera esse estado e,
se na˜o existirem, inicia a aplicac¸a˜o com um novo estado.
Com essas configurac¸o˜es e estados, a aplicac¸a˜o e´ enta˜o inicializada pelo lanc¸amento
das seguintes threads que representam os componentes da aplicac¸a˜o:
• Thread ScanServer: servidor web e servic¸o web (API REST).
• Thread ScanScheduler: gere o agendamento de scans.
• Thread ScannerManager: gesta˜o de vulnerability scanners e scans em
execuc¸a˜o.
• Thread ResultsManager: envio de dados para as plataformas de armaze-
namento e tratamento de falso positivos.
A figura 4.13 apresenta um esquema que ajuda a perceber o fluxo de interac¸o˜es
entre estas threads, tendo uma disposic¸a˜o semelhante a` apresentada na arquitetura
da aplicac¸a˜o (Fig. 3.1).
4.9.2 Agendamento de um scan
O utilizador interage com a interface web para criar um scan perio´dico com os
paraˆmetros necessa´rios, e esta, com base na informac¸a˜o preenchida pelo utiliza-
dor, cria um pedido XML e envia-o para o endpoint especifico da API REST
(’scan/periodic/ ’). Ao receber este pedido, o servic¸o web da aplicac¸a˜o cria uma
instaˆncia de PeriodicScan com a informac¸a˜o fornecida e envia a instaˆncia para a
lista de scans perio´dicos da aplicac¸a˜o.
A thread ScanScheduler e´ composta por uma rotina que verifica periodicamente
a lista de scans perio´dicos e espontaˆneos. Em cada verificac¸a˜o a lista de todos os
scans e´ percorrida e os scans espontaˆneos sa˜o lanc¸ados imediatamente. No caso
dos scans perio´dicos e´ calculado se esta´ na altura de ser lanc¸ado segundo a seguinte
condic¸a˜o:
Data Hora(agora) >= Data Hora(u´ltimo scan) + 1 periodo(frequeˆncia scan)























Figura 4.13: Funcionamento geral da aplicac¸a˜o
Para despoletar um scan, a thread ScanScheduler comunica com a thread Scan-
nerManager (’create scan’ ) e adiciona o scan a` lista de scans a serem acompanhados
pelo gestor de scanners. Normalmente os scans sa˜o lanc¸ados com a tecnologia de
vulnerability scanning prima´ria definida na classe ScanScheduler, apenas podem ser
definidas tecnologias especificas em scans espontaˆneos que, normalmente sa˜o pedi-
dos pelos utilizadores ou em scans de segunda opinia˜o. Neste momento a tecnologia
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prima´ria e´ OpenVAS.
4.9.3 Lanc¸amento de um scan
Quando e´ ordenado a` instaˆncia ScannerManager a execuc¸a˜o de um scan esta vai
fazer uma consulta por todos os vulnerability scanners da tecnologia pedida e vai
perceber qual tem o menor nu´mero de scans ativos a correr e associa esse scanner
ao scan criado (ScanInstance). Este mecanismo permite que a carga dos scans seja
distribu´ıda pelos va´rios scanners configurados na aplicac¸a˜o.
A thread ScannerManager consiste tambe´m num ciclo perio´dico de verificac¸a˜o
da lista de scans ativos (ScanInstance) no VAC. Para cada scan e´ verificado o seu
estado, e consoante este, e´ despoletado um conjunto de ac¸o˜es que fazem o scan
manter ou mudar de estado. A figura 4.14 descreve o fluxo dos estados percorridos
ate´ ao termino de um scan. Este pode comec¸ar no estado New ou Paused (caso o
scan tenha sido pausado no vulnerability scanner por intervenc¸a˜o humana ou em













Figura 4.14: Esquema do fluxo de estados de um scan
4.9.4 Estado New e Paused
Quando um scan esta´ no estado New o instante de tempo da verificac¸a˜o e´ consi-
derado para verificar que o scan vai ser despoletado dentro da janela temporal de
disponibilidade para o grupo de ativos. Para isso e´ consultada a instaˆncia Availa-
blePeriod relativa ao HostGroup da instaˆncia ScanInstance que representa o scan
verificado. Se a condic¸a˜o for va´lida e´ procurado na lista de vulnerability scanners da
instaˆncia ScannerManager o vulnerability scanner escolhido e e´ averiguado se este
tem recursos suficientes para realizar o scan. Se tiver, o scan e´ lanc¸ado passando
para o estado Running. O estado Paused e´ tratado de forma igual ao estado New,
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mas em vez de o scan ser iniciado e´ recomec¸ado (resume scan). A figura 4.15 mostra


















Figura 4.15: Fluxo de execuc¸a˜o e classes envolvidas no inicio de execuc¸a˜o de um
scan
4.9.5 Estado Running
Se um scan se encontrar no estado Running tem que ser verificado se este na˜o termi-
nou no vulnerability scanner responsa´vel pela sua execuc¸a˜o. Para isso e´ executado
o me´todo scan finished? na instaˆncia que representa o scanner (VulnerabilityScan-
ner) associado ao scan. Se o resultado for verdadeiro o scan passa para o estado
Finished, caso contra´rio vai ser verificado se o scan na˜o excedeu a janela temporal
de disponibilidade consultando a instaˆncia ScanInstance que representa o scan. Se
na˜o excedeu o scan continua com o estado Running, caso contra´rio o scan vai ser
interrompido (timeout). Para isso a instaˆncia ScanInstance acede a` instaˆncia de
VulnerabilityScanner que, simboliza o scanner que esta´ a executar o scan, e executa
a func¸a˜o timeout que cancela o scan, passando este ao estado Timeout. A figura
4.16 resume a explicac¸a˜o anterior apresentando o fluxo de execuc¸a˜o entre as va´rias
classes envolvidas.
4.9.6 Estado Finished e Timeout
Caso o scan se encontre no estado Finished, enta˜o sa˜o retirados os resultados do
scan e depois o estado deste e´ apagado no vulnerability scanner (Fig. 4.17), sendo
posteriormente removido da lista de scans ativos.














Verificar fim do scan
Verificar janela temporal
Interromper scan
Figura 4.16: Fluxo de execuc¸a˜o e classes envolvidas no acompanhamento de um
scan
Com a finalidade de retirar os resultados, e´ executada a func¸a˜o finish scan no
ScannerManager, que por sua vez ordena a extrac¸a˜o de resultados a` instaˆncia Sca-
nInstance (generate results) que por sua vez procura a instaˆncia VulnerabilityScan-
ner associada ao scan e ordena ao vulnerability scanner a extrac¸a˜o dos resultados.
No fim a instaˆncia ScanInstance e´ removida da lista de scans. O procedimento para
o estado Timeout (Fig. 4.17) e´ semelhante ao Finished diferindo apenas no aspeto
de que os resultados obtidos sa˜o incompletos. . Na figura 4.17 e´ resumida a interac¸a˜o
entre as classes principais implicadas.
4.9.7 Processamento e integrac¸a˜o de resultados
Quando os resultados sa˜o extra´ıdos sa˜o guardados sob a forma de um ficheiro em
que o nome segue o seguinte formato:
”Tecnologia de vulnerability scanning   id do scan”
Este formato vai permitir a` thread ResultsManager perceber qual o mo´dulo,
associado a` tecnologia de vulnerability scanning, a utilizar para fazer a transformac¸a˜o
dos resultados. No fim dos resultados serem extra´ıdos do vulnerability scanner e´
criado um ficheiro com o mesmo nome e a extensa˜o ’.done’, sendo este a confirmac¸a˜o
que o ficheiro com os resultados esta´ pronto para ser lido.
A thread RusultsManager consiste numa rotina que periodicamente consulta a
diretoria que representa o reposito´rio de resultados e procura ficheiros com a ex-
















scans.delete Apagar scan da lista
Limpar dados no scanner
Verificar fim do scan
Figura 4.17: Fluxo de execuc¸a˜o e classes envolvidas no te´rmino de um scan
tensa˜o ’.done’. Quando encontra, leˆ o prefixo do nome do ficheiro que representa
a tecnologia de vulnerability scanning e utiliza a classe Processor adequada para li-
dar com essa tecnologia, executando o me´todo ’send results ’ que e´ responsa´vel pelo
processamento, transformac¸a˜o, filtragem e envio de resultados para as plataformas
de armazenamento. O me´todo ’send results ’ consiste na execuc¸a˜o de dois me´todos.
O me´todo ’send results hidra’ que transforma os dados presentes no relato´rio XML
para um formato na˜o relacional, filtra falso positivos e envia os resultados na forma
de eventos para a plataforma Hidra atrave´s da gem ’hidra’ criada pela equipa de de-
senvolvimento da DCY. Esta gem envia os dados para uma fila no broker RabbitMQ,
sendo estes posteriormente consumidos por um processo que escreve os resultados
num ı´ndice no Elasticsearch.
No final e´ verificado se a tecnologia de vulnerability scanning e´ a prima´ria, utili-
zada normalmente pelo VAC. Se for, sa˜o avaliadas as propriedades dos ativos presen-
tes no scan e, se for necessa´rio, e´ executado um scan de segunda opinia˜o com outra
tecnologia. Neste momento e´ despoletado outro scan se a propriedade ’criticality ’
for igual ou maior a 9.
De seguida e´ executado o me´todo ’send results arcsight’ que trata do ficheiro
com os resultados e envia-o para uma pasta predefinida de onde o conector ArcSight
consumira´ a informac¸a˜o que ira´ enriquecer a sua base de conhecimento. Quando
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Figura 4.18: Fluxo de execuc¸a˜o e classes envolvidas no processamento de resultados
4.10 Transformac¸a˜o de resultados
Para integrar os resultados nas plataformas de armazenamento presentes nos re-
quisitos e´ preciso transformar os resultados para um formato que seja compat´ıvel
com estas. Neste momento a aplicac¸a˜o suporta duas tecnologias, OpenVAS e Nex-
pose, e ambas possibilitam a exportac¸a˜o de relato´rios no formato XML pelo que foi
esse o formato escolhido em ambas, visto este formato ter uma maior quantidade
de informac¸a˜o que os formatos preteridos. No ambiente de grande escala onde a
aplicac¸a˜o vai operar, estes relato´rios va˜o ter uma grande quantidade de resultados
pelo que para fazer a leitura destes foi escolhida a gem Nokogiri, tendo a escolha ja´
sido justificada anteriormente em 4.5.3. De seguida e´ explicado de forma sucinta o
formato dos relato´rios, sa˜o mencionados os segmentos principais de onde e´ retirada
informac¸a˜o e e´ feita uma explicac¸a˜o da transformac¸a˜o efetuada para o formato a
introduzir na plataforma Hidra.
4.10.1 OpenVAS
A figura 4.19 representa uma versa˜o resumida e simplificada com o objetivo de
auxiliar a explicac¸a˜o do processo de transformac¸a˜o dos resultados.
O formato de resultados do OpenVAS e´ bastante simples, para cada resultado
encontrado num ativo num determinado porto e´ acrescentado um elemento ’result’
na lista de resultados (elemento ’results’ ).
De uma forma simplificada o processo de transformac¸a˜o consiste em iterar nos
va´rios elementos ’result ’ e retirar a informac¸a˜o para o formato Hash (chave-valor)
utilizado pelo Hidra. Os campos mais importantes retirados sa˜o:
• IP do ativo.
• Nu´mero e protocolo do porto que expo˜e a vulnerabilidade.
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Figura 4.19: Estrutura XML simplificada de um relato´rio OpenVAS
• Nome da vulnerabilidade.
• Resultado da execuc¸a˜o do teste.
• Pontuac¸a˜o CVSS.
Os restantes campos sa˜o espec´ıficos da tecnologia e na˜o essenciais para a definic¸a˜o
da vulnerabilidade. Exemplos: vetor CVSS, descric¸a˜o, soluc¸a˜o proposta, co´digos
CVE, lista de URL com informac¸a˜o, oid (OpenVAS id), etc.
4.10.2 Nexpose
A figura 4.20 mostra a estrutura geral de um relato´rio no formato XML Nexpose.
O relato´rio tem duas secc¸o˜es principais, os resultados dos ativos no elemento
’nodes ’ e as definic¸o˜es de vulnerabilidades no elemento ’VulnerabilityDefinitions ’.
As definic¸o˜es de vulnerabilidades conte´m informac¸a˜o detalhada sobre as vulnerabi-
lidades que aparecem nos ativos do relato´rio e conte´m, por exemplo, o identificador
da definic¸a˜o, o nome, a pontuac¸a˜o e o vetor CVSS, a pontuac¸a˜o PCI, descric¸a˜o
detalhada da vulnerabilidade, informac¸a˜o sobre malware e exploits que exploram
esta vulnerabilidade, soluc¸a˜o proposta, co´digo CVE e outras refereˆncias. Como esta
informac¸a˜o e´ extensa e´ guardada nesta lista de definic¸o˜es que depois podemos cruzar
com a informac¸a˜o das vulnerabilidades encontradas nos ativos atrave´s do identifica-
dor (id).
O elemento ’nodes ’ representa uma estrutura hiera´rquica que contem os resul-
tados do scan. Cada elemento node representa um ativo e dentro deste existem os
elementos ’tests ’ e ’endpoints ’. A primeira representa os resultados que na˜o esta˜o
associados a nenhum porto e o segundo os resultados que teˆm essa associac¸a˜o. Cada
elemento ’endpoint ’ tem um nu´mero de porto, protocolo associado e um conjunto
de servic¸os, cada servic¸o tem o conjunto de resultados associados a este.
O processo que realiza a transformac¸a˜o dos dados comec¸a por construir uma Hash
com as definic¸o˜es das vulnerabilidades ao percorrer a lista de elementos ’
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Figura 4.20: Estrutura XML simplificada de um relato´rio Nexpose
bility ’ dentro de ’VulnerabilityDefinitions ’, onde a chave e´ o identificador (atributo
id) da definic¸a˜o e o valor os detalhes da vulnerabilidade. A segunda fase consistem
em percorrer a hierarquia de elementos ’node’ e primeiro transformar as vulnerabili-
dades sem porto associado (elemento ’tests ’) e depois percorrer a lista de elementos
’endpoint ’, os servic¸os ( elementos ’service’), os resultados encontrados (elementos
’test ’) e transformar estes tambe´m para um formato Hash que contem a seguinte
informac¸a˜o:
• Identificador da vulnerabilidade.
• IP do ativo.
• Nu´mero e protocolo do porto que expo˜e a vulnerabilidade.
• Resultado da execuc¸a˜o do teste.
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Depois e´ consultada a Hash com os detalhes das vulnerabilidades utilizando o
identificador da vulnerabilidade e e´ retirada mais informac¸a˜o para construir o evento
que vai representar um resultado. No fim os eventos sa˜o filtrados de resultados falso
positivos que possam existir e depois sa˜o enviados para a plataforma Hidra.
4.11 Conversa˜o do formato OpenVAS para Nex-
pose
Um dos requisitos e´ a integrac¸a˜o dos resultados dos scans na plataforma ArcSight.
Esta apenas suporta relato´rios no formato Nexpose. Para poupar recursos a` equipa
que gere o ArcSight foi concretizada uma funcionalidade no VAC que, quando obte´m
resultados no formato OpenVAS, faz a conversa˜o destes para o formato Nexpose com
o ma´ximo de precisa˜o poss´ıvel. A ideia principal e´ passar de um formato simples de
registos do OpenVAS para a estrutura hiera´rquica do Nexpose.
Na primeira fase e´ construido o esqueleto do relato´rio XML, sa˜o percorridos
os resultados do relato´rio OpenVAS para descobrir que IPs e portos destes conte´m
vulnerabilidades e e´ criada a estrutura hiera´rquica de ’nodes ’ (ativos) e dentro destes
os ’endpoints ’ (portos) conforme o formato Nexpose explicado anteriormente. Sendo
que oOpenVAS na˜o apresenta o nome do servic¸o como o Nexpose, todos os resultados
ficam sobre um servic¸o criado concatenando o nu´mero do porto e o protocolo.
Na segunda fase sa˜o percorridos todos os IPs e para cada um sa˜o consultados
todos os resultados. Para cada resultado sa˜o construidos o elemento ’test ’ com o
id do elemento ’result ’ do relato´rio OpenVAS e ’vulnerability ’ com os detalhes da
vulnerabilidade. O elemento ’vulnerability ’ e´ adicionado a` lista de definic¸o˜es de vul-
nerabilidades (’VulnerabilityDefinitions ’) e se o valor do porto TCP for um nu´mero
enta˜o o elemento criado vai ser colocado sobre o elemento ’endpoint ’ que repre-
sente esse porto, sena˜o vai para a lista de resultados sem porto associado (elemento
’tests’ ).
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Cap´ıtulo 5
Avaliac¸a˜o
Neste cap´ıtulo e´ demonstrado que os requisitos propostos para o VAC foram cum-
pridos (Secc¸a˜o 3.2). Foi realizado um conjunto extensivo de testes, 13 no total, com
o objetivo de testar a funcionalidade ba´sica de orquestrac¸a˜o e agendamento de scans
e, o consequente armazenamento de resultados proveniente destes (testes 1, 2, 3 e
9), a escalabilidade e desempenho da aplicac¸a˜o, dos seus componentes e das suas
configurac¸o˜es (testes 4, 7 e 10), extensibilidade da aplicac¸a˜o a novas tecnologias de
vulnerability scanning (teste 5), a funcionalidade de scan de segunda opinia˜o (teste
6), filtragem de resultados falso positivos (teste 8) e, finalmente, a resilieˆncia da
aplicac¸a˜o face a falhas nos va´rios componentes (teste 11, 12 e 13).
A metodologia para a realizac¸a˜o dos va´rios testes e´ muito semelhante e comec¸a
tipicamente com a configurac¸a˜o da interface da aplicac¸a˜o para executar uma de-
terminada tarefa, consoante o objetivo do teste, pelo que sa˜o mostradas imagens
da interface sempre que pertinente. Para mostrar o resultado de uma determinada
tarefa por vezes foi necessa´rio mostrar tambe´m imagens da aplicac¸a˜o e, em alguns
casos, sa˜o mostrados excertos do log que ajudam a detalhar as ac¸o˜es realizadas
pela aplicac¸a˜o. Noutros casos sa˜o mostradas imagens da interface dos vulnerability
scanners para demonstrar a interac¸a˜o da aplicac¸a˜o com estas. Em alguns testes
foi necessa´rio manipular configurac¸o˜es nos ativos para facilitar a demonstrac¸a˜o (por
exemplo, expor servic¸os vulnera´veis, desligar o ativo, etc.). O objetivo principal do
funcionamento do VAC e´ obter resultados de scans, pelo que na maioria dos testes
sa˜o apresentadas imagens das interfaces das plataformas de armazenamento de re-
sultados (Hidra e ArcSight) com os resultados provenientes de um scan. Para obter
os resultados armazenados no Hidra, foram feitas pesquisas na interface Kibana pelo
nome do scan gerado na aplicac¸a˜o, no ArcSight as pesquisas foram feitas pelo nome
do relato´rio gerado pela aplicac¸a˜o, que tem o nome do scan.
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5.1 Teste 1 - Scan espontaˆneo e integrac¸a˜o Hidra
e ArcSight
O primeiro teste consiste no lanc¸amento de um scan espontaˆneo, sendo criado pelo
utilizador, sobre um conjunto de 5 ativos. A janela de disponibilidade e´ das 00h:00m
a`s 23h:59m, o template de configurac¸a˜o utilizado foi ’Refined’ (resultado da afinac¸a˜o
de scans OpenVAS na secc¸a˜o 4.1) e a tecnologia de vulnerability scanning o Open-
VAS.
Para configurar o scan foi utilizada a interface gra´fica seguindo um conjunto
de passos para a configurac¸a˜o e lanc¸amento do scan. Foi escolhido o separador de
agendamento de scans e pressionado o bota˜o ’Add Spontaneous scan’ (Fig. 5.1).
Figura 5.1: Secc¸a˜o Scheduler
A seguir foram preenchidas as configurac¸o˜es do scan espontaˆneo (Fig. 5.2, 5.3,
5.4).
Depois do scan ser criado fica na lista de scans espontaˆneos esperando que o
mo´dulo de agendamento fac¸a a leitura da lista e inicie a sua execuc¸a˜o imediatamente
(Fig. 5.5).
O scan e´ lanc¸ado pelo gestor de scanners e passa a ser mostrado no separador
Current Scans (SpontaneousScan-TestList1-20160922T040547590 na figura 5.6).
Quando passa para o estado Running significa que a sua execuc¸a˜o foi iniciada
no vulnerability scanner, neste caso numa instaˆncia de OpenVAS (Fig. 5.7).
No fim do scan foi gerado um relato´rio que foi processado e enviado para as
fontes Hidra e ArcSight. Como podemos observar na interface Web do Kibana
(Fig. 5.8) os resultados do scan ’SpontaneousScan-TestList1-20160922T040547590 ’
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Figura 5.2: Preencher Spontaneous scan 1
Figura 5.3: Preencher Spontaneous scan 2
foram introduzidos no Elasticsearch. Os resultados do formato OpenVAS foram
transformados para o formato Nexpose e foram integrados na plataforma ArcSight
(Fig. 5.9).
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Figura 5.4: Preencher Spontaneous scan 3
Figura 5.5: Secc¸a˜o Scheduler - Scans agendado
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Figura 5.6: Secc¸a˜o Current Scans - Scans ativos
Figura 5.7: Scan em execuc¸a˜o no OpenVAS
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Figura 5.8: Resultados do scan do teste 1 no Kibana
Figura 5.9: Resultados do scan do teste 1 no ArcSight
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5.2 Teste 2 - Janela de disponibilidade de scan
A funcionalidade de limitar o tempo de scan a uma janela de disponibilidade per-
mitida, para um conjunto de ativos, e´ demonstrada neste teste. Foi configurado
um scan espontaˆneo com as mesmas configurac¸o˜es e ativos que no scan do primeiro
teste, mas a janela de disponibilidade foi alterada para permitir scans das 00h:00m
a`s 17h:56m.
Figura 5.10: Log do teste 2
Como se pode observar pelos excertos do log do VAC (Fig. 5.10) o scan foi
lanc¸ado a`s 17h:43m:15s, realizou a sua operac¸a˜o durante alguns minutos e foi in-
terrompido a`s 17h:57m:38s. Os resultados obtidos ate´ ao momento da interrupc¸a˜o
foram enviados (Fig. 5.11).
Figura 5.11: Resultados do scan do teste 2 no Kibana
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5.3 Teste 3 - Agendamento de scan com frequeˆncia
dia´ria
Neste teste foi feito o agendamento de um scan para um pouco depois da hora em
que foi enviado para a aplicac¸a˜o com o objetivo de testar se este era executado a` hora
exata. Foi escolhida uma frequeˆncia dia´ria para perceber se o scan era executado
no dia seguinte a` mesma hora. O scan foi configurado com um ativo, o template
escolhido foi o ’Refined ’ e foi configurado para executar todos os dias a partir das
16h15m.
Figura 5.12: Log do teste 3 - scan primeiro dia
Figura 5.13: Log do teste 3 - scan segundo dia
Como se pode perceber pelos excertos de log da aplicac¸a˜o (Fig 5.12 e 5.13), o
scan foi executado uma vez por dia depois das 16h:15m. Este teste teve a durac¸a˜o de
dois dias. Tambe´m podemos ver que os resultados foram integrados no Elasticsearch
(Fig. 5.14 e 5.15).
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Figura 5.14: Resultados do scan do primeiro dia no Kibana
Figura 5.15: Resultados do scan do segundo dia no Kibana
5.4 Teste 4 - Distribuic¸a˜o de carga entre vulnera-
bility scanners
Este teste consistiu em testar o mecanismo de distribuic¸a˜o de carga. Foram lanc¸ados
dois scans com dois vulnerability scanners OpenVAS configurados na aplicac¸a˜o.
Atrave´s do excerto do log do VAC (Fig. 5.16) conseguimos perceber que foram
lanc¸ados dois scans ’SpontaneousScan-TestList4-1-20160922T014115300 ’ e ’SpontaneousScan-
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Figura 5.16: Log do teste 4 - distribuic¸a˜o de carga
TestList4-2-20160922T014220384 ’. No inicio na˜o havia nenhum scan a correr pelo
que o scan ’SpontaneousScan-TestList4-1-20160922T014115300 ’ ficou a correr no
scanner com o identificador ’openvas1 ’. Quando o outro scan foi iniciado ja´ havia
um scan a correr no scanner ’openvas1 ’. Como o scanner ’openvas2 ’ estava com
zero scans ativos, esse foi escolhido para executar o novo scan.
Nas figuras 5.17 e 5.18 podemos ver os scans a correr em instaˆncias OpenVAS
diferentes configuradas no VAC.
Figura 5.17: Primeiro scan a correr na instaˆncia openvas1
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Figura 5.18: Segundo scan a correr na instaˆncia openvas2
5.5 Teste 5 - Configurac¸a˜o de nova tecnologia de
vulnerability scanning
O carregamento de uma nova tecnologia de vulnerability scanning e´ testada. Para
este teste sa˜o configuradas na aplicac¸a˜o VAC as bibliotecas previamente criadas para
interagir com vulnerability scanners da tecnologia Nexpose (ficheiros e bibliotecas
Ruby).
O estado da aplicac¸a˜o foi manipulado para ter apenas configurados scanners
(Fig. 5.19) e processador de resultados (Fig. 5.22) da tecnologia OpenVAS.
A primeira fase consiste na configurac¸a˜o de um scanner dessa tecnologia na
interface Web (Fig. 5.20). O campo ’Scanner Type’ tem que ter o mesmo nome do
ficheiro que conte´m a biblioteca de interac¸a˜o com o scanner (neste caso ’nexpose.rb’).
Como se pode ver na figura 5.21 a biblioteca foi configurada corretamente.
Depois foi adicionado o processador de dados da tecnologia (Fig. 5.24). O campo
’Processor name’ (Fig. 5.23) tambe´m tem que ter o mesmo nome da biblioteca exceto
o sufixo ’ processor ’ (’nexpose processor.rb’).
Depois foi lanc¸ado um scan espontaˆneo com a tecnologia Nexpose (Fig. 5.25).
Como visto na figura 5.26 o scan foi lanc¸ado no vulnerability scanner Nexpose
e os dados foram enviados para o Elasticsearch como visto na interface Kibana na
figura 5.27.
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Figura 5.19: Scanners instalados no momento com tecnologia OpenVAS
Figura 5.20: Configurac¸a˜o do scanner Nexpose
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Figura 5.21: Scanner Nexpose configurado na aplicac¸a˜o
Figura 5.22: Apenas o processador OpenVAS instalado na aplicac¸a˜o
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Figura 5.23: Configurac¸a˜o do processador Nexpose na aplicac¸a˜o
Figura 5.24: Processador Nexpose configurado na aplicac¸a˜o
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Figura 5.25: Scan com tecnologia Nexpose a correr na aplicac¸a˜o
Figura 5.26: Imagem do scan a correr no scanner Nexpose
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Figura 5.27: Resultados do scan integrados no Kibana
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5.6 Teste 6 - Scan de segunda opinia˜o (Nexpose)
A funcionalidade de scan de segunda opinia˜o e´ demonstrada neste teste. Foi agen-
dado um scan perio´dico a um ativo com a propriedade ’criticality ’ com o valor 9. A
janela de disponibilidade para o dia inteiro e o template de configurac¸a˜o utilizado
foi o ’Refined ’. O scan esta´ configurado para ser executado apenas uma vez.
Como se pode ver pelo excerto de log (Fig. 5.28) o scan foi lanc¸ado com a
tecnologia de vulnerability scanning prima´ria configurada (OpenVAS ).
Figura 5.28: Log do teste 6 - scan inicial
O scan termina e, como o n´ıvel cr´ıtico do ativo e´ maior ou igual a 9, e´ lanc¸ado
um scan de segunda opinia˜o com a tecnologia Nexpose, como se pode ver pelo log
na figura 5.29.
Figura 5.29: Log do teste 6 - scan de segunda opinia˜o
De seguida podemos observar que os resultados do scan inicial com a tecnologia
OpenVAS e o scan de segunda opinia˜o com a tecnologia Nexpose, sendo os resultados
destes incorporados no Elasticsearch (Fig. 5.30 e 5.31).
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Figura 5.30: Resultados do primeiroscan
Figura 5.31: Resultados do scan de segunda opinia˜o
5.7 Teste 7 - Escalabilidade da aplicac¸a˜o
A escalabilidade da aplicac¸a˜o foi testada atrave´s da observac¸a˜o do desempenho de
scans a va´rios ativos com va´rios scanners. Foram medidos os tempos de execuc¸a˜o dos
vulnerability scanners e da aplicac¸a˜o. Todos os scans foram feitos com a tecnologia
OpenVAS, pois sendo a tecnologia prima´ria do VAC vai ser a mais utilizada.
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5.7.1 Teste com um e dois scanners a dois ativos
Scanner VAC
Scan 1 Scan 2 Total Scan 1 Scan 2 Total
1 Scanner 759 s 927 s 927 s 780 s 954 s 954 s
2 Scanners 665 s 488 s 665 s 718 s 553 s 718 s
Tabela 5.1: Resultados do teste com um e dois scanners a dois ativos
Os resultados apresentados na tabela 5.1 mostram que com a utilizac¸a˜o de dois
scanners, a aplicac¸a˜o apresenta uma melhoria de 24% aproximadamente.
5.7.2 Teste com um e dois scanners a quatro ativos
Scanner
Scan 1 Scan 2 Scan 3 Scan 4 Total
1 Scanner 934 s 1293 s 1527 s 1593 s 1593 s
2 Scanner 638 515 s 1072 s 649 s 1072 s
VAC
Scan 1 Scan 2 Scan 3 Scan 4 Total
1 Scanner 1011 s 1331 s 1562 s 1612 s 1612 s
2 Scanners 675 s 543 s 1096 s 660 s 1096 s
Tabela 5.2: Resultados do teste com um e dois scanners a quatro ativos
Com quatro ativos o teste demonstra (Tabela 5.2) que com dois scanners conse-
guimos obter uma melhoria de 32% aproximadamente.
Este teste demonstra a vantagem da escalabilidade da aplicac¸a˜o VAC, mas na˜o
podemos esquecer que nem sempre pode ocorrer uma melhoria significativa devido
ao facto de estes scans serem bastante influenciados pelo ambiente de operac¸a˜o onde
sa˜o realizados, como referido na secc¸a˜o 3.4.
5.8 Teste 8 - Mecanismo de filtragem de resulta-
dos falso positivos
A funcionalidade de filtragem de resultados falso positivos e´ comprovada. Inicial-
mente foi feito um scan ao ativo teste onde foram encontradas cinco vulnerabilidades:
• SSH Weak MAC Algorithms Supported.
• SSH Weak Encryption Algorithms Supported.
• SNMP GETBULK Reflected DrDoS.
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• Report default community names of the SNMP Agent.
• TCP timestamps.
Como se pode ver pela interface Kibana na figura 5.32, nos resultados do scan
foram encontradas cinco vulnerabilidades.
Figura 5.32: Resultados do scan inicial
Para testar a funcionalidade foi adicionada a` lista de excec¸o˜es:
• Name: Report default community names of the SNMP Agent.
• Host : 10.17.139.55 .
• Port Protocol : tcp.
• Port Number : 161.
• Result : SNMP Agent responded as expected with community name: public.
• Scanner Type: openvas.
• Reason: Raza˜o teste.
• Person: Fa´bio Fernandes.
• Contact : mail@teste.pt .
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Apo´s a configurac¸a˜o da excec¸a˜o foi lanc¸ado o mesmo scan com as mesmas con-
figurac¸o˜es e foram encontradas as seguintes vulnerabilidades:
• SSH Weak MAC Algorithms Supported.
• SSH Weak Encryption Algorithms Supported.
• SNMP GETBULK Reflected DrDoS.
• TCP timestamps.
Foram apenas encontradas quatro vulnerabilidades (Fig. 5.33) desaparecendo
aquela que foi excepcionada (Report default community names of the SNMP Agent).
Figura 5.33: Resultados do scan apo´s a adic¸a˜o de um falso positivo
5.9 Teste 9 - Acompanhamento da evoluc¸a˜o de
um ativo
Este teste avalia a capacidade da aplicac¸a˜o permitir acompanhar a evoluc¸a˜o da
alterac¸a˜o do nu´mero de vulnerabilidades presentes nos ativos. Para esse efeito foi
configurado um ativo controlado e, ao longo dos va´rios scans, foram feitas e desfeitas
configurac¸o˜es vulnera´veis para verificar se estas apareciam nos resultados.
Foi feito um scan inicial onde foram encontradas treˆs vulnerabilidades (Fig.
5.34).
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Figura 5.34: Evoluc¸a˜o de um ativo: scan inicial
De seguida foram ligados os servic¸os MySQL, PostgreSQL e Postfix com confi-
gurac¸o˜es vulnera´veis e realizado um scan que descobriu treˆs vulnerabilidades adici-
onais associadas ao servic¸os expostos (Fig 5.35).
Figura 5.35: Evoluc¸a˜o de um ativo: aumento de vulnerabilidades descobertas
Foram desativados os treˆs servic¸os com configurac¸o˜es vulnera´veis e foram feitos
dois scans que apresentam ambos as treˆs vulnerabilidades iniciais (Fig. 5.36 e 5.37).
Iniciou-se o servic¸o SNMP com uma configurac¸a˜o vulnera´vel e foi lanc¸ado um
scan que descobriu 2 vulnerabilidades associadas a esse servic¸o (Fig. 5.38).
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Figura 5.36: Evoluc¸a˜o de um ativo: correc¸a˜o de vulnerabilidades scan 1
Figura 5.37: Evoluc¸a˜o de um ativo: correc¸a˜o de vulnerabilidades scan 2
No final foi desligado o servic¸o SNMP com as configurac¸o˜es vulnera´veis e foram
descobertas treˆs vulnerabilidades novamente (Fig 5.39).
A figura 5.40 apresenta um gra´fico, criado na interface Kibana, da evoluc¸a˜o do
nu´mero de vulnerabilidades ao longo dos scans realizados neste teste provando que
e´ poss´ıvel acompanhar a evoluc¸a˜o das vulnerabilidades apresentadas por um ativo
ao longo do tempo.
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Figura 5.38: Evoluc¸a˜o de um ativo: vulnerabilidades SNMP
Figura 5.39: Evoluc¸a˜o de um ativo: scan final
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Figura 5.40: Evoluc¸a˜o de um ativo: gra´fico no Kibana
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5.10 Teste 10 - Afinac¸a˜o de template de confi-
gurac¸a˜o OpenVAS
O OpenVAS, por omissa˜o, tem uma configurac¸a˜o muito abrangente, o que pode
tornar os scans mais precisos mas prejudica gravemente o seu desempenho. Foram
feitas afinac¸o˜es que permitiram encontrar um ponto o´timo entre precisa˜o e desem-
penho como explicado na secc¸a˜o 4.1. Essas afinac¸o˜es resultaram no template de
configurac¸a˜o ’Refined ’ que consiste na melhoria da eficieˆncia do teste a portos TCP,
na reduc¸a˜o dra´stica do nu´mero de portos testados e na desativac¸a˜o dos plugins de
testes a aplicac¸o˜es Web.
Foram realizados dois scans ao mesmo ativo, um testa todos os portos TCP e ou-
tro testa um nu´mero de portos reduzidos resultantes da afinac¸a˜o feita. Os resultados
esta˜o presentes na tabela 5.3 e mostram que houve uma reduc¸a˜o aproximada de 77%
no tempo de execuc¸a˜o, no entanto na˜o foram negligenciados os testes aos portos de
servic¸os importantes pelo que esta afinac¸a˜o representa um bom compromisso entre
precisa˜o e desempenho.
Scanner VAC
Todos os portos TCP 3062 s 3123 s
Configurac¸a˜o afinada 673 s 718 s
Tabela 5.3: Resultados de scan OpenVAS com e sem afinac¸a˜o
5.11 Teste 11 - Falha de um vulnerability scanner
A continuac¸a˜o de um scan no caso de falha e recuperac¸a˜o de um vulnerability scanner
e´ testada. Foi lanc¸ado um scan sobre um ativo e passado algum tempo do scan ter
iniciado foi simulada uma falha no vulnerability scanner.
Figura 5.41: Log do teste 11
Como se pode observar no log (Fig. 5.41) a aplicac¸a˜o deixou de conseguir per-
ceber o estado do scan e depois recuperou a sua execuc¸a˜o mais tarde, terminando
ao enviar os resultados para o Hidra, como se pode observar na figura 5.42.
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Figura 5.42: Resultados do scan
5.12 Teste 12 - Toleraˆncia a falhas da aplicac¸a˜o
Neste teste foi demonstrada a capacidade da aplicac¸a˜o preservar o seu estado na
ocorreˆncia de uma falha da aplicac¸a˜o.
Figura 5.43: Log do teste 12
Como se pode observar no log (Fig. 5.43) foi lanc¸ado um scan e passado algum
tempo, enquanto este estava em execuc¸a˜o, foi interrompida a aplicac¸a˜o, aproximada-
mente a`s 12h:31m. Passados alguns minutos foi lanc¸ada a aplicac¸a˜o que reconstruiu
o seu estado e retomou o acompanhamento do scan que estava previamente em
execuc¸a˜o. No fim o scan terminou e os dados foram enviados para o Hidra (Fig.
5.44).
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Figura 5.44: Resultados do scan no Hidra
5.13 Teste 13 - Falha de um ativo alvo
No teste final e´ verificado que a aplicac¸a˜o suporta a falha de um ativo alvo de scan.
Foi lanc¸ado um scan sobre um ativo e durante a execuc¸a˜o desse scan foi desligado
o ativo com o comando ’shutdown -P 0 ’.
Figura 5.45: Log do teste 13
Como se pode observar pelo log da aplicac¸a˜o na figura 5.45, o vulnerability scan-
ner detetou o ativo como estando em baixo e terminou o scan. A aplicac¸a˜o detetou
que o scan terminou, retirou os resultados interme´dios e enviou-os para o Hidra
(Fig. 5.46).
Figura 5.46: Resultados do scan no Hidra
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Cap´ıtulo 6
Conclusa˜o e Trabalho Futuro
A aplicac¸a˜o VAC desenvolvida neste projeto focou-se nos requisitos propostos inici-
almente (secc¸a˜o 3.2) e, como demonstrado no cap´ıtulo da Avaliac¸a˜o (cap. 5), estes
foram cumpridos. Atrave´s da possibilidade da configurac¸a˜o de scans perio´dicos
e a integrac¸a˜o automa´tica dos resultados nas plataformas de armazenamento, a
aplicac¸a˜o permite que scans sejam lanc¸ados sobre ativos de forma automa´tica possi-
bilitando uma avaliac¸a˜o cont´ınua da sua seguranc¸a em termos de vulnerabilidades.
Adicionalmente, a afinac¸a˜o das configurac¸o˜es de vulnerability scanners, em especial
o OpenVAS, permite que sejam obtidos resultados em tempo u´til, operac¸a˜o essencial
num ambiente composto por um grande nu´mero de ativos.
A automatizac¸a˜o concretizada pela aplicac¸a˜o permite aliviar a equipa que faz a
gesta˜o de vulnerabilidades da tarefa repetitiva de gerir uma grande quantidade de
scans em va´rios vulnerability scanners, extrair os resultados e integra-los nas plata-
formas. Isto possibilita que o tempo desta equipa possa ser gasto noutras tarefas de
maior valor, como, por exemplo, o acompanhamento da resoluc¸a˜o das vulnerabili-
dades nos ativos com as equipas responsa´veis. Adicionalmente, a funcionalidade de
scans espontaˆneos permite responder rapidamente a situac¸o˜es de emergeˆncia, como,
por exemplo, a divulgac¸a˜o de uma vulnerabilidade cr´ıtica num servic¸o comum. A
possibilidade de janelas de disponibilidade por dia nos dois tipos de scan permite
minimizar o impacto da qualidade de servic¸o dos ativos.
A interac¸a˜o com a aplicac¸a˜o e´ feita de forma fa´cil atrave´s da interface Web
disponibilizada. A aplicac¸a˜o pode acompanhar a evoluc¸a˜o das necessidades da DCY
em termos de tecnologias de vulnerability scanning e plataformas de armazenamento
de resultados, pois permite adicionar mo´dulos que representam estas na aplicac¸a˜o.
A capacidade da integrac¸a˜o de va´rios vulnerability scanners da mesma tecnologia e
a distribuic¸a˜o dos scans por estas, tendo em conta a sua carga na criac¸a˜o do scan,
garante que a soluc¸a˜o e´ escala´vel, sendo este um requisito importante no ambiente
de grande escala onde a aplicac¸a˜o vai atuar. A criac¸a˜o de um mecanismo simples
de adic¸a˜o e filtragem de resultados falso positivos permite melhorar a precisa˜o dos
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resultados enviados para as plataformas de armazenamento e, consequentemente,
melhora a efica´cia das equipas que utilizam estes. Como em qualquer projeto existem
melhorias a fazer e, com o limite de tempo e contexto acade´mico deste, foi feito um
maior investimento na automatizac¸a˜o, eficieˆncia e efica´cia dos scans, ou seja, no
componente gestor de scanners e no componente agendamento.
Consequentemente sa˜o expostos alguns pontos a melhorar na concretizac¸a˜o do
VAC. O armazenamento de falso positivos foi concretizado de uma forma simples
atrave´s de uma Hash que guarda falso positivos em memo´ria. Como e´ o´bvio este
mecanismo e´ pouco escala´vel pelo que deve ser utilizada uma base de dados que seja
eficiente, com prioridade na leitura para suportar um grande nu´mero de consultas
(uma por cada resultado de um scan).
A definic¸a˜o de grupos de ativos e suas configurac¸o˜es sa˜o feitas no agendamento
de um scan, caso se queira criar outro agendamento com o mesmo grupo tem que se
repetir a configurac¸a˜o, pelo que deve ser criado um registo de grupos de ativos para
facilitar a reutilizac¸a˜o destas configurac¸o˜es.
Apesar de no componente de integrac¸a˜o a adic¸a˜o de tecnologias ser modular, a
adic¸a˜o de novas plataformas de armazenamento obriga a` alterac¸a˜o dos processadores
de dados de todas as tecnologias. Para tornar este componente mais flex´ıvel deve-se
aumentar a separac¸a˜o entre os processos de leitura e de transformac¸a˜o dos dados.
E´ essencial tambe´m criar mecanismos de autenticac¸a˜o no acesso a` ferramenta,
para evitar acesso a` informac¸a˜o sens´ıvel que esta contem e para evitar que um
atacante possa utilizar a aplicac¸a˜o como uma ferramenta de disrupc¸a˜o da rede e
servic¸os que esta mesma ajuda a proteger. Para concretizar isto e´ preciso criar
mecanismos de autenticac¸a˜o na API Web, comunicac¸a˜o segura entre os clientes e a
aplicac¸a˜o (HTTPS), e cifra do estado guardado em disco pela aplicac¸a˜o.
Como demonstrado, a informac¸a˜o que a aplicac¸a˜o envia para o Hidra permite
fazer o acompanhamento do estado de seguranc¸a em termos de vulnerabilidade dos
ativos alvos de scan. Com vista a aliviar o trabalho da equipa que faz a gesta˜o de
vulnerabilidades na DCY e´ importante criar um mecanismo automa´tico de criac¸a˜o
de relato´rios que em cada scan realizado fac¸a um relato´rio e o envie para a equipa
te´cnica responsa´vel pela configurac¸a˜o das ma´quinas presentes no scan.
Outro ponto importante sera´ o calculo de KPIs (Key Performance Indicator) que
permitam, num dado instante no tempo, avaliar o estado da seguranc¸a dos ativos na
empresa, para permitir a` equipa de gesta˜o perceber em que a´reas e´ mais priorita´rio
investir na configurac¸a˜o segura de ma´quinas.





AJAX Asynchronous Javascript and XML.
AMQP Advanced Message Queuing Protocol.
API Application Programming Interface.
ARP Address Resolution Protocol.
AVI Ataque Vulnerabilidade Intrusa˜o.
CIDR Classless Inter-Domain Routing.
CLI Command-Line Interface.
CNA CVE Numbering Authorities.
CSRF Cross-Site Request Forgery.
CTO Chief Technology O cer.
CVE Common Vulnerabilities and Exposures.
CVSS Common Vulnerability Scoring System.
DCY Direc¸a˜o de Cyber Security e Privacidade.
DDoS Distributed Denial of Service.
DHCP Dynamic Host Configuration Protocol.
DSL Domain-Specific Language.




HTML HyperText Markup Language.
HTTP Hypertext Transfer Protocol.
HTTPS HyperText Transfer Protocol Secure.
IANA Internet Assigned Numbers Authority.
ICMP Internet Control Message Protocol.
IDS Intrusion detection System.
IP Internet Protocol.
IPS Intrusion Prevention System.
JSON JavaScript Object Notation.
KB Knowledge Base.
KPI Key Performance Indicator.
LDAP Lightweight Directory Access Protocol.
MAC Message Authentication Code.
NVT Network Vulnerability Test.
OMP OpenVAS Management Protocol.
OTP OpenVAS Transfer Protocol.
PC Personal Computer.
PCI Payment Card Industry.
PDF Portable Document Format.
PT Portugal Telecom.
REST Representational State Transfer.
RTT Round Trip Time.
SIEM Security Information and Event Management.
SNMP Simple Network Management Protocol.
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SQL Structured Query Language.
SSH Secure Shell.
SSL Secure Socket Layer.
TCP Transmission Control Protocol.
TLS Transport Layer Security.
UDP User Datagram Protoco.
UML Unified Modeling Language.
URL Uniform Resource Locator.
VAC Vulnerability Assessment Coordinator.
WAF Web Application Firewall.
XML Extensible Markup Language.
XSS Cross-Site Scripting.
YAML YAML Ain’t Markup Language.
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