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This dissertation is concerned with design, fabrication, and mathematical 
modeling of three different microactuators driven by light. Compared to electricity, 
electromagnetic wave is a wireless source of power. A distant light source can be 
delivered, absorbed, and converted to generate a driving force for a microactuator. The 
study of light-driven microsystems, still at its early stage, is already expanding the 
horizon for the research of microsystems. 
The microactuators of this dissertation include micro-cantilevers driven by pulsed 
laser, photo-deformable microshells coated with gold nanospheres, and a nano-particles 
coated micro-turbine driven by visible light. Experimental investigation and theoretical 
analysis of these microactuators showed interesting results. These microactuators were 
functioned based on cross-linked, multiple physics phenomenon, such as photo-heating, 
thermal expansion, photo-chemistry effect, plasomonics enhancement, and thermal 
vi 
 
convection in rarefied gas. These multiple physics effects dominate the function of a 
mechanical system, when the system size becomes small. The modeling results of the 
microactuators suggest that, to simulate a microscale mechanical system accurately, one 
has to take account the minimum dimension of the system and to consider the validity of 
a theoretical model. 
Examples of the building of different microstructures were shown to demonstrate 
the capacity of a digital-micromirror-device (DMD) based apparatus for three-
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By heating the concave side of the turbine (a), the forced momentum is switched to 
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slightly larger than that created by heating the convex side (see Table 4.2). When both 
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Chapter 1 : Introduction 
 
 
This dissertation is concerned with design, fabrication, and mathematical modeling of 
three different microactuators driven by light. The term ―microactuator‖ is defined 
hereinafter as a mechanical system with a characteristic length below 100 micrometers 




1.1 Light as Power Source for Microactuators 
 Started in the 1990‘s, the development of microactuators was originated from the 
semiconductor technology [1]. Standard semiconductor procedures, such as wet-etching 
and vapor deposition, were used to build microscale components from metals or metal 
oxides. Following the similar process to build micro-circuits and transistors, metals and 
metal oxides were pattern, deposited, etched, and released to build microcomponents, 
such as micro-cantilevers, gears, channels, hinges, coils, electrodes, or magnets [2]. Many 
studies in this field were industrialized. Commercialized products of semiconductor-
based microactuators include the accelerometers for air-bag triggering systems and the 
inkjet heads for desk-top printers. These microactuators were mostly driven by 
electricity, so they were generally named as micro-electro-mechanical systems (MEMS). 
 The requirement of voltage source has limited the applications of MEMS. The 
connections to a substrate or wirings made it impossible to build a stand-alone system for 
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the applications which require motilities of microsystems. Moreover, because MEMS are 
normally driven at high voltages, extra efforts to build reliable isolating packaging 
become necessary, especially for MEMS working in conductive environments. 
 Compared to electricity, electromagnetic wave is a wireless source of power. A 
distant light source can be delivered, absorbed, and converted to generate a driving force 
for a microactuator. For example, a mechanical bending can take place at the boundary 
between two distinct materials when a bimorph (composite, double-layered) 
microcantilever is heated by light [3]. The study of a microcantilever driven by light will 
be discussed at Chapter 2. While photo-heating is a straight forward mechanism, there are 
many more photoenergetic mechanisms to power a microactuator. For example, photo-
chemical reactions can also generate forces; one study using a phenomenon called 
photoisomerization to build micromachine will be discussed in Chapter 3 [4]. Also, 
microactuators with photo-voltaic batteries can be driven by voltage without wirings. The 
study of light-driven microsystems, still at its early stage, is already expanding the 
horizon for the research of microsystems. 
 
 
1.2 Polymeric Microfabrication in 3-Dimension 
As the dimension of a mechanical system decreases, the chemical properties of a 
microstructure gradually become dominant to the function of the system. Thus, 
microstructures built by MEMS technology are sometimes modified with binding 
chemicals to gain certain chemical properties. For example, silicon dioxide micro-
channels for micro-pumping system are normally treated with different silanes to create 
hydrophobic or hydrophilic channel walls [5]; the surface properties of walls can 
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significantly affect the wetting efficiency of the microchannels by either an aqueous 
solution or a hydrocarbonate liquid. The chemical modification of metal/oxide 
microstructures can only reach the surface of microstructure; volumic chemical 
modification, which is applicable to build, for example, microactuators based on volume 
expansion/contraction [6], cannot be realized using the semiconductor based materials.  
Compared to metals or metal oxides, polymers are inherited with high flexibility 
in chemical and mechanical properties to build microactuators. Chapter 4 of this 
dissertation is focused on the fabrication of three-dimensional polymeric microstructure. 
The author of this dissertation constructed a microfabrication device which includes an 
active photo-mask. The pattern of this photo-mask is digitally reconfigurable. It forms 
ultraviolet (UV) images using a UV light source to turn photo-sensitive liquids into rigid 
layers of microstructures [7]. This apparatus, which is called digital micro-mirror device 
(DMD) system, allows one to build a microstructure of random geometry at a fast speed. 
In addition to homogeneous fabrication, the DMD system can also build a microsystem 
heterogeneously; the materials can be efficiently switched to build microstructures of 
localized, multiple materials. A microturbine built by two distinct materials will be 
introduced in Chapter 4. This turbine has different chemical properties at each side of its 
blades. The difference of chemical properties at the turbine blades enabled a selective 
coating of gold nanoparticles, which absorb light and generate an angular momentum in 
diluted air to cause turbine rotation. The study of the polymeric microturbine highlights 
the potential of using chemical materials to build microactuator. 
Also included in Chapter 4 is the synthesis of several special chemicals for 3D, 
polymeric microfabrication. These materials include hydrolysable monomers, photo-
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reactive monomers, and a sacrificial material to control the fabrication resolution at Z-
axis (direction of microstructure thickness). 
 
1.3 Multi-physics Modeling 
The physics behind the functions of the three light-driven microactuators will be 
explored using theoretical models. Newtonian mechanics [8] will be used as the 
foundation theory to construct the dynamics of moving objects of a system. Mathematical 
technique for multidimensional system, such as Lagrangian formula [9], will be applied 
to handle the Newtonian dynamics of mechanically interacting components, such as the 
link-and bar model for cantilever beam in Chapter 2. To simulate a dynamics system 
inherited with high level of uncertainty, statistical Newtonian mechanics will be applied 
to simulate the system dynamics, using variables generated according to theoretical 
distributions [10, 11]. In Chapter 4, the modeling of gas dynamics around the light-driven 
microturbine will be based on a statistical approach, the Direct Simulation Monte Carlo 
(DSMC) method [12]. The generation of theoretically distributed variables by computer 
program will be discussed in the last section of Chapter 4. 
Electrodynamics based on the Maxwell‘s equations [13] will be used in Chapter 3 
to analyze the optical interaction among multiple nanospheres. Rigorous, analytical 
solutions for the electromagnetic interactions of single and multiple spheres with light 
will be used to build the core equations for computer modeling. Mie‘s scattering theory 
[14] and also the modified Mie theory [15] will be used to analyze the distribution of 
electromagnetic field in a multiple-sphere system. 
Using mostly analytic calculations, this dissertation aims to highlight the physics 
behind the functioning of the three light-driven microactuators. Numerical analysis will 
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be either unused or minimized for modeling. For example, a link-and-bar model in 
Chapter 2 is designed to approach the continuous material property of a bimorph 
cantilever beam; however, the calculation of the model yields the analytical solutions 
based on Newtonian and Lagrangian dynamics. In Chapter 3, another numerical approach 
will be used to approximate the total electromagnetic energy stored at a microshell 
system; the approximation will be based on analytical calculation of the electric dipoles 





1. Madou, M. J., 2001, Fundamentals of Microfabrication: the Science of 
Miniaturization. New York, CRC Press, pp. 1-71. 
2. Madou, M. J., 2001, Fundamentals of Microfabrication: the Science of 
Miniaturization. New York, CRC Press, pp. 77-118. 
3. Choi, J.; Yamaguchi, J.; Morales, S.; Horowitz, R.; Zhao, Y.; Majumdar, A., 
2003, "Design and control of a thermal stabilizing system for a MEMS 
optomechanical uncooled infrared imaging camera," Sens. Actuators A, 104, 
pp.132–142. 
4. Feringa B. L., 2001, Molecular Switches, Wiley-VCH, GmbH, Weinheim, 
Germany, pp.399. 
5. Huang, T.T; Mosier, N.S.; Ladisch, R.L, 2006,"Surface engineering of 
microchannel walls for protein separation and directed microfluidic flow", 
Journal of Separation Science, 29, 1733-42. 
6. Yu, Y. and Ikeda, T., 2005, "Photodeformable Polymers: A New Kind of 
Promising Smart Material for Micro- and Nano-Applications", Macromolecular 
Chemistry and Physics, 206, pp. 1705-08. 
7. Han, L, et al. 2008, ―Projection Micro-Printing of Three-Dimensional Scaffolds 
for Tissue Engineering.‖ Journal of Manufacturing Science and Engineering, 130, 
pp. 021005-1-4. 
8. H. Goldstein, Classical Mechanics, Addison-Wesley, 1950, p. 347. 
9. D. Karnopp, D.L. Margolis, R.C. Rosenberg, System Dynamics—Modeling and 
Simulation of Mechanical System, Wiley, 2000, pp.124. 
7 
 
10. Garcia, Alejandro L. Numerical Methods for Physics. NJ : Prentice-Hall, 1994. 
pp. 319-347. 
11. Huang, Kerson. Statistical Mechanics. 2. New York : John Wiley & Sons, 1987. 
pp. 56-59. 
12. Bird, G. A. Molecular Gas Dunamics. Oxford : Clarendon Press, 1976. pp. 311. 
13. Jackson J D 1999 Classical Electrodynamics 3rd ed John Wiley & Sons, USA, pp. 
407-411. 
14. Mie, G., 1908, ―Beiträge zur Optik trüber Medien speziell kolloidaler 
Metallösungen,‖ Ann. Phys. 25 376-445. 
15. Mackowski, D. W. 1991 ―Analysis of Radiative Scattering for Multiple Sphere 





Chapter 2 : Transient Displacements of Micro-




Bimorph micro-cantilevers (BMC) are basic components for micro-
electromechanical systems (MEMS). A BMC is typically used to convert the energy from 
a specific power source to a mechanical potential, which produces bending moments and 
structural deformation. Mechanisms to produce a bending include material phase-change, 
capacitive-electrical force, and thermal expansion [1–3]. Despite the wide variety of 
possible mechanisms for bending, most BMCs are electrically powered. Such micro-
systems require electric-wiring, which may limit their use due to the difficulties at 
packaging against a conductive environment, like water, or an enlarged device size. 
 A possible solution for wireless actuation is to use light as the power source to 
heat the BMC. This concept has been demonstrated in laser-heated micro-cantilevers for 
biological detection [4]. A continuous-wave (CW) laser was applied to heat and bias the 
position of the bimorph micro-cantilevers in water. BMCs were also used to develop 
photo-detectors where a BMC-array was employed to interact with the heating from an 
infrared source, such as a human body [5,6]; the intensity distribution of the infrared 
sources was characterized by the cantilever-deformations at the BMC array. Moreover, a 
CW laser was applied to actuate micro-mirrors and a micro-cantilever [7,8]. The reported 
photo-actuations for BMCs were mostly done by using continuous light sources. 
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When heating a BMC by light, the thermomechanical deformation of the BMC is 
decided by the heat stored in the BMC. This stored heat is a difference between the rate 
of photo-heating and the rate of heat-dissipation from the BMC to its surroundings. The 
amount of stored heat decides what temperature a BMC will have and thus the amount of 
deformation the BMC can generate.  
For some applications, to generate large or fast deformations of BMC using a 
constant light source, one has either to raise the intensity of light or to reduce the thermal 
conductivity of the BMC by changing materials. Either way has its problem. For 
applications that involve temperature-sensitive samples, such as biological cells, large 
illumination may cause unwanted heating of the samples. As well, a slow dissipation of 
heat increases the period of thermal cycle at a BMC system and reduces the speed of 
MEMS. 
In some applications of laser heating, such as micro-pumping or micro-propelling, 
it is more preferable to create pulse-like deformations rather than smooth changes in the 
microstructure. A pulsed laser is an effective tool to provide the energy for pulse-like 
deformation. For example, a nanosecond-pulsed laser can deposit a small amount of 
thermal energy to a microstructure within nanoseconds, before a substantial amount of 
heat is dissipated. A pulse laser thus creates a high, transient temperature within the 
microstructure [9]. The sudden increase in the temperature of the microstructure 
generates structural vibrations, which are a result of a sudden thermal expansion. These 
effects have been reported in sound generation by high-power laser-heated gas [10]. 
These photo-thermal vibrations in microstructures are promising for applications of 
micro-pumping or micro-propelling by MEMS. 
10 
 
In this chapter, we report the experimental and theoretical investigation of pulsed-
laser interaction with BMCs which have a gold layer on a polysilicon (poly-Si) layer. A 
Nd:YAG laser of wavelength of 355 nm and pulse width of 12 ns was used to heat the 
BMC. The bending of the BMC was optically measured with a displacement detector. To 
better understand the experimental observation, a 2D discrete model was built to simulate 
the motion of the BMC induced by short-period heating. Numerical results were 
compared with the experimental results to reveal the physics mechanisms of laser-BMC 
actuation. 
 
2.2 Design and Fabrication of Bimorph Micro-cantilever Beams 
The design of the BMCs is shown in Figure 2.1. The structure was designed by a 
Poly-MUMPS® process provided by MEMSCAP. The BMCs are on a silicon substrate 
coated with a 600 nm silicon nitride layer. The length of the BMCs are 1000, 850, and 
500µm, respectively. The bilayer structure is made of a 1.5 µm thick poly-Si layer and a 
0.5µm thick Au layer. After release by using buffered hydro-fluoride acid (BHF), it was 
discovered that the cantilever bended upward because of the internal stress between the 
two layers (Figure 2.2) The internal stress was a result of different thermal expansion 
coefficients of the poly- Si and Au layers. The initial bending angle θ of 1000, 850, and 
500µm BMCs were approximately 23 , 20 , and 12 . 
The experimental setup of a laser-actuated BMC is shown in Figure 2.3. A laser 
pulse from a Nd:YAG laser (―heating laser‖, wavelength = 355 nm, pulse width = 12 ns) 
was delivered to the top gold layer to heat the BMCs. A beam splitter was used to deliver 
a portion of the laser to an energy detector to measure the laser power. To detect the 
movement of the BMC, a commercial diode laser displacement sensor (DLD sensor, 
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MICROTRAK®)was used. The DLD sensor included a diode laser (CW) of wavelength 
at 635 nm and a position sensitive diode (PSD) module. The diode laser (―probing laser‖) 
probed the bending of BMCs heated by the heating laser. The reflected probing laser 
beam was collected by the PSD module. The PSD module has a position-sensitive diode, 
which is sensitive to the projected location of the reflected probing laser beam. When the 
sample (cantilever) surface moves, the reflected laser spot was shifted and the resistance 
of the PSD changes. A central unit of the DLD sensor analyzes the variation of the PSD 
resistance and calculates the distance from the BMC surface to the PSD. To optimize the 
detecting signal, the angle  between the surface gold layer and the DLD sensor, 
(Figure 2.4), was set to 40 , the angle at which most of the incident energy of the diode 
laser could be reflected to the PSD. The DLD sensor has a port to output a voltage 
proportional to the distance measured. The range of the output voltage is ±5V, 
corresponding to the range of the DLD sensor, ±1.25 mm. We used an oscilloscope with 
a 500MHz bandwidth and a 1 GSa/s sampling rate operated on single-shot acquisition 
mode (1 ns time resolution) to receive the voltage and to generate a displacement 
waveform in real time. A CCD-coupled microscope was used to monitor the laser spots 




























Figure 2.3 This figure shows the experimental setup to measure laser-actuated motions 
at BMCs. The 355 nm Nd:YAG laser is for BMC actuation, while the 635 nm diode 




Figure 2.4 Components of the diode laser displacement sensor system (DLD). It 
detects the distance d in real time. θ is the bending angle of the BMC and δ the 
horizontal distance from the BMC base to the light spot. The angle β was about 40˚ at 
which most of the energy from the laser spot could be reflected to the PSD module. 




2.3 Finite-Element Model to Simulate the Thermomechanical Effect at BMC 
Bernoulli–Euler beam theory [15] is a simple model widely used for cantilever 
beam problem. However, the theory assumed that the beam movement in the X-direction 
(the direction along the cantilever beam) is negligible. This assumption is valid only 
when the bending of a cantilever is minor. To build a model feasible to cantilever motion 
at large-scale, we developed a discrete 2D model to simulate the dynamics of the BMC.  
Figure 2.5 illustrates this model. The cantilever was simulated with N identical rigid rods 
connected in series by rotary linkages. Each of the rotary linkages has a torsional spring 
with spring constant elasticK . The first of the rods connects to a fixed wall by one of the 
rotary linkages, so that a clamp-free cantilever model is built. The coordinate system of 
the model is an X–Y axis system. Each of the rods has mass rodm , mass moment of 
inertia rodI , and length l . elasticK  is derived from the theoretical reactive-torque of a 




IEIE 2211        (1.1) 
 
cI1 and cI2  are moments of inertia of the two layers with respect to the centroidal 
axis of the beam‘s cross-section: 
2
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We generated the dynamics equations of the rods-and linkages model by the 
Lagrange formula [12,13]. Firstly, the position of the center of each rod 
kP
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where k  (k=1,2,…,N) is the elevated angle for each rod. The kinetic co-energy [13] of 
the rod kT  is 
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Eqs. (1.3) and (1.4) lead to the kinetic co-energy of the whole system: 
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Figure 2.5 The cantilever was simulated with N identical rigid rods connected in 
series by rotary linkages. Each of the rotary linkages has a torsional spring with spring 
constant elasticK . The first of the rods connects to a fixed wall by one of the rotary 
linkages, so that a clamp-free cantilever model is built. The motion of the simulated 




Table 2.1 Assignment of Variables 
Variable Description Given Value Unit 
1a , 2a  
Thickness of the first (silicon) and second (gold) 
layers 
1.5 & 0.5 m  
b  BMC width 60 m  
21 ,EE  
Young‘s modules of materials of the first and second 
layers 
122.4 & 77.2 GPa  
21 ,  
Thermal expansion coefficients of the materials of 




L  BMC beam length 500, 850, 1000 m  




a  Air density 1.225 
3/mkg  
21, VV CC  Specific heat of the first and second layers 702.0 &132.3 kgKJ /  
21 , kk  Thermal conductivities of the first and second layers 124.0 &30 mKW /  
R  
Reflectivity of the top layer surface (gold) against 
355 nm laser 
0.2 ― 
D  Laser beam diameter 1.0 mm  
wt  Laser pulse width 12 ns  
N  Number of rods in the rods & linkages model ― ― 
equi  Equilibrium bending angle at temperature T0 calculated rad  
k  Elevated angle of the rod k calculated rad  
21 , II  
)12/( 32,12,1 baI  Area moment of inertias of the cross-
section of the first and second layers relative to their 
own centroidal axis (parallel to the Z-axis in our 
model) 
calculated 4m  
cc II 21 ,  
Area moment of inertias of the cross-section of the 
first and second layers relative to the centroidal axis 
(parallel to the Z-axis in our model) of the 
crosssection of the whole beam 
calculated 4m  
T  Temperature change from T0 calculated K  
l  
)/( NL Length of each rod in the rods-and-linkages 
model 
calculated m  
rodm  
))(( 2211  aalb  The mass of each rod in the rods-
and-linkages model 
calculated kg  
rodI  
)12/( 2lmrod Mass moment of inertias of each rod 
relative to its centroidal axis (parallel to the Z-axis in 
our model) 
calculated 2kgm  
21 
 
2.3.1. Free Vibration to Check the Validity of the Link and Bar Model 
When there is no external force, i.e., bending moments or damping, the dynamics 
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 or      ,~,~   (1.9) 
 
where  NNjiji AA   ,...,,,..., 2121,,  and  NNii BB   ,...,,,..., 2121 . We used 
MATLAB® program to solve the linear equation (1.9) and simulate the free vibration of 
the BMC of 500 μm long. In the simulation, the BMC was initially stationary and was 
under a uniform bending moment parallel to the Z direction. The bending moment 
provided each of the elastic linkages an identical bending angle. At t = 0, the bending was 
released and the system began to experience a free vibration. We studied the simulation 
results with different linkage numbers (N). Fast Fourier transform (FFT) [14] was used to 
analyze the time-domain results (Figure 2.6a), such that the natural frequencies of the 
model were revealed (Figure 2.6b). The time of the simulation was set to be 10.6 μs, 
which was long enough to achieve a FFT frequency resolution of 100 Hz. We compared 
the results from the FFT analysis and those from theoretical calculation. According to the 
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 , n= 1, 2, 3…   (1.10) 
 
where 2,1A and 2,1  are the cross-sectional areas and the densities of the two layers, 
respectively. L is the length of the beam. Each eigenvalue n  satisfies 
1coshcos nn  [15]. 
In Figure 2.6, we used dotted lines to mark the first four orders of theoretical 
natural frequencies derived from (1.10). It shows that, as N increases, the number of FFT 
peaks, which indicate the natural frequencies of the BMC, gradually converge to the 
theoretical values. To evaluate the accuracy of the model, we converted simulated natural 
















 , n= 1, 2, 3, . . .   (1.11) 
 
In Figure 2.7, we show the accuracy of 2,simn  compared to the theoretical
2
n . It 
shows that the precision of the first four 2n  (as ratios
22
, / nsimn   ) become larger than 
95% when N is over 20. Since nf  is proportional to n  and n  is non-dimensional, 
we know that by using the rod- and linkage model, the accuracy of the first four 







Figure 2.6 (a) The time-domain simulation result with respect to the models having 
different number of rods (N). The curves show the vibration of N , tilting angle of the 
last rod that forms the free-end of the cantilever. (b) The FFT frequency spectrum of the 
simulation results of models having different number of rods (N). The dotted lines 
indicate the theoretical natural frequencies of the first four orders derived by Bernoulli–






Figure 2.7 This figure shows the values of 2,
2
, / theorynsimn   with respect to the models 
having different number of rods (N). These values indicate the precision of the first 
four simulated natural frequencies with respect to the theoretical values. The symbols 
distinguish the 2,simn ‘s and
2
,theoryn ‘s of the first four different vibration orders (circle: 
first order, square: second order, diamond: third order, and triangle: fourth order). 
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2.3.2. The effect of thermal bending moment 
When there are external forces such as a thermal shock from a pulsed laser, the 


































 represents a non-conservative force [12] and iq

 is the displacement of the 
point at which the force is applied. Let us first discuss the effect of thermal bending. 
Assuming that there is a thin bimorph cantilever, and it was initially straight. When the 
local temperature in a position at the cantilever is raised by T , the thin bimorph 
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where C is a constant. The 1  and 2  are the thermal expansion coefficients of the 
two materials. The other variables in (1.13) follow Table 1.  
Using Eq. (1.1), it shows that _T actually generates a local thermal bending 
moment thermal to the cantilever as 
 
  TKTCIEIE thermalccthermal  2211    (1.14) 
 
The constant thermalK  represent the thermal bending moment coefficient of the BMC. 
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We put the thermal bending effect into the model. Firstly, we describe the 
temperature rise at linkage i by substituting thermal and T  in Eq. (1.14) with ithermal,
and iT , respectively. Secondly, we described ithermal,  ( ithermal TK  ) as a torque 
applied at linkage i by substituting iF

 in Eq. (1.12) with ithermal, . Finally, the 
displacement iq

 resulted from ithermal,  becomes the change at elevated angle from link 
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  k = 2, 3,…, N-1   (1.16) 
 
The right-hand side of Eq. (1.16) becomes  Nthermal TK   when k =N. 
 
2.3.3. The effect of air dragging 
In addition to thermal bending moments, we need to consider the non-
conservative force provided by air dragging [17], which gradually stops vibrations. Again 
referring to (1.12), for rod number i, the dragging force iF






  lnnPCbF iiidai  ˆˆ
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 the central 
position and velocity of rod i , a  the density of air, and dC  the air dragging 
coefficient [17]. Since the Reynolds number Re is small for the micro-cantilever beam 
(<< 2300), the airflow crossing the micro-cantilever is laminar [17]. Therefore
bdd KC Re/ , where    /ˆRe bnP iiab  

, dK  is a geometric constant ranging from 
10 to 100 for the BMC in this work [17], and   the absolute viscosity of air. 
We combined the effects of thermal bending moments and air dragging and 
derived the comprehensive dynamics equations for the rods-and-linkages model. The 
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where jiA , and iB are the same as the ones in (1.9). iQT  and iQD  represent the effect 
of thermal bending moment and air dragging, respectively, and they are both functions of 




2.3.4. Heat Transfer Modeling in the BMC 
Heat transfer in laser-heated BMC includes several modes: absorption of laser 
energy by the top layer, heat conduction from the top to the bottom layer, and heat 
sinking from the BMC to the base of the cantilever. Foe simplicity, we neglected the heat 
convection by air, which is relatively slow compared to the other modes of heat transfer. 
The BMC in our experiment is very thin (0.5 μm for the Au layer and 1.5 μm for the 
poly-Si layer) and highly thermal-conductive. We calculated and found that it takes less 
than 10 nanoseconds for the temperature at the BMC top to balance with the bottom. 
Note that the periods of the first four natural vibration modes of our BMC are in hundreds 
of microseconds, a very long time compared to the top-to-bottom transfer of heat. 
Therefore, we used a fin-model [18], considering only the heat transfer along the length 
of BMCs, to approach the problem. In this model, along the length (L) of a BMC, the 
initial temperature is uniformly 0T . As boundary conditions, the clamped-end of the 
substrate part is set to be constant at 0T , and the free-end of the BMC is isolated. The 
transient heat conduction model follows: 
 
















  (1.20) 
 
where T is the temperature at position x and time t, R the reflectivity of the top surface, γ 
the laser‘s incident angle, and inI  the flux of laser energy applied to the top surface at 
position x and time t. The other coefficients in Eq. (1.20) follow Table 1. By using 





















































  Lnn 2/12   . 
For example, in the case of the 850 μm BMC heated by one laser pulse (laser 
energy: 0.057 J/cm2 per pulse; pulse width: 12 ns), the variation of temperature over 





Figure 2.8 The time-variant temperature distribution of an 850 μm BMC heated by a 
laser pulse (laser energy: 0.057 J/cm2 per pulse; pulse width: 12 ns) is simulated with 
Eq. (21). Each curve represents the temperature distribution over the length of the 
BMC, and different curves represent the temperature distribution at a different time 





2.3.5. Simulation procedure 
In our simulation, the initial conditions were: T(x, 0)= 25 ˚C, ˙ 0)0( k
 , and 
N
roomTTequikk
   )0()0(1 . roomTTequi  is the total bending angle of the BMC 
caused by the temperature change from its fabrication temperature to room temperature, 
fabTT 0 .We calculated fabT  based on the real BMCs banding angles at 25 ˚C. For the 
boundary conditions, the temperature at the clamped end of the fin-model remained at 0T  
and the thermal conduction at the BMC end of the fin-model was adiabatic, i.e. 
0),0( TtT   and 0/),(  LxxtxT . 
For inI , we assumed that the laser power was uniform over the entire cantilever 
since the laser beam size (~1 mm wide) was much larger than the BMC. We used a step-
function to simulate the laser energy, and the laser energy was non-zero only within the 
interval from t = 0 to tw (the laser pulse width). In each simulation cycle, we calculated 
the temperature at the position of each linkage ( lNllx  ,...,2, ) by using Eq. (1.21). 
These temperatures were applied to Eq. (1.19) to obtain )(tk . According to Figure 2.4, 
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The geometric coefficients follow those of the BMCs in our experiment. Material 




2.4. Results and discussions 
 
2.4.1 Experiment Results vs. Simulation Results in the Time Domain 
BMCs with lengths of 1000, 850, and 500 μm, were heated by a single pulse of 
355 nm laser of different energies. The BMC response was measured by using the 
displacement sensor to detect the movement of the BMC tip. During the experiment, we 
analyzed the signal noises (from electronics, airflow, or mechanical vibrations other than 
BMC vibrations) and found that the frequencies and amplitudes of the noises did not 
cover at least the first order (and second order for 1000 and 850µm BMCs, which have 
lower vibration frequencies) BMC vibration signals.  
In Figure 2.9 we show the experimental (solid curves) and simulated (dotted 
curves) responses of 1000, 850, and 500 μm BMCs heated by a single laser pulse of 
diameter 1 mm and powers of 84.4, 65.8, and 72.7 µJ/pulse. The vertical axis in each 
figure 2.2.shows the distance d  that we used in Figure 2.4. Note that, an increase in the 
d  means that the BMC is bending away from the DLD sensor and vice versa. The 
curves in Figure 2.9a–c show the BMCs vibration upon the delivery of laser pulses. In 
both the experimental and simulated curves, we found that the centers between the local 
maximum and minimum experience a shifting during the vibration. Beyond a settling 
time sst , the shifting vanished. Using our heat transfer model for temperature T(x, t) at 
section 2.3.4, we found that sst  is about the time for the temperature of the cantilevers to 
recover to its initial temperature. On the other hand, our experimental result shows that 
the shifting is substantially proportional to the laser power. We thus believe that these 
shiftings were resulted from the change of equilibrium bending angles during the heating 
and cooling processes. Upon heating by a laser pulse, the equilibrium bending angles 
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equi  decreased suddenly (with d increased suddenly) when the cantilevers was heated by 
the laser pulse, and equi  recovered gradually during the cooling of BMC. In addition to 
the center-shifting, the maximum displacement of the BMC tip is also substantially 
proportional to the laser power. Figure 2.10 shows the simulation and experimental 
results of maximum displacements of the BMCs of 1000, 850, and 500µm long. These 
results suggest that increasing laser power can significantly enlarge the displacement of 
the BMCs. The difference between slopes of the experimental and simulated data is likely 
due to modeling errors from material parameters, like approximation of the BMC surface 
reflectivity and thermal expansion coefficients of the BMC materials. 
Note that damping effect was also considered in our model. We assumed that the 
damping is generated by air dragging only and is determined by the non-dimensional 
coefficient dK , which was expected to be in the range between 10 and 100. In Figure 
2.9, dK  was selected to fit the decay tendencies of the experimental results, and the 
value was found to be about 60, which is within the theoretically expected range. For 
dK  is theoretically independent to the properties of fluids [17], our model could also 





Figure 2.9 The experimental and simulated displacements of the tips on the BMCs 
shoot by single laser pulses. The BMCs were of different lengths: 1000m (a), 850m 
(b), and 500m (c). The diameter of the laser beam was fixed to be 1 mm, while the 
laser powers for each case were different. The parameters in the simulations follow the 












2.4.2 Experiment Results vs. Simulation Results in the Frequency Domain 
The accuracy of the simulation was further investigated by frequency spectrum 
analysis as shown in Figure 2.11. The spectrums were derived by using fast Fourier 
transform [14], and the peaks on the spectrum curves were used to indicate the vibration 
frequencies of the BMCs. For example, Figure 2.11a shows the experimental spectrum of 
the 1000 μm BMC. These peaks indicate the first- and second-order vibrations [15] of the 
1000 µm beam under pulsed laser heating. Limited by the bandwidth of the displacement 
sensor (~20 kHz), vibration frequencies higher than 10 kHz were not identified. 
Similarly, Figure 2.11b and c shows the vibration spectrums for BMCs of the 850 and 












We have demonstrated wireless actuation of a BMC using pulsed laser heating. 
An experiment was developed to measure BMC vibrations using a displacement sensor. 
A 2D discrete model was built to simulate the BMC motion under laser heating, where 
abrupt and large deformations can be accurately simulated. Both the experimental results 
and numerical simulation revealed that the BMC responded by vibrations at the 
resonance frequency and significant shifting of the equilibrium position due to heat 
transfer from the laser to the BMC and finally to the substrate. From experimental data 
and the simulation results discussed above, we have evidently shown that the pulsed laser 
can effectively generate large movement in bimorph cantilevers. In the experiment using 
1000 μm BMC, with the power of 84.4  per pulse (laser beam diameter = 1 mm) one 
could generate a maximum displacement larger than 100 . This experiment has 
brought out the information about the feasibility and potential of using pulsed laser 
heating for wireless MEMS. We believe that this study can contribute to the remote 




1. A. Camposeo, N. Puccini, F. Fuso, M. Allegrini, E. Arimondo, A. Tuissi, Laser 
deposition of shape-memory alloy for MEMS applications, Appl. Surf. Sci. 208–
209 (2003) 518–521. 
2. C. Sones, S. Mailis, V. Apostolopoulos, I.E. Barry, C. Gawith, P.G.R. Smith, 
R.W. Eason, Fabrication of piezoelectric micro-cantilevers in domain-engineered 
LiNbO3 single crystals, J. Micromech. Microeng. 12 (2002) 53–57. 
3. S. Zhou, X. Sun, W.N. Carr, A monolithic variable inductor network using 
microrelays with combined thermal and electrostatic actuation, J. Micromech. 
Microeng. 9 (1999) 45–50. 
4. C.A. Savran, A.W. Sparks, J. Sihler, J. Li, W. Wu, D.E. Berlin, T.P. Burg, J. 
Fritz, M.A. Schmidt, S.R. Manalis, Fabrication and characterization of a 
micromechanical sensor for differential detection of nanoscale motions, J. 
Microelectromech. Syst. 11 (2002) 703–708. 
5. J. Choi, J. Yamaguchi, S. Morales, R. Horowitz, Y. Zhao, A. Majumdar, Design 
and control of a thermal stabilizing system for a MEMS optomechanical uncooled 
infrared imaging camera, Sens. Actuators A 104 (2003) 132–142. 
6. E.A. Wachter, T. Thundat, P.I. Oden, R.J. Warmack, P.G. Datskos, S.L. Sharp, 
Remote optical detection using microcantilevers, Rev. Sci. Instrum. 67 (1996) 
3434–3439. 
7. J.M.Z. Ocampo, P.O. Vaccaro, T. Fleischmann, T. Wang, K. Kubota, T. Aida, T. 
Ohnishi, A. Sugimura, R. Izumoto, M. Hosoda, S. Nashima, Optical actuation of 




8. S. Baglio, S. Castorina, L. Fortuna, N. Savalli, Modeling and design of novel 
photo-thermo-mechanical microactuators, Sens. Actuators A 101 (2002) 185–
193. 
9. S. Chen, C.P. Grigoropoulos, H.K. Park, P. Kerstens, A.C. Tam, Photothermal 
displacement measurement of transient melting and surface deformation during 
pulsed laser heating, Appl. Phys. Lett. 73 (1998) 2093–2095. 
10. L.G. Shamanaeva, Thermooptical mechanism of sound generation by high-power 
laser radiation propagating in the atmosphere, Russ. Phys. J. 44 (2001) 1187–
1196. 
11. W.D. Callister, Materials Science and Engineering: An Introduction, Wiley, New 
York, 2003. 
12. H. Goldstein, Classical Mechanics, Addison-Wesley, 1950, p. 347. 
13. D. Karnopp, D.L. Margolis, R.C. Rosenberg, System Dynamics—Modeling and 
Simulation of Mechanical System, Wiley, 2000, p.124. 
14. P.V. O‘Neil, Advanced Engineering Mathematics, Belmont, 3rd ed., 1991. 
15. J.H. Williams Jr., Fundamentals of Applied Dynamics, Wiley, 1996. 
16. S. Timoshenko, Analysis of bi-metallic thermostates, J. Opt. Soc. Am. 11 (1925) 
233. 
17. R.W. Fox, A.T. McDonald, Introduction to Fluid Mechanics, Wiley, Canada, 
1994, pp. 418–422. 
18. F.P. Incropera, D.P. De Witt, Fundamentals of Heat and Mass Transfer, Wiley, 
New York, 1990. 








3.1  Introduction 
 
3.1.1 Photo-Interaction among Close, Small Metallic Spheres 
Being an attractive topic for over a century [1-6], the behavior of small particles 
in light has been generally characterized by their absorption and scattering properties. 
From microscopic point of view, absorption and scattering by particles are actually 
associated with energy transfer between photons and electrons. The electrons turn 
photons into kinetic energy but later discharge the energy in the form of light with shifted 
wavelength, phase angle, and changed power. When the dimension of a particle is small 
compared to the wavelength of an incident light, the behaviors of the entire electrons in a 
particle become interesting. Mie‘s scattering theory [1] shows that the electrons in a 
particle much smaller than the wavelength tend to move periodically and coherently. 
These electrons cause a periodic, coherent charge movement in the small particle and 
become physically similar to a large electronic dipole moment in the space. Indeed, Mie‘s 
theory suggests that light scattering by a single small particle can be approximated by 
radiation from an electronic dipole-moment, since it is mathematically similar to the 
dynamics of an electron in a dielectric material. 
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The optical property of a medium that includes many small particles can be 
sometimes correctly analyzed using a linear combination of the behaviors from each 
individual particle. The multi-particle medium is characterized by an effective dielectric 
constant, which takes into account the approximated dipole moments of the small 
particles. The bottom line assumption of this dipole approximation is that the particles are 
far away from each other. 
 In many real cases, however, the distances among particles are short compared to 
the wavelength of the incident light. The use of dipole combination becomes invalid to 
these circumstances. When the distance between two particles is close, the photo energy 
discharged by neighboring particle becomes as important as a secondary source of 
incident light, and an absorbed secondary-light may be scattered again and forms a 
tertiary light source of noticeable power. The multiple scattering phenomenon among 
close particles has to be considered when modeling a multi-particle system.  
The multiple scattering phenomenon among metallic spheres is among the most 
complicated yet interesting physics problems. The solution to the multiple scattering 
problem can be very useful for scientific experiments or engineering design related to 
many fields. The multiple scattering processes among close, small metallic spheres 
induce particle interactions by surface charge interactions, i.e., surface plasmon coupling, 
and interparticle-field-enhancement. These interactions, which stem from the motions of 
free electrons on the surface of metallic particles [1], strongly depend on the spacing 
among neighboring particles. The particle interactions become significant when the 
particle spacing is small compared to the wavelength of the incident light [2]. A 
particulate medium (a medium that comprises small particles) with concentrated particles 
thus presents very different optical properties from that of diluted particles [1,2]. Recent 
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technology advancement allows ones to use nanometer scale patterns to demonstrate the 
effects of changing the inter-particle spacing on the absorption of light [2,3]. The effects 
observed include the shifting and dividing of absorption wavelength, and the increase of 
absorption at a certain spectrum range. These studies have shed light on the possibility of 
developing a particulate medium of desirable optical-properties by choosing specific 
particle and by controlling the inter-particle spacing; these studies also became intuitive 
to many other studies, including the creation of photo-chemistry reagents, optical 
communication media, and different passive optical devices [4-6]. 
 
3.1.2 Photoisomerization as a Nanoscale Driving Force 
Optically induced deformation of polymers containing azobenzene moieties has 
attracted considerable attention in recent years [7-10]. Through trans-to-cis-state 
isomerization induced by ultraviolet (UV) light, an azobenzene molecule changes its 
molecule length (from approximately 9.0 Å to 5.5 Å), space occupation, and polarity [7]; 
these changes can cause significant effects in the macroscale. The effect from 
photoisomerization of azobenzene could induce macroscale length reduction [8, 9], 
enabling AZO-polymers to directly convert photons to mechanical energy and cause 
observable deformation in a polymer matrix. Important applications of AZO-polymers 
include photo-bending of AZO-polymeric thin films for micro-devices [8], surface relief 
gratings (SRG) for maskless micro-groove formation, and SRG surfaces that record the 
enhancement patterns of surface plasmon [9]. The photo-isomerization effect was also 
used to produce ellipsoidal sub-micron particles by irradiating spherical azobenzene-





3.1.3 Photoisomerization in Combination with Plasmonic Interaction  
We created an interesting microactuator by coating gold nanospheres (40 nm) on 
the surface of a polymeric microshell. The microshell contains ―nanomachines‖ in its 
shell wall, which is built by polyelectrolytes that contains azobenzene molecules. The 
microshells shrink upon the irradiation of UV light, and this shrinkage is followed by the 
changing of the particle spaces among the nanospheres. Figure 3.1 shows an illustration 
of the microshell. In our previous study [11], we have successfully employed 
polyelectrolytes that comprise azobenzene molecules to build the photo-deformable 
microshells using a layer-by-layer (LBL) method [12], which is a self-assembly 
technique used to construct thin-films of tunable chemical and compositional properties. 
These microshells present significant contractions under the irradiation of UV light; in 
our testing, the maximum shrinkage of the microshells‘ diameter was about 40%, 
corresponding to a volume change of 78%. In our testing of the Au microshells, we 
observed the similar mechanical behavior in response to a UV light source. We instigated 
the dynamics of electromagnetic interactions among the Au nanospheres by taking 
absorption spectrum of the geometrically changing microshells. The experiment data was 








Figure 3.1 A nanospheres-coated microshell tuned by UV light. 
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3.2 Photo-deformable Microshells with Tunable Optical Properties  
 
3.2.1 Fabrication of Photo-tunable Microshells 
The polyelectrolytes, poly (1,4,3 carboxy-4-hydroxyphenylazobenzenesulfonaide-
1,-ethanediyl, sodium salt) (PAZO, polyanion, MW 65 000–100 000), poly-allylamine 
hydrochloride (PAH, polycation, MW = 70 000), and poly (ethyleneimine) (PEI, 
polycation, MW = 25 000), were purchased from Sigma-Aldrich (St Louis, USA). Silica 
microspheres (diameter = 5.66 ) were purchased from Bangs‘ Laboratory (Fishers, 
USA). Gold nanospheres (40 nm in diameter, negatively charged on the surface by 
carboxylic groups) were purchased from British Biocell International (UK). All materials 
were used as received. The polyelectrolyteswere dissolved in deionized (DI) water at 2 
mg ml−1. The pH values of PAZO, PAH, and PEI were about 7.0, 7.0, and 9.0, 
respectively. No other chemicals were added into the solution. The chemical structures of 
PAZO, PAH, and PEI are shown in Figure 3.2 
Figure 3.3 shows the layer-by-layer (LBL) method we used to create the 
microshells. Silica microspheres were used as templates for the microshell formation. To 
enhance the surface charge, the microspheres, which are negatively charged by hydroxyl 
groups (–OH), were pre-coated with PEI. 0.1 ml of SiO2 microspheres (approximately 7 
× 108 particles) were mixed into 14 ml of PEI solution. Then, the solution was stirred for 
30 min to allow the PEI to coat the microspheres; this was followed by centrifuging and 
rinsing with DI water. After PEI, to build five LBL layers and form a photo-responsive 
shell, PAZO and PAH were alternatively coated onto the microspheres five times each 
through similar procedures. The positively charged microspheres were then mixed into 14 
ml of the gold-nanosphere solution (concentration: approximately particles per 
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ml). The Au-nanospheres were synthesized using citric acid as surfactant and thus 
became negatively charged, binding to the last LBL layer, PAH. The solution was gently 
stirred for 1 h to allow the gold nanospheres to coat onto the microspheres. The solution 
was then rinsed and centrifuged at 3000 rpm. To deposit concentrated Au nanospheres on 
the shell surfaces, this coating procedure was repeated five times. The microspheres were 
then coated with a final layer of PAH to help stabilize the Au nanospheres. Following the 
coatings, the silica cores of the microspheres were etched away to form microshells by 
using 1:20 buffered hydrofluoric acid (BHF) for 30 min. The microshells were rinsed 
seven times to remove the excess BHF and fluoride products. Following all the above 
procedures except the coating of nanospheres, another group of microshells were made 
with only the polymeric film. These unmodified microshells were used for the control 
experiments (3.2.3). 
Figure 3.2(b) shows an image of the as-formed microshells under the optical 
microscope. In an aqueous environment, the microshells (approximately 6.2  in 
diameter) were spherical and swollen. An SEM picture of a dehydrated microshell is 
shown in figure 3.2(c). In addition, figure 3.2(d) shows an SEM picture of microspheres 
before the core removal. The bright dots in the picture are the Au nanospheres. According 
to the SEM pictures, the number of nanospheres covering one microshell is about 14 000. 











 1 µm 
(d) 
 1 µm 
Figure 3.2 The Au-microshells: (a) the structures of the polyelectrolytes for building 
the microshells; (b) Au-coated microshells suspended in water; (c) an SEM picture of a 
dehydrated Au- coated microshell; (d) an SEM picture of an Au-coated microshell 
before the removal of the silica core. The inset in (d) shows the details on the surface; 






Figure 3.3 To build the microshells, silica microspheres (5.6 µm) was used as 
templates to coat the photo-responsive polymer. The polymer was coated using the 
layer-by-layer (LBL) method, in which polyelectrolytes of opposite charges were 
deposited one after another. After 5 double layers (PAH/PAZO) were coated, the silica 
cores were removed using BHF, which left the polymer intact.  
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3.2.2 Testing the Blank-Microshells and Au-Microshells 
The microshells, suspended by water, were loaded into a quartz cuvette mounted 
on a UV–Vis spectroscope (HP 8453) to detect the absorption spectrum. UV light (about 
2 Wcm−2 in intensity) from a UV lamp (Green Spot UV Source, 200 W) passed through 
the sample from the top of the cuvette. The absorption spectra of the microshells were 
recorded at different irradiation intervals. Sample drops were taken from the cuvette 
during the UV irradiation and were observed both by an optical microscope (Axiotron, 
Carl Zeiss, magnification: 50× to 1000×) in an aqueous environment and by a scanning-
electrical microscope (SEM, LEO 1530) in a dehydrated state. An integrated CCD 
camera (CV-S3200CE, JAI Corporation) was used to capture the microscope images. The 
experiment was carried out at room temperature. 
 
3.2.3 Photo-isomerization at the Uncoated (Blank) Microshells 
We tested the photoisomerization effect of azobenzene at the microshells without 
Au nanospheres. The microshell solution was loaded onto a sample holder. The shape 
changes of hollow-shells were observed by an optical microscope (Axiotron, Carl Zeiss, 
magnification: 50× to 1000×). An integrated CCD camera (CV-S3200CE, JAI 
Corporation) was used to capture the microscope images. 
First, we tested the photo-deformation of the blank microshells by using a non-
polarized light source. A UV lamp was used to irradiate the microshells. The power of 
the irradiation at the microshells was about 10 . Under the optical microscope, we 
observed the blank microshells shrank to about 20% of their original volume within 10 
minutes. The shapes of the microshells remained spherical, thus the shrinking of the 
blank microshells by UV lamp was isotropic. 
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For a new sample, we switched the light source to a polarized Nd:YAG laser 
(wavelength = 355 nm, pulse width = 12 ns, pulsing frequency = 10 Hz, energy= 5 
mJ/cm
2
 per pulse). The polarized light generated a very interesting deformation, which 
was not found by using the UV lamp.  
Figure 3.4(a-c) shows the deformation of the microshells under polarized 
irradiation. The shape of the microshell gradually changed from spherical to ellipsoidal as 
the irradiation time elapsed; the long-axes of the ellipsoids were perpendicular to the 
polarization of the laser beam. To confirm the phenomenon, we changed the polarization 
of the laser beam for a new sample and found that the long-axes of the deformed 
microshells changed with the polarization. The testing showed that the microshells 
experienced anisotropic contraction in the direction parallel to laser polarization. Figure 
3.4(a) shows the average changes of long axis, short axis, and the axis-ratio (the ratio of 
long axis to short-axis) of the microshells as a function of irradiation time. Longer 
irradiation times induced larger axis-ratios. At the onset of irradiation, the long and short 
axes contracted approximately equal distances. After 5 minutes, the contract of long axis 
stopped while the short axis continued to shrink. The axis-ratio of the short axis reached 
approximately 1.3 after 80 minutes before the shapes of the microshells became steady. 
The azobenzene moieties were randomly aligned at the microshells during the 
LBL fabrication. This asymmetric deformation could be only related to the polarization 
of light. This result shows a selective absorption of electromagnetic wave by the 
azobenzene π-bonds; articles elsewhere reported this phenomenon [8(a), 8(d)]. According 
to those reports, the efficiency isof  to isomerize an azobenzene molecule depends on the 
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where  is the intensity of the electric field of the incident light and is the angle 
between  and the π-bond. Thus, the π-bond of an azobenzene molecule prefers to 
absorb an electric wave parallel to the double bond direction, in which  is 
maximized. A polarized laser thus selectively isomerizes the azobenzene moieties 
parallel to the light polarization. Because isomerized azobenzene molecules shrink in the 
direction of π-bonds, the polarized light also caused the microshells shrinking 
asymmetrically. 
Photo-isomerization of individual azobenzene molecules can be recovered by 
keeping the sample in darkness (for several days) or upon exposure to visible light [7]. 
We tested the recoverability of the deformed microshells using laser of a visible 
wavelength (VIS) (532 nm pulse laser, 10 mJ/ cm
2
 per pulse, 10 Hz). The irradiation was 
maintained for 2 hours. However, the microshells did not present significant geometrical 
recovery after the VIS irradiation; the size of the deformed microshells remained roughly 
the same after the test. The stability of the deformed structure might stem from the 








Figure 3.4 Asymmetric deformation of blank microshells under a polarized UV source: 
(a) the recorded change at the axis ratio of the microshells over the time of exposure; 
(b) microshells before UV irradiation (the inset shows a dehydrated microshell under 
SEM); and (c) microshells after irradiation. The contraction of the microshells was 
parallel to the polarization of incident UV light. This finding shows a selective 
absorption of electromagnetic (EM) wave by the azobenzene π-bonds, which prefer 
parallel EM vibrations. 
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3.2.4 Photo-isomerization in the Au coated microshells and Its Optical Effect 
We used the same setup to test the photo-deformation of Au-microshells. The Au-
microshells at different stages of deformation were characterized by taking UV-Vis 
absorption spectra. The test was focused on the optical property of the Au coating; the 
test for asymmetric deformation was not repeated for the Au-microshells. 
The experimental results showed that the UV irradiation deforms the Au-coated 
microshells similar to the control group (the blank microshells). The diameters of Au 
coated microshell changed from 6.2  to about 4.0  in 14 min, as shown in figures 
3.5 (a) and (b). The diameters of the irradiated polymeric microshells shrank about 40% 
before becoming stable. Figure 3.5(c) shows the changes of absorption spectra of the Au-
coated microshells (concentration: approximately 3 × 10
6
 microshells ).  
The spectra of blank microshells (approximately 2 × 10
7
 microshells ) and 
that of diluted Au nanospheres (approximately 9 × 10
9
 particles ) are also shown in 
figures 3.5(d) and 3.5 (e). The characteristic absorption of the blank microshells (peak at 
370 nm) and the Au nanospheres (peak at 530 nm) were observable in the spectrum of the 
Au-coated microshells before irradiation.  
The UV-induced shrinkage considerably changed the absorption spectrum of the 
Au-coated microshells. Figure 3.5(c) shows a gradual rise in the near-infrared region 
(NIR) and also a gradual decay in the region around 560 nm. The peak at 560 nm was 
from the absorption peak (530 nm) of individual gold nanospheres. We also observed a 
significant decrease of the absorption in the UV region from 250 to 400 nm. The 
spectrum of the blank microshells under the same dose of irradiation showed negligible 




Interestingly, the spectra show an evolving peak at the enhanced NIR absorption. 
We observed a drastically enhanced absorption around 970 nm, as marked by an arrow in 
figure 3.5(c). The location of the 970 nm peak matches the second-overtone band of 
water in the NIR region [13]. This peak is normally found as a minor absorption peak at 
the spectrum of regular polymers; we also see this peak at the spectrum of the blank 
microshells. The 970 nm peaks were weak but observable in the spectra of both Au-
microshells and blank microshells before irradiated by UV light. After the UV irradiation, 
the 970 nm peak in the spectra of Au-microshells was increased by more than tenfold in 
14 min, as marked in figure 3.5 (c). The change of this peak was negligible in the blank-
microshell spectra. 
In the later sections about our simulation models, we will show that this enhanced 
absorption at 970 nm is an evidence of surface plasmonic enhancement by the gold 
nanospheres, which create a resonance of elevated, strong electromagnetic filed in the 






Figure 3.5 Experimental results: (a) the Au-microshells before irradiation; (b) the Au-
microshells after irradiation; the shell diameters reduced from 6.2 µm to 4.0 µm; (c) the 
change in the absorption spectrum of the Au-coated microshells at different intervals of 
irradiation; (d) the change in the absorption spectrum of the control group (microshells 
without Au nanospheres); (e) The absorption spectrum of diluted Au nanospheres. The 
arrow at (c) and (d) mark the peaks observed at 970 nm. This peak at the spectra of UV-




3.3.  Analytical Analysis of Electromagnetic Field Enhancement among 
Nanospheres with Varying Spacing 
 
We developed two mathematical models to reveal the physics behind the photo-
tunable absorption by Au-microshells. Firstly, a modified Mie scattering theory was used 
to calculate the enhancement of electromagnetic (EM) field between two gold 
nanospheres. The modified Mie model is a decent tool to exactly calculate the field 
enhancement effect between close spheres. The simulation result showed that the density 
of EM-energy in the space between neighboring nano-spheres increases drastically as the 
inter-particle space decreases. Simulated absorption-spectra also showed a peak-shifting 
from the visible to the infrared region when decreasing the nanosphere spacing. We used 
our previous experiment to verify the analytical results. 
By using a first-ordered approximation of the modified Mie‘s Scattering theory, 
we also built a multi-particles model to simulate the absorption by the entire microshell 
coated with concentrated Au nanospheres. 14,000 simulated particles were located on a 
large spherical surface using Monte Carlo method. The shrinking of the microshell was 
simulated by reducing the diameter of the large sphere. The change of relative positions 
among the nanospheres at the microshells was simulated using hook‘s law. The 
absorption curves at different stage of microshell shrinkage were calculated as our 
simulation result. 
The rigorous Mie‘s model and also the 1
st
-ordered approximating model revealed 
the existence of an important phenomenon in our previous testing of the Au-microshells, 




3.3.1 Two-Spheres Model based on Modified Mie Theory 
Since the beginning of the 20
th
 century, Mie scattering theory has become a 
standard model to analyze the enhancement of electromagnetic-wave by small spherical 
particles [1, 14]. Mie theory calculates exactly the distribution of electromagnetic field 
around one isolated, homogeneous, spherical object under the irradiation of a plane wave. 
Before the availability of spectroscope, its solution successfully suggested the existence 
of multiple electromagnetic resonances in an irradiated sphere, at which the scattering 
and absorption components of the incident light is maximized at specific wavelengths. In 
addition to conventional optics, the Mie scattering theory has also brought important 
insight to many fields. For example, the electromagnetic resonance also induces a 
resonance of surface-electrons, which may trigger chemical reactions. In the case of 
metallic spheres for photo-catalysis [15], the Mie theory was generally used to explain 
the formation of photo-electrons which are responsible for the photochemical effects. For 
engineering science, Mie scattering theory was also applied to study photonic crystals 
[16] and photovoltaic devices [17]. 
For problems involving multiple spheres, the original Mie model could lead to an 
approximated solution by linearly combine absorption and scattering of individual 
spheres. The accuracy of the approximation, however, depends on the importance of the 
multiple scattering among spheres, in which the light scattered by each sphere is 
transferred around the system and becomes an incident light for other spheres. The 
intensity of multiple-scattering depends strongly on inter-particle spacing. When the 
spacing is sufficiently large, the multiple-scattering effect becomes negligible compared 
to the original incident light, and the scattering and absorption components by the whole 
system are close to the linear combination of Mie‘s original solution for each individual 
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sphere. In many real experiments, however, the particles are so concentrated that the 
multiple-scattering effect must be considered by using a different model, for the linear 
combination approach becomes invalid. A modified Mie model was proposed decades 
ago to cover the multiple scattering effects [18]. This modified theory differs from the 
original one by adding the scattering from each sphere isE

 (which is unknown) to the 
incident wave. Like the original Mie theory, this model offers an exact solution for a 
multiple-sphere system, where the size and optical property of individual sphere can be 
different from one to another. The application of this model was once quite limited due to 
low computer capacity [18]. In recent years, however, it has become possible to apply 
this model to a system of thousands of closely packed spheres. Surprisingly, little 
attention was paid to applying the modified Mie theory to real experiments that involve 
concentrated spheres. Finite element models (FEM) were widely used to solve such type 
of problems but offer little scientific insight. In this section, we use the modified Mie 
scattering theory to simulate the electromagnetic-field enhancement by two gold nano-
spheres of varying spacing. We also used the previous experiment to verify the 
simulation results. 
 
3.3.1a  Calculate the Multiple Scatterings by Multiple Spheres 
In the modified Mie theory, the electric field in the system TotalE

 consists of the 
incident plane-wave 0E

 and scattering by all particles sE








linearization, the incident field iE






 (the field inside a sphere) are expanded into polynomials of orthogonal 
vectors )( jmnM

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The derivation of these orthogonal vectors was given in reference [18]. Figure 3.6 
illustrates the coordinate system for the multiple-sphere problem. The spheres are 











.   ,,RR 

 is a position with respect to the origin of a 
spherical coordinate system. The r  in the equations is a dimensionless radius derived 
from R, and Rkr  , where k  is the wave constant of the incident light in the 
surrounding media.  iiir  ,,  is the relative position with respect to the center of sphere
i . 
)( j
mnu  is the spherical harmonic function, where 
 immnnmn ePrju )(cos)(
)1(   and 
 immnnmn ePrhu )(cos)(
)3(  . mnP  is a term of associated Legendre polynomial, )(rjn  is 
the n
th
 order spherical Bessel function, and )(rhn is the n
th
 order spherical Hankel 
functions. ia  in Equation (3.3) is the radius of sphere i . im  in Equation (3.4) is the 
relative dielectric constant of sphere i , m
i
s
im  / .  











mna , and 
i
mnb . First, we need to transfer the 
origin of Equation (3.2) to the center of each sphere i : 
 

























Figure 3.6 A coordinate-system for the multiple-spheres.  jijijiR  ,,  denotes the 
central point of sphere i  with respect to the center of sphere j . 
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For convenience, the direction of the electric field of the incident plane wave 0E

 
is set to be parallel to the x-direction of the absolute coordinate system (see Figure 3.6) 
and the wave vector k

 is parallel to the z-direction. That is, )cosexp(ˆ 0000 ikRExE 

. 
Note that we denoted  000 ,, R  as the absolute position in the space. With respect to 


































mn pq  for 1m . 
To calculate coefficients imna  and 
i
mnb , we use the continuity boundary condition 
at the surface of each sphere [19]. The tangential components of electric and magnetic 
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To solve imna  and 
i
mnb  linearly, we need two more equations to relate the 
expansion vectors of sphere i ,  iiimn rN  ,,)3,1(

 and  iiimn rM  ,,)3,1(

, to the expansion 
vectors of a different sphere j ,  jjjmn rN  ,,)3,1(








































































 jijijir  ,,  denotes the center of sphere i  with respect to the center of sphere j . The 
calculation of  jijijimnkl rA  ,,  and  jijijimnkl rB  ,,  are given by reference6. 
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  (3.10) 
The coefficients in  and 
i

























































     (3.12) 
 
where ii kax  , )()(  nn j , and )()(  nn h . The primes in (3.11) and (3.12) 
denote the differentiations with respect to arguments. 
The expansion coefficients for the internal field of sphere, imnc , and 
i
mnd , are 








































    (3.14) 
Important properties of the multiple-sphere system are calculated by using the 









































































where * denotes a complex conjugate. Similarly, the energy extinction (the separated 


















































































The energy scattered by sphere i  is simply the difference between 
i








sca WWW       (3.17) 
The energy flux iI  (unit: Watt/m
2
) of the incident wave equals
  /Re)2/( 20 kE  . Three constantly-used properties
7
: the absorption, extinction, and 
scattering cross-sections (unit: m
2













sca IWC / . 
The number n for  and  expands from 1 to infinity. Technically, the 
solution for (3.2) to (3.4) will be sufficiently precise at a certain order N ( . 
In general, a larger N is needed to solve a problem of closer spheres [20]. 
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3.3.1b Modeling the Interaction between Two Gold Nanospheres upon Irradiation 
We study the multiple-scattering effect between two gold nanospheres by using 
the modified Mie theory. We used two kinds of medium dielectric constant m  to study 
the enhancement of electromagnetic field outside the spheres. Reference [21] was used 
for the dielectric constant m  of water, and 1m  was used for vacuum. The diameter 
of each gold sphere is 40 nm. The dielectric constant of the bulk-material of gold, bulks , , 
is from reference [22]. Because the size of 40 nm gold sphere is comparable to the mean-
free-path of electrons in gold bulk-material [23], modification terms are needed to cover 





















   (3.20) 
where aAv fbulk /  . a  is the sphere radius. A  is a constant normally assigned 1. 
For gold bulk-material, the damping constant bulk  is Hz
14101.1  , the plasma 
frequency p  is Hz
161037.1  [25], and the Fermi velocity fv  equals sm
61039.1 
[26]. 
The order N  of the linear equation was carefully selected to make sure that the 
error of the calculated absorption by the spheres is less than 1%. 
The spheres are both positioned at the X-axis and are aligned parallel to the 
incident electric field. Different interparticle spaces were used in our simulation: 10 nm, 
5 nm, 1 nm and 0.1 nm. Figure 3.7 shows the field enhancement at the X-Y plane of our 
bi-spherical system irradiated by 700 nm light in vacuum environment. The energy 
density I ( 3/mW ) was calculated according to:  HBDEI

 41  [19]. The plot 
illustrates the intensity ratio of the enhanced field to the incident light. The result shows 
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that the field-intensity at the mass-center of the two spheres grows sharply and non-
linearly as the spheres become closer. In the case of 0.1 nm spacing, as shown by Figure 
3.7(d), the intensity increases more than 510  fold compared to the incident plane wave. 
Figure 3.8 shows the spectrum of absorption cross-section of the bi-spherical 
system (in vacuum) of different inter-particle spaces. For comparison, the same figure 
also shows the spectrum of an isolated sphere. When the inter-particle space is large (10 
nm and beyond), the spectrum is very close to double that of the isolated-particle 
spectrum, because there is no significant coupling between the scatterings of the two 
spheres. As the spheres become closer to each other, the multiple-scattering effect raises 
the total absorption. Note that the absorption peak of the bi-spherical system undergoes a 
major red-shift as the spheres approach each other. This red-shifting shows the 
interaction between the two spheres through their scattering field. A simple model to 
explain the forming of this spectrum-shifting by a nanoparticle pair is given in ref. 15. In 
brief, when two particles are aligned parallel to the incident electric filed, the electric 
dipoles formed at each sphere interacts and delays the response to the incident field. The 
delay causes the red-shifting at the system‘s resonance frequency. 
Figure 3.9 shows the simulation result from using the same bi-spherical system 
but in a water medium. The results show a strong enhancement of absorption by water in 
the gap between the two spheres. Figure 3.9(a) and (b) show the absorption spectrum of 
water ( 3/mW ) at the center of the gap. Figure 3.9(b) is the logarithmic plot of (a). The 
water absorption is increased over 1000 fold when the inter-particle spacing changes 
from 10 nm to 0.1 nm. The enhancement of the finger-print absorption-peak for water at 
970 nm is clearly seen in the simulation result. The trapping of high-density photo-energy 
in the space between close spheres, as shown in figure 3.7(d), explains the enhanced 
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water absorption. These simulation results were consistent with that of the experiment 
using Au nanoparticle-coated, photo-deformable microshells.  
Note that effect of quantum confinement may become important when the inter-
particle spacing is very small. For simplicity, we only focus on using the modified Mie‘s 
theory to show the trend of surface plasmon enhancement in a classical way. In a real 
case, however, the inter-particle spacing may become no smaller than 1 nm due to the 








Figure 3.7 Simulated enhancement of energy density between two close spheres in 
vacuum. Figures (a) to (c) illustrate the intensity ratio of the enhanced field to the 
incident light; the wavelength is 700 nm in these plots and the inter-particle spaces in 
the plots are (a) 10nm, (b) 5nm, and (c) 1nm. Figures (d) shows the spectra of field 








Figure 3.8 The simulated absorption spectra of the bi-spherical system of different 










Figure 3.9 (a) The simulated spectra of water absorption at the center of different 
particle gaps. Note the rising peak at 970 nm, which indicates the enhancement of water 
absorption. This change was observed in our experiment. (b) A logarithmic plot of (a). 
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3.3.2 Modleing the entire Microshell Coated with Au Nanospheres 
To study the mechanism behind the absorption change of the entire Au 
microshells, we developed a multi-sphere model to simulate the interaction among the 
surface nanospheres. Our model is based on a first approximation of the modified Mie‘s 
scattering theory in section 3.3.1, which is also called multi-pole approximation of dipole 
radiation [14, 27, 28]. 
 
3.3.2a Dipole Approximation to Solve a Multi-sphere System 
Figure 3.10 illustrates our model that includes a monolayer of N nanospheres (of 
radius a  and permittivity  ) on a large sphere of changing radius R . The initial 
positions of nanospheres 0mr

( Nm ,...2,1 ) were randomly generated on the large sphere 
using Monte Carlo method. Each nanosphere generates a dipole moment mp

 (
Nm ,...2,1 ) under the influence of an oscillating electric field incE

 (If a sphere is 
sufficiently small compared to the wavelength   of an incident light, its photo-reaction 
can be approximated with a dipole) [14]. The incE

 is polarized in the z-direction and 
vibrates with an angular frequency . The medium surrounding the dipoles has a 
permittivity of m . We also simulated the re-distribution and aggregation of the 
nanospheres during the shrinkage of the microshell. As the radius of the large sphere 
changes to R  from an initial value of 0R , the position of a nanosphere changes to mr

 
from the initial value of 0mr

. The value of mr

 is numerically calculated based on 
Hook‘s Law. In the model, it is assumed that the medium holds the nanospheres with a 
spring constant mk , the nanospheres in-touch repel each other with a spring constant sk , 
















      (3.21) 
This approximated dipole has resonant modes with respect to the incident 
wavelength [27]. Absorption peaks are normally observed at these resonant modes and 
become the typical differences between the absorption spectrum of a small sphere and the 
spectrum of its parent bulk-material. A comparison between the absorption of Au 
nanoparticles and an Au thin film has been studied [27b]. 
The approximated dipoles of different spheres also interact with each other. In the 
near zone ( r

), the electric field generated by a dipole at the origin point to a 
position r



















/ˆ      (3.22) 
When two spheres are very close, incE

 in equation (3.21) is dominated by  rE

 from 
the neighboring sphere; the approximate dipole of one sphere affects that of its neighbor 
and vice versa. 
The photo-reaction of the nanospheres is calculated with different sets of mr

 
with respect to different values of R . According to equation (3.22), a dipole mp

 affects 
















 , mnmn rrr

      (3.23) 




sphere n, we replace 
3
mnr  with an average value 
3
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    (3.25) 
combining equation (3.21), (3.23), and (3.25) gives: 













   (3.26) 
where   =    mma  2/4
3  . Using the Lorentz model [29], we calculated the 













    (3.27) 
To simulate the field-enhancement by the nanospheres, the electric-field-energy storage 
storeW  inside the microshell was numerically calculated through an integration of the 
electric energy-density over an interparticle-space volume  , which covers the space 
from aRr   to aRr   excluding the nanosphere volume. 
 






    (3.28) 
where  rEs

 is the electric field from all the nanospheres following equation (3.22). 
The values of , which are wavelength-dependent, were taken from the literature [30]. 
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The dimension constants in our model ( 0R , N , and a ) are from our measured data. The 






Figure 3.10 The theoretical model of a microshell: the positions mr

of the nanospheres 
on the microshell are randomly assigned; the values of polarization mp

 (induced by inE

) are calculated based on the theory of particle interactions; spring constants sk  and 





3.3.2b Comparison with the Experimental Results 
We used the results of our theoretical model to explain the changes of the 
modified microshell spectra in our previous experiment. Figure 3.11(a) shows the 
simulated absorption spectra of the gold-nanospheres in different deformation stages. The 
simulated spectra show drops of the absorption peak around 530 nm and a drastic 
increase in NIR absorption; similar changes were observed in the experimental spectra as 
depicted in figure 3.5(c). Figure 3.11(b) shows the distribution of interparticle distances 
among neighboring nanospheres; the number of particle in contact (at which mnr = 40 
nm) gradually increases as the shell radius shrinks. Note that, the particle interaction 
increases when the interparticle distance decreases. Therefore, the simulated spectra show 
that an overall decrease of the interparticle distance enhances the particle interaction and 
changes the nanosphere absorptions, including the drop around 530 nm and the rise in the 
NIR region. Our previous calculations using dual particle model show that the change at 
530 nm and NIR absorption stems from the shift of particle absorption to higher 
wavelength, when plasmonic interaction among close particles is enhanced. 
The simulation results in figure 3.11(a) only include the absorption change of the 
Au nanospheres; the polymeric material was assumed to be non-absorptive (by using a 
real dielectric constant m ) in our model; therefore, the absorption of azobenzene was 
absent in our simulation result. The absorption of water was also not included, and the 
result in Figure5a does not show the observed changes (figure 3.5(c)) at 970 nm. The 
spectrum changes at NIR and the UV region are explained by using the calculation of the 
energy storage . 
The absorption of electromagnetic energy by an optical system is proportional to 
the amount of energy stored in the system [29]. Accordingly, we may calculate the 
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absorption changes at NIR and the UV region by using the calculated value of , 
which shows the energy-storage in the polymeric material of the microshell. We 
approximated the value of 
 
by first calculating the energy density at 
representative positions on the large sphere; these positions includes the center spots 
between neighboring nanospheres, the central point among every three neighboring 
nanospheres, and the position at the surface of each nanosphere that is closest to a 
neighboring spheres. The distribution of energy over the surface of the large sphere was 
approached by integrating an overall energy using these representative energy densities, 
giving . Figure 3.11(c) shows that  increases in the NIR region and 
decreases in the UV region as the shell diameter changes from 6.2 µm to 4.0 µm. In the 
NIR region, as the shell shrinks, the value of  increases by more than ten folds of 
its initial value. Similar to our previous Mie model, this change indicates a significant 
field enhancement in the NIR region; the decrease of particle spacings aids the resonance 
of NIR electromagnetic wave. In the UV region, our calculation shows that the drop of 
 is due to the shell-volume decrease and also due to the lack of field enhancement 
in the UV region; this drop was also observed in our experimental spectra at figure 3.3(c). 
The simulation results of  support that the increased absorption at the 970 nm 
peak and the absorption drop of the UV region in the experiment spectrum are due to the 
different degrees of field enhancement in the NIR and UV regions by the microshell and 






Figure 3.11 Simulation results of the microshell model (in which the microshell 
deforms from 6.2 µm to 4.0 µm): (a) the change in the absorption spectrum of the Au-
coated microshells at different moments of deformation; (b) the change in the length 
distribution of the interparticle distances among neighboring nanospheres; (c) the 
change of energy storage during the shrinkage; the effect of sphere shrinkage (D 
decrease) on the field enhancement is shown by the ratio Wstore(D)/Wstore(6.2µm). 6.2 µm is 






We successfully developed a photo-tunable particulate-medium, of which the NIR 
absorption is tunable by UV light. By using the LBL method with azobenzene-based 
polyelectrolytes, we fabricated gold-nanosphere coated microshells that shrink upon UV 
irradiation. The shrinkage of the microshells reduces the inter-particle spacing among 
nanospheres and causes drastic changes in the absorption spectrum and significantly 
enhanced absorption in the NIR region was observed.  
To reveal the physics behind the observed tunable absorption by Au microshells, 
we simulate the multi-sphere system using the modified Mie scattering and also a dipole 
approximating model. The calculation results were used to explained different parts of 
the observed changes at the absorption spectra of the shrinking Au microshells. 
A comparison between our experiment and simulated results shows: (a) the main 
cause of the spectrum changes was the enhancement of particle interactions among 
nanospheres, and (b) the UV light induced shrinkage significantly increases the 
nanosphere absorption and the field enhancement in the NIR region, which is the red-
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Invented in the late 19
th
 century by Sir William Crookes, The Crookes radiometer 
(Figure 4.1) was probably the first light-powered machine created by man. Sealed in a 
glass container at rough vacuum (10~1000 mTorr), the moving part of the radiometer is a 
turbine with asymmetrically colored blades; each blade has one side dark and the other 
side bright. Upon irradiation, the turbine turns with the dark sides retreat from the source 
of light; the generally accepted cause of this motion is the convection from the 
asymmetric heating by light. Believing that the same mechanism can be used to build 
micro-actuators, we started a project to build a light-powered micro-turbine which is a 
miniature Crookes radiometer. The light-driven microturbine was aimed to be a spinning 
micromirror for cardio-spectroscopic applications, in which the use of electricity is 
undesirable. 
 To understand the physics behind a Crookes radiometer and to optimize the 
design of a light-powered micro-turbine, we also simulate the air dynamics of the micro-
turbine system. The simulation model could be based on either a continuous, Navier-
Stokes approach [1] or a discrete, molecular dynamics calculation [2]. Although a 
Navier-Stokes approach is more computationally economic compared to molecular 
dynamics calculation, we must first evaluate the validity of both method based on the 




4.1.1 Validity of Navier-Stokes Approach to the Analysis of Crookes Radiometer  
 To analyze Crookes radiometer, the validity of using the Navier-Stokes 
continuous equation depends on a characteristic dimension L of the gas flow and also on 
the mean free path (MFP)  of the gas molecules (3). L is defined as the length of a 
macroscale gradient, which shows a distribution of dynamics variables, such as velocity 
or temperature. is the average distance that a molecule travels between two sequential 
collisions, which change the velocity of the molecule. A continuum approach assumes 
that the fluctuations of the dynamics variables among individual molecules can be 
averaged to build a smooth gradient over the dimension, L. To guarantee the accuracy of 
this assumption, a rule of thumb is given by [4]: 
 
     (4.1) 
 
When , the fluctuations in the gradient are considered important, and it 
becomes necessary to consider the microscopic gas dynamics within the gradient space. 
Another guideline to check the validity of continuum approach is a ratio between L and 
the average molecule spacing : 
     (4.2) 
 
Outside this limit, the Navier-Stokes approach is considered invalid and a complete 
microscopic approach should be used instead. Figure 4.2 shows a chart that illustrates the 
validity of Navier-Stokes approach using both guideline equations [4]. 
In the case of Crookes radiometer, a turbine blade with distinct temperatures on 
each side generates a temperature gradient. We conclude that the sharpest gradient is thus 
85 
 
created near the edges of each blade, where the two surface temperatures meet; therefore, 
we use the blade thickness as our characteristic dimension and L = h. The next step is to 
evaluate the and  of air in the radiometer system. From our preliminary experiment 
using a commercial radiometer, the turbine spins at a range of air pressure from 10 to 
1000 mTorr. In this range and at a temperature of 25 ˚C, the mean free path and the 
average molecular spacing of air are [4]: 
 
  (4.3) 
  (4.4) 
 
The blade thickness of a micro-turbine we built was approximately 50 µm, or 
m. Thus . Using the guideline equations to check the validity of 
Navier-Stokes approach, we get: 
 
   (4.5) 
    (4.6) 
 
The result shows that, in this pressure range, the first guideline equation is failed by more 
than one order and the second is met only marginally. The Navier-Stokes approach is 
thus not appropriate for our turbine system; a microscopic approach is necessary. 
 
4.1.2 Direct Simulation Monte Carlo Method 
 We used Direct Simulation Monte Carlo (DSMC) method [4] as our microscopic 
approach to analyze Crookes radiometer. Developed by Graeme A. Bird, DSMC Method 
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is based on molecular dynamics and also on the statistical mechanics [2] of gas 
molecules. In DSMC, realistic gas molecules in a physics space are simulated by a 
smaller number of representative molecules. The molecule positions and velocities in the 
physics space are calculated at a sequence of time steps. At each time step, representative 
collisions among the simulated molecules, and between the molecules and system 
boundaries, are simulated by computer program. The location of collision events, the 
select of collision pairs, and the post-collision velocities of the collided molecules are 
calculated based the law of energy conservation, momentum conservation, and also on 
the theoretical distribution of probable values for the dynamics system. Physics 
properties, such as pressure and temperature, are sampled by multiple subspaces in the 
whole simulation domain. Figure 4.3 shows a flow chart of a typical DSMC program. 
Compared to the simulations of complete molecular dynamics, DSMC method is 
computationally economic and suitable for a system of much larger scale. Our DSMC 
program was modified from a 1D example given by the reference [5]. We designed the 
solid boundaries in the system according to the geometry of our micro-turbine. To 
minimize the size of simulation space, we also use periodic boundaries to take account 
the axial symmetry of the simulated flow. The details about our simulated space, the 
boundaries, and the computational functions of our DSMC program will be discussed in 
section 4.5 of this chapter. 
 
4.1.3 Digital Micro-mirror Device for Polymeric Micro-fabrication 
Reported in section 4.2 is a Digital Micro-mirror Device (DMD) system to build 




In the recent years, organic-based materials for micro-fabrications have gained 
more and more attention in many fields, such as biomedical engineering and micro/nano-
optics, for their chemical properties and also the flexibility and simplicity in fabrication. 
Fabrication processes using digital micro-mirror-array devices (DMD) are among the 
most efficient methods to build polymeric micro-structures. DMD-fabrications build 
micro-structures by 1-dimentional (1D) scanning. Before a DMD process takes place, a 
digital 3D-model is split into sequential, cross-sectional pictures. These pictures are 
digitally sent to the DMD mother-board, where multiple micro-mirrors are selectively 
turned on or off to resemble the cross-sectional pictures. The mirror-mirror-array is then 
illuminated by a uniform, ultraviolet (UV) light source, and the images of the illuminated 
mirror-array are projected, using an optical lens, onto the surface of photo-curable liquids 
positioned at the focal plane of the lens. UV light turns the surfaces of the curable-liquids 
into thin, solid slides that resemble the model cross-sections. The just-formed slide is 
then moved downward with a stage dipped in the liquid for the formation of a new layer. 
As this process repeats, the 3D model is gradually reconstructed from the photo-curable 
liquid. Because DMD fabrications build 3D structures layer-by-layer using only one 
actuator for the linear-motion of stages, they become superior tools of higher fabrication 
speed, reduced mechanical complexity, and also minimized system-controls. Limited 
only by the quality of the projection lenses, the smallest feature a DMD system can 
possibly build is sized by the diffraction limit of the curing light, which is below 1 µm. In 
our previous projects to build tissue engineering scaffolds [6], we developed a DMD 
system which is capable to build 3D micro-structures of complex geometries. It is 
convenient to use this system for our micro-turbine. The setup of our DMD system, the 
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use of materials, and the details about the building of a micro-turbine will be reported in 
section 4.3. 
 
4.1.4 Localized Formation of Gold Nanoparticles as Photo-absorption Coating 
 To create a temperature gradient across the blade upon illumination, the blades of 
the micro-turbine need to be coated with a photo-absorber on one side. The coating could 
not be performed manually due to the small size of the turbine. Based on our study in 
chapter 3, concentrated metallic nanoparticles have exponentially enhanced plasmonic 
absorption and thus may serve as an effective light absorbing agent at one side of the 
blade. In our preliminary study [7], growth of gold nanoparticles was localized on a 
woodpile microstructure built by the DMD system. We used a heterogeneous scheme to 
build different parts of the structure with distinct polymers; only one of the polymers can 
be chemically modified to recover gold from a precursor solution. The result showed a 
conclusive selectivity of nanoparticles growth at the woodpile structure. In section 4.3, 
we will report the application of this self-assembly technique to create a heterogeneous 






Figure 4.1 A Crookes Radiometer is an asymmetrically colored turbine in a low 
vacuum glass bulb. The blades have one side dark and the other side bright. Upon 
irradiation, the turbine turns with the dark sides retreat from the source of light; the 
causes widely accepted are an asymmetric heating by photo energy across the blades 
and an asymmetric heat transfer to the surrounding air molecules. This photograph 





Figure 4.2 The guideline equations to check the validity of Navier-Stokes approach 
for air are plotted in a chart of density ratio (n0 is the number density at 1 atm and 
0˚C) vs. L. The system of our micro-turbine falls in the area ―microscopic approach 
necessary‖, where Navier-Stokes approach alone is insufficient; our system is also 
close to the area ―significant statistical fluctuation‖, where the Navier-Stokes 






Figure 4.3 In DSMC programming, gas molecules in a system are simulated by a 
smaller number of simulated molecules, each represents tens of thousands of real 
molecules. In the simulation, these simulated molecules move, collide into each 
other, and interact with system boundaries according to the statistical mechanics of 
gas. Macroscale properties in the system, such as pressure and temperature, are 
calculated only from the positions and velocities of the simulated particles. 
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4.2 DMD-Based Fabrication Equipment, Process, and Materials 
 
4.2.1 Setup a DMD-based Fabrication System 
Our fabrication system (Figure 4.4) includes a servo-stage (CMA-25-CCCL & 
ESP300, Newport), three syringe pumps, a glass window, a DMD system (Discovery 
1100, Texas Instruments), a UV lamp (200W, S2000, EXFO), and a UV-grade projection 
lens (NT57-541 Megapixel, Edmond Optics). The syringe pumps inject two types of 
photo-curable monomers and one solvent to an outlet on the servo-stage. The DMD chip 
is composed of an array (1024 by 768) of micro-mirrors that form reflective patterns. 
These micro-mirrors are illuminated by the UV light from the lamp using an 8 mm light 
guide. Upon illumination, the UV images of the reflective patterns are projected onto the 
photo-curable monomer by the projection lens. The monomers, loaded above the servo-
stage, are selectively cured by the UV images and form microstructure layers. 
The glass window is fixed right above the microstructure and is also at the focal 
point of the projection lens. Before UV-exposure, the monomers are pumped to fill the 
space between the window and the microstructure, which controls the thickness of the 
microstructure layers. Upon UV illumination, the monomer layers below the window are 
cured selectively, resembling the pattern of the micro-mirror array. The window is coated 
with a fluorinated agent, (tridecafluoro-1,1,2,2-tetrahydrooctyl) trichlorosilane, to help 
release the microstructure from the window surface after UV-curing. The coating process 
for the glass-window is reported elsewhere [8]. The servo-stage, syringe-pumps, DMD 
system, and the UV lamp are connected to a personal computer (PC); with the DMD 




4.2.2 Procedures for Homogeneous Fabrication 
Typical DMD fabrication processes build 3D micro-structures from a 
homogeneous material. The sub-figures A-B-C2-D2 in Figure 4.5 shows the process for 
homogenous fabrication. The servo-stage was positioned a distance below the glass 
window to start; this distance determines the thickness of the first layer of a 3D structure 
to be built. A monomer was pumped from the stage-outlet into the gap between the 
window and the servo-stage. The monomer is exposed to UV pattern to build a structural 
layer. After the first layer was built (Figure 4.5(B)), the stage was repositioned 
downward, normally 0.5 mm, pulling the structure away from the glass-window. The 
release was aided by the low surface energy of the fluoride coating. A mild solvent 
(isopropanol alcohol) was pumped into the gap to purge any partially polymerized 
monomer; these unwanted oligomers may solidify and block the microstructure-pores in 
later exposures. The used solvent was drained from the stage and dried by applying a 
gentle air flow through the micro-structure. In order to build a new layer above the just-
formed structure (C2 to D2,) the stage was repositioned upward until the top of the 
structure was situated one layer-thick below the glass-slide. Fresh monomer was pumped 
again into the gap, and the above steps were repeated to create the next layer.  
 
4.2.3 Procedures for Heterogeneous Fabrication 
Heterogeneous fabrication, i.e., building micro-structures with localized materials 
of distinct mechanical, optical, and chemical properties, is important to the development 
of micro-actuators. Localization of these distinct properties may allow us to create 
asymmetric interaction between a microstructure and its surroundings to cause motions. 
Using our DMD system, a fabrication process was developed for manufacture 
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heterogeneous structures by switching monomers for the same structure layer. To build a 
structure with two materials in the same layer (C1 to D1), for example, monomers were 
switched after purging, and the stage was moved back to the position it held before the 
UV exposure step. The UV-exposure, purging, and monomer switching routines were 
repeated until the entire microstructure was built. 
 
4.2.4 Examples of DMD-based Fabrication 
 Figure 6 shows several devices built by using our DMD system. Figure 4.6(A) 
shows a micro-turbine which is 2mm in diameter and 50 µm in blade thickness. The 
turbine was built homogeneous by using 1,6-hexanediol diacrylate (HDDA) as a photo-
curable monomer. We used the similar pattern to build our light-driven micro-turbine. 
The DMD System is also capable to build free-standing micro-structures as shown in 
figure 4.6(B) by stacking intercrossing ―woodpile‖ layers. Figure 4.6(C) is one example 
of heterogeneous fabrication; a woodpile structure similar to (B) was localized with two 
types of fluorescent particles, which emit visible light of different wavelength under a 
fluorescent microscope. We already used this technique to build biological scaffolds for 
tissue engineering [9], where different biological growth factor can be localized to build a 
desired extra-cellular environment and to control cell growth [10]. Figure 4.6(D) shows a 
3D micro-structure built by patterning a sequence of different cross-section images on 







Figure 4.4 A 3D micro-structure is built layer-by layer. A structural layer is formed 
when the photo-curable monomer is selectively solidified by a DMD pattern, 
projected by UV light through an optical lens. The glass window guarantees the 
flatness of each layer. A fluorinated coating agent on the glass aids to release the 







Figure 4.5 The DMD fabrication process includes two features: homogeneous and 
heterogeneous fabrication. The homogeneous process (A-B-C2-D2) builds a micro-
structure with a single monomer. By switching monomers to build each layer (A-B-







Figure 4.6 Different micro-structures built by using the DMD system: (A) a micro-
turbine built from 1,6-hexanidiol diacrylate (HDDA), the inset shows its size 
compared to the tip of a tweezer; (B) a poly (ethylene glycol) diacrylate (PEGDA) 
woodpile structure under scanning electronic microscopy (SEM); (C) a 
heterogeneously fabricated PEGDA structure; geometrically similar to the previous 
one, but loaded with two types of localized fluorescent particles; and (D) a three-




4.2.5 Materials for DMD-based Fabrication: I. Structural Materials 
 The materials for our DMD fabrication are photo-polymerizable monomers or 
pre-polymers. To build a rigid micro-structure, we use the materials that have multiple 
acrylate groups in each molecule. Based on our experience, the following multi-acrylates 
are effective materials for the DMD fabrication: 
Poly (ethylene glycol) diacrylate (PEGDA) 
This monomer forms structures with certain degrees of elasticity. The elasticity is 
roughly proportional to its molecular weight. PEGDA of different molecular weights, 
from about 250 to 4,000 g/mole, are commercially available. A structure made from 
PEGDA of molecular weight higher than 700 g/mole can swell in water and become a 
hydro-gel. Acrylates with active chemical groups, such as methacrylic acid (MAA) or 
acrylamide, are sometimes mixed into a PEGDA to build a chemically reactive 
microstructure. PEGDA is also a bio-compatible monomer and is commonly used to 
build cell-culture scaffolds for tissue engineering studies. 
Trimethylolpropane triacrylate (TMPTA) 
 TMPTA forms rigid but brittle micro-structures. The major advantages of using 
TMPTA dwell in its fast curing speed and that it can be used to build micro-structures of 
high-resolution. TMPTA has a low viscosity compared to other multi-acrylates. 
Dipentaerythritol pentaacrylate (DPETPA) 
With five acrylate groups in each molecule, this material builds micro-structures 
harder than TMPTA. DEPTPA molecules also have one hydroxyl group (-OH) each, 
which form hydrogen bonds in the polymer-networks and raises the toughness of the 
micro-structure; DEPTPA micro-structures are tougher than TMPTA micro-structures. In 
strong solvents, such as acetone, cross-linked DEPTPA has a much lower swell rate than 
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other acrylates we used. Thus, DEPTPA is an excellent material for heterogeneous DMD 
fabrication, where a micro-structure is repeatedly rinsed with organic solvents to switch 
materials. However, probably due to the hydrogen-bond interactions among molecules, 
DEPTPA has a high viscosity and it is difficult to build a micro-structure with only 
DEPTPA. We normally use DEPTPA by mixing it with another monomer of lower 
viscosity, such as TMPTA or PEGDA. 
 
4.2.6 Materials for DMD-based Fabrication: II. Reactive Materials 
Some acrylate materials can be chemically changed in certain environment. 
Permanent chemical changes are used to modify the material properties in a micro-
structure. The most interesting materials are the ones that undergo reversible chemical 
reactions, which are potentially applicable to build micro-actuators. The following 
reactive materials were synthesized in our lab: 
 
Dimethyldi (methacryloyloxy-1-ethoxy) silane (DMDMAES) 
This monomer has two methacrylate groups in each molecule and is cross-
linkable; micro-structures can be built directly from this material. A DMDMAES 
structure is hydrolysable, i.e., water-degradable. The silane in the center of the 




In the micro-structure, each hydrolysis leaves behind a molecular vacancy and two 
hydroxyl groups, which are affinitive to water. The micro-structure thus swells and 
becomes a hydro-gel. DMDMAES is normally used as an additive to another kind of 
monomer; the degree of structure swelling is tuned by the amount of DMDMAES. 
 
4-Nitrophenyl acrylate (NPA) 
Similar to DMDMAES but hydrolyze at high PH, NPA can discharge a phenol group and 
leave behind a wide molecular vacancy and two ionized carboxylic groups. A hydro-gel 
micro-structure made by using this molecule may have a very high swelling rate. For 




The property of azobenzene was introduced in Chapter 3. A monomer with acrylate 
groups on two sides of an azobenzene may generate structural deformation at a micro-
structure. DAOAB absorbs UV light and reduce its molecular length through 
photoisomerization. The photoisomerization reverses if the molecule is heated or exposed 
with visible light (VIS). The reversible deformation, once realized in a micro-structure, is 
applicable to build micro-machines. However, we have not successfully built an actuator 




Materials with Carboxylic Groups 
Carboxylic groups (-COOH) in a microstructures is one modifiable function 
group. The oxidizing property of carboxylic moiety allows it to form covalent bond with 
another molecule. In our studies for tissue engineering, micro-scaffolds built by using 
DMD were modified to enable the attachment of cells. Figure 4.7 shows a typical process 
of scaffold modification. The sources of carboxylic groups in a micro-structure are 
normally MAA or acrylic acid (AA). The source of carboxylic groups can be from the 
derivatives of natural materials. Recently, glycidyl methacrylated hyaluronic acid 
(GMHA) gained a lot of attention as a natural material for tissue engineering: 
 
 
Hyaluronic acid is abundant in the soft tissues of animal bodies and thus is considered 
one of the most potential biocompatible-materials to build artificial tissues or scaffolds 
for tissue regrowth [11]. 
Although promising, the acrylated HA is more difficult to use than other acrylate 
materials. As a hydrogel, a HA micro-structure can easily deform under gravity during 





system is also lower than by other regular multi-acrylates, due to a lower curing rate 
among the HA molecules. We already started a project to enhance the micro-fabrication 
technique using HA-based material. In one of our previous experiments, we successfully 
used DMD fabrication to build several 3D tissue engineering scaffolds from HA. Two of 








Figure 4.7 The carboxylic groups in a micro-structure may covalently bind to other 
molecules through their oxidizing property. Carboxylic groups are also bio-
compatible; therefore, they are widely used as a target of biological modification for 









Figure 4.8 Fluorescent images of two HA micro-structures. Tubular micro-
structures were built from hyaluronic acid (HA) using DMD fabrication. Acrylated 
HA can be cross-linked and form biological scaffolds of complex 3D geometry, 
such as the three-branched structure at (A) and (B). The size of the through-holes of 
the multi-channels structure at (C) and (D) was about 500 µm. 
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4.2.7 Materials for DMD-based Fabrication: III. Sacrificial Material 
A sacrificial material is a removable matter for temporary molding which 
supports the fabrication of micro-structures [12]. Developed decades ago, sacrificial 
materials were standardized for molding semiconductor materials based on metals and 
metal-oxides. But there is no effective sacrificial material for building micro-structures 
from organic materials. In the recent years, organic-based materials for micro-
fabrications have gained much attention in several evolving areas, such as biomedical 
engineering and micro/nano-optics, for the abundance of chemical properties and also the 
flexibility for fabrication of organics polymers. To bring the advantage of organics-based 
micro-fabrication into full play, however, an effective sacrificial material is necessary. 
Without sacrificial materials, organic-based micro-fabrication is limited by the resolution 
along Z-axis (figure 4.9). In DMD fabrication, for example, even though a micro-
geometry can be built with a resolution of several micrometers at the X-Y plane, the 
minimum feature along the Z-axis, which depends on the depth of curing by light, is in 
the order of a hundred micrometers (figure 4.9(a)). The lack of sacrificial material also 
limits the geometries that organic materials can be built for. The ―hanging‖ geometry in 
figure 4.9(b), for example, is hard to make without using a sacrificial material. 
An effective sacrificial material for organic-based micro-fabrication needs to have 
the following important qualities: (1) it is a liquid; (2) it solidifies and is removable at a 
normal ambient condition; (3) it is chemically and physically inert to the materials in the 
micro-structures; and (4) it is removable by a solvent which do not affect the geometry of 
micro-structures. 
Standard sacrificial materials for the industry are unfit to organics-based micro-
fabrication. These sacrificial materials are grown or removed under harsh environment 
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(high temperatures, low or high PH values), in which an organic microstructure can be 
damaged. SiO2, for example, is deposited at high temperature and removed in 
hydrofluoric acid [13]. Crosslinking materials, such as acrylate or epoxy, can be applied 
under milder condition but are removed under plasma-oxidation or high-temperature-
calcination. Crosslinking monomers may also react with the materials for organic-based 
micro-fabrication. Traditional sacrificial materials fail to match the aforementioned 
qualities (2, 4) for building organic micro-structures. 
Some have tried finding sacrificial materials for organic-based micro-fabrications. 
Paraffin wax was used to protect certain areas in a poly (methyl-methacrylate) micro-
structure against chemical modification [14]. The wax was applied above melting point, 
settled at room temperature, and was later dissolved in heated alkanes. For similarly 
purpose, gelatin was applied and removed above gelation temperatures [15]. These 
materials are used based on thermal phase-change. For fabrication, heaters and also 
thermal sensors must be used to effectively control phase-changes; complexity will 
increase. Furthermore, most organic materials have fairly high yet diverse thermal-
expansion-coefficients (TEC). The strain and stress from temperature variation can easily 
damage the integrity or reduce the resolution of a micro-structure being built. To 
minimize the problem that thermal-expansion causes, a sacrificial material should be 
chosen based on having a TEC close to that of the micro-structure. Chemical stability of 
materials under elevated temperature is another issue. The requirement of Cyto-viability, 
a major concern of building cell-trapping tissue-engineering-scaffolds, also rules out 
using heaters. Complicating and difficult to use, a sacrificial material based on thermal 
phase-change is far from an ideal choice. 
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To overcome the difficulty of controlling the Z-axis resolution for polymer-based 







Figure 4.9 A lack of effective sacrificial material limits the micro-geometry that can 
be built from polymeric materials: (a) A wood-pile structure formed by PEGDA has 
a resolution of several micrometers at the X-Y plane, but the thickness and 
resolution along the Z-axis is uncontrollable. (b) Certain geometries, such as the 




4.2.7a Emulsion-Based Sacrificial Material 
As shown in Figure 4.10, the sacrificial material built in our lab is a curable and 
solvent-removable emulsion. The droplets in the emulsion can be polymerized under 
certain stimulation, such as light exposure. The application of this sacrificial material can 
be processed under a normal ambient condition (1 atm, room temperature, for example.) 
A surfactant keeps the droplets separated before and after curing. The solidified emulsion 
can be removed by attacking the emulsion with a solvent, which selectively leaves the 
microstructure intact.  
For most organic-based materials for 3D micro-fabrication, the best supportive 
liquids for the emulsion are perfluorinated liquids, since they are chemically inert and are 
also extremely immiscible with water and most organic materials without fluorine atoms. 
In our sacrificial material, Fluorinert FC-70 (3M Corporation), a perfluorinated agent, 
was used for the supportive liquid. To prepare the surfactant, we synthesized an 
amphiphilic di-block-copolymer by crosslinking KRYTOX 157 FSH, a fluorinated poly-
propylene glycol (Mn = 6500, DuPont), with poly (propylene glycol) acrylate (PPGA, 
Mn = 400, Sigma-Aldrich). The resulting molecule has a wide fluoro-philic site and a 
relatively narrow lipo-philic site, preferring to form hydrocarbon droplets in a 
perfluorinated fluid (FC-70). We prepared the droplet material as following: poly 
(propylene glycol) diacrylate (PPGDA, Mn = 900, Sigma-Aldrich) plus 2% of photo-
initiator Irgacure 819 (Ciba Chemistry) formed a photo-curable liquid. Irgacure 819 
induces photo-polymerization at wavelength of a wide range, from UV to blue light. 10 
wt% UV absorber 2-(2H-Benzotriazol-2-yl)-6-dodecyl-4-methylphenol (Sigma-Aldrich) 
was also added to prevent scattering of UV light by the sacrificial material. 
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The emulsion was made by blending the photo-curable liquid (PCL) in FC-70 
with 10wt% of the fluorinated surfactant. The volume ratio of the PCL to the FC-70 
/surfactant was (85/15). The surfactant stabilizes closely-packing droplets in FC-70. The 
same surfactant also keeps the droplets from crosslinking with the micro-structures. The 
emulsion became rigid upon exposure to ultraviolet (UV) light. Once cured, the acrylate 
groups at the lipo-philic end of the surfactant is permanently cross-linked with the 
monomer in the droplet and form a fluorinated shell around the droplet, guaranteeing the 
droplets stay fluoro-philic and removable by perfluorinated solvents. A cured emulsion 
was rapidly dissolved by perfluorohexane, a strong perfluorinated solvent to FC-70 but 
immiscible to most organic materials with no fluorine atom.  
The key issue of building a fluorinated emulsion is the synthesis of an effective 
surfactant. The procedure to synthesize our fluorinated surfactant is briefed below: 
 
4.2.7b Synthesis of the Fluorinated Surfactant 
Crude Product Synthesis: 
65 g K157H (10 mmoles) was dissolved in 100 ml methoxynonafluorobutane 
(MPFB). The solution was let reflux at 60 C in a 250 ml three-neck, round-bottom flask 
under vigorous agitation. The solution was dehydrated over sodium sulfate. Under 
nitrogen pressure, 8.6 ml oxalyl chloride (100 mmoles) was added slowly to the solution. 
The solution was let reacting for 12 hrs. The solvent and excess oxalyl chloride was then 
evaporated for 3 hours under reduced pressure at 70 C. The remained material (chlorinated 
K157H) was cooled to room temperature before re-dissolved in 100 ml of a mixture of 
-trifluorotoluene and  MPFB (50:50 v/v). PPGA (11 mmoles) was then added into the 
solution under nitrogen pressure. 2.80 ml of triethylamine (20 mmoles) was also added to 
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absorb hydrochloride and catalyze the reaction. The now cloudy reactants were let reacting 
for another 12 hrs under vigorous agitation. The triethylamine-hydrochloride salt was 
removed by simple filtration. The solvent was then removed by evaporation under reduced 
pressure, and the crude product was left behind. 
Purification: 
The crude product was dissolved in 100ml of perfluorohexane. The impurities in the 
solvent (much polar than the goal product) were then removed by mixing the solution with 
100 ml of -trifluorotoluene in a separation funnel. Upon separated, the bottom phase 
was the product dissolved in perfluorohexane. Perfluorohexane was removed by evaporation 
at 60 ˚C under reduced pressure and the final product was obtained. 
 
4.2.7c Effect of Using the Fluorinated, Sacrificial Emulsion 
 Our experiment showed that the fluorinated, photo-curable emulsion was very 
effective as a sacrificial material to build polymeric microstructure. Figure 4.11 shows a 
woodpile structure built by using our sacrificial emulsion. During the DMD-fabrication to 
build the woodpile, the emulsion was pasted and cured to form a flat surface that covers each 
structural layer. Notice that the clean-cut underneath the log structures. A control of 
geometry along the Z-direction was achieved by using our sacrificial material. Under SEM, 
we found about 0.5% of the surface of the microstructure was attached by the cured micro-
droplets. The cause of the incomplete removal of droplets might stem from defects in the 
emulsion or impurities in the surfactant. We believed that the removability of the cured 
emulsion can be improved by a slight modification to our recipe of emulsion synthesis. Also 
shown in Figure 4.11 are the cured droplets under SEM. The pictures show that the surfactant 
effectively kept the droplets separate upon photo-curing. We also check the distribution of 
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post-cure droplets with dynamic light-scattering (DLS); the results showed negligible change 






Figure 4.10 An emulsion formed by close-packed micro-droplets becomes solid 
after the photo-curable monomer in the droplets is polymerized. A solvent strong to 
the suspending liquid can re-suspend the droplets and dissolve the cured emulsion. 
The droplets are stabilized by a surfactant (marked in red). The surfactant molecule 
has a small lipo-philic end and a large fluoro-philic end, which prefer forming 








Figure 4.11 By using our fluorinated emulsion, a woodpile structure with controlled 
resolution along the Z-axis was built (a - c). The logs of the woodpile are about 100 
µm wide and 150 µm thick. A piece of cured emulsion was dissolved in 
perfluorohexane to re-suspend the micro-droplets. SEM images show that the re-
suspended droplets were effectively separated. The fluorinated shell formed by the 
fluorinated surfactant was effective to stabilize the droplets. Picture (d) shows the 
polyhedral geometries of the cured and re-suspended droplets, which was deformed 







Figure 4.12 Distribution of particle size before (up) and after (down) photo-curing: 
the sample was an emulsion of closed-packed droplets (85% volume ratio). After 
curing, the particles were re-suspended in a fluorinated solvent. The size distribution 
is very similar to the original distribution. The negligible enlargement of particles 
shows that there was very small cross-linking or clustering among the droplets when 
photo-curing took place. The surfactant is highly stabilizing, and the cured emulsion 





4.3 Fabrication of a Micro-Turbine Heterogeneously Coated by Nanoparticles 
 
4.3.1 Materials to Build a Micro-turbine 
We used the following materials to build the micro-turbine. Trimethylolpropane 
triacrylate (TMPTA), methylmethacrylate (MMA), 2,2,6,6-Tetramethylpiperidine-1-oxyl 
(TEMPO), hydrogen tetrachloroaurate (HAuCl4), poly(acrylic acid) (PAA, 
Mw=10,0000), methoxyperfluorobutane (MOPFB), and pentaerythritol tetraacrylate 
(PETA) were purchased from Sigma-Aldrich. Dipentaerythritol pentaacrylate (DPEPA) 
was purchased from Sartomer. Irgacure 651 and Tinuvin 234 are given by and purchased 
from Ciba Chemistry. Polyethyleneimine (PEI, Mw=50,000) was purchased from 
Polyscience. All the materials were used as received. 
We prepared two kinds of material to build the micro-turbine, monomer A and 
monomer B. The two materials were localized to build the blades of the turbine 
heterogeneously; one side of the turbine is hydrophilic, the other side of the blade is 
hydrophobic. The hydrophilic side of the blade has concentrated function groups of 
carboxylic acid, which allows the attachment of PEI, a chemical to reduce gold from 
HAuCl4 and from Au nanospheres. 
The monomer A is the hydrophilic material; it contains 2wt% of Irgacure 651, 
0.02% of TEMPO, 0.1% of Tinuvin 234, in a mixture of MMA and PETA at a 2:3 
volume ratio. Irgacure 651 is a photo-initiator which causes cross-linking among the 
acrylate groups of MMA and PETA; the polymerization process in the monomer takes 
place when Irgacure 651 is exposed to ultraviolet (UV) light.  Once cured, the 
carboxylic groups from MAA may deprotonate in water, leaving a surface formed by 
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monomer A charged negatively (by the COO- groups). These surface charges are 
important for the later fabrication process. 
Monomer B is a hydrophobic material. It contains 2 wt% of Irgacure 651, 0.02% 
of TEMPO, 0.1% of Tinuvin 234, in a mixture of TMPTA and DPEPA at a 1:1 volume 
ratio. Due to the abundance of acrylate groups (TMPTA: 3 groups, DPEPA: 5 groups), 
the mixture of TMPTA and DPEPA forms a rigid and tough polymer to stabilize the 
geometry of the micro-turbine. There is no chargeable function group in TMPTA and 
DPEPA; therefore, a surface formed by monomer B remains neutral in the later post-
fabrication process and does not grow Au nanospheres. 
The roles of TEMPO and Tinuvin 234 are to modify the geometry resolution. 
TEMPO is a polymerization quencher, which creates a threshold against the light 
intensity from a UV image; with a small amount, it may dramatically enhance the 
contrast of a UV pattern in a monomer. Tinuvin 234, On the other hand, is a UV light 
absorber. It reduces the curing depth of UV light into the monomer. Adjusting the amount 
of Tinuvin 234 can tune the depth of 3D structures built by using the DMD system. The 
absorption by Tinuvin 234 also prevents the UV image for a new layer of structure from 
―contaminating‖ the old structures which are below the new one. The amount of TEMPO 
and Tinuvin 234 were tested to guarantee that the micro-turbine has a resolution below 10 
. 
 
4.3.2 Fabrication Procedures 
The fabrication process is shown in Figure 4.13. The servo-stage was positioned 
100  below the glass window to start. Monomer A was pumped from the stage-outlet 
into the gap between the window and the servo-stage. 
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The power of the UV image was determined to be approximately 10mW/cm
2
. The 
exposure time of the UV pattern for each layer was 25 seconds in order to achieve 
uniform exposure for the desired thickness of 100 . After the first layer was built (B), 
the stage was repositioned downward 0.5 mm, pulling the structure away from the glass-
window. The release was aided by the low surface energy of the fluorinated coating. A 
mild solvent (isopropanol alcohol, IPA) was pumped into the gap to purge any partially 
polymerized monomer. IPA was then replaced by a small amount of MOPFB. This 
volatile fluorinated solvent removes the residual of IPA thus prevents the swelling and 
deformation of the built structure by IPA. In a different test, we also found that MOPFB 
is effective in recovering a deformed micro-structure by absorbing the solvent in the 
structure. Residual of MOPFB was removed by gently purging the structure with weak 
air flow for 10 seconds. Used solvent was drained from the stage.  
To build a secondary structure with hydrophobic character, after purging the 
material was switched to monomer B, and the stage was moved back to the position it 
held before the UV exposure step. Another UV exposure was then processed. 
In order to build a new layer above the just-formed structure, the stage was 
repositioned such that the top of the structure was situated 100  below the glass-
slide. Fresh monomer was pumped again into the 100  gap, and the above steps were 
repeated to create the next layer. The UV-exposure, purging, and monomer switching 
routines were repeated until the entire micro-turbine was built. 
As shown in Figure 4.14, two slightly-different cross-sectional patterns (A and B) 
were used to construct the micro-turbine with two distinct monomers. As shown in the 
combination of the two images (colored), pattern A was used to cure monomer A and 
form a hydrophilic side of the turbine blade (red), which can be later coated with Au 
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nanospheres; pattern B, on the other hand, forms a inert side (blue) of the blades, which 
does not grow gold nanoparticles. We also created a center hole along the micro-turbine 










Figure 4.13 The procedure to build a heterogeneous micro-turbine is a double–
material feature of DMD fabrication. Two different patterns (A and B) for each side of 
the blades (hydrophilic or hydrophobic) are switched to cure monomer A and 
monomer B, which are also switched after each curing process.  After one cycle is 
finished, the servo-stage was moved to a new fabrication position, 100 μm below the 








Figure 4.14 The micro-turbine is built by combining two slightly different patterns: 
pattern A is for the hydrophilic part of the turbine and pattern B is for the 
hydrophobic part of the turbine. As shown in the combination of the two images, 
pattern A was used to form a hydrophilic side of the turbine blade (red), which can be 
later coated with Au nanospheres; pattern B, on the other hand, forms a inert side of 
the blades (blue), which does not grow gold nanoparticles. The center hole was left to 
insert the shaft of a jewel bearing. 
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4.3.3 Post-Fabrication: Coating the Blades with Nanoparticles 
Modify the Surface with PEI 
To modify the hydrophilic surface of the micro-turbine with nanoparticles, we 
first coated the surface with a reducing agent for gold: PEI. As shown in Figure 4.15, PEI 
is a poly-electrolyte which contains concentrated amino function groups (-NH3). In water, 
amino groups are protonated and become positively charged (become ). The 
positively charged PEI forms strong electro-static binding with negatively charged 
chemicals, such as MMA was selectively loaded on one side of the turbine blades. 
 We load the as-formed micro-turbine into a flask with 20 ml of 1wt% PEI 
solution in water. The flask was gently shaken for about 30 minutes, then the solution 
was decanted and the turbine was rinsed with de-ionic (DI) water for 5 minutes.  
At this stage, the blades of the micro-turbine were ready to coat nanospheres. 
However, in our previous study, we found that the coating of nanoparticles was 
significantly enhanced at particle density if we coat multiple layers of PEI on the surfaces 
before coating gold. To coat another layer of PEI, we switched the surface charge back to 
negative charge by coating a layer of PAA on the PEI layer. As shown in the figure, PAA 
is a poly-electrolyte of concentrated carboxylic acid groups ( ), which become 
negatively charged moieties ( ) in water. The micro-turbine was loaded into a 
flask of 20ml, 1% PAA to switch the surface charge. The coating of PAA is the same as 
PEI in procedure. The coating was switched back to PEI after the PAA coating was 
finished. Totally, we coated five double layers of the poly-electrolytes (PAA-PEI, with 
PEI the last layer) before the Au-coating process. 
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Coat the Surface with Au Nanospheres by Reducing  
Also shown in Figure 4.15 is the coating of Au nanospheres on the surfaces with 
PEI layers. After the coating of PEI, we load the micro-turbine into a flask of 30 ml of 
0.1%  water solution. The flask was gently shaken for 10 minutes under room 
temperature to allow preliminary reduction of gold on the surface with PEI. The color of 
the turbine blades turn light-brownish after 5 minutes in the solution. After 10 
minutes, the flask was transferred to an oil-bath to raise the solution temperature to 85°C. 
The flask was kept in the oil-bath for another 10 minutes. We observed that the color of 
the blades turned black after heating for 5 minutes. The appearance of dark color shows 
that the blade surface was concentrated with nano-scaled particles; the effect of surface 









Figure 4.15 (A) The surface of the hydrophilic side of the turbine blades was loaded 
with MAA, which forms negative surface charges. A PEI molecule bound strongly to 
MAA through electro-static attachment. (B) The surface charge was switched by 
coating PAA onto the PEI layer. (C) The surface was switched back to PEI coating 
and became again positively charged. (D) PEI is a strong reducing agent to reduce 
gold from HAuCl4 and form Au nanospheres. Coating multiple layers of PEI 
enhanced the gold reducing effect. 
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4.4 Experiment: Turning a Micro-turbine by Light 
 
4.4.1 Experiment Setup 
Figure 4.16 shows the setup for our experiment. After the fabrication, the micro-
turbine was mounted onto a jewel bearing. The jewel bearing include a pin-shaft and two 
pivot sockets. We inserted the pin-shaft through the center hole of the micro-turbine. The 
shaft was 400 μm in diameter and has pin-heads at both ends. The turbine with the pin-
shaft was mounted between two pivot-sockets, which held point contacts with the pin-
heads of the shaft to minimize friction. The insets of Figure 4.4.1 show the dimensions of 
the fabricated micro-turbine. Notice that the surface of the turbine blade became dark due 
to the coating of gold nanoparticles. The curvature at the turbine blade was designed for 
larger area to absorb light. 
A turbine holder was used to fix the assembly of jewel bearing in a glass vacuum 
chamber. We used a vacuum pump (capacity: 30 mTorr) to create an environment of 
rarified gas for the micro-turbine in the chamber. The pressure of air in the chamber was 
adjustable by using a needle valve, which was also connected to the chamber. A white 
light source was installed to send heat to the blade surfaces of the micro-turbine. The 
movements of the blades were detected by using an optical position sensor, which has a 
frequency bandwidth of 20 kHz and movement sensitivity below 1 micrometer. The 
signal from the position sensor was sent to an oscilloscope to record the rotation of the 
blades.  
By using this setup, we recorded the rotation speeds of the micro-turbine under a 
constant intensity of illumination but different degrees of vacuum. The rotation speed of 










     (4.7) 
 
where cycleN  is the number of cycles of the signal, t is the time-span of the signal in 
seconds, and bladeN , which equals 4 for this micro-turbine, stands for the number of the 






Figure 4.16 The micro-turbine was loaded onto a jewel bearing in a vacuum chamber. 
The pressure in the chamber was adjusted with a needle valve. A white light source 
was installed to heat the dark surfaces of the blades of micro-turbine. The movements 
of the blades were detected by using an optical position sensor, which has frequency 




4.4.2 Experiment Result 
Figure 4.17 shows the rotation speed of the micro-turbine under different air 
pressures. At each pressure we tested the speed of turbine for five times. The illumination 
by the white light source was shut before each test. After the light source was on, the 
turbine was let rotating for five seconds before we recorded the waveform in the 
oscilloscope. We found that five seconds was enough for the turbine to reach a steady 
speed. Under light exposure at certain degree of vacuum, the micro-turbine rotated with 
the Au-coated surface (the convex side of the blade) retreating from the source of light. 
Our record shows that the micro-turbine reached its maximum speed under about 400 
mTorr. The maximum turbine speed from our data was about 5800 rpm; the turbine speed 
dropped when the degree of vacuum was either higher or lower. We also found that the 
micro-turbine ceased to rotate when air pressure was outside our testing range, from 100 
to 700 mTorr, and that the rotation of micro-turbine became on-and–off when the 
pressure was close to the marginal values. The torque that drove the micro-turbine was 
too low to overcome the friction at the jewel bearing when the pressure was outside our 
testing range. 
The only changing variable in our tests was air pressure, or the number of gas 
molecules per unit volume, in the vacuum chamber. Our data shows that gas molecules 
can either raise the driving torque or reduce it, depends on the density of molecules. 
Figure 4.18 shows a different aspect to our experiment data. The figure shows the 
turbine speed versus the mean free path (MFP) of air molecule. We calculated the mean 
by using a statistical equation for MFP at room temperature, assuming that the localized 












 , 20˚C    (4.8) 
 
It was suggested by Albert Einstein [17] that the net force from gas exerted at a plate of 
double temperatures (one side cold and one side hot) is maximized when the MFP of a 
surrounding gas becomes comparable to the thickness of the plate. The blade thickness of 
our micro-turbine was 75 μm. Our calculation showed that the torque at the turbine was 
maximized when the MFP of air was between 110 and 170μm, roughly twice the 
thickness of the blades. The above theory matches our data well. However, to gain deeper 
insights about the optimization of gas pressure for the driving torque, we built a DSMC 









Figure 4.17 The figure shows the turbine speed (rpm) versus air pressure (mTorr) 
under a constant illumination. The turbine speed was calculated based on the voltage 
signal from the optical position sensor (inset). The data includes 8 groups of tests; each 
group includes 5 tests under the same air pressure. The squares and bars in the figure 
show the mean values and standard deviations of the data from each group. The result 
shows that the driving torque at the micro-turbine was maximized when the air 
pressure was around 400 mTorr. The rotation of turbine became unsustainable when 
the air pressure was outside the data range, 100 to 700 mTorr, at which the driving 







Figure 4.18 As a different aspect to the experiment data, this figure shows the turbine 
speed (rpm) versus the mean free path (MFP) of air. The values of MFP were 
calculated based on a statistical equation. The calculation shows that the driving torque 
was maximized when the MFP of air became roughly twice the thickness of the 
turbine blades, which was 75 μm. 
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4.5 DSMC Model to Simulate the Light-Driven Turbine  
 
4.5.1 Gas Dynamics behind the Modeling Program 
 
4.5.1a Newtonian and Statistical Dynamics about Collisions between Hard-Spheres 
In this study, the collisions between gas molecules in the simulation space were 
modeled as the collisions between identical hard spheres; at which the collisions are 
elastic and frictionless [18]; delay in velocity change of the colliding particles is absent. 
By using this approximation, the dynamics of collision is simplified and involves 
exclusively Newtonian mechanics, which demands only the conservation of kinetic-
energy and particle momentum. The hard-sphere model is most accurate for the problems 
of single-atom gas, non-polar molecules, and chemically inert species. One of the good 
examples is Argon gas. For fluids of other kinds, the approximation by using hard-sphere 
model also becomes recommendable when the simulated molecule is a rarified gas. A 
rule of thumb to judge whether the hard-sphere approximation is suitable for the problem 
is the mean free path (MFP) of a group of simulated molecules [4]. The mean free path (




where V is the average particle speed, N is the number density of the particles, and D is 
the effective diameter of the particle. The value of the mean free path also relates to the 
gas temperature, which affects the distribution of molecule velocity and thus the average 
velocity V. Having a long MFP means that two colliding molecules have sufficient time 
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to separate before other molecules could possibly join the collision. A collision only takes 
place when the distance between two particles equals their effective diameter molecules, 
therefore a criterion for using hard-sphere model for gas dynamics simulation is: 
 
      (4.10) 
 
If the majority of the energy remains kinetic in a collision, a rarified gas can be 
simulated by using a hard sphere model. For the dynamics of chemically reactive gas, 
however, hard-sphere simulation should be avoided, for these reactive particles in a real 
system may either merge each other permanently or split into smaller particles when a 
collision takes place, transferring kinetic energy into heat or internal energy. 
 
4.5.1b Newtonian Dynamics of a Pair of Colliding Hard-Spheres 
A collision problem can be simplified to aid calculation speed. Figure 4.19 shows 
two identical spheres in an elastic collision.  and  are the initial sphere velocities. 
The velocities after the collision,  and   are related to  and  using energy 
and momentum conservations: 
 
    (4.11) 
     (4.12) 
 
By introducing the velocity of the center of mass of the two spheres  and the 
relative velocity between the spheres
, 




     (4.13) 
     (4.14)
 
 
where  and . 
By the law of momentum conservation,  remains unchanged after collision, 
so  and  become: 
 
     (4.15) 
     (4.16) 
 
Note that the law of energy conservation demands . In a hard sphere 
model, as shown by Figure 4.19, the spheres are assumed frictionless and the direction of 
the new velocity is normal to the collision plane, at which the pair have point-contact at 
the moment of colliding. Given  and , to solve  and , the unknown variables 
are reduced to the collision angles  relative to . 
One needs to know the relative position of the colliding spheres to calculate the 
exact  for each colliding pair. In a simulation that contains many particles, 
however, calculation of movements for individual particles should be replaced by the use 
of statistical mechanics to earn simulation speed. A program based on statistical 
mechanics randomly selects the colliding angles based on a theoretical distribution. 






Figure 4.19 The dynamics of collision between two spheres can be simplified using 
the velocity of the center of mass and relative velocities. The law of energy and 
momentum conservation demand that , 
 and . The post-collision relative velocities, and
, are perpendicular to the surface of collision. Given the initial sphere 
velocities, the remained unknown variables are the collision angles . 
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4.5.1c Probability Distribution of Collision Angles 
A collision takes place when the centers of two spheres are one diameter apart. 
Therefore, as illustrated in Figure 4.20, a pair of colliding spheres of diameter D must 
have their centers both located in a collision cylinder, which is parallel to the relative 
velocities and has a diameter 2D. The axis of the cylinder also passes one of the spheres 
center. The distribution of the collision angles  is a function of probability 
density, which means that the probability for the collision angles to fall at an infinitely 
small range  dd   is . is normalized such that an integral of 




To calculate , we start by using a fact that the possible incident route of 
sphere 2 to sphere 1 is uniformly distributed through the cylinder. Therefore, the central 




The notation  and  at both sides of the equations reminds that the function  is a 




By integrating across , we get: 
 
The probability densities and  are related by . By using 
 and , the probability distribution for the collision angle  
becomes: 
        (4.21) 
Once the probability density of  is known, the post-collision velocities can be 
selected using a random generator that simulate the theoretical distribution. The design of 








Figure 4.20 A collision happens when the centers of a random pair of spheres, 
numbered 1 and 2, are both in a cylinder of diameter 2D. The cylinder axis passes the 
center of sphere 1 and is parallel to the relative velocity of the spheres. D is the 
diameter of the spheres. The distribution of collision angles  is related to that of
, which is uniformly distributed over the cross-section of the cylinder. 
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4.5.1d Interaction of Particle with Boundaries in a Simulation Space 
This study includes three kinds of boundaries conditions for the simulated 




A specular boundary reflects an incident particle specularly and renews the 
particle velocity as follow: 
    (4.22) 
where  is the unitary normal vector of the boundary surface. This equation gives a 
mirror reflection to the incident particle. The speed and thus the kinetic energy of the 
incident particle are unchanged after the reflection; there is no heat-transfer or friction 
between a simulated particle and a specular boundary. 
 
Thermal-Wall Boundary 
A thermal-wall is an isothermal boundary condition. In the DSMC method, the 
temperature of a particle is calculated by its velocity, so the thermal wall boundary reset 
the velocity of particles based on the speed distribution at certain temperature. Upon the 
arrival of a particle, the thermal wall randomly assigns a new velocity to the particle 







The particle velocity is relative to the surface,  is parallel to the 
surface normal, is the Boltzmann constant, is the temperature of the thermal-wall 
boundary, and m is the real mass of the gas molecule. Figure 4.21 shows the possible 
positions of a particle reflected from a thermal wall. The wall is placed at . The 
particle came from at a speed of arbitrary unit. The new velocity for the particle is 
biased and . On the other hand,  and , follows Gaussian‘s normal 
distribution across .  
A thermal-wall is also equivalent to a reservoir of particles. As shown by Figure 
4.22, a particle hits the thermal-wall can be considered leaving the boundary, and its 
reflection can be considered a new particle entering the simulation space.  
In this study, thermal walls were used to simulate the heating and cooling surfaces 
for the particles; a large thermal wall was also used to simulate an isothermal reservoir, 
which is assumed far enough from the micro-turbine.  
 
Periodic Boundary 
The system periodicity can be used to reduce calculation efforts. To simulate a 4-
bladed turbine, the simulation space only needs to cover one quarter of the turbine cross-
section if periodic boundaries are used. Each periodic boundary is paired with one 
counterpart boundary, which defines the opposite side of the simulation space. Each of 
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the periodic boundaries has a unique coordinate system based on its surface normal 
vector. As illustrated in Figure 4.23, a particle hitting a periodic boundary is switched to 
the counterpart boundary, and its new position and velocity relative to the counterpart 







Figure 4.21 An incident particle has its velocity reset at a thermal wall at y=0. The 
new velocity for the particle follows the biased Maxwellian distribution; vy is positive, 
while vx and vz follows Gaussian‘s normal distribution over ±∞. The multiple plots 











Figure 4.23 A periodic boundary (2) transfers an incident particle to its counterpart 
(1). The particle is assigned a new velocity and position which have the same relative 




Figure 4.22 A thermal-wall boundary is also equivalent to an isothermal reservoir. A 
molecule hitting the thermal wall can be considered leaving it, and its reflection can 
be considered as a new molecule entering the simulation space. 
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4.5.2 Random Generator to Create Theoretical Distributions of Variables 
 
4.5.2a Uniform Random Generator 
The DSMC program uses random numbers to create system variables, and the 
distributions of these variables have to match theoretical distributions. Most of the 
programming languages, such as MATLAB, VISUAL BASIC++, or VISUAL C++, have 
the functions to give a series of random number , uniformly distributed between 0 and 
1: 
          (4.26) 
Our goal is to use this uniform random generator to match a non-uniform 
distribution, , where the value of is limited in the range . One of the 
good methods is to firstly let , relating to . and are 
constants. The probability equation of   thus becomes: 
 
By integrating at both sides of the equation, we get: 
 
Let and are calculated to match the value range of : 
    (4.29) 
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    (4.30) 
Therefore, to create a group of that match the theoretical distribution , we first 
use the random generator to create a group of uniformly distributed  between 0 and 1, 
then convert these random number to  by using an reverse equation: 
     (4.31) 
For example, the collision angle  has the theoretical distribution , 
so the  related to by: 
   (4.32) 
By calculating the inverse function , we get: 
    (4.33) 
As another example, match a biased Maxwell-Boltzmann distribution: 
 
Using , we get: 
    (4.35) 




4.5.2b Gaussian Random Generator 
Gaussian random generators are also commonly provided by programming 
languages. The Gaussian random number  has the probability density as follow: 
 
To match a probability function that is a Gaussian distribution, it is more efficient to use 
a Gaussian random generator instead of the uniform random generator. For example, to 
match the distribution of the tangential particle velocity reflected by a thermal wall 
boundary: 
 





4.5.2c Examples of Random Generators 
The distribution of post-thermal wall velocity in Figure 4.21 was generated using 
both uniform and Gaussian random generators. As another example, Figure 4.24 shows 
the distribution of relative, post-collision velocities of a pair of colliding spheres. The 
distributions of post-collision velocities are slightly biased toward the opposite of the 
incident direction of each particle. Note that the distributions are similar to a uniform 
distribution over a hemisphere. A couple decades ago, instead of using the rigorous 
calculation, it was acceptable to use a hemispherical, uniform distribution to save 
computational efforts [5], i.e.,  and ; without 
doing so, one has to transfer the relative, post-collision velocities to the absolute 
velocities relative to the simulation space. This approximation has become unnecessary 
due to the advance of computer technologies. For modeling accuracy, we used the 







Figure 4.24 500 post-collision positions of a pair of colliding particles are randomly 
generated according to the theoretical distributions: and
. The arrows show the direction of initial velocities of the collision 
pair. The velocity of the center of mass is 0. The units for the initial velocities and the 
time after collision are arbitrary. The plots show that the distribution of the post-





4.5.3 Generation of Subspaces: Cells and Sampling Cells 
 
4.5.3a DSMC Cells 
To gain computing efficiency, we want to avoid the direct calculations of relative 
positions for pairs of the N simulated particles, which will be totally 2/)1( NN  pairs. 
One way to bypass the direct distance calculation is to generate particle collisions using 
Monte Carlo programming, which randomly selected particles as collision pairs to collide 
with one another. The problem is that the particle pairs of smaller distances must have the 
higher chance to collide. But how do we know which pairs are close particles without 
calculating their relative positions? A solution used by the author of DSMC is to group 
the particles into a number of different subspaces or ―cells‖ [19]; each of the cells 
occupies a small space in the whole simulation domain. Figure 4.25 shows an example of 
the cells in DSMC simulation. The particles that fall into the same cell are considered 
close particles, and a number of colliding pairs are chosen from each cell to perform 
collisions. The theory and program for the selection of collision pairs will be discussed 
shortly.  
The shape of DSMC cells is not limited to the squares in Figure 4.25, and their 
volumes can be different from one another [20]. The proper geometry of a cell depends 
on the gradient of simulated properties, such as temperature or pressure, around the 
region where the cell is located. A region of sharper gradient should be divided into 
smaller cells, for the chance of particles collisions is more sensitive to positions in this 
area. Another guideline to the size of cells is the mean free path (MFP) of the particles. 
For statistically a particle will collide with another particle in a traveled distance of MFP, 
the cell size should be larger than the MFP in the region where the cell locates, else the 
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particle collisions between neighboring cells, which is neglected in the DSMC method, 
may affect the accuracy of the simulation results. A rule of thumb provided by authors 
elsewhere is that the cell dimension should be smaller than 1/5 of the MFP in a local 
region. 
 
4.5.3b DSMC Sampling Cells 
The cells in a DSMC model are an analogy to the meshing of the finite element 
method (FEM), which is widely used to simulate solids or continuous fluids [21]. The 
cells in a DSMC simulation are used to calculate the local, average properties, such as 
temperature, velocity, or pressure. To organize cells in different regions, sampling cells 
are generated. In our simulation, most of the sampling cells, except the ones at the 
simulation boundaries, contain 9 cells. The values calculated in the sampling cells are the 
final results from DSMC simulation. Figure 4.26 shows the simulation results calculated 
using sampling cells, which collected values from the cells in Figure 4.25. The result 
shows the average temperatures and also particle-velocities in different areas. 
 
4.5.3c Calculation of Temperature 
The calculations for most of the cell properties are simple, except for the 
temperature. Our DSMC simulation is a hard-spheres model, where the temperature is a 
function to only the speeds of particles: 
)(vTT       (4.40) 
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To calculate the temperature among a group of particles, we reverse the process of 







     (4.41)
 
where k  is the Boltzmann constant and K is the average thermal-kinetic energy in the 
group of particles. Thermal-kinetic energy is different from kinetic energy. Thermal 






    (4.42)
 
where   is the velocity of the mass center, and   equals the average velocity of the 
particle group. The previous equation thus becomes: 






To enhance the computing speed, the above equation can be rearranged based on a 
statistics formula [5]: 
  222  
    (4.44)
 













































































































Figure 4.25 The simulation space is divided by multiple cells, which define close 
particles. Collisions are selected among each cell based on a selection rule. The cells are 
also used to calculate spatial properties of the model, such as the temperature or velocity 
fields. Sampling cells are used to collect values from a number of cells for average 
properties. The size of a sampling cell should be smaller than its local mean free path to 







Figure 4.26 The distributions of temperature and velocity are calculated by using 
sampling cells, which collect values from the cells of figure 4.25. 
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4.5.4 Selection of Colliding Pairs 
 
4.5.4a Select a Colliding Pair 
In a DSMC model, if one collision will take place in a cell, every pair of particles 
becomes candidates for the collision, regardless of their positions in the cell. However, 

























    (4.47)
 
where N is the number of particles in the cell. The double summation term in this 
equation is computationally expensive; it is preferable to bypass the direct calculation of 
relative speeds but meanwhile satisfy the above equation. Following the method given by 
[5], we used a five-step procedure to select colliding pairs: 
Prepare a maximum speed  for each cell.  is assumed higher than any 
relative speed in the cell. 
(1) A pair of particles is randomly selected from the cell. 
(2) Calculate the particles‘ relative speed ji vv

 . 
(3) Generate a uniform random number R between 0 and 1. The selected particles 
will collide if Rvvv ji  max

. 
(4) If maxvvv ji 

, let ji vvv

max  

















































Note that an overly estimated can still satisfy the probability equation. 
 
4.5.4b Number of Colliding Pairs in a Cell 
The theoretical number of collision during a period of time is calculated by using 
a simple model. Given that a particle of diameter D is moving at a speed of v in a space 
of N particles and volume V. The volume that this particle sweeps across forms a 
―collision cylinder‖ of a diameter of 2D; other particles which have their centers located 
in this cylinder collide with this particle. The trajectory of the moving particle bends after 
each collision, and the volume the particle passed by is actually a zigzag cylinder; 
however, we consider the volume equals a straight cylinder for simplicity. The number of 
collisions take place along the particle‘s moving during a time equals the particle number 
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This equation is based on an assumption that the other particles are stationary. In a cell 
where every particle is moving, this model seems unfit. However, if we replace v  with 
average relative speed rv  among the particles, the equation can be replaced by the 
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The ―2‖ in the denominator takes care of the double count of collisions among N 
particles. This is the number of colliding pairs to be selected in a cell at each simulation 
time step, which has a length of t. The term, however, is computationally 
expensive. To bypass this term but generate the similar number of collisions during t, we 
use program to select candidateN  pairs of candidate particles for collisions. The ratio of
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At each time step, according to the above equation, the program randomly selects
candidateN  particles from a cell, and these particles are screened based on the 5-steps 
procedures mentioned above. The average number of particle pairs selected to collide 
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will eventually approach the theoretical value . An overly estimated  does not 




4.5.5 Simulation Results 
4.5.5a  Programming Setup 
Figure 4.27 shows the layout of the simulation space for our model. Because the 
micro-turbine was axially symmetric, we reduced the simulation space to a quarter of the 
turbine cross-section by using two axial periodic boundaries. The simulation space was 
also limited by an isothermal reservoir, which is an arc of radius D. We let D equals four 
times of the radius of the turbine (1mm). The reservoir temperature was 25°C. The hot 
and cool surfaces at the blade were setup as thermal wall boundaries of constant 
temperatures 100°C and 25°C, respectively. The hot temperature was selected to be 
sufficiently lower than the melting points of most polymers (>150°C). 
 Figure 4.28 shows our testing of the simulation program. Figure 4.28(a) shows 
500 simulated particles out of a total number 500,000. In front of the computer monitor, 
we were able to watch the movement of these simulated particles, the collisions among 
particles, the passing of periodic boundaries, and also the reflection of particles by 
thermal walls. Figure 4.29(b) to (d) show our study of single particle motion under 
different air pressures. The routes recorded the positions of the particles. Notice that 
Figure 4.29(b) shows a periodic-boundary-crossing by the particle. Each bending at the 
particle route indicates one collision. We found that the simulation results matched well 
with the theoretical values of mean free path (MFP) under different pressures. We found 
that while the particle under 10 mTorr could travel across the simulation space without 
collision, the particles under higher air pressures had more frequent collisions and were 








Figure 4.27 The simulation space covers only one quarter of the turbine cross-
section by using periodic boundaries. A simulated particle crossing one of the 
periodic boundaries will be transferred to its counterpart. The thermal wall was 
located four radius (of turbine) away from the central of the turbine. We assumed 
that this distance is far enough to build an isothermal boundary condition. The hot 







Figure 4.28 The movements of simulated particles were monitored during the 
simulation (a). The effect of simulated molecular collisions was checked by 
watching the route of single simulated particle (b to d). Note that the radius of the 
isothermal reservoir boundary was 4000 µm. The simulated straight distance of 
single particles matched well with the theoretical calculations of MFP (shown) at 
different pressures. The effect of particle-transfer by the periodic boundaries was 
also tested (b). 
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4.5.5b The Simulated Torques to the Micro-turbine under Several Air Pressures 
We simulated the gas dynamics around the turbine under several different 
pressures: 10 mTorr, 100 mTorr, 400 mTorr, and 1000 mTorr. In each simulation, the gas 
molecules inside the simulation space were representative by 500,000 simulated particles. 
The effective hard-sphere constants, such as effective radius of air, were given by 
reference [4] and are listed in Table 4.1. The simulation procedure followed the flowchart 
in Figure 4.3. The most important output from this simulation was the torque applied at 
the micro-turbine by the gas molecules. The torque at the turbine comes from the striking 
of particles against the blades. We calculated the torque as following. If n is the number 





Where t is a simulated time, is the effective molecular weight of air,  the 
number of real molecules that each simulated particle represents,  the position where a 
particle strikes the turbine,  the length of the micro-turbine (3 mm), d the dimension of 
cell, and  the velocity change at the particle upon striking. The constant ―4‖ took 
account the number of blades. The calculated values of torque were averaged over the 
whole simulation time. We selected the simulated time for each modeling to be 0.001 
second, a time length at which the average value of simulated torque became stable and 
the calculated special properties, such as temperature, formed smooth distributions over 
the simulation space. 
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 To accurately calculate the torque generated by heating, we did a second group of 
simulation to model the air dynamics around an unheated micro-turbine. We simulated 
with the same setup but changed blade temperatures: both sides of the blades were at 
25°C. The values of torque calculated from the second group of simulation (which did 
not equal zeros due to the inherited error of DSMC method) was subtracted from the 
result of the first group to give a corrected torque : 
 
  (4.55) 
 
The notation ―hot, cool‖ in the above equation means the torque was from the model 
having hot and cool sides on the turbine blades; ―cool, cool‖ means the torque from the 
modeling of an unheated micro-turbine. 
 The simulated  at the micro-turbine is shown in Figure 4.29. 
The result shows that the simulated micro-turbine was under a torque of positive value, 
which means the rotating direction of the simulated micro-turbine will be counter-
clockwise, and that the turbine will be rotating with the hot side (or convex side) 
retreating from a heating light source. Comparing the calculated torques under the four 
different air pressures, we also found that the rotating speed is maximized when the air 
pressure is about 400 mTorr, at which the mean free path of air molecules is about 130 
µm and is roughly double the thickness of the blade of the micro-turbine (75 µm). The 
simulated rotation direction and the simulated optimized air pressure are both consistent 
with our experimental result shown in section 4.4. In the next section, we will use the 
simulated distributions of collision numbers, particle velocities, and particle densities to 
explain the light-driven rotation of the micro-turbine. 
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Table 4.1 The Hard-Sphere Constants for Air 
 
Constant Description Value Unit 
 Effective molecular mass of air  kg 
 
Effective number density of air 
molecule at 760 Torr and 0°C (or 
273.15°k)  
  








Figure 4.29 Simulation result: the torque at the turbine is counter-clockwise such 
that the turbine will rotate with the hot (convex) side of blade retreating from a 
heating light source. The simulation also shows that the rotation speed is maximized 
under a pressure around 400 mTorr, at which the mean free path of air is roughly 
double the thickness of the turbine blade. This simulated data is consistent with our 
experiment result in section 4.4. 
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4.5.5c Explanation of the Experimental Data 
Figure 4.30(a) shows the distribution of spatial properties around a hot-and-cold 
micro-turbine at the air pressure of 1000 mTorr. The figure shows the distribution of 
collision frequency (as the number of collision per second per sampling cell) over the 
simulation space; the figure also includes the average gas momentum (in ) at 
each sampling cell. Figure 4.30(b) shows the result from the same condition as in Figure 
4.30(a), except that the temperatures at both sides of turbine blade were equally 25˚C. 
Note that the particle movements around the edge of the turbine blade formed strong, 
initial momentum flow before the temperature difference was added; adding temperature 
difference biased the average flow around the blade, but the effect is not obvious from 
Figure 4.30(a). To focus on the momentum created by heating, we subtracted the 
momentum filed in Figure 4.30(a) by that of Figure 4.30(b) and got the distribution of a 
forced-momentum field shown in Figure 4.30(c). The result shows that the temperature 
different across the turbine blade adds a clockwise angular momentum to the gas 
molecule around the turbine. Following the 3
rd
 law of Newtonian mechanics, this result 
explains the formation of the counter-clockwise torque applied to the micro-turbine. The 
simulated momentum field and also the distributions of collision suggest the following 
mechanism behind the clockwise motion of the simulated gas:  
(1) The gas molecules heated by the hot side of one blade tend to flow toward the 
cool side of its neighboring blade due to higher momentum. 
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(2) Pushed by the molecules from the hot surface, the gas molecules at the cool 
surface tend to flow toward the blade‘s edge. 
(3) After crossing the periodic boundary, the gas molecules arrived at the edge tend to 
move toward the hot side of the blade to fill the vacancy left by the gas molecules 
which are leaving the hot side. 
(4) The gas movement builds a momentum cycle and generates torque. 
We found that the continuity of the forced-momentum field was related to the 
frequency of collision. The collision frequency is proportional to the local density of 
simulated particles (Figure 4.31), which is higher in the space closer to the isothermal 
reservoir. In Figure 4.30(c), we see that the forced momentum filed is strongest and most 
continuous in the region next to the edge of the hot side of the blade. The momentum 
field becomes weaken and random in the region where the collision frequency becomes 
larger than about 2700 (per second per cell) or where the particle density is larger than 
(per cubic meter). At about 500 µm away from the micro-turbine, the elevated 
frequency of particle collisions stops the spread of momentum flow. The result from our 
study of particle movements at different gas pressures explains the limiting effect by 
collision frequency. Based on the study shown in Figure 4.28, the movements of particles 
are statistically confined to a dimension comparable to the theoretical mean free path. 
The transfer of momentum to a distance longer than the MFP is subjected to a high rate 





Figure 4.30 These figures show the simulated collision distribution, flows of gas 
momentum (a, b), and the flows of forced momentum caused by temperature 
difference across the turbine blade (c). The white arrows mark the trends of the 






Figure 4.31 The simulated distribution of gas density (molecules per cubic meter) at 
1000 mTorr is proportional to the collision distribution shown in Figure 4.30(c). 
This result is verified by the theoretical calculation of MFP. 
170 
 
4.4.5d Comparison between Simulation Results 
We compared the simulation result from Figure 4.30 with the other simulations. 
Figure 4.32 shows the forced momentums at 400 mTorr. Compared to the gas at 1000 
mTorr, the gas molecules at 400 mTorr were able to expand the flows of forced 
momentum wider, not only further apart from the turbine but also closer to the blade 
surface. Following our previous discussion, the gas molecules at 400 mTorr have a larger 
MFP and are more able to maneuver around the edges of the turbine blades, enhancing 
the circulation of momentums. Further reduction of gas pressure caused a negative effect. 
Figure 4.33 shows that the flows of forced momentum fade when the pressure is too low. 
In the case of 10 mTorr, the continuity of the forced momentum becomes non-
observable. We found that the decay of forced momentum was caused by the overly low 
frequency of collision in the diluted gas; the particles move too randomly to build a well-
defined momentum flow. Fewer gas molecules also give less force to the micro-turbine. 
Our simulation explains the optimized gas pressure for the light-driven micro-turbine. 
The optimization is from a maximized flow of forced momentum in the surrounding gas. 
To enhance the flow of forced momentum, one needs to seek a balance between the 
frequency of particle collision and the mobility of molecules. We also found a rule of 
thumb for the design of micro-turbine: the blade thickness should be about  of the 
MFP of the gas molecules, such that a continuous flow of forced momentum can be built 






Figure 4.32 Compared to the gas at 1000 mTorr, the gas molecules at 400 mTorr 
were able to expand the range of continuous forced momentum wider, not only 
further apart from the turbine but also closer to the blade surface of the turbine. The 








Figure 4.33 The strength of forced momentum fades when the pressure falls below 
100 mTorr. In the case of 10 mTorr, the continuity of the forced momentum 
becomes non-observable from our simulation result. 
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4.4.5e The Roles of Blade Curvature and Temperature 
We briefly studied the effect of reversing the blade curvatures and changing the 
temperatures of the micro-turbine. Figure 4.34(a) shows the forced flow vs. temperature 
distribution in a turbine of inversed blade temperatures. The air pressure is at 400 mTorr. 
The temperature at the convex side is 25˚C, and the concave side is at 100 ˚C. The result 
shows that a continuous forced momentum was developed successfully. Figure 4.34(b) 
shows the same turbine with both sides of the blades heated to 100 ˚C; the result shows 
that the development of a forced momentum was inefficient.  
The values of calculated torques at the turbines of different heating conditions are 
compared in Table 4.2. The comparison shows that the temperature difference across the 
blade is important to drive the micro-turbine, even though the curvature of the blades can 
generate a minor effect. The result also shows that the turbine heated at the concave sides 
of the blades can rotate slightly faster than being heated at the convex sides of the blades. 
In our realistic design, however, the Au-nanoparticles are preferably coated at the convex 
side to gain a higher light exposure. 
Table 4.2 Effect of different design of the micro-turbine at 400 mTorr 
Surface Temperature (Convex) Surface Temperature (Concave) Torque (N-m) 
100 ˚C 25 ˚C  
25 ˚C 100 ˚C  







Figure 4.34 The gradient shows the temperature distribution over the simulation 
space. By heating the concave side of the turbine (a), the forced momentum is 
switched to counter-clockwise direction, giving the microturbine a clockwise torque. 
This torque is slightly larger than that created by heating the convex side (see Table 
4.2). When both sides of the turbine blade are heated, the development of a forced 
momentum becomes inefficient, and the driving torque becomes one order lower. 





Many different topics were included at this chapter; these topics, however, are 
related to the design, fabrication, testing, and simulation of a micro-turbine driven by 
light. The setup and fabrication process using a DMD system were introduced. Examples 
were shown to highlight the capacity of this DMD system for three-dimensional, 
heterogeneous fabrication of polymeric microstructures. We successfully used the DMD 
system to combine two different materials and build the light-driven micro-turbine; one 
of the materials is an active chemical, ready for further modification. Formed by the 
active material, the convex side of the turbine blade was coated with PEI which reduces 
gold from a precursor. Gold nanoparticles were then built on the convex surfaces to 
absorb heat from a light source. Our experiment showed that the micro-turbine started to 
rotate under light exposure when the surrounding pressure was below 1000 mTorr, and 
the speed was maximized at about 400 mTorr, at which the theoretical mean free path of 
air is roughly twice the thickness of the turbine blades. Gas dynamics simulation based 
on the DSMC method yielded results which were very consistent with our experimental 
data. The simulation results were used to explain the mechanism behind the light-driving 
phenomenon, in which the mean free path of gas molecules and also the blade thickness 
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Chapter 5: Conclusions 
 
 
The design, fabrication, and mathematical modeling of three different light-driven 
microactuators were discussed in this dissertation. Experimental investigation and 
theoretical analysis of these microactuators showed interesting results, and these different 
studies have brought new concepts for the design and fabrication of miniature mechanical 
systems.  
 
5.1 Coupling of Multiple Physics Effects in Light-driven Microactuators 
  
Each of the microactuators was functioned based on cross-linked, multiple 
physics phenomenon. The microcantilever was activated under the coupling effects of 
photo-heating and thermal expansion. The photo-tunable microshells were based on both 
photo-chemistry effect and mechanical-deformation-induced plasomonics enhancement. 
The light driven microturbine was actuated by plasomonic enhancement among 
nanoparticles, which caused thermal convection in the surrounding rarefied gas 
molecules. These multiple physics effects dominate the function of a mechanical system, 




5.2 Importance of Microscopic Mathematical Modeling 
 
The mathematical modeling of this dissertations showed that the effective 
theoretical models to explain the physics of miniature mechanical system could be very 
different from those for large scale counterparts. When light is projected onto a smooth 
surface coated by a gold film, for example, its optical effect can be calculated easily 
using a reflectivity constant, and the interaction between the gold film and its 
surroundings medium can be described using a smooth boundary between two spaces of 
distinct dielectric constants. In the study of Au microshells, however, the enhancement of 
electromagnetic field dominated the optical property, and electrodynamics calculation 
must be used to take account the size of gold nanospheres, which were smaller than the 
wavelength of light. It is also necessary to consider the nonlinearly enhanced absorption 
by surrounding medium, which stems from the field enhancement by the nanospheres. 
The modeling of light-driven microturbine also showed the importance of using 
microscaled gas dynamics to take account a system dimension smaller than the mean free 
path of surrounding gas.  
This dissertation suggests that, to simulate a microscale mechanical system 
accurately, one has to take account the minimum dimension of the system and to consider 
if the bottom-line assumption of a theoretical model is valid for the microsystem. In the 
case of microturbine, for example, using Navier-Stoke theory to explain the dynamics of 
rarefied gas is invalid, because the Navier-Stoke equation is based on an assumption of 
continuous system gradients; this assumption fails when the molecules within a 
characteristic dimension are subject to major fluctuations of different properties. 
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5.3 There's Plenty of Room at the Bottom [1] 
 
 This dissertation highlighted the multi-physics nature of microactuators. Learned 
from the nature, one can see that biological microactuators normally functions by closely 
combined physics phenomena. For example, the rotating motion of ATPase [2], a 
biological micromotor, stems from interconnected chemical and mechanical effects. 
ATPase operates by the oxidation of adenosine triphosphate (ATP), which causes a 
conformation change in the protein and induces the rotation of a separated part in 
ATPase. Study elsewhere [3] also suggests that the function of ATPase can be 
accelerated by photons, which brings ATP molecule to a less stable energy state; an 
ATPase could be driven by light. 
A man-made micro- or nano-actuator could be invented based on similar 
mechanism for biological microactuators. The key is fabrication apparatus. The DMD 
system used in this dissertation can build 3D, heterogeneous microactuator in the 
resolution of 10 micrometers. In the future, one can expect to see a technology capable of 
making microactuators comparable to the size of biological proteins; the driving 
mechanism for the microactuator could be based on the similar mechanism for the 
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