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Abstract
When training large machine learning models with many variables or parameters, a single machine
is often inadequate since the model may be too large to fit in memory, while training can take a long
time even with stochastic updates. A natural recourse is to turn to distributed cluster computing, in
order to harness additional memory and processors. However, naive, unstructured parallelization of
ML algorithms can make inefficient use of distributed memory, while failing to obtain proportional
convergence speedups — or can even result in divergence. We develop a framework of primitives
for dynamic model-parallelism, STRADS, in order to explore partitioning and update scheduling
of model variables in distributed ML algorithms — thus improving their memory efficiency while
presenting new opportunities to speed up convergence without compromising inference correct-
ness. We demonstrate the efficacy of model-parallel algorithms implemented in STRADS versus
popular implementations for Topic Modeling, Matrix Factorization and Lasso.
1
ar
X
iv
:1
40
6.
45
80
v1
  [
sta
t.M
L]
  1
8 J
un
 20
14
1. INTRODUCTION
Sensory techniques and digital storage media have improved at a breakneck pace, leading to mas-
sive “Big Data” collections that have been the focus of recent efforts to achieve scalable machine
learning (ML). Numerous data-parallel algorithmic and system solutions, both heuristic and prin-
cipled, have been proposed to speed up inference on Big Data [6, 14, 16, 22]; however, large-scale
ML also encompasses Big Model problems [7], in which models with millions if not billions of
variables and/or parameters (such as in deep networks [5] or large-scale topic models [17]) must be
estimated from big (or even modestly-sized) datasets. These Big Model problems seem to have re-
ceived less attention in ML communities, which, in turn, has limited their application to real-world
problems.
Big Model problems are challenging because a large number of model variables must be ef-
ficiently updated until model convergence. Data-parallel algorithms such as stochastic gradient
descent [24] concurrently update all model variables given a subset of data samples, but this re-
quires every worker to have full access to all global variables — which can be very large, such
as the billions of variables in Deep Neural Networks [5], or this paper’s large scale topic model
with 22M bigrams by 10K topics (200 billion variables) and matrix factorization with rank 2K on
a 480K-by-10K matrix (1B variables). Furthermore, data-parallelism does not consider the possi-
bility that some variables may be more important than others for algorithm convergence, a point
that we shall demonstrate through our Lasso implementation (run on 100M coefficients). On the
other hand, model-parallel algorithms such as coordinate descent [4] are well-suited to Big Model
problems, because parallel workers focus on subsets of model variables. This allows the variable
space to be partitioned for memory efficiency, and also allows some variables to be prioritized
over others. However, model-parallel algorithms are usually developed for a specific application
such as Matrix Factorization [9] or Lasso [4] — thus, there is utility in developing programming
primitives that can tackle the common challenges of Big Model problems, while also exposing new
opportunities such as variable prioritization.
Existing distributed frameworks such as MapReduce [6] and GraphLab [14] have shown that
2
Table 1: Summary of LDA, MF, and Lasso on STRADS (detailed pseudocode is in the relevant sections).
Schedule Push and Pull Largest STRADS experiment
Topic Modeling (LDA) Word rotation scheduling Collapsed Gibbs sampling 10K topics, 3.9M docs with 21.8M vocab
MF Round-robin scheduling Coordinate descent rank-2K, 480K-by-10K matrix
Lasso Dynamic priority scheduling Coordinate descent 100M features, 50K samples
common primitives such as Map/Reduce or Gather/Apply/Scatter can be applied to a variety of
ML applications. Crucially, these frameworks automatically decide which variable to update next
— MapReduce executes all Mappers at the same time, followed by all Reducers, while GraphLab
chooses the next node based on its “chromatic engine” and the user’s choice of graph consistency
model. While such automatic scheduling is convenient, it does not offer the fine-grained control
needed to avoid parallelization of variables with subtle interdependencies not seen in the super-
ficial problem or graph structure (which can then lead to algorithm divergence, as in Lasso [4]).
Moreover, it does not allow users to explicitly prioritize variables based on new criteria.
To improve upon these frameworks, we develop new primitives for dynamic Big Model paral-
lelism: schedule, push and pull, which are executed by our STRADS system (STRucture-Aware
Dynamic Scheduler). These primitives are inspired by the simplicity and wide applicability of
MapReduce, but also provide the fine control needed to explore novel ways of performing dy-
namic model-parallelism. Schedule specifies the next subset of model variables to be updated
in parallel, push specifies how individual workers compute partial results on those variables, and
pull specifies how those partial results are aggregated to perform the full variable update. A final
“automatic primitive”, sync, ensures that distributed workers have up-to-date values of the model
variables, and is automatically executed at the end of pull; the user does not need to implement
sync. To explore the utility of STRADS, we implement schedule, push and pull for three popular
ML applications (Table 1): Topic Modeling (LDA), Lasso, and Matrix Factorization (MF). Our
goal is not to best specialized implementations in performance, but to demonstrate that STRADS
primitives enable Big Model problems to be solved with modest programming effort. In particular,
we tackle topic modeling with 3.9M docs, 10K topics and 21.8M vocabulary (200B variables),
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Figure 1: High-level view of our STRADS primitives for dynamic model parallelism.
MF with rank-2K on a 480K-by-10K matrix (1B variables), and Lasso with 100M features (100M
variables).
2. PRIMITIVES FOR DYNAMIC MODEL PARALLELISM
“Model parallelism” refers to parallelization of an ML algorithm over the space of shared model
variables, rather than the space of (usually i.i.d.) data samples. At a high level, model variables are
the changing intermediate quantities that an ML algorithm iteratively updates, until convergence
is reached. For example, the coefficients in regression are model variables, which are iteratively
updated using algorithmic strategies like coordinate descent.
Model parallelism can be contrasted with data parallelism, in which the ML algorithm is par-
allelized over individual data samples, such as in stochastic optimization algorithms [25]. A key
advantage of the model-parallel approach is that it explicitly partitions the model variables into
subsets, allowing ML problems with massive model spaces to be tackled on machines with limited
memory. Figure 3 shows this advantage: for topic modeling, STRADS uses less memory per ma-
chine as the number of machines increases, unlike the data-parallel YahooLDA algorithm. As our
experiments will confirm, this means that STRADS can handle larger ML models (given sufficient
machines), whereas YahooLDA is strictly constrained by the memory of the smallest machine.
This has practical consequences — STRADS LDA can handle bigram vocabularies with over 20
million term-pairs on modest hardware (enabling large-scale topic modeling applications), while
YahooLDA cannot.
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// Generic STRADS application
schedule() {
// Select U vars x[j] to be sent
// to the workers for updating
...
return (x[j_1], ..., x[j_U])
}
push(worker = p, vars = (x[j_1],...,x[j_U])) {
// Compute partial update z for U vars x[j]
// at worker p
...
return z
}
pull(workers = [p], vars = (x[j_1],...,x[j_U]),
updates = [z]) {
// Use partial updates z from workers p to
// update U vars x[j]. sync() is automatic.
...
}
Figure 2: STRADS user-defined primitives: schedule, push, pull. We show the basic functional signature
of each primitive, using pseudocode.
To enable users to systematically and programmatically exploit model parallelism, our pro-
posed STRADS framework defines a set of primitives. Similar to the map-reduce paradigm, these
primitives are functions that a user writes for his/her ML problem, and STRADS repeatedly exe-
cutes these functions to create an iterative model-parallel algorithm (Figures 1, 2). Our primitives
are schedule, push and pull, and a single “round” or iteration of STRADS executes them in that
order. In addition, there is an automatic primitive, sync, which the user does not have to write.
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Figure 3: Topic Modeling: Memory usage per machine, for model-parallellism (STRADS) vs data-
parallellism (YahooLDA). With more machines, STRADS LDA uses less memory per machine, because it
explicitly partitions the model space.
Schedule: This primitive determines the parallel order for updating model variables; as shown
in Figure 2, schedule selects U model variables to be dispatched for updates (Figure 1). Within the
schedule function, the programmer may access all data D and all model variables x, in order to
decide which U variables to dispatch. The simplest possible schedule is to select model variables
according to a fixed sequence, or drawn uniformly at random. As we shall later see, schedule also
allows model variables to be selected in a way that: (1) dynamically focuses workers on the fastest-
converging variables, while avoiding already-converged variables; (2) avoids parallel dispatch of
variables with inter-dependencies, which can lead to divergence and incorrect execution.
Push and Pull: These primitives control the flow of model variables x and data D from the
master scheduler machines(s) to and from the workers (Figure 1). The push primitive dispatches
a set of variables {xj1 , . . . , xjU} to each worker p, which then computes a partial update z for
{xj1 , . . . , xjU} (or a subset of it). When writing push, the user can take advantage of data par-
titioning: e.g., when only a fraction 1
P
of the data samples are stored at each worker, the p-th
worker should compute partial results zpj =
∑
Di
fxj(Di) by iterating over its
1
L
data points Di.
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The pull primitive is used to aggregate the partial results {zpj } from all workers, and commit them
to the variables {xj1 , . . . , xjU}. Our STRADS LDA, Lasso and MF applications partition the data
samples uniformly over machines.
Synchronization: The model variables x are globally accessible through a distributed, parti-
tioned key-value store (represented by standard arrays in our pseudocode). Sync is a built-in prim-
itive that ensures all push workers can access up-to-date model variables, and is automatically
executed whenever pull writes to any variable x[j]. The user does not need to implement sync.
A variety of key-value store synchronization schemes exist, such as Bulk Synchronous Parallel
(BSP), Stale Synchronous Parallel (SSP) [13], and Asynchronous Parallel (AP). Each presents a
different trade-off: BSP is simple and correct but easily bottlenecked by slow workers, AP is usu-
ally effective but risks algorithmic errors and divergence because it has no error guarantees, and
SSP is fast and guaranteed to converge but requires more engineering work and parameter tuning.
In this paper, we use BSP for sync throughout; we leave the use of alternative schemes like SSP or
AP as future work.
3. HARNESSING MODEL-PARALLELISM IN ML APPLICATIONS THROUGH STRADS
In this section, we shall explore how users can apply model-parallelism to their own ML applica-
tions, using the STRADS primitives. We shall cover 3 ML application case studies, with the intent
of showing that model-parallelism in STRADS can be simple and effective, yet also powerful
enough to expose new and interesting opportunities for speeding up distributed ML.
3.1 Latent Dirichlet Allocation (LDA)
We introduce STRADS programming through topic modeling via LDA [3]. Big LDA models
provide a strong use case for model-parallelism: when thousands of topics and millions of words
are used, the LDA model contains billions of global variables, and data-parallel implementations
face the difficult challenge of providing access to all these variables; in contrast, model-parallellism
explicitly divides up the variables, so that workers only need to access a fraction at a given time.
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Formally, LDA takes a corpus of N documents as input, and outputs K topics (each topic is
just a categorical distribution over all V unique words in the corpus) as well as N K-dimensional
topic vectors (soft assignments of topics to documents). The LDA model is
P(W | Z,θ,β) =
N∏
i=1
Mi∏
j=1
P(wij | zij,β)P(zij | θi),
where (1) wij is the j-th token (word position) in the i-th document, (2)Mi is the number of tokens
in document i, (3) zij is the topic assignment for wij , (4) θi is the topic vector for document i, and
(5) β is a matrix representing the K V -dimensional topics. LDA is commonly reformulated as a
“collapsed” model [12] in which θ,β are integrated out for faster inference. Inference is performed
using Gibbs sampling, where each zij is sampled in turn according to its distribution conditioned on
all other variables, P(zij | W ,Z−ij). To perform this computation without having to iterate over
all W ,Z, sufficient statistics are kept in the form of a “doc-topic” table D (analogous to θ), and
a “word-topic” table B (analogous to β). More precisely, Dik counts the number of assignments
zij = k in doc i, while Bvk counts the number of tokens wij = v such that zij = k.
STRADS implementation: In order to perform model-parallelism, we first identify the model
variables, and create a schedule strategy over them. In LDA, the assignments zij are the model
variables, whileD,B are summary statistics over the zij that are used to speed up the sampler. Our
schedule strategy equally divides the V words into U subsets V1, . . . , VU (where U is the number
of workers). Each worker will only process words from one subset Va at a time. Subsequent
invocations of schedule will “rotate” subsets amongst workers, so that every worker touches all
U subsets every U invocations. For data partitioning, we divide the document tokens W evenly
across workers, and denote worker p’s set of tokens byWqp .
During push, suppose that worker p is assigned to subset Va by schedule. This worker will only
Gibbs sample the topic assignments zij such that (1) (i, j) ∈Wqp and (2) wij ∈ Va. In other words,
wij must be assigned to worker p, and must also be a word in Va. The latter condition is the source
of model-parallelism: observe how the assignments zij are chosen for sampling based on word
8
// STRADS LDA
schedule() {
dispatch = [] // Empty list
for a=1..U // Rotation scheduling
idx = ((a+C-1) mod U) + 1
dispatch.append( V[q_idx] )
return dispatch
}
push(worker = p, vars = [V_a, ..., V_U]) {
t = [] // Empty list
for (i,j) in W[q_p] // Fast Gibbs sampling
if w[i,j] in V_p
t.append( (i,j,f_1(i,j,D,B)) )
return t
}
pull(workers = [p], vars = [V_a, ..., V_U],
updates = [t]) {
for all (i,j) // Update sufficient stats
(D,B) = f_2([t])
}
Figure 4: STRADS LDA pseudocode. Definitions for f1, f2, qp are in the text. C is a global model
variable.
divisions Va. Note that all zij will be sampled exactly once after U invocations of schedule. We
use the fast Gibbs sampler from [20] to push update zij ← f1(i, j,D,B), where f1(·) represents
the fast Gibbs sampler equation. The pull step simply updates the sufficient statistics D,B using
the new zij , and we represent this procedure as a function (D,B) ← f2([zij]). Figure 4 provides
pseudocode for STRADS LDA.
Model parallelism results in low error: Parallel Gibbs sampling is not generally guaranteed to
converge [11], unless the variables being parallel-sampled are conditionally independent of each
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Figure 5: STRADS LDA: s-error ∆r,t at each iteration, on the Wikipedia unigram dataset with K = 5000
and 64 machines.
other. Because STRADS LDA assigns workers to disjoint words V and documents wij , each
worker’s variables zij are (almost) conditionally independent of other workers, except for a single
shared dependency: the column sums of B (denoted by s, and stored as an extra row appended
to B), which are required for correct normalization of the Gibbs sampler conditional distributions
in f1(). The column sums s are synced at the end of every pull, but will go out-of-sync during
worker pushes. To understand how error in s affects sampler convergence, consider the Gibbs
sampling conditional distribution for a topic indicator zij:
P(zij |W ,Z−ij) ∝ P(wij | zij,W−ij,Z−ij)P(zij | Z−ij)
=
γ +Bwij ,zij
V γ +
∑V
v=1 Bv,zij
× α +Di,zij
Kα +
∑K
k=1 Di,k
.
In the first term, the denominator quantity
∑V
v=1Bv,zij is exactly the sum over the zij-th column
of B, i.e. szij . Thus, errors in s induce errors in the probability distribution Uwij ∼ P(wij |
zij,W−ij,Z−ij), which is just the discrete probability that topic zij will generate word wij . As a
proxy for the error in U , we can measure the difference between the true s and its local copy s˜p on
worker p. If s = s˜p, then U has zero error.
We can show that the error in s is empirically negligible (and hence the error in U is also small).
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Consider a single STRADS LDA iteration t, and define its s-error to be
∆t =
1
PM
∑P
p=1 ‖s˜p − s‖1, (1)
where M is the total number of tokens wij . The s-error ∆r,t must lie in [0, 2], where 0 means
no error. Figure 5 plots the s-error for the “Wikipedia unigram” dataset (refer to our experiments
section for details), for K = 5000 topics and 64 machines (128 processor cores total). The s-error
is ≤ 0.002 throughout, confirming that STRADS LDA exhibits very small parallelization error.
3.2 Matrix Factorization (MF)
STRADS’s model-parallelism benefits other models as well: we now consider Matrix Factorization
(collaborative filtering), which can be used to predict users’ unknown preferences, given their
known preferences and the preferences of others. While most MF implementations tend to focus
on small decompositions with rank K ≈ 100 [23, 9, 21], we are interested in enabling larger
decompositions with rank > 1000, where the much larger factors (billions of variables) pose a
challenge for purely data-parallel algorithms (such as naive SGD) that need to share all variables
across all workers; again, STRADS addresses this by explicitly dividing variables across workers.
Formally, MF takes an incomplete matrixA ∈ RN×M as input, whereN is the number of users,
and M is the number of items/preferences. The idea is to discover rank-K matrices W ∈ RN×K
and H ∈ RK×M such that WH ≈ A. Thus, the product WH can be used to predict the missing
entries (user preferences). Formally, let Ω be the set of indices of observed entries in A, let Ωi
be the set of observed column indices in the i-th row of A, and let Ωj be the set of observed row
indices in the j-th column of A. Then, the MF task is defined as an optimization problem:
minW,H
∑
(i,j)∈Ω(a
i
j −wihj)2 + λ(‖W‖2F + ‖H‖2F ). (2)
This can be solved using parallel CD [21], with the following update rule for H:
(hkj )
(t) ←
∑
i∈Ωj
{
rij + (w
i
k)
(t−1)(hkj )
(t−1)} (wik)(t−1)
λ+
∑
i∈Ωj {(wik)(t−1)}
2 , (3)
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where rij = a
i
j − (wi)(t−1)(hj)(t−1) for all (i, j) ∈ Ω, and a similar rule holds for W.
STRADS implementation: Our schedule strategy is to partition the rows of A into U disjoint
index sets qp, and the columns of A into U disjoint index sets rp. We then dispatch the model
variables W,H in round-robin fashion, according to these sets qp, rp. To update elements of W,
each worker p computes partial updates on its assigned columns rp of A and H, and analogously
for H and rows qp of A and W. The sets qp, rp also tie neatly into data partitioning: we merely
have to divide A into U pairs of submatrices (where U is the number of workers), and store the the
submatrices Aqp and Arp at the p-th worker.
Consider the push update for H (the case for W is similar). To parallel-update a specific
element (hkj )
(t), we need (wik)
(t−1) for all i ∈ Ωj , and (hj)(t−1). We then compute
(akj )
(t)
p ← g1(k, j, p) :=
∑
i∈(Ωj)p
{
rij + (w
i
k)
(t−1)(hkj )
(t−1)
}
(wit)
(t−1),
(bkj )
(t)
p ← g2(k, j, p) :=
∑
i∈(Ωj)p
{
(wik)
(t−1)
}2
,
where Ωj are the (observed) elements of column Aj in worker p’s row-submatrix Aqp . Finally,
pull aggregates the updates:
(hkj )
(t) ← g3(k, j, [(akj )(t)p , (bkj )(t)p ]) :=
∑U
p=1 (a
k
j )
(t)
p
λ+
∑U
p=1 (b
k
j )
(t)
p
,
with a similar definition for updating W using (wik)
(t) ← f3() and f1(i, k, p), f2(i, k, p). This
push-pull scheme is free from parallelization error: when W are updated by push, they are mu-
tually independent because H is held fixed, and vice-versa. Figure 6 shows the STRADS MF
pseudocode.
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// STRADS Matrix Factorization
schedule() {
// Round-robin scheduling
if counter <= U // Do W
return W[q_counter]
else // Do H
return H[r_(counter-U)]
}
push(worker = p, vars = X[s]) {
z = [] // Empty list
if counter <= U // X is from W
for row in s, k=1..K
z.append( (f_1(row,k,p),f_2(row,k,p)) )
else // X is from H
for col in s, k=1..K
z.append( (g_1(k,col,p),g_2(k,col,p)) )
return z
}
pull(workers=[p], vars=X[s], updates=[z]) {
if counter <= U // X is from W
for row in s, k=1..K
W[row,k] = f_3(row,k,[z])
else // X is from H
for col in s, k=1..K
H[k,col] = g_3(k,col,[z])
counter = (counter mod 2*U) + 1
}
Figure 6: STRADS MF pseudocode. Definitions for f1, g1, . . . and qp, rp are in the text. counter is a
global model variable.
3.3 Lasso
STRADS not only supports simple static schedules, but also dynamic, adaptive strategies that
take the model state into consideration. Consider Lasso regression [19], which discovers a small
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subset of features/dimensions that predict the output y. While Lasso can be solved by random
parallelization over each dimension’s coefficients, this strategy fails to converge in the presence
of strong dependencies between dimensions [4]. Our STRADS Lasso implementation tackles this
challenge by (1) avoiding the simultaneous update of coefficients whose dimensions are highly
inter-dependent, and (2) prioritizing coefficients that contribute the most to algorithm convergence.
These properties complement each other in an algorithmically efficient way, as we shall see.
Formally, Lasso can be defined as an optimization problem:
min
β
`(X,y,β) + λ
∑
j
|βj|, (4)
where λ is a regularization parameter that determines the sparsity of β, and `(·) is a non-negative
convex loss function such as squared-loss or logistic-loss; we assume that X and y are standard-
ized and consider (4) without an intercept. For simplicity but without loss of generality, we let
`(X,y,β) = 1
2
‖y −Xβ‖22, and note that it is straightforward to use other loss functions. Lasso
can be solved using coordinate descent (CD) updates [8]; by taking the gradient of (4), we obtain
the CD update rule for βj:
β
(t)
j ← S(xTj y −
∑
k 6=j
xTj xkβ
(t−1)
k , λ), (5)
where S(·, λ) is a soft-thresholding operator [8], defined by S(βj, λ) ≡ sign(β) (|β| − λ).
STRADS implementation: Our Lasso schedule strategy picks variables dynamically, according
to the model state. First, we define a probability distribution c = [c1, . . . , cj] over the β; the
purpose of c is to prioritize βj’s during schedule, and thus speed up convergence. In particular, we
observe that choosing βj with probability cj = f1(j) :∝ |β(tj−2)j −β(tj−1)j |+η substantially speeds
up the Lasso convergence rate (see supplement for our theoretical motivation), where η is a small
positive constant, and tj is the iteration counter for the j-th variable.
To prevent non-convergence due to dimension inter-dependencies [4], we only schedule βj and
βk for concurrent updates if xTj xk ≈ 0. This is performed as follows: first, select U ′ candidates βjs
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from the probability distribution c to form a set C. Next, choose a subset B ⊆ C of size U ≤ U ′
such that xTj xk < ρ for all j, k ∈ B, where ρ ∈ (0, 1]; we represent this selection procedure1 by the
function f2(C). Here U ′ and ρ are user-defined parameters. We will show that this schedule with
sufficiently large U ′ and small ρ greatly speeds up convergence over naive random scheduling.
Finally, we execute push and pull to update the {βj} ∈ B using U workers in parallel. The
rows of the data matrix X are partitioned into U submatrices, and the p-th worker stores the sub-
matrix Xp; With X partitioned in this manner, we need to modify the update rule Eq. (5) accord-
ingly. Using U workers, push computes U partial summations for each selected βj , denoted by
{z(t)j,1, . . . , z(t)j,U}, where z(t)j,p represents the partial summation for the j-th β in the p-th worker at the
t-th iteration:
z
(t)
j,p ← f3(p, j) := (xpj)Ty −
∑
k 6=j
(xpj)
T (xpk)β
(t−1)
k (6)
After all pushes have been completed, pull updates βj via β
(t)
j = f4(j, [z
(t)
j,p]) := S(
∑U
p=1 z
(t)
j,p, λ).
Figure 7 illustrates the STRADS LASSO pseudocode.
1 Note that this procedure is inexpensive: by selecting U ′ candidate β’s first, only U ′2 dependencies need to be
checked, as opposed to J2 where J is the total number of β.
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// STRADS Lasso
schedule() {
// Priority-based scheduling
for all j // Get new priorities
c_j = f_1(j)
for a=1..U’ // Prioritize betas
random draw s_a using [c_1, ..., c_j]
// Get ’safe’ betas
(j_1, ..., j_U) = f_2(s_1, ..., s_U’)
return (b[j_1], ..., b[j_U])
}
push(worker = p, vars = (b[j_1],...,b[j_U])) {
z = [] // Empty list
for a=1..U // Compute partial sums
z.append( f_3(p,j_a) )
return z
}
pull(workers = [p], vars = (b[j_1],...,b[j_U]),
updates = [z]) {
for a=1..U // Aggregate partial sums
b[j_a] = f_4(j_a,[z])
}
Figure 7: STRADS Lasso pseudocode. Definitions for f1, f2, . . . are given in the text.
4. EXPERIMENTS
We now demonstrate that our STRADS implementations of LDA, MF and Lasso can (1) reach
larger model sizes than other baselines; (2) converge at least as fast, if not faster, than other
baselines; (3) with additional machines, STRADS uses less memory per machine (efficient par-
titioning). For baselines, we used (a) a STRADS implementation of distributed Lasso with only
a naive round-robin scheduler (Lasso-RR), (b) GraphLab’s Alternating Least Squares (ALS) im-
plementation of MF [14], (c) YahooLDA for topic modeling [1]. Note that Lasso-RR imitates the
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random scheduling scheme proposed by Shotgun algorithm on STRADS. We chose GraphLab and
YahooLDA, as they are popular choices for distributed MF and LDA.
We conducted experiments on two clusters [10] (with 2-core and 16-core machines respec-
tively), to show the effectiveness of STRADS model-parallelism across different hardware. We
used the 2-core cluster for LDA, and the 16-core cluster for Lasso and MF. The 2-core cluster con-
tains 128 machines, each with two 2.6GHz AMD cores and 8GB RAM, and connected via a 1Gbps
network interface. The 16-core cluster contains 9 machines, each with 16 2.1GHz AMD cores and
64GB RAM, and connected via a 40Gbps network interface. All our experiments use a fixed data
size, and we vary the number of machines and/or the model size (unless otherwise stated).
4.1 Datasets
Latent Dirichlet Allocation We used 3.9M English Wikipedia abstracts, and conducted experi-
ments using both unigram (1-word) tokens (V = 2.5M unique unigrams, 179M tokens) and bigram
(2-word) tokens (V = 21.8M unique bigrams, 79M tokens). We note that our bigram vocabulary
(21.8M) is an order of magnitude larger than recently published results [1], demonstrating that
STRADS scales to very large models. We set the number of topics to K = 5000 and 10000 (again,
significantly larger than recent literature [1]), which creates extremely large word-topic tables:
12.5B elements (unigram) and 109B elements (bigram).
Matrix Factorization We used the Nexflix dataset [2] for our MF experiments: 100M anoni-
mized ratings from 480,189 users on 17,770 movies. We varied the rank of W,H from K = 20 to
2000, which exceeds the upper limit of previous MF papers [23, 9, 21].
Lasso We used synthetic data with 50K samples and J = 10M to 100M features, where ev-
ery feature xj has only 25 non-zero samples. To simulate correlations between adjacent features
(which exist in real-world data), we first added Unif(0, 1) noise to x1. Then, for j = 2, . . . , J ,
with 0.9 probability we add j = Unif(0, 1) noise to xj , otherwise we add 0.9j−1+0.1Unif(0, 1)
to xj .
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4.2 Speed and Model Sizes
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Figure 8: Convergence time versus model size for STRADS and baselines for (left) LDA, (center) MF, and
(right) Lasso. We omit the bars if a method did not reach 98% of STRADS’s convergence point (YahooLDA
and GraphLab-MF failed at 2.5M-Vocab/10K-topics and rank K ≥ 80, respectively). STRADS not only
reaches larger model sizes than YahooLDA, GraphLab, and Lasso-RR, but also converges significantly
faster.
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Figure 9: Convergence trajectories of different methods for (left) LDA, (center) MF, and (right) Lasso.
Figure 8 shows the time taken by each algorithm to reach a fixed objective value (over a range of
model sizes), as well as the largest model size that each baseline was capable of running. For LDA
and MF, STRADS handles much larger model sizes than either YahooLDA (could only handle
5K topics on the unigram dataset) or GraphLab (could only handle rank < 80), while converg-
ing more quickly; we attribute STRADS’s faster convergence to lower parallelization error (LDA
only) and reduced synchronization requirements through careful model partitioning (LDA, MF).
In particular, YahooLDA stores nearly the whole word-topic table on every machine, so its max-
imum model size is limited by the smallest machine (Figure 3). For Lasso, STRADS converges
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Figure 10: STRADS LDA scalablity with increasing machines using a fixed model size. (Left) Conver-
gence trajectories; (Right) Time taken to reach a log-likelihood of −2.6× 109.
more quickly than Lasso-RR because of our dynamic schedule strategy, which is graphically cap-
tured in the convergence trajectory seen in Figure 9 — observe that STRADS’s dynamic schedule
causes the Lasso objective to plunge quickly to the optimum at around 250 seconds. We also see
that STRADS LDA and MF achieved better objective values, confirming that STRADS model-
parallelism is fast without compromising convergence quality.
4.3 Scalability
In Figure 10, we show the convergence trajectories and time-to-convergence for STRADS LDA
using different numbers of machines at a fixed model size (unigram with 2.5M vocab and 5K top-
ics). The plots confirm that STRADS LDA exhibits faster convergence with more machines, and
that the time to convergence almost halves with every doubling of machines (near-linear scaling).
5. DISCUSSION AND RELATED WORK
As a framework of user-programmable primitives for dynamic Big Model-parallelism, STRADS
provides the following benefits: (1) scalability and efficient memory utilization, allowing larger
models to be run with additional machines (because the model is partitioned, rather than dupli-
cated across machines); (2) the ability to invoke dynamic schedules that reduce model variable
dependencies across workers, leading to lower parallelization error and thus faster, correct conver-
gence.
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While the notion of model-parallelism is not new, our contribution is to study it within the con-
text of a programmable system (STRADS), using primitives that enable general, user-programmable
partitioning and static/dynamic scheduling of variable updates (based on model dependencies).
Previous works explore aspects of model-parallelism in a more specific context: Scherrer et al. [18]
proposed a static model partitioning scheme specifically for parallel coordinate descent, while
GraphLab [15, 14] statically pre-partitions data and variables through a graph abstraction.
An important direction for future research is to reduce the communication costs of using
STRADS. Currently, STRADS adopts a star topology from scheduler machines to workers, which
causes the scheduler to eventually become a bottleneck as we increase the number of machines.
To mitigate this issue, we wish to explore different sync schemes such as an asynchronous paral-
lelism [1] and stale synchronous parallelism [13]. We also want to explore the use of STRADS for
other popular ML applications, such as support vector machines and logistic regression.
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