Abstract-This paper proposes a mathematical model for simulating a Nakagami-m fading channel, m < 1. It is shown that the m fading process can be expressed as a product of a square-root-beta process and a complex Gaussian process. Extension of the proposed model to simulate correlated diversity channels is also given. Numerical results demonstrate that statistical properties of the samples generated from the proposed model are close to the required ones.
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I. INTRODUCTION

R
AYLEIGH distribution has been shown to be appropriate for modeling the short-term fading statistics of a high-frequency (HF) ionospheric channel [1] . However, it is possible that the fading becomes more severe than Rayleigh fading as a result of high variability of the HF channel. The phenomenon of fading more severe than Rayleigh fading was observed by Nakagami [2] in a series of channel measurements for some long-distance HF communication links. His measurement results indicate that the distribution with the fading parameter in the range is useful for modeling the fading characteristic of an HF channel when the fading is more severe than Rayleigh fading. Note that the Rayleigh distribution is a special case of the distribution when . In the design of an HF communication link, the system designer may want to ensure that the performance of the communication link is satisfactory not only in a Rayleigh fading environment but also in an environment characterized by fading more severe than Rayleigh fading. The need for a robust communication link arises when reliability is a concern, such as in tactical command, control, and communication systems. To perform computer or hardware simulation of an HF communication link operating over an fading channel for , one is required to generate a complex random process that fits a given Doppler power spectrum where the amplitude follows an distribution with
. Although there are a number of known techniques and simulation systems that can be used to generate a complex Gaussian process for simulating a Rayleigh fading channel (e.g., [3] - [8] ), techniques for simulating an fading channel for are relatively few [8] , [9] . In Section II-A, we propose a mathematical model that enables one to generate a complex random process for simulating an fading channel, . Emphasis is given to applications of the proposed model for HF communications. Since the original fading channel model [2] does not provide a phase characterization, we assume that the channel phase shift is uniformly distributed over . This assumption seems reasonable for an fading channel where the channel fading is more severe than Rayleigh fading. It is shown that the complex random process used for simulating an fading channel, , can be expressed as a product of a complex Gaussian process and a square-root-beta process. The square-root-beta process can be realized by a nonlinear transformation of a Gaussian process. Since a number of computationally efficient techniques have been developed for generating Gaussian processes, an advantage of using the proposed model for simulation is that these efficient techniques can be utilized. In Section II-B, we extend the proposed model for simulation of correlated diversity channels.
Advantages of the proposed model over earlier ones are detailed as follows. Pätzold et al. [8] have developed a method for realizing a general fading process by using Rice's sum of sinusoids. However, selection of amplitude values for sinusoids is rather complex except in the special case of , that is, if the channel is a Rayleigh fading channel. In this special case, the simulated waveform is a complex Gaussian process and amplitude values are easily determined. Using the proposed model for simulating an fading channel, , one can avoid the difficult task of determining amplitude values for sinusoids. Furthermore, the proposed model requires the generation of a complex Gaussian process; simulation using the proposed model can therefore take advantage of the efficient technique developed in [8] for the generation of this process. In [9] , a first-order hidden Markov model is used to model a Nakagami-fading process. Although not indicated in [9] , this model can be used to generate a fading process that simulates the behavior of the amplitude, say , of an fading channel. After generating another random process that simulates the phase, say , one may generate a complex random process that simulates an fading channel. The difficulty in the implementation of this approach is to determine autocorrelation functions of and based on a knowledge of the autocorrelation function of , which is usually given in practice. The proposed model bypasses generating and separately, so that the difficult task of determining their autocorrelation functions is not required. We should also mention that based on the theoretical 0090-6778/00$10.00 © 2000 IEEE work of Braun and Dersch [10] , Dersch and Rüegg [11] have developed a model for simulating Nakagami-fading channels for urban mobile communications. The model is, however, limited only for the case . The rest of the paper is organized as follows. In Section III, details on the implementation of the proposed simulation model are given. Numerical examples illustrating the use of the proposed model follow in Section IV. Finally, conclusions are drawn in Section V.
II. SIMULATION MODEL
A. Theoretical Development
Let be a wide-sense stationary (WSS) complex random process that is characterized by the autocorrelation function (1) and satisfies the following properties.
1) is Nakagamidistributed with the second moment and the fading parameter limited in the range .
2)
is uniformly distributed over . 3) and are mutually independent. The probability density function (pdf) of for an arbitrary time is given by [2] ( 2) where is the gamma function and is in the range . Our task is to develop a simulation model that can be used to realize . In the development of this model, the following lemma is required.
Lemma 1: Let be an distributed random variable with the second moment and the fading parameter . Let be a Rayleigh distributed random variable with . If and satisfy the functional relationship (3) where is a nonnegative random variable independent of , then has a standard beta distribution with parameters and . The pdf of is given by [12] otherwise (4) where is a beta function. The proof is given in Appendix A. Let be a random variable uniformly distributed over and independent of and . It follows that is a zero-mean complex Gaussian random variable with uncorrelated real and imaginary parts. Multiplying both sides of (3) by gives . This expression implies that can be represented by (5) where i) is a WSS nonnegative random process and follows a standard beta distribution with parameters and , and ii) , being independent of , is a zero-mean WSS complex Gaussian process with uncorrelated real and imaginary parts and with an autocorrelation function (6) satisfying . Notice that and are related by (7) where (8) and that . The representation of by (5) is the desired simulation model. One can generate by generating a complex Gaussian process and an appropriate square-root-beta random process , followed by substituting and into (5) . The complex Gaussian process can be generated by an established technique, e.g., [8] . The non-Gaussian process can be generated by a nonlinear transformation of a Gaussian process [13] . Appendix B shows that (9) where i) is a zero-mean unit-variance Gaussian process with an autocorrelation function (10) and ii) and are defined by (23) and (24), respectively, and is the inverse of . The relationship between and is given by (26a) and (26b).
B. Extension for Simulation of Correlated Diversity Channels
Antenna diversity is a well-known technique in HF communications for combating adverse effects due to fading. So far our discussion has been concentrated on simulating an fading channel by generating a complex random process . This approach is useful for simulating a communication system with antenna diversity only if the diversity branches are independently faded. When the antenna spacing is inadequate, nonindependent fading among diversity branches occurs so that the fading channels used for modeling the diversity channels are correlated. It gives rise to the need for simulating correlated diversity channels. In what follows, we demonstrate how to simulate correlated fading channels for by a simple extension of the proposed simulation model. Let be the order of diversity. We assume that the diversity channels have the same fading parameter , second moment , and autocorrelation function . This assumption is appropriate for a communication system using antenna diversity. In the implementation of simulation, one is given a knowledge of the correlation matrix that characterizes the correlation among the diversity channels, where and is real symmetric. To simulate correlated channels, it is required to generate correlated complex processes , each of which has the properties of specified in Section II-A. Note that (11) and that is nonnegative definite ( [14] , p. 295). Applying the proposed model (5) to the situation under consideration, we have (12) where i) is a WSS nonnegative random process and has a standard beta distribution with parameters and , and ii)
, being independent of , is a zero-mean WSS complex Gaussian process with uncorrelated real and imaginary parts and with a variance given by . We assume that i) any pair of and are independent, and ii) and are mutually independent. Assumption i) is made because it makes implementation easier and does not affect resultant statistical properties of 's. Assumption ii) leads to conditions that are usually satisfied in practice [see comments after (16)]. Substituting (12) into (11) yields (13) where and (14) With a knowledge of , one can determine by (13) . Since autocorrelation functions of are assumed the same for all 's and are given by , for convenience in the implementation, we assume that autocorrelation functions of 's and 's are given by and , respectively, both of which are independent of . Note that and are related by (7) . After is determined, one can generate each of , by a nonlinear transformation of a Gaussian process as shown in Appendix B. Generation of can be accomplished by the following method. Let , be mutually independent zero-mean complex Gaussian processes, each of which has an autocorrelation function and uncorrelated real and imaginary parts. Each of 's can be generated by a known method. Let and . Then (15) where is a factor of such that . To generate , the matrix must exist, which requires that is nonnegative definite. That is, for any with at least one of which is nonzero, the condition needs to be satisfied. Substituting (13) 
III. IMPLEMENTATION FOR SIMULATION
It is desired to realize a complex random process in order to simulate an fading channel, , with a given Doppler power spectrum . The power spectrum is related to by (17)
Since Doppler power spectra of HF channels that are of practical interest are band-limited, we consider only the case of generating a band-limited process . Let be the frequency such that is zero or negligible for . To realize , one can generate a sequence of equidistant discrete-time samples and followed by interpolation to obtain the value of for an arbitrary time , where is the oversampling factor. A value of is usually sufficient to generate without appreciable loss of accuracy [4] . After the value of is determined, the rest of the procedure except interpolation directly follows from an application of the proposed simulation model.
The procedure is given as follows. 1) Compute , by (17), where is a a sufficiently large integer. This sequence of is used in generating 's so that a greater value of improves the accuracy of the autocorrelation property of the generated 's, although more computation is required. 2) Select an appropriate . Since (7) implies that is given by the convolution between the power spectrum of and that of , and since is band-limited to , it follows that and are band-limited to at most . As is generated from by (9), generated, followed by interpolation to obtain the value of for an arbitrary time . The procedure for generating follows from the one for generating described above, except that an additional step is required to compute from the generated by (15). In applying (15), different factorization methods can be used. However, Cholesky factorization is preferred. It gives a lower triangular matrix so that some of the steps in multiplication and addition can be eliminated in simulation. This reduces the computation cost.
IV. NUMERICAL EXAMPLES
A. Example 1
A realization of was generated based on the procedure given in Section III. For illustration purposes, we assumed that and . A double-Gaussian spectrum was used (21) where and we arbitrarily selected . This value of was chosen in order to ensure that is negligible for , so that the Doppler power spectrum under consideration can be considered band-limited. The double-Gaussian spectrum was selected because it is appropriate for modeling Doppler power spectra of HF channels [1] . Although a symmetric spectrum is used here for simplicity, realistic spectra for HF channels are usually asymmetric [1] . An oversampling ratio of was employed. We first computed , where was arbitrarily chosen. For the sake of convenience, we selected (22) where was used so that is negligible for . Based on the selected and values of , we computed and . Then was computed from values by (20). For and at frequencies where computed values were negative, we set . The resultant was scaled so that . It was found that 3.26% of the original were truncated. A total of 10 discrete-time samples were generated by the following procedure. The Gaussian-distributed time series was generated by an efficient technique based on Rice's sum of sinusoids [8] . The time series was generated from the time series by the nonlinear transformation given by (9) . The complex Gaussian time series was generated by separately generating the in-phase and quadrature-phase components based on the sum of sinusoids method. Parameters of the sum of sinusoids method used in generating and were computed based on the procedure of [8] . 1 The value of was computed from and by (5). After 's were generated, , were computed by piecewise-constant interpolation. A total of samples, i.e., , where , were finally obtained. Fig. 1(a) and (b) plot the cumulative distribution functions (cdf's) of the amplitude and phase, respectively, computed from the generated samples. The cdf of the distribution with and , and that of the uniform distribution for the range , are also plotted for comparison purposes. It is apparent that the distributions of the generated samples fit closely to the desired ones. Fig. 1(c) plots the autocorrelation function computed from the generated samples and the one for the double-Gaussian spectrum. It is shown that the generated autocorrelation function is close to the desired one. The result indicates that despite the need to truncate the original , the loss of accuracy in the autocorrelation property of the generated samples is small.
B. Example 2
In this example, we consider simulating a dual-branch diversity channel with correlated fading by generating using (12) . It is assumed that the correlation between the two branches is and that the fading parameter is . These two values are arbitrarily selected for illustration purpose. Furthermore, we assume that and is given by (21) with . We generated 10 samples of by generating and where and . Generation of each of the independent time series and followed the same procedure as in generating in Example 1. The same , given by (22) was used in generating and . As a result of this particular choice of , 0.20% of the original needed to be truncated. The was generated by (15). Generation of each of the time series and also followed the procedure of generating in Example 1. The time series was obtained by substituting the generated and into (12) . After the time series was generated, , were computed by piecewise-constant interpolation. A total of samples of , were obtained. Fig. 2(a)-(c) plot the cdf's of amplitude, phase, and autocorrelation functions, respectively, computed from each set of generated samples . The desired cdf's and autocorrelation functions are also plotted. It is apparent that computed autocorrelation functions and cdf's are 1 One of the reviewers pointed out that statistical properties of fy(nT )g and fw(nT )g generated by the sum of sinusoids method can be verified analytically by the closed-form expressions of [8] , so that the autocorrelation and phase distribution of the generated fz(nT )g can be verified before z(nT )'s are actually generated. This advantage enables more rapid verification of the simulation accuracy for the selected set of parameters. close to the desired ones. We also computed the correlation matrix from the generated time series and and found that
In comparison with the desired correlation matrix and , it is apparent that the computed correlation matrix is close to .
V. CONCLUSION
We have proposed a simulation model for fading channels, . The model reveals that an fading channel, , having a given Doppler power spectrum can be simulated by generating a complex Gaussian process and a square-root-beta random process. Application of the proposed model to simulate correlated fading channels has also been demonstrated. In numerical examples, it has been shown that statistical properties of the samples generated from the use of the proposed model are close to the required ones. Numerical integration of (26a) is made easy by using the transformation and followed by another transformation and . It follows that (26a) can be simplified to
The inner and outer integrals can be readily computed by the Gauss-Laguerre rule and the Simpson's rule, respectively. Table  I Taking the Fourier transform of (27), and noting that and only a finite number of 's are available, we get (20).
