In this paper we propose a tensor-based nonlinear model for high-order data classification. The advantages of the proposed scheme are that (i) it significantly reduces the number of weight parameters, and hence of required training samples, and (ii) it retains the spatial structure of the input samples. The proposed model, called Rank-1 FNN, is based on a modification of a feedforward neural network (FNN), such that its weights satisfy the rank-1 canonical decomposition. We also introduce a new learning algorithm to train the model, and we evaluate the Rank-1 FNN on third-order hyperspectral data. Experimental results and comparisons indicate that the proposed model outperforms state of the art classification methods, including deep learning based ones, especially in cases with small numbers of available training samples.
INTRODUCTION
Recent advances in sensing technologies have stimulated the development and deployment of sensors that can generate large amounts of high-order data. Interdependencies between information from different data modalities can improve the performance of data classification techniques [1] . However, exploitation of high-order data raises new research challenges mainly due to the high dimensionality of the acquired information and, depending on the application at hand, the limited number of labeled examples [2] .
Tensor subspace learning methods, such as HOSVD, Tucker decomposition and CANDECOMP [3] , MPCA [4] and probabilistic decompositions [5, 6, 7] have been proposed to tackle the dimensionality problem. These methods project the raw data to a lower dimensional space, in which the projected data can be considered as highly descriptive features of the raw information. The key problem in applying such methods in classifying high-order data, is that they This paper is supported by the European Union Project TERPSICHORE funded under grant agreement 691218.
do not take into consideration the data labels; therefore, the resulting features may not be sufficiently discriminative with respect to the classification task. Tensor-based classifiers capable of mapping high-order data to desired outputs have also been proposed [8, 9, 10, 11, 12] . However, these methods are restricted to producing linear decision boundaries in feature space, and are therefore unable to cope with complex problems, where nonlinear decision boundaries are necessary to obtain classification results of high accuracy. In order to better disentangle the input-output statistical relationships, deep learning approaches [13, 14] have been investigated for high-order data classification [15, 16, 17, 18] . Nevertheless, a typical deep learning architecture contains a huge number of tunable parameters, implying that a large number of labeled samples is also needed for accurate training.
The present work draws its inspiration from [9] , which proposes a linear tensor regression model for binary classification. In contrast to [9] , the paper at hand investigates a multi-class classification problem using a nonlinear tensorbased classifier. The proposed classifier is able to (i) handle raw high-order data without vectorizing them, and (ii) produce nonlinear decision boundaries, thus capturing complex statistical relationships between the data. The proposed scheme, henceforth called Rank-1 FNN, is based on a modification of a feedforward neural network (FNN), such that its weights satisfy the rank-1 canonical decomposition property, i.e., the weights are decomposed as a linear combination of a minimal number of possibly non-orthogonal rank-1 terms [19] . Thence, the number of model parameters, and thus of training samples required, can be significantly reduced. We also introduce a new learning algorithm to train the network without violating the canonical decomposition property. 
during the training phase of a machine learning model. Vector t i ∈ {0, 1} C and its elements t i,j are all zero except for one which equals unity indicating the class to which X i belongs. In the following, we omit subscript i for simplicity purposes if we refer to an input sample.
Tensor Algebra Notations and Definitions
In this paper, tensors, vectors and scalars are denoted in bold uppercase, bold lowercase and lowercase letters, respectively. We hereby present some definitions that will be used through out this work. 
When a tensor B admits a rank-R decomposition, it holds that:
where stands for the Khatri-Rao product. For more information on tensor algebra see [3] .
HIGH-ORDER NONLINEAR MODELING
The proposed Rank-1 FNN is based on the concepts of [9] ; however, in our case, the probability p k w (·) of an input example X belonging to the k-th class is nonlinearly interwoven with respect to the input tensor data and the weight parameters through a function f w (·), i.e., p
is actually unknown. One way to parameterize f w (·) is to exploit the principles of the universal approximation theorem, stating that a function can be approximated by a FNN with a finite number of neurons within any degree of accuracy.
However, applying a FNN for high-order data classification involves two drawbacks. First, a large number of weights has to be learned; Q D l=1 p l + QC, where Q refers to the number of hidden neurons. This, in the sequel, implies that a large number of labeled samples are needed to successfully train the network. Second, the weights of the network are not directly related to the physical properties of the information belonging to different modes of the data, since the inputs are vectorized and thus they do not preserve their structure.
To overcome these problems, we propose a modification of FNN so that network weights from the input to the hidden layer satisfy the rank-1 canonical decomposition. Before presenting the Rank-1 FNN, we briefly describe how p k w (·) is modeled through a FNN.
FNN Modeling
A FNN, with Q hidden neurons, nonlinearly approximates the probability p k w (·) by associating a nonlinear activation function g(·) with each one of its hidden neurons. In this paper, the sigmoid function g(x) = 1/(1 + exp(−ax)) is selected. The activation function of the i-th neuron receives as input the inner product of vec(X) and a weight vector w (i) and produces as output a scalar u i given by
Gathering the responses of all hidden neurons in one vector
where
T is a matrix containing the weights w (i) . Thus, the output of the network is given as
where σ(·) stands for the softmax function, v (k) the weights between the hidden and the output layer and the superscript for the k-th class.
Rank-1 FNN Modeling
To reduce the number of parameters of the network and to relate the classification results to the information belonging to different modes of the input data, we rank-1 canonically decompose the weight parameters w (i) as:
Eq. (5) can be seen as an expression of the Khatri-Rao product, which is the column-wise Kronecker product, denoted as ⊗, of the rank-1 canonical decomposition weight parameters w
Based on the statements of Section 2.2, it holds that
In Eq. (6), X (l) denotes the mode-l matricization of tensor X.Then, taking into account the properties of Eq. (6), the output of the i-th hidden neuron u i can be written as
=l is a transformed version of input X, that is,
and is independent from w =l will be also known. The main modification of this structure compared to a typical FNN lies in the hidden layer, where the weights of a hidden neuron are first decomposed into D canonical factors.
The Learning Algorithm
Let us aggregate the total Rank-1 FNN weight parameters as
with l = 1, 2, · · · , D. In order to train the proposed model a set
is used. The learning algorithm minimizes the negative log-likelihood l is the only unknown parameter of the network. This vector can be derived through a gradient based optimization algorithm, assuming that the derivative ∂L/∂w (i) l is known. This derivative can be computed using the backpropagation algorithm. Therefore, an estimation of the parameters of the Rank-1 FNN is obtained by iteratively solving with respect to one of the D canonical decomposed weight vectors, assuming the remaining fixed. Algorithm 1 presents the steps of the proposed algorithm.
EVALUATION ON HYPERSPECTRAL DATA
To investigate whether the reduced number of parameters would limit the descriptive power of the Rank-1 FNN, we conduct experiments and present quantitative results regarding its classification accuracy on 3-order hyperspectral data. In our study, we used (i) the Indian Pines dataset [20] , which consists of 224 spectral bands and 10, 086 labeled pixels and (ii) the Pavia University dataset [21] , consisting of 103 spectral bands and 42, 776 labeled pixels.
A hyperspectral image is represented as a 3-order tensor of dimensions p 1 × p 1 × p 3 , where p 1 and p 2 correspond end Set n → n + 1 until termination criteria are met;
to the height and width of the image and p 3 to the spectral bands. In order to classify a pixel I x,y at location (x, y) on image plane and fuse spectral and spatial information, we use a square patch of size s × s centered at (x, y). Let us denote as t x,y the label of I x,y and as X x,y the tensor patch centered at (x, y). Then, we can form a dataset S = {(X x,y , t x,y )}, which is used to train the classifier.
To evaluate the performance of the Rank-1 FNN, we conducted different experiments using training datasets of 50, 100, 150 and 200 samples from each class respectively. Initially, we evaluate the performance of the Rank-1 FNN with respect to its complexity, i.e., the value of Q, indicating the number of hidden neurons. Particularly, we set Q to be equal to 50, 75, 100 and 125. Greater values of Q imply a more complex model. The results of this evaluation are presented in Fig.1 . Regarding the Indian Pines dataset, we observe that the model with Q = 75 outperforms all other models. When the training set size is very small, i.e. 50 samples per class, the model with Q = 50 underfits the data. On the other hand, the models with Q = 100 and Q = 125 slightly overfit the data due to their high complexity. As far as the Pavia University dataset is concerned, we observe that the model with Q = 100 outperforms all other models, when the dataset size is larger than 50 samples per class. When the training dataset size is 50 samples per class the model with Q = 75 outperforms all other models. The model with Q = 125 overfits the data, while the model with Q = 50 underfits them. In both datasets, as training set increases, the misclassification error decreases. In the following, we compare the performance of Rank-1 FNN against FNN, RBF-SVM, and two deep learning approaches that have been proposed for classifying hyperspectral data; the first one is based on Stacked-Autoencoders (SAE) [15] , while the second on the exploitation of Convolutional Neural Networks (CNN) [16] . The FNN consists of one hidden layer with 75 hidden neurons when trained on Indian Pines dataset and 100 hidden neurons for the Pavia University dataset (as derived from Fig.1 ). The architecture of the network based on SAE consists of three hidden layers, while each hidden layer contains 10% less neurons than its input. The number of hidden neurons from one hidden layer to the next is gradually reduced, so as not to allow the network to learn the identity function during pre-training. Regarding CNN, we utilize exactly the same architecture as the one presented in [16] . The performance of all these models is evaluated on varying size training sets. Table 1 presents the outcome of this comparison. When the training set size is small, our approach outperforms all other models. This stems from the fact that the proposed Rank-1 FNN exploits tensor algebra operations to reduce the number of coefficients that need to be estimated during training, while at the same time it is able to retain the spatial structure of the input. Although the FNN utilizes the same number of hidden neurons as our proposed model, it seems to over- fit training sets when a small size dataset is used, due to the fact that it employs a larger number of coefficients. RBF-SVM performs better than the FNN on the Pavia University dataset, but slightly worse on the Indian Pines dataset. The full connectivity property of SAE implies very high complexity, which is responsible for its poor performance, due to overfitting in the Indian Pines dataset. Finally, the CNNbased approach performs better than FNN, RBF-SVM and SAE mainly because of its sparse connectivity (low complexity) and the fact that it can exploit the spatial information of the input. When the training set consists of 150 and 200 samples per class, for the Pavia University dataset, and 200 samples for the Indian Pines dataset, the CNN-based approach seems to even outperform the Rank-1 FNN. This happens because the CNN-based model has higher capacity than the proposed model, which implies that it is capable of better capturing the statistical relationships between the input and the output, when the training set contains sufficient information. However, when the size of the training set is small, which is often the case, Rank-1 FNN, due to its lower complexity, consistently outperforms the CNN-based model.
CONCLUSIONS
In this work, we present a nonlinear tensor-based scheme for high-order data classification. The proposed model is characterized by (i) the small number of weight parameters and (ii) its ability to retain the spatial structure of the high-order input samples. We have evaluated the performance of the model on 3-order hyperspectral data in terms of classification accuracy by comparing it against other nonlinear classifiers, including state-of-the-art deep learning models. The results indicate that in cases where the size of the training set is small, the proposed Rank-1 FNN presents superior performance against the compared methods, including deep learning based ones.
