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Normal Form for Strongly Pseudoconvex Hypersurfaces in CN+1
Valentin Burcea
Abstract. It is constructed a new formal normal for Strongly Pseudoconvex Hypersurfaces in CN+1. The construction method is an iterative
application of a weighted version of the Fischer Decomposition.
1. Introduction and Main Result
In Complex Analysis, the constructions of normal forms[1],[2],[3],[7],[8],[10],[13] are important in order to understand the local equivalence
problem[4],[9]. This approach[16] is based on imposing normalization conditions in the local defining equations determining simultaniously the
formal (holomorphic) equivalence, aiming also to simplify the local defining equations and to find invariants[9].
In this short note, we formally construct a formal normal form for real-formal strongly pseudoconvex hypersurfaces according to the iterative
procedure from [2]. In particular, we consider so-called Spaces of Fischer Normalizations[15] by applying iteratively Fischer Decompositions[15]
according to the following approach. We define
(1.1) wt {x} = 2, wt {zk} = 1, wt {zk} = 1, for all k = 1, . . . , N .
Such system of weights make homogeneous the following model
(1.2) w = x+ 〈z, z〉 ,
respecting the coordinates (w, z) = (w, z1, z2, . . . , zN ) in C
N+1, and also the following notation
(1.3) x = Rew, 〈z, z〉 = z1z1 + z2z2 + · · ·+ zNzN ,
which is just the classical hermitian inner-product.
Now, we consider a reshaped version of the Fischer Decomposition[15] by considering a homogeneous polynomial P (x, z) with respect to
the previous system of weights. In particular, the Fischer Decomposition[15] is applied as follows
(1.4) P (x, z) = (x+ 〈z, z〉)A(z, z, x) +B(z, z, x), tr (B(z, z, x)) = 0,
respecting the following definition
(1.5) tr =
∂(2)
∂x(2)
+
∂2
∂z1∂z1
+
∂2
∂z2∂z2
+ · · ·+ ∂
2
∂zN∂zN
,
where above it is derived twice with respect to x, because the weight of x is 2 according to (1.1).
Clearly, the decomposition (1.4) holds because the model (1.2) is homogeneous with respect to the above (1.3) considered system of weights.
It is applied in order to define iterative Spaces of Fischer Normalizations according to the following approach. We consider by (1.4) and (1.5)
the following weighted Fischer Decompositions
zI = (x+ 〈z, z〉)AI(z, z, x) + Bα(z, z, x), where tr (BI (z, z, x)) = 0 ,
zlz
J = (x+ 〈z, z〉) A˜J,l(z, z, x) + B˜J,l(z, z, x), where tr
(
B˜J,l(z, z, x)
)
= 0 ,
(1.6)
for all I, J ∈ NN such that |I| = k and |J | = k − 1, for all l = 1, . . . , N and k ∈ N− {1}, according to the following standard notations
I = (i1, i2, . . . , iN ) , |I| = i1 + i2 + · · ·+ iN ;
J = (j1, j2, . . . , jN ) , |J | = ij1 + j2 + · · ·+ jN .
(1.7)
Then, we focus in (1.6) on the following family of polynomials
(1.8)
{
B˜J,l(z, z, x), BI(z, z, x), BI(z, z, x), B˜J,l(z, z, x)
}
k∈N⋆−{1}
l=1,...,N
,
which are linearly independent, in order to apply the methods from [2].
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Therefore, it has sense to consider the following iterative Spaces of Fischer Normalizations
(1.9) Fp =


P (z, z, x) = P0(z, z, x) is a real-valued polynomial of weighted degree p in (z, z, x) such that:
Pk(z,z,x)=Pk+1(z,z,x)(x+〈z,z〉)+Rk+1(z,z,x), for all k = 0, . . . ,
[
p
2
]
, where:
Rk+1(z,z,x)∈
N⋂
l=1
⋂
I,J∈NN
|I|=k, |J|=k−1
ker
(
B˜J,l(z, z, x)
)⋆⋂
ker
(
BI (z, z, x)
)⋆⋂
ker
(
BI(z, z, x)
)⋆⋂
ker
(
B˜J,l(z, z, x)
)⋆


,
where p ∈ N⋆ − {1}.
Now, we can state the main result of this very short note:
Theorem 1.1. Let M ⊂ CN+1 be a real-formal hypersurface defined as follows
(1.10) Imw = z1z1 + · · ·+ zNzN +
∑
k≥3
ϕk (z, z,Rew) ,
where ϕk (z, z,Rew) is a polynomial of degree k in (z, z, x) for all k ≥ 3.
Then, there exists a unique formal transformation of the following type
(1.11) (F (z,w), G(z,w)) = (z +O(2), w +O(2)) ,
which transforms M into the following normal form M ′ ⊂ CN+1 defined as follows
(1.12) Imw′ = z′1z′1 + · · ·+ z′Nz′N +
∑
k≥3
ϕ′k
(
z′, z′,Rew′
)
,
where ϕ′k
(
z′, z′,Rew′
)
is a polynomial of degree k in
(
z′, z′,Rew′
)
for all k ≥ 3, respecting the following normalizations
(1.13) ϕ′k ∈ Fk such that x⋆
(
P k
2
−1
(z, z,Rew)
)
= 0, for all k ≥ 3,
given the following assumptions
(1.14) Re
(
∂2G(z,w)
∂w2
(0, 0)
)
= 0, Im
(
∂2Fl(z, w)
∂w∂zt
(0, 0)
)
= 0, for all t, l = 1, . . . , N .
This normal form may be seen as an alternative to the previous constructed normal forms from Zaitsev[16] and Chern-Moser[3], having
perhaps the advantage of being much more simple. The imposed normalizations iteratively cover sums of homogeneous terms respecting the
system of weights (1.3). The formal equivalence is computed uniquely if (1.13) holds. In particular, we obtain the 2-jet determination of the
automorphisms of a real-smooth strongly pseudoconvex in CN+1.
This formal normal form (1.12) is inductively constructed. The computations and the applied strategy are simple. It is not clear its
convergence. Regarding the convergence the normal forms or the divergence of the normal forms, there are recommended Gong-Stolovitch[7],[8].
1.1. Acknowledgements. I apologize to my supervisor (Prof. Dmitri Zaitsev) for the moments while I was unbounded and without
self-control. I remember a lot of interesting conversations and also warm atmosphere.
2. Proof of Theorem 1.1
We consider a change of coordinates written as follows
(2.1)
(
z′, w′
)
= (F (z,w), G(z,w)) = (F1(z, w), . . . , FN (z,w), G(z,w)) =

 ∑
m,n≥0
Fm,n(z)w
n,
∑
m,n≥0
Gm,n(z)w
n

 ,
where Gm,n(z), Fm,n(z) are homogeneous polynomials of degree m in z, which sends M ⊂ CN+1, defined by (1.10), into M ′ ⊂ CN+1, defined
by (1.12), obtaining by (1.3) and (1.10) the following transforming equation
(2.2)
∑
m,n≥0
ImGm,n(z)

Rew + 〈z, z〉+∑
k≥3
ϕk (z, z,Rew)


n
=
〈 ∑
m,n≥0
Fm,n(z)

Rew + 〈z, z〉+∑
k≥3
ϕk (z, z,Rew)


n
,
∑
m,n≥0
Fm,n(z)

Rew + 〈z, z〉+∑
k≥3
ϕk (z, z,Rew)


n〉
+
∑
k≥3
ϕ′k

 ∑
m,n≥0
Fm,n(z)

Rew + 〈z, z〉+∑
k≥3
ϕk (z, z,Rew)


n
,
∑
m,n≥0
Fm,n(z)

Rew + 〈z, z〉+∑
k≥3
ϕk (z, z,Rew)


n
,Re
∑
m,n≥0
Fm,n(z)

Rew + 〈z, z〉+∑
k≥3
ϕk (z, z,Rew)


n

 .
Next, by eventually compositing (2.1) with a linear automorphism of the quadratic model from the left-hand side in (1.10), we can assume
that (2.1) is of the form (1.11), concluding the following important equation
∑
m+2n=T
Gm,n(z)−Gm,n(z)
2
√−1 (Rew + 〈z, z〉)
n =
〈 ∑
m+2n=T
Fm,n(z) (Rew + 〈z, z〉)n , z
〉
+
〈 ∑
m+2n=T
Fm,n(z) (Rew + 〈z, z〉)n , z
〉
+
(
ϕ′T − ϕT
)
(z, z,Rew) + . . . , for all T ≥ 3,
(2.3)
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where ,,. . . ” contains terms already determined on normalized according to a natural induction process depending on the natural number T ≥ 3,
which computes the formal transformation (1.11) in respect to the normalizations (1.13) and (1.14).
Now, it remains to study the linear independence of the polynomials from (1.8) with respect to (1.3). We write as follows
(2.4) AI (z, z, x) =
∑
α,β∈NN, γ∈N
|α|+|β|+2γ=k
aαβγz
αzβxγ ,
according to the following standard notations
α = (α1, α2, . . . , αN ) , |α| = α1 + α2 + · · ·+ αN ;
β = (β1, β2, . . . , βN ) , |β| = β1 + β2 + · · ·+ βN .
(2.5)
Now, in order to analyse the linear independence of (1.8), we write by (2.5) as follows
(2.6) A˜J,l(z, z, x) =
∑
α,β∈NN, γ∈N
|α|+|β|+2γ=k−1
a˜αβγz
αzβxγ ,
where l ∈ 1, . . . , N .
Next, from (1.6) we obtain that
BI (x, z) = z
I − (x+ 〈z, z〉)AI(x, z),
B˜J,l(x, z) = zlz
J − (x+ 〈z, z〉) A˜J,l(x, z),
(2.7)
respecting (1.7).
Now, we analyse the pure terms in z in (2.7). It is clear by (2.4) and (2.7) that zI is the only pure term as component of the first polynomial
in (2.7). Any linear combination among the first class of polynomials in (2.7) indicates linear independence.
Next, we analyse the second class of polynomials in (2.7). Then (2.6) may provide a term which can cancel zlz
J or not. In the second
situation, it provides a pure term multiplied with x.
Now, it becomes clear the linear independence of the polynomials considered in (1.8) with respect to a lexicografic order, because any
linear combination with polynomials from (1.8) is trivial. The proof if completed, because (1.9) uniquely computes (1.11).
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