Abstract-The deep-water coral Lophelia pertusa is a common reef-building scleractinian coral, or stony coral, occurring in mid to deep waters around the world. The reefs they form are regarded as hot spots for biodiversity and carbon cycling, and play a key role in benthic ecosystems in Norwegian waters. The cold-water reefs are however under increasing anthropogenic pressure due to human activities and a changing environment. Development of methods that enable time-and cost-effective monitoring of these reefs is therefore important. We propose using synthetic aperture sonar (SAS) on-board autonomous underwater vehicles (AUVs) as a means to detect the presence of assemblages of corals. Automated segmentation of areas with coral is presented using a convolutional neural network (CNN).
I. INTRODUCTION
Lophelia pertusa [1] grows globally on continental slopes, oceanic ridges, and in fjords. Its geographical distribution extends throughout the North Atlantic, including parts of the Mediterranean, as well as down both sides of the Atlantic along the coasts of West Africa and Americas, and in scattered locations around the world. In the North Atlantic, they are generally found in depths of 200 m to 1000 m, with the exception of some Norwegian and Swedish fjords. In midNorway (62°30'-65°30'N), individual reefs can extend across 1230 m 2 to 37.310 m 2 with the total coverage estimated at approximately 35 km 2 [2] . The bioherms they form has been observed to cover up to a vertical height of 31 m [3] .
The coral reef structures provide a three-dimensional environment, which serves as a shelter for other species, facilitates sediment deposition and promotes abundance and diversity of fauna. The reefs have been linked to macrofaunal communities distinct from non-coral soft-sediment environments [4] . Data also indicate that these reefs have a very important functional role in deep-water ecosystems as fish habitats, and perhaps as breeding grounds and/or nursery habitats [5] . Other corals, such as Madrepora oculata, often occur together with Lophelia, but have not been reported to form coral reefs by themselves [2] . Lophelia reefs are regarded as hot spots for biodiversity and carbon cycling, and play a key role in benthic ecosystems in Norwegian waters. Figure 1 shows a map of the confirmed locations of Lophelia in Norwegian waters and protected zones in which bottom Fig. 1 . Locations of known sites with Lophelia pertusa growth in Norwegian waters (red markers). Purple polygons are protected areas in which trawling is not permitted [6] - [8] .
trawling is prohibited. It can be seen that the reefs have a tendency to grow either on areas of steep bathymetry or in fjords, where the current supplies sufficient food. The Norwegian shelf is host to around 30 % of the known occurrences in the world [9] .
The cold-water reefs are however under increasing anthropogenic pressure due to human activities and a changing environment, in particular bottom trawling and acidification of the oceans [9] , [10] . The Lophelia corallites themselves grow 5 mm to 10 mm per year and the growth rate of a Lophelia reef is estimated to be 1.3 mm yr −1 [11] , [12] . For this reason, the recovery time in terms of biological function is significant [13] . In the absence of coral production, the coral structures are dissolved through physical, chemical and biological processes [14] . The rate at which this occurs may increase due to ocean acidification (OA) and exceed the growth rate of warm-water coral reefs [15] . Lophelia has been shown to better acclimate to elevated CO 2 exposure in the long-term [16] , but may come at the cost of reduced respiratory rates -implying the use of stored energy to maintain calcification rates [17] . The exposed coral framework, i.e. not covered by protective tissue, becomes structurally weaker in high CO 2 conditions, possibly impacting the structural integrity of the reefs despite the acclimation of the live corals [18] . The presence of multiple stressors, such as a combination of elevated temperature and CO 2 , have recently been shown to impair growth rates during times of increased food availability despite a positive response when only one is present [19] . The aforementioned issues highlights the need for long-term monitoring, and establishing a baseline is something that should be done sooner rather than later.
We define a coral reef as a local seafloor mound consisting of accumulations of coral debris, fine-grained and sometimes course-grained sediments, and live coral colonies [20] . The intact Lophelia structures can be recognized from their distinct cauliflower-patterned texture. This pattern has previously been observed in SAS imagery, and confirmed to be corals through video and hyperspectral imagery from a remotely operated vehicle (ROV) [21] . In this work, we are concerned with detection of the microhabitats that impact the sonar imagery due to their morphology. Namely, the separation of living and dead intact coral structures from sediments, rubble and other facies. The separation of recently dead coral with intact structures from living corals is discussed, but not addressed through this work. Local extinction events, such as from bottom trawling, should be able to be detected due to the physical impact on the morphology -provided that the same area is visited both before and after the event.
Coral reefs have been studied in acoustic data for a long time, and have been found to have an imprint on multibeam backscatter data and multi-frequency echosounders [22] , [23] . It is worth mentioning that corals will need a hard substrate on which to grow -which may also affect the backscattering strength relative to the surrounding sediments. Regular sidescan sonar has also been used to detect reefs, where the approaches are often based on aggregated statistics such as seabed scattering roughness due to the limited spatial resolution [24] , [25] .
More recently, several bathymetric derivatives, such as curvature and roughness, have been shown to be able to predict the location of deep-water coral mounds by utilizing a random forest classification [26] , [27] . This method can predict regions where the presence of coral reefs is probable, but does not directly detect presence of corals themselves or differentiate between living and dead corals. The approach is useful for coastal and oceanic management and narrowing down the areas of interest for further studies. The remainder of the paper is organized as follows. We first briefly cover the technologies used; synthetic aperture sonar and convolutional neural networks. The data sets are then introduced and pre-processing is described. The classification results are then presented and discussed in the context of coastal management and autonomous underwater vehicles.
II. METHODS

A. Synthetic Aperture Sonar
Given the vast and scattered areas covered by these coral reefs, sonar technology is ideal for obtaining high coverage rates for abundance mapping. Synthetic aperture sonar (SAS) differs from regular side-scan sonars by utilizing multiple pings to reconstruct a single spatial location in the output image during post-processing. The main benefits over regular side-scan sonar are improvements in the along-track resolution and a range-independent resolution. The signal-to-noise ratio is still range-dependent however, which causes a reduction in image quality with range. SAS processing imposes additional constraints on navigational accuracy however, as the position and orientation of the sensor must be accurately estimated for each part of the synthetic array [28] . An autonomous underwater vehicle (AUV) is especially suited as a platform for SAS, as its movement is slow and stable, and generally has high quality inertial navigational sensors. The inclusion of SAS on an AUV can also be beneficial for the performance of the overall system. The ping-to-ping displacement (micronavigation) is estimated during SAS processing and can be integrated with the inertial navigation system (INS) to improve the overall navigational accuracy [29] . If the SAS has an interferometric capability, terrain-navigation can also be applied to overlapping swaths (macro-navigation) [30] . This matches well up with the current trend of making AUVs more autonomous. Using the parent ship for other tasks, such as target checking corals with an ROV, while the AUV is performing its mission is achievable.
SAS images are well suited for the purpose of classification, not only due to their higher overall resolution, but especially due to the range-independent resolution. Classification with filters operating in the spatial domain can be developed based around the assumption that the spatial frequencies will be homogeneous throughout the swath for the same object; except for the presence of speckle.
B. Convolutional Neural Networks
Convolutional neural networks (CNN) are neural networks in which the convolution operator is utilized at some point between spatial and/or temporal data and a convolution kernel.
The hyper-parameters of the kernel are typically included in the training process (e.g. updated through back-propagation). It has seen much use in image and audio processing in recent years, as spatial and temporal features can be learned from the data itself and the convolution operation is efficient on modern hardware. The alternative to learning the spatial or temporal filters from the data is manual or externally optimized feature selection through statistical operators, designed filter kernels or similar approaches. The design of a neural network has its challenges however, especially if the data set is small in relation to the number of free hyperparameters. Parameters such as learning rate and momentum must carefully be tweaked depending on the data set and network to avoid getting stuck in local optima.
We propose the use of convolutional neural networks (CNN) to classify the presence of deep-water corals in synthetic aperture sonar (SAS) imagery as a tool for doing large-scale monitoring. The convolutional filter-banks are trained to detect these textures, and the CNN is able to separate them from sand or rock facies that does not exhibit similar textures. CNNs are well suited for the task, as they are invariant to translation and is able to learn filters at multiple scales to account for differently sized corals.
C. Data Acquisition
This work is based on data collected during fieldwork in 2012, 2013 and 2017. The main area is the Tautra Ridge in the Trondheimsfjord, where an area of approximately 2.7 km 2 has been covered. Another reef at Nord-Leksa, also in the Trondheimsfjord, was covered with an area of 2.9 km 2 . These reefs are among the most shallow cold-water coral reefs in the world, with Tautra largely situated between 30 m to 60 m depth. The locations of these reefs are presented in figure 3 . The Nord-Leksa reef was kept as a verification data set, and not used during training. This avoids skewing the classification accuracy due to the possibility that the training and verification was performed on the same corals, as there is significant overlap across the different years on Tautra.
The data set was collected with the autonomous underwater vehicle (AUV) Hugin HUS 1000 from Kongsberg Maritime, and a Kongsberg HiSAS 1030 synthetic aperture sonar system, operated by the Norwegian Defense Research Establishment (FFI). During the collection, an average altitude of 26 m above the seabed was maintained, with a slant range of around 150 m.
D. Preprocessing and classes
Post-processing was performed using the Kongsberg FO-CUS toolbox and subsequently gridded to 4 cm × 4 cm mosaics with Kongsberg Reflection, joining the survey lines and ensuring a constant spatial resolution. The mosaics were split into sub-images of 100x100 pixels, and hand-labeled to two classes; one with corals and one with other seabed featuressuch as sediments, rocks, and shadows. The data set contained 16 358 images of corals. The labeling was performed based on a map delineated from video transects collected with a remotely operated vehicle (ROV). We acknowledge that the Fig. 3 . The locations of the collected data sets. Marked area to the west is the Nord-Leksa reef, while the easternmost is the Tautra reef [7] . ground truth labeling is based on a subjective interpretation in the cases where an ROV transect does not overlap exactly, which may introduce a bias in the perceived accuracy.
E. Network Structure
The network structure is composed of four blocks of convolution. Each block contains a convolutional layer (5x5) followed by a batch normalization layer [31] , rectified linear (ReLu) activation function [32] and a max-pooling operation [33] . These operations are repeated for each of the blocks, with the number of filters in the convolution kernels doubling for each following block. The output from the last block is flattened and passed through two dense (fully connected) layers with a dropout function in between [34] . The final dense layer has a softmax activation to normalize the output, such that it can be interpreted as a measure of probability. The dropout and batch normalization layers are there to prevent overfitting and improve the training rates of the network. The weights and biases of the convolutional kernels and dense layers are trained by an optimizer. The optimizer is what essentially takes the loss function in the final layer and updates the hyperparameters incrementally. We utilize the Adam algorithm, which computes individual adaptive learning rates based on the first and second moments of the gradient of the loss function [35] . There are additional hyperparameters not trained by the optimizer however; such as the parameters for the optimizer itself, number of filters in the convolution layers, and dropout rates. These were determined through a grid-search approach [36] , where the network was evaluated against the test data set for different combinations of parameter values.
The network was implemented both in the MATLAB Deep Learning Toolbox™and Keras with Tensorflow as the backend [37] , [38] . The final results were produced in the latter. The network was trained on a computer with Intel® Core™ i7-7020X CPU and a Nvidia GeForce GTX 1080 Ti GPU.
III. RESULTS
The images were divided into 20% validation data, 20% testing data and the remainder for training. The testing data were used to tune the hyperparameters, and the validation data were used to determine the final accuracy of the classifier, without biasing the result.
The final classifier was tested on verification images, which were not directly included in the training process. It should however be noted that the same regions from Tautra might be in the training set due to overlapping transects in different years. The Nord-Leksa data set is however completely separate, as it is from a reef not used in the training process. The results can be seen in table II. We use the true positive rate (TPR) and true negative rate (TNR), sometimes called recall and specificity, to denote the classification rates. These are defined by TPR = T P T P + F N and TNR = T N T N + F P where TP/TN denotes the true positive and true negative classified images, and FP/FN denotes the false positives and false negatives respectively.
The 2012 verification data set has more sparsely populated and scattered corals than the other data sets, and has the lowest detection rate of corals a result. The classifier is based around recognition of assemblages of corals, and is struggling with image subsets with solitary corals. The verification data set from the Nord-Leksa reef has a reduction in the attainable rates compared to the Tautra data sets, but is still within acceptable classification accuracy.
IV. DISCUSSION
We see that the classification results are overall quite high, with a tendency to classify corals as the other class rather than erroneously classifying other seabed features as corals. The likely reason for this is that the number of images from each class is imbalanced. The penalty (loss) for misclassifying images during training must be calculated with an appropriate weight to account for the relative size difference of the data set. While this is generally straightforward, the class containing non-coral images is composed of multiple phenomena, such as instances of shadows, sediments, oversaturated areas, distorted/non-intelligible images, and edges of the mosaic (background). The class is therefore imbalanced within itself, and applying a weight to account for the difference in samples between the two classes would not solve the problem. To truly make up for the unbalanced number of samples, the penalty for classifying the other class wrongly would therefore need to be different on a per-sample basis -thus reflecting the number of samples representing e.g. shadows or sediments accurately within the class. This was not done for the classifier trained here, and is left to future work.
In certain areas the labelling has been performed contextually with respect to the spatial locality. Areas sparsely populated with corals at the edges of the reef or in an area consisting of predominately dense coral mounds were also labeled as corals. The classifier does not consider the neighbourhood outside the size of the input image. If the classifier has problems misclassifying other seabed features such as rocks as corals, removing these images of sparsely populated corals could make the classifier more robust. The Nord-Leksa reef is also distributed more sparsely than Tautra. Including most of the Nord-Leksa data set into the training process except for a spatial subset reserved for verification, rather than excluding the entire reef in the training, would likely attain better classification rates on sparsely populated corals. Collection of more data is however needed to better assess the performance when applied to more variable seabed features.
An interesting topic that has not been investigated in this work, is the directional component of the coral mounds. The corals grows in such a way that the surface area is large towards the source of nutrients. It is plausible to believe that the sonar images should reflect this, with features that are more thin and elongated when seen from the side. Investigation of this may require the AUV to map across the bathymetric contours rather than along them however -impacting both data quality and operational safety of the vehicle.
A. Coral State Detection
An important question that so far hasn't been answered, is the applicability of this method and sonar imagery to determine the state of corals in the instance where they are dead or dying, but still intact in shape. Only approximately the outermost meter of corallites contains live polyps, while older polyps beneath die due to reduced water exchange and food supply [39] , [40] . We can thus divide a reef into three habitats; coral rubble zone with small pieces of skeleton, followed by the coral block zone dominated by large blocks of coral skeleton, and finally the live coral reef on top where the current provides food [41] . This transition between the zones may impact the shape or regularity of the mound structures in the sonar imagery. More studies with basis in video footage is needed to determine how accurately these changes can be observed in sonar imagery. The speed at which the coral block zone is converted to rubble may also increase as a result of ocean acidification. The application of changedetection in SAS imagery has previously been proposed to detect changing trends in coral coverage, but does require high positional accuracy across the data sets [42] . The use of change detection on corals has previously been demonstrated, but can be challenging in areas of rough topography and/or variable ocean environments [43] . Regardless of the applicability of SAS to detection of coral death induced by environmental factors, change detection can be useful for detection of local extinction events (e.g. from bottom trawling).
Both living and dead corals has been observed to be covered in a crust of Fe/Mg, but live corals are less afflicted due to protective soft tissue [44] . This could possibly change the acoustic reflectivity of the corals, but might be frequency dependent or not feasible to detect at all using conventional sonar technology.
B. In-Situ Classification
The work described here was performed offline. Moving the classification on-board the AUV itself can facilitate recognition of corals during the mission. Synthetic aperture sonar can be processed in real-time inside an AUV, provided that it is is equipped with enough processing capability, at the expense of additional weight, volume, and power consumption [45] . This has for example been used in automatic target recognition of mine-like objects, and other online-adaptations to improve the data quality [46] . In terms of coral surveying, this could enable automated near-seabed camera coverage of coral patches to be able to better assess the coral state and perform automated abundance estimation [47] . Larger reefs have a tendency to grow elongated, facing towards the main current [41] . Efficiency in mapping large, elongated reefs could be improved by determining where to survey based on the observed coral densities in-situ, to avoid spending time unnecessarily imaging surrounding sediments.
With these goals in mind, the performance of the network during inference was evaluated on a Nvidia Jetson TX2 embedded system, operating in its highest performance mode (Max-N). The maximum thermal design power envelope for the board is 15 W. The pre-trained network was evaluated on a batch of 100 images repeated 1000 times, which took 197. and a ground range of 150 m, the area coverage rate of the sonar is 2.0 m s −1 ·150 m·2 = 600 m 2 /s for both sides. We see that online processing is feasible, and leaves much headroom to optimize the performance in terms of energy usage, target resolution or network size.
V. CONCLUSION
A convolutional neural network capable of classifying the presence of Lophelia pertusa in synthetic aperture sonar images has been presented. The network has been shown to attain high classification rates on the verification data, and have been shown to be light enough computationally for online processing, provided that real-time synthetic aperture sonar processing is available. While there are still questions to be answered with respect to the classification performance in the presence of greater variability in seabed features, we feel that this is an important step towards better methodology for coastal management with respect to cold-water corals on a medium-to large-scale. Determining whether coral state estimation based on morphology, change-detection, or acoustic backscatter, are natural extensions to this work.
