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Introduction
In the near future, a world of smart cities is envisioned, in which everyone has one or more smart
devices (such as smartphones, tablets, wearables) with sensing and communication capabilities,
while many other smart objetcs are present everywhere to compose the so called Internet of
Things (IoT).
Even now, devices equipped with sensors and communication interfaces have become ubiq-
uitous. These devices can be used to collect and share data in order to derive maps or infer
information on some parameter of interest, such as temperature, pollution or vehicular traffic.
This technique is known as Crowdsensing.
The information sensed and collected by these devices are helpful for many applications
(Figure 1(a)): cars could exchange information to optimize the traffic management in vehicular
networks, safety devices could store and improve the quality of life in modern urban areas,
sensors could exchange information to localize a given target.
Wireless communications are enabling this smart city paradigms (Figure 1(b)), where people,
knowledge, devices and information are networked for the growth of society, life, and business.
This scenario opens new challenges to wireless network designers, along with new performance
metrics, coverage and privacy needs, as well as the need for a tighter integration of different
networks. This is the fundamental concept of Heterogeneous Networks (Figure 1).
(a) Different applications. (b) Cooperation between available networks.
Figure 1: Heterogeneous Networks for the future Smart Cities
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2 Introduction
The availability of high rate communication devices equipped with many different tech-
nologies will allow, in the next future, the provision of many services, which will dramatically
increase the amount of data traffic. A deep investigation on the performance levels provided by
the technologies that are envisioned to support such services is thus needed.
This kind of investigation requires the adoption of an integrated approach which jointly
considers all aspects that affects the performance level experienced by users, starting from and
the physical level (the presence of interference, noise, fading, the adopted modulation technique,
etc.) up to the higher layers (the adoption of error correcting or revealing codes, the medium
access control strategy, the error resilience strategies, etc.).
This approach has been the guide line throughout the whole research activity performed
during the three years of my Ph.D. course, whose results are reported in this thesis.
My research project aims at studying new advanced techniques to allow cooperation and
coexistence among heterogeneous devices and data. The vast information collected by devices
can be used to enable a variety of new services addressing safety, traffic management, smart
navigation, pollution measurements, urban surveillance, forensic investigations, and Internet
access. The following topics will be addressed:
• Multi-modal heterogeneous networks and optimal management of resources.
• Optimal retrieval of relevant data and optimal routing toward the final users: connectivity,
information sharing, cloud computing, and name data networking (NDN).
• Cooperative wireless telecommunication networks enabling smart mobility: vehicle-to-
vehicle (V2V) and vehicle-to-infrastructure (V2I) communications. Low latency physical
(PHY) and medium access control (MAC) techniques (OFDMA, CSMA, non orthogonal
waveforms).
• Integrated radio-access technologies enabling the 5G networked society: new ideas toward
an efficient handling of a very large number of devices with widely varying requirements.
Design of advanced PHYs for the coexistence of heterogeneous data flows (high rate flows
and several low rate flows) still maintaining a high efficiency.
The research project aims at formulating and solving in a unified framework these problems
with both analytical and simulation-based approaches. The activity has been developed within
the group leaded by Prof. Andrisano, by taking advantage of the experience developed in the
field of wireless communications applied to sensor networks, vehicular networks, signal and data
processing, and of the available simulation platform or preliminary test.
This activity has been devoted, in particular, to the investigation of the performance achievable
by WSNs (Chapters 1, 2, 3, 4) and VNs (Chapter 5).
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The introduction of echo cancellers in on-channel repeaters is also considered and, in
particular, its performance in terms of stability problems arising from the joint effect of echo
estimation errors and the quantization of the echo-cancelling filter taps is analyzed (Chapter 6).
A more theoretical investigation has been, furthermore, carried out on the performance
of different information diffusion algorithms and a novel information distribution strategy,
called tagged and aggregated sums (TAS), specifically designed to support the exchange of
information between devices in a network, was also experimentally investigated in different
network topologies (Chapter 2 and Chapter 3).
During my Ph.D, I also investigated the possibility to enable vehicle-to-vehicle (V2V)
communication through Visible Light Communication (VLC) also when jointly adopted with
Dedicated Short Range Communication (DSRC) for data acquisition in vehicular networks
(Chapter 5).
The thesis is organized as follows.
• Focusing on the concept of Heterogeneous Networks in which sensor nodes have usually
an irregular deployment, in Chapter 1 a brief overview on the concept of random sampling
is presented. With the goal to introduce the reader to the concept of sampling in WSNs
and provide an answer to the following questions i) is it preferable to have few accurate
samples or many inaccurate ones? ii) when the capacity-per-volume or the sensor lifetime
dominate the estimation accuracy of a large WSN?
The answer to these questions has also led to the publication of a conference paper [1].
• In Chapter 2, I focus my attention on the question “what about the accuracy of the
estimations?”. In many applications, a simple point estimate of the parameter of interest
is not sufficient. Therefore, a confidence region must be computed in order to assess its
uncertainty. To this aim, sensor nodes must exchange their data, which could results in a
significant burden for the communication network. In order to compute the confidence
region associated with the estimated data, reducing the impact of the information exchange
phase, I have introduced a new data dissemination strategy called Tagged and Aggregation
Sums (TAS), which aggregates information in an efficient way before its dissemination.
During this work, many simulation activities through Matlab have been performed and
several implementations on an actual scenario were also investigated programming 52
nodes that are a part of Data Sensing and Processing Testbed (DataSens) of the European
Laboratory of Wireless Communications for the Future Internet (EUWIN) in Bologna.
The results of this work provide the level of accuracy of the estimation with a reduced
amount of exchanged data.
This work has led to the publication of a technical report [2], a conference paper [3] and a
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journal paper [4].
• Remaining in the framework of distributed computation in WSNs, in Chapter 3, I in-
vestigate average consensus strategies. I consider several information diffusion strategy
(TAS, Flooding, Network Coding, Consensus Metropolis, Finite-Time consensus) and
introduce a new information diffusion and distillation algorithm that, after a finite number
of rounds, allows the computation of the average consensus at each node. Also in this
work, many simulation activities through Matlab have been performed in order to evalu-
ate the capability of the algorithms to achieve the average consensus. The outcomes of
performance investigations, carried out considering unstructured random networks, tree
networks, and clustered networks, show that the new introduced algorithm is very well
behaving when operated on unstructured random network topologies, whereas TAS outper-
forms its competitors when structured networks are considered, either tree or clustered
networks.
This work originated a paper currently submitted to the ICASSP 2018 conference. Future
work will be dedicated to the generalization of average consensus for which a journal
paper is under construction.
• Once understood the meaning of random sampling and investigated the distributed compu-
tation in terms of confidence region and average consensus. In Chapter 4, I also investigate
the challenging situation of networks operating with intermittent connectivity in Delay
Tolerant Networks (DTNs). In DTNs agents are mobile nodes and communication is
established only between closely located nodes producing frequent link disruptions and
network topology reconfiguration. This time-varying nature exposes DTNs to infiltrations
by potentially malicious nodes, who may attempt to perturb the DTN behaviour (Byzantine
attacks). I assumed that the network behaviour is perturbed both by nodes with defective
sensors and by nodes performing Byzantine attacks. An algorithm for distributed faulty
detection (DFD) in DTNs has been introduced. This work has been done in order to
determine whether the Distributed Faulty Node Detection (FND) algorithm, proposed
in previous work, is robust against the introduction of Byzantine nodes and understand
how to adjust the algorithm parameters to minimize the effects of the Byzantine attack.
The DFD algorithm is executed considering node inter-contact times taken from real
databases provided by our own experiments conducted at the EuWin platform at University
of Bologna. I realized the real database in Bologna using the EuWin platform. Students of
the university of Bologna have been equipped of a device during a break of an academic
course, then they have spent the break as usual while each device counted the number
of meetings with other devices. In the simulation, one is interested in the inter-contact
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trace, i.e., which pair of agents have a meeting at which time. Results show the robustness
of the DFD algorithm and the way to optimize the choice of the algorithm parameters to
minimize the effects of Byzantine attacks.
This work has led to a conference paper [5].
• The limited RF bandwidth shared among several applications for an ever increasing amount
of data pushes researchers to look at new technological solutions. An actual option are the
large, unlicensed, and uncongested bands enabled by VLC. VLC offers a great opportunity
to exploit optical communications and to enable new applications. Specifically, since the
acquisition of environmental information from vehicles is expected to overload cellular
networks, I investigated the possibility to use VLC technology jointly to short range
vehicle-to-vehicle and vehicle-to-roadside wireless communication technologies, such
as IEEE 802.11p. Based on this, In Chapter 5 I investigated on the possibility to enable
vehicle-to-vehicle (V2V) communication through VLC also when jointly adopted with
dedicated short range communication (DSRC) for data acquisition in vehicular networks.
I studied the impact of VLC between vehicles for data exchanging and cellular network
offload exploiting traffic lights as road side units to collect information toward a remote
control center. I adopted the simulation platform for heterogeneous interworking networks
(SHINE), developed at Wilab, to provide realistic results in terms of communication system
performance, introducing the possibility to simulate the IEEE 802.15.7 standard from the
application layer down to the physical layer. A cooperative algorithm to adaptively select
the best available V2V communication technology has been also proposed. Simulation
results showed the significant improvement obtained by the use of VLC and DSRC
Heterogeneous Networks.
This work has led to a conference paper [6] and a journal paper [7].
• In Chapter 6 the most relevant impairment experienced by OnChannel Repeaters (OCRs),
that is, the coupling-channel between the transmitting and receiving antennas, is investi-
gated. The echoes generated critically influence the overall system behavior, with harmful
effects on the signal quality and, above all, pose a threat on the system integrity. Usually,
echo cancellers are adopted to remove unwanted coupling contributions. I investigate the
OCR stability problems arising from the joint effect of echo estimation errors and the
quantization of the echo-cancelling filter taps. The probability of OCR instability was
analytically derived for different channel models and OCR settings. In particular, I derived
an analytical expression for the upper bound of the probability of instability as a function
of estimation SNR and number of quantization bits.
This work has led to a conference paper [8].

Chapter 1
Random Sampling
1.1 Introduction
Self-organizing WSN has attracted considerable attention in the last four years [9]. The possibility
to create a network infrastructure composed of low-cost, small-size and energy-limited sensing
devices (sensors) has created a large number of applications in smart home, environmental
monitoring, crowdsensing and internet of thing.
For the classical regular sampling, the well-known Whittaker-Kotelnikov-Shannon sampling
theorem states that a signal can be perfectly reconstructed from its samples provided that the
sampling frequency is almost twice its bandwidth. For the irregular sampling, a theorem of
Landau [10, 11] establishes necessary conditions on samples density for the perfect estimation.
In the case of a random sampling in time, the estimation accuracy is usually evaluated in terms
of MSE [12]. In particular, if the sample positions are the output of a stationary Poisson Point
Process (PPP), Marvasti [13] shows that the reconstruction is still possible via ILP filtering
provided that the average samples density is higher than twice the signal bandwidth, and that the
spectrum of the estimated signal is that of the original signal immersed in a white noise floor.
Recently, the extension of Marvasti’s result to a multidimensional domain has gained interest
due to its application on WSN for environmental monitoring [14–19]. The assumption that nodes
in a WSN are deployed according to a homogeneous PPP (homogeneous in Rd corresponds
to stationary in R) is widely adopted [20–23]. However, many works do not consider that the
ILP filtering is no longer optimal for irregular sampling, as widely known in the one-dimension
domain in case of jitter [24–26]. Moreover, in a realistic sensing scenario, the distortion due to
measurement errors and sensors energy consumption have to be considered [27–29].
The estimation of spatial processes from sparse sensing nodes is fundamental for many
applications, including environmental monitoring and crowd-sourcing.
Based on this, I analyzed the impact of measurement errors on the estimation of a finite-energy
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signal sampled by a set of sensors randomly deployed in a finite d-dimensional space according
to homogeneous PPP. The analytical expressions of both the estimated signal energy spectral
density and the NEMSE are obtained. The optimal linear space invariant (LSI) interpolator
is derived by jointly taking into account random sampling, measurement errors and energy
consumption finding an expression in Rd that is consistent to that found in the time domain for
the stationary Poisson sampling process. An asymptotic analysis for sensors density high with
respect to the signal bandwidth is given for scenarios subject to estimation energy constraint.
The NEMSE is derived for large WSNs with limitations in the capacity-per-volume constraint
and in the battery duration. In particular, the estimated signal ESD and NEMSE are derived as
functions of important parameters such as samples density and distortion. These results aim to
answer the following question in multidimensional signal estimation: given a certain amount of
energy spent for the estimation, is it better to have few accurate samples or many inaccurate
ones? However, in an actual WSN, the most relevant estimation energy constraint is not on
the whole network, but on each sensor, due to the battery duration limitation. In addition, a
constraint on the capacity of each sensor for sending the samples to the interpolation entity has
to be taken into account. Therefore, another relevant question is: when the estimation accuracy
of a large WSN is dominated by the capacity-per-volume and when by the sensor lifetime? By
modeling the communication channel between each nodes and the interpolator as an erasure
channel, and by considering the capacity-per-volume as a constraint for a large WSN, I derived a
simple analytical expression for the NEMSE as a function of both the estimation rate and the
capacity-per-volume.
1.2 Signal Estimation
Consider the signal z(x) ∈ C with support A ⊆ Rd , finite energy Ez, and ESD Ez(ν),
, F
{∫
Rd
z(x)z†(x − τ )dτ
}
, where x, ν ∈ Rd . Let F {·} be the d-dimensional Fourier transfor-
mation [30]. The homogeneous Poisson sampling process can be expressed as
P(x) =
∑
n∈N(Π)
δ(x − xn) (1.1)
whereN(Π) is the index set of the homogeneous PPP [31] with intensity ρ and δ(·) indicates the
generalized Dirac delta function in Rd . It is known [32] that
E {P(x)} = ρ (1.2a)
E {P(x)P(x − τ )} = ρ2 + ρδ(τ ) . (1.2b)
The sampled signal with measurement errors is given by
z (x) =
∑
n∈N(ΠA)
zˆnδ(x − xn) (1.3)
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where N(ΠA) is the index set of the points of Π falling in A. Process P(x)1A(x) inside the
signal support A and 1A(x) denotes the indicator function equal to 1 for x ∈ A and 0 otherwise.
For x < A, the n-th sample affected by measurement is
zˆn = z(xn) + en (1.4)
where the en ′s are zero-mean independent random variables (RVs) with variance σ2n , independent
of P(x). The distortion due to measurement errors is defined as
D , E
{ ∑
n∈N(ΠA)
|en |2
}
. (1.5)
Consider the estimation performed by an LSI interpolator θ(x) with Fourier transform Θ(ν). In
the d-dimensional domain, the term space-invariant takes the place of the usual time-invariant in
the one-dimension domain. The estimated signal is given by
zˆ(x) = (z ∗ θ)(x) =
∑
n∈N(ΠA)
zˆnθ(x − xn). (1.6)
Two metrics are employed to evaluate the signal estimation accuracy: the ESD of the
estimated signal (1.6) and the NEMSE. The former is
Ezˆ(ν) , F
{∫
Rd
E
{
zˆ(x)zˆ†(x − τ )} dτ } = E { |Zˆ(ν)|2} (1.7)
with Zˆ(ν) , F {zˆ(x)}. The latter is
S ,
∫
Rd
|z(x) − zˆ(x)|2
Ez
(1.8)
where the expectation is with respect the measurement errors and the samples positions. To
perform an asymptotic analysis for large sample intensity, I also introduce the following quantities
normalized to the signal bandwidth-per-dimension Bz: the (normalized) spatial frequency ν˘ ,
ν/2Bz, the Poisson sampling process intensity ρ˘ , ρ/(2Bz)d , distortion D˘ , DEz(2Bz)d , signal
ESD E˘z(ν˘) , (2Bz)
d
Ez
Ez (2Bzν˘), and estimated signal ESD E˘zˆ(ν˘) , (2Bz)
d
Ez
Ezˆ (2Bzν˘). For finite
energy signals with infinite band in Rd , I consider, for normalization purpose, the extension of
the well-known Gabor’s bandwidth to Rd , i.e. Bz ,
√∫
Rd
|ν |2Ez(ν)dν
Ez
.
Lemma 1 (Optimal LSI Interpolator) The transfer function of the LSI which minimizes the
NEMSE defined in (1.8) is given by
Θ(ν) = ρEz(ν)
ρ2Ez(ν) + ρ(Ez + σ2M |A|)
=
Ez(ν)
ρEz(ν) + Ez
(
1 + DEz ρ
) . (1.9)
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Proof: By extending the Wiener filtering theory [33,34] it can be shown that the LSI interpolator
minimizing to Rd (1.8) results in
Θ(ν) = Ez,z (ν)Ez (ν)
(1.10)
where Ez,z (ν) , F
{
Rz,z (τ )
}
and Ez (ν) , F
{
Rz (τ )
}
with Rz,z (τ ) ,
∫
Rd
E
{
z(x)z† (x − τ )
}
dx
and Rz (τ ) ,
∫
Rd
E
{
z (x)z† (x − τ )
}
dx. In the sense of distributions, we have from (1.6) that
z (x) = z(x)
∑
n∈N(Π)
δ(x − xn) +
∑
n∈N(ΠA)
enδ(x − xn) (1.11)
where the first term follows by the definition of support of z(x). From (1.40a), (1.40b), (1.11),
and the independence between en and xn, it follows that
E
{
z† (x − τ )
}
= ρz†(x − τ )
E
{
z (x)z† (x − τ )
}
=E
{
z(x)z†(x − τ )P(x)P(x − τ )}
+ E

∑
n∈Π(A)
∑
k∈Π(A)
ene
†
kδ(x − xn)δ(x − τ − xk)

=z(x)z†(x − τ )E {P(x)P(x − τ )}
+ E

∑
n∈Π(A)
|en |2δ(x − xn)δ(x − τ − xn)

= z(x)z†(x − τ )[ρ2 + ρδ(τ )]
+E
{ ∑
n∈N(ΠA)
σ2n δ(x − xn)δ(x − τ − xn)
}
which lead to
Rz,z (τ ) =ρ
∫
Rd
z(x)z†(x − τ )dx (1.12a)
Rz (τ ) =[ρ2 + ρδ(τ )]
∫
Rd
z(x)z†(x − τ )dx + Dδ(τ ) . (1.12b)
By Fourier transforming (1.57) in Rd we obtain
Ez,z (ν) = ρEz(ν) (1.13a)
Ez (ν) = Ez(ν) ∗ [ρ2δ(ν) + ρ] + D
= ρ2Ez(ν) + Ez
(
ρ +
D
Ez
)
(1.13b)
which, together with (1.10), provides (1.9).
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Remark 1 By using normalized quantities, for ρ˘→ +∞, the optimal LSI interpolator in (1.9)
tends to 1ρ1Bz (ν) where 1Bz (ν) denotes the indicator function equal to 1 for ν ∈ Bz and 0
otherwise. It means that the ILP filter considered in [14, 16, 17] is an asymptotic optimal choice
when the samples intensity which is much higher than the signal band cardinality in Rd .
Remark 2 In the particular case of D = 0 and d = 1, (1.9) reduces to the optimal linear time
invariant interpolator for stationary Poisson sampling process found by Leneman in [24] once
the ESD is replaced by the power spectral density.
Corollary 1 (Normalized Estimated Signal ESD) When the optimal LSI interpolator in (1.9)
is employed, the normalized ESD of the estimated signal is given by
E˘zˆ(ν˘) = E˘z(ν˘)

E˘z(ν˘)
E˘z(ν˘) + 1ρ˘
(
1 + D˘ρ˘
)  . (1.14)
Proof: From (1.6) and (1.7), the ESD of the estimated signal zˆ(ν) results in Ezˆ(ν) =
|Θ(ν)|2Ez (ν), which from (1.59b) and (1.9) becomes (1.14) in terms of normalized quantities.
Ezˆ(ν) = Ez(ν)

Ez(ν)
Ez(ν) + Ezρ
(
1 + DEz ρ
)  .
The normalized version is readily shown to result in (1.14).
Remark 3 While the ILP interpolator causes a worse floor on the estimated signal ESD [13],
(1.14) shows that the optimal ILP interpolator introduces a scaling factor.
I now introduce two examples.
Example 1 (Bessel-type autocorrelation function) Consider a signal z(x) (x ∈ R2) with a
Bessel-type autocorrelation function such that its normalized ESD results in E˘z(ν˘) = 4pi1C0(ν˘),
where C0 denotes the 2-dimensional ball centered in the origin with radius 1/2. The correspond-
ing normalized estimated signal ESD according to (1.14) is depicted in Fig. 1.1(a).
Example 2 (Gaussian-type autocorrelation function) Consider a signal z(x) (x ∈ R2) with a
Gaussian-type autocorrelation function, such that its normalized ESD results in E˘z(ν˘) = 4pi e−4|ν˘ |
2
(i.e., an infinite band signal where the standard deviation is considered as the practical bandwidth
per dimension for normalization purpose). The corresponding estimated signal normalized ESD
according to (1.14) is depicted in Fig. 1.1(b).
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(a) The case of Bessel-type autocorrelation function
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(b) The case of Gaussian autocorrelation function
Figure 1.1: Estimated signal normalized ESD in R2 for ρ˘ = 102 and D˘ = 102.
Note that, in both the examples, the typical noise floor due to homogeneous Poisson random
sampling and measurement errors does not arise when using the optimal LSI interpolator (1.9).
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Corollary 2 (NEMSE) When the optimal LSI interpolator in (1.9) is employed, the NEMSE
results in
S = 1 −
∫
Rd
E˘2z (ν˘)
E˘z(ν˘) + 1ρ˘
(
1 + D˘ρ˘
) dν˘ . (1.15)
Proof: By using the fundamental isometry presented in [12], the NEMSE corresponding to
the optimal LSI interpolator results in
S = 1 − 1Ez
∫
Rd
|Ez,z (ν)|2
E†z (ν)
dν
which, from (1.59a) and (1.59b), provides (1.15) in terms of normalized quantities.
Remark 4 From (1.15), the distortion effect can be described by an equivalent diminished
normalized intensity
ρD ,
ρ
1 + DρEz
(1.16)
or, in the terms of normalized intensity
ρ˘D˘ ,
ρ˘
1 + D˘ρ˘
. (1.17)
Example 3 (NEMSE for ILP ESD Signals) For signals of the example 1, with an ILP signal
with band Bz in Rd , i.e. normalized ESD Ez(ν) = Ez(2Bz)d 1Bz (ν), E˘z(ν˘) = 1B˘z (ν˘) (where |B˘z | = 1
B˘z = {ν˘ : 2Bzν˘ ∈ Bz}), the NEMSE results in S =
(
1
ρ˘D˘
)
/
(
1 + 1ρ˘D˘
)
.
S = 1 −
∫
B˘z
1
1 + 1ρ˘
(
1 + D˘ρ˘
) dν˘
=
1
ρ˘ +
D˘
ρ˘2
1 + 1ρ˘ +
D˘
ρ˘2
. (1.18)
The S as a function of ρ˘ is shown in Fig. 1.2.
Example 4 (NEMSE for Gaussian ESD Signals) For signals of the example 2, Ez(ν) = 1(2piσ2)d/2 e
− |ν˘ |2
2σ2 ,
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Figure 1.2: ILP ESD signals: NEMSE as a function of normalized sampling intensity
the Gabor bandwidth results in Bz =
√
dσ. Thus E˘z(ν˘) =
√
2d
pi
d
e−2d |ν˘ |2 .
S = 1 −
∫
Rd
1
(2pi)d e
−|ν˘ |2
1
(2pi)d/2 e
− |ν˘ |22 + 1
ρ˘
(
1+ D˘
ρ˘
) dν˘
= 1 − ∫
Rd
e−|ν˘ |2
(2pi)d/2e−
|ν˘ |2
2 +
(2pi)d
ρ˘
(
1+ D˘
ρ˘
) dν˘
= 1 −
√
2d
d
Sd(1)
(pi)d/2 Fd(ρ˘D˘)
∫
r
e−r2
(2pi)d/2e− r
2
2 +
(2pi)d
ρ˘
(
1+ D˘
ρ˘
) rd−1dr (1.19)
where Sd(1) = 2pi
d
2
Γ( d2 ) is the area of the d-dimensional unitary hyper-sphere
Sd(1) = 2pi
d
2
Γ
(
d
2
) (1.20)
and
Fd(R) ,
∫ R
0
e−r2
e− r
2
2 +
(2pi)d/2
ρ˘
(
1 + D˘ρ˘
) rd−1dr (1.21)
which results in Fd(ρ˘D˘) ,
∫ +∞
0
e−4dr2
e−2dr2+ 1
ρ˘
D˘
( pi2d )d/2
rd−1dr .
For d = 2, (1.19) can be expressed in the closed form and the NEMSE results in S =
pi
4ρ˘D˘
ln
(
1 +
4ρ˘D˘
pi
)
.
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Figure 1.3: NEMSE as a function of normalized sampling intensity
Fig. 1.3 shows the NEMSE as a function of the normalized sampling intensity ρ˘ for different
values of the normalized distortion for both examples 3 and 4. It can be noticed that the distortion
effects vanish for ρ˘ approaching infinity. The different asymptote in the case of Gaussian ESD is
due to its infinite signal bandwidth.
1.3 Constraints
Several constraints have been evaluated in order to better analyze this topic.
1.3.1 Estimation Energy Constraint
Consider the energy spent by the n-th sensor for the estimation is own 1/σ2n trough the hardware-
dependent constant κM expressed in
[
Ju2
]
where u is the measurement unit for the signal (see
Table 1.3.1). For σ2n = σ
2
M for all n, The overall average energy spent in the measurement
process results in
EM = E

∑
n∈Π(A)
κM
σ2n
 . (1.22)
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Table 1.1: Table of the main quantities related to an large WSN for signal estimation (u is the
measurement unit for the signal).
Quantity Significance Unit
z(x) Signal to be reconstructed u
x Spatial coordinate in Rd m
ν Spatial frequency coordinate in Rd m−1
Ez Energy of the signal u2 · md
Ez(ν) ESD of z(x) u2 · m2d
|A| Cardinality of z(x) domain in Rd md
Bz Bandwidth-per-dimension of z(x) m−1
D Distortion due to sensing errors u2
EM Overall estimation energy J
T Time duration of the sensing s
σ2M Measurement error variance for each sensor u
2
Ws Power consumption for each sensor W
κM Proportional constant between WsT and 1/σ2M J · u2
c Capacity-per-volume symbol/ch.usemd·˘ Normalized version of a quantity
In the simple case σ2n = σ
2
M for all n, it results EM = c0
ρ|A|
σ2M
. Since the distortion are equal to
D = ρ|A|σ2M, it results
D = c0
ρ2 |A|2
EM
. (1.23)
The overall estimation energy and the distortion correspond to EM = κM
ρ|A|
σ2M
and D = ρ|A|σ2M,
respectively. It follows
D˘ = κM
ρ2 |A|2
EMEz(2Bz)d = κM ρ˘
2 |A|2(2Bz)d
EMEz
. (1.24)
By substituting (1.24) in (1.15), provides
S = 1 −
∫
Rd
E˘2z (ν˘)
E˘z(ν˘) + 1ρ˘ + κM |A|
2(2Bz)d
EMEz
dν˘ . (1.25)
Equation (1.25) shows that the NEMSE is decreasing with respect to the energy spent for the
estimation EM and increasing with respect to the signal domain Lebesgue measure |A| and to
the signal band Lebesgue measure (2Bz)d . The fact that (1.25) is also decreasing with respect
the signal energy Ez is simply due to the normalization choice in (1.8).
Remark 5 Given the overall estimation energy EM, (1.25) shows that having more samples
(higher ρ˘) with higher measurement error variance σ2M reduces the NEMSE with respect to the
1.3 Constraints 17
case of fewer samples with higher precision. This is thank to the employment of the optimal LSI
interpolator (1.9).
Remark 6 For every finite set of samples, the NEMSE is lower bounded by
S > 1 −
∫
Rd
E˘2z (ν˘)
E˘z(ν˘)+κM |A |2(2Bz )dEMEz
dν˘. Note that such a bound is asymptotically approached for both
the normalized samples intensity and the normalized distortion approaching the infinity.
1.3.2 Network Capacity Constraint
Consider now large WSN with constraints in the capacity of each sensor of sending the samples
to the interpolation entity. Here I study the effect of network capacity constraint when a large
WSN is employed to reconstruct the signal z(x) (expressed in unit) in A ∈ R2. Assume that the
sensor positions are the output of a homogeneous PPP with intensity λ and that each sensor each
sensor transmits the interpolation with probability q. Thus, the sampling point process results in
(1.1) with ρ = qλ, that is
ρ˘ =
qλ
(2Bz)d . (1.26)
1. Capacity-per-unit volume Constraint.
A general and simple way to model the network capability to collect data and forward
them to the interpolation entity is to assume the WSN can guarantee a certain capacity-per-
volume c. Such a value is a function of network bandwidth and protocols (MAC, routing,
physical layer, etc.). For homogeneous Poisson distribution of the sensors positions, the
capacity of the channel between the n-th sensor and the interpolator for large WSN can be
approximated as
Cn =
C
|ΠA | ≈
c |A|
E {|ΠA |} =
c
λ
(1.27)
where C is the overall capacity in
[
symbols/channeluse] and | · | denotes the cardinality.
If the channel between the n-th sensor and the interpolator is modeled as an erasure
channel, it results
Cn = 1 −  (1.28)
where  is the erasure probability, which is considered equal for all sensors. From (1.27)
and (1.28) it follows that the sample availability can be written as
q , 1 −  = Cn ≈ c
λ
. (1.29)
Since 0 ≤ C ≤ 1 and |ΠA | ≥ 1 (for each PPP realization, a WSN is obviously constituted
by at least one sensor), it is 0 ≤ q ≤ 1.
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2. Sensor Lifetime Constraint.
Consider all sensors have the same power consumption Ws such that the measurement
error variance results in
σ2M =
κM
WsT
, ∀n (1.30)
where T is the estimation process duration in seconds. By substituting (1.30) in (1.5) we
obtain D = ρ|A| κMWsT , thus
D˘
ρ˘
=
κM |A|
EzWsT
. (1.31)
3. NEMSE for a large WSN
By substituting (1.29) in (1.26) we obtain
ρ˘ ≈ c(2Bz)d (1.32)
that highlights how in a large WSN, the effectively available samples intensity depends on
the capacity-per-volume (and no longer on the sensors intensity). From (1.15), (1.31), and
(1.32), we obtain
S = 1 −
∫
Rd
E˘2z (ν˘)
E˘z(ν˘) + 1c˘
(
1 + 1
T˘
) dν˘ (1.33)
It can be observed that (1.33) depends on two WSN parameters, the capacity per unit
volume normalized to the signal band
c˘ ,
c
(2Bz)d (1.34)
and the normalized battery lifetime
T˘ ,
EzWsT
κM |A| . (1.35)
Remark 7 If the signal is rigorously band-limited, from (1.33) and for large c˘ it is
S =
1
c˘
(
1 +
1
T˘
)
+ o
(
1
c˘
)
. (1.36)
Remark 8 I remark that (1.36) holds for signals which are band-limited in strict sense
only. It is easy to notice that it does not holds for finite-energy signals with infinite
bandwidth such as, e.g., that of the example in Sec. 4.
1.3 Constraints 19
10−4 10−3 10−2 10−1 100 101 102 103 104
10−4
10−3
10−2
10−1
100
NLifetime
M
SE
 
 
NCapacity=10e−2
NCapacity=10e−1
NCapacity=10e0
NCapacity=10e1
NCapacity=10e2
NCapacity=10e3
Figure 1.4: Large WSN for signal estimation: MSE as a function of normalized capacity and
lifetime
Example 5 In the case of Bessel-type autocorrelation function for the signal, it results S =
1
c˘
(
1 + 1
T˘
)
/
[
1 + 1c˘
(
1 + 1
T˘
)]
. Fig. 1.4 shows the NEMSE as a function of the normalized
estimation time for different values of normalized capacity. It can be seen the capacity-
limited region for large T˘ , corresponding to the horizontal asymptotes, and the energy-
limited region for low T˘ .
Remark 9 For infinite normalized estimation time, the asymptotical MSE is given by

(∞)
S , lim
T˘→+∞
S = 1 −
∫
Rd
E˘2z (ν˘)
E˘z(ν˘) + 1c˘
dν˘ .
4. Asymptotic MSE for Infinite Battery Duration
For EzTκM |A| → +∞ it results
lim
EzT
κM |A |→+∞
S = 1 −
∫
Rd
E˘2z (ν˘)
E˘z(ν˘) + (2Bz)dc
dν˘ . (1.37)
5. Asymptotic Reconstruction MSE for Band-limited Signals
For 1c˘ → 0, the asymptotic NEMSE (1.37) for a band-limited signal can be written as
lim
1
c˘
→0

(∞)
S =
1
c˘
+ o
(
1
c˘
)
. (1.38)
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1.4 In the presence of noise
As intuitive, the accuracy of the field estimate is affected by the possible inaccuracies of the
punctual estimates used for its derivation. Moreover, the errors affecting the samples provided by
sensor nodes could significantly compromise the accuracy of the whole field estimate. It follows
that the availability of an accuracy index of the punctual estimate provided by each node could
help the reconstruction: In fact, the interpolation procedure could take into account the possibly
different reliabilities of the punctual estimates in order to get a more accurate field estimate,
e.g., by giving more importance to the more accurate points. Motivated by this consideration, I
suggested and analytically investigated a strategy aimed at minimizing the NEMSE by properly
selecting the punctual estimate used for the field reconstruction. This investigation is carried
out in the general case of sensor nodes irregularly distributed in the spatial domain. Here, in
particular, I assume that sensor nodes are deployed in the scenario of interest according to
the well known and widely adopted homogeneous PPP [20–23]. In such a scenario both the
interpolation task and the analytical investigation are more complicated than in the case of regular
sampling. Yet, this is the most likely, hence realistic, scenario for an actual WSN.
Consider the deterministic spatial field z(x) ∈ C with support A ⊆ Rd and finite energy
Ez. The ESD of z(x) is given by Ez(ν) = F
{∫
Rd
z(x)z†(x − τ )dx
}
(ν), where F {·} denotes the
d-dimensional Fourier transform [30]. I considered a poisson sampling process P(x) given by
P(x) =
∑
n∈N(Π)
δ(x − xn) (1.39)
where N(Π) is the index set of the homogeneous PPP Π with intensity λ0 and xn is the nth
sampling point. The mean and the autocorrelation of P(x) are respectively given by [32]
E {P(x)} = λ0 (1.40a)
E {P(x)P(x − τ )} = λ20 + λ0δ(τ ) . (1.40b)
Assume that z(x) is sampled in A according to the sampling process
PA(x) , P(x)1A(x) =
∑
n∈N(Π∩A)
δ(x − xn) (1.41)
where 1A(x) denotes the indicator function that is 1 for x ∈ A and 0 elsewhere. The value of
z(x) at each sampling position xn ∈ Π ∩ A is known to the estimator as
zˆn = z(xn) + en (1.42)
where {zˆn} denote the punctual estimates of {z(xn)} and the punctual estimation errors {en}
constitute a set of zero mean independent random variables with variances {σ2n }. Consider
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the n-th measurement error variance σ2n , this variances of the punctual estimation errors are
considered as a set of independent identically distributed (IID) RVs with probability density
function (PDF) fσ2(·). Assume that, for each punctual estimate zˆn, the estimator knows also the
corresponding estimation error variance σ2n , which quantifies its reliability. In this case the field
reconstruction can be carried out discarding punctual estimates with poor accuracy, that is, such
that the corresponding variance of the estimation error exceeds a given value σ2th. Formally, the
set of sampling points after such a selection is given by
ΠA , {xn ∈ Π ∩ A : E
{ |zˆn − z(xn)|2} ≤ σ2th} (1.43)
The sampling process resulting from (1.43) is
P?A(x) ,
∑
n∈N(ΠA)
δ(x − xn) =
∑
n∈N(Π∩A)
anδ(x − xn) (1.44)
where each an is defined as a binary RV that is 0 if σ2n > σ
2
th and 1 if σ
2
n ≤ σ2th. Since
{σ2n } are IID RVs, the same is true also for {an}. It is, moreover, Prob{an = 1} = q(σ2th) and
Prob{an = 0} = 1 − q(σ2th), regardless of n, where
q(σ2th) = Fσ2(σ2th) =
∫ σ2th
0
fσ2(x)dx (1.45)
with Fσ2(·) denoting the cumulative distribution function (CDF) of σ2n . The process Π? resulting
from Π by retaining only those sampling points for which σ2n ≤ σ2th is still a homogeneous PPP,
with intensity qλ0. Thus, the sampling process defined as
P?(x) ,
∑
n∈N(Π?)
δ(x − xn) (1.46)
results in a homogeneous Poisson sampling process (PSP) with stochastic mean and autocorrela-
tion function respectively given by (1.40a) and (1.40b) with q(σ2th)λ0 in place of λ0. Note that
(1.44) can be re-written as
P?A(x) = 1A(x)
∑
n∈N(Π?)
δ(x − xn) = 1A(x)P?(x) (1.47)
The sampled estimated spatial field known to the interpolator can be written as
z (x) =
∑
n∈N(ΠA)
zˆnδ(x − xn) = zP?(x) + eP?(x) (1.48)
where from (1.44), (1.46), and (1.47)
zP?(x) ,
∑
n∈N(ΠA)
z(xn)δ(x − xn) = z(x)P?(x) (1.49)
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and
eP?(x) ,
∑
n∈N(ΠA)
en |σ2n ≤σ2thδ(x − xn) . (1.50)
From the Bayes theorem, the CDF of σ2n |σ2n ≤σ2th results in
Fσ2n |σ2n ≤σ2th
(x) = Prob{σ2n ≤ x |σ2n ≤ σ2th}
=
Prob{σ2n ≤ x, σ2n ≤ σ2th}
Prob{σ2n ≤ σ2th}
=
u(σ2th − x)Fσ2(x) + u(x − σ2th)q
q(σ2th)
(1.51)
where u(x) is the Heaviside step function equal to 0 if x < 0 and 1 if x ≥ 0. By deriving (1.51)
in the sense of distributions, we obtain that the variance of en |σ2n ≤σ2th is distributed as
fσ2 |
σ2≤σ2th
(x) = u(σ
2
th − x) fσ2(x)
q(σ2th)
. (1.52)
1.4.1 Signal Reconstruction
The signal estimated via LSI filtering is given by
zˆ(x) , (z ∗ θ)(x) =
∑
n∈N(ΠA)
zˆnθ(x − xn) (1.53)
where θ(x) : Rd → R is the interpolating function. This means that the ESD acts as a Kernel for
the signal, i.e., Kernel-based interpolation where the Kernel is optimized to the signal structure.
The estimation accuracy is evaluated in terms of the NEMSE defined as [12, 14, 16, 17]
S ,
E
{∫
Rd
|zˆ(x) − z(x)|2dx
}
Ez
. (1.54)
Define Rz,z (τ ) ,
∫
Rd
E
{
z(x)z† (x − τ )
}
dx and Rz (τ ) ,
∫
Rd
E
{
z (x)z† (x − τ )
}
dx. It can be
shown that the optimal LSI interpolator transfer function Θ(ν) , F {θ(x)} (ν) results in
Θ(ν) = Ez,z (ν)Ez (ν)
(1.55)
with the corresponding NEMSE given by
S = 1 − 1Ez
∫
Rd
|Ez,z (ν)|2
E†z (ν)
dν (1.56)
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where Ez,z (ν) , F
{
Rz,z (τ )
}
and Ez (ν) , F
{
Rz (τ )
}
. From (1.48), (1.49), and (1.50), by
exploiting the independence between en |σ2n ≤σ2th and ΠA , and the zero mean of en |σ2n ≤σ2th , we
obtain
E
{
z† (x − τ )
}
= E
{
z†P?(x − τ )
}
= λthz†(x − τ )
E
{
z (x)z† (x − τ )
}
= z(x)z†(x − τ )[λ2th + λthδ(τ )]
+E
{ ∑
n∈N(ΠA)
σ2n |σ2n ≤σ2thδ(x − xn)δ(x − τ − xn)
}
where, for what concerns P?(x), λth , q(σ2th)λ0 has taken the place of λ0 in (1.40). Thus
Rz,z (τ ) =λth
∫
Rd
z(x)z†(x − τ )dx (1.57a)
Rz (τ ) =[λ2th + λthδ(τ )]
∫
Rd
z(x)z†(x − τ )dx + Dδ(τ ) (1.57b)
where the term
D , E

∑
n∈N(ΠA)
σ2n |σ2n ≤σ2th
 (1.58)
represents the contribution caused by (punctual) estimation errors. The Fourier transform of
(1.57) in Rd leads to
Ez,z (ν) = λthEz(ν) (1.59a)
Ez (ν) = λ2thEz(ν) + Ez
(
λth +
D
Ez
)
(1.59b)
that, substituted in (1.55) and (1.56), provide respectively
Θ(ν) = Ez(ν)
λthEz(ν) + Ez
(
1 + DλthEz
) (1.60)
and
S = 1 − 1Ez
∫
Rd
|Ez(ν)|2
Ez(ν) + Ezλth
(
1 + DλthEz
) dν . (1.61)
Eq. (1.60) shows that the optimal LSI interpolation requires the knowledge of both λth and D.
Eq. (1.61) clearly highlights, instead, the dependence of the normalized estimation mean square
error on both the distortion introduced by punctual estimation errors, through D, and the intensity
of the resulting (after removing unreliable punctual estimates) Poissonian random sampling,
through λth. As expected, in the limit conditions D→ 0 and λth → +∞ it results S → 0. In the
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following I provide a closed form expression of D, then I derive the optimal threshold σ2th, that
leads to the minimization of S. From (1.52) we have
E
{
σ2n |σ2n ≤σ2th
}
=
∫ +∞
0
u(σ2th − x) fσ2(x)
q(σ2th)
xdx
=
1
q(σ2th)
∫ σ2th
0
x fσ2(x)dx =
µ(σ2th)
q(σ2th)
(1.62)
where µ(x) , ∫ x
0
ξ fσ2(ξ)dξ, independent of n. Thus, due to the stochastic independence between
σ2n |σ2n ≤σ2th and ΠA , (1.58) results in
D = E

∑
n∈N(ΠA)
µ(σ2th)
q(σ2th)
 =
µ(σ2th)
q(σ2th)
E {|N(ΠA)|}
=
µ(σ2th)
q(σ2th)
λth |A| (1.63)
where the last equation follows from the PPP properties [31]. By substituting (1.63) in (1.61) we
get
S = 1 − 1Ez
∫
Rd
|Ez(ν)|2
Ez(ν) + Ezλeq(σ2th)
dν . (1.64)
where
λeq(σ2th) , λ0 q(σ2th)
[
1 +
µ(σ2th)|A|
q(σ2th)Ez
]−1
(1.65)
can be considered as an equivalent sampling intensity. Thus, to minimize the NEMSE we need
to minimize the scaling factor
1
q(σ2th)
+
|A|
Ez
µ(σ2th)
q2(σ2th)
. (1.66)
By deriving (1.66) with respect to σ2th we obtain
− q
′(σ2th)
q2(σ2th)
+
|A|
Ez
[
µ′(σ2th)
q2(σ2th)
− 2 q
′(σ2th)
q3(σ2th)
µ(σ2th)
]
(1.67)
where
q′(σ2th) ,
d q(σ2th)
dσ2th
= fσ2(σ2th) (1.68a)
µ′(σ2th) ,
d µ(σ2th)
dσ2th
= σ2th fσ2(σ2th) . (1.68b)
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The derivative (1.67) is zero iff
µ′(σ2th) − 2
q′(σ2th)
q(σ2th)
µ(σ2th) =
Ez
|A| q
′(σ2th) . (1.69)
By (1.68), condition (1.69) results to be equivalent (for fσ2(σ2th) > 0) to
σ2th −
Ez
|A| = 2
µ(σ2th)
q(σ2th)
. (1.70)
Thus, the optimal threshold is implicitly given by
σ2th =
Ez
|A| + 2
∫ σ2th
0
x fσ2(x)dx∫ σ2th
0
fσ2(x)dx
. (1.71)
1.4.2 Case Study: Example of Measurement Errors Variance Statistics
As far as the statistics of the punctual estimation error variance is concerned, I consider two
significant cases of PDF, the one bounded and the other unbounded.
1. Chi-Squared Distribution
Assume that the punctual estimate provided by each n-th sensor is derived as the mean of
K measurements (the spatial field to be estimated is assumed time-invariant for the whole
measurement interval)
zˆn =
1
K
K∑
k=1
ynk (1.72)
where each measurement ynk is affected by an additive white Gaussian noise with power
σ2N (that is assumed to be independent of the sensor position). It is therefore
ynk = z(xn) + en,k (1.73)
where {en,k} are IID zero-mean Gaussian RVs with variance σ2N, for all n. By substituting
(1.73) in (1.72) we obtain (1.42) with en ∼ N
(
0,
σ2N
K
)
, that is, σ2n = σ
2 = σ2N/K . For K
sufficiently large, each sensor can also get and estimate the variance of en as
E
{ |en |2} ≈ 1K K∑
k=1
|en,k |2 ≈ 1K
K∑
k=1
|ynk − zˆn |2 . (1.74)
This estimate is also provided to the interpolator as an accuracy index of zˆn. Define the
normalized errors
e˘n,k ,
en,k
σN
(1.75)
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that result in zero mean Gaussian RVs with unitary variance for all n. Thus the variable
sn ,
K∑
k=1
|e˘n,k |2 (1.76)
is distributed as a central chi-square of order K for all n
sn ∼ fχ2(K)(x) =
1
2
K
2 Γ(K2 ) x
K
2 −1e−
x
2 (1.77)
From (1.74) we have
σ2n = E
{ |en |2} ≈ σ2NK K∑
k=1
|e˘n,k |2 =
σ2N
K
sn (1.78)
that, by (1.77), is distributed as
fσ2(x) =
K
σ2N
fχ2(K)
(
K x
σ2N
)
=
K
σ2N 2
K
2 Γ
(K
2
) (K x
σ2N
) K
2 −1
e
− K x
2σ2N (1.79)
for all n where Γ(x) denotes the Euler Gamma function. Thus we get
q(σ2th) =
∫ σ2th
0
K
σ2N
fχ2(K)
(
K x
σ2N
)
dx
=
∫ Kσ2th
σ2N
0
fχ2(K)(x˘)dx˘ = Fχ2(K)
(
K σ2th
σ2N
)
=
γ
(
K
2 ,
K σ2th
2σ2N
)
Γ
(K
2
) (1.80)
and
µ(σ2th) =
∫ σ2th
0
K
σ2N
fχ2(K)
(
K x
σ2N
)
xdx
=
σ2N
K
∫ Kσ2th
σ2N
0
x˘ fχ2(K)(x˘)dx˘
=
σ2N
K
1
2
K
2 Γ(K2 )
∫ Kσ2th
σ2N
0
x˘
K
2 e−
x˘
2 dx˘
=
2σ2N
K
γ
(
K
2 + 1,
K σ2th
2σ2N
)
Γ
(K
2
) . (1.81)
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where γ(s, x) , ∫ x
0
ts−1e−tdt. Thus, the equivalent sampling intensity results from (1.65)
in
λeq(σ2th) = λ0

γ
(
K
2 ,
K σ2th
2σ2N
)
Γ(K2 )
1 + 2σ
2
N
K
|A|
Ez
γ
(
K
2 +1,
K σ2th
2σ2N
)
γ
(
K
2 ,
K σ2th
2σ2N
) 
. (1.82)
By exploiting that γ(s+1,x)γ(s,x) = s − x
se−x
γ(s,x) ... By defining the normalized quantities σ˘
2
th ,
σ2th/σ2N, λ˘eq(σ˘2th) , λeq(σ2Nσ˘2th)/λ0 and the single measurement SNR
ρM ,
Ez
|A|σ2N
(1.83)
the (1.82) becomes
λ˘eq(σ˘2th) =
[
γ(K2 ,K2 σ˘2th)
Γ(K2 )
]
[
1 + 1ρM
2
K
γ(K2 +1,K2 σ˘2th)
γ(K2 ,K2 σ˘2th)
] . (1.84)
It is immediate that, as expected
lim
σ˘2th→∞
λ˘eq(σ˘2th) =
1
1 + 1ρM
(1.85)
that is consistent with the result in [1] once the variance σ2n reduces to the deterministic
value E
{
σ2n
}
= σ2N (according to (1.78)).
2. Uniform Distribution
Consider
fσ2(x) =
1
2σ2
rect
(
x − σ2
2σ2
)
(1.86)
where rect(x) denotes the rectangular function that is equal to 1 for |x | ≤ 1/2 and to 0
elsewhere. By (1.86) we get
q(σ2th) =
σ2th
2σ2
u(2σ2 − σ2th) + u(σ2th − 2σ2) (1.87a)
µ(σ2th) =
σ4th
4σ2
u(2σ2 − σ2th) + σ2u(σ2th − 2σ2) . (1.87b)
Thus, for 0 ≤ σ2th ≤ 2σ2, the equivalent sampling intensity resulting from (1.65) is
λeq(σ2th) =
λ0
σ2
(
2
σ2th
+
|A|
Ez
)−1
(1.88)
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that is always increasing with σ2th.
3. Sensor Defaillance Model
Consider a probability p of having a measurement problem. Thus
fσ2(x) = (1 − p )
K
σ2N
fχ2(K)
(
K x
σ2N
)
+ p
K
σ2
fχ2(K)
(
K x
σ2
)
(1.89)
with σ2 >> σ
2
N. Thus
q(σ2th) = (1 − p )
γ
(
K
2 ,
K σ2th
2σ2N
)
Γ
(K
2
) + p γ
(
K
2 ,
K σ2th
2σ2
)
Γ
(K
2
) (1.90)
µ(σ2th) = (1 − p )
2σ2N
K
γ
(
K
2 + 1,
K σ2th
2σ2N
)
Γ
(K
2
)
+ p
2σ2
K
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2σ2
)
Γ
(K
2
) . (1.91)
By defining  , σ
2

σ2N
we have the following normalized equivalent sampling intensity
λ˘eq(σ˘2th) =

(1−p )γ(K2 ,K2 σ˘2th)+pγ
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K
2
σ˘2th

)
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2 ,
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. (1.92)
1.4.3 Case Study: Examples of Signal with flat ESD
As for PDF, I consider an example of signal ESD in R2. Consider a spatial field z(x) with flat
ESD
Ez(ν) = Ez|Bz |1Bz (ν) (1.93)
where the set Bz is the band in Rd . From (1.64), by extending the result in [26] to Rd , the
NEMSE results in
S =
1
1 +
λeq(σ2th)
|Bz |
. (1.94)
The NEMSE as a function of λ0/|Bz | and σ2th/σ2N can be obtained by substituting (1.82) in
(1.94).
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1.5 Conclusions
In conclusion, I analyzed the estimation of a finite-energy signal from its samples affected by
measurement errors and scattered in Rd according to a homogeneous PPP. The expression of the
optimal LSI interpolator in the MSE sense has been derived and verified that such an expression
in Rd includes a result previously known in the literature as a special case.
When the optimal interpolator is used, the effect of both the random sampling and the
measurement errors on the estimated signal ESD is an attenuation of the original signal ESD
instead of a noise floor as for the case of ILP interpolator. Moreover, the effect of the distortion
due to measurement errors on the NEMSE is shown to be equivalent to that of a reduction of
samples intensity, which can be compensated by increasing the number of nodes inside the
sampling area.
If a constraint in the overall estimation energy is imposed, I verified that an increasing number
of sensors leads to a decreasing NEMSE in spite of the corresponding increasing measurement
error for each sensor. For the case when the energy constraint is imposed on each sensor due to
the battery lifetime limitation, as usual in the large WSN scenario, I derived a simple but useful
expression for the NEMSE as a function of the estimation time and the capacity-per-volume.
Random sampling in presence of noise has been also investigated.

Chapter 2
Consensus Algorithms for Distributed
Parameter Estimation in Wireless Sensor
Networks
2.1 Introduction
A WSN can be defined as a network of sensing devices, denoted as nodes, which can exchange
the gathered information through wireless links. Nodes are usually low cost, small size and
energy-limited sensing devices. They can be stationary or mobile and are usually organized
into a network. Those sensing devices are deployed to collaborate in performing a common
task. Examples may be the monitoring of an environmental parameter (e.g., temperature or
pressure [9,35,36]), the detection of a binary event [37], the estimation of a spatial field [16], the
estimation of the coordinates of a signal source, etc. Depending on the specific task requirements
(fault tolerance, privacy issues, energy constraints), either a centralized or a distributed approach
can be adopted. In a centralized setup a central unit collects all the information and completes
the task, whereas in a distributed setup the nodes exchange information and accomplish the task
locally. As far as the centralized estimation of physical parameters is concerned, maximum
likelihood (ML) or least squares (LS) estimators [38] can be adopted, both working under
the hypothesis of having all the required observations available at one central unit. However,
the scarce robustness to central unit failures and poor network scalability have brought to
consideration distributed approaches. For instance, recursive weighted LS estimation has been
considered [39,40], alongside a consensus-based algorithm that allows incorporating information
from neighbor nodes in the local estimate. A similar approach is taken within the Bayesian
framework [41–43], where consensus-based distributed Kalman filtering is proposed.
Whatever the adopted processing strategy, either centralized or distributed, in many applica-
tions a simple point estimate of the parameter vector of interest is not sufficient if not associated
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with a confidence region to assess the estimation uncertainty. Classically, the estimation accuracy
is investigated using Crame´r-Rao-like bounds [44–47]. Confidence regions can also be derived
as a by-product of distributed Kalman filtering [42, 43]. Nevertheless, strong assumptions on the
measurement noise (typically Gaussian) are necessary and most of the techniques provide only
approximate, possibly asymptotically tight, confidence regions.
In centralized setups, provided that the regression model is linear, the derivation of confidence
regions in the non-asymptotic regime is possible using the results in [28, 48–52]. The Leave-out
Sign-dominant Correlation Regions (LSCR) method [48, 49] and the sign perturbed sums (SPS)
method [28, 50] allow the central unit to derive, from a finite set of measurements, guaranteed,
non-asymptotic confidence regions with prescribed confidence levels around the LS estimate of
the parameter vector. Differently from Crame´r-Rao-like bounds, the SPS [28, 50, 51] method,
defines exact confidence regions under mild conditions on the distribution of the measurement
noise even with a low number of measurements. Provided that the regression model is linear
and that the measurement noise samples are independently and symmetrically distributed, the
SPS method allows the derivation, from a finite set of measurements, of confidence regions with
prescribed confidence levels around the LS estimate of the parameter vector. Efficient centralized
characterization of confidence regions can be obtained using interval analysis [52]. Initially
proposed for centralized estimation, SPS has been shown in [29] to be amenable to distributed
estimation in WSNs.
This work proposed distributed solutions, based on SPS and suited to a wide variety of
sensor networks, for distributed in-node evaluation of non-asymptotic confidence regions as
defined by SPS. For that purpose, the nodes share their local information with each other
and the confidence region computation is performed locally. The purpose of the network is
to make each node capable of computing locally the confidence region of the estimate of
unown parameters with the lowest impact on network traffic. Three information diffusion
approaches (data flooding and parallel in-node processing, distributed processing via average
consensus, and mixed flooding+consensus) have been considered in [29] to provide each node
with the information allowing a distributed computation of the confidence region. In all cases, the
information diffusion strategy, in addition to the network topology, determines the amount of data
exchanged, which needs to be limited. In this regard, I introduced a novel information diffusion
strategy, named TAS. It exploits the peculiarities of the SPS method, leading to a reduction of
the amount of information to be exchanged among nodes and, at the same time, it is sufficiently
general to be applied to any network topology. It is compared with classical general purpose
information diffusion strategies, such as flooding [35,53] and consensus algorithms [41], in terms
of generated traffic load as well as of confidence region volume/traffic trade-off. Performance
predictions, simulation and experimental results are provided, in terms of required traffic load,
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for various topologies, extending preliminary results presented in [29].
2.2 Non-asymptotic confidence regions
For the reader’s convenience, the most significant symbols introduced in the following and their
meaning are reported in Table 2.1.
Consider some spatial field described by the following parametric model [27]
y (x, θ) = ϕT (x)θ, (2.1)
where x ∈ Rnx is some vector of experimental conditions (time, location. . . ) under which the
field is observed, ϕ (x) is the regressor function, and θ is a vector of unknown parameters.
Measurements are taken by a network of n sensor nodes, spread at random locations xi ∈ Rnx ,
i = 1, . . . , n. Node i collects the scalar measurement yi according to the local measurement
model
yi = y (xi, θ∗) + wi = ϕTi θ∗ + wi, (2.2)
where ϕi = ϕ (xi) is the np × 1 regressor vector at xi; θ∗ is the true value of the deterministic
np × 1 parameter vector, which is only known to belong to the subset Θ ⊂ Rnp ; wi represents the
measurement noise at Node i. As in [50], the random variables with realizations wi, i = 1 . . . , n
are assumed to be statistically independent and to follow a symmetrical distribution. Also in
other works ( [51]), no symmetry condition is considered and the random measurement sequence
is only assumed to form an exchangeable sequence of random variables. This work readily
extends to this alternative assumption. Deterministic regressors ϕi are considered here, but this
work may be extended to the case of random exogenous regressors, i.e., regressors ϕis that are
independent of the noise terms. I consider the worst case in which the value of ϕi is assumed
known only by Node i. Moreover, I assume that there exists n′ < n such that for all subsets of
indexes I ⊂ {1, . . . , n} with |I | > n′, the regressors are such that det QI , 0, where
QI =
1
|I |
∑
i∈I
ϕiϕ
T
i . (2.3)
In what follows, Q{1,...,n} is denoted by Qn and results in
Qn =
1
n
n∑
i=1
ϕiϕ
T
i . (2.4)
The purpose of the network is to make each node capable of computing locally the confidence
region of the estimate of θ∗ with the lowest impact on network traffic. This proposed approach
readily extends to vector fields in which the measurement is a vector, as well as to vectors
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Table 2.1: Table of symbols and related meanings
Linear regression system
np dimension of the parameter vector
Θ parameter space (Θ ⊂ Rnp )
θ vector belonging to the parameter space Θ
θ∗ true value of the np × 1 parameter vector
θ̂ least squares estimate of θ∗
xi location of Node i
ϕi regressor vector at xi;
yi measurement collected by Node i
SPS variables
m amount of sums considered by the SPS method
aj,k realizations of independent random signs
Qn SPS normalization matrix
s0(θ) unperturbed sum
sj(θ) m − 1 sign perturbed sums ( j = 1, ...,m − 1)
Σq non-asymptotic confidence region
TAS information diffusion algorithm
t(k)r tag vector to be transmitted by Node k in round r
d(k)r dataset to be transmitted by Node k in round r
dTAS size of the dataset transmitted by TAS
δi, j,... dataset with sums involving data from Nodes i, j, ...
δkF dataset at Node k after final wrap-up
nGTTAS amount of data transmitted by TAS in a generic tree
nBTTAS amount of data transmitted by TAS in a binary tree
nCNTAS amount of data transmitted by TAS in a clustered network
Flooding information diffusion algorithm
dF size of the dataset transmitted by FL
nGTFL amount of data transmitted by FL in a generic tree
nBTFL amount of data transmitted by FL in a binary tree
nCNFL amount of data transmitted by FL in a clustered network
Network setup
n number of nodes in the network
N(k) set of neighbors of node k
λ(`) number of nodes at Level ` (tree network)
λ(`) number of nodes with no children at level ` (tree netw.)
L number of levels of the tree network (excluding the root)
nc number of clusters in the clustered network
nci number of nodes (clusterhead included) in the i-th cluster
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of measurements, provided that the noise components of each vector are independent and
symmetrically distributed. This extension is not considered here for the sake of keeping a lighter
notation. The centralized SPS method [28, 50] assumes all measurements and regressors to be
known at the central processing unit. It defines an exact confidence region around the least squares
estimate θ̂ of θ∗, obtained as the solution of the normal equations
∑n
k=1ϕk
(
yk −ϕTkθ
)
= 0, that
is the derivative of the MSE estimator, set equal to zero. For that purpose, as in [50], consider
the unperturbed sum as the following function over Θ
s0(θ) = Q−1/2n
n∑
k=1
ϕk
(
yk −ϕTkθ
)
(2.5)
and the m − 1 sign-perturbed sums, defined ∀ j = 1, . . . ,m − 1 as the following functions over Θ
s j(θ) = Q−1/2n
n∑
k=1
a j,kϕk
(
yk −ϕTkθ
)
, (2.6)
where a j,k ∈ {±1} are realizations of independent random signs.1 For each θ ∈ Θ, one considers
the elements of the set
Z(θ) =
{
z j(θ) = | |s j(θ)| |22
}
j=0,1,...,m−1
, (2.7)
and lists them in increasing order, giving rise to a permutation piθ(·) : {0, . . . ,m − 1} →
{0, . . . ,m − 1}. One defines the set
Σq =
{
θ ∈ Θ | piθ(0) ≤ m − 1 − q
}
(2.8)
which contains all θ ∈ Θ for which the rank of z0(θ) in the ordering is among the m − q smallest,
with q = 1, ...,m − 1.
In [28, 50], it was proven that
Prob(θ∗ ∈ Σq) = 1 − qm . (2.9)
As a consequence Σq is a non-asymptotic confidence region with exact confidence level 1− q/m.
The values of q and m may be chosen to get the requested confidence level of the confidence
region Σq for the estimate θ̂ of θ∗. An extension of the SPS method is presented in [51], which
considers that piθ is one of the m! possible permutations on Z(θ). Letting Πk be a set of k
permutations, the set
Σk =
{
θ ∈ Θ | piθ ∈ Πk
}
(2.10)
1A random sign is a symmetric ±1 value random variable taking both values with the same probability.
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is defined, which allows one getting confidence regions such that
Prob(θ∗ ∈ Σk) = km! . (2.11)
Notice that (2.9) and (2.11) are equivalent for k = m! − q(m − 1)!. The main advantage of the
extension of SPS in [51] over that in [50] is that in the former the resolution of the confidence
level is 1/m!, while in the latter it is 1/m. For example, with the approach in [51], confidence
regions for levels {100%, 96%, . . . , 62.5%, . . . , 8.3%, 4.2%} may be theoretically defined for
m = 4, whereas confidence regions only for levels {100%, 75%, 50%, 25%} are defined in [50].
This difference may appear to be interesting when SPS is used in a distributed version, where
small values of m are of interest, to limit communication costs. Nevertheless, our experiments
show that with the approach in [51], when choosing k > m! − (m − 1)!, the confidence regions
are not necessarily compact. Non-asymptotic confidence regions as defined in [50] may be
outer-approximated using ellipsoids, as in [50], boxes, or union of non-overlapping boxes as
in [52]. In the following, the distributed computation of Σk is addressed considering different
information diffusion strategies.
2.3 Information Diffusion Algorithms
This section describes the distributed computation of confidence regions as defined by the
SPS algorithm [50]. Concurrent procedures for information diffusion applicable to any network
topology are considered. The purpose is that each node collects the largest amount of information
with the lowest amount of data exchanged in the network so that it is able to compute locally
the confidence region of the LS estimate for any θ∗. Before entering into the details of our
investigation, a detailed description of the different roles played by the physical, logical, and
processing elements that affect the performance of the investigated strategies is needed. The
physical element of a WSN is given by the deployment of nodes in the given scenario, that
defines the network layout. On this regards, the only condition I assume is that all nodes can
communicate with each other, either with single or multi-hop links. Given the network layout, a
routing protocol is typically applied, which defines the logical topology of the network, that is,
the set of paths and directions that data can flow through. On top of the same network layout,
in fact, different kinds of logical topologies can be created, either hierarchical (tree topology,
cluster topology. . . ) or flat, depending on the routing protocol that defines, in other words,
the possible information paths for the given deployment of nodes. Finally, the information
diffusion strategies investigated in this chapter concern the processing elements. In fact, they
deal with the way the information is managed (aggregated and/or fused) by a node before
being transmitted to the next one(s) according to the logical topology. A node can transmit,
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Figure 2.1: Toy network example
for instance, either elementary data (as done by FL) or a processed version of data (as done by
consensus schemes and the proposed TAS algorithm). Obviously, given a fixed logical network
topology, it is always possible to design an ad-hoc information diffusion algorithm that provides
the best performance. However, I am interested in designing procedures that are not tailored
to any specific network configuration. The TAS algorithm proposed in this chapter is meant
as a topology-agnostic information diffusion strategy, thus being a general-purpose solution.
For this reason, the FL algorithm, which is topology-agnostic as well, is its natural term of
comparison. Both information diffusion strategies are here meant to provide each node with
the information needed to locally compute the confidence region as defined by SPS. In what
follows, I assume that data transmitted by Node k, k = 1, . . . , N is directly received by its
neighbours, that is, by the nodes within its communication range, whose indices are in the set
\(k). By convention, k < \(k). I consider, moreover, a fully connected mesh network, where
each node can directly (single hop) or indirectly (multi-hop) communicate with any other node.
The behavior of the algorithms will be illustrated on the toy network represented in Figure 2.1,
where circles represent network nodes and edges between two nodes indicate that they are able
to communicate. For each algorithm the evolution of the amount of information available at a
node k is described by a table R(k).
2.3.1 Flooding algorithm
FL will be used as a benchmark [35, 53]. When implemented to support the SPS algorithm, pure
FL works as follows: during the first round, Node k broadcasts its own privy pair (ϕk, yk), and
receives data from its neighbors, as dictated by the logical topology. On successive rounds, Node
k will also broadcast any previously received pair (ϕi, yi), i , k along with its own. In particular,
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at round r Node k transmits a packet (t(k)r , d(k)r ), in which the tag vector t(k)r indicates the indices
of the nodes whose measurements are present in the packet, whereas the data d(k)r contain the
measurements and the corresponding regressors {(ϕ j, y j)}, ∀ j ∈ t(k)r .
Usually, in order to reduce the amount of transmitted information, actual implementations of
flooding (e.g., AODV [54]) do not retransmit already transmitted data. In the following I will
always refer to such enhanced algorithm, that will be simply denoted as flooding.
In this case, Node i is referenced in the tag vector t(k)r iff
1. the pair (ϕi, yi) is available at Node k at round r − 1,
2. the pair (ϕi, yi) has never been broadcast by Node k.
At round r = 1, Node k transmits data d(k)1 consisting of
dF = np + 1 (2.12)
real values, corresponding to its measurement and np regressors. The dimension of data d
(k)
r
broadcast by Node k at successive rounds (that is, for r > 1) is an integer multiple of dF, possibly
zero. The transmission cost dTAG for the tag vector depends on the way it is represented, e.g., as
a list of integers, in which case it is of variable length with r , or a constant-size vector of binary
flags. The latter is considered in this work. As a consequence, the communication cost of the tag
vector is of n binary values per communication round.
Ideally, transmission rounds are repeated until all nodes collect all the information, e.g., by
checking whether the tag vector is full of ones. Upon completion, each node is able to compute
(2.5) and (2.6), for any θ, and to locally derive the confidence region using the full set of data.
In practice, transmission rounds may stop due to information diffusion delay constraints, or
when all nodes do not detect any transmitted information from their neighbors over a given time
interval.
In the latter cases, the local confidence region characterization may be performed on a
reduced, possibly different across nodes, set of data.
Example 6 Table 2.2 describes the evolution of the information collected by Node k = 1 in the
network depicted in Figure 2.1, when FL is implemented. Before any transmission has taken
place, i.e., for r = 0, Node 1 only knows its own measurement and regressor, (ϕ1, y1).
During the transmission round r = 1, Node 1 broadcasts data d(1)1 = (ϕ1, y1). It receives data
d(2)1 = (ϕ2, y2) and d(3)1 = (ϕ3, y3) from Nodes 2 and 3 respectively, thus learning measurements
and regressors of Nodes 2 and 3.
In round r = 2, Node 1 broadcasts d(1)2 = {(ϕi, yi)}i∈{2,3}. Moreover it receives data
generated at Nodes 1, 4, and 7, forwarded by Node 2, (i.e., it receives d(2)2 = {(ϕi, yi)}i∈{1,4,7})
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Round From Node Data Tag vector
0 1 (ϕ1, y1) 1 0 0 0 0 0 0
1 2 (ϕ2, y2) 0 1 0 0 0 0 03 (ϕ3, y3) 0 0 1 0 0 0 0
2
2, 3 (ϕ4, y4) 0 0 0 1 0 0 0
3 (ϕ6, y6) 0 0 0 0 0 1 0
2 (ϕ7, y7) 0 0 0 0 0 0 1
3 2, 3 (ϕ5, y5) 0 0 0 0 1 0 0
Table 2.2: Table R(1) of available information at Node k = 1 when FL is used in the network of
Figure 2.1
and the data generated at Nodes 1, 4, and 6, forwarded by Node 3 (i.e., d(3)2 = {(ϕi, yi)}i∈{1,4,6}).
Therefore, at the end of round r = 2, Node 1 discovers the measurements of Nodes 4, 6 and 7.
In round r = 3, Node 1 broadcasts d(1)3 = {(ϕi, yi)}i∈{4,6,7}, and receives data generated
at Nodes 3, 5, and 6, forwarded by Node 2, i.e., d(2)3 = {(ϕi, yi)}i∈{3,5,6}, as well as data from
Nodes 2 and 5, forwarded by Node 3, i.e., d(3)3 = {(ϕi, yi)}i∈{2,5}. Therefore, at the end of round
r = 3, Node 1 discovers the measurement of Node 5.
If the network is connected, and provided that sufficient transmission rounds are allowed, the
FL algorithm diffuses the whole set of data to each node. The computation of the confidence
region is accomplished locally using the centralized SPS algorithm. The locally computed
confidence regions will be equal only in case there is agreement on the random signs realizations
{a j,k} used to compute the sign perturbed sums (2.6), as well as on the random quantities
(permutations or random perturbations, [50, 51]) used to resolve ties.
This agreement can be easily accomplished without additional transmission costs by the
sharing of the seed of the random generators of the nodes.
2.3.2 Tagged and aggregated sums (TAS) algorithm
The TAS algorithm is based on the following consideration. Expanding (2.5) and (2.6) one gets,
s0(θ) = Q−1/2n
(
n∑
k=1
ϕk yk −
(
n∑
k=1
ϕkϕ
T
k
)
θ
)
(2.13)
s j(θ) = Q−1/2n
(
n∑
k=1
a j,kϕk yk−
(
n∑
k=1
a j,kϕkϕTk
)
θ
)
. (2.14)
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The evaluation of (2.13) and (2.14) for any value of θ ∈ Θ does not necessarily require the
knowledge of each term in the sums but rather of
δ1...n=
{
n∑
k=1
ϕk yk ,
n∑
k=1
ϕkϕ
T
k ,
np real values n2p real values{ n∑
k=1
a j,kϕk yk
}m−1
j=1
,
{ n∑
k=1
a j,kϕkϕTk
}m−1
j=1
}
np(m − 1) real values n2p (m − 1) real values
(2.15)
The main idea of the TAS algorithm is to propagate data structures similar to (2.15), composed
of partial sums not necessarily ranging from k = 1 to n, but covering a subset of {1, . . . , n}. At
each transmission round, Node k generates and transmits partial sums built from data previously
received from neighbors and stored in R(k). The main challenge of the TAS algorithm is to
determine a way to organize the content of the transmitted partial sums so that each node is able,
after the termination of the transmission phase, to build the complete sums (2.15), or to compute
partial sums with the maximum number of elements using the received partial sums. The main
advantage of TAS is that the transmitted data sets are of constant size, and do not increase in
size with the transmission round as it happens in FL. The size dTAS of the dataset is obtained
recalling the amount of data of its components, reported in (2.15):
dTAS = m
(
np + np
np + 1
2
)
(2.16)
The evaluation of dTAS takes into account the fact that ϕkϕTk is symmetric
2. Note that the size of
the dataset is fixed, independently of the number of elements in the partial sums. As in FL, the
tag vector has to be transmitted along with the data set at each transmission round. Notice that,
with the representation chosen in this work, the transmission cost of the tag vector in the FL and
TAS algorithms is the same.
The TAS algorithm, whose structure is reported in Algorithm 1, consists of six phases,
namely, i) initialization, ii) reception, iii) distillation, iv) aggregation, v) transmission, and vi)
wrap-up. The detailed description of each phase is reported hereafter, while the corresponding
pseudo codes are in Section 2.3.3.
i) Initialization phase, see Algorithm 2. As in the FL protocol, the transmitted packet is
formed by a data set and by a tag vector. During the initialization phase, Node k, ∀k ∈ {1, . . . , n}
2Since
∑n
k=1ϕkϕ
T
k
is symmetric, instead of transmitting all its n2p elements, it is sufficient to transmit np values
for the diagonal plus
∑np−1
d=1
d =
np(np−1)
2 values for the upper (or lower) part, that gives np
np+1
2 . The same holds for
the (m − 1) terms { ∑nk=1aj,kϕkϕTk }m−1j=1 .
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Algorithm 1 TAS algorithm
1: Initialization
2: for r = 1 to MaxRound do
3: Reception
4: Distillation
5: Aggregation
6: Transmission
7: end for
8: Wrap-up
creates the packet
(
t(k)1 , d
(k)
1
)
to be sent in round r = 1. The tag vector t(k)1 flags only Node k.
t(k)1 = [0, . . . , 0, 1, 0, . . . , 0]↑ ↑ ↑
. . . k-1 k k+1 . . .
(2.17)
The data set d(k)1 contains the local quantities related to Node k
d(k)1 =
{
ϕk yk,
{
ϕkϕ
T
k
}
,
{
a j,kϕk yk
}
∀ j,
{
a j,kϕkϕTk
}
∀ j
}
. (2.18)
After initialization, the reception, distillation, aggregation, and transmission phases are sequen-
tially repeated until a termination condition is met (e.g., until a given number of rounds have
been completed, as in Algorithm 1).
ii) Reception phase, see Algorithm 3. At each round r, Node k collects the messages
containing the partial sums transmitted by its neighbors (according to the given logical topology),
whose set is denoted by N(k).
iii) Distillation phase, see Algorithm 4. At the end of the reception phase of round r , Node k
compares the incoming tag vectors t( j)r , j ∈ N(k) to the previously received ones, to detect
whether the packets received at round r contain new information. If it appears that a part of the
data referenced in t( j)r have been previously received, these redundant data are removed from
the corresponding partial sum and t( j)r is updated accordingly, see Lines 3 to 6. The resulting
partial sums are then stored in R(k). The same procedure is applied to already stored partial sums,
see Lines 7 to 9. This phase reduces the number of contributors to each partial sum, so that the
different partial sums can be more easily recombined, in the following aggregation phase, with
each contributor counted no more than once.
Example 7 (Distillation phase) Consider again the network of Figure 2.1 and the evolution of
R(1) given in Table 2.3. As in FL, for r = 0, Node 1 only holds its own data and forms partial
sums from these data stored in
δ1=
{
ϕ1y1,
{
ϕ1ϕ
T
1
}
,
{
a j,1ϕ1y1
}
∀ j ,
{
a j,1ϕ1ϕT1
}
∀ j
}
.
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Round From Node Data Tag vector
0 1 δ1 1 0 0 0 0 0 0
1 2 δ2 0 1 0 0 0 0 03 δ3 0 0 1 0 0 0 0
2 2 δ4,7 C 0 0 1 0 0 13 δ4,6 C 0 0 1 0 1 0
3 2 δ5,6 0 0 C 0 1 1 03 δ5 0 C 0 0 1 0 0
Table 2.3: Table R(1) for Node k = 1 using TAS in the network of Figure 2.1; C indicates
elements that have been removed from the tag vector and partial sums during the distillation
phase
During round r = 1, Node 1 broadcasts these partial sums and receives partial sums formed with
the privy data from Node 2 and partial sums formed with the privy data from Node 3. During
round r = 2, Node 1 receives a packet containing partial sums combining data from Nodes 1, 4,
and 7, forwarded by Node 2, as well as a packet containing partial sums combining data from
Nodes 1, 4, and 6, forwarded by Node 3. The content of these two packets is stored in R(1), after
having removed the contribution related to Node 1 from each previously received partial sum
(this is indicated by a C in the tag vector in Table 2.3). Node 1 thus gets
δ4,6 =

∑
k∈{4,6}
ϕk yk,
∑
k∈{4,6}
ϕkϕ
T
k ,
∑
k∈{4,6}
a j,kϕk yk
∀ j,

∑
k∈{4,6}
a j,kϕkϕTk
∀ j
 (2.19)
and δ4,7. At the end of round r = 3, Node 1 receives a packet with partial sums combining data
from Nodes 3, 5, and 6, forwarded by Node 2, as well as a packet with partial sums combining
data from Nodes 2 and 5, forwarded by Node 3.
iv) Aggregation phase, see Algorithm 5. To create the packet to be broadcast at round r,
Node k aggregates the partial sums available in R(k) at round r −1 and which were not previously
aggregated. This is done by summing the available partial sums to produce d(k)r and merging the
related tag vectors to produce t(k)r . In order to avoid duplication of terms in the sums, rows i and
j of R(k) can be merged in
(
t(k)r , d
(k)
r
)
iff the intersection of i-th and j-th row tag vectors is empty.
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Round From Node Data Tag vector
0 2 δ2 0 1 0 0 0 0 0
1
1 δ1 1 0 0 0 0 0 0
4 δ4 0 0 0 1 0 0 0
7 δ7 0 0 0 0 0 0 1
2
1 δ3 0 C 1 0 0 0 0
4 δ6 0 C C 0 0 1 0
7 δ5 0 C 0 0 1 0 0
Table 2.4: Table R(2) for Node k = 2 using TAS in the network of Figure 2.1; C indicates
elements that have been removed from the tag vector and partial sums during the distillation
phase
If this condition is not met, only the row with smallest index is aggregated in a transmitted
packet.
Example 8 (Aggregation phase) Consider the evolution of R(2) for Node 2 given in Table 2.4.
At the end of round r = 1, Node 2 holds partial sums related to the data from Nodes 1, 2, 4, and
7, stored in δ1, δ2, δ4, and δ7. A packet containing δ2 has already been transmitted in round
r = 1. The other tag vectors do not intersect, as a consequence, the aggregated sums will involve
δ1, δ4, and δ7.
The distillation phase facilitates the aggregation and wrap-up phases. Moreover, it allows to
get sparser tag vectors, which may then be more efficiently combined.
v) Transmission phase, see Algorithm 6. The message obtained at the end of the aggregation
phase is broadcast to all neighbor nodes. After the last transmission phase, the objective for
Node k is the computation of the local confidence region, using the data collected so far and
aggregated in the final partial sum δ(k)F , evaluated in the wrap-up phase. The information diffusion
process stops for Node k when it has collected all the information from other nodes or, more
realistically, when a certain time has expired.
vi) Wrap-up phase, see Algorithm 7. The wrap-up phase can be performed by a node
whenever it needs to compute the confidence region during or at the end of the information
diffusion process. For that purpose, Node k evaluates a linearly weighted sum δ(k)F =
∑
l b̂
(k)
l δ
(k)
l ,
where δ(k)l contains the partial sums at the l-th row of R
(k) and b̂(k) is a vector of weights. The
non-zero entries of b̂(k) select the rows of R(k) to be combined in the partial sums.
To obtain b̂(k), consider the tag matrix T(k) of R(k), with elements t(k)l,i , with l and i denoting
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the row and column indexes, respectively. If T(k) is of full rank n, then R(k) contains a contribu-
tion from all nodes of the network and as in network coding, one may retrieve each individual
contribution via Gaussian elimination performed on T(k) and proceed at the considered node in
the same way as for the centralized SPS.
A second case is when n(k) columns of T(k) contain 1s and the rank of T(k) is also equal to
n(k). In this case, only n(k) nodes have contributed to the partial sums stored in the rows of R(k).
Since T(k) is of rank n(k), it is again possible to recover via Gaussian elimination the individual
contributions of a subset I of n(k) out of the n nodes. Provided that3 n(k) > n′, QI will be
invertible and one will be able to obtain a LS estimate and its corresponding confidence region
from a subset of n(k) data. When n(k) < n′, more rounds have to be performed.
The last case to be considered is when n(k) columns of T(k) contain 1s and the rank of T(k) is
strictly less than n(k). In that case, one may try to search the solution of the following constrained
optimization problem
b̂(k) = arg max
b
bTT(k)1, (2.20)
with the constraints
c(k)i =
∑
l
bl t
(k)
l,i ∈ {0, 1}, i = 1, 2, . . . , n. (2.21)
det
∑
l
bl
( ∑
k∈t(k)
l
ϕkϕ
T
k
)
, 0. (2.22)
The constraints (2.21) are related to the presence indicator of the quantities associated to Nodes
i = 1, . . . , n. Imposing c(k)i ∈ {0, 1} in (2.21) ensures that all measurements contribute similarly
to the final sign perturbed sums, with some measurements possibly not contributing at all. In
the latter case, one obtains a confidence region associated to the LS estimate of θ∗ involving
only the corresponding subset of sensor measurements. Since local quantities in (2.14) cannot
contribute more than once, to keep their independence, one should have c(k)i ∈ {0, 1}. The
constraint (2.22) is introduced to allow the computation of an approximation of Q−1/2n relying
on possibly less than n terms. The constrained integer programming problem (2.20)-(2.22) is
NP-hard in general. If the constraint (2.22) is verified only a posteriori, one gets a linear cost
function and (2.21) can be formulated as quadratic equality constraints. A further relaxation of
(2.21) can be considered imposing only that c(k)i ∈ [0, 1]. One gets then a linear programming
problem, easier to solve, but that may provide a solution quite far from that of the original integer
programming problem. More precisely, if for the solution, c(k)i ∈ ]0, 1[, the i-th measurement
3Remember that n′ < n is such that for all subsets of indexes I ⊂ {1, . . . , n} with |I | > n′, the regressors are
such that detQI , 0.
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will not contribute with a unit weight. One obtains at the best a weighted LS estimate of θ∗ and
its associated confidence region, and not the original LS estimate from equally-weighted data.
An alternative sub-optimal wrap-up algorithm is provided in Section 2.3.3, which is less energy
demanding owing to the lower computational effort required. The idea is closely related to that
of the aggregation algorithm. The main difference is that in the wrap-up algorithm, the rows of
R(k) are first sorted by decreasing order of the weight of the rows of the tag matrix T(k). The
idea is to perform the aggregation starting with the partial sums to which a maximum number
of nodes have contributed. The gap between the solution provided by this heuristic algorithm
and the one obtained by solving (2.20)-(2.22) can be upper-bounded by considering the number
of column n(k) of T(k) containing 1s. Since n(k) represents the number of different nodes that
have contributed to one of the partial sums stored in R(k), the optimal wrap up performed solving
(2.20)-(2.22) cannot aggregate data from more than n(k) nodes. The gap is thus less than the
difference between n(k) and the number of aggregated data from different nodes, i.e., the number
of 1s in the final aggregated tag vector. In any case, before starting the final wrap-up, a node
should have a matrix T(k) such that n(k) > n′ to have a chance wrapping-up data from enough
nodes to get an invertible matrix QI . A relaxed version of the optimization problem (2.20-2.22),
considering only the constraints (2.21) can be easily solved by linear programming. Once a
solution has been found, one may verify whether (2.22) is satisfied. If it is not the case, (2.20)
and (2.21) can be supplemented with additional inequality constraints to exclude the previously
found solution and search for a new solution. When Phases ii) to v) have not been sufficiently
iterated, it may happen that no satisfying solution to the optimization problem (2.20)-(2.22) can
be found. Once a satisfying solution has been found, Node k can locally compute an exact
confidence region based on δ(k)F , from which the following quantities are evaluated
s˜(k)0 (θ)=Q˜−1/2
n∑
i=1
c(k)i ϕi
(
yi −ϕTi θ
)
(2.23)
s˜(k)j (θ)=Q˜−1/2
n∑
i=1
c(k)i a j,iϕi
(
yi−ϕTi θ
)
∀ j=1, . . . ,m− 1, (2.24)
with
Q˜ =
1∑n
i=1 c
(k)
i
n∑
i=1
c(k)i ϕiϕ
T
i . (2.25)
Various confidence regions may then be defined and evaluated from (2.23) and (2.24). Note that
(2.23) is the set of normal equations that would be obtained in a centralized context, considering
a weighted least-squares estimator, with a diagonal weight matrix C(k) = diag
(
c(k)1 , . . . , c
(k)
n
)
.
Similarly, (2.24) is the sign perturbed sum that would be obtained when considering weighted
least-squares. In [28] it is shown that the confidence region, obtained considering (2.23) and
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(2.24) in (2.8) is also a non-asymptotic confidence region. Reaching completion of the informa-
tion diffusion algorithm entails that the ck,i are all equal to one, (FL) or equal to 1/N (consensus)
or comprised between 0 and 1 (TAS algorithm). This implies that with a flooding or consensus
approach it is always possible to have an asymptotic (in time) thus ensuring equivalence with the
centralized scenario. In case of truncation, instead, the ck,i fall in the interval [0, 1], their values
depending on the applied information diffusion procedure: In case that the TAS or a consensus
approach are applied they might take any value in [0, 1], otherwise, with flooding, only 0 and 1
are possible values. while for the TAS algorithm this property depends on the network topology.
If several satisfying solutions for (2.20-2.21) have been found, the one maximizing (2.22) should
be selected to get the smallest confidence region, as in D-optimal experiment design [55].
Remark 10 The TAS algorithm is inspired from network coding [56,57]. The main difference is
that Node k does not need to recover, by means of Gaussian elimination, the privy data of all
nodes, but the decoding of their partial sums suffices.
Remark 11 The efficiency of TAS with respect to FL comes from the fact that the size dTAS of
the data sets exchanged does not increase as the number of rounds does, as it happens in FL.
2.3.3 TAS Pseudo Code
The pseudo-codes for each phase of the TAS algorithm are reported in Algorithms 2 to 7. The
TAS algorithm is run similarly at each node of the network. The superscript (k) is thus omitted to
lighten notations. All variables are assumed to be global.
Algorithm 2 Initialization
Get local sensor measurement
1: yk ← PerformMeasurement
Format data and transmit to neighbors
2: create tag vector t according to (2.17)
3: create data vector δ according to (2.18)
4: TransmitToNeighbors (t, δ)
Initialize R with local infos
5: R.T = t
6: R.D = δ
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Algorithm 3 Reception
Get node indexes from which packets are received
1: idx← GetNodeIdx
Update reception structure Rx with the tags and partial sums received from neighbors stored
in Node(i).t and Node(i).δ
2: for i=1 to length(idx) do
3: Rx.T← [Rx.T; Node(idx(i)).t]
4: Rx.D← [Rx.D; Node(idx(i)).δ]
5: end for
Algorithm 4 Distillation
Distillation of new and already stored infos
1: for lx=1 to NbRows(Rx.T) do
2: for l=1 to NbRows(R.T) do
3: if R.T(l) ⊂ Rx.T(lx) then
Clear received packet from already stored data
4: Rx.T(lx) ← Rx.T(lx) −R.T(l)
5: Rx.D(lx) ← Rx.D(lx) −R.D(l)
6: end if
7: if Rx.T(lx) ⊂ R.T(l) then
Clear already stored data from received data
8: R.T(l) ← R.T(l) −Rx.T(lx)
9: R.D(l) ← R.D(l) −Rx.D(lx)
10: end if
11: end for
Any distilled received data is appended to R 
12: if Rx.T(l x) , 0 then
13: R.T← [R.T; Rx.T(lx)]
14: R.D← [R.D; Rx.D(lx)]
15: end if
16: end for
Clear reception structure of current node
17: clear Rx
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Algorithm 5 Aggregation
 Perform aggregation of Tags and partial sums. Using boolean flag vector Agd, already
aggregated infos are no more considered for aggregation in subsequent rounds 
1: t← 0 Initialize aggregated tag vector
2: δ ← 0 Initialize aggregated data vector
3: for l=1 to NbRows(R.T) do
4: if Agd(l) = false then
5: if R.T(l) ∩ t = 0 then
6: t← t + R.T(l)
7: δ ← δ + R.D(l)
8: Agd(l) = true l-th row of R.T flagged as aggregated
9: end if
10: end if
11: end for
Algorithm 6 Transmission
1: if t , 0 then
2: TransmitToNeighbors (t, δ)
3: end if
Algorithm 7 Wrap-up
Sorts lines of R by decreasing weight of lines of R.T
 Perform aggregation of tags and partial sums.
1: t← 0 Initialize wrapped-up tag vector
2: δ ← 0 Initialize wrapped-up data vector
3: for l=1 to NbRows(R.T) do
4: if R.T(l) ∩ t = 0 then
5: t← t + R.T(l)
6: δ ← δ + R.D(l)
7: end if
8: end for
2.3.4 Consensus algorithm
Given that the SPS algorithm does not require the single terms appearing in (2.13) and (2.14)
but rather their sum, a possibility to compute (2.13) and (2.14) in a distributed way, is using
an average consensus algorithm [58–61], converging to (2.15), as proposed in [29]. For this
information diffusion strategy, R(k) is always composed of a single row, storing the consensus
state vector. Further details can be found in [29,58–61]. Consensus algorithms will be considered
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in the numerical results section, anyway I will not put more emphasis since they showed a poor
performance in terms of generated traffic load and convergence speed, as investigated in [29].
2.4 Theoretical Analysis on various network topologies
In this section, the amount of transmitted data for distributed confidence region characterization is
analyzed for both FL and TAS. Their performances are compared on different logical topologies,
with particular reference to generic trees, that is trees with an arbitrary number of children for
each node (Section 2.4.1), binary trees (Section 2.4.2) and clustered networks (Section 2.4.3),
that are the most commonly used topologies in practical applications [9]. Section 2.5 considers
also completely unstructured networks.
Recall that dF, given by (2.12), denotes the numbers of real-valued scalars (possibly quan-
tized) that a single data (measurement and vector of regressors) is composed of when the FL
algorithm is used. With the FL algorithm, a packet usually contains several data, and thus an
integer multiple of dF scalars. Similarly, dTAS, given by (2.16), is the fixed amount of (possibly
quantized) real-valued scalars that are carried by a packet transmitted by a given node when
considering the TAS algorithm.
The transmission cost of the tag vector, consisting of n binary values, is the same across
transmission rounds, and whatever the information diffusion strategy.
2.4.1 Tree Topology
The tree topology is one of the most common logical topology encountered in WSNs. It might
be the consequence of a particular physical deployment of nodes or the result of a spanning
tree routing procedure. Usually, tree topologies resulting from routing algorithms specifically
designed for WSNs introduce some constraints in the way data travel, according to energy saving
strategies. For instance, only nodes at a single level of the tree may be allowed to transmit during
each round and nodes belonging to that level can communicate only with nodes belonging to the
successive level [62], as all the other nodes are in sleep state. For this reason, the generic tree
topology addressed in this section will be investigated assuming that a message broadcast by a
node in the forward phase is only exploited by its parent. This hypothesis will be removed in
Section 2.4.2, addressing the particular case of binary trees, that discusses also what happens
when children nodes can overhear transmissions carried out by their parents.
Consider now a generic tree topology, i.e., a tree where each node has an arbitrary, yet known,
number of children, possibly zero. Denote with λ(`) the number of nodes at Level ` and with
λ(`) the number of nodes at Level ` that have no children, with ` ranging from ` = 0 (the root) to
` = L (the leaves). Of course λ(0) = 1, since the tree is single rooted. The total number of nodes
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L=4
Figure 2.2: Generic tree topology with L = 4, where λ(0) = 1, λ(1) = 2, λ(2) = 4, λ¯(2) =
1, λ(3) = 8, λ¯(3) = 6, λ(4) = λ¯(4) = 3.
forming the network is therefore n =
∑L
`=0 λ (`). An example of these networks is depicted in
Figure 2.2.
FL algorithm
The amount of data that needs to be transmitted in the forward phase from Level L to Level L − 1
is fL,L−1 = λ (L) dF. When 1 6 ` < L, this amount, from Level ` to Level ` − 1, is f`,`−1 =
(λ (L) + · · · + λ (`)) dF. In the backward phase, the amount of data that needs to be transmitted
from Level 0 to Level 1 is b0,1 = ndF. When 1 6 ` < L, from Level ` to Level ` + 1, it is
b`,`+1 =
(
λ (`) − λ (`)
)
n dF.
Finally, the amount of data that has to be transmitted with the FL algorithm to share all data
between nodes in the network is
nGTFL =
(
λ (L)+(λ (L)+λ (L − 1))+ · · · +
L∑`
=1
λ (`)
)
dF
+n dF +
L−1∑`
=1
(
λ (`) − λ (`)
)
ndF
= Ln dF−
(
λ (0)+(λ (0)+λ (1))+ · · · +
L−1∑`
=0
λ (`)
)
dF
+n2dF − λ (L) n dF −
(
L−1∑`
=0
λ (`)
)
n dF. (2.26)
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TAS algorithm
In the forward phase, the TAS distillation and aggregation phases take place after each trans-
mission round. The data reaching the root corresponds to the elements required to evaluate the
unperturbed and perturbed sums that would be obtained in a centralized version of the algorithm.
This way of operating ensures thus an exact retrieval of the entire sums (2.5) and (2.6). In the
backward phase, this information is spread over the tree without any further processing. As
already mentioned, all data packets have a constant size dTAS.
The amount of data to be transmitted in the forward direction from Level ` to Level ` − 1 is
λ (`) dTAS. In the backward direction, from Level ` to Level ` + 1, it is
(
λ (`) − λ (`)
)
dTAS, since
nodes without children do not transmit further. Accounting for both phases, one gets
nGTTAS =
(
L∑`
=1
λ (`)
)
dTAS +
L−1∑`
=0
(
λ (`) − λ (`)
)
dTAS
= (2n−1)dTAS−λ(L)dTAS−
(
L−1∑`
=0
λ (`)
)
dTAS. (2.27)
Starting from the general expressions (2.26) and (2.27), in Section 2.4.2 I investigate the
amount of data transmitted by FL and TAS in the significant case of binary trees.
2.4.2 Binary Tree Topology
Consider a single-rooted complete binary tree with L + 1 levels, ranging from the root at level
` = 0 to the leaves at level ` = L. In this case,
λ (`) = 2` , (2.28)
λ (`) = 0 for ` = 0, 1, ..., L − 1 , (2.29)
n =
L∑`
=0
λ (`) = 2L+1 − 1 . (2.30)
FL algorithm
Using (2.28), (2.29), and (2.30) in (2.26), the amount of data transmitted by FL in a generic
tree can be specialized for the binary tree case. Given (2.28), (2.30) and (2.29), the amount of
data transmitted by FL in a generic tree, given by (2.26), can be specialized for the binary tree
case Starting from Level L, each node of that level broadcasts its own local data. Then, parent
nodes process the received data with their own and broadcast the appropriate packet to their
parents. This process (forward phase) is repeated until the root is reached. During the backward
phase, the tree is then traveled from Level 0 to Level L. Nodes participate only in (at most
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two) rounds of transmission involving the level they belong to. On these tree topologies, tag
vectors may be avoided. Usually, tree topologies resulting from routing algorithms specifically
designed for WSNs introduce some constraints in the way data travel according to energy saving
strategies. For instance, during each transmission round a single level of the tree may be active
and nodes belonging to that level can comunicate only with nodes belonging to the successive
or previous level [62]. For this reason two variants of the FL algorithm will be considered. In
the forward phase, one assumes that a message broadcast by a node is only exploited by its
parent, or by its parent and its two children. The two variants are denoted FL-U and FL-B for
unidirectional and bidirectionnal processing (when children also process the message). Clearly,
a message broadcast by a node may be overheard by many more nodes. The amount of data to
be transmitted in the forward phase by nodes from
• Level L to Level L − 1 is fL,L−1 = 2LdF, since there are 2L nodes at Level L, each
transmitting its own data;
• Level L − 1 to Level L − 2 is fL−1,L−2 = 2L−1 (2 + 1) dF = 2L−1
(
22 − 1) dF, since there are
2L−1 nodes at Level L − 1, each of which broadcasts its own data plus the data it received
from its two children;
• Level ` to Level ` − 1 is f`,`−1 = 2`
(
2L−` + · · · + 1) dF = 2` (2L−`+1 − 1) dF, since there
are 2` nodes at Level `, each of which broadcasts its own data plus the data it received
from its two children;
• Level 1 to Level 0 is f1,0 = 2
(
2L−1 + · · · + 1) dF = 2 (2L − 1) dF.
In the backward phase, the amount of data to be transmitted by nodes from
• Level 0 to Level 1 is b0,1 =
(
2L+1 − 1) dF, since the root has to transmit the data collected
by all nodes to its children;
• Level ` to Level ` + 1 is b`,`+1 = 2`
(
2L+1 − 1) dF, since there are 2` nodes at Level `;
• Level L − 1 to Level L is bL−1,L = 2L−1
(
2L+1 − 1) dF.
Finally, the amount of data that has to be transmitted with the FL-U algorithm to share all data
between nodes in the network is
NBTFL =
(
L∑`
=1
2`
(
2L−`+1 − 1
)
+
L−1∑`
=0
2`
(
2L+1 − 1
))
dF
=
(
L2L+1 − 2
(
2L − 1
)
+
(
2L+1 − 1
) (
2L − 1
))
dF
=
(
22L+1 +
(
L − 5
2
)
2L+1 + 3
)
dF. (2.31)
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Using (2.30) in (2.31), one gets
nBTFL =
( (n + 1)2
2
+
(
log2 (n + 1) −
7
2
)
(n + 1)+3
)
dF
' (n + 1)
2
2
dF. (2.32)
for n sufficiently large.
If we remove the hypothesis that nodes enter in a sleep state at the end of their transmission
round (thus allowing bidirectional communications), it is true that a message transmitted by a
node in the forward phase can be processed also by its children. This property can be used in the
backward phase by FL (denoted in this case FL-B) to reduce the amount of data to propagate.
In this case (2.26) boils down to here, a message transmitted by a node in the forward phase is
processed by its parent and by its children. In this backward phase, this property is used by the
FL-B algorithm to reduce the amount of data to propagate backwards. In the backward phase,
accounting for the data heard by children of a nodes broadcasting to their parents, the amount of
data to be transmitted by nodes from
• Level 0 to Level 1 is b0,1 =
(
2L+1 − 1) dF, since the root has to transmit the data collected
by all nodes to its children;
• Level 1 to Level 2 is b1,2 = 2
( (
2L+1 − 1) dF − (2L − 1) dF) = 2L+1 (21 − 1) dF, since there
are 2 nodes at Level 1 and each node at Level 2 has already received all data from
(
2L − 1)
nodes brodcast in the forward phase;
• Level ` to level ` + 1 is b`,`+1 = 2`
( (
2L+1 − 1) dF − (2L−`+1 − 1) dF) = 2L+1 (2` − 1) dF,
since there are 2` nodes at Level ` and each nodes at Level ` + 1 has already received data
from
(
2L−`+1 − 1) nodes broadcast in the forward phase;
• Level L−1 to level L is bL−1,L = 2L−1
( (
2L+1 − 1) dF − (22 − 1) dF) = 2L+1 (2L−1 − 1) dF.
Finally, the amount of data that has to be transmitted with the FL-B algorithm to share all data
between nodes in the network is
nBTFL-B =
(
L∑`
=1
2`
(
2L−`+1 − 1
)
+
(
2L+1 − 1
)
+
L−1∑`
=1
2L+1
(
2` − 1
))
dF
=
(
L2L+1 − 2L+1 + 2 +
(
2L+1 − 1
)
+ 2L+1
(
2L − 2 − (L − 1)
))
dF
=
(
2L+1
(
2L − 1
)
+ 1
)
dF. (2.33)
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Using again (2.30) in (2.33), one gets
nBTFL-B =
(
(n + 1) 1
2
(n − 1) + 1
)
dF
=
n2 + 1
2
dF (2.34)
=
(n + 1)2
2
dF − n dF. (2.35)
One observes that nBTFL > n
BT
FL-B. As expected, accounting for data overheard by children in
the forward phase reduces the amount of data to be transmitted. For large networks, however,
both (2.32) and (2.35) scale quadratically in n, thus making the bidirectional tree not convenient,
as it is more power consuming.
TAS algorithm
The amount of data transmitted by TAS in the binary tree case can be derived using (2.28), (2.29),
and (2.30) in (2.27), thus obtaining
nBTTAS =
3
2
(n − 1) dTAS. (2.36)
The amount of data to be transmitted in the forward direction from Level ` to level ` − 1 is
2`dTAS, since there are 2` nodes at Level `, each broadcasting a packet of size dTAS. Similarly,
in the backward direction, the amount of data to be transmitted from Level ` − 1 to level ` is
2`−1dTAS. Accounting for both phases, the amount of data that has to be transmitted with the
TAS algorithm to allow each node to evaluate a confidence region is
nBTTAS =
L∑`
=1
2`dTAS +
L−1∑`
=0
2`dTAS
=
(
2L+1 − 2 + 2L − 1
)
dTAS
=
3
2
(N − 1) dTAS. (2.37)
With the TAS algorithm nBTTAS scales thus linearly with n.
Comparison
When comparing (2.32), (2.35), and (2.37), asymptotically, the TAS algorithm is the most
efficient, since the amount of data to be exchanged on the network scales linearly with the
number of nodes n, where it scales in n2 with the other algorithms. Nevertheless, for small values
of n, the fact that dTAS > dF can make the TAS algorithm less efficient.
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Figure 2.3: Critical value n∗TAS>FL, as a function of np, on binary trees, for several values of m.
On a binary tree, TAS is more efficient than FL-B when
(3n − 3)dTAS < (n2 + 1)dF.
Using (2.16) and (2.12) one obtains the following condition(
n2 + 1
)
K1 − 3n + 3 > 0, (2.38)
where
K1 =
np + 1(
np + np
np+1
2
)
m
.
For sufficiently large n, (2.38) is always satisfied, for all np and m. Moreover, when n is larger
than
n∗TAS>FL =
3 +
√
9 − 4K1 (3 + K1)
2K1
, (2.39)
TAS is more efficient than FL. Figure 2.3 represents n∗TAS>FL as a function of np, considering
m = 10, m = 20, and m = 40. The behaviour is not exactly linear, but when np grows large,
K1 ≈ 2npm and n∗TAS>FL ≈ 32npm.
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2.4.3 Clustered Topology
Consider a clustered network, formed by n nodes, structured on a single level of hierarchy, as
depicted in Figure 2.4. The network is hence assumed to be divided into nc clusters. The i-th
cluster comprises a random number of nodes nci , including the clusterhead, that is the special node
responsible for aggregating the local data of its sons. The subnetwork formed by clusterheads
is considered to be fully connected: Clusterheads can directly communicate with each other.
Moreover, each node in a cluster is assumed to directly communicate with its clusterhead (and
vice-versa).
Figure 2.4: A clustered topology. Clusterheads are indicated in red.
FL algorithm
All nodes in a cluster can overhear broadcast transmissions operated by the corresponding
clusterhead. Therefore, the amount of data to be transmitted when employing the FL algorithm is
nCNFL = ((n − nc) + n + (nc − 1) n) dF
= (n − nc + ncn) dF. (2.40)
This is because all nodes, apart from clusterheads, initially transmit their local information to
clusterheads, leading to (n − nc)dF transmitted scalar data. Then clusterheads broadcast the
received data and their own, thus forming a total flow of ndF scalar data. At this point, all
nodes in each cluster are completely informed about data related to their respective cluster.
Finally, there is a backward transmission during which each clusterhead is transmitting towards
its cluster all the ndF scalar data except the ones that it previously transmitted, leading to further
(nc − 1) ndF transmitted scalars, composed of nc clusterheads transmitting not n, but (n − nci )dF
scalar data, i.e., a total of
∑nc
i=1
(
n − nci
)
dF = (nc − 1) ndF.
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TAS algorithm
On this topology, the TAS algorithm transmission phases can be organized as follows. At the be-
ginning, each node, with the exception of clusterheads, transmits the partial sums calculated with
its own data, corresponding to dTAS real values per node. Then each clusterhead aggregates the
local data of all nodes in its cluster. Successively, clusterheads transmit to all other clusterheads
their aggregated data. Since the network of clusterheads is fully connected, a single broadcast
transmission for each of the clusterheads suffices for all clusterheads being capable to construct
the completely aggregated data. The amount of scalar data, that has to be transmitted, is thus
nCNTAS = ((n − nc) + nc + nc) dTAS = (n + nc) dTAS.
This accounts for the initial n − nc transmissions and the subsequent actions of clusterheads, that
should broadcast to each other the partially aggregated data and then broadcast, towards nodes
forming their cluster, the completely aggregated data.
Comparison
TAS is better than FL when nCNTAS < n
CN
FL , i.e., when
(n − nc + ncn) dF − (n + nc) dTAS > 0(
1 +
nc(n − 2)
n + nc
)
dF
dTAS
> 1. (2.41)
With n sufficiently large, one has(
1 +
nc(n − 2)
n + nc
)
dF
dTAS
≈ (nc + 1) dFdTAS .
This implies that TAS is better than FL when
nc >
dTAS
dF
− 1.
Remark 12 In Section 2.3 I indicated that the TAS algorithm proposed in this paper is meant
as a topology-agnostic information diffusion strategy. Of course, given the network topology,
specialized information diffusion strategies can be designed, likely providing better performance.
For instance, in the case of the clustered topology here considered, one could imagine a mixed
FL+TAS approach in which, during the first transmission phase, each node of a cluster conveys to
the clusterheads dF data, composed by its privy data with no aggregation (as done by FL). Then,
the tagged and aggregated sums are evaluated by the clusterheads, that make data circulate as
dictated by TAS. In this case, the amount of scalar data that has to be transmitted is
nCNFL+TAS = (n − nc) dF + 2ncdTAS,
which is always lower than nCNTAS. Morevover one has n
CN
FL+TAS < n
CN
FL as soon as n > 2
dTAS
dF
.
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2.5 Simulation Results
In this section, all simulations results have been obtained considering sensor nodes randomly
deployed over a square of side of one measurement unit. The nodes transmit information over
lossless links (i.e., no transmission errors and no packet collisions), while confidence regions have
been evaluated with the interval analysis techniques described in [52] and the Intlab library [63]
for interval computations. Data are generated considering the model (2.1), with randomly
generated parameters and regressors using realizations of independent zero-mean unit variance
Gaussian variables. The noise corrupting data is also zero-mean Gaussian, with a variance
adjusted to get a signal-to-noise ratio of 15 dB. First, one numerically investigates the effect on
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Figure 2.5: Projections of a 90% confidence region computed at node 1 after 4 consensus
iterations. A random unstructured network of n = 100 nodes is considered.
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Figure 2.6: Projections of a 90% confidence region computed at node 1 after 30 consensus
iterations. A random unstructured network of n = 100 nodes is considered.
the shape of the confidence region of information diffusion of a part of the measurements. To this
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Figure 2.7: Behavior of the TAS algorithm with a random unstructured topology, as a function
of the round index.
purpose, I instantiate a random unstructured network of n = 100 nodes, uniformly distributed over
a unit area, and consider a true parameter value θ∗ = [θ1, θ2, θ3] = [0.2, 0.3, 0.4]. The inter-node
communication range is set to dcomm =
√
log2 n
2n . According to [64], this range guarantees almost
sure connectivity of a network of n nodes, deployed on a finite area. A truncated Metropolis
consensus algorithm [29, 58, 60] is considered for the distributed computation of confidence
regions. Similar results may be obtained also for the other information diffusion strategies,
considered in Section 2.3. Figs. 2.5 and 2.6 show the confidence region computed at node 1 after
4 and 30 iterations, respectively, projected over the planes (θ1, θ2) and (θ2, θ3). As expected, the
volume of the confidence region reduces with the number of rounds and measurements collected.
One should observe, however, that conditionally on the available information the confidence
level is the same in the two cases. This has to be borne in mind also in the remainder of this
section: Any truncation affected confidence region always keeps the same level of confidence
as the one of the confidence region that would be obtained after a complete gathering of the
information.
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2.5.1 Behavior of the TAS algorithm
One considers here a random unstructured topology to see how information propagates within the
network with the TAS algorithm. Figure 2.7 describes the evolution as a function of the number
of rounds of the average rank of the tag matrices, the average number of data wrapped-up with
the suboptimal wrap-up described in Algorithm 7, and that obtained using linear programming.
With the latter approach, two plots are reported, one is showing the average number of data
contributing to the final sum with a weight within the interval [0.95, 1], the second is the average
number of data contributing, whatever their strictly positive weight. Finally, the average value of
n(k) is provided. Averages are taken over all nodes. For the considered simulation, a network
of n = 100 nodes is investigated. The corresponding graph is connected with an average node
connectivity of 6.38 and a diameter of 13.
One observes first that the average rank increases slower than n(k). The sum of the contribu-
tions of all nodes may thus be obtained before obtaining each individual contribution. Second,
the wrap-up via linear programming is able to collect most of the data, even if their weight is
not necessarily one in the final sum. The suboptimal wrap-up algorithm performs somewhat
worse than the wrap-up via linear programming, but is able to gather an amount of data close to
that contributing with a weight close to 1 in the wrap-up using linear programming. Moreover,
all these quantities increase fast in the first rounds and slower after several rounds. This is due
to the fact that at the beginning, each packet contains new information, whereas packets in the
last rounds contain only limited new information. Moreover, the aggregation phase has more
difficulties to aggregate tag vectors received in the last rounds, which contains already many
contributions from different nodes and are likely to contain at least partly similar contributions.
When the network is more structured, this phenomenon does not appear and the aggregation can
be performed more efficiently.
Considering the diameter of the network, with a FL algorithm, without packet size limitation,
all data would have reached all nodes in 13 rounds. On this unstructured topology, TAS is clearly
less efficient, since with the suboptimal wrap-up, about 65% of the data have been gathered,
whereas with wrap-up using linear programming, between 60% of the data are contributing with
a weight close to 1 and 90% with a non-zero weight.
However, on such unstructured topology, the performance of the TAS algorithm may be
improved considering variants of the aggregation phase, which may aggregate packets even if
they have common contributions. This requires integer tag vectors. The distillation and wrap-up
phases have to be adopted accordingly. This variant of TAS is close to network coding, but again,
one is interested in the sum of the contributions of each node, and not in each contribution.
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2.5.2 TAS vs FL
In order to compare the TAS and the FL algorithms, I consider random trees and random
unstructured topologies, with the same order of magnitude in terms of number of nodes. For what
concerns the analysis on random trees, I build a spanning tree on top of a random unstructured
network, setting the inter-node communication range dcomm =
√
log2 n
2n . According to [64], this
range guarantees almost sure connectivity of a network of n nodes, deployed on a unit area. For
each n (see the horizontal axis in Figure 2.8), 100 connected network realizations are instantiated.
TAS and FL are compared in terms of the required number of data to be transmitted in each
network realization. The success rate of TAS is the percentage of network realizations that
proved favorable to TAS, i.e., for which fewer measurements need to be exchanged to get all
data reaching all nodes of the network.
Figure 2.8 shows this success rate as a function of n, for several values of np. As foreseen in
the theoretical analysis in Section 2.4, there always exists a threshold value of n, depending on
np, above which the TAS outperforms the FL algorithm, i.e., the percentage closes to 100%.
I now investigate the trade-off between the confidence region volume and the amount of data
transmitted by each node. Figure 2.9 shows the average volume of 90% confidence region as a
function of the average amount of data that is communicated by each node. The volume and data
amount are averaged across all nodes and across 100 random tree realizations, while simulation
parameters are set to np = 2, q = 1, n = 100 and m = 10. Figure 2.9 helps in determining the
amount of data that needs to be transmitted by each node on average to obtain a given confidence
region average volume. One can observe that the TAS algorithm outperforms the FL to achieve
meaningful small volume values, in terms of the average amount of data transmitted by each
node.
Similar results can be obtained on clustered networks. The number of clusters is set to nc = 20
and the average number of per cluster nodes is set to E[Nci ] = 7 (the parameter dimension is
np = 2, while q = 1 and m = 10). In particular, Fig. 2.10 shows the average volume of the
confidence region, across nodes and 100 clustered network realizations. Here the number of
computed pairs volume-amount of data is much lower than that of random trees, due to the fewer
transmission rounds. The average amount of data transmitted by each node, needed to obtain
meaningful small volumes, is lower when employing the TAS algorithm, as it was on random
trees. Finally, consider a random unstructured network, setting n = 100 and np = 3. As shown
in Figure 2.11, the FL algorithm behaves better than TAS, providing lower volume values for the
same amount of data. For comparison, it is also shown how both the FL and the TAS algorithm
outperform the state-of-the-art consensus algorithms, independently of the considered consensus
matrix (Metropolis [58] or Perron [41]).
This section confirms the general behavior that was highlighted in Section 2.4: On structured
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Figure 2.8: Percentage of network realizations favorable to TAS, in terms of required data
exchanges, compared to FL, as a function of the number of nodes forming a random tree
topology for different values of np. 100 random tree realizations are considered for each value of
n.
topologies, such as random trees and clustered networks, there is an advantage in employing
the TAS algorithm when the network dimension is sufficiently large. On unstructured networks
of comparable size, the FL produces the best results, but, in any case, the absolute amount of
data transmitted by each node is much larger than in structured networks. This suggests the
adoption of structured networks, together with the TAS algorithm for the distributed computation
of confidence regions, when the network traffic load for data diffusion is particularly critical.
2.6 Experimental results
This section describes the practical implementation of both TAS and FL on the commercial
sensor nodes EMB − Z2530PA [65] deployed in a real scenario. This implementation allows to
account for the impact of the MAC layer.
2.6.1 Devices Characterization
Embit sensor nodes EMB − Z2530PA were used to investigate the performance of the above-
described algorithms in actual scenarios. EMB−Z2530PA incorporates a temperature sensor, an
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Figure 2.9: Average volume, across nodes and 100 random tree realizations, of the 90% confi-
dence region. Simulation parameters are set to n = 100, np = 2, q = 1, and m = 10.
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Figure 2.10: Average volume, across nodes and 100 clustered network realizations, of the 90%
confidence region. Simulation parameters are set to np = 2, q = 1, nc = 20, and m = 10.
IEEE 802.15.4 ZigBee communication device and a Texas Instruments CC2530 microcontroller
(with 8 Kbyte of RAM and 256 Kbyte Flash memory) that controls all operations. It combines
high performance, small dimensions and low cost. The block diagram of the EMB − Z2530PA
is shown in Figure 2.12 [65]. The RF front end includes a power amplifier that allows an output
power up to 20 dBm. Along with the low noise amplifier of the receiving section, that allows a
sensitivity of -105 dBm, it provides a coverage distance up to 500 meters in line of sight.
The radio module is controlled by the RF core, which is composed by a modulator, a
demodulator, a finite state machine (that controls the transceiver state and most of the dynamically
controlled analog signals), an automatic gain control (to adjust the gain of the low noise amplifier),
a frame filtering and source matching, a frequency synthesizer (that generates the carrier signal),
a command strobe processor (that process all commands issued by the CPU), and a RAM
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Figure 2.11: Average volume, across nodes, of the 90% confidence region. A random unstruc-
tured network of 100 nodes is considered.
memory. According to the IEEE 802.15.4 standard, carrier frequencies from 2394 MHz to
2507 MHz are supported. IEEE 802.15.4 specifies 16 channels, 5 MHz apart, within the 2.4
GHz band, numbered from 11 to 26. The center frequency of a channel is given by [66]
f = 2405 + 5 (k − 11) MHz with k = 11 . . . 26. The modulated signal is an offset-quadrature
phase shift keying (O-QPSK) with half-sine chip shaping, in which each chip is shaped as a
half-sine, transmitted alternately in phase and in quadrature channels with one-half chip period
offset. The transmission register can hold 128 bytes. The carrier sense multiple access with
collision avoidance (CSMA/CA) protocol is used to share the access to the medium. A node
listens to the channel before transmission to determine whether someone else is transmitting
or not. If the channel is idle the node can transmits, otherwise a back-off algorithm starts. The
back-off time is randomly chosen in a range between zero and W − 1, where W is the contention
window length. After each unsuccessful transmission the back-off windows size is doubled up to
a maximum value; once the back-off window size reaches its maximum value it will stay at that
value until it is reset after a given number of transmission attempts. The Embit devices are easily
programmable through the CC debugger provided by Texas Instruments (Figure 2.13). They can
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Figure 2.12: Block diagram for the EMB − Z2530PA.
Figure 2.13: Representation EMB − Z2530PA sensor with debugger.
be used in many applications, such as building automation, metering, industrial automation and
healthcare.
2.6.2 Data Packets
Figure 2.14 shows the schematic view of IEEE 802.15.4 frame format. The synchronization
header (SHR) consists of a preamble sequence followed by the start of frame delimiter (SFD),
while the PHY header consist only of the frame length field. The frame control field, data
sequence number and address information follow the frame length field, while at the end of the
MPDU the frame check sequence is calculated over the MPDU following a polynomial definition.
The transmission register can hold 128 bytes and, as we can see in Figure 2.14, considering that
the 16 bytes address information, the maximum achievable payload is 102 bytes. Temperature
measurements are carried out in our experimental setup in order to consider a real application.
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Figure 2.14: Schematic view of the IEEE 802.15.4 frame format.
The measured value is represented with 2 bytes.
FL data packet The FL algorithm generates at runtime a table of information available at
each node. An information already transmitted by a node is never transmitted again by the same
node. The data are stored with their respective tags, that represent the correspondent source node.
The tag length depends on the number of sensors within the network (with a byte is possible to
have up to 255 sensors). During a transmission round, the amount of new data (NIn f o) with the
relative tags (NTAGFL) are transmitted, so at each round the number of transmitted bytes (NT xFL)
with np = 1 results
NT xFL = NIn f o (2 + NTAGFL) . (2.42)
TAS data packet The TAS aggregates the information to reduce the number of transmitted bytes.
Also the TAS algorithm creates at runtime a table of information available at each node and an
information already transmitted by a node is never transmitted again by the same node. At each
transmission round, the TAS algorithm derives a partial sum with the new information contained
in the table. Differently from the FL algorithm, the tag is created by setting ones in the position
corresponding to the sensor index; with a byte is thus possible to cover up to 8 sensors. At each
round, the amount of new data (NIn f o) with the relative tags (NTAGTAS) are aggregated and then
transmitted, so at each round the number of transmitted bytes (NT xT AS) with np = 1 is
NT xT AS = 2 + NTAGTAS . (2.43)
2.6.3 Preliminary Results
In this paragraph I evaluate the performance of the FL and TAS algorithms in a simple networks
with 15 or 20 nodes. I considered a flat or a tree network topology.
1. Setting the same transmission time at each sensor
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Figure 2.15: Representation of the collector rule in a random unstructured network.
In the first trial, the same transmission time was set in each sensor to investigate what
happens if all sensors try to transmit at the same time in a small area.
Flat Topology
I set up a network, formed by n sensor nodes, structured on a single level of hierarchy. The
network is fully connected so that each node can directly communicates with the others.
One of these acts as a coordinator, that starts the information diffusion algorithm (either FL
or TAS) and, at the end, collects the amount of packets transmitted/received by all nodes
(Figure 2.15). In particular, the coordinator or collector sends a “start” packet to trigger
either TAS or FL algorithm in each sensor for a finite number of rounds nr. In the first
round each sensor measures and transmits its data, whereas during the other rounds the
sensors receive the information from the other nodes and execute the proper information
diffusion algorithm (TAS or FL) before transmitting the next packet. As a first step, I
evaluated the impact of the back-off algorithm with nr = 10. The behavior of the back-off
algorithm has been controlled changing the maximum number of transmission retries,
that ranges between 0 and 5, the initial length of the contention window Wmin = 2BEmin ,
with BEmin ∈ [0, BEmax], and the maximum contention window size Wmax = 2BEmax , with
BEmax ∈ [3, 8]. At the completion of the nr rounds, the total amount of data received by
each node is counted and transmitted to the collector. The procedure is repeated hundred
times in order to derive the average metrics.
Figure 2.16 shows the percentage of information received by the nodes varying the back-off
parameters with FL algorithm. I set the maximum number of transmission retries equal to
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5; BEmin = 0, 3 or 4, and BEmax = 8. As we can see, collisions highly affect the algorithm
performance. In fact, even in the case with maximum number of transmission retries (5),
BEmin = 4 and BEmax = 8, only 22% of the sensors received all data from their neighbors,
thus showing that collisions are still significant. To further investigate this phenomenon, I
derived the FL performance as a function of n, in the same condition previously assumed.
As can be observed in Figure 2.17, FL algorithm works perfectly when n < 8, then number
of collisions increases, deeply affecting the system performance. For larger values of n the
amount of lost packet increases significantly. Also in TAS algorithm, collisions affect
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Figure 2.16: Percentage of information packets received. Experimental results of FL algorithm
in unstructured topology of 15 nodes, varying the back-off parameters.
the results, but the use of aggregation of information received and the sends of a message
with a predefined length at each round, the maximum number of bytes transmitted by each
sensor is equal to the lengths of the TAS packet multiplied by the number of rounds. At
each round the total number of information bytes sent is
In f osent = Packetlength · n = 4 · 15 = 60. (2.44)
Taking into account that the number of rounds is equal to ten, the total number of informa-
tion bytes sent by the TAS algorithm will be equal to 600 bytes while if the FL algorithm
performance is optimal, the total number of information bytes sent will be equal to 450.
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Figure 2.17: Percentage of received information packets. Experimental results of FL algorithm
in unstructured topology varying the number of devices.
Comparing this results, it is possible to see that FL algorithm performs better than TAS in
random unstructured network.
Tree Topology
Consider a predefined tree topology, a tree where each node has a number of sons defined a
priori in order to better understand how the algorithms work in a tree. The number of nodes
forming the network is considered equal to n and the levels in the tree are indicated by l,
with l ≥ 0. After the initialization the sensors will be connected to each other following
the tree defined a priori, only at this point the algorithm will start. The information will
be broadcast and after a reception filter the right father will receive the information. The
number of rounds is kept at 10 to avoid problems to the execution of the algorithm, but
using a tree with 3 or 4 levels, 2 and 3 rounds are enough for the execution of the system.
At each round sensors send the information to their father until the information will reach
the coordinator at level one. Some configuration with three or four levels have been
created to investigate how the FL algorithm performs in a tree topology. In Figure 2.18 are
shown four different tree with three levels, while in Figure 2.19 are shown four different
tree with four levels. In the figures, sensors are represent by circles and the number
written inside indicates the sensor index. The percentage written near each sensor indicates
the percentage of information received with respect to the maximum possible amount
of information that each sensor can collect since that the information collected by the
collector is not sent back from the collector to the last level.
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Figure 2.18: Examples of experimental results over tree topologies with three levels using FL
algorithm.
As we can see from Figure 2.18 and Figure 2.19, the more the sensors in the tree are
equally distributed, the more the effects of the collisions are masked and the collector
can know more information about the topology. Also here, the impact of the back-off
algorithm affects the performance of the FL algorithm but with the possibility to transfer
information one level at time the performance of the system increases and the collector
can know more information with respect to a random unstructured topology.
Results for different trees with three and four levels that evaluate the performance of
TAS algorithm are shown in Figure 2.20 and Figure 2.21 respectively. As we can see
the percentage of packets lost is greater compared to those seen with FL algorithm,
this underlines the need of TAS algorithm to send more information than FL to obtain
better performance and the fact that in a small tree FL performs better than TAS in
terms of transmission byte (Figure 2.8). Obviously, very small trees are not usual in real
implementations.
2. Without setting the same transmission time at each sensor
Subsequently, the transmission time was set differently in each sensor to consider a
real implementation where sensors start to transmit information only if they have some
information to send to their neighbors. Flat and tree topologies are investigated to evaluate
the impact of the MAC protocol to the applications. The algorithms are performed 100
times to consolidate the results with 10 number of rounds varying the duration. The
MAC parameters are set to standard value as number of retry equal to 5, BEmin = 3 and
BEmax = 5.
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Figure 2.19: Examples of experimental results over tree topologies with four levels using FL
algorithm.
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Figure 2.20: Examples of experimental results over tree topologies with three levels using TAS
algorithm.
Flat Topology
As before, I consider a network formed by n = 15 sensor nodes, structured on a single level
of hierarchy. The network is fully connected so that each node can directly communicate
with the others, one of these acts as a coordinator. To investigate if something changes with
respect to what previously seen, I derided the FL performance in this new implementation
varying the duration of the rounds. As can be observed in Figure 2.22 the FL algorithm
works perfectly even with 15 nodes until the duration of a round is greater than 0.5 seconds
and the number of collisions increases, decreasing the duration, deeply affecting the
system performance. As before, it is possible also to see the percentage of sensors that
have received fewer packets respect the total number.
Also in TAS algorithm, collisions affect the results if the duration of the round is less than
0.5 seconds, and also now, taking into account that the number of rounds is 10, the total
number of information bytes sent by the TAS algorithm will be equal to 600 bytes while if
the FL algorithm performance is satisfactory, the total number of information bytes sent
will be equal to 450. Comparing this results, it is possible to see that the FL algorithm
performs better than the TAS algorithm in a random unstructured network.
Tree Topolgy
Now we can consider a random tree topology, a tree where each node has a number of
children that can vary. The number of nodes forming the network is considered equal to
n = 20 and the levels in the tree are indicated by l, with l ≥ 0. After the initialization
the sensors will be connected to each other starting from the coordinator at the first up
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Figure 2.21: Examples of experimental results over tree topologies with four levels using TAS
algorithm.
74 Chapter 2. Confidence Region Evaluation
0 2 4 6 8 10 12
0
10
20
30
40
50
60
70
80
90
100
round duration (sec)
re
ce
iv
ed
 p
ac
ke
ts
 (%
)
 
 
total information received
−1
−2
Figure 2.22: Percentage of received information as a function of round duration. Experimental
results of FL algorithm in unstructured topology varying the round duration.
to the last level. Each node will ask for some children and only the first sensors that will
send the request of aggregation will be accepted, at this point the algorithm will start. The
information will be broadcast and after a reception filter the right father will receive the
information. The information will be exchanged starting from the lower level up to the first
(coordinator) and they will be forwarded inversely from the coordinator up to the leaves
in order to reach all the nodes. In Figure 2.23 I show the average amount of information
needed to evaluate the confidence region implemented in Matlab simulation. Figure 2.24
shows the cumulative distribution function of the transmitted information in byte of FL
and TAS algorithms over different trees of 20 nodes. Result are shown with a round
duration of 0.25 and 1 second. This figure shows in what extent the MAC layer impacts
the system and results with 0.25 seconds of duration are smaller than the other because
not all the information related to the other sensor has been received and then transmitted.
Comparing Figure 2.23 and Figure 2.24, we can observe that TAS algorithm need to send
more information with respect to the FL algorithm to obtain better performance and in a
small tree FL performs better than TAS in terms of transmission byte as demonstrated and
evaluate with Matlab in Section 2.5.
3. Evaluation in an actual scenario
The performance of FL and TAS algorithms has also been tested in a complex actual
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Figure 2.23: Cumulative distribution function versus the average number of transmission infor-
mation needed for the evaluation of distributed non-asymptotic confidence region computation
of FL and TAS algorithms simulated with matlab in different trees of 20 nodes.
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Figure 2.24: Cumulative distribution function versus the number of transmitted information.
Comparison of the experimental results of FL and TAS algorithms in different trees of 20 nodes
with a round time equal to 1 and 0.25 seconds.
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Figure 2.25: Sensors positions at WiLab laboratory.
Figure 2.26: Impact of transmission range on the number of neighbors.
scenario. In particular, 52 nodes were placed in a 29.50 · 9m2 small office area with
furniture at the WiLab laboratory (Figure 2.25). Differently from the previous cases, where
all sensors can reach each other, the communication range has been changed (properly
setting the transmission power), in order to have a coverage in the order of 3 meters (low
power) and 5 meters (high power). Adjacent nodes in the horizontal and vertical directions
were placed at a distance of 2m. The coordinator, working with the maximum allowable
transmission power (20 dBm) in order to reach all the sensors, was placed in a central
position. In Figure 2.25 the scenario layout is depicted, with the coordinator represented
by an orange circle and the sensor nodes represented by blue circles.
In the first test, an unstructured network has been considered, with nr = 20 and tr = 1s.
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Figure 2.27: Experimental results of the average percentage of information received as a function
of transmission range setting tr at 1 and 0.25 seconds.
The performance of FL and TAS has been evaluated in both cases of low and high power
conditions. Of course, different transmission ranges change the number of neighbors of
each node and impact the measured performance. Figure 2.26 shows that with a transmis-
sion range in the order of 3 meters the number of neighbors is 8, on average, whereas this
values increases to 17 with a coverage range in the order of 5 meters. Figure 2.27 shows
the average percentage of information received as a function of transmission range setting
different value of round duration. As we can see, a reduction of the round duration leads
to reduction in the amount of received information. As expected, the small coverage case
provides better performance, owing to the reduced number of neighbors and, therefore, of
collisions.
Evaluation over random trees are also taken into account by adding to each sensor a random
number of children. As we have seen in the evaluation of the FL performance, the first re-
sults are taken by setting nr = 20 and tr = 1s. Simulation results are present in Figure 2.28,
which shows the cumulative distribution function of the transmitted information in byte of
the FL and TAS algorithms over different trees of 52 nodes. Experimental results, instead,
are shown in Figure 2.29 with tr of 0.25 and 1 second, varying the transmission range. Only
results with low transmission power are shown because the simulation at high transmission
power are very closed to that with tr = 1s. Figure 2.29 shown how the MAC layer impacts
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Figure 2.28: Cumulative distribution function versus the average number of transmission infor-
mation needed for the evaluation of distributed non-asymptotic confidence region computation
of FL and TAS algorithms simulated with matlab in different trees of 52 nodes.
the system and in results with 0.25 seconds of duration, collisions occur, and the average
number of packets transmitted is smaller than the other because not all the information
related to the other sensor has been received. Comparing Figure 2.28 and Figure 2.29, we
can observe that TAS needs to send less information respect the FL algorithm to obtain
better performance. In a structured topology TAS performs better than FL in terms of
transmission byte as theoretically demonstrated in Section 2.4.
2.6.4 Experimental Results in Real Scenario
After some preliminary observations, I Analyzed FL and TAS performance in practical imple-
mentations.
1. Experimental setup: Network topologies
Two network topologies have been considered, namely:
• flat network, where nodes can directly communicate with their neighbors, that is,
with the nodes within their coverage region;
• random tree, where the tree structure is randomly established by the nodes them-
selves at each run.
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Figure 2.29: Cumulative distribution function versus the total information transmitted from all
the sensors. Experimental results in tree topology varying the transmission power and tr.
For the sake of conciseness here I do not present any result concerning clustered networks,
as they can be seen as a derivation of generic trees. For flat networks and random
trees, the transmission power and the positions of nodes are managed in order to vary
their connectivity level. In particular, for each network topology different measurement
campaigns were carried out, varying the level of transmit power (the same for all nodes) in
order to control the average (over the n nodes of the network) number nn of neighbors of
each node.
In the tree topology case, our aim is twofold: 1) to check whether our analytical methodol-
ogy is able to capture the behavior of TAS and FL in a real network and 2) to compare the
actual (that is, measured) performance of TAS and FL.
No comparison between analytical and experimental results will be possible, instead, for
flat networks, because their totally arbitrary shape prevents any analytical modeling of the
amount of exchanged data. The objective, in this case, is to compare the performance of
TAS and FL even when operated with such networks.
2. Experimental setup: Network setup and data management
For both topologies, a network coordinator is introduced for monitoring and network
setting purposes without compromising the distributed nature of the algorithms. At the
beginning, the coordinator sends a start message that triggers the network setup (in the
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tree topology case), and the information diffusion algorithm, either FL or TAS.
For the tree topology, the tree construction starts from the root (level 0), which randomly
selects the number nch of its children with uniform (discrete) distribution in [1, 2, ..., nmax].
Provided that a sufficient number of nodes is available within the coverage range of the
root, nch of them are selected as its children. Otherwise, all (thus less than nch) available
nodes are joined to level 1. The same procedure is repeated by each node of level 1
and then iterated for all levels, until all nodes join the tree. Once the network has been
established, the information diffusion algorithm, either FL or TAS, is started, beginning
from the leaves up to the root and then in the opposite direction. In our experimental setup
the information transmitted by a node to its father is not overheard by its children.
In the flat network case, instead, no network-setup phase is needed. Hence either the FL or
TAS execution is triggered as soon as the start packet is received.
For FL, each payload contains the amount of data transmitted, measurements and regres-
sors, and a unique tag vector that identifies the contributing nodes. For TAS, payloads
contain partial aggregated sums and a tag vector indicating the contributing nodes. In the
proposed implementation, the tag consists of a vector of dTAG bits, with 1s at the positions
corresponding to the indexes of the contributing nodes. Since the same tag is used for TAS
and FL algorithms, the difference in the transmission cost only depends on the amount of
data transmitted.
3. Experimental setup: Time axis management
Figure 2.30: Time scheduling management
At the beginning of each measurement period of duration T , the coordinator awakens all
nodes, initiating the network activity. Whatever the network topology, the measurement
period is divided into nr rounds of equal duration tr = Tnr (Figure 2.30).
In the flat network case each node performs a measurement and, during each round,
attempts to transmit its data (measurements and corresponding regressors for FL, or
aggregated sums for TAS) and the data it has received from neighbours and not yet
transmitted.
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In the tree network case, instead, nodes are allowed to transmit only during the round
pertaining to the level they belong to. Data (measurements and corresponding regressors
for FL or aggregated sums for TAS) are then exchanged beginning from the leaves up to
the root and then in the opposite direction.
To emulate the time jitter in nodes operations caused by local clocks drift in a distributed
network as well as to prevent all nodes from simultaneously accessing the channel, thus
congesting the medium access control (MAC), each node defers the measurement phase,
and therefore also the beginning of the information diffusion algorithm, by locally choosing
a random delay ∆i ∈ [0, tr], with i = 1, 2, ..., n.
All nodes stop data dissemination once nr rounds have been completed. The coordinator
collects then the amount of data transmitted/received by each node to allow an analysis of
the behavior of the TAS and FL algorithms.
4. Results
A network of n = 52 nodes equipped with temperature sensors has been considered. The
transmission power and the position of each node are chosen so that each node has an
average number of neighbours nn ranging from 2 to 33.
Simple temperature measurements are performed. The temperature θ∗ is assumed constant
in the area where the nodes are deployed. The corresponding measurement model is
yi = ϕiθ
∗ + wi, where ϕi is known by each node,4 and θ∗ is the parameter to estimate.
Thus np = 1 and the data to be transmitted by the FL algorithm are collections of pairs
(ϕi, yi), consisting in this case of dFL = 2 real values (which may be quantized). For the
SPS algorithm, one chooses m = 10, and q = 1 to be able to characterize 90% confidence
regions according to (2.9). Therefore, the amount of data transmitted at each round by
TAS is dTAS = 20 real values (which may also be quantized) and remains constant.
The measurement period is taken as T = 2 s. nr ranges from 2 to 30 and therefore tr varies
from 1 s down to 67 ms. The parameters adopted for our experimental campaign are
summarized in Table 2.5.
Given the network topology (either generic tree or flat network) and for each chosen setup
(transmit power, nr), I performed the measurement campaign over 100 network realizations
and I derived the average (over the 100 resulting networks) amount of information received
by each node and the average amount of data transmitted in the whole network.
4Here, for simplicity, I choose ϕi = 1 ∀i. However, this choice does not affect the outcomes of our investigations.
With a larger number of sensors it would be possible to estimate also spatial variations of the temperature, but the
simple example here considered is enough for the purpose of this paper.
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Parameter Symbol value
Number of nodes n 52
Maximun number of children nmax 5
(tree topology only)
Measurement period T 2 s
Number of rounds nr {2, 3, . . . , 30}
Number of neighbours nn {2, 4, 8, 17, 33}
Number of parameters to be estimated np 1
Number of sign perturbed sums m 10
Size of data sets with FL dF 2 Bytes
Size of data sets with TAS dTAS 20 Bytes
Size of the tag vector (both TAS and FL) dTAG 7 Bytes
Table 2.5: Parameters of the experimental setup
(a) Flat network
Figure 2.31 shows the average proportion (expressed in percentage) of data reaching
a given node in a flat topology for various nr and nn.
The value of nr that maximizes the average amount of received data depends on nn.
For low values of nr, the performance is limited by the constraint on the maximum
number of allowed hops (that is coincident with nr), that might not be sufficient for
a particular data to reach all nodes in the network, especially for low degrees of
connectivity nn. On the contrary, for large values of nr the performance is limited by
the MAC, as a small tr increases the collision probability.
From the same figure one can also see that better performance is obtained when
the network is characterized by a low degree of connectivity nn provided that a
sufficiently high number of rounds can be allocated within the measurement period.
In fact, large nn, i.e., high power levels, generate more interference among nodes that
leads the MAC to collapse. This suggests that a proper power control strategy able
to keep nn at minimum values to keep connectivity is beneficial both for network
performance as well as to save energy.
FL and TAS perform similarly in all conditions, hence they are equivalent considering
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Figure 2.31: Flat network: average proportion of the total information received by nodes as a
function of nr for various nn. The legend entries and the curves in the right-hand part of the
figure are in the same order.
only the amount of received information. They differ, instead, in terms of amount of
transmitted information, as seen in Table 2.6, which reports the average amount (over
100 network realizations) of transmitted data (scalars) within the whole network in
the case nr = 15.
When operated in a flat topology, FL outperforms TAS as it requires a lower amount
of transmitted information. With such topology, in fact, the information efficiently
diffuses within the network, up to the maximum extent permitted by the transmission
power and without back and forth paths (that occur, instead, in the tree topology),
hence the aggregation carried out by TAS is not sufficient to compensate for the
larger value of dTAS with respect to dFL.
(b) Generic tree topology
Figure 2.32 provides for the tree topology the average proportion (expressed in
percentage) of data reaching a given node as a function of nr for various nn. Here it
can be noticed a limited sensitivity of the optimum value of nr to nn, as the average
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Neighbors FL Experimental TAS Experimental
2 5236 14337
4 5171 12770
8 4197 8770
17 2832 4860
33 1705 2561
Table 2.6: Flat network: Average amount of transmitted data (scalars) within the whole network
in the case nr = 15.
number of children of each node only slightly depends on the connectivity degree. In
fact, for the tree topology in this example I upper bounded by nmax = 5 the number
of children of each node to avoid the generation of ’fat’ trees. Therefore, for a given
node only a fraction of its neighbors are actually involved in data diffusion. As a
consequence, increasing the number of neighbors nn does not increase the amount
of information diffused, but determines higher levels of interference and packet
collisions. This makes power control less critical in tree topologies with respect to
flat topologies. In general, better data dissemination is observed when nr is large
compared to flat topologies since transmissions happen level by level and only a
small part of the network tries to access the channel at the same time. On the contrary,
with small values of nr, data disseminates only to a limited part of the network due to
the depth of the tree which may be larger than 1 + nr/2. In fact, With nr rounds the
maximum number of levels of a tree that allows a complete dissemination of data
from the leaves up to the root and back is 1 + nr/2. Similarly to the flat topology,
even in this case FL and TAS are very similar in terms of amount of received data.
Table 2.7 reports the average amount of transmitted data within the whole network
when nr = 15. Now, TAS outperforms FL when operated on a tree topology.
Table 2.7 also compares the analytical outcomes, derived feeding (2.26) and (2.27)
with the parameters corresponding to each network realization and averaging over
all realizations, and the respective averages of experimental results. When the
number of neighbors is small (nn = 2, 4, 8) a good agreement between analysis and
measurements is observed both for TAS and FL. The experimental values are always
less than the analytical ones because, as can be observed in Figure 2.32, the amount
of received information never reaches 100%, even in the considered case of nr = 15.
This phenomenon is emphasized as nn increases (nn = 17, 33), which further reduces
the amount of received data (Figure 2.32) and hence the amount of data transmitted
by nodes with respect to the ideal (no collisions) situation described by the analysis.
We can conclude, therefore, that the analytical framework can be usefully exploited
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Figure 2.32: Generic tree topology: Average percentage of information received by a node. The
legend entries and the curves in the right-hand part of the figure are in the same order.
to provide performance predictions in non congested networks and a performance
bound in MAC limited networks.
To evaluate the influence of the proportion of measurements received by each node on
the quality of the confidence region that can be derived, a temperature measurement
has been performed by each of the n nodes of the network. For different target
proportions ρ ∈ [0, 1] of measurements reaching some node of the network, 100
random selections of a subset of measurements have been considered and a 90 %
confidence region evaluation with m = 10 and q = 1 has been performed. Figure 2.33
describes the evolution of the average width of the 90 % confidence region as a
function of the proportion of measurements collected by a given node. Figure 2.33
(right) shows that the width decreases approximately as 1/√ρn, which is consistent
with what is observed when maximum-likelihood estimation is carried out assuming
an additive Gaussian noise [38], although this hypothesis on the noise is not con-
sidered here. From Figures 2.31 or 2.32 and 2.33, one may deduce the width of the
confidence interval that may be obtained with FL or TAS, when not all measurements
have reached some node. One can for example see that even if only 80 % of the
measurements have reached a node, the width of the confidence region is only 10 %
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Neighbors FL analytic FL exp. TAS analytic TAS exp.
2 2179 2047 1427 1330
4 2144 2022 1420 1331
8 2087 1978 1409 1322
17 1802 1400 1353 1042
33 1705 1256 1334 972
Table 2.7: Generic tree topology: Average proportion of transmitted data reaching a given node
as a function of nr for various nn.
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Figure 2.33: Average width of the 90 % confidence region as a function of the proportion ρ (left)
of measurements collected by a node with FL or TAS and as a function 1/√ρn (right).
larger than that obtained from all measurements. This means that if one tolerates
evaluating a confidence region from a reduced subset of the data, the constraints on
the data dissemination duration may be significantly relaxed, with beneficial effects
in terms of time and energy savings.
2.7 Conclusions
This work has investigated the distributed evaluation of non-asymptotic confidence regions
at each node in a sensor network. I proposed and investigated a novel information diffusion
strategy, namely TAS, especially designed for the distributed evaluation of non-asymptotic
confidence regions in WSNs with the SPS approach. The TAS algorithm has been designed to
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efficiently exploit the peculiarities of the distributed evaluation of confidence regions via SPS.
In this Chapter I have presented the TAS algorithm and its comparison with other information
diffusion algorithms on structured and unstructured topologies and also demonstrating that, even
in presence of truncated information diffusion, the level of confidence remains the same as in the
centralized non truncated case. Simulation results provide a characterization of the trade-off for
the achievable average confidence region volume as a function of the required amount of data that
each node should transmit on average. The contributions show that, on structured networks, the
proposed TAS algorithm is able to outperform the FL when the network dimension is sufficiently
high, this independently of the specific dimension of the parameter space, as corroborated by the
theoretical and numerical analyzes, as well as by an experimental setup.

Chapter 3
Information Diffusion Algorithms for
Average Consensus Evaluation over WSNs
3.1 Introduction
The state of a spatial distributed physical phenomenon of interest has to be monitored through
a network of sensors (nodes). Each node has in general a limited (local) and noisy visibility
of the phenomenon but it is interested in obtaining an information about the entire (or partial)
state. Measurements taken from different nodes can be in general correlated. If present, a
central unit can collect all measurements from nodes, estimate the state of the phenomenon
and redistribute the result to all nodes. Unfortunately, for many applications this solution is
not sufficiently scalable and robust against failures. Completely distributed solutions, where all
nodes become aware of the global state of the physical phenomenon through cooperation without
a central processing (distributed estimation), represent a viable and interesting alternative. To this
purpose, the intuitive approach of sharing the local measurements among nodes and let each node
perform an equivalent central processing is one possibility, but it might not be practicable when
the number nodes is large because of the consequent high communication and computational
overhead (not scalable). Therefore cooperation approaches exploiting consensus strategies, in
which the consensus in reached on the phenomenon global state, are of particular interest. The
main advantages are: no routing scheme is necessary, less signalling overhead (for routing),
scalability. As will be detailed shortly, possible objectives are:
• let all nodes get an estimate of the phenomenon state (stationary phenomenon)
• let all nodes track the state of a non-stationary phenomenon
• let all nodes get an estimate of the phenomenon statistics (learning)
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• let all nodes be aware of the spatial exceedable level map depending of the phenomenon
state
• let each node be aware of a different partial version of the global state (e.g., the phenomenon
evolution within its surrounding area).
Usually the performance of distributed schemes will be compared with the centralized counter-
parts used as benchmarks. Potential applications are spectrum sensing - cognitive radio, radio
cartography and distributed estimation in general using WSNs.
The state of the observed phenomenon is a sequence of unknown vector variables xi =
[xi(1), ..., xi(M)]T , where i is the discrete time index and M is the state space dimension. We can
consider three different models for xi:
1. Constant Signal Vector
The state vector xi is constant, i.e., xi = θ, with θ = [θ1, ..., θM]T .
2. Stationary Signal Vector
The sequence xi is composed of independent RVs drawn from the PDF f (x). The PDF
might be known or not a priori. A more complex scenario could consider time-correlated
RVs.
3. Nonstationary Signal Vector
The xi sequence belongs to a non-stationary random process. I restrict the attention to first
order Markov chain processes, for which the state transition PDF f (xi |xi−1) is given. The
PDF f (xi |xi−1) may be known, partially known, or unknown at node level. As a particular
case, I will also consider the Gauss-Markov model under which it is xi = Ax(i−1) + Bv(i−1).
Where A and B are known matrices and vi is a vector of (independent) Gaussian RVs.
At time i we observe xi through a set zi =
[
z1i , ..., z
N
i
]T of N measurements. The Nth
measurement zNi is taken by the Nth node. Therefore, N represents the number of nodes
composing the monitoring network. It is possible to distinguish between
• Linear Observations
In this case each node observes a noisy linear combination of the state xi : zki = Hk xi + r
k
i
where r ki is the measurement noise (in general Gaussian) and independent on xi, and matrix
Hk accounts for the visibility of xi from node k. In general, for varying topologies, Hk
could be time-variant. I will consider Hk to be known to all nodes. A particular case of
interest is when M = N and Hk = (0, 0, ..., 1, ..., 0, 0), where the ones is the kth element of
the diagonal. In such as case, there is a correspondence between the location of the node
and the kth element xki of the phenomenon state xi.
3.1 Introduction 91
• Nonlinear Observations
This is the most general case in which the observation model is specified through the
generic global PDF f (zi |xi) that is here assumed to be independent of the time index i
(time-stationarity). As further simplifying hypothesis, it is possible to consider the current
measurement zi conditionally independent of all past measurements f (zi |xi, zi:i−1) =
f (zi |xi) given the current state xi, where
z(1:i−1) =
[(
zT1 , ..., z
T
i−1
)]T
. (3.1)
In general the global PDF f (zi |xi) is not available to nodes and the kth node knows only
its local PDF f (zki |xki ). In case of independent observations it is
f (zi |xi) =
N∏
k=1
f (zki |xi). (3.2)
Generally, in this kind of applications, we are in the presence of a slow state evolution if the
network speed is much higher than the time interval between two consecutive observations. In
other words, in between consecutive observations there is always enough time for the consensus
algorithm to converge. On the contrary, we are in the presence of a fast state evolution when the
convergence time for the consensus and the temporal dynamics of the monitored phenomenon
are comparable. In this case, consensus and innovative schemes must be adopted.
The Consensus among different entities is a fundamental feature of distributed systems, as it is
the prerequisite for complex tasks such as distributed coordination of autonomous agents, network
synchronization and localization in wireless sensor networks. Consensus schemes represent
efficient fully distributed approaches to let nodes in a wireless network agree on a specific
quantity without paying the price of the large overhead caused by routing algorithms [67, 68]. In
the literature, several average consensus algorithms have been proposed and proved to converge,
either asymptotically or in finite time, see e.g., [58, 69, 70]. These schemes are iterative: at each
round, each node exchanges with its neighbors a suitable combination of data collected in the
previous round until the convergence to the consensus is reached [69].
Since the cost of memory is typically lower than the cost of communication, it is expected
that the exploitation of data collected from neighbors during all previous rounds, and not only
during the latest round, would increase the degrees of freedom in reaching the consensus, even
in a finite time.
In this regard, my work introduces a novel algorithm which is capable of achieving the
distributed average consensus in a finite amount of time. The new consensus algorithm, named
Finite-Time Consensus with Memory (FTCM), exploits the on-board memory of network nodes.
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Moreover, I proposed an adaptation to the distributed average consensus problem of the TAS
algorithms, which was introduced in [4] and presented in the previous Chapter for the distributed
confidence region evaluation. The performance of both algorithms is compared with that of
standard or recently introduced algorithms for distributed average consensus computation.
The algorithms have been investigated in unstructured and structured topologies through
simulations. The performance of both algorithms are investigated through simulation and
compared with state-of-the-art approaches.
3.2 Problem Formulation and Average Consensus Algorithms
Consider a sensor network with N nodes described by an undirected graph G = (V, E), where
V = {1, . . . , N} represents the set of nodes and E ⊆ V ×V is the set of edges. Denote with
A =
[
ai j
] ∈ {0, 1}N×N the network adjacency matrix, with entries ai j = 1 if (i, j) ∈ E and zero
otherwise. Assume that at time t = 0, each node i ∈ V has performed some measurement xi(0).
Let x(0) = [x1(0), x2(0), . . . , xN (0)]T denote the N × 1 vector of all measurements taken by the N
sensor nodes. Communications between Node i and Node j are possible only provided that they
are linked by a direct edge (i, j) ∈ E. In this regards, denote by Ni the set of neighbors of node
i ∈ V . We consider that i < Ni. Let xi(0) be a real scalar, which is sampled by Node i a t = 0.
Since I am dealing with sensor networks, I assume without loss of generality that the initial
values xi(0), i = 1, 2, . . . , N , represents the measurements taken by the nodes. The distributed
average consensus problem refers to the situation where all nodes seek to compute the average
xN =
1
N
(x1(0) + x2(0) + ... + xN (0)) . (3.3)
of the xi(0)s.
In all cases I assume that each node knows the network adjacency matrix A, that means that
all nodes are aware of the network topology. Such full knowledge of A is not strictly needed
for all algorithms investigated in the following, as some of them require less information (that
nevertheless can be extracted from A). This assumption is well suited to static networks, in
which the network discovery phase is rarely executed by nodes. In this case, the corresponding
signaling overhead could be negligible with respect to the amount of side information that should
be transmitted by the different consensus algorithms when A is not available.
Unless otherwise specified, we additionally assume that the information content transmitted
by a node at each round corresponds to a single scalar (as usual in consensus algorithms), even
though the analysis can be easily extended to vector measurements.
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3.2.1 Finite Time consensus
The FTC algorithm has been introduced in [70] to allow the distributed computation of (3.3) in a
finite amount of rounds.
Each node i at round t holds a scalar xi(t) initialized at t = 0 with its own measurement xi(0).
At each round, each node i transmits xi(t) to its neighbors and updates its value as follows
xi(t + 1) = wii(t)xi(t) +
∑
j∈Ni
wi j(t)x j(t), (3.4)
where the weights wi j(t) are real scalars that change in time according to{
wi j(t) = βtωi j, i , j
wii(t) = αt + βtωii .
(3.5)
In (3.5) αt and βt are properly chosen scalar coefficients depending on the network topology.
In [70] it is assumed, moreover, that ωi j = ω ji are known and provided as a part of the network
topology, and
ωii = −
∑
j∈Ni
ωi j . (3.6)
As proven in [70], (3.3) may be evaluated within a finite amount of iterations, whose minimum
is given by K − 1, where K is the number of different eigenvalues of
Ω =

ω11 . . . ω1N
...
...
...
ωN1 . . . ωNN
 .
A matrix Ω that satisfies (3.6) and has positive weights ωi j > 0 for i , j can be seen as the
negative Laplacian matrix of the underlying graph [70].
With these assumptions, one may rewrite (3.4) as
xi(t + 1) = βt

(
αt
βt
+ ωii
)
xi(t) +
∑
j∈Ωi
ωi j x j(t)
 . (3.7)
Then, introducing x(t) = [x1(t), ..., xN (t)]T , (3.7) becomes
xi(t + 1) = βt
[(
αt
βt
I +Ω
)
x(t)
]
→ xi(T) =
T−1∏
t=0
βt
(
αt
βt
I +Ω
)
x(0), (3.8)
where I is the N × N identity matrix.
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Consider the coefficients gt and ft defined as
gt =
αt
βt
(3.9)
ft+1 = β0β1 · · · βt
it is possible to write (3.8) as
x(T) = fT
T−1∏
t=0
(gt I +Ω) x(0). (3.10)
The aim in [70] is to show that the average consensus (3.4) can be computed exactly and in
finite time if there exist a non-negative integer T , and coefficients fT and g0, . . . , gT−1 that satisfy
P = fT
T−1∏
t=0
(gt I +Ω) . (3.11)
In order to achieve the distributed average consensus, Theorem 2 in [70] shows that the
minimum number of iterations required to compute the distributed average consensus is K − 1
(with K different eigenvalues of ω). Theorem 3, instead, defines the coefficients required to
compute the average consensus operator in T = K − 1, that are:
gt = −λt+2, 0 ≤ t ≤ K − 2 (3.12)
fK−1 =
(−1)K−1
λ2 · · · λK .
• Average Consensus: Solutions
Many solution are possible in order to solve (3.12), in the following, three of them are
listed
1. we know that ft+1 = β0β1 · · · βt by definition, so at time t = K − 1 we get
fK−1 = β0β1 · · · βK−2. We know by (3.12) that fK−1 = (−1)
K−1
λ2···λK and so we get that
β0β1 · · · βK−2 = (−1)
K−1
λ2···λK . The simplest way, to solve (3.12) is to set βt = 1andαt =
−λt+2 f or0 ≤ t < K − 2. Since β0β1 · · · βK−2 = (−1)
K−1
λ2···λK and βt = 1 for 0 ≤ t < K − 2
we get βK−2 = (−1)
K−1
λ2···λK and then evaluate the last value (αK−2) in order to solve (3.12).
We obtain
αt = −λt+2 0 ≤ t < K − 2 (3.13)
βt = 1 0 ≤ t < K − 2
αK−2 = gK−2βK−2 = −λK βK−2
βK−2 =
(−1)K−1
λ2 · · · λK
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Figure 3.1: Toy Network.
2. we know that ft+1 = β0β1 · · · βt by definition, so at time t = K − 1 we get
fK−1 = β0β1 · · · βK−2. We know by (3.12) that fK−1 = (−1)
K−1
λ2···λK and so we get
that β0β1 · · · βK−2 = (−1)
K−1
λ2···λK . This give us the possibility to set all the value of βt
constant and equal to βt =
K−1
√
(−1)K−1
λ2···λK and select the relative value of αt by (3.12)
and (3.9), obtaining:
βt =
K−1
√
(−1)K−1
λ2 · · · λK 0 ≤ t ≤ K − 2 (3.14)
αt = gtβt = −λt+2βt 0 ≤ t ≤ K − 2
3. It is possible to rewrite β0β1 · · · βK−2 = (−1)
K−1
λ2···λK as βK−2 =
(−1)K−1
β0λ2β1λ3···βK−3λK−1λK .
Then, selecting βt = 1λt+2 for 0 < t < K − 2 in order to make the multiplications
equal to one (βtλt+2 = 1) and avoid the multiplication between the all eigenvalue that
could increase possible mathematical instability. In the last value of βt must be take
into account also the sign ((−1)K−1) given by ft in (3.12).
αt = −1 0 ≤ t < K − 2 (3.15)
βt =
1
λt+2
0 ≤ t < K − 2
αK−2 = gK−2βK−2 = −λK βK−2
βK−2 =
(−1)K−1
λK
• Toy Network
In order to help the reader understand the FTC, the average consensus has been evaluated
in a simple toy network of Figure 3.1. The adjacency matrix of this toy network is
A =

0 1 0 0
1 0 1 0
0 1 0 1
0 0 1 0
 .
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Therefore, Ω results
Ω =

−1 1 0 0
1 −2 1 0
0 1 −2 1
0 0 1 −1
 .
Ω has 4 different eigenvalues (K), λ1 = 0, λ2 = −0.5858, λ3 = −2 and λ4 = −3.4142, then
in [70], is possible to reach the average Consensus in T = K − 1 = 3 rounds.
Based on (3.9) and (3.12), we know that
g0 =
α0
β0
= 0.5858; (3.16)
g1 =
α1
β1
= 2;
g2 =
α2
β2
= 3.4142;
f3 = β0β1β2 =
1
4
,
and, using the first solution (3.13), it is possible to determine the value of the coefficients
as
β0 = 1 (3.17)
α0 = 0.5858
β1 = 1
α1 = 2
β2 =
1
4
α2 = 0.85
At first round (t = 0), the status of each Node i (xi(0)) is equal to its own measure, then we
can write
x1(0) = x1(0) (3.18)
x2(0) = x2(0)
x3(0) = x3(0)
x4(0) = x4(0).
Since β0 = 1 and α0 = 0.5858, the weights matrix [(3.5)] at t = 0 is
W(0) =

−0.41 1 0 0
1 −1.41 1 0
0 1 −1.41 1
0 0 1 −0.41
 .
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Then, at round t = 1 the status of nodes are updating based on
xi(1) = wii(0)xi(0) +
∑
j∈Ni
wi j(0)x j(0), (3.19)
that is (3.4) applied at t = 1. Therefore the status of nodes become
x1(1) = −0.41x1(0) + x2(0) (3.20)
x2(1) = −1.41x2(0) + x1(0) + x3(0)
x3(1) = −1.41x3(0) + x2(0) + x4(0)
x4(1) = x4(1) = −0.41x4(0) + x3(0).
Since β1 = 1 and α1 = 2, the weights matrix [(3.5)] at t = 1 is
W(1) =

1 1 0 0
1 0 1 0
0 1 0 1
0 0 1 1

Subsequently, at round t = 2 the status of nodes become ((3.4))
x1(2) = 0.59x1(0) − 0.41x2(0) + x3(0) (3.21)
x2(2) = −0.41x1(0) + 2x2(0) − 1.41x3(0) + x4(0)
x3(2) = x1(0) − 1.41x2(0) + 2x3(0) − 0.41x4(0)
x4(2) = x2(0) − 0.41x3(0) + 0.59x4(0)
and the weights matrix [(3.5)]
W(2) =

0.6 14 0 0
1
4 0.35
1
4 0
0 14 0.35
1
4
0 0 14 0.6

Then, at last round (t = 3), since we have 4 different eigenvalues, then K − 1 = 3, each
Node i reach the consensus
x1(3) = x1(0)
4
+
x2(0)
4
+
x3(0)
4
+
x4(0)
4
(3.22)
x2(3) = x1(0)
4
+
x2(0)
4
+
x3(0)
4
+
x4(0)
4
x3(3) = x1(0)
4
+
x2(0)
4
+
x3(0)
4
+
x4(0)
4
x4(3) = x1(0)
4
+
x2(0)
4
+
x3(0)
4
+
x4(0)
4
.
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3.2.2 Metropolis Consensus
Also in this case it is assumed that, starting from its own measurement xi(0), each node i updates
its scalar value xi(t) at round t according to the same linear iterative algorithm (3.4) adopted by
FTC. In this case a possible choice for the weights is
wi j(t) =

1
max{d(i),d( j)}, if i , j, j ∈ Ni
1 −∑k∈Ni wik if i = j
0 otherwise
(3.23)
where d (i) = |Ni | and d ( j) = |Nj | denote the degrees of Node i and Node j, respectively. These
are the so-called local-degree weights, since they only depend on the degrees of the two incident
nodes. The local-degree weights guarantee asymptotic convergence provided that the graph is
not bipartite [58].
3.2.3 Flooding
One straightforward method to compute the average consensus is to make all measurements
available to all nodes by means of the FL information diffusion algorithm [35, 53]. At round
t = 0, Node i broadcasts its measurement xi(0) and receives the measurements x j(0), j ∈ Ni, of
its neighbors. On successive rounds, Node i broadcasts previously received measurements that it
did not transmit before. In principle, the identifiers of the nodes that generated each scalar should
be transmitted as well; however, since I assume that each node knows the adjacency matrix A,
the identifiers can be derived by receiving nodes autonomously at each round. Moreover, also
the number of scalars transmitted by each node might vary at each round. After a number of
rounds equal to the diameter of the network, each node knows the measurements of all the nodes,
so the average consensus can be computed.
3.2.4 TAS
The main idea of the TAS algorithm [4] is to propagate at each round partial sums
∑
i xi(0)
of node measurements, with i not necessarily ranging the whole set of nodes, but covering a
subset of {1, . . . , N}. TAS was originally introduced in [4] as an efficient information diffusion
algorithm for the distributed computation of confidence regions. Here I proposed an adaptation
of TAS, described hereafter, to the distributed average consensus problem.
TAS consists of six phases, namely, i) initialization, ii) reception, iii) distillation, iv) ag-
gregation, v) transmission, and vi) wrap-up. After initialization, the reception, distillation,
aggregation, and transmission phases are sequentially repeated until all information needed
to compute the average consensus is available. The wrap-up phase is then executed for the
consensus computation.
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i) Initialization phase. At round t = 0 each node i takes its measurement xi(0) and stores it in
the first position of a vector m(i), that represents the node’s local memory. At round t = 0 it is,
therefore, m(i) = [xi(0)].
ii) Reception phase. At each round t ≥ 1 Node i collects the messages containing the partial
sums transmitted by its neighbors.
iii) Distillation phase. At each round t ≥ 1 Node i detects whether the partial sums received
from its neighbors contain the contribution of measurements not received before. The node can
perform this task because it knows the network topology, hence it knows which measurements
contribute to the partial sums received from its neighbors. If it appears that a received partial
sum contains already known contributions, these contributions are removed, so that a partial sum
with a lower number of terms is obtained. The partial sums resulting from distillation, provided
they are different from 0, are then appended to m(i):
m(i) = [xi(0),
∑
n∈N (1)i
xn(0), . . . ,
∑
n∈N (k)i
xn(0)]T,
where N ki are different subsets of ⊂ N . The same procedure is now applied to partial sums
already stored in m(i), whose contributors is compared with those of freshly received and distilled
partial sums. This phase reduces the number of contributors to each partial sum stored in m(i), so
that the different partial sums can be more easily recombined, in the subsequent aggregation
phase, with each contributor counted no more than once. The length of m(i) possibly increases
at each round and already stored scalars, apart from the node’s privy measurement xi(0), could
change as a consequence of the distillation operation.
iv) Aggregation phase. At each round t ≥ 1, in order to create the scalar to be broadcast at
round t, Node i aggregates the scalars available in m(i) at round t − 1 which were not previously
aggregated, thus creating a new partial sum.
v) Transmission phase. At round t = 0, Node i transmits its own measurement xi(0), whereas
at round t ≥ 1 it broadcasts the new partial sum computed at the end of the aggregation phase.
The information diffusion process stops for Node i when the average consensus can be computed
through a proper combination of scalars stored in m(i), or when a certain time has expired.
vi) Wrap-up phase The wrap-up phase is performed by each node to compute the average
consensus at the end of the information diffusion process. A more detailed description of each
phase can be found in [4]. The main advantage of TAS with respect to FL is that the transmitted
data sets are of constant size, independently of the transmission round. The transmission rounds
are repeated until all nodes are able to compute (3.3) combining the partial sums stored in R(i).
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3.2.5 Network Coding
In my work, I also considered the possibility of using NC for Average Consensus Evaluation
over WSNs. In the following, a brief introduction to the Galois field is presented before moving
into the details of NC.
• Galois Field
Let start to three basic algebraic structures that are shown in Figure 3.2:
Group: is a set of element G together with an operator ◦ which combines two elements of
G. A group has the following proprieties:
1. The group operation ◦ is closed. That is, for all a, b ∈ G, it holds that a ◦ b = c ∈ G.
2. The group operation is associative. That is, a ◦ (b ◦ c) = (a ◦ b) ◦ c, for all a, b, c ∈ G.
3. There is an element 1 ∈ G called the neutral element or identity element, such that
a ◦ 1 = 1 ◦ a = a, for all a ∈ G.
4. For each a ∈ G there exists an element a−1 ∈ G, called the inverse of a, such that
a ◦ a−1 = a−1 ◦ a = 1.
5. A group G is commutative (or abelian) if, a ◦ b = b ◦ a, for all a, b ∈ G.
Ring: is a set of element R together with two binary operation that generalize the arithmetic
operations of addition and multiplication. A Ring has the following proprieties:
1. R is an abelian group under addition. a + (b + c) = (a + b) + c, for all a, b, c ∈ R;
a + b = b + a, for all a, b ∈ R; There is an element 0 such that a + 0 = a, for all
a ∈ R; For each a ∈ R there exist −a ∈ R such that a − a = 0.
2. R is monoid under multiplication. a · (b · c) = (a · b) · c, for all a, b, c ∈ R; There is
an element 1 such that a · 1 = 1 · a = a, for all a ∈ R.
3. Multiplication is distributive with respect to addition. a · (b + c) = (a · b) + (a · c),
for all a, b, c ∈ R; (b + c) · a = (b · a) + (c · a), for all a, b, c ∈ R.
Field: is a set of elements F with the following proprieties:
1. All elements of F form an additive group with the group operation + and the neutral
element 0.
2. All elements of F except 0 form a multiplicative group with the group operation ·
and the neutral element 1.
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Figure 3.2: Basic algebraic structures.
3. When the two group operator are mixed, the distributivity law holds, a · (b + c) =
(a · b) + (a · c), for all a, b, c ∈ R.
In mathematics, a finite field or Galois field is a field that contains a finite number of
elements. As with any field, a finite field is a set on which the operations of multiplication,
addition, subtraction and division are defined and satisfy certain basic rules. The most
common examples of finite fields are given by the integers mod p when p is a prime
number. The number of elements of a finite field is called its order. A finite field of order
q exists if and only if the order q is a prime power pm. All fields of a given order are
isomorphic. In a field of order pm, adding p copies of any element always results in zero;
that is, the characteristic of the field is p. In a finite field of order q, the polynomial Xq − X
has all q elements of the finite field as roots. The non-zero elements of a finite field form a
multiplicative group. This group is cyclic, so all non-zero elements can be expressed as
powers of a single element called a primitive element of the field.
Finite fields only exist if they have pm elements, with p is prime and m integer.
1. There is a finite field with 11 elements called GF(11);
2. There is a finite field with 81 elements called GF(81) = GF(34);
3. There is a finite field with 256 elements called GF(256) = GF(28);
4. There is not a finite field with 12 elements (12 = 22 · 3).
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Two type of finite field exist, Prime Fields GF(pm)with m = 1 or Extension Fields GF(pm)
with m > 1.
A finite field is a finite set on which the four operations multiplication, addition, subtraction
and division are defined, satisfying the rules of arithmetic known as the field axioms. The
simplest examples of finite fields are the fields of prime order: for each prime number
p, the field GF(p) of order p may be constructed as the integers mod p. The elements of
such a field may be represented by integers in the range 0,. . . ,p-1. The sum, the difference
and the product are computed by taking the remainder by p of the integer result. The
multiplicative inverse of an element may be computed by using the extended Euclidean
algorithm.
Let F be a finite field. For any element x ∈ F and any integer n, let us denote by n · x the
sum of n copies of x. The least positive n such that n · 1 = 0 must exist and is a prime
number; it is called the characteristic of the field. If the characteristic of F is p, one can
define multiplication of an element k of GF(p) by an element x of F(k, x) 7→ k · x by
choosing an integer representative for k and using repeated addition. This multiplication
makes F into a GF(p)-vector space. It follows that the number of elements of F is pn
for some integer n. For each element x in the field GF(p) for a prime number p, one has
xp = x (this may be proved as follows: the equality is trivially true for x = 0 and x = 1;
one obtains the result for the other elements of GF(p) by applying the above identity to x
and 1, where x successively takes the values 1, 2, ..., p−1 mod p). This implies the equality
X p − X = ∏a∈F(X − a) for polynomials over GF(p). More generally, every element in
GF(pm) satisfies the polynomial equation xpm − x = 0. Any finite field extension of a finite
field is separable and simple. That is, if E is a finite field and F is a subfield of E , then E
is obtained from F by adjoining a single element whose minimal polynomial is separable.
1. Prime Fields
The element of a prime field GF(p) are the integers {0, 1, . . . , p − 1}. Let us evaluate
the addition, subtraction and multiplication, it results very simple in

a + b ≡ c mod p a, b ∈ GF(p) = {0, 1, . . . , p − 1}
a − b ≡ d mod p a, b ∈ GF(p) = {0, 1, . . . , p − 1}
a · b ≡ e mod p a, b ∈ GF(p) = {1, . . . , p − 1}
(3.24)
For any a ∈ GF(p) = {0, 1, . . . , p − 1}, the inverse a−1 must satisfy the rule
a · a−1 ≡ 1 mod p . It can be computed by th extended Euclidean algorithm.
2. Extension Fields
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The element of an extension field GF(pm) are polynomials A(x) = am−1xm−1 + . . . +
a1x1 + a0; A(x) ∈ GF(pm), in which the coefficients ai ∈ GF (p) = {0, 1, . . . , p − 1}.
In Coding theory A(x) ∈ GF(2m) and ai ∈ GF (2) = {0, 1}. For example, considering
a finite field GF(23) that lead in A(x) = a2x2+a1x+a0 in which ai ∈ GF (2) = {0, 1}.
It follows that A(x) can be represent as a 3-bit vector (A(x) = a2x2 + a1x + a0 =
(a2, a1, a0)) so it is possible to represent 8 different number in fact GF(23) = GF(8)
(3.25). The element of this field are

a2, a1, a0 GF(8) = {. . .}
0, 0, 0 0
0, 0, 1 1
0, 1, 0 x
0, 1, 1 x + 1
1, 0, 0 x2
1, 0, 1 x2 + 1
1, 1, 0 x2 + x
1, 1, 1 x2 + x + 1
(3.25)
• Introduction to Linear NC Linear network coding is a mathematical technique which may
be used to improve a network throughput, efficiency and scalability, as well as resilience
to attacks and eavesdropping. Instead of simply relaying the packets of information
they receive, the nodes of a network take several packets and combine them together
for transmission. This may be used to attain the maximum possible information flow
in a network. It has been proven in theory that linear coding is enough to achieve the
upper bound in multicast problems with one source [56]. However linear coding is not
sufficient in general (e.g. multisource, multisink with arbitrary demands), even for more
general versions of linearity such as convolutional coding and filter-bank coding [71]. In
a linear network coding problem, a group of N nodes are involved in moving the data
from S source nodes to sink nodes. Each node generates new packets which are linear
combinations of earlier received packets, multiplying them by coefficients chosen from
a finite field, typically of size GF(2S). Each node, nk with indegree, InDeg(nk) = S,
generates a message xk from the linear combination of received messages {Mi}Si=1 by the
relation
xk =
S∑
i=1
gikMi (3.26)
where the values gik are the coefficients selected from GF(2S). Note that, since operations
are computed in a finite field, the generated message is of the same length as the original
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messages. Each node forwards the computed value xk along with the coefficients, gik .
Sink nodes receive these network coded messages, and collect them in a matrix. The
original messages can be recovered by performing Gaussian elimination on the matrix.
In reduced row echelon form, decoded packets correspond to the rows of the form ei =
[0 . . . 0 1 0 . . . 0].
In linear algebra, Gaussian elimination (row reduction) is an algorithm for solving systems
of linear equations. It is usually understood as a sequence of operations performed on
the corresponding matrix of coefficients. The process of row reduction makes use of
elementary row operations, and can be divided into two parts. The first part reduces a
given system to row echelon form, from which one can tell whether there are no solutions,
a unique solution, or infinitely many solutions. The second part continues to use row
operations until the solution is found. There are three types of elementary row operations
which may be performed on the rows of a matrix:
– Swap the positions of two rows;
– Multiply a row by a nonzero scalar;
– Add to one row a scalar multiple of another.
If the matrix is associated to a system of linear equations, then these operations do not
change the solution set. Therefore, if the goal is to solve a system of linear equations,
then using these row operations could make the problem easier. For each row in a matrix,
if the row does not consist of only zeros, then the left-most non-zero entry is called the
leading coefficient (or pivot) of that row. So if two leading coefficients are in the same
column, then a row operation (Add to one row a scalar) could be used to make one of those
coefficients zero. Then by using the row swapping operation, one can always order the
rows so that for every non-zero row, the leading coefficient is to the right of the leading
coefficient of the row above. If this is the case, then matrix is said to be in row echelon
form. So the lower left part of the matrix contains only zeros, and all of the zero rows are
below the non-zero rows. An examples of a matrix in row echelon form is
1 c1 c2 c3 c4
0 0 0 3 c5
0 0 0 0 5
 (3.27)
A matrix is said to be in reduced row echelon form if furthermore all of the leading
coefficients are equal to 1 (which can be achieved by multiply a row by a nonzero scalar),
and in every column containing a leading coefficient, all of the other entries in that column
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Figure 3.3: NC Toy Network.
are zero, as shown in (3.28) 
1 c1 0 c2 0
0 0 1 c3 0
0 0 0 0 1
 . (3.28)
• Toy Network Consider a communication network in which certain source nodes multicast
information to other nodes on the network in the multihop fashion where every node can
pass on any of its received data to others. I am interested in how fast each node can receive
the complete information. Allowing a node to encode its received data before passing it on,
the question involves optimization of the multicast mechanism at the nodes. Among the
simplest coding schemes is linear coding, which regards a block of data as a vector over a
certain base field and allows a node to apply a linear transformation to a vector before pass
it on. As example, consider the multicast of two bits b1 and b2 from a source (S) to two
receivers (R1, R2) in the network of Figure 3.3
A solution is to let the channels SA, AC, AR1 carry b1, SB, BC, BR2 carry b2 and
CR1, CR2 carry the exclusive or b1 ⊕ b2. Then, the node R1 receives b1 and b1 ⊕ b2, from
which the bit b2 can be decoded. Similarly, the node R2 receives b2 and b1 ⊕ b2, from
which the bit b1 can be decoded.
• Network Coding
In NC, data packets are seen as vectors with elements in some Galois Field (GF) F [72,73].
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Random linear NC can be adopted for distributed average consensus computation as
follows. At each round the generic node i generates a new packet which is a linear
combinations of packets received in the previous round, multiplying them by random
coefficients g ji ∈ F, with j ∈ Ni:
xi(t + 1) =
∑
j∈Ni
g
j
i x j(t), (3.29)
where, x j(t) is a vector in F representing the data packet sent by node j at round t. Each
node forwards the computed value xi(t + 1) along with the coefficients g ji . In principle
we could avoid their transmission provided that a common seed is adopted for random
numbers generation. In any case this aspect is not discussed here. Each node receives
network-coded messages, and collects them in a matrix. Provided that a sufficiently large
amount of iterations is performed, the vector x(0) can be recovered by performing Gaussian
elimination on the matrix whose rows are formed by all packets received by a node. Then,
the average consensus can be immediately computed.
3.3 Finite-Time Consensus With Memory
The FTCM algorithm, which I introduce here as an original contribution, works as follows.
• At round t = 0 each node i broadcasts its measurement xi(0),
• at round t = 1, 2, ..., R−1 each node i stores in its internal memory the data x j(t−1), j ∈ Ni,
received from its neighbors in round t − 1 and broadcasts their sum:
xi(t) =
∑
j∈Ni
x j(t − 1). (3.30)
Introducing x(t) = [x1(t), x2(t), . . . , xN (t)]T , and observing that x(1) = Ax(0), x(2) = Ax(1) =
A2x(0), it is possible to write in general
x(t) = Atx(0). (3.31)
In the same round t > 1, each node i collects the data received at round t − 1 from its neighbors,
which is given by vector
yi(t) = INi [x(t − 1)] = INiAt−1x(0) (3.32)
where INi indicates the matrix composed of the rows of the identity matrix whose indexes are
included in the set Ni. Therefore, after t rounds, the total amount of data collected by Node i,
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including its own measurement yi(0) = xi(0), can be stacked in the column vector
ci(t) =

yi(0)
yi(1)
...
yi(t)

=
©­­­­­­«
eTi
INiA0
INiA
...
INiAt−1
ª®®®®®®¬
x(0) = Fi(t)x(0), (3.33)
where ei is a column vector of all zeros except a one in the ith position to account for the fact
that each node knows its own measurement. The problem is to understand whether after t rounds
Node i is able to calculate (3.3) through a proper combination of the values of all data collected
from its neighbors stored in vector ci(t) (3.33). In other words, whether there exists a proper
vector wi of weights such that
ci(t)Twi(t) = xN (3.34)
To address this problem, introduce the matrices
Bi(0) = eTi (3.35)
Bi(t) = INiAt−1 for t ≥ 1. (3.36)
being ei a column vector of all zeros except a one in the ith position, to account for the fact that
each node knows its own measurement. Similarly to what done before in (3.33), we stack Bi(0),
Bi(1), ..., Bi(t) into
Fi(t) =

Bi(0)
Bi(1)
...
Bi(t)

T
. (3.37)
which results to be a matrix of size N × Mi. The weight vector wi(t) can be found by solving
1
N
e = Fi(t)wi(t) (3.38)
which may also be written as
wTi
©­­­­­­«
eTi
INiA0
INiA
...
INiAk−1
ª®®®®®®¬
=
1
N
eT
where e is a column vector of all ones. Equation (3.38) admits at least one solution if and only if
rank (Fi(t)) = rank
(
Fi(t)
e) (3.39)
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which is given by
wi(t) = 1NFi(t)
T
(
Fi(t)Fi(t)T
)−1
e. (3.40)
where the terms multiplying vector e represent the pseudo-inverse of Fi(t). This requires
nevertheless that the N × N matrix Fi(t)Fi(t)T is invertible, i.e., that N > Mi. But in that case,
one may perform Gaussian elimination to recover each data produced by the nodes. In the case
Mi < N , one may still have rank (Fi(t)) = rank
(
Fi(t)
e) . In that case, the solution is wi(t) has to
be such that
N
(
wTi (t)FTi (t) − eT
) (
wTi (t)FTi (t) − eT
)T
= 0
N
(
wTi (t)FTi (t)Fwi(t) − 2wTi (t)FTi (t)e + eTe
)
= 0
FTi (t)Fi(t)wi(t) = FTi (t)
e
N
thus
wi(t) =
(
FTi (t)Fi(t)
)−1
FTi (t)
e
N
, (3.41)
which only requires the Mi × Mi matrix to be invertible. If we denote by ti the minimum number
of rounds necessary to find at least one solution for Node i, the convergence time for the network,
expressed in terms of rounds, is given by R = maxi ti. Since all nodes know the adjacency matrix
A, each node can compute in advance (with respect to the algorithm execution) its weights
vectors wi(t) ∀t and the number of rounds needed for the convergence within the whole network.
Moreover, (3.39) provides a condition that can be checked in advance to determine for each
node i whether the consensus can be reached or not and at which round.
3.3.1 Controllability of System
Further works, related to the Consensus scheme and not relevant to the results that I present
in Section 3.4, has been carried out during my Ph.D. In particular, I analyzed the relation with
controllability system and try to extrapolate generic representation of Consensus algorithms.
Consider the case of a node sharing a single connection with another node in the network. In
that case, INi consists of a single row. Assume that its index is j. Then INiA = aTj ,the j-th row
of A and ©­­­­«
eTi
INiA
...
INiAk−1
ª®®®®¬
=
©­­­­«
eTi
aTj A
0
...
aTj A
k−2
ª®®®®¬
.
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One has to compare
rank
©­­­­«
eTi
aTj A
0
...
aTj A
k−2
ª®®®®¬
and rank
©­­­­­­«
eTi
aTj A
0
...
aTj A
k−2
eT
ª®®®®®®¬
.
Assuming that the links are symmetric, one has A = AT . One has to compare the ranks of(
ei A
0a j A
1a j . . . A
k−2a j
)
and that of (
ei A
0a j A
1a j . . . A
k−2a j e
)
=
(
ei A
1e j A
2e j . . . A
k−1e j e
)
This type of property is closely related to the controllability of systems. Consider a discrete-time
system
x (k + 1) = Ax (k) + Bu (k) (3.42)
Then the system is said to be controllable, i.e., with a properly chosen sequence of u (k), any
value of x (k) may be reached iff the rank of the matrix(
B AB A2B . . . An−1B
)
(3.43)
is of full rank n.
3.4 Performance Comparison
In this section the performance of the previously introduced algorithms is compared on different
network topologies, namely
• generic trees, i.e., trees with a random number of children for each node. When operated
on this topology, TAS and FL can exploit the network structure, hence they work on one
level at a time: transmissions are only performed by the children (the leafs) at round t = 0,
by their parents at round t = 1, and so on in subsequent rounds, up to the root and then in
the opposite direction. The other algorithms require, instead, that each node transmits at
each round.
• clustered networks with nc clusters structured on a single level of hierarchy. Each cluster
comprises a random number of nodes and a cluster head that is the special node responsible
for aggregating the data of its children. We consider that each cluster head can directly
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communicate with each other. Moreover, each node in a cluster is assumed to directly
communicate with its cluster head and vice-versa. When operated on this topology, FL,
TAS and NC work one level at a time: transmissions are first performed by children in the
first round, then by cluster heads in the second and third round (and also in subsequent
rounds for NC only). FTC, FTCM and Metropolis Consensus (MC) require, instead, that
each node transmits at each round.
• completely unstructured connected random networks, where each node can directly com-
municate by means of broadcast transmissions with its one-hop neighbors. In this case no
specific network structure can be exploited by any algorithm, hence all of them require
that each node transmits at each round.
1. Preliminary Results
As preliminary results, I evaluated the performance of TAS and FTC in terms of amount
of generated traffic and convergence speed. Simulations have been carried out considering
10 Monte Carlo different network realizations with N = 100 nodes each, where nodes
are uniformly distributed in a 1 × 1 (normalized units) square area, each of them with a
coverage range of 0.25.
In the following, TAS and FTC are compared in terms of average amount of nodes that
have evaluated the consensus with a relative error less than  = 10−4, the number of round
needed in order to reach the consensus or the maximum result (if not all nodes can reach
the consensus) and the number of exchanged scalars within the networks.
Table 3.1 shows the performance comparison in unstructured topologies. As we can
see, TAS does not allow all nodes to reach consensus at every realization (it has some
convergence problem as we have seen previously) but it reaches the consensus or its
maximum performance with a short number of iteration and, thanks to the aggregation,
with a low amount of transmitted scalars. With FTC, instead, all nodes reach the consensus
but it takes a huge amount of rounds and needs an high amount of transmitted scalars.
Different tests have been performed varying the characteristic of the network. In particular,
it has been noticed that decreasing the number of nodes N or the average amount of
neighbors (reducing the coverage range) the performance of TAS increases. Table 3.2
shows the results of 10 different realizations with 20 nodes and coverage range of 0.15.
The performance of TAS is still better than the one of FTC but, in this case, all nodes reach
the consensus also with TAS.
Table 3.3 and Table 3.4 show the performance comparison in structured topologies. In
this case all nodes reach the consensus. In Table 3.3 listed the performance of TAS and
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FTC algorithms in Tree topologies. As seen in [4], TAS performs very good in structured
topologies and there its performance outperforms the ones of FTC. Table 3.4, instead,
shows the performance of the algorithms in clustered topologies with different cluster
heads. Also in this case, TAS outperforms FTC in terms of amount of transmitted scalars
even if the structure of the network decreases the gap between the algorithms.
Realization Algorithm Amount of nodes that reach x¯N Convergence round Amount of Transmitted Scalars
1 FTC 100 97 9700
TAS 96 36 3669
2 FTC 100 98 9800
TAS 100 26 2700
3 FTC 100 98 9800
TAS 98 62 6169
4 FTC 100 94 9400
TAS 100 17 1800
5 FTC 100 95 9500
TAS 94 40 4057
6 FTC 100 95 9500
TAS 96 23 2400
7 FTC 100 95 9500
TAS 95 43 4334
8 FTC 100 98 9800
TAS 99 36 3698
9 FTC 100 99 9900
TAS 98 35 3589
10 FTC 100 97 9700
TAS 100 26 2700
Table 3.1: TAS Vs. FTC preliminary results with N = 100 in 10 different unstructured topologies.
2. Results
Simulations have been carried out considering 100 Monte Carlo different network re-
alizations with N = 100 nodes each, where nodes are uniformly distributed in a 1 × 1
(normalized units) square area, each of them with a coverage range of 0.25. In this work
we considered trees with 4 levels and clustered networks with nc = 8. As far as the NC
algorithm is concerned, numerical results have been obtained assuming that the coefficients
g
j
i are selected from F =GF(2
1).
Consensus accuracy vs traffic
For a given network realization, we consider the relative consensus error at round t for
Node i, E (i)(t) = | x˜(i)(t)−xN ||xN | , where x˜(i)(t) is the estimate of xN by node i at round t. In
the following I assume that Node i achieves the consensus at round t if E (i)r−1 > 10
−4 and
E (i)(t) ≤ 10−4.
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Realization Algorithm Amount of nodes that reach x¯N Convergence round Amount of Transmitted Scalars
1 FTC 20 19 380
TAS 20 11 205
2 FTC 20 19 380
TAS 20 7 145
3 FTC 20 19 380
TAS 20 9 183
4 FTC 20 19 380
TAS 20 12 219
5 FTC 20 18 360
TAS 20 6 130
6 FTC 20 15 300
TAS 20 6 126
7 FTC 20 18 360
TAS 20 8 156
8 FTC 20 19 380
TAS 20 7 142
9 FTC 20 19 380
TAS 20 8 152
10 FTC 20 17 340
TAS 20 6 130
Table 3.2: TAS Vs. FTC preliminary results with N = 20 and coverage range of 0.15 in 10
different unstructured topologies.
For each algorithm and each network topology, the average relative error E(t) (at round
t) is evaluated by averaging E (i)(t) over all network realizations. The evolution of the
average relative error E(t) with the number of exchanged scalars is represented in Figure
3.4(a), Figure 3.5(a) and Figure 3.6(a) for the considered topologies.
Figure 3.4(a) refers to the random network topology, where the consensus is achieved
(with a relative error less than  = 10−4) by all considered algorithms except TAS. One
observes, in particular, that FTCM outperforms all the considered competitors, with a
significant gain in terms of amount of exchanged scalars (and ultimately, in terms of energy
saved) with respect to MC, FL, and FTC. The MC algorithm shows a slow convergence,
which is mainly due to the relatively low average connectivity degree. FTC achieves
convergence in about 99 iterations. This is due to the fact that for a random topology, the
number of different eigenvalues of the Laplacian matrix is likely to be equal to the number
of nodes. Moreover, while other approaches show a smooth decrease of the estimation
error, the relative error with FTC starts to increase and then to decrease before vanishing
at the iteration where convergence occurs. This may be a critical issue when not enough
communication iterations are available to complete convergence.
Figure 3.5(a) and Figure 3.6(a) are for tree and clustered networks, respectively. In such
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Realization Algorithm Amount of nodes that reach x¯N Convergence round Amount of Transmitted Scalars
1 FTC 100 63 6300
TAS 100 10 138
2 FTC 100 57 5700
TAS 100 8 135
3 FTC 100 63 6300
TAS 100 12 137
4 FTC 100 51 5100
TAS 100 8 142
5 FTC 100 67 6700
TAS 100 8 138
6 FTC 100 68 6800
TAS 100 8 140
7 FTC 100 52 5200
TAS 100 8 144
8 FTC 100 64 6400
TAS 100 12 139
9 FTC 100 58 5800
TAS 100 10 137
10 FTC 100 64 6400
TAS 100 10 140
Table 3.3: TAS Vs. FTC preliminary results with N = 100 in 10 different tree topologies.
Realization Clusterheads Algorithm Amount of nodes that reach x¯N Convergence round Amount of Transmitted Scalars
1 9 FTC 100 18 1800
TAS 100 3 128
2 7 FTC 100 12 1200
TAS 100 3 125
3 8 FTC 100 14 1400
TAS 100 3 127
4 5 FTC 100 10 1000
TAS 100 3 132
5 5 FTC 100 10 1000
TAS 100 3 128
6 5 FTC 100 8 800
TAS 100 3 126
7 4 FTC 100 8 800
TAS 100 3 130
8 9 FTC 100 16 1600
TAS 100 3 125
9 10 FTC 100 20 2000
TAS 100 3 123
10 8 FTC 100 16 1600
TAS 100 3 126
Table 3.4: TAS Vs. FTC preliminary results varying nc ∈ [4 − 10] with N = 100 in 10 different
clustered topologies.
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structured networks, all algorithms achieve consensus. TAS performs the best. FTCM
still performs satisfactorily in the case of tree networks, see Figure 3.5(a), but appears
less appealing when operated in clustered networks (Figure 3.6(a)). In this respect, we
observe that NC and FL show a remarkable performance improvement when operated in
clustered networks with respect to the case of tree networks, whereas FTCM experiences
only a small improvement. Moving from tree to clustered networks, in fact, FL benefits
from the reduced number of network levels to be traveled, while NC takes advantage of
the fact that (differently from the tree case) the multiple transmissions needed for network
decoding are performed only by the cluster heads. Similar conclusion to those done for the
random topology hold for MC. For what concerns FTC, a faster convergence is observed,
due to a reduction of the number of different eigenvalues of the Laplacian matrix of these
structured topologies.
Convergence speed
Figure 3.4(b), Figure 3.5(b) and Figure 3.6(b) represent the average number N(t) of nodes
that have evaluated the consensus with a relative error less than  = 10−4 as a function
of the iteration index. The average is evaluated over 100 network realizations for each
topology.
Figure 3.4(b) is for the random topology. FL performs the best: convergence is reached
in a number of iterations equal to the diameter of the network. Nevertheless, the price of
this rapid convergence is a relatively large amount of data that have be exchanged, see
Figure 3.4(a).
The number of iterations required by FTCM and NC are very close to that of FL. FTCM
achieves the best compromise between convergence speed and amount of exchanged data,
see Figure 3.4(a). TAS, MC, and FTC are much more slower. With TAS, not all nodes are
able to reach consensus.
In the case of structured networks, TAS becomes the best solution. It is as fast as FL, see
Figures 3.5(b) and 3.6(b), but it requires the lowest amount of data exchanged, as already
observed in Figure 3.5(a) and 3.6(a). Finally, in both cases of tree and clustered topologies,
FTCM shows faster convergence speeds than MC, FTC, and NC.
3.5 Conclusions
In this work I introduced a novel algorithm, named FTCM, for the distributed evaluation of
the average consensus, which exploits the node memory to facilitate the consensus evaluation.
Moreover, I proposed an adaptation to the distributed average consensus problem of the TAS
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Figure 3.4: Unstructured random networks
algorithm introduced in [4] for the distributed confidence region evaluation. The performance of
the two algorithms, in terms of efficiency in the usage of network resources and convergence
speed, has been compared with those of standard or recently introduced algorithms, such as
Metropolis Consensus, Finite Time Consensus, Flooding and Network Coding. The outcomes of
performance investigations, carried out considering unstructured random networks, tree networks,
and clustered networks, show that FTCM is very well behaving when operated on unstructured
random network topologies, whereas TAS outperforms its competitors when structured networks
are considered, either tree or clustered networks.
Future work discussed in Section 3.3.1 will be object of a future journal publication.
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Figure 3.5: Tree networks
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Chapter 4
Distributed Faulty Node Detection under
Byzantine Attack in DTNs
4.1 Introduction
Delay Tolerant Networks (DTNs) refer to the challenging situation of networks operating with
intermittent connectivity [74]. This happens, for example, in Vehicular DTNs [75], where the
nodes are moving vehicles and communication is established only between closely located
agents. This produces frequent link disruptions and network topology reconfiguration. This
time-varying nature exposes DTNs to infiltrations by potentially malicious nodes, which may
attempt to perturb the DTN behavior. Threatens against the DTN integrity may come in the form
of malware attacks [76], selfish behavior of nodes [77], Byzantine attacks [78], and so on. The
absence of a central unit able to act as a certifying authority makes trust management in DTNs
very difficult.
In this work I considered a DTN where nodes are equipped with sensors, collecting data used,
e.g., to estimate some physical phenomenon. I assume that the network behavior is perturbed by
nodes with defective sensors and by nodes performing Byzantine attacks.
A sensor is called defective if it frequently reports erroneous measurements. This phe-
nomenon may be due, e.g., to the degradation of the equipment in time. The identification of
nodes equipped with defective sensors is very important to save communication resources and to
prevent erroneous measurements to pollute the estimates provided by the DTN. Distributed fault
detection (DFD) is a well-investigated topic in Wireless Sensor Networks (WSNs), see [79–81]
and references therein. The WSNs considered in the literature are usually dense and have a static
topology. DFD in DTNs is made more challenging by the sparse and dynamic topology, and is
much less investigated. In previous work [82], I proposed a distributed faulty node detection
(DFD) and easily implementable algorithm allowing each node of a DTN to determine whether
its own sensors are defective.
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A basic assumption in [82] is that all the nodes in the DTN may not be misbehaving in
other ways than carrying defective sensors. This paper investigates the performance of the DFD
algorithm when the DTN is under Byzantine attack, i.e., several nodes are fully controlled by
an adversary. While the normal nodes perform the DFD algorithm to determine the status of
their own sensors, the Byzantine nodes try to prevent the correct self-evaluation of normal nodes.
This work aims to determine i) whether the DFD algorithm proposed in [82] is robust against
the introduction of Byzantine nodes; ii) how to adjust the algorithm parameters to minimize
the effects of the Byzantine attack. To answer these questions I extend the analysis in [82]
by taking into account a portion of Byzantine nodes. Theoretical predictions are supported by
simulation results obtained by using both an idealized node displacement model and traces from
real databases. This provides insights on the way the parameters of the DFD algorithm should be
adapted to minimize the impact of misbehaving nodes. Theoretical results are illustrated with
simulations considering nodes with random displacements, as well as traces of node inter-contact
times from real databases.
4.2 DFD algorithm under Byzantine attack
Consider a set S of moving nodes equipped with sensors. Assume that a subset B ⊂ S of these
nodes are controlled by an adversary and perform a Byzantine attack to disturb the behavior of
the network, these nodes are referred in what follows to as “malicious”. The nodes in the set
N = S \ B are normal. Let D ⊂ N denote the subset of nodes which are not malicious but
produce outliers due to their defective sensors. The outliers are measurements having statistical
characteristics significantly different from normal measurements provided by good sensors. As a
consequence, the status of Node i has three possible values θi(t) ∈ Θ = {0, 1, 2}, i.e.,
θi(t) =

0, if i ∈ N \ D,
1, if i ∈ D,
2, if i ∈ B.
Assumes that the status of nodes remains constant during the algorithm, i.e., θi(t) = θi, and that
the nodes are initially not aware of their status and only nodes in N are willing to estimate their
status. Let pθ be the proportion of nodes with status θ ∈ Θ, with p0 + p1 + p2 = 1. Nodes can
exchange information only during the limited time interval in which they are in close proximity
(within radio coverage). As in [82], nodes are assumed to be well-mixed and the time interval
between two successive meetings of a given node is assumed to follow an exponential distribution
with an inter-contact rate λ [83]. Moreover, one assumes that each meeting involves only two
nodes. When more than two nodes meet at the same time instant, processing is performed
pair-by-pair. During each meeting of a pair of nodes (i, j) ∈ S each node senses data m. with
4.2 DFD algorithm under Byzantine attack 119
their own sensors and then may exchange these data. If Node i has received the data from
Node j (i.e., m j), then a local outlier detection test (LODT) can be performed by Node i with
outcome yi j . Assume that the spatial and temporal correlation between data is such that only
data sensed during the meeting of two nodes can be exploited by a LODT. Therefore, previously
collected data are not used. The LODT yields yi j = 1 if it detects the presence of at least an
outlier among the data mi and m j , and yi j = 0 otherwise. The LODT is not able to determine
which sensor is producing outliers. Such situation occurs for example, when comparing few
scalar measurements of the same physical quantity. The presence of an outlier is easily detected
when the measurements are very different. Nevertheless, even if the difference is large, it is
difficult to determine which measurement is an outlier. LODTs can take various forms, see [81].
In this paper, the LODT is characterized by the probabilities qθiθ j = P
{
Yi, j = 1 | θi, θ j
}
, with
θi ∈ Θ and θ j ∈ Θ. For example, q00 is the probability that an outlier is detected when data are
provided by good sensors. One has qθiθ j = qθ jθi as yi j = y ji (symmetry). One further assumes
that q00 < q01 = q10 6 q11, which is reasonable, since the outcome of a LODT is more likely to
be 1 as the number of outliers involved increases.
I introduce now the DFD algorithm presented in [82] and then discusses the behavior of
misbehaving nodes.
In the DFD algorithm [82], each node manages two counters cm,i(t) and cd,i(t) with cm,i(0) =
cd,i(0) = 0. Using cm,i(t), Node i counts the number of LODTs that it has performed. Using cd,i(t),
Node i counts the number of LODTs resulting in the detection of outliers, i.e., yi· = 1. Consider
ν as a constant decision threshold, Node i sets its own estimate θ̂i (t) = 1 if cd,i(t)/cm,i(t) > ν.
Otherwise, it sets θ̂i (t) = 0. Only the nodes with θ̂ (t) = 0 can send their data to the nodes met at
time t. Each node performs a LODT and updates its counters only when it has received some
data from another node. For example, assume that Node i with θ̂i (t) = 1 meets Node j at time
t. Node i still takes measurements, but it does not send these data to Node j. If θ̂ j (t) = 0, then
Node i can receive the data from Node j and perform a LODT. To simplify the analysis, one has
chosen to consider the evolution of cm,i(t) and cd,i(t) over a sliding time window containing the
time instants of the last M meetings during which Node i has performed a LODT. Algorithm 8
summarizes the proposed DFD technique for an arbitrary normal Node i ∈ N .
To disturb the behavior of Algorithm 8, a Byzantine Node b may set θ̂b (t) = 0, ∀t > 0, so
that it always indicates to the encountered nodes that it is well behaving and that it trusts its
sensors. Then Node b may transmit some artificial data to mislead the other nodes. Two types of
behavior are considered in what follows. B1) Node b always transmits random quantities to the
encountered nodes. These random data are usually outliers. Therefore, q20 and q21 are close to
1. B2) Node b performs a measurement mb and always waits for the data mi coming from the
encountered Node i. If mi is close to mb then it is likely that Node i is carrying good sensors.
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Algorithm 8 Sliding-Window DFD algorithm for Node i ∈ N .
1. Initialize t0i = 0, θ̂i
(
t0i
)
= 0, cm,i(t0i ) = cd,i(t0i ) = 0, ι = 1, and µ = 0.
2. Do θ̂i (t) = θ̂i
(
t ι−1i
)
, cm,i (t) = cm,i
(
t ι−1i
)
, cd,i (t) = cd,i
(
t ι−1i
)
, and t = t + δt until the ι-th
meeting occurs at time t ιi with Node j
ι ∈ S.
3. Perform local measurement of data mi
(
t ιi
)
.
4. If θ̂i
(
t ιi
)
= 0, then transmit mi
(
t ιi
)
to Node j ι.
5. If data m j ι have been received from Node j ι, then
(a) µ = µ + 1. Perform a LODT with outcome yµi .
(b) Update cm,i and cd,i as {
cm,i(t ιi ) = min {µ,M}
cd,i(t ιi ) =
∑µ
m=max{1,µ−M+1} y
m
i
(4.1)
(c) Update θ̂i as follows
θ̂i(t ιi ) =
{
1 if cd,i(t ιi )/cm,i(t ιi ) > ν,
0 else
(4.2)
6. ι = ι + 1. Go to 2.
To introduce confusion, Node b does not send mb, but sends a significantly different quantity to
Node i. If mi is very different from mb, it is likely that Node i is carrying a defective sensor. To
increase confusion, Node b transmits to Node i a quantity similar to mi. In this case q20 is close
to 1 and q21 is close to 0.
Define the triple xi(t) =
(
θi, cm,i (t) , cd,i (t)
)
to represent the state of Node i ∈ N . The
evolution of the state of Node i, conditioned by its status θi, follows a Markov model. In
particular, there are two chains as θ ∈ {0, 1}. In order to simplify the notations, let cm,i (t) = `
and cd,i (t) = k. At time t, among the nodes with status θ ∈ {0, 1} , denote X`,kθ (t) as the
proportion of nodes in state x(t) = (θ, `, k). The state transition probabilities of nodes are
evaluated in Section 4.2.1. Then the evolution of X`,kθ (t) are described in Section 4.2.2.
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4.2.1 Transition probabilities
Define piδm,δdθ as the transition probability from State (θ, `, k) to State (θ, ` + δm, k + δd). In
case where cm,i(t) = ` < M, the counter cm,i(t) either increases or remains constant, thus
(δm, δd) ∈ {(0, 0) , (1, 0) , (1, 1)}. The only possibility leading to δm = 0 is that Node J is not a
Byzantine node and θ̂J (t) = 1. Therefore, for any θ ∈ {0, 1},
pi0,0θ (t, `, k) =
∑
θ∈{0,1}
P {θJ = θ} P
{
θ̂J (t) = 1|θJ = θ
}
= p0p01 (t) + p1p11 (t) , (4.3)
where pθ = P {θJ = θ} by the assumption that the nodes are well mixed. One introduces
pθθ̂ (t) = P
{
θ̂J (t) = θ̂ |θJ = θ
}
, (4.4)
which is the proportion of agents with status θ believing their status is θ̂. Notice that pθθ̂ (t) can
be obtained from X`,kθ (t) according to the decision rule (4.2), i.e.,{
pθ0 (t) = X0,0θ (t) +
∑
`,k:k/`<ν X
`,k
θ (t) .
pθ1 (t) = ∑`,k:k/`>ν X`,kθ (t) . (4.5)
A state transition occurs with (δm, δd) = (1, 1) when Node i with status θi = θ meets Node J with
θ̂J (t) = 0 and when the LODT yields yi (t) = 1. The two events are independent, hence
pi1,1θ (t, `, k) =
∑
φ∈Θ
P
{
YiJ (t) = 1, θJ = φ, θ̂J (t) = 0|θi = θ
}
=
∑
φ∈Θ
P {θJ = φ} P
{
θ̂J (t) = 0|θJ = θ
}
·
· P {Yi (t) = 1|θi = θ, θJ = φ} =
∑
φ∈Θ
pφqθφpφ0 (t) . (4.6)
Since the Byzantine nodes with θb = 2 always indicate θ̂b = 0, one may rewrite (4.6) as
pi1,1θ (t, `, k)= p2qθ2 +
∑
φ∈{0,1}
pφqθφpφ0 (t) . (4.7)
Finally, pi1,0θ (t, `, k) = P
{
Yi (t) = 0, θ̂J (t) = 0|θi = θ
}
is obtained similarly from (4.6)
pi1,0θ (t, `, k)= p2 (1 − qθ2)+
∑
φ∈{0,1}
pφ
(
1 − qθφ
)
pφ0(t) . (4.8)
In the case where cm,i(t) = M , one has δm = 0 as the counter cm,i(t) reaches its maximum value.
In Algorithm 8, µ is the number of LODTs performed by Node i up to time t. When µ > M , only
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the last M LODT outcomes are considered: LODT outcomes ymi with m 6 µ − M are discarded.
Consider the random event Ey (t) =
{
Y µ−Mi = y |
∑µ−1
m=µ−M Y
m
i = k
}
in which y ∈ {0, 1}. This
event represents a situation where one knows that k LODTs were positive among the last M tests
and the old LODT outcome that will be discarded once the new LODT outcome is available, also
concluded in the presence of defective sensors. As discussed in [82], one has P {E1 (t)} ≈ k/M
and P {E0 (t)} ≈ 1 − k/M. Assume that the (µ − M)-th LODT performed by Node i occurred
at time t˜, then yµ−Mi can also be denoted as yi
(
t˜
)
and δd = yi (t) − yi
(
t˜
) ∈ {−1, 0, 1} . To
have (δm, δd) = (0, 1), three independent events have to occur: 1) the encountered Node J has
θ̂J (t) = 0; 2) yi (t) = 1; 3) yi
(
t˜
)
= 0, i.e., E0 (t). The transition probability is then deduced using
derivations similar to (4.6),
pi0,1θ (t,M, k)=
M − k
M
(
p2qθ2 +
∑
φ∈{0,1}
pφqθφpφ0(t)
)
. (4.9)
Consider then (δm, δd) = (0,−1), similarly, one obtains,
pi0,−1θ (t,M, k)
=
k
M
(
p2 (1 − qθ2) +
∑
φ∈{0,1}
pφ
(
1 − qθφ
)
pφ0 (t)
)
. (4.10)
Considering the last transition (δm, δd) = (0, 0). To obtain the expression of pi0,0θ (t,M, k), one
needs to introduce (4.9-4.10) into pi0,0θ (t,M, k) = 1 − pi0,1θ (t,M, k) − pi0,−1θ (t,M, k) .
4.2.2 Macroscopic evolution
With the transition probabilities discussed in Section 4.2.1 and the initial conditions
X0,0θ (0) = 1, and X`,kθ (0) = 0, ∀`, k , 0, (4.11)
the evolution of the various proportions X`,kθ (t) of nodes in the corresponding states can be
obtained, see [82] for the detail. To simplify the equations, consider the function
Zδm,δdθ (`, k, t) =
{
X`,kθ (t) piδm,δdθ (`, k) , if 0 6 k 6 ` 6 M,
0, otherwise,
(4.12)
then for any θ ∈ {0, 1}, one has
dX`,kθ
dt
(a)
= λ
∑
δd∈{0,1}
(
Z1,δdθ (` − 1, k − δd, t) − Z1,δdθ (`, k, t)
)
dXM,kθ
dt
(b)
= λ
∑
δd∈{−1,1}
(
Z0,δdθ (M, k − δd, t) − Z0,δdθ (M, k, t)
)
+λ
∑
δd∈{0,1}
Z1,δdθ (M − 1, k − δd, t) ,
(4.13)
where (a) describes the evolution of the proportion of state components in the transient regime
and (b) is for the permanent regime.
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
p00 =
∑
k:k/M<ν
(M
k
) ( p0q00p00+p1q01p10+p2q02
p0p00+p1p10+p2
) k (
1 − p0q00p00+p1q01p10+p2q02
p0p00+p1p10+p2
)M−k
,
p10 =
∑
k:k/M<ν
(M
k
) ( p0q10p00+p1q11p10+p2q12
p0p00+p1p10+p2
) k (
1 − p0q10p00+p1q11p10+p2q12
p0p00+p1p10+p2
)M−k
.
(4.16)
4.3 Analysis of the Equilibrium
In this section, I investigate the asymptotic behavior of the DTN state equations (4.13). Algo-
rithm 8 may drive X`,kθ to an equilibrium X
`,k
θ at which the proportions of nodes in different
states X`,kθ (t) do not vary any more. As a consequence, pθ0 (t) defined in (4.5) also tends to an
equilibrium pθ0.
4.3.1 Equilibrium of X`,kθ
The results presented in this section are the extension of those in [82] by considering the affect
of Byzantine attack.
Proposition 1 Assume that the dynamic system described by (4.13) admits some equilibrium
X
`,k
θ , then p =
(
p00, p10
)
is the solution of (4.16) (at the top of the next page) and for any
θ ∈ {0, 1} and k 6 `,
X
`,k
θ =
{
0, ∀` < M,(M
k
) (hθ (p))k (1 − hθ (p))M−k , ` = M, (4.14)
where
hθ (p) = p0qθ0p
00 + p1qθ1p10 + p2qθ2
p0p00 + p1p10 + p2
. (4.15)
Proposition (1) can be proved using derivations similar to those presented in [82]. Proposition (1)
provides non-linear equations (4.16) that have to be satisfied by p. With the solutions of (4.16),
the values of X
M,k
θ at equilibrium can be easily deduced.
4.3.2 Approximations of the Equilibrium
Closed-form expressions for p00 and p10 are difficult to obtain from (4.16). Here, I introduce
an approximation of (4.16) from which some insights may be obtained on the way ν should be
chosen to minimize the impact of the presence of misbehaving nodes. Since both p10 and p01
represent the proportions of nodes having wrong estimates of their status, the values of p10 and
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p01 should be small. Thus one may consider the following approximations
h˜θ = lim(
p00,p10
)
→(1,0)
p0qθ0p00 + p1qθ1p10 + p2qθ2
p0p00 + p1p10 + p2
=
p0qθ0 + p2qθ2
p0 + p2
. (4.17)
Therefore, (4.16) may be rewritten as
p˜00 =
∑
k:k/M<ν
(M
k
) ( p0q00+p2q02
p0+p2
) k (
1 − p0q00+p2q02p0+p2
)M−k
,
p˜10 =
∑
k:k/M<ν
(M
k
) ( p0q10+p2q12
p0+p2
) k (
1 − p0q10+p2q12p0+p2
)M−k
.
(4.18)
from which one deduces the approximate values X˜M,kθ of X
M,k
θ
X˜M,k0 =
(M
k
) ( p0q00+p2q02
p0+p2
) k (
1 − p0q00+p2q02p0+p2
)M−k
,
X˜M,k1 =
(M
k
) ( p0q10+p2q12
p0+p2
) k (
1 − p0q10+p2q12p0+p2
)M−k
.
(4.19)
The quality of the approximation can be verified by checking whether there exists some value
of ν that leads to both p00 → 1 (or p01 → 0) and p10 → 0. Consider here a toy example:
fix M = 20 and the LODT is such that q00 = 0.05 and q10 = 0.8. The Byzantine nodes have
the behavior of type B2) with p02 = 1 and p12 = 0, which corresponds to the most serious
attack. Consider p2 ∈ {0, 0.01, 0.05, 0.1} and p0 = p1 = (1 − p2) /2 in all the cases, Figure 4.1
presents p˜10 as a function of p˜01, obtained for different values of ν ∈ [0, 1]. One observes that
the Byzantine nodes have limited influence on the performance of the DFD algorithm, except
when p2 reaches 10%. Nevertheless, if the values of M and ν are properly chosen, both p˜01 and
p˜10 can be kept relatively small even in presence of 10% of Byzantine nodes. Figure 4.1 is also
helpful to choose the value of ν in order to meet different performance requirements.
4.4 Numerical results
This section provides simulation results to illustrate the theoretical results above presented. At
first, I consider results obtained considering nodes with an idealized displacement model. Real
databases are then considered.
4.4.1 Idealized displacement model
Consider a DTN consisting of 1000 moving nodes, with their initial positions uniformly dis-
tributed over a unit square. Nodes randomly move within this square. Two nodes communicate
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Figure 4.1: Approximate p10 as a function of approximate p01 at equilibrium, for various
ν ∈ [0, 1] and p2 ∈ {0, 0.01, 0.05, 0.1}.
only when their distance is less than their communication range r0 at discrete time instants k∆t,
k = 1, 2 . . . . One assumes an idealized displacement model: the location of each agent at time
(k + 1) t is independent of its previous location at time k∆t. The value of r0 can be chosen to
adjust the inter-contact probability during a time interval of duration ∆t. Here, the inter-contact
probability is taken as 0.33. Consider Nb = 50 Byzantine nodes and Nd = 200 nodes with
defective sensors, which leads to p0 = 0.75, p1 = 0.2, and p2 = 0.05. The characteristics of the
LODT are q00 = 0.05, q01 = 0.8, and q11 = 0.9. Consider both types of Byzantine nodes: for
the type B1), assume that p02 = p12 = 1; for the type B2), assume that p02 = 1 and p12 = 0. One
also takes into account the situation where no Byzantine node is present, i.e., p2 = 0, in order to
see the influence of Byzantine attack. In the latter case, one sets Nd = 211 so that the ratio of p0
and p1 are close in all the situations. Figure 4.2 presents the evolution of p01 and p10 as functions
of time, with M = 15 and ν = 0.4. Recall that p01 is the proportion of normal nodes with good
sensors that wrongly decide their sensors as defective and p10 is the proportion of normal nodes
with defective sensors that wrongly decide their sensors as good. Compared with the situation
where p2 = 0, one observes that both p01 and p10 decrease slower when the Byzantine nodes are
present. As expected, the attack of type B2) impact more the agents compared than that of type
B1). Figure 4.3 shows a good match between the distribution of XM,kθ obtained by the end of the
simulation and the approximation of XM,kθ using (4.19). In order to have a good performance of
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Figure 4.2: Evolution of p01 (left) and p10 (right), considering an idealized displacement model.
the DFD algorithm, the distributions of XM,k0 and X
M,k
1 should be as separate as possible. The
main influence of the Byzantine attack is that it makes the two distributions closer. Nevertheless,
the DFD algorithm still behaves in a satisfying way if the parameter ν is properly chosen using
(4.16): in the simulations both p01 and p10 can be made less then 1%.
4.4.2 Simulation with real databases
In this section, the DFD algorithm is executed considering node inter-contact times taken from
real databases provided by the Haggle Project [84] and by our own experiments conducted at
the EuWin platform at University of Bologna. I realized the real database in Bologna using
the EuWin platform. Students of the university of Bologna have been equipped of a device
during a break of an academic course, then they have spent the break as usual while each device
counted the number of meetings with other devices. In the simulation, one is interested in the
inter-contact trace, i.e., which pair of agents have a meeting at which time. I use the following
databases:
• Infocom05, in which N = 41, lasted 3 days.
• Bologna16, in which N = 34, during the break of a course (which lasts about 17 minutes).
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For each database, 500 Monte-Carlo simulations are performed. In each simulation, one randomly
choose Nb nodes as Byzantine nodes and Nd nodes as the ones with defective sensors. The
results are then averaged over these simulations. In Infocom05, one sets Nb = 2 and Nd = 10.
In Bologna16, one sets Nb = 1 and Nd = 6. Consider the following parameters: q00 = 0.05,
q01 = 0.8, q11 = 0.9, p02 = 1, p12 = 0, M = 15 and ν = 0.4. At the top of Figure 4.4, the
index of the active nodes (which have contact with the others) are presented at each time to
show the frequency of the inter-contacts at different epochs. The evolution of p10 and p01 is
plotted at the bottom of Figure 4.4. Interestingly, both p10 and p01 obtained by both databases
decrease to 10−2 after a sufficient long time. The decreasing speed of p10 and p01 is highly
related to the inter-contact rate (reflected by the density of points in the sub-figures at the top):
using Infocom05, variations are significant at beginning of working hours; using Bologna16, p10
and p01 decrease significantly in the end as all the students came back to the class. Figure 4.5
represents the proportion of nodes in each state XM,kθ in the end of the simulation, obtained by
using the databases Infocom05 and Bologna16. The simulation results are compared with the
approximation (4.19). One still finds that there is a good match by using the databases.
4.5 Conclusion
In this work, I investigated the impact of Byzantine attacks on the performance of a distributed
faulty node detection algorithm in the context of delay tolerant networks. The aim of the
algorithm is to make each normal node estimate the status of its own sensors, whereas some
Byzantine nodes attempt to compromise the effectiveness of the algorithm. The affect of
Byzantine attack on the equilibrium is analyzed theoretically, which is helpful to adjust the
algorithm parameters in order to ensure the robustness of the DFD algorithm. Both ideal
movement model and real databases have been considered in the simulations to illustrate the
achieved results.
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Chapter 5
Visible Light Communication and its
application to Vehicular Networks
5.1 Introduction
The paradigm of connected vehicles is moving from research to implementation, thus enabling
new applications that start from safety improvement and widen to the so called Internet of
Vehicles (IoV). The wide diffusion of mobile connected devices increases the data produced
and consumed, highlighting the necessity of very high performance networks. In this context,
Vehicular Sensor Networks (VSNs) may represent the future for the environmental monitoring.
In fact, devices on board of vehicles, named on board units (OBUs), act as sensors, acquiring a
variety of information such as position, speed, and acceleration of the vehicles themselves, but
also pollution measurements, video recording of the environment, number of connected devices.
This leads to the production of a large amount of information that can be exploited to enable
a variety of new services addressing safety, traffic management, smart navigation, pollution
measurements, urban surveillance, forensic investigations, and Internet access demanding for
very high level performance networks with extremely low latency [85, 86].
In the next few years, connected vehicles will travel on the roads exchanging information with
one another and with the infrastructure; the collaboration will permit safer travels, more efficient
traffic management, and new services for drivers and passengers. The first steps towards this
vision are being taken in many Countries around the World. In the United States (US), steps were
taken around August 2014, when the National Highway Traffic Safety Administration (NHTSA),
one of the main agencies in the field of transportation, issued an Advance Notice to proceed
with standardization of vehicle to vehicle communication for light vehicles [87]. This means
that new vehicles in the US will soon be equipped with the WAVE protocol suite for short
range communications, based on IEEE 802.11p at the lower levels of the protocol stack [88, 89]
and using the DSRC frequency bands. In the European Union (EU), even if there is still no
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Figure 5.1: Vehicular visible light networks.
mandate from governments, important activities are being carried out. In particular, the so
called Release 1 of the set of standards for cooperative intelligence transport systems (C-ITS)
was issued in February 2014 by the European Committee for Standardization (CEN) and the
European Telecommunications Standards Institute (ETSI) [90]. Differently from the US, various
technologies are envisioned as enabler of connected vehicles, and particular attention is being
posed on cellular networks. In the EU, the LTE technology can thus be considered as another
key enabler of connected vehicles [91, 92].
The availability of wireless communications will enable the creation of vehicular networks
with a wide range of new applications [93–97]. Great attention is obviously devoted to safety
improvement, thanks to neighbor discovery and tracking and the immediate warning of critical
events, like accidents in the proximity. In addition, connected vehicles will also form, with fixed
RSUs as gateways, the so called IoV, with other data services that include traffic management
improvement or entertainment applications.
The OBUs can be connected through different wireless technologies. Today, the OBUs,
transmit their data through the cellular network [98, 99]. The wide spreading of this service
is leading to high loads for the cellular network itself (that results almost sature in urban
environments) and, consequently, to higher costs. A solution that could be soon available is the
use of short range vehicle-to-vehicle (V2V) and vehicle-to-roadside (V2R) communications to
offload part of the cellular transmissions [100, 101]. In Europe, for instance, the Release 1 of
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standards for cooperative intelligent transportation systems (C-ITS) has been completed, which
derives from wireless access in vehicular environment (WAVE)/IEEE 802.11p in the 5.9 GHz
band and adapts to European requirements [88, 89, 98].
Although presently the fight is tackled in the radio frequency (RF) band, with short range
communications (with the IEEE 802.11p standard in the DSRC band) and cellular communica-
tions (mainly focusing on LTE), great interest is also devoted to the visible light spectrum. In
fact, the great development made by light emitting diodes (LEDs) in the last years allows the im-
plementation of a variety of applications based on VLC. This technology enables transmissions
in free and unregulated channels with very wide bandwidths while consuming low power and
without producing electromagnetic radiations and health problems. Energy saving, high data rate
secure connectivity, safe communication in hazardous environments, services to passengers on
aircrafts, underwater communications, location based services, and vehicular communications
are only some examples of possible applications [102–105]. The enormous spread of LEDs and
its huge communication potential, led in fact VLC to the introduction in the family of standards
for wireless communications, by 2011, in the IEEE 802.15.7 specifications [106] which defines
the physical (PHY) and MAC layers for optical wireless communications (OWCs) in the visible
light spectrum. Exploiting the already mounting LED lights, VLC could be used in several appli-
cation scenarios (such as underwater communications [107] or localization and tracking [108]),
and also vehicles could be connected to each other to create the so called vehicular visible light
networks (VVLNs) (a.k.a. V2LC networks [109]), as represented in Figure 5.1.
Differently from RF, the visible light spectrum offers large portions of unlicensed and uncon-
gested bands. In addition to the potentially high throughput guaranteed by the low congested
frequencies, the large bandwidth, and the optimal spatial reuse, VLC is also characterized by a
high directivity and a predictable channel; these aspects allow high accurate neighbors position-
ing without use of other technologies [110], reduce the sources of interference [6], and guarantee
a high security level due to the inherently reserved channels [111, 112].
The high directivity also implies, however, the need for almost clear line of sight that limits
the use of VLC to the applications where no obstacles must be overtaken and only single or
multiple hops between vehicles that are traveling on the same road are needed. Besides pure
VVLNs, anyway, VLC can be foreseen in heterogenous vehicular networks as an addition to the
RF technologies to increase the overall capacity.
I focused my attention on VLC as the enabling technology for data exchanging between
vehicles and between vehicles and traffic lights, here exploited as RSUs. Referring to delay
tolerant applications, I aim to collect as much information as possible at the traffic lights and
forward it to a remote control center. Specifically, I assume that vehicles try to transmit their
data through the head or rear lights to the nearer traffic light either directly (if in visibility), or
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Figure 5.2: System model. Vehicles attempt to use short range communications based on IEEE
802.11p and/or VLC for data delivery at RSUs, which, for VLC, are represented by traffic lights.
Background taken from http://www.lista.it/hve/scenario.htm.
through multi hop VLC networking. I remark that this work is among the first discussing the use
of VLC in vehicular networks for purposes that are not limited to safety improvement.
In particular, I:
• Exploit VLC as the enabling technology for V2V and V2R communications aimed at data
uploading in delay tolerant applications toward a remote control center.
• Investigate the feasibility of the proposed solution in terms of connectivity and evaluate the
performance in terms of packets delivered, thus offloaded from the cellular infrastructure.
• Examine the impact of interference varying the transmitter and receiver characteristics,
that is, assuming different transmitting distances and directivity degrees.
Therefore, the scope of this work is to introduce the paradigm of VVLNs and to highlight the
improvement allowed by its integration in future heterogenous vehicular networks (Figure 5.2).
To this aim, results are shown focusing on the example application of crowd sensing vehicular
networks (CSVNs), where data collected by sensors on board of vehicles are delivered through
single or multiple hops to RSUs, which act as gateways towards a remote control center. The
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strategies for the selection of the technology to be used is also discussed and a congestion-
adaptive algorithm is proposed.
5.2 DSRC (WAVE/IEEE 802.11p)
WAVE defines the communication system architecture and the complementary set of services and
interfaces for vehicular scenarios, whereas IEEE 802.11p describes the MAC and physical layer
protocols at 5.9 GHz [88, 89]. Through the WAVE mode, this standard allows the transmission
and reception of data frames with the wildcard basic service set (BSS) identity and without the
need of belonging to a particular BSS. This feature enables very efficient communication-group
setup without much of the overhead typically needed in nomadic IEEE 802.11a/g networks; it
simplifies the BSS operations in a truly ad hoc manner for vehicular usage [88], and can be used
by devices for a fast exchange of contextual data, including Global Positioning System (GPS)
coordinates, direction, and speed. In particular, all OBUs periodically broadcast their identity
and position in packets denoted as beacons, thus each OBU has a real time knowledge of all its
neighbors.
The IEEE 802.11p amendment has been released in 2010 and several tests have been
performed worldwide, even with thousands of vehicles. It is part of the WAVE protocol suite in
the US and a slightly modified version denoted ITS-G5 is included in the cooperative-intelligent
transport systems (CITS) in Europe. Given the large experimentation records and the large
number of devices already available on the market, the main advantage of this technology is
that it appears mature for a large scale deployment and still remains the main standard for V2V
communications. Among the main concerns about IEEE 802.11p there are i) the possibly high
level of errors under heavy traffic conditions, ii) the lack of clear plans for future enhancements
of the standard, and iii) the need for deployment of completely new devices as RSUs. Regarding
the technology, one of its distinctive characteristics is the use of CSMA/CA at the MAC layer.
On the one hand, it allows a fully distributed and uncoordinated access to the wireless channel,
with no need for a resource allocation procedure. On the other hand, however, it implies a not
negligible resource waste due to frequent collisions as the channel use increases, and arises,
as already anticipated, concerns about its reliability under heavy traffic conditions. At the
physical layer, IEEE 802.11p is based on orthogonal frequency division multiplexing (OFDM)
modulation, with seven non overlapping channels of 10 MHz each; one of these channels is
reserved for control purposes and the other six are provided as service channels. Focusing on the
PHY layer, modulation and convolutional coding are used, with eight possible combinations of
modulation and coding schemes (MCSs), often called Modes. Depending on the adopted MCS,
the gross data rate varies between 3 and 27 Mb/s, as summarized in the first columns of Table 5.1.
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MCS (Mode) Modul. Coding Rate Data Rate Tx. Duration SINRmin Tx. Range
1 BPSK 1/2 3.0 Mb/s 573 µs 10 dB 457 m
2 BPSK 3/4 4.5 Mb/s 396 µs 11 dB 420 m
3 QPSK 1/2 6.0 Mb/s 307 µs 13 dB 355 m
4 QPSK 3/4 9.0 Mb/s 218 µs 15 dB 300 m
5 16-QAM 1/2 12.0 Mb/s 173 µs 18 dB 234 m
6 16-QAM 3/4 18.0 Mb/s 129 µs 22 dB 167 m
7 64-QAM 2/3 24.0 Mb/s 107 µs 26 dB 120 m
8 64-QAM 3/4 27.0 Mb/s 99 µs 27 dB 110 m
Table 5.1: IEEE 802.11p modes and corresponding values.
Many techniques are defined for the joint use of control and service channels, including periodic
switching between them or parallel use. However, since the control channel is generally reserved
to deliver data for safety purposes, using it for sending non critical messages is not appropriated;
thus, in this work I assume the use of the control channel only for beacon broadcasting at 10 Hz
and I consider one service channel for data transmission.
5.3 LTE
Driven by the already available and almost ubiquitous coverage of cellular systems and by
the advances in the direct communications among devices, LTE is becoming a new option
for connected vehicles in the recent years. Indeed, from Release 12 the device-to-device
functionality and the corresponding channel structure called sidelink were introduced to enable
direct communications. Motivated by the increasing interest for the vehicular market, 3GPP
has then started working on specific features for V2V. Although enhancements are included in
Release 13, V2V was included in Release 14 from September 2016 [113, 114]. The following
two are among the main advantages of using LTE for V2V communications. First, the same
technology as for cellular communications is used, which implies exploiting the same hardware
and most protocols. This aspect represents a significant advantage, especially considering that
i) vehicles are already becoming equipped with a cellular interface, ii) the specifications are
continuously updated and iii) base stations are already deployed in large numbers. Second,
resources are orthogonal, thus allowing higher multiplexing, with a possibly significant increase
in reliability and capacity [115]. This advantage comes however at the cost of a higher complexity
of devices and protocols. In this case, synchronization is required among the devices and the
resource allocation phase becomes one of the most critical aspects, both if controlled by the
network (sidelink mode 3) or autonomously performed (sidelink mode 4). In addition to concerns
about resource allocation and need for precise synchronization, it is also important to remark
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Bandwidth RBs per frame RBs for control RBs for random access RBs for shared
nRB− f r n(sh)RB− f r
1.4 MHz 120 20 3 97
5 MHz 500 80 12 408
10 MHz 1000 160 24 816
20 MHz 2000 320 60 1620
Table 5.2: Resource blocks of LTE channels
MCS index Modul. Coding Rate Data Rate nRB−b SINRmin rˆaw
0 QPSK 0.131 1.15 Mb/s 114 -2.79 dB 1635 m
1 QPSK 0.169 1.49 Mb/s 88 -1.38 dB 1596 m
2 QPSK 0.207 1.82 Mb/s 72 -0.21 dB 1210 m
3 QPSK 0.266 2.34 Mb/s 56 1.35 dB 1164 m
4 QPSK 0.324 2.85 Mb/s 46 2.67 dB 1119 m
5 QPSK 0.407 3.59 Mb/s 38 4.37 dB 1040 m
6 QPSK 0.484 4.26 Mb/s 32 5.78 dB 984 m
7 QPSK 0.573 5.05 Mb/s 26 7.30 dB 934 m
8 QPSK 0.645 5.68 Mb/s 24 8.49 dB 871 m
9 QPSK 0.731 6.44 Mb/s 22 9.83 dB 803 m
10 QPSK 0.804 7.08 Mb/s 20 10.96 dB 757 m
12 16-QAM 0.465 8.20 Mb/s 16 12.85 dB 700 m
13 16-QAM 0.532 9.37 Mb/s 14 14.80 dB 625 m
15 16-QAM 0.670 11.80 Mb/s 12 18.76 dB 474 m
17 16-QAM 0.744 13.12 Mb/s 10 20.88 dB 424 m
20 16-QAM 1.005 17.71 Mb/s 8 28.22 dB 249 m
Table 5.3: Considered LTE-V2V modulation and corresponding values.
that devices are not yet available on the market and on field experimentations are still being
planned. Giving a look to the specifications, unlike IEEE 802.11p, LTE does not provide a
single channel bandwidth and different options are possible to deal with different planning needs,
as summarized in Table 5.2 [116]. At the MAC and PHY layers LTE-V2V is based on single
carrier frequency division multiple access (SC-FDMA) (the same as the uplink towards the
eNodeB). Advanced coding techniques and an almost continuous variation of MCS combinations
are adopted, which contribute, together with the possible use of portions of the bandwidth, to
a higher reliability and range with respect to IEEE 802.11p. As an example, a set of possible
combinations is summarized in the first columns of Table 5.3 with reference to packets of 200
bytes and 10 MHz bandwidth (please refer to Appendix I [117] for the details on how these
values have been derived).
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Feature Short range RF Cellular networks VLC
Today reference WAVE/IEEE 802.11p 3GPP LTE IEEE 802.15.7
Frequencies 5.9 GHz 400 MHz - 3.5 GHz 380-800 THz
Use of frequencies Reserved for ITS Licensed Unlicensed
Communication range Up to 1 km Ubiquitous Lower than 100 m
Directionality Normally none Normally none High
Obstacles effect High impact Medium impact Obstructing
Spatial reuse Limited Limited High
Implementation costs Requires ad hoc devices Requires ad hoc devices Uses the available LEDs
V2V support Yes Future: D2D mode Yes
V2I support
RSUs to
Native
Traffic lights and
be deployed other light sources
Table 5.4: Visible Light Communication vs. main RF technologies.
5.4 Vehicular visible light networks
This section provides an overview of the VLC technology applied to vehicular networks; after
highlighting its peculiarities, the present state of the art is discussed focusing on standardization
and real experimentation efforts.
5.4.1 VLC peculiarities
VLC significantly differs from the reference DSRC and LTE technologies in many aspects,
including the use of unlicensed and uncongested frequencies, lower coverage and high directivity,
and reuse of devices that are already deployed for other scopes. These characteristics are hereafter
discussed in details and summarized in Table 5.4.
Unlicensed and uncongested bands.
One of the main advantages of VLC is that it uses an unlicensed and uncongested bandwidth,
located between 380 and 800 THz. It is known that DSRC bands around 5.9 GHz have been
reserved to the short range use in vehicular networks in most Countries worldwide; however, there
are strong concerns and long discussions about what happens when the small number of channels
provided by DSRC are used by hundreds of vehicles under congested conditions [118–120]. This
issue is also present with reference to LTE, with possible hundreds of vehicles sharing resources
of a single cell [121, 122]. In the case of cellular networks, there is also the additional aspect of
the participation of a telecom operator, with issues on who would undertake the operating costs.
Short range, high directivity and need for line of sight.
The range of VLC in vehicular scenarios obtained in today experiments is in the order of
the tens of meters [110, 123, 124]. These ranges are significantly smaller than those obtainable
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with DSRC and will never enable the ubiquitous coverage of cellular systems. Compared to RF
technologies, VLC propagation is also more sensible to rain and fog, and even the sun position
can influence the performance [109]. Furthermore, other aspects make VLC very different from
other technologies: the high directivity and low penetration capabilities. These characteristics,
on the one hand require that nodes are well aligned and without obstacles in between, but on
the other hand imply low interference from neighboring devices and thus lead to high spatial
reuse. In addition, these peculiarities also permit high accurate positioning [110] and highly
secure communications [111, 112]. An interesting advantage, which is a direct consequence of
the high directivity, is also that full-duplex communication with concurrent transmissions in the
two directions are easily achieved in VVLN, as shown for example in [109,125]. The full duplex
capability also makes the receiver able to provide an acknowledgment during the transmission,
enabling a collision detection mechanism. Differently, full duplex transmissions are still a hard
task for researchers in the case of RF [126, 127].
Use of available LEDs as transmitters.
LEDs are already available on new vehicles and they are natural transmitters for VLC. This
differs from RF technologies, where optimized antenna systems [128] must be designed and
implemented. Concerning the VLC receivers, various options are possible. In fact, whereas
photodiodes are the most obvious solution, also LEDs themselves or cameras can be used.
The use of LEDs as receivers reduces the necessity of additional components and makes the
system more robust against interference from external sources (sun, lampposts) due to a narrower
operational bandwidth [125]. Cameras appear instead the best option in terms of achievable
throughput, which is significantly increased at the cost of an higher expense [110, 124, 129].
Use of available infrastructure as access network.
VVLN can benefit from a large number of already deployed fixed light sources that are
connected or easily connectable to the Internet. Above all traffic lights, that control a significant
percentage of city junctions and are oriented in the direction of approaching vehicles. In addition,
there are several other light sources that could be involved in VVLN, like variable message panels
and road lights. Since some modifications are required to these devices, from this point of view
LTE has the advantage of the already existing infrastructure. It is however true that increasing
the cellular network capacity requires an expensive deployment of more base stations [130]. In
the case of IEEE 802.11p, on the contrary, a new ad hoc infrastructure is required [131].
5.4.2 VLC standardization: IEEE 802.15.7
The increasing interest on the VLC technology has recently led to the development of the
IEEE 802.15.7 standard [106, 132], which focuses on PHY and MAC of VLC. Although
140 Chapter 5. VLC & VNs
it is part of IEEE 802.15, dedicated to personal area networks, the specifications explicitly
consider vehicles and illuminated roadside devices (such as trafficligths or streetlights) among the
addressed applications. The specifications also include detailed procedures for flicker mitigation
and dimming support. These two features, that are required while dealing with the LEDs
used for illumination purposes, are added to guarantee eye safety and power efficiency [132].
The IEEE 802.15.7 standard enables three different PHY levels, which differ in the adopted
modulation and coding scheme. Specifically, PHY I and PHY II support a single light source
and work with on off keying (OOK) or variable pulse-position modulation (VPPM) modulations,
allowing data rate respectively from 11.67 to 266.6 kb/s and from 1.25 to 96 Mb/s. PHY
III is defined for sources with multiple colors (i.e., multiple optical frequencies) that adopt
color shift keying (CSK) modulation and allows data rates from 12 to 96 Mb/s. Since the
specifications suggest to only use PHY I in outdoor applications, the maximum data rate for
vehicular communications is however presently limited to a maximum of 266.6 kb/s.
At the MAC layer four options are foreseen by IEEE 802.15.7: either beacon enabled slotted
random access or non-beacon enabled unslotted random access, both with or without CSMA/CA.
In VVLNs, non beacon enabled unsolved random access without CSMA/CA seem the preferable
solution in most cases. Beacon enabled MAC, in fact, requires a coordinator, thus it can only be
imagined when an RSU is involved in the communication; non beacon enabled communications
appear to better fulfill the requirements of vehicular networks. At the same time, carrier sensing
allows higher throughput and the increasing complexity required for its implementation does not
appear to be a problem in the vehicular scenario.
5.4.3 VLC in vehicular scenarios: results from field trials
In the last few years, the growing interest for VLC applied to vehicular networks motivated
research groups in USA, Europe, and Asia, to implement VVLN testbeds [109,110,123,124,133–
136], as summarized in Table 5.5. The objectives are on the one side to demonstrate the VVLN
feasibility and on the other to investigate the achievable performance and push improvements
beyond the IEEE 802.15.7 specifications.
Most of measurements are performed in static conditions, either indoor or outdoor [109, 133–
136]. Very different testbeds in terms of hardware and modulation/coding schemes demonstrated
a data rate from 10 to 100 kb/s up to 100 m. For longer distances or larger throughputs, high
directivity (through lenses and filters) and multiple LEDs are exploited. In [136], 5 Mb/s are
demonstrated using LED fog lights up to 9 m. Three of the cited testbeds adopt commercial
LED based traffic lights or car lights [134–136], and all of them use photodiodes at the receiver
side. As a general achievement, the sun light was shown not to prevent the use of VLC during
daytime, although it reduces the performance more than the street lamps do during night time.
5.4 Vehicular visible light networks 141
Reference Transmitter Receiver Modul./
Coding
Conditions Performance
[109]
(USA,
2011)
120 white LEDs
dissipating 120 mW,
50◦ half-angle
Photodiode 12◦ FOV
with 4x lens
OOK +
Manch-
ester
Static, in-
door + out-
door*
100 kb/s @
100 m
[133] (Italy,
2012)
White LED with lens,
9◦ half-angle
Photodiode with lens OOK Static, in-
door
115.2 kb/s @
31 m
[123] (Por-
tugal, 2012)
240 LEDs Photodiode DSSS Static
trans-
mitter,
moving
receiver
20 kb/s @
50 m
[134]
(France &
Romania,
2013)
Commercial LED
traffic light or car
taillight
Photodiode OOK +
Manch-
ester or
Miller
Static, in-
door
15 kb/s* @
20 m (traffic
light) or 3 m
(taillight)
[135]
(Republic
of Korea,
2013)
Commercial LED
headlamp
Photodiode with lens
and color filter
4-VPPM Static, out-
door
10 kb/s @
20 m
[136]
(Turkey,
2015)
Commercial LED fog
lights
Photodiode 4-PAM
+ Reed-
Solomon
coding
Static, out-
door
5 Mb/s @ 9 m
[110]
(Taiwan &
Thailand &
USA, 2013)
Scooter LED tail-
lights, 20◦ half-angle
100 mm2 photodetec-
tor, 90◦ FOV with no
lens
4-VPPM Two scoot-
ers, on the
road
10 kb/s @
10-15 m,
10-40 km/h
[124]
(Japan,
2014) (2
testbeds)
32x32 LED array
(2x2 LEDs per each
bit), 26◦ half-angle
High speed cam-
era, 1000 fps,
512x1024 pixels,
35 mm focal length
PWM +
rate 1/2
turbo
coding
Static
trans-
mitter,
moving
receiver
32 kb/s @
45 m, 30 km/h
Two red LED trans-
mitters, 40 W optical
signal, 20◦ half-angle
Camera receiver with
an optical communi-
cation image sensor,
22 (H) x 16 (V) FOV
OOK +
Manch-
ester +
BCH
coding
Two ve-
hicles, on
the road
10 Mb/s @
25 m, 25 km/h
Table 5.5: Field trials. An asterisk is used for the information that was not explicitly provided,
thus inferred from the text.
Measurements with a fixed LED based transmitter and a moving receiver were also presented
in [110, 123] to reproduce the communication between a traffic light and a vehicle. In both cases,
a throughput of few tens of kb/s was obtained with a distance of about 50 m.
Finally, on road measurements of V2V VLC based communications are presented in [110]
and [124], focusing on two scooters and two cars, respectively. Whereas 10 kb/s with a distance
between 10 and 15 m at 40 km/h are obtained in [110], a significantly larger 10 Mb/s throughput
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is shown in [124], with a distance up to 25 m at 25 km/h. Such a large throughput was obtained
with high directivity and a sophisticated camera as receiver. This is obviously opposed to the
aim of low cost, but might be still interesting for the car market.
The camera as a receiver is indeed an option, adopted by both the testbeds presented in [124].
This solution differs from the one used in all other experiments, that use photodiodes. These two
possibilities have very different advantages and drawbacks, as already discussed in Section 5.4.1.
In addition to the data rates allowed by the present standard, values of throughput in the order
of megabits per second have been thus already demonstrated for VVLNs and higher data rates at
longer distances are expected for the future [124, 137–140].
In the following subsections, I discuss the use of VLC in vehicular networks, at first focusing
on pure VVLNs and their limitations, and then to the use of VLC in addition to other technologies
towards the paradigm of heterogenous vehicular networks.
5.4.4 Pure vehicular visible light networks
The peculiarities of VLC make its use very interesting for VNs; however, the following question
arise: what services are possible if it is the only technology on board of vehicles?
A major role for vehicular communications is played by safety applications. Those appli-
cations that are based on communications with front and rear vehicles in visibility are indeed
perfectly suited to be supported by VLC, thanks to the high reliability and low latency of the
communications. Based on the list provided in the final report of an important NHTSA supported
project [141], among the most relevant applications enabled by wireless communications to
improve safety there are the emergency electronic brake and the forward collision warning: both
of them could be perfectly supported by VLC without the need for other wireless communication
technologies. However, due to the need to overtake obstacles, there are a number of applications
that are difficultly enabled, or even cannot be enabled, by VLC only, neither through multiple
hops. With reference to the NHTSA list, the services of blind spot warning and lane change
warning, the do not pass warning, the control loss warning, and the intersection movement assist
cannot be implemented without the ability to go over the other vehicles and the walls of buildings
placed on junctions.
Focusing on non-safety applications, the main drawback of VLC is that it provides a low
connectivity degree. To give an idea about this issue, in Figure 5.3 I show the connectivity degree
allowed by VLC in different scenarios, as defined hereafter. In particular, two vehicles in a
given time instant are said connected if there is a path from one to the other, either directly or
adopting multiple hops. Considering the separated groups of connected vehicles, I then denote
connectivity degree the number of vehicles forming the largest one, normalized by the number of
vehicles in the scenario. A connectivity degree near to 1 means that most vehicles in the scenario
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Figure 5.3: Connectivity degree of the VLC technology in different vehicular scenarios.
are connected to each other, whereas a connectivity degree near to 0 means that all vehicles in the
scenario are isolated or part of small groups. Figure 5.3, specifically, shows the complementary
cumulative distribution function (ccdf) of the connectivity degree that is calculated during the
simulations. The scenarios are detailed in Section 5.5.1 and summarized in Table 5.6, whereas
the adopted settings are later described and summarized in Table 5.5.7. Focusing, for example,
on the Bologna congested scenario, there is nearly 0.2 probability that the largest group of
vehicles connected to each other involves at least the 10% of vehicles; such probability falls
below 0.015 in the Highway and Cologne scenarios. It is thus clear that the use of pure VVLNs is
not sufficient for the implementation of the whole set of safety applications and it cannot provide
the full (or at least high) connectivity degree needed for real time or interactive applications.
Pure VVLNs applicability is thus confined to some limited safety services and to delay tolerant
applications, where an intermittent connectivity is not an issue, such as infotainment content
distribution or traffic detection.
5.4.5 VLC as complementary technology
All in all, the limited applicability of pure VVLNs risks to never foster industries to really
implement it on the vehicles. Following this observation, it is thus of major relevance to also
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discuss how VLC can be exploited to improve the scarce resources of the IoV, as an addition to
the other technologies that can be applied to implement vehicular services. VVLNs can, in fact,
offload part of the RF networks to improve the overall performance and increase the number
of implementable services. The unlicensed bandwidth, the reduced deployment cost, and the
potential availability of points of access at the road side, are only some of the characteristics that
make VLC suitable for this scope.
Above the other advantages, let me here remark the spatial reuse allowed by VLC, which
makes the full bandwidth being used in almost all links. To give an idea of how many concurrent
sources can be present in VLC and to compare it with the case of DSRC, the ccdf of the number of
neighbors that are seen by the generic vehicle is shown in Figure 5.4 for both VLC (Figure 5.4(a))
and DSRC (Figure 5.4(b)). The settings detailed in Section 5.7 and summarized in Table 5.5.7
are used. As observable, whereas the number of neighbors with DSRC ranges between tens to
hundreds, causing a fragmentation of the available bandwidth, the probability of having more
than one neighbor with VLC is less than 0.5 in a highway busy scenario and less than 0.2 in all
the others. Hence, even when the available throughput and range of VLC is normally lower than
those of RF technologies, still VVLN can provide non negligible additional resources.
Once VLC is applied as a complementary technology (for instance, with respect to DSRC),
the main issue is to define the strategy for the use of the joint available resources. To this aim,
although several algorithms can be designed, they all lie between the two following (opposite)
approaches:
1. VLC is used only in those cases where DSRC is not possible (DSRC first approach);
2. VLC is used anytime it is possible in order to maximally offload the DSRC network (VLC
first approach).
The former approach makes VLC being used only when the other technology cannot be
applied, while the latter makes VLC being used anytime it is possible. Which approach is to
be preferred clearly depends on the specific conditions, such as the offloaded RF technology,
its settings, and the addressed application. For example, if VLC with the settings defined by
the IEEE 802.15.7 specifications and DSRC with the settings of IEEE 802.11p are used, the
use of DSRC first approach causes VLC to be rarely used. This is due to the fact that VLC
provides a smaller range and a lower throughput than DSRC. If the VLC first approach is instead
adopted, VLC can offload part of the traffic from DSRC, thus improving the overall performance.
These general considerations, are hereafter explored in a specific example case. It will be shown,
through simulations in a realistic urban scenario, that VLC can indeed significantly improve the
capacity of the vehicular network.
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(a) VLC.
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Figure 5.4: Statistical distribution of the number of neighbors in realistic scenarios with VLC
and DSRC.
5.5 Simulation Tools and Settings
I consider a urban scenario with all vehicles equipped with both IEEE 802.11p and VLC
interfaces for short range communications. In each vehicle, the OBU integrates IEEE 802.11p
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Figure 5.5: System model: vehicles try to exploit VLC for data uploading at the traffic lights,
acting as RSU. In case of unavailability, cellular transmission is performed.
and cellular technology, whereas front and rear lights integrate LEDs for transmission and
photodiodes for reception through VLC, as represented in Figure 5.5. The OBU acquires
several vehicle parameters, referred to as measured data, from sensors and it records them in
a queue. When the OBU has recorded some data, it attempts to transmit them through short
range communication toward the nearer RSU. RSUs based on IEEE 802.11p are conveniently
positioned, whereas RSUs based on VLC correspond to traffic lights (see Figure 5.5). When a
maximum number of packets has been accumulated in the transmission queue or after a given
time out, data are transmitted through the cellular network to maintain a minimum level of data
freshness. Referring to VLC, the transmitter is characterized by a certain angle of irradiance and
the receiver by its field of view (FOV): wider angles provide larger service areas, but also lead
to performance degradation because of higher probability of receiving undesired light signals.
Differently from what commonly considered in the literature (see, e.g., [110]), I assume that head
and rear lights are distinct transmitters and receivers. With the objective to transmit as much data
as possible through V2V and V2R communications, if an OBU is under coverage of an RSU,
its data are directly transmitted through V2R communications. Otherwise, a greedy forwarding
(GF) routing algorithm [142] is adopted to find the best route towards an RSU through V2V
multiple hops. In particular, the routing algorithm searches for a suitable next relay among the
neighbor nodes. The OBU knows the position of the nearest RSU (thanks to a location service,
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which are out of the scope of the present work) and selects it as the destination; the OBU also
knows the position of all its neighbors (thanks to the mechanisms that are described shortly), and
considers as possible relays those that are nearer to the destination; the OBU forwards data to
the relay which is closest to the destination, if any, and stores the data otherwise.
Based on this, experimental results on the use of VLC and DSRC to offload LTE are obtained
in the realistic scenario of Bologna, focusing on the CSVN application [101, 143]. In CSVN,
vehicles (hereafter smart vehicles (SVs)) are equipped with an OBU that periodically collects
information from various sensors to be delivered to a remote control center. The SVs are all
equipped with dual technology wireless systems (VLC and DSRC) and communicate to each
other in order to reach, using V2V and V2R, any of the available RSUs. The RSUs then act as
gateways towards the control center. The main settings, detailed hereafter, are also summarized
in Table 5.5.7.
Please note that this application plays a major role in the IoV, since the periodic generation
of measurements that are then sent to a remote control center has been already implemented on
millions of vehicles worldwide for insurance purposes and traffic monitoring (currently using
cellular networks).
Results are obtained in realistic vehicular scenarios by using the simulation platform for
heterogeneous interworking networks (SHINE), which reproduces both IEEE 802.11p and IEEE
802.15.7 from the application layer down to the physical layer [99, 144–146].
5.5.1 Simulation settings: Scenario
The results shown in the paper refer to the five following scenarios:
1. Bologna downtown, fluent traffic: a downtown area of the Italian city of Bologna which
is 1.8 x 1.6 km2; the traffic is fluent, with few short queues at the main junctions. There
are approximately 455 vehicles on average; the same scenario was used for example
in [100, 101];
2. Bologna downtown, congested traffic: the same Bologna area of 1.8 x 1.6 km2, with
congested traffic and queues at the main junctions. There are approximately 670 vehicles
on average; the same scenario was used for example in [100, 101];
3. Cologne downtown, 6:30-6:40 a.m.: a downtown area of the German city of Cologne
which is 4.1 x 3.5 km2. The traffic is fluent and there are approximately 2680 vehicles on
average. It is a portion both in time and space of the traffic traces presented in [147]; more
details can be found in [143];
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Figure 5.6: Simulated scenario: part of the city center of Bologna (Italy) with one IEEE 802.11p
RSU and 4 VLC RSUs represented by traffic lights at a crossroad.
4. Cologne downtown, 7:10-7:20 a.m.: the same Cologne area of 4.1 x 3.5 km2. The traffic
is busy and there are approximately 4280 vehicles on average. Also in this case, it is a
portion both in time and space of the traffic traces presented in [147] and more details can
be found in [143];
5. Highway, busy: a 16 km highway segment, with 3 lanes per direction; the traffic is busy,
with approximately 1995 vehicles on average.
The Bologna traffic traces are available for download at [144]. The two Bologna scenarios, fluent
and congested, are used (Table 5.6). The road-network layout of the scenario is plotted in Fig.
5.13 and consists of a portion of the medium sized Italian city of Bologna of 1.8 x 1.6 km2. The
vehicular traces provide the 2-D position of the SVs, that are all assumed of the same height.
The length and width of all vehicles is assumed equal to 4 and 2 meters, respectively.
5.5.2 Simulation settings: Traffic
Both fluent and congested traffic conditions are considered. The former case is characterized by
150 vehicles/km2 on average, whereas an average density of 230 vehicles/km2, with car queues
at some junctions, characterizes the latter case. In Figure 5.13 a zoomed area of vehicular traffic
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Scenario Area Average n.of vehicles
Bologna downtown,
2.88 km2
455fluent [100]
Bologna downtown, 670congested [100]
Cologne downtown,
14.35 km2
26806:30-6:40 a.m. [143, 147]
Cologne downtown, 42807:10-7:20 a.m. [143, 147]
Highway, 3+3 lanes, 1995busy 16 km
Table 5.6: Size and average n. of vehicles if the considered scenarios.
simulated in the congested traffic scenario is reported to provide a visual representation of traffic
conditions nearby busy junctions.
5.5.3 Simulation settings: Application
In each SV, the OBU acquires from on-board sensors several vehicle parameters that are peri-
odically packed into B = 100 byte packets every Ts seconds, that is, with a data generation rate
λ = 1/Ts packets/s. Packets are stored in the SV transmitter queue and then attempted to be
delivered to any RSU through single or multi-hop communication.
5.5.4 Simulation settings: RSUs
Fixed points of access are placed in the scenario, considering up to 23 crossroads following one
of these two cases for each crossroad:
1. One DSRC RSU;
2. Four traffic lights with VLC capability acting as RSU.
The four traffic lights are placed on the four directions of the mostly crowded junction of the
scenario. Each traffic light or DSRC fixed point possibly act as RSU to convey packets from
vehicles and forwarding them to the remote control center. An example considering only one
crossroad is represented in Figure 5.13; the DSRC RSU is placed in the same position as the
northern traffic light of these four. The traffic lights considered as VLC RSUs are placed at
one side of the road, at a height that does not allow to overcome the top of an approaching
vehicle. The crossroads are sorted following the number of vehicles that crossed the junction in
a reference time interval (details can be found in [101]).
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5.5.5 Simulation settings: Communication technologies and neighbor list
update
All SVs are assumed equipped with both a DSRC and a VLC interface, with LEDs used as
transmitters and photodiodes as receivers. The neighboring vehicles are continuously tracked
thanks to the beaconing mechanism in DSRC [148] (a beacon message is periodically sent by
each SV on a control channel, with information that includes the updated position) and to visible
light positioning in VLC [149].
5.5.6 Simulation settings: Output Figure
The system performance is evaluated in terms of
• DR, which is the ratio of packets delivered to the control center through the RSU (i.e.,
using V2V and V2R),
DR ,
ϕRSU
ϕgen
(5.1)
where ϕgen is the overall number of packets generated, and ϕRSU is the number of packets
delivered to the RSUs;
• the average amount of bits per second received by the RSUs, Σ, defined as
Σ =
ϕRSU · B · 8
Tsim
(5.2)
where ϕRSU is the number of packets received by the RSUs and Tsim is the duration of the
simulation.
• L, which is the average delay of delivered packets, in seconds.
The 95% t-based confidence interval is shown for all results. The interval is almost negligible in
the majority of the cases.
5.5.7 Simulation settings: PHY and MAC layers
When V2V and V2R communications are carried out by means of DSRC, following [150]
and [151] I assume a path loss proportional to the distance raised to the power of 2.2 in line-of-
sight (LOS) conditions and I add the effect of buildings and random large-scale fading.
Several measurement campaigns have been carried out in the last decade in order to char-
acterize the DSRC propagation and provide models for VN simulators, such as [150–154]. In
this simulator, following [150] and [151], when V2V and V2R communications are carried
out by means of DSRC, I refer to the following path loss model: given one source S and its
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destination D, with d denoting their Euclidean distance, I consider the segment connecting S and
D and check the number of buildings that are crossed [150]; I then denote with nw the number
of external walls (i.e., two per building) and with lb the total length of the segments inside the
buildings that are intersected. Then, the path loss is calculated as
PL(d) = PL0(1) + 10Le log10(d) + Lw · nw + Lb · lb + Xσ (5.3)
where PL0(1) is the free space path loss at 1 meter distance, Le is the path loss exponent assumed
equal to 2.2 [150], Lw is the loss of each external wall of a building assumed equal to 9 dB [150],
Lb is the additional loss inside the buildings assumed equal to 0.4 dB/m [150], Xσ is a lognormal
random variable with 0 mean and standard deviation equal to 1.7 [151]. With these values,
the average range (when the random contribution is null) is nearly 740 m. With the random
contribution, in LOS conditions the range is between 520 and 1050 m with probability 0.96. A
threshold model is then assumed for the packet error rate: a transmission between two devices is
possible only if the received power Pr is higher than the receiver sensitivity Prmin ; a transmission
successfully completes if the average signal to noise and interference ratio (SINR) is higher than
a threshold γmin, otherwise an error (or a collision) occurs.
With the considered settings, listed in Table 5.5.7, in 96% of cases the LOS range is between
520 and 1050 m. Sensing and random access procedures, with collisions and retransmissions,
are reproduced in details, also including hidden terminals, exposed terminals, and capture effects.
The most reliable mode is used, thus the nominal bit rate is 3 Mb/s.
When VLC is adopted, I assume a received power inversely proportional to the distance
raised to the power of four [155] and the communication impeded by the presence of any obstacle.
In the case of VLC, two front and two rear LED lights are assumed, with integrated photodiodes
as receivers; the angle of incidence of the transmitters and the FOV of the receivers are all
assumed of 30o.
For VLC, a Lambertian model for the signal propagation is assumed. In fact, although it
was shown for example in [136, 156] that the Lambertian model might not completely model
the behavior of vehicular lights, this is currently the most adopted model in papers that simulate
VVLNs (e.g., [110, 157]). In particular, I assume a received power inversely proportional to the
distance raised to the power of four [155]. In addition, a transmission between two devices is
possible only if 1) they are in visibility, hence the virtual line connecting them does not cross any
obstacle, (i.e., another vehicle or a building), 2) the received power Pr is higher than the receiver
sensitivity Prmin and 3) the SINR is higher than a threshold γmin. Specifically, the SINR can be
evaluated as [110, 158, 159]
SINR =
β2P2r
I + σ2shot + σ
2
th
(5.4)
where β is the detector responsivity, I is the interference power, σ2shot is the shot noise variance
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given by background light sources, such as sunlight and other artificial lights, and σ2th is the
thermal noise variance, both assumed Gaussian distributed [155]. The received power Pr can be
evaluated as
Pr = H(d, θ, ψ)Pt (5.5)
where Pt is the transmitted power and H(d, θ, ψ) represents the DC channel gain. Following the
generalized Lambertian model, we can write [160]
H(d, θ, ψ) =
{ (m+1)A
2pid2 cos
m(θ) cos(ψ) if ψ < ΨC
0 otherwise
where A is the physical area of the detector, d is the distance between the transmitter and the
receiver, θ is the angle of irradiance, ψ is the angle of incidence, ΨC is the half width of the
FOV at the receiver, φ 1
2
is the half power angle, and m represents the order of the generalized
Lambertian radiant intensity
m = − ln 2
ln(cos φ 1
2
) . (5.6)
The interference I is caused by all the transmitting neighbors in visibility (a device which does
not transmit, does not cause interference [109]) and can be evaluated as [159]
I =
(
Nint∑
i=1
βPri
)2
=
(
Nint∑
i=1
βH(d, θ, ψ)Pti
)2
(5.7)
where Nint is the number of interfering neighbors, Pri is the power received from the ith interferer,
and Pti is the power transmitted by the ith interferer. Finally, in this work I assume that i) the
maximum distance is fixed to a constant value varying the angle of incidence and that ii) no
transmission is possible outside an angle equal to the half-power angle. Hence, denoting with δi
the portion of time during which the ith interfering node is transmitting, we can write
SINR =
(βH(d, 0, 0)Pt)2(∑Nint
i=1 βH(d, 0, 0)Ptiδi
)2
+ σ2shot + σ
2
th
. (5.8)
With the considered settings, listed in Table 5.5.7, the LOS range is 50 m. Also in the case
of VLC, sensing and random access procedures, with all the consequences, are reproduced in
details. Where not differently specified, the highest possible throughput as in the IEEE 802.15.7
specifications is adopted, thus the nominal bit rate is 266.6 kb/s. In did, the highest possible data
rate of the IEEE 802.15.7 specifications for VLC and the lowest one of IEEE 802.11p for DSRC
were adopted for Figure 5.14 and Figure 5.16 to limit the difference between the two; given the
trend of research on these technologies, it is in fact expected that only the VLC data rate will
increase significantly, thus a larger difference does not seem realistic.
On both interfaces, retransmissions are performed in case of packet loss up to 7 times.
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Param. Definition VLC 802.11p
Pt Transmission power 30 W 0.2 W
β Detector responsivity 0.54 A/W -
A
Physical area
1 cm2 -
of the photodiode
ψc FOV of the receiver 30o -
m
Order of the genera-
20 -lized Lambertian
radiant intensity
γmin Minimum SNR 11.4 dB 10 dB
dmax LOS range 50 m
520÷1050 m
(96% prob.)
R Nominal data rate 266.6 kb/s (*) 3 Mb/s
B Packet size 100 bytes
λ Packet generation rate [0.1-10] packets/s
Table 5.7: Simulation Settings. Asterisks mean that the value is used when not differently
specified.
5.5.8 Simulation settings: Routing
Each SV attempts to forward its packets to the nearest RSU adopting the well known greedy for-
warded (GF) routing algorithm [101,161]. With GF, each SV selects as next hop the neighboring
SV which maximally reduces the distance from the nearest RSU. More specifically, if the SV
is under coverage of an RSU, it performs a direct data transmission to that RSU. Otherwise it
considers as possible relays the neighbors that are closer to the destination; the SV then selects
as the next hop the relay which is closest to the destination. In the case no other SV is closer
to the destination, the data is stored. The GF routing algorithm is firstly performed for each
technology separately. If no next hop is available for a given technology, the next hop of the
other technology is automatically selected. Otherwise, if a DSRC next hop and a VLC next hop
are both available, the adaptive procedure described in the following subsection is performed.
5.6 Congestion-Adaptive VLC-DSRC Selection procedure (CA-
VDS)
A simple but effective algorithm named CA-VDS has been designed to manage the joint use of
VLC and DSRC. The algorithm exploits the already available capabilities of the receivers and
allows to investigate the performance of the two VLC first and DSRC first opposite approaches
(see Section 5.4.5) and solutions in between, by varying a single parameter (the threshold ξD,
hereafter discussed).
As previously detailed, the position of all DSRC and VLC neighbors are continuously
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Figure 5.7: State transitions of the technology selection of CA-VDS.
updated; every time a neighbor is available as next hop for both technologies, a selection is
performed as follows:
1. In every time interval of duration Tcm = 0.1 s, the DSRC channel congestion ξcc is
measured by each SV;
2. DSRC is considered congested and VLC is preferred if ξcc > ξD, where ξD is a given
threshold. If ξcc < ξD, DSRC is preferred.
CA-VDS can be implemented without an increase of the complexity of the receiver (thus
without additional costs). The DSRC channel congestion ξcc is calculated, in fact, by each SV
autonomously and asynchronously thanks to its sensing capabilities, similarly to [162, 163].
Specifically, it is
ξcc =
tbusy
tbusy + tidle
(5.9)
where tbusy is the time the DSRC medium has been sensed busy and tidle the time it has been
sensed idle. From (5.9) it follows that ξcc goes from 0 (free channel) to 1 (fully used channel).
The threshold ξD defines the DSRC channel congestion level above which VLC is preferred.
As already observed, CA-VDS includes VLC first and DSRC first as special cases. Please
note, in fact, that using ξD = 0, VLC is always preferred to DSRC irrespective of the channel
congestion level (VLC first). On the opposite, when ξD = 1, DSRC is always preferred (DSRC
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first). By varying ξD from 0 to 1, DSRC has an increasing probability to be selected compared to
VLC.
To better clarify the technology selection procedure of CA-VDS, the state transitions per-
formed at each SV are shown in Figure 5.7. Depending on the presence or not of a next hop
in each of the two technologies and on the value of the DSRC channel congestion ξcc, the SV
moves among three macro-states that correspond to the selection of a DSRC neighbor as next
hop (”DSRC next hop selected”), a VLC neighbor as next hop (”VLC next hop selected”), and
no next hop available (”No next hop”). Inside each macro-state, two or three states are possible.
For example, a DSRC next hop can be selected either because ξcc < ξD or because no VLC next
hop is available; in the latter case, ξcc < ξD and ξcc > ξD correspond to two different states, since
a different behavior follows a variation of the neighbors.
5.7 Experimental results: VLC and DSRC to offload LTE in
crowd sensing vehicular networks
Results are shown in this section using:
1. only VLC technology varying the number of available RSUs
2. VLC and DSRC technologies with only one crossroad equipped with 1 DSRC RSU and 4
VLC RSUs
3. VLC and DSRC technologies with only one crossroad equipped with 1 DSRC RSU or 4
VLC RSUs, varying the CA-VDS threshold ξD
4. VLC and DSRC technologies with only one crossroad equipped with 1 DSRC RSU or 4
VLC RSUs, varying the amount of data generated by each vehicle
5. VLC and DSRC technologies with only one crossroad equipped with 1 DSRC RSU or
4 VLC RSUs, varying the amount of data generated by each vehicle and the data rate of
VLC.
5.7.1 VLC for cellular offloading
The road-network layout of the reference scenario is plotted in Figure 5.8 in which I considered
92 traffic lights at 23 crossroads. In this work, differently to what I sad before (see Table 5.5.7),
the value of the distance, FOV and m are variable as underlined in Table 5.7.1. In Fig. 5.9(a), the
cumulative distribution function (cdf) of the number of neighbors Nneighbors is plotted varying
the transmitter coverage distance d and the receiver FOV. As can be observed, the number of
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Figure 5.8: Simulated scenario: city of Bologna (Italy) with 92 traffic lights acting as RSUs.
neighbors statistically increases with the distance and the FOV. For example, when d = 20 m,
the probability to have neither one neighbor is 70% or 80% for FOV of 60◦ or 30◦, respectively.
With d = 100 m, this value decreases to about 25% or 30% for FOV of 60◦ or 30◦, respectively.
In Fig. 5.9(b), the delivery rate DR is plotted as a function of the packet generation rate λ, for
different values of the distance and the FOV. All the 92 traffic lights act as RSU. As expected,
DR decreases with higher λ due to the limited capacity of the VLC links. Again as expected, for
small values of λ, a higher distance and a higher FOV allow greater values for DR. However,
when λ increases, the trend of DR inverts; this is due to a higher number of interferers, which
leads to a higher collision probability. Looking at the numbers, I highlight that when λ = 1
packet/s, DR is in the range [0.7-0.9], hence the system allows important cellular resources to be
saved, independently on the coverage distance, the FOV, and the fact that the density of vehicles
is not particularly high.
The effect of a variable number of traffic lights acting as RSUs is shown in Fig. 5.9(c).
Specifically, Fig. 5.9(c) shows DR as a function of NRSU , for different values of the distance and
the FOV (the traffic light positions are shown in Fig. 5.8). In this case, λ = 0.033 is assumed.
As shown, the improvement obtained by adding VLC capabilities to more traffic lights reduces
with the increase of NRSU , almost saturating when nearly 50 RSUs are available. It must also
be remarked that the delivery rate does not increase monotonically with a higher NRSU (for
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Parameter Definition Value
β Detector resposivity 0.54 A/W
Pt Transmission power 30 W
A
Physical area
1 cm2
of the photodiode
BER? Target bit error rate (uncoded) 10−4
γmin
Minimum SNR giving BER?
11.4 dB
in the absence of interference
d Distance
Variable
(20 m, 50 m, 100 m)
ΨC FOV of the receiver Variable (30◦, 60◦)
Φ 1
2
Half-power angle
Equal to ΨC/2of the transmitter
m
Order of the generalized m=20 if Φ 1
2
=15◦
Lambertian radiant intensity m=5 if Φ 1
2
=30◦
Table 5.8: Section 5.7.1 Parameters Settings
example, DR is higher with NRSU = 4 than with NRSU = 8); this is due to the adopted routing
algorithm, that suffers from the so called local minima problem, which is strictly related to the
exact position of the addressed RSUs [101]. More complex routing protocols would limit this
effect, although their investigation is out of the scope of the present work.
In Fig. 5.9(d), the delivery rate DR is plotted as a function of the packet generation rate λ,
varying the number of traffic lights acting as RSUs. In this case, d=100 m and FOV=60◦ are
assumed. As expected, DR increases with the number of traffic lights. However, even if there is
a great improvement in terms of DR moving from 32 to 64 traffic lights, the gap is lower from 64
to 92, confirming that it is not necessary that all the traffic light of a city are equipped with a
VLC interface to provide a remarkable cellular offloading.
5.7.2 Joint use of VLC and DSRC for cellular offloading
In all the figures I compare the performance of:
• DSRC only.
• VLC only.
• DSRC first, as described in Section 5.4.5.
• VLC first, as described in Section 5.4.5.
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Figure 5.9: Experimental Results using VLC to offload cellular network.
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In Figure 5.10 and Figure 5.11, the average amount of bits per second received by the RSUs,
Σ, and DR are plotted as a function of the packet generation rate, λ, for fluent and congested
traffic conditions, respectively. As expected, in both cases Σ increases and DR decreases with
higher generation rates. In addition, it can be highlighted that, when both technologies are
used with VLC selected as primary, Σ outperforms all the other cases, for values of λ greater
than 1 or 0.5 packets/s in case of fluent (Figure 5.10(a)) or congested (Figure 5.11(a)) traffic
conditions, respectively. On the opposite, when VLC only is adopted, Σ reaches the lower
values. For example, when λ is equal to 10 packets/s, Σ is 909.4 and 859.3 Kbit/s in fluent
(Figure 5.10(a)) and congested (Figure 5.11(a)) traffic conditions, respectively, with VLC as
primary technology, whereas it results equal to 135.2 and 142.9 Kbit/s in fluent (Figure 5.10(a))
and congested (Figure 5.11(a)) traffic conditions, respectively, when the sole VLC is adopted.
The results shown in Figure 5.10(a) and Figure 5.11(a) highlight that VLC alone is not as ef-
fective as IEEE 802.11p, due to the lower connectivity level it guarantees in the VANET. However,
VLC leads to a significant improvement if used with priority in addition to IEEE 802.11p; the
use of VLC first, in fact, reduces the congestion in the RF, while the backup over IEEE 802.11p
allows to deal with the limited connectivity of VLC.
If IEEE 802.11p is chosen as primary technology, on the contrary, performance is not
improved compared to the sole use of IEEE 802.11p itself, and the addition of VLC is ineffective.
This is motivated by the large range of transmission of IEEE 802.11p with respect to VLC.
Similar considerations can be drawn in terms of delays, as shown in Figure 5.12, for fluent
and congested traffic conditions. As it can be observed, in both figures, L increases with λ; this
is due to the increasing number of packets to be delivered and, as a consequence, to the higher
number of interferers leading to a higher collision probability. An exception is given by the
use of the sole VLC technology: looking, for instance, at Figure 5.12(a), it can be observed
that L increases for low values of λ, but then decreases for λ greater than (about) 0.3 packets/s.
This is due to the increasing number of collisions: in fact, when λ increases only those vehicles
closer to the RSUs (i.e., typically, in visibility) succeed in delivering their packets and do that
in a short time, with an important impact on the average delay L (in spite the fact that rate of
delivered packets decreases). This effect is even more important in Figure 5.12(b) since referred
to congested traffic conditions.
When the sole VLC technology is considered, delay reaches the higher values, especially when
the traffic is congested (Figure 5.12(b)), confirming that the sole use of VLC provides the worst
performance. When VLC is used as primary technology, L outperforms the other cases when the
traffic is congested (Figure 5.12(b)) and λ is greater than 0.8 packets/s, otherwise (i.e., fluent
traffic in Figure 5.12(a) and congested traffic in Figure 5.12(b) for λ < 0.8 packets/s) the adoption
of IEEE 802.11p as primary technology or its sole use provides a lower delay.
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Figure 5.10: Σ and DR as a function of λ in fluent traffic conditions
I can thus conclude that, in the considered scenario, the joint adoption of IEEE 802.11p
and VLC provides better performance in terms of packets delivered to the RSUs with respect
to their single use when VLC is chosen as primary technology. As a consequence, this leads
to an important percentage of cellular resource saved. Note also that I considered a single
crossroad equipped with RSUs; a wider deployment of RSUs will provide further performance
improvement. Also in terms of average delay, the adoption of VLC as primary technology
provides very good performance, especially when the traffic is congested and the packets
generation rate is high.
Effect of the threshold ξD
In this last three Subsections, fixed points of access are placed in the scenario, following one of
these two cases:
1. One DSRC RSU;
2. Four traffic lights with VLC capability acting as RSU.
The four traffic lights are placed on the four directions of the mostly crowded junction of the
scenario, as represented in Figure 5.13; the DSRC RSU is placed in the same position as the
northern traffic light of these four. RSUs are used to convey packets from vehicles and to forward
them to a remote control center. The traffic lights considered as VLC RSUs are placed at one
side of the road, at a height that does not allow to overcome the top of an approaching vehicle.
In Figure 5.14, the effect of the threshold ξD is shown for the two scenarios and both types of
RSUs. λ = 2 packets/s is used. As already remarked, ξD = 0 means that the VLC first strategy is
adopted; at the opposite, ξD = 1 means that the DSRC first strategy is adopted.
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Figure 5.11: Σ and DR as a function of λ in congested traffic conditions
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Figure 5.12: L vs. λ in fluent (a) and congested (b) traffic conditions
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Figure 5.13: Simulated scenario: part of the city center of Bologna (Italy) with one IEEE 802.11p
RSU and 4 VLC RSUs represented by traffic lights at a crossroad.
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Figure 5.14: Delivery rate vs. DSRC congestion threshold. λ = 2 packets/s.
As observable in Figure 5.14, when the DSRC RSU is deployed the adoption of a small ξD
5.7 Experimental results: VLC and DSRC to offload LTE in crowd sensing vehicular networks163
improves the delivery rate DR, even significantly. For example, in the case of Bologna congested
scenario, DR grows of more than 75% with ξD changing from 1 to 0. This effect is remarkable for
large values of λ, that is when the data traffic is high and most SVs have something to transmit.
The improvement is possible due to the offloading of DSRC in favor of VLC that makes fewer
SVs contending for the DSRC medium. In fact, it is shown for example in [164] that an increase
of the number of contending nodes reduces the overall capacity of a DSRC network.
In the case of VLC RSUs, the bottleneck is in the bandwidth available at the RSUs themselves,
and the value of ξD is not so relevant. However, it is interesting to note that in the case of Bologna
fluent, giving priority to DSRC (ξD = 1) allows to carry more data in the proximity of the traffic
lights, with a small increase in DR.
Regarding the threshold ξD, its optimal definition is influenced by several factors, such as
the distribution of the vehicles on the road, the propagation medium and the random access
mechanism including capture effect, hidden terminals and exposed terminals. However, the
results shown in Figure 5.14 suggest that its choice is not critical, since similar performance is
achieved following small variations. It can be noted, in any case, that a value lower than 0.5
reduces the DSRC congestions and is thus preferable.
Effect of data traffic load
Results varying λ are then shown in Figure 5.15 for the case of one DSRC RSU and in Figure 5.16
for the case of four VLC RSUs, comparing the performance of:
• DSRC or VLC only (depending on the RSUs);
• DSRC first (ξD = 0);
• VLC first (ξD = 1);
• CA-VDS with ξD = 0.3.
In particular, assuming one DSRC RSU, the delivery rate DR and the average delivery delay L
are plotted in Figure 5.15 as a function of λ, for fluent (Figure 5.15(a) and Figure 5.15(c)) and
congested (Figure 5.15(b) and Figure 5.15(d)) traffic conditions.
Focusing on the delivery rate DR (Figure 5.15(a) and Figure 5.15(b)), it starts from a value
near to 1 (all packets delivered) when the amount of data generated is small (λ 6 1 packets/s)
and then reduces to less then 0.3 when the load is high (λ = 10 packets/s). As observable,
the performance of DSRC first is similar to that of DSRC only, meaning that, due to the wider
coverage provided by DSRC, the addition of VLC is ineffective if DSRC is selected first. When
VLC is selected first, for values of λ greater than 1 packets/s DR is instead higher than both
the DSRC only and DSRC first cases, demonstrating the effectiveness of VLC to increase the
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Figure 5.15: Delivery rate and average delivery delay varying the packet generation rate with
one DSRC RSU.
available resources. The performance of CA-VDS with ξD = 0.3 is similar to that of VLC first in
all scenarios and for any load.
Concerning the average delivery delay L (Figure 5.15(c) and Figure 5.15(d)), DSRC only
and DSRC first provide smaller values than VLC first when the data traffic is reduced (i.e., with
λ 6 1 packets/s). If we focus on Bologna fluent and λ = 1 packets/s, for example, giving priority
to VLC causes an L that is six times the one that follows the priority given to DSRC. DSRC, in
fact, allows to reach the destination with fewer hops on average. Remarkably, adopting CA-VDS
with ξD = 0.3 the delay is comparable to the cases DSRC only and DSRC first when data traffic
is reduced. Please note that, when the data load increases and the delivery rate decreases, the
average delivery delay becomes less relevant. In such case, in fact, the bottleneck is at the RSU
receivers and part of the generated packets starve in some queue; as a consequence, if the delivery
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rate is the same, a higher average delivery delay only means that packets generated far from the
RSUs are delivered instead of others generated near to the RSUs.
Figure 5.16 then shows DR and L as a function of λ when four VLC RSUs are supposed,
both for fluent (Figure 5.16(a) and Figure 5.16(c)) and congested (Figure 5.16(b) and 5.16(d))
traffic conditions. As observable, any strategy allowing the use of the heterogeneous VLC and
DSRC resources improves DR dramatically compared to the VLC only case. This is due to the
lower connectivity level that is guaranteed by VLC in the vehicular network. In several cases,
in fact, the SVs do not have a VLC next hop available, and the connectivity is guaranteed only
by the DSRC technology. It can also be observed that all the strategies perform similarly in
this case; in fact, the bottleneck is represented by the VLC bandwidth of RSUs, which impacts
similarly irrespective to the adopted strategy.
Comparing the use of VLC RSUs with the use of DSRC RSU, a smaller DR is obtained in
the former case for the same λ; this is expected due to the smaller data rate available at the VLC
RSUs compared to the single DSRC RSU. However, the use of VLC has the great advantage
to exploit the traffic lights that are already deployed on intersections; differently, DSRC RSUs
require new hardware.
Effect of VLC data rate
In Figure 5.17, the effect of VLC data rate on the delivery rate is investigated. In particular, the
previous results are compared with those corresponding to 11.67 kb/s, which is the minimum
data rate in the IEEE 802.15.7 specifications, and 10 Mb/s, which is the maximum throughput
that has been measured in vehicular field trials [124]. The different data rates are obtained by
properly modifying the duration of each transmission.
Results are shown for both the DSRC RSU and VLC RSUs cases, in the Bologna congested
scenario. Again, VLC first, CA-VSD with ξD = 0.3, DSRC first, and either VLC only or DSRC
only (depending on the adopted RSUs) are compared.
Focusing on the DSRC RSU case (Figure 5.17(a)), it can be noted that the VLC throughput
does not have a great impact on DR, and even the use of VLC at 11.67 kb/s in addition to DSRC
provides a significant gain compared to DSRC only. In this case, in fact, the delivery rate is
limited by the RSU capacity, which depends on the DSRC data rate. Although the various links
at 11.67 kb/s appear of limited capacity on a first look, the spatial reuse allows almost one link,
fully available and free from collisions, per each couple of vehicles.
A slight loss of DR is only observed if VLC first is applied at 11.67 kb/s, when λ ≤ 1. Such a
loss is anyway not observed applying CA-VDS with ξD = 0.3. Similarly, a slight improvement is
observed if VLC first or CA-VDS with ξD = 0.3 are applied at 10 Mb/s, when λ ≥ 1 and λ ≤ 5.
As already discussed, DSRC first fails to improve the performance compared to DSRC only
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Figure 5.16: Delivery rate and average delivery delay varying the packet generation rate with
four VLC RSUs.
because DSRC provides higher coverage than VLC; if the VLC link is available towards a
neighbor, in fact, the correspondent DSRC link is also available, and always preferred.
Overall, the improvement provided by the addition and use of VLC against DSRC only is up to
100% in the case of VLC at 10 Mb/s.
Differently, in the VLC RSUs case (Figure 5.17(b)), the delivery rate is limited by the
capacity of the VLC based RSUs. In this case, the DR curves move to the left or the right with a
decrease or an increase of the VLC throughput, respectively. Whereas no significant variation of
DR can be observed comparing VLC first, CA-VDS with ξD = 0.3, and DSRC first at 11.67 kb/s
or 266.6 kb/s, both VLC first and CA-VDS with ξD = 0.3 provide a relevant DR improvement
compared to DSRC first at 10 Mb/s. In all the cases, the improvement of using both technologies
compared to VLC only is remarkable.
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Figure 5.17: Bologna, congested traffic. Delivery rate varying the packet generation rate, for
different data rates of VLC.
In summary, the results shown in Figure 5.17 confirm the effectiveness of the proposed
algorithm, as CA-VSD with ξD = 0.3 provides the best DR in both cases with all VLC data rates.
5.8 Conclusions
I investigated the feasibility and the performance of VLCs in vehicular networks for cellular
network offloading. Specifically, after a brief overview of the main characteristics of VLC and
its advantages and drawbacks when exploited in dynamic outdoor environments, I investigated
the level of connectivity in a urban environment and the feasibility in delivering data for delay
tolerant applications without exploiting the cellular network. Numerical results obtained through
simulations in a realistic urban scenario showed that even a limited number of traffic lights
equipped with VLC allows to offload more than 90% of cellular resources. Furthermore,
focusing on the impact of different transmitter and receiver characteristics, it was demonstrated
that improving the coverage distance or the FOV does not always lead to a higher performance;
the improved coverage does in fact increase the average number of neighbors, with a higher
collision probability and consequently a lower data delivery under high network load conditions.
Then I focus my attention on the adoption of VLC as supplementary technology to the
RF ones for data exchanging between vehicles and between vehicles and RSUs in vehicular
networks. I proposed to exploit this emergent technology in cooperation with DSRC and cellular
communications to increase the overall resource availability for the future IoV. I proposed to
let the two technologies cooperate to increase the rate of packets delivered through multi hop
V2V communications toward an RSU. Example results have been shown focusing on the crowd
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sensing vehicular network application, considering VLC in addition to DSRC. A cooperative
algorithm to adaptively select the technology has been also proposed, with a single parameter
allowing to move from VLC always preferred to DSRC to the opposite case. Results have been
obtained by means of a realistic simulation tool and show the advantage of the cooperation
between the two technologies with respect to their single use. Simulations, performed in realistic
urban scenarios with hundred of vehicles, demonstrated the significant improvement obtained
by adding VLC to DSRC. The best results were obtained by giving priority to DSRC when its
channel is far from congested, and preferring VLC in the other cases.
Future considerations can also take into account the different light intensity of headlights
and rear lights. I also believe that VLC will not replace high-speed radio frequency (RF)
communications, which allow long range non-line-of-sight links. Future developments may
instead consider VLC and other RF communications (such as IEEE 802.11p and LTE for device-
to-device) as complementary technologies to be jointly adopted for performance improvements.
Chapter 6
Echo Canceller
6.1 Introduction
Single frequency networks, such as those recently deployed for 4G cellular systems or digital
video broadcasting - terrestrial (DVB-T), are characterized by a high spectral efficiency and a
reduced coverage planning complexity. Their service coverage can be easily extended by the
introduction of proper OCRs, that act as gap fillers. The interest for OCRs has thus significantly
increased in recent years, also owing to the growing attention to full duplex radios, that could
benefit from OCRs as well.
OCRs suffer, however, from the coupling effect (mainly due to multi-path propagation
and energy leakage) between the transmitting and receiving antennas, that operate at the same
frequency. This positive feedback could lead to the instability of the repeater, hence the gain of
the OCR power amplifier is usually limited to avoid harmful conditions.
The most relevant impairment experienced by on-channel repeaters OCRs is the presence of
a coupling-channel between the transmitting and receiving antennas, that generates unwanted
echoes. Echoes critically influence the overall system behavior, with harmful effects on the
signal quality and, above all, pose a threat on the system integrity. Echo cancellers are usually
adopted, therefore, to remove unwanted coupling contributions. Several architectures for
digital echo cancellers have been proposed to solve this critical problem [165–178], trying to
minimize the possibility of an instable situation and, as a consequence, to increase the gain of
the power amplifier and, therefore, the coverage area. In most of the cases, the transmission of a
low-power training signal is used to estimate the echoes (that is, the coupling-channel), setting
the taps of an echo cancelling digital filter accordingly.
These works, however, evaluate the echo canceller performance through metrics such as
mean rejection ratio, echo suppression, or modulation error rate, rather than directly analyzing
the probability that the OCR becomes unstable, that is the highest risk factor to be considered in
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a practical situation (in an unstable condition, the infinite loop generated by the positive feedback
represented by the coupling-channel can result in OCR severe damages).
In [179] and [180] I exploited the results of the pioneering paper [181] to analytically
evaluate the probability of instability of a digital OCR with echo canceller, considering the
coupling-channel estimation errors as the only cause of imperfect echo cancellation. In this work
I investigated the OCR stability problems arising from the joint effect of echo estimation errors
and the quantization of the echo-cancelling filter taps. The probability of OCR instability is
analytically derived and some performance figures are provided varying the quantization level
and the channel model in realistic scenarios. In particular, I improved the stability analysis
also considering the impact of the quantization error that affects the taps of the echo-cancelling
digital filter. In the following, the analytical approach introduced in [179] and [180] is used to
evaluate an upper bound on the probability of instability of a digital OCR in the presence of both
coupling-channel estimation errors and taps quantization1. The impact of taps quantization on
the echo canceller performance was studied also in [167], where, however, the coupling-channel
estimation errors and the probability of instability were not taken into account.
6.2 System Model and Problem Statement
The digital OCR architecture considered in this chapter is the one introduced in [168], whose
lowpass equivalent representation is shown in Fig. 6.1. As can be observed, the received signal
x(t), with power Px and bandwidth Beq, is analog-to-digital converted and filtered by a digital
filter with transfer function HR( f ), aimed at reducing both the noise and the adjacent channel
interference. In the transmitting section, instead, the signal is filtered by a digital filter with
transfer function HT( f ), aimed at removing possible out-of-band emissions, digital-to-analog
converted, amplified2 by the high power amplifier (HPA) and re-transmitted.
Unfortunately, owing to the coupling-channel between the transmitting and receiving anten-
nas, a certain amount of the transmitted power enters the receiving antennas, constituting an
interfering positive feedback, the so-called echo, that must be removed. As shown in Fig. 6.1,
the echo cancelling unit is mainly constituted by:
• a channel estimator, which derives an estimation Hˆeq( f ) of the transfer function Heq( f )
that characterizes the equivalent coupling-channel3 highlighted in the shaded box of Fig.
1Unless otherwise specified, in the remainder of this chapter I use the term “quantization” with reference to the
taps of the echo-cancelling digital filter.
2Non-linear effects possibly introduced by the amplifier are neglected here.
3Here I do not consider the degradation introduced by the analog-to-digital converter (ADC) and the digital-to-
analog converter (DAC), that can be assumed negligible owing to the strict signal quality requirements. For this
reason we can assume that the equivalent discrete-time coupling-channel is linear, with transfer function Heq( f ).
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Figure 6.1: General scheme of the OCR with echo canceller.
6.2;
• a finite impulse response (FIR) filter, whose transfer functionW( f ) is dynamically adjusted
on the basis of Hˆeq( f ). As shown in Fig. 6.1, the role of the filter is to realize a proper
negative feedback in order to cancel the unwanted coupling contribution.
In general, owing to possible estimation errors, Hˆeq( f ) , Heq( f ), hence the echo cancellation
could not be perfect. This phenomenon is further worsened by the quantization of the filter taps,
that constitutes an additional cause for the echo cancellation inaccuracy. The joint impact of both
impairments will be investigated in the following.
The OCR operates in two different phases: in the first one (denoted start up mode), the
switch S (see Fig.6.1) is open and the incoming signal is not retransmitted. During this phase the
estimation Hˆeq( f ) of Heq( f ) is carried out through the insertion of a locally generated training
signal (e.g., a pseudo-noise sequence or a train of sounding pulses) with power Ps and duration
MTs, where M is the length of the training sequence and Ts is the sampling frequency.
Once the equivalent coupling-channel has been estimated and the taps of the echo cancelling
filter have been accordingly derived, the switch S is closed and the OCR starts transmitting the
signal to be repeated (steady state). While operating in the steady-state mode, the OCR may
keep tracking the possible channel variations by continuously transmitting the training signal
superimposed to the useful signal or implementing the least mean square (LMS) strategy.
Since the local training signal represents an impairment for the final user, the ratio Ps/Px
must be kept properly low. From the perspective of the channel estimator, the overall estimation
SNR is
γe = M
Ps
N0Beq + Px
, (6.1)
where N0 is the thermal noise power spectral density (PSD).
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Figure 6.2: Equivalent coupling-channel.
Table 6.1: Filters specifications
Specifications Implemented filter Approximated ideal filter
pass-band bandwidth 7.61 MHz 7.61 MHz
pass-band ripple 0.2 dB 0 dB
out of band attenuation 65 dB ∞ dB
group delay 3.1 µs 6.3 µs
6.2.1 The Equivalent Coupling Channel
To characterize the equivalent coupling channel to be estimated, highlighted in the shaded box
of Fig.6.2, I introduced, first of all, the impulse response of the cascade constituted by the
transmitting and receiving filters:
h(t) = F −1 {H( f )} (6.2)
where
H( f ) , TsHR( f )HT( f )rect( f Ts) . (6.3)
In table 6.3 I report both the specifications of the filter implemented4 in the OCR prototype
described in [168] and its approximation as an ideal filter assumed in [179]. As far as the
“proper” coupling channel is concerned, I considered the four channel models adopted in [167],
that is, Rural Area (RA6), Typical Urban (TU12), Bad Urban (BA12) and Hilly Terrain (HT12).
From the previous definitions and assumptions it follows that the equivalent discrete-time
coupling-channel impulse response can be written as
heq[n] =
√
G
L−1∑
l=0
hlh(nTs − τl), (6.4)
4The filter design criteria are detailed in [182].
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where G is the HPA gain, L is the total number of paths, and τl and hl are the delay and the
complex gain of the l-th path, respectively. The relative (with respect to the first delay τ0) delays
τl − τ0 are reported in Table 6.2. For the sake of conciseness, here I do not report the hl values,
that are not relevant for the following analysis.
Let denote with km and kM the beginning and the end of impulse response heq[k] of the
equivalent discrete-time coupling channel, both normalized with respect to Ts. By defining km
and kM such that heq[k] = 0 for k < km and k > kM, it can be easily shown that
km =
⌊
τg − τIR2 + τ0
Ts
⌋
(6.5)
kM =
⌈
τg +
τIR
2 + τL−1
Ts
⌉
(6.6)
where τg is the group delay of the filtering cascade (6.3) and τIR is the duration of its impulse
response (6.2).
In the numerical results Section I considered both a really implemented cascade of FIR filters,
for which5 τg − τIR2 = 0, and an ILP filter cascade with bandwidth Beq, whose the sinc-type
(hence infinite) impulse response is assumed to be extinguished after Nlobes per-side. In this case
τIR =
2(Nlobes+1)
Beq
. In the following this filter will be denoted truncated ILP filter.
6.2.2 The Echo Cancelling Filter
Let introduce the cancelling window, that is the time interval in which the estimated impulse
response is considered in order to derive the taps of the echo-cancelling filter. Denote with D
its starting instant and with P its duration, both normalized with respect to Ts. The duration τg
is the group delay of the filtering cascade, that entails that 2τg is the duration of the filtering
cascade impulse response. By comparing the value in tables 6.3 and 6.2, it can be noticed
that the duration of filters impulse response (2τg) and the delays introduced by the channel are
comparable, hence the filter effect cannot be neglected in the evaluation of the cancelling window
position (differently than what generally done in the literature). The cancelling window fits the
estimated coupling channel impulse response (see Fig. 6.3) if
D = kˆm (6.7)
P = kˆM − kˆm + 1 (6.8)
where kˆm and kˆM are the estimated values of km and kM, respectively. The filter taps are finally
derived by sampling the estimated impulse response hˆeq[k] within the cancelling window6 and
5For digital symmetrical FIR filters it is τIR = 2τg.
6Of course a delay D is introduced on the signal at the input port of the filter. The value of D is derived by the
channel estimation unit.
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Table 6.2: Channel delays profiles
Rural Area Typical Urban Bad Urban Hilly Terrain
(RA6) (TU12) (BU12) (HT12)
[ns] [ns] [ns] [ns]
0 0 0 0
100 200 200 200
200 400 400 400
300 600 800 600
400 800 1600 800
500 1200 2200 2000
1400 3200 2400
1800 5000 15000
2400 60000 15200
3000 7200 15800
3200 8200 17200
5000 10000 20000
quantizing with a granularity q that depends on the number nb of quantization bits:
wk = hˆeq[k + D] + qk , ∀k ∈ [0, P − 1] , (6.9)
where the quantization error qk is assumed to be a zero-mean RV with variance
E
{ |qk |2} = q212 . (6.10)
By considering, without loss of generality, hˆeq[k] within the range [−1, 1], it results q = 2−nb+1.
As far as the estimation error is concerned, in [179] it is shown that the discrete-time
equivalent coupling channel estimation results in
hˆeq[k] = heq[k] + ν[k] , (6.11)
where ν[k] is a zero-mean RV with variance
E
{ |ν[k]|2} = 1
γe
. (6.12)
While conditions (6.7), (6.8) can be easily fulfilled by adaptively varying the cancelling
window position (once the physical coupling channel has been estimated), condition can be
fulfilled only approximatively, owing to the joint effect of estimation and quantization errors.
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Figure 6.3: Cancelling window.
6.2.3 Coupling Channel Estimation and Quantization
In [179] it is shown that the discrete-time equivalent coupling channel estimation results in
hˆeq[k] = heq[k] + ν[k] , (6.13)
where ν[k] is a zero-mean RV with variance
E
{ |ν[k]|2} = 1
γe
. (6.14)
Introducing the effect of quantization, with granularity q, on the taps wk of the echo canceller’s
filter leads to the following expression:
wk = hˆeq[k + D] + qk (6.15)
where qk is assumed to be a zero-mean RV with variance
E
{ |q[k]|2} = q2
12
. (6.16)
By considering heq[k] within the range [−1, 1], it results q = 2−nb+1, with nb denoting the
number of quantization bits.
6.2.4 Overall Transfer Function
With reference to Fig.6.2, the transfer function of the system in between the input port 1 and the
output port 2 can be expressed as
HOCR(z) = 1
1 −
[
H(D)eq (z) −W(z)
]
z−D
(6.17)
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where H(D)eq (z) and W(z) are the Z-transform of {heq[k +D]} and {wk}, respectively. By defining
the error T[k] , wk − heq[k + D], it follows from (6.15), (6.16), (6.13), and (6.14), that
E
{ |T[k]|2} = γT , ( 1
γe
+
2−2nb
3
)−1
. (6.18)
As can be observed, γT depends on both the estimation SNR γe and the number of quantization
bits nb. Thus, it is the key parameter for the instability analysis outlined in the following Section.
6.2.5 Upper Bound on the Probability of Instability
By supposing that the coupling channel impulse response estimation is accurate enough to have
kˆm = km, kˆM = kM, equation (6.17) can be worked out, yelding
HOCR(z) = z
kM
zkM +
∑kM−km
k=0 T[k]zkM−km−k
. (6.19)
By following a procedure similar to the one proposed in [179], based on the study of zeroes
distribution [181], it is possible, thanks to (6.18), to evaluate an upper bound Pu on the probability
that the OCR is unstable:
Pu = kM −
∫ 1
0
2
r
[
Λ(r) + γTΨ(r)∑kM−km
l=0
r2l
]
exp
[
−γT r
2kM∑kM−km
l=0
r2l
]
dr (6.20)
where
Λ(r) ,
kM−km∑
l=0
l − ∑kM−kmk=0 kr2k∑kM−km
k=0 r
2k
2 r2l (6.21)
Ψ(r) ,
kM − ∑kM−kmk=0 kr2k∑kM−km
k=0 r
2k
2 r2kM . (6.22)
6.3 Numerical Results
Numerical results have been derived assuming Beq = 7.61 MHz, Ts = 80 ns, and
Ps
N0Beq+Px
=
0 dB. These choice originate from the echo canceller prototype I implemented following the
criteria outlined in [168]. In Table 6.3 I reported both the specifications of the filter cascade
H( f ) (see (6.3)) implemented in our OCR prototype7 and of the truncated ILP filter cascade
assumed in [179]. The latter has been considered for a full comparison with the results presented
7The filter design criteria are detailed in [182].
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(a) Truncated ILP filter (see [179])
(b) Implemented filter
Figure 6.4: Probability of Instability as a function of the estimation SNR for different numbers
of quantization bits. TU12 channel
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(a) Rural Area (RA6)
(b) Typical Urban (TU12)
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(c) Bad Urban (BU12)
(d) Hilly Terrain (HT12)
Figure 6.5: Probability of Instability as a function of the number of quantization bits for different
length of training sequences. Implemented filter.
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Table 6.3: Filters specifications
Specifications Implemented filter Truncated ILP filter [179]
pass-band bandwidth 7.61 MHz 7.61 MHz
pass-band ripple 0.2 dB 0 dB
out-of-band attenuation 65 dB ∞ dB
τg 4.47 µs 6.37 µs
τIR 8.94 µs 0.52 µs
in [179], that do not take into account the quantization effect. The corresponding values for τg
and τIR are reported in Table 6.3.
The impact on Pu of both the quantization and the estimation accuracy is shown in figures
6.4(a) and 6.4(b), where Pu is plotted as a function of the estimation SNR γe based on different
significant values of quantization bits nb, for the truncated ILP filter considered in [179] and for
the really implemented filter described in [168], respectively. I assumed a urban environment
(TU12) and the different curves refer to different values of nb.
It can be noticed that, as expected, Pu tends to zero for increasing values of γe for all the
considered nb: better coupling-channel estimations result in more robust operating conditions
for the OCR. In figures 6.4(a) and 6.4(b) we can also appreciate the impact of the quantization,
that is surely negligible when nb is larger than 10. Let us observe, moreover, that all curves
in Fig. 6.4(a) for nb ≥ 10 coincide with the curve corresponding to L = 12 reported in [179],
where the same repeater filtering and channel model are considered, and the quantization effect
is not considered. A comparison between figures 6.4(a) and 6.4(b) also shows the effect of actual
filtering, that is usually neglected by the literature on this topic.
The impact of the channel (rural area, urban area, bad urban and hilly terrain) is investigated in
figures 6.5(a), 6.5(b), 6.5(c), and 6.5(d), that show Pu as a function of the number of quantization
bits for different length of training sequences. As can be observed in Fig. 6.5(a), that refers to
rural areas, provided that the training sequence is long enough (e.g., M ≥ 4096), reasonable
values (< 10−4) of Pu can be achieved with nb ≥ 5. Similar results can be obtained for the other
channel models considered, as shown in figures 6.5(b), 6.5(c), and 6.5(d). They are summarized
in Table 6.4.
6.4 Conclusions
In this work I showed the impact of both the non perfect echo estimation and the echo canceller
quantization on the stability of digital OCRs that estimates the coupling-channel by means of
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Table 6.4: Minimum number of quantization bits for Pu ≤ 10−4
Length of Rural Area Typical Urban Bad Urban Hilly Terrain
training sequence (RA6) (TU12) (BU12) (HT12)
M=1024 - - - -
M=4096 5 6 7 -
M=16384 5 5 6 6
M=65536 5 5 6 6
training sequences. In particular, I derived an analytical expression for the upper bound of
the probability of instability as a function of estimation SNR and number of quantization bits.
Numerical results were derived for realistic filtering and common models for the coupling-
channel.
The results show that, provided that the training sequence is long enough, a limited amount of
bits (5 − 7 depending on the coupling-channel model) for the quantization of the canceller taps
is sufficient. Any further increase has a totally negligible impact on the stability of the OCR.
On the contrary, an increase of the estimation SNR always leads to a decreasing probability of
instability. It means that, while the number of quantization bits adopted in the ADC and the
DAC as well as the number of bits used to quantize the taps of the receive and transmit filters
must be large enough (∼ 16) to fulfill the strict requirements on the signal quality, the number of
quantization bits of the echo canceller taps can be much lower, since the stability characteristics
of the OCR mainly depends on the filtering, the coupling-channel between the antennas and the
estimation errors, as analyzed in [180].

Conclusions
In conclusion, during my Ph.D I focused my research on heterogeneous networks. In particular,
Wireless Sensor Networks and Vehicular Networks have been investigated.
Concerning irregular sampling, an optimal linear space-invariant interpolator has been derived.
I analyzed the estimation of a finite-energy signal from its samples affected by measurement
errors and scattered in Rd according to a homogeneous poisson point process. The effect
of the distortion due to measurement errors on the normalized estimation mean square error
is equivalent to that of a reduction of samples intensity, which can be compensated for by
increasing the number of nodes inside the sampling area. An increasing number of sensors leads
to a decreasing normalized estimation mean square error in spite of the corresponding increasing
measurement error for each sensor, if a constraint in the overall estimation energy is imposed. A
simple but significant expression for the normalized estimation mean square error as a function
of the estimation time and the capacity-per-volume has been derived, when the energy constraint
is imposed on each sensor due to the battery lifetime limitation.
I also introduced and investigated a novel information diffusion strategy, namely TAS.
The TAS algorithm has been designed to efficiently exploit the peculiarities of the distributed
evaluation of confidence regions via SPS. The performance of TAS algorithm was compared with
other information diffusion algorithms on structured and unstructured topologies. Simulation
results provide a characterization of the trade-off for the achievable average confidence region
volume as a function of the required amount of data that each node should transmit on average.
In particular, the proposed TAS algorithm outperforms the FL in unstructured topologies.
Another novel algorithm, named Finite Time Consensus with Memomry (FTCM), was intro-
duced for the distributed evaluation of the average consensus, which exploits the node memory
to facilitate the consensus evaluation. I also derived an adaptation to the distributed average
consensus problem of the TAS algorithm for the distributed confidence region evaluation. The
performances of the two algorithms, in terms of efficiency in the usage of network resources and
convergence speed, have been compared with those of classic or recently introduced algorithms,
such as Metropolis Consensus, Finite Time Consensus, Flooding and Network Coding. The
outcomes of performance investigations, carried out considering different topologies, show
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that FTCM is very well behaving when operated on unstructured random network topologies,
whereas TAS outperforms its competitors when structured networks are considered, either tree
or clustered networks.
Then, an introduction and evaluation of the performance of a new Distributed Faulty Node
Detection algorithm in Delay Tolerant Networks was derived. In this work, I investigated the
impact of Byzantine attacks on the performance of a distributed faulty node detection algorithm
in the context of delay tolerant networks. The affect of Byzantine attack on the equilibrium is
analyzed theoretically, which is helpful to adjust the algorithm parameters in order to ensure the
robustness of the DFD algorithm. Both ideal movement model and real databases have been
considered in the simulations to achieve the results.
During my Ph.D studies, I have also investigated the feasibility and the performance of VLCs
in vehicular networks (VNs) for cellular network offloading. Specifically, I have studied the level
of connectivity in a urban environment and the feasibility in delivering data for delay tolerant
applications without exploiting the cellular network. Numerical results have been obtained
through simulations in a realistic urban scenario, showing that even a limited number of traffic
lights equipped with VLC allows to offload more than 90% of cellular resources. Furthermore,
focusing on the impact of different transmitter and receiver characteristics, it was demonstrated
that improving the coverage distance or the FOV does not always lead to a higher performance;
the improved coverage does in fact increase the average number of neighbors, with an higher
collision probability and consequently a lower data delivery under high network load conditions.
Still in the framework of VNs, I focused my attention on the adoption of VLC as supplemen-
tary technology to the RF ones for data exchanging between vehicles and between vehicles and
RSUs in vehicular networks. I proposed to let the two technologies cooperate to increase the rate
of packets delivered through multi hop V2V communications toward an RSU. A cooperative
algorithm to adaptively select the technology has been also proposed, with a single parameter
allowing to move from VLC always preferred to DSRC to the opposite case. Simulations,
performed in realistic urban scenarios with hundred of vehicles, demonstrated the significant
improvement obtained by adding VLC to DSRC. The best results were obtained by giving
priority to DSRC when its channel is far from being congested, and preferring VLC in the other
cases.
I also studied the impact of echo canceller taps quantization on signal repeaters stability.
In particular, I showed the impact of both non perfect echo estimation and quantization on the
stability of digital on-channel repeater that estimates the coupling-channel by means of training
sequences. Results show that, provided that the training sequence is long enough, a limited
amount of bits for the quantization of the canceller taps is sufficient. Any further increase has a
totally negligible impact on the stability of the on-channel repeater. On the contrary, an increase
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of the estimated Signal to Noise Ratio always leads to a decreased probability of instability.
Therefore, while the number of quantization bits adopted in the ADC and the DAC and the
number of bits used to quantize the taps of the receive and transmit filters must be large enough
to fulfill the strict requirements on the signal quality, the number of quantization bits of the echo
canceller taps can be much lower, since the stability characteristics of the on-channel repeater
mainly depends on the filtering, the coupling-channel between the antennas and the estimation
errors.
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il giusto livello di curiosita`.
“La curiosita` non e` peccato, Harry, ma dovresti esercitare cautela.” [Harry Potter]
Un ignaro lettore potrebbe pensare che, dopo aver scritto una tesi, occuparsi dei ringrazia-
menti sia un gioco da ragazzi. Ebbene, non e` cosı`. Le persone che prenderanno in mano questo
tomo infatti, quasi sicuramente finiranno per leggere queste righe. Quindi, ora che ne ho la
possibilita`, lasciatemi scrivere liberamente; spero di annoiarvi, cosi da non farvi arrivare fino a
questo punto!
Nella scrittura dei ringraziamenti non puo` mancare una persona speciale e misteriosa alla
quale dedicare il ringraziamento piu` importante. Quella persona che entra nella tua vita in punta
di piedi per poi finire, senza accorgersene, ad essere il pilastro fondamentale del tuo cuore. La
ringrazio per il continuo supporto, la sua semplicita` e la leggerezza con la quale mi ha fatto stare
bene in ogni momento, la voglia di vivere e condividere che mi ha donato e per il suo sorriso che
rappresenta la felicita`.
Ringrazio tutta la mia famiglia e, in particolar modo i miei genitori. A loro va tutta la mia
stima, il mio rispetto e la mia riconoscenza. Mi auguro che tutti i loro sacrifici siano in questo
modo, almeno in parte, ripagati. Un ringraziamento speciale va a mia sorella ed al mio nipotino
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Lukas che 10 anni fa mi ha fatto riscoprire quanto la vita sia preziosa attraverso lo stupore dei
suoi occhi curiosi.
Ringrazio altresı` tutto il gruppo con la quale ho lavorato (WiLab) coordinato dal Prof. Ing.
Oreste Andrisano il quale ringrazio particolarmente. Ringrazio Barbara, Cristina, Lorenza,
Alberto, Alessandro, Davide, Flavio, Gianni, Marco e Mirko, perche` saremo tutti ingegneri ma
quando un ringraziamento arriva dal cuore non ha bisogno di titoli; li ringrazio per la disponibilita`,
gli insegnamenti ed il supporto dimostratomi durante questi anni di lavoro. In particolar modo
ringrazio il mio supervisore Ing. Gianni Pasolini ed i correlatori Ing. Barbara Mavı` Masini e
Prof. Ing. Davide Dardari per tutto cio` che hanno fatto per me in questi 3 anni.
Ringrazio tutti i giovani ricercatori che hanno iniziato o condiviso questa esperienza con me,
i professori e ricercatori di ingegneria di Bologna e Cesena e tutti i colleghi incontrati durante
questa esperienza. Tra di essi, vorrei ringraziare in particolar modo Antonella Molinaro con i
suoi ottimi consigli in ambito veicolare ed i professori Michele Rossi e Gaudenzio Meneghesso
per la bellissima parentesi ed esperienza in Bressanone.
Ringrazio i ricercatori conosciuti durante la mia esperienza alla Centrale Supelec a Parigi,
dal mio corrispondente Michel Kieffer ai giovani Ph.D, senza tralasciare Wenjie Li, Francesca
Bassi, Marco Di Renzo e Giuseppe Valenzise.
Un grazie a tutti i miei amici che sono sempre stati presenti e mi hanno sopportato e
apprezzato per come sono, con i miei pregi e soprattutto i miei difetti; condividendo le mie
passioni, rispettando i miei silenzi e sopportando le mie battute. Degli Amici sinceri e leali che
mi hanno fatto riscoprire la bellezza di avere delle persone su cui poter contare.
