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The world ain’t all sunshine and rainbows.
It’s a very mean and nasty place... and I
don’t care how tough you are, it will beat
you to your knees and keep you there per-
manently, if you let it. You, me or nobody,
is gonna hit as hard as life. But ain’t about
how hard you hit... It’s about how hard you
can get hit, and keep moving forward... how
much you can take, and keep moving forward.
That’s how winning is done. Now, if you
know what you worth, go out and get what
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Resumo
O reconhecimento de eventos complexos em vídeos possui várias aplicações práticas rele-
vantes, alavancadas pela grande disponibilidade de câmeras digitais instaladas em aero-
portos, estações de ônibus e trens, centros de compras, estádios, hospitais, escolas, prédios,
estradas, entre vários outros locais. Avanços na tecnologia digital têm aumentado as ca-
pacidades dos sistemas em reconhecer eventos em vídeos por meio do desenvolvimento de
dispositivos com alta resolução, dimensões físicas pequenas e altas taxas de amostragem.
Muitos trabalhos disponíveis na literatura têm explorado o tema a partir de diferentes
pontos de vista. Este trabalho apresenta e avalia uma metodologia para extrair carac-
terísticas dos ritmos visuais no contexto de detecção de eventos em vídeos. Um ritmo
visual pode ser visto com a projeção de um vídeo em uma imagem, tal que a tarefa de
análise de vídeos é reduzida a um problema de análise de imagens, beneficiando-se de seu
baixo custo de processamento em termos de tempo e complexidade. Para demonstrar o
potencial do ritmo visual na análise de vídeos complexos, três problemas da área de vi-
são computacional são selecionados: detecção de eventos anômalos, classificação de ações
humanas e reconhecimento de gestos. No primeiro problema, um modelo é aprendido
com situações de normalidade a partir dos rastros deixados pelas pessoas ao andar, en-
quanto padrões representativos das ações são extraídos nos outros dois problemas. Nossa
hipótese é de que vídeos similares produzem padrões semelhantes, tal que o problema de
classificação de ações pode ser reduzido a uma tarefa de classificação de imagens. Experi-
mentos realizados em bases públicas de dados demonstram que o método proposto produz
resultados promissores com baixo custo de processamento, tornando-o possível aplicar em
tempo real. Embora os padrões dos ritmos visuais sejam extraídos como histograma de
gradientes, algumas tentativas para adicionar características do fluxo ótico são discutidas,
além de estratégias para obter ritmos visuais alternativos.
Abstract
The recognition of complex events in videos has currently several important applications,
particularly due to the wide availability of digital cameras in environments such as air-
ports, train and bus stations, shopping centers, stadiums, hospitals, schools, buildings,
roads, among others. Moreover, advances in digital technology have enhanced the ca-
pabilities for detection of video events through the development of devices with high
resolution, small physical size, and high sampling rates. Many works available in the
literature have explored the subject from different perspectives. This work presents and
evaluates a methodology for extracting a feature descriptor from visual rhythms of video
sequences in order to address the video event detection problem. A visual rhythm can be
seen as the projection of a video onto an image, such that the video analysis task can be
reduced into an image analysis problem, benefiting from its low processing cost in terms
of time and complexity. To demonstrate the potential of the visual rhythm in the analysis
of complex videos, three computer vision problems are selected in this work: abnormal
event detection, human action classification, and gesture recognition. The former prob-
lem learns a normalcy model from the traces that people leave when they walk, whereas
the other two problems extract representative patterns from actions. Our hypothesis is
that similar videos produce similar patterns, therefore, the action classification problem
is reduced into an image classification task. Experiments conducted on well-known pub-
lic datasets demonstrate that the method produces promising results at high processing
rates, making it possible to work in real time. Even though the visual rhythm features
are mainly extracted as histogram of gradients, some attempts for adding optical flow
features are discussed, as well as strategies for obtaining alternative visual rhythms.
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Chapter 1
Introduction
The significant technological advances and their influence in our society have promoted
the generation of new trends and innovations in surveillance systems. These surveillance
systems have been receiving more emphasis, especially due to critical events such as
terrorism attacks. For instance, there are used video security cameras in public areas
(parks, underground stations, airports), private areas (gambling houses, hotels, banks)
and restricted areas (high reactive chemical labs, electrical installations, radioactive areas)
in order to record events for further analysis.
However, many improvements were conducted only on hardware. In United Kingdom,
researchers showed that CCTV (Closed Circuit TV) schemes in cities, town centers and
public housing measured substantial ranges of crime types, but only a small portion of
them was investigated, concluding that CCTV schemes do not have a significant effect on
crime prevention [32, 102]. Therefore, recorded videos are only used for forensic purposes
once the crime has been committed — Appendix A describes some real-world cases,
where surveillance cameras were useful when the events occurred and/or were reported.
Moreover, video preprocessing is not fully addressed creating gaps where computers might
be beneficial for.
Eventually, one of the major problems of CCTV schemes is the use of human operators
to monitor surveillance cameras. Looking at screens for several hours, almost continu-
ously, is a difficult task which may have health consequences or even create controversy.
Controversy due to the frequently operative decision to choose which cameras should be
monitored based on the appearance rather than the behavior itself [58]. Health impacts
caused to those who regularly work for long periods of time on such equipments, they
include, but are not limited to, eyestrain, musculoskeletal problems, and stress [75]. Wal-
lace et al.[97] recommended that human operators can monitor no more than 16 cameras
effectively in 30 minutes and, for health reasons, a break is required every each hour. Dee
et al.[26] reported that the ratio between the operator and the number of CCTV cameras
vary along 1:4 (one human operator supervises four cameras), 1:16, 1:30, and even 1:78.
Furthermore, for some installations every camera needs to be watched at least once a day,
but just a few are monitored in real-time.
As a way to overcome the human dependency, several powerful resources are currently
available to address the automation process. Some examples include full access to high
definition, infrared vision, and even biometric identification systems, which are resources
14
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available to the scientific community over the last years not only with focus on surveillance
systems in computer vision field, but also in a more general context for video analysis.
Thus, some popular problems demanding computational systems include human activity
classification [1], abnormal event detection [22], gesture recognition [90], action similar-
ity [48], motion analysis [37], person reidentification [38], urban traffic analysis [15], video
background subtraction [84], object tracking [104], among many others.
It is expected that the aid of real-time analysis will provide more effective and fast
actions to help people, at least in surveillance scenarios.
1.1 Problem and Motivation
A video sequence can be observed as a set of actions from a high-level point of view or as a
set of pixels in a low-level fashion. On the one hand, high-level involves an understanding
that integrates each part within the scene, for instance, in trajectory analysis where a
moving object is considered to be an amorphous blob that is tracked [16, 74]. Despite
the fact that tracking provides a useful behavior (and/or contextual) model, it is only
computationally suitable for scenes with few objects (e.g., traffic monitoring [45]), but
impractical in crowded or complex scenarios1 with superposition and occlusion. On the
other hand, low-level processing extracts features to analyze the activity pattern of each
pixel or groups of pixels that share spatio-temporal information. Due to their low com-
plexity, these features allow us to propose many real-time applications to address some of
the aforementioned problems.
Even though the difference between high and low-level processing is related to how they
manage, extract and process the features, some problem specifications require one over the
other. High-level processing uses more complex models to describe, represent and interpret
objects or scenes as a whole, while low-level works with assumptions about the relations
among pixels in order to group them into regions which are processed for extracting
shape-based, texture-based, color-based, and (in case of video processing) motion-based
features.
In contrast to most of the common low-level features used in computer vision tasks
that are obtained from motion and texture descriptors, in this work we focus on exploring
and proposing a methodology for analyzing video sequences based on a low-level feature
descriptor obtained from visual rhythms of the video sequences. The visual rhythm, as
described in the following chapters, depicts a different representation of a video sequence.
Instead of managing a set of frames over time, we deal with slices formed by one-spatial
dimension (axis X or Y ) over time (T ). This constitutes a compact and effective scheme
that has not been widely explored in the literature.
1The word scenario, for the rest of the text, is going to be used for referring to the place where events
happen; while video sequence or scene captures what is happening in a particular scenario.
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1.2 Objectives and Limitations
This work aims at proposing and analyzing the usage of visual rhythms to detect complex
events in video sequences. Due to the diversity of these problems, we have selected to work
with three of them: abnormal event detection, human action classification, and gesture
recognition.
To be consistent with our goal, the following guidelines represent the focus of this
work:
• Evaluate different alternatives for extracting the visual rhythms.
• Explore spatio-temporal features in association with the visual rhythms.
• Detect abnormal events, classify human actions, and recognize gestures.
• Test, analyze, and compare the obtained results to state-of-the-art approaches.
1.3 Contributions
Even though the visual rhythm has been previously used in some problems (see Chapter 2),
it is not a well-known technique. In this work, we demonstrate that the visual rhythm
may be useful for a variety of tasks, achieving promising results. The representation is
capable of reducing certain video analysis problems into image classification and matching
problems, leading to faster solutions at lower computational costs.
To the best of our knowledge, this is the first attempt to use visual rhythms under
this context.
1.4 Text Organization
Relevant topics associated with the problems investigated in this work are presented and
discussed in Chapter 2. We initially describe how the visual rhythm has appeared in the
scientific community as the epipolar-plane image, and the horizontal and vertical video
slices. Then, we briefly present some successful applications of the visual rhythm in certain
problems. Related works are also described. Chapter 3 presents our formal definition of
visual rhythm and describes our proposal for detecting complex video events. Chapters 4
and 5 present and discuss two approaches to the preprocessing and classification stages,
while preserving the main ideas of our method. Conducted experiments are detailed in
Chapter 6, including the used configuration parameters, dataset specifications, protocols,
and comparative results. Additional experimental results are reported in Chapter 7.
Finally, Chapter 8 concludes the work with some final remarks and directions for future
work.
1.5 Publications
A paper derived from this dissertation has been published:
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Torres, Berthin S. and Pedrini, Helio. Detection of Complex Video Events through
Visual Rhythm. The Visual Computer, ISSN 0178-2789, pp. 1–21, 2016.
Chapter 2
Background
This chapter presents relevant concepts related to the visual rhythm and the problems
we are addressing in this work. Since the visual rhythm has adopted multiple names over
the years, we dedicate the first sections to review its fundamentals. The remainder of the
chapter describes and discusses the state-of-the-art approaches to three computer vision
tasks: abnormal event detection, human action classification, and gesture recognition.
2.1 Epipolar Images and XT-YT slices
Suppose a video sequence as a 3D object (Figure 2.1(a)) varying in X, Y and T , where
X and Y are the spatial dimensions, whereas T depicts the temporal dimension. In
the previous chapter, a video sequence was considered as a collection of spatial images
(Figure 2.1(b)) called frames, however, they are assumed now as a collection of spatio-
temporal slices with one spatial dimension (X or Y ) and one temporal dimension (T ),





























Figure 2.1: A video sequence considered as: (a) 3D object; (b) collection of frames; (c)
collection of XT slices; (d) collection of Y T slices.
The spatio-temporal slices simplify the solutions for some particular tasks, but it
requires special assumptions. Basically, these assumptions fall into the following required
components to record a video sequence: (i) a video camera to film all events that are
happening and (ii) the scenario where those events occur.
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Assumption 1: Static scenario and a moving camera. When a camera moves
along a straight line and the scene remains static (see Figure 2.2), the spatio-temporal
slices gather information about the objects in the scene through a better structure than
just frames — this idea is going to be presented in more details in the next paragraphs.










Figure 2.2: Linear camera slider. A static scenario and a camera moving from right to
left.
Bolles [12] studied this scheme in order to describe motion features in terms of geo-
metric stereo [63]. He adopted the name of epipolar-plane image (EPI), instead of XT
slices, since it represents the projection of the same row in all frames.
By analyzing the EPI shown in Figure 2.3(a), for instance, it is possible to observe
that there are multiple stripes. The background (part of the scene that is behind the
closest trees) generates vertical stripes because it is assumed to be static, whereas the
foreground produces diagonal stripes since they respond to the traces that objects leave
according to the camera motion. Figure 2.3(b) highlights the diagonal stripes, and there
is where stereo analysis was applied. Those stripes also depict concepts of occlusion and,
in consequence, depth estimation [100] and object segmentation [8, 21] are feasible tasks
that can be addressed through the idea of EPIs.
It is worth mentioning that EPIs, as described by Matouse et al. [57], only present these
properties when the current assumption holds. The camera movement is fundamental for
obtaining the EPI and, even though we only mention the linear movement, Feldmann et
al. [35] extended the concept of EPI to explore more alternatives to camera movements.
Assumption 2: Static camera recording objects in movement. The inverse of
the previous assumption, a static camera recording objects in motion, generates slices
containing another type of spatio-temporal information. Nigoyi and Adelson [70] observed
that video sequences, under this new context, produced XT slices (a cut in the Y image
plane over time T ) with particular patterns when the video records people walking. The
reason is that these new slices, especially the ones capturing the motion of human legs,
depict a braided snake pattern. Years later, Ran [77] used the same approach to address
the person identification problem in video sequences.
Figure 2.4 shows some samples frames of a video sequence recording two different
persons walking at different initial times. The video also contains a transition effect
highlighted in red. Although there is a slight motion in the camera, we will consider it
CHAPTER 2. BACKGROUND 20
(a)
(b)
Figure 2.3: Epipolar-plane image obtained at row 400th. (a) first and last frames are
shown, as well as the EPI in space-time dimension. (b) frontal view of the EPI with
highlighted stripes.
Figure 2.4: Video showing a person walking. The action is performed by two different
actors, red-framed image highlights the scene transition effect.
as static such that the assumption is still supported. Therefore, looking at the XT slices
in Figure 2.5, it is easy to identify the braided snake patterns generated by the human
gait (motion of the feet and legs). It is also possible to observe that the scene transition
is present in the XT slice, thus we would be able to detect it in an automatic way.
Ngo et al. [65] analyzed three different camera shots or transitions: cut, wipe, and
dissolve. Cut corresponds to a sharp transition from one shot to another, wipe gradually
replaces the shots giving the effect of traveling from one side to another, and dissolve
overlaps two shots where one of them smoothly disappears whereas the other appears.
While Guimarães et al. [40] and Simões et al. [83] addressed the problem of camera
transitions and camera flash detection (each one respectively) by using mathematical
morphology, Ngo et al. [65] applied color-texture segmentation and statistical analysis on
the slices through Gabor filters and Markov models.
Besides scene transition, camera motion is a concept that is inherited into the spatio-
temporal slices. Ngo et al. [66] proposed a complex methodology for identifying the camera
motion types (static, pan, zoom, and tilt) and segment the foreground (and background)
from the videos. XT and Y T slices were described by tensor histograms that aimed at
modeling the motion distribution.








Figure 2.5: Braided snake patterns displayed onto XT slices obtained from a person
walking in a room. The first part of the slice does not contain any directional information
since the person remains static for a certain amount of time. Once the person walks, the
braided pattern is being forming. The discontinuity in the images describes a smooth cut
transition in the video.
2.2 Visual Rhythm
Once researchers realized the applicability of the (XT and Y T ) slices from video se-
quences, new proposals have been made to address other computer vision problems. The
literature adopted a new name to indicate a set of rows and/or columns extracted from
each frames, which are later concatenated to form a new image, called the visual rhythm.
This concept will be explored in more details in Chapter 3.
Valio et al. [92] extracted the visual rhythms to solve the caption detection problem in
video sequences. Captions preserve a well-defined rectangular structure and they can be
easily segmented. Another application of visual rhythms is the video face spoofing detec-
tion problem by Pinto et al. [23], which achieved high accuracy rates on their experiments.
It is worth mentioning that, instead of directly handling the image in the spatial domain,
they worked on the Fourier spectrum. Hence, the visual rhythms contained data from
the frequency domain. The detection stage used features from gray-level co-occurrence
matrices (GLCM), but this is arguable since the Fourier spectrum contains values varying
in high ranges of real and imaginary numbers. Although they opted to use the logarithm
of the Fourier spectrum, a quantization step is still needed because the GLCM works
with positive integer values and some useful information could be missed in the process.
Finally, Almeida et al. [4] identified the phenological changes in the visual rhythm images
from time series images.
2.3 Abnormal Event Detection
This section briefly reviews some concepts and works related to the abnormal event de-
tection problem.
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2.3.1 Problem Definition
When we refer to the process of analyzing surveillance videos as a task where an operator is
required to look for uncommon occurrences, unintentionally we are modeling the problem
of identifying abnormal events in surveillance systems. Even if it is not a direct application
for crime prevention, it can help to prevent future events to keep people safe or to learn
new patterns according to the observed scene.
For this specific problem, events are commonly categorized as normal and abnormal,
such that abnormal events are those with very low likelihood of occurrence. Additionally,
as described by Chandola et al. [18], they are observations that do not conform to a well-
defined notion of normal behavior. In contrast, abnormal (also known as anomalous)1
events are situations that deviate their behavior from the normal occurrences, both spa-
tially and temporally. For instance, in a video sequence of an underground train station,
people falling into the train tracks will represent the abnormal events since the com-
mon behavior is to have trains on the tracks with people waiting in the platforms (see
Appendix A).
One way to see this problem is, for instance, to suppose that a normalcy2 model is given
to describe the behavior in a scene. This model can be divided into temporal and spatial
normalcy submodels [55]. Temporal normalcy is related to know how normal events are
recurrent over time, so the normal behavior model is learned while the time passes by; on
the other hand, spatial normalcy relates events within a group (e.g., a crowd). A road,
where the usual event is to see people walking from west to east (or vice-versa), can depict
an abnormal event when suddenly a car appears. The car itself cannot be described as
an anomaly; however, in the middle of the crowd, it definitely is.
Detection of such anomalies is based on the spatial context. From another point of
view, a normalcy model can also describe the behavior of a crowd as a global unit (e.g.,
a crowd walking) or local units (e.g., a person running). Therefore, events may also be
categorized into local and global instances. Following our examples, if a person starts
running within the crowd (where the common behavior is walking), it will trigger an
abnormal-local event; however, if the crowd starts running, that will be considered as an
abnormal-global event. Crowds, at the same time, can be classified into (a) structured
crowds, where the main motion is directed by environmental conditions (e.g., elevators),
and (b) unstructured crowds, which are those where objects can move freely (e.g., walking
on the street) [72].
Many strategies for solving this problem have been proposed in the literature. We
can differentiate them by considering the features that are used in the approaches. From
now on, it is important to define two issues in order to correctly detect abnormal events:
(i) event representation and (ii) anomaly measurement. In the following paragraphs, we
describe some state-of-the-art approaches that used low-level features.
1Although some efforts have been made to differentiate among these terms, in this work, abnormal
events will be assumed to be similar to unusual, rare, suspicious, anomalous, irregular, outlying, or
atypical events.
2Normalcy or normality is the state of being normal or usual.
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2.3.2 Literature Review
Feng et al. [36] proposed an approach that applies an online SOM (Self Organized Map)
to cluster adaptively motion patterns. Video sequences were treated as sets of clips, each
clip describing the optical flow patterns — a definition about optical flow is provided
in Section 7.2.1. SOM clustering, based on the estimated parameters of a Gaussian
distribution for a clip, is able to distinguish between normal and abnormal behavior in
just a fixed scale. This drawback was overcome by Biswas and Baby [9], who considered
histograms of motion magnitudes at different scales using pyramids and a Gaussian of
Mixture Model (GMM) to represent the normal behavior. Detection of anomalies started
at the coarsest level moving towards the finer scales only if anomalies were likely to
be found. The novelty in this approach was that motion vectors were obtained from
H264/AVC compressed videos, which reduces drastically the total execution time.
Dealing with crowds as global entities, Menhran et al. [59] came up with the Social
Force model to capture the dynamics of interaction forces. In crowded scenarios, the
actual force can be modeled as a result of the personal desire forces and the interaction
forces, since the individual motion is restricted when people are densely packed. However,
interaction forces are not enough to detect anomalies and, thus, motion patterns were
created from the forces over periods of time. Later, Zhang et al. [107] improved the social
force model in order to represent the concepts of contact, consistency, and exclusion.
The method used the fourth-order Runga-Kutta algorithm with bilinear interpolation
to generate the optical flow, unlike most popular methods for calculating the optical
flow such as the ones proposed by Lucas and Kanade [54], Horn and Schunck [42], and
Farneback [31]. Chen et al. [19] clustered the optical flow to obtain groups of human
crowds and, for each cluster, they modeled the force field from the orientation, position,
and crowd size.
Wang et al. [99] used a covariance matrix of the optical flow and the image intensity
over the whole frame as the feature descriptor, then a non-linear Support Vector Machine
(SVM) classifier was applied in an online fashion. Thida et al. [88] learned a model of
regular crowd behavior based on the magnitude and direction of the local motion vectors.
A video sequence was represented as a fully connected graph with local regions as vertices
and the connectivity among these regions (weighted edges in the graph) represented their
similarity. The graph, analyzed with spectral graph theory, embeds local motion patterns.
Another graph-based method was proposed by Saligrama et al. [79], where abnormal
events were defined by ranking composite scores for video segments. They adopted a
grid-like graph structure in 3 dimensions, nodes represented motion features and their
spatio-temporal relations were kept using the edges. The graph, along with Markov
assumptions, allowed the composite score reconstruction.
Cong et al. [20] detected abnormal events via sparse reconstruction cost by considering
histograms of optical flow at different scales. To represent spatial and temporal relations,
they proposed three different neighbor arrangements that allow them to retain spatial,
temporal and spatio-temporal information. Tang et al. [86] addressed the problem using
sparse coding with motion features without any pre-learned dictionary. Both methods
claimed to work in an online fashion, which is a great advantage. Due to the nature
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of the abnormal event detection problem, we cannot assume to know in advance any
negative data point (abnormal event) and we train with only positive points (normal
events), which is more complex when the normalcy concept changes over time. Differently
from the bag-of-word approach, sparse coding has been extensively studied to update the
dictionary adaptively [56, 108]. Other online approach, proposed by Li et al. [51], improved
the Mixture of Dynamic Textures (MDT), initially modeled by Mahadevan [55]. Since
the MDTs are not scale invariant, they hierarchically learned MDTs at multiple scales.
Spatio-temporal abnormalities were integrated into a global anomaly map using online
conditional random fields.
Nam [64] extracted motion features from the optical flow at different scales to calculate
a histogram of orientations and magnitudes. Spatial relations of neighbors within blocks
were used to build a probability distribution of the crowd. Entropy and the normalized
mutual information defined a metric for the video frames, which were further analyzed
using a set of rules to determine whether a set of frames describe an abnormal event or
not. However, during their experiments, the directional crowd energy obtained better
results than the mutual information.
Hung et al. [43] showed a direct application of the Scale-Invariant Feature Transform
(SIFT) algorithm [53] with bag-of-words to achieve a 1.00 AUC (Area Under the ROC
Curve) value on the UMN dataset (see Table 6.3). They also run cross-scene training ex-
periments. We believe that the idea of using transfer learning in this specific problem will
address the lack, within the training step, of having only positive data. In consequence,
new ideas could be tested to achieve better accuracies.
2.4 Human Action Classification
This section briefly reviews some concepts and works related to the human action classi-
fication problem.
2.4.1 Problem Definition
Similar to the abnormal event detection problem, two basic components are identified in
the action recognition task [46, 95]: (i) action representation and (ii) action classification.
Action representation can also be divided into shape-based models, motion-based models,
geometric human-body models, interest-point models, and dynamic models [41]. Shape-
based models are one of the most successful representations that estimate the silhouette
of an object (a person) through time forming a 3D-silhouette (or tunnel). Motion-based
models extract characteristics of the object movements and their deformations. Since hu-
man actions can be represented by the motion of some body parts (torso, hands, and legs),
under a controlled environment, these parts are easy to identify in order to construct a
parametric model using the geometry of the body (e.g., Kinect). Interest-points have also
been applied to represent actions (e.g., Laptev [49]), actions that can also be described by
using dynamic models considering temporal variations with state-space transition models.
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2.4.2 Literature Review
Gorelick et al. [39] analyzed actions directly from the space-time volumes of the tunnels
by solving the Poisson equation. Since tunnels contain information about the human pose
and the motion of the body, the Poisson equation extracts the following shape properties:
space-time saliency, space-time orientations, and weighted moment. The classification
task was performed through the nearest neighbor algorithm. Tunnels contain 3D infor-
mation; however, rather than considering the entire shape of an action, just the moving
parts can be mixed into a single image to form (as result of combining the moving shapes
of all frames) the Cumulative Motion Shapes (CMS). This approach, proposed by Alcan-
tara et al. [2], addressed the drawback of creating time consuming complex models. After
creating the concatenated image of the motion shapes, they extracted interest points (set
of coordinates) equally distributed in the bounding box that covers the CMS. SVM and
nearest neighbor classifiers were applied in the recognition process.
Based on motion models, Wang et al. [98] divided a frame into blocks and created
histograms of optical flow; but instead of using them as the feature descriptor, they opted
for some statistical values (obtained from each block) such as the portion of active moving
pixels, average speed, predominant direction in a block, bin-index of the predominant
direction, variance and divergence of the direction distribution. AdaBoost, using a weak
classifier for each feature dimension, performed the classification step. Fawzy et al. [34]
used a 2D-HOOF (Histogram of Oriented Optical Flow) extracted from the contour of the
person who performs the action. Due to high dimensionality of the 2D-HOOF features,
they applied 2D-PCA (Principal Component Analysis) to produce a better representation
of the dominant features.
Guo et al. [41] combined local silhouettes and local motion features with a covariance
matrix. Classification was tested with nearest neighbors and sparse linear approximation.
Even though this method seems to be simple, it obtained high-accuracy rates in many
datasets.
Yang et al. [105] addressed the problem by using only a single-shot clip as training
dataset. They divided the optical flow into four channels: x-positive, x-negative, y-positive,
y-negative (since the optical flow is actually a vector), and then these are densely sampled
along the frame using a similarity metric for any two samples. Since people can perform
same actions with some variations, just one training data per action cannot be used as an
action template; hence, they defined a more general distance function which compares and
looks for the best pair-matching blocks from any two different videos. Another attempt
that minimized the training dataset, proposed much earlier by Schindler et al. [80], only
used short sequences (up to 10 frames) for training. They extracted local edges (from
a bank of log-Gabor filters) and motion information (dense optical flow mapped into
different flow filters) to compare later with templates previously learned in the training
step. Rather than using the comparison between the features as result, they defined a
similarity score which was passed as input to a classifier that makes the final decision.
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2.5 Hand Gesture Recognition
This section briefly reviews some concepts and works related to the hand gesture recog-
nition problem.
2.5.1 Problem Definition
Human computer interaction has currently received much emphasis on the developing of
new technologies. Devices such as stereo cameras, Kinect or motion sensors (e.g., Asus
Xtion) generate a new type of information that not only contains the video sequence with
gestures, but also a depth image.
Compared to the human classification problem, action representation can be depicted
in a similar fashion, however, two major categories are commonly adopted in this area: 3D
models and appearance-based methods. The first includes 3D texture volumetric models,
3D geometric models, and 3D skeleton models, whereas the second category includes
color-based models, silhouette-based models, geometry-based models, deformable models
and motion-based models [14, 78].
2.5.2 Literature Review
Some methods available in the literature employ depth information to build 3D models.
Fanello et al. [30] represented the actions by applying to them 3D Histograms of Optical
Flow (HOOF) on the RGB images and global Histogram of Oriented Gradients (HOG)
features on the depth images. Additionally, sparse codes produced a compact portrait of
the actions. De Rosa et al. [25] used the same feature descriptors to learn an incremental
non-parametric prediction system for online action recognition.
Devanee et al. [27] studied a form to depict actions as trajectories using depth map
sequences. They reconstructed trajectories by taking each point of the skeleton of an
action, then the distance between the projected trajectories was measured in a shape
space. The elastic distance between any two trajectories defined a similarity metric since
the shape of a trajectory can be viewed as a point in a shape space of open curves.
Moreira et al. [62] extended their previous work [2] using the depth images to extract
shapes and then obtain the geometric interest points from the Cumulative Motion Shapes
(CMS). Vo et al. [96] also used geometrical properties from the silhouettes, then graphical
models were applied to the action recognition process.
Yu et al. [106] fused RGB and depth local flux features images to have a binary
descriptor. They adopted the Local Flux Features (LFF) to describe the local flux for each
pixel and combine the RGB and depth LFFs into the Hamming space. Discriminative
representations were learned through the Structure Preserving Projection (SPP) that
keeps pairwise structure of local features and the relations between samples and classes.
More complex approaches, such as graphical models and convolutional neural networks
(CNN), have been recently applied to the gesture recognition problem. Antonucci et al. [6]
modeled discrete-time sequences through imprecise probabilistic information with hidden
Markov model (HMM). Molchanov et al. [61] proposed a recurrent 3D CNN for dynamic
hand gesture recognition. A video sequence was divided into clips, then spatio-temporal
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filters were applied to each clip. From each clip, they extracted blocks that served as
input to a recurrent layer of their CNN, then the output of the CNN was used to train
an SVM that performed the classification step.
Chapter 3
Video Event Detection Methodology
Our methodology for video event detection, based on visual rhythms extracted from video
sequences, (i) generates orientation histograms to train a classifier, (ii) detects abnormal
events and (iii) recognizes actions. As expected, different preprocessing and classification
steps are required to solve each problem.
3.1 Visual Rhythm
Stages required in the methodology are detailed and justified by considering our own
definition of visual rhythm. This definition differs from the previous works since it allows
us to define not only vertical or horizontal slices, but also other types of structures to
obtain the visual rhythm.
3.1.1 Definition
Let V = (DV , I) be a video sequence, where DV ∈ RW×H×T and I represents the
intensity values that each frame in V can assume, for grayscale videos, I ∈ [0, 255]. Let
pi = p1 → p2 → · · · → pr be a sequence, not necessarily consecutive, of points defined in
the XY image plane, and fpi(t) be a function that extracts all pixels p(xi, yj, tk) ∈ DV
such that they follow the sequence defined by pi with tk = t.
The visual rhythm VR, illustrated in Figure 3.1, is defined as the combination of all
pixels for every value t ∈ T , and it can be seen as a matrix-like structure with several






fpi(t = T )
 (3.1)
3.1.2 Trajectory Maintenance Analysis
The visual rhythm has roughly shown to preserve spatio-temporal information which is
also related with a sense of motion, and besides previous works we present an informal
28
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Figure 3.1: Visual rhythm (bottom figure) for the video sequence (left) considering the
path pi as shown on the right side. The arrows in pi show the direction of the path that
starts at the upper-left corner (point A) following a zigzag configuration of points, and
ends at the bottom-right corner (point B). Note that pi contains gaps in the borders.
analysis to argue that the visual rhythm deals with trajectories in a lower level of process-
ing. Even though the trajectory affiliation seems a straightforward idea, it strengthens
our motivation on using the visual rhythm for more computer vision tasks.
Informal Analysis. Given two image frames H = V (t) and G = V (t + ∆t) extracted
from the video sequence V at times t and t+∆t, respectively, the optical flow defined as the
displacement vector indicates, for all pixels in G, how much those pixels have moved over
the previous image H. If we assume that brightness difference in both images is almost
constant (since ∆t is usually small), H can be modeled as H(x, y) = G(x + u, y + v),
where the components u, v form the optical flow.
Suppose now that we have a rigid object1 with a rectangular-regular shape S of N×M
(as a collection of pixels in theX−Y image plane) which is moving with a constant velocity
in a period of time ∆t. Ideally, the optical flow for all points in S will be (u, v).
If |u| < N and |v| < M , we could ensure that at least two points pi and pj in S
will appear in the same (x, y) coordinates because there is an intersection and the object
cannot be found in more than u or v units in G with respect to H. Hence, if (x, y) ∈ pi,
pi and pj will also be in pi and they will appear in the visual rhythm. Therefore, for
short intervals ∆t with small values of ||(u, v)||, the visual rhythm captures the object
trajectory defined by pi (as shown in Figure 3.1).
3.2 Feature Extraction
The visual rhythm contains trajectory information, however, the difficulty is how to pro-
cess it in order to solve real-world problems. In a general fashion, we introduce a method
1An object that fits the principle of distance conservation [60].
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(Figure 3.2) which obtains low-level feature descriptors from the visual rhythm of a video
sequence. Nevertheless, these features may either be directly used for classification or
to build a codebook and obtain histograms from a bag-of-feature model. Notice that,
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Figure 3.2: Proposed methodology for obtaining the histograms of oriented gradients for
the visual rhythm.
Since our proposal does not use color information, the visual rhythms are extracted
from each video sequence in grayscale. Then, the initial idea is to segment the background
to get only the trajectory. However, since the visual rhythm usually captures texture, it is
complex to determine which regions should be removed. According to how the sequence
pi is defined, some segmentation approaches can be ineffective. Alternately, if pi captures
static points in the video, the visual rhythm will have approximately a constant texture
segment; otherwise, we will see a combination of regions with some parts formed by
constant texture structures and other parts containing the trajectory information.
Initially, our method takes the visual rhythm (Step 1) and performs some preprocessing
operations (Step 2) to obtain a good trajectory representation (Step 3). Preprocessing
aims at achieving a better representation of the trajectory; thus, for a given region R =
RB∪RF — extracted from the visual rhythm—we remove the background RB to keep just
the foreground RF that contains the trajectory. Since detecting anomalies and classifying
actions are different problems, the main idea here considers that, under a controlled
environment (e.g., with no illumination changes), we could take a segment of a vertical
line h representing the background RB, and the pixels which differ drastically from h
should be considered as foreground (more details about the preprocessing are explained
separately for each problem in the following chapters). Therefore, at this point, we will
assume that we count with a good description of the trajectory.
When the trajectory representation is obtained (Step 4), it is divided into small over-
lapped patches called cells bij of B×B. For each cell, we obtain a 1-dimensional orientation
histogram and then it is L1-normalized because it induces sparsity.
3.2.1 Orientation Histograms
The last stage is similar to the Histogram of Oriented Gradients (HOG) [24], although
HOG merges groups of cells into blocks and then constructs the normalized histogram for
each block. There are few tricks or decisions we make in order to construct the histograms,
all of them are described in detail and translated into code to better understanding.
Our proposal is briefly described in Algorithm 1, given I as the visual rhythm and
the parameters to compute the orientation histograms (cell dimension and the amount
CHAPTER 3. VIDEO EVENT DETECTION METHODOLOGY 31
of overlapping of each cell), the gradients are calculated through convolutions with (hor-
izontal and vertical) Sobel masks. Consequently, preprocessing operations are applied to
these gradients and then the polar coordinates are estimated — we decided to work with
angles between 0 and 180 degrees such that we consider opposite directions to be the
same.
Algorithm 1 Calculate Orientation Histograms
1: procedure calcOrientedHistograms(I, cellwidth, cellheight, ovrlapx, ovrlapy)
2: /* Extract the gradient applying convolution operations with Sobel masks */
3: gx ← convolve(I,Gx)
4: gy ← convolve(I,Gy)
5: /* Perform preprocessing operations in gx and gy */
6: gx, gy ← preProcessing(gx, gy)
7: /* Convert to polar coordinates (angle θ and magnitude m) */
8: θ ←
(




9: m← hypot(gx, gy) . calculates the length of the hypotenuse
10: /* Get the overlapped cells positions */
11: C ←denseOverlappedCells(Iwidth, Iheight, cellwidth, cellheight, ovrlapx, ovrlapy)
12: /* Construct the orientation histograms for each cell */
13: for each cell in C do
14: for each pixel in cell do
15: bincurrent ← b θpixel
binwidth
c
16: αpixel ← calcAngle(θpixel, bincurrent, binwidth)
17: if αpixel > 0 then
18: βpixel ← calcAngle(θpixel, bincurrent + 1, binwidth)
19: H[cell, currentbin + 1]← mpixel · αpixel
αpixel + βpixel
20: else
21: βpixel ← calcAngle(θpixel, bincurrent − 1, binwidth)
22: H[cell, currentbin − 1]← mpixel · αpixel
αpixel + βpixel
23: H[cell, currentbin]← mpixel · βpixel
αpixel + βpixel
24: H[cell, ...]← L1-norm(H[cell, ...])
25: return H
The coordinates for each cell is computed in Algorithm 2 that will overlap cells as
previously mentioned. Applying the same concept that HOG does, each pixel within a
cell containsmagnitude and angle because of polar coordinates. The orientation histogram
contains k bins, each bin corresponds to a range of angles. The angle determines which
bin must be weighted by the magnitude.
Figure 3.3 shows the orientation histogram and its corresponding polar map — the
dotted line represents the center of the bin. We can say that if the gradient fits in —
without loss of generality — the 3rd bin (Figure 3.4(a)), only that bin will be weighted.
However, consider the case where the gradient is located close to the frontier between two
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Algorithm 2 Builds the indices for every overlapped cell
1: procedure denseOverlappedCells(W,H, cellwidth, cellheight, ovrlapx, ovrlapy)
2: nCellsx ← b W − cellwidth
W − ovrlapx + 1c
3: nCellsy ← b H − cellheight
H − ovrlapy + 1c
4: gapx ← cellwidth − ovrlapx
5: gapy ← cellheight − ovrlapy
6: for cellx ← 0 to nCellsx − 1 do
7: for celly ← 0 to nCellsy − 1 do
8: fromx ← cellx · gapx
9: fromy ← celly · gapy
10: for x← fromx to fromx + cellwidth − 1 do
11: for y ← fromy to fromy + cellheight − 1 do
12: insertIntoLinkedList(C[celly · nCellsx + cellx], (x, y))
13: return C
bins (Figure 3.4(b)). It is not fair to increment only the 3rd bin, instead we will distribute
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Figure 3.4: Weighted bin analysis. (a) The gradient is close to the bin center, (b) the
gradient is close to the frontier between two bins, and (c) distances between the gradient
and the two closest bin centers.
Suppose that the distances between the two bin centers are α and β with α ≤ β
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Therefore, we assure to distribute the magnitude proportionally to the distances to
the bin centers. The calculation of the angle between the gradient and the i-th bin is
shown in Algorithm 3.
Algorithm 3 Calculate the angle between the current position and the center of the bin
1: procedure calcAngle(θpixel, bincurrent, binwidth)
2: bincenter ← binwidth · (bincurrent + 0.5)
3: γpixel ← θpixel − bincenter
4: return γpixel
Chapter 4
Global Visual Rhythm Traces
In a crowded video scene, our goal is to describe the trajectories that people leave when
they move. These trajectories, or traces, represent information that is useful to detect
global abnormal events.
This chapter introduces the case study for using the global visual rhythm traces. Based
on the video event detection methodology (Chapter 3), we discuss the preprocessing,
feature description and classification steps.
4.1 Case Study
The features obtained with our method must be considered as global features to describe
trajectories. There are many practical problems where this approach could be applied.
In the scope of this work, we chose the abnormal event detection problem (explained in
Chapter 2.3) to illustrate how the features described in this chapter are useful to solve
the problem.
4.1.1 Abnormal Event Detection
The visual rhythm describes how people or objects move in time with respect to how
the sequence pi is defined. For instance, Figure 4.1 shows the visual rhythm extracted
from a video sequence, where it is easy to observe that some event occurs within the red
interval due to trajectory interruption of the curved lines and/or their abruptly change
in direction.
4.1.2 Problem Formulation
Let a video sequence V be a collection of several patches τ of visual rhythms, such that
V = {τp}Np=1. The abnormal event detection problem, as a reconstruction problem, can
be modeled as follows:
τp is abnormal ⇐⇒ S(τp, τq) ≤ γ ∀q and p 6= q (4.1)
where S represents a similarity function and γ is a threshold value.
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Figure 4.1: Visual rhythm for UMN dataset (video sequence 2) [91]. Green region denotes
the normal events, whereas red corresponds to the abnormal events.
4.2 Preprocessing
Given a region R in τ , our goal here is to extract RF which represents the trajectory of the
objects. Suppose we have segmented RF , and now we aim at finding a finer representation
(Figure 4.2). One common step is to consider the derivatives and construct a gradient
map, however, this map still contains coarse directional information. An alternative is to
emphasize the edges through the Laplacian of Gaussian filter, then set a threshold value
to have a black-white image containing directional information.
(a) (b) (c) (d) (e) (f)
Figure 4.2: Process of obtaining a finer representation of the trajectory in a given re-
gion R (a) with the foreground RF (b). The first order derivative of RF (c) shows a
coarse representation, and a binarized Laplacian of Gaussian (d). An alternative solution
was considered by using Canny edge detector (e) in R and then applying an opening
morphological operation with a vertical line as the structuring element (f).
Even though the results are promising, from our experiments we have seen that trying
to obtain a proper approximation of RF is quite difficult. Moreover, after applying the
first order derivative or the Laplacian of Gaussian, we must find a finer representation
which will depend on the algorithm to binarize the image. In this sense, a common choice
is to use the Canny edge detection filter [17]. This filter smooths the image for noise
attenuation, then finds the gradients and uses non-maximum suppression to remove low
edge responses. A double threshold is used to generate a binary image and the final image
is found after removing weak edges. The issue now is how to obtain the foreground.
Since the background is almost constant with small lighting changes, we can use h
to assume that it is the pattern that represents RB, so that the edges detected in h
should repetitively appear in the background. If a point p(xi) ∈ h responds to the
Canny filter as an edge, RB will contain a vertical line y = xi. After removing these
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vertical lines (Figure 4.3), we will obtain a finer approximation of the edges that we
are searching for in the preprocessing step. Vertical line removal can be performed by
mathematical morphology operations with an adequate structuring element or even more
complex techniques such as Hough transform [29].
(a) (b)
Figure 4.3: Preprocessing step for the abnormal event detection problem. From the visual
rhythm, edges are found by Canny detector (a) to represent directional information of the
trajectory. However, the background produces a noisy pattern as vertical lines that are
removed by using opening mathematical morphology operation (b) with a vertical line as
the structuring element.
4.3 Feature Descriptor
Instead of having a global representation for the entire visual rhythm by concatenating all
histograms, we use the histograms as block features. Although these histograms contain
trajectory information in space-time dimensions, they cannot explain by themselves the
behavior of an event; hence, we build a codebook C using the block features as words.
To preserve spatial information, the final feature descriptor pools the codewords from
all blocks that are neighbors in a horizontal region (Figure 4.4). Finally, these features
are used in the classification step for training and testing.
4.4 Classification
Due to the nature of the problem, abnormal events are assumed to be those which are
different from previous observed events. According to the literature, we only have positive
training data points representing normal events.
A widely studied technique to deal with this kind of situation is the Support Vector
Data Description (SVDD) [87], which finds the minimal circumscribing hypersphere in a
high-dimensional space for a set of positive training data points. In other words, it solves
the following optimization function:
min
R, b, ξi
















Figure 4.4: Final feature descriptors for a video sequence used for training and testing.
subject to ||φ(τi)− b|| ≤ R2 + ξi and ξi ≥ 0, where n is the number of data points, ξi are
the slack variables, ν is the user-defined parameter to control how much slack we are going
to admit, R and b are the radius and the center of the hypersphere, and φ(τi) represents
our feature vector.
After applying Lagrange multipliers and using the Golf duality of f(R, b, ξi), the















subject to 0 ≤ αi ≤ 1νn and
∑n
i=1 αi = 1, where k(τi, τj) is the kernel that represents the
inner product φ(τi) · φ(τj).
Assuming that the kernel is invariant to translation (e.g., RBF kernel), k(τi, τi) will








This new optimization function represents the core of the One-Class SVM (OC-SVM)
classifier (Figure 4.5) for the novelty detection problem [81], and it is what we use for the
classification stage.
CHAPTER 4. GLOBAL VISUAL RHYTHM TRACES 38
Figure 4.5: One-Class SVM with an RBF kernel. Orange regions represent the hyper-
sphere plot. Blue dots are the normal points, whereas triangles the abnormalities. This
image was obtained from the UMN dataset (first scenario) [91] and, only for illustration,
PCA was applied for dimensionality reduction.
Chapter 5
Visual Rhythm Patterns
When the video sequence contains only one actor, we can manage to classify actions as
a set of visual rhythm patterns. Patterns in the sense that the body performs several
movements that are captured in space and time.
5.1 Case Study
We have selected the human action classification and gesture recognition problems to be
addressed through the visual rhythm patterns described in this chapter.
5.1.1 Human Action Classification
In this problem, the input is a video sequence that contains a person performing an action
and our goal is to detect which action is being performed. For the abnormal detection
problem in crowd scenes, we have observed that the visual rhythm contains trajectory
information of multiple objects (people).
Based on the braided pattern from a person walking, as seen in Figure 2.5, our intuition
assumes that different human actions can describe distinct patterns and same actions
should contain similar patterns because they require our body to act in a particular way
(Figure 5.1).
Figure 5.1: Visual rhythms for the Bend action.
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5.1.2 Gesture Recognition
This problem is analogous to the human action classification problem, however, with the
slight difference that we take a depth map into consideration. Thus, we will keep the core
ideas for action recognition, as well as the preprocessing and classification steps. Only
one variation that is applicable in the preprocessing and the feature descriptor will be
shortly discussed.
5.1.3 Problem Formulation
Suppose a video sequence V as a collection of several patterns ρ obtained from the visual
rhythms, such that V = {ρ}Np=1. Let Ci (i = 1, 2, . . . ,m) be a class used to indicate that
an event is a container of several patterns ρCi in the way that, the classification problem






The purpose of this function is to find the class Ci for which the patterns ρp ∈ V have
the lowest dissimilarity value with respect any pattern in Ci.
5.2 Preprocessing
Visual rhythms Preprocessing
Edge Detection Coef. of Variation Map
Cropping and






Step 1.2 Step 1.1
Input
Output
Figure 5.2: Preprocessing stage for action classification.
As previously mentioned, a region R contains some background RB that will almost be
removed through Canny edge detector and vertical line pruning. However, in this problem
we can see (Figure 5.1) many regions with irrelevant information because no actions are
performed by external agents (we just have one actor) and, consequently, R = RB in these
regions.
Even using the last approach to successfully ignoring the useless information, the
Canny detector is not able to identify the borders of the patterns with high accuracy (at
least not for our purposes). Hence, we applied the Sobel edge detection operator since it
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keeps most of the relevant edges at different grayscale tones. However, the background
still contains information, then a Region of Interest (ROI) that contains the pattern of
the action should be found. One option is to apply a thresholding technique directly to
the Sobel image, however, if the background contains lines or if the image is too noisy,
the thresholding will probably fail.
After empirical tests, we opted to create a map of the coefficient of variation over the
Sobel image. The coefficient of variation (cv = σµ) represents the dispersion of the pixel











). The map of the coefficient of
variation was built through a sliding window strategy. In this new image, RB must be
close to zero since pixels inside a small windowW are almost constant with small changes.
Even if a line is present in W , cv will remain small. making the thresholding technique
(e.g., Otsu’s method [71]) suitable to be applied. Finally, the ROI can be easily found in
the binary image. In order to standardize the dimensions of the patterns, we resized each
ROI to 100× 100 to have a set of patterns {ρ}ni=1 for any given video sequence V .
Not all generated patterns are useful to differentiate actions. Some of them may not
have any trajectory information due to the absence of actions performed under certain
visual rhythm configuration. Therefore, we need to filter the most K relevant patterns.
This filtering process is one of the most important steps for action classification since an
adequate strategy drives a robust classification.
Suppose that each pattern is a black-white image, and g(ρi) assigns a weight to ρi
such that, the most K relevant patterns will be the ones with higher weights. Let g(.)
be a function that counts how many vertical white segments a pattern contains. In other
words, we are going to identify those patterns that have traces with many variations in
the vertical axis. For instance, Figure 5.3 illustrates the strategy that assigns a weight of
28 to the pattern.
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Figure 5.3: Pattern weightening. The pattern has a weight of 28 considering the number
of white segments from the highlighted columns in red.
It is worth mentioning that the patterns are grayscale images, and g(.) is defined only
for binary images. Therefore, given a pattern ρi in grayscale, the weight of ρi is expressed
as:
g(Iplane(ρi, {5, 6})) + g(Iplane(ρi, {6, 7})) (5.2)
where Iplane(ρi, L) extracts the image planes from ρi at levels depicted in L and returns
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a binary image with white intensity for every pixel greater than zero. For instance,
Figure 5.4 shows the binary images generated by Iplane(.) at levels {5, 6} and {6, 7}.
(a) (b) (c)
Figure 5.4: Image planes: (a) A pattern ρi in grayscale; (b) the returned image by
Iplane(ρi, {5, 6}) considering only the 5th and 6th gray levels; (c) the returned image by
Iplane(ρi, {6, 7}) considering the 6th and 7th gray levels.
5.3 Feature Descriptor
An action is a repetitive sequence of movements, so the visual rhythm contains a sequence
of small patterns that are also repeated but with different initializations. For instance,
suppose that we have two sine waves with some displacement in the x-axis (Figure 5.5);
working with a non-overlapping window, we are not able to match these sine functions;
however, with an overlapping scheme, two (out of three) windows are identical, which
means that if we repeat some information we will (at some point) have the same data for
similar patterns (but with different initializations).
(a) (b)
Figure 5.5: Illustration of a sine function (with different phase values) to explain the
reason why we opted to use overlapping windows to extract the histograms. (a) Non-
overlapping scheme of two similar functions will not match any of the windows, whereas
(b) overlapping windows will.
Some actions (for instance, running and walking) sketch similar patterns. To help our




|V (t)− V (t+ 1)| (5.3)
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where V (t) returns the frame at time t, such that Sig(V ) is the sum of the absolute
difference between consecutive frames of a video sequence V . This can be interpreted as



















Figure 5.6: Signatures for (a) running and (b) walking actions.
Our feature vector for the human action classification problem will be given by the
oriented histograms for the most K relevant patterns and the oriented histograms of the
signature previously normalized between 0 and 1.
5.3.1 Classification
For the classification task, we trained a linear SVM with a variation of the Histogram
Intersection Kernel (HIK) [7]. This kernel, known as the generalized HIK, has proved
to be useful not only in image classification, but also in many other contexts [13]. It is
defined as:
K(X, Y ) =
∑
min(Xα, Y β) (5.4)
where α and β are normalization parameters.
Chapter 6
Experiments
This section presents and discusses the experimental results to analyze the performance
of the visual rhythm according to our proposed method for the abnormal event detection
(UMN dataset), action classification (Weizmann and KTH datasets), and gesture recog-
nition (SKIG dataset) problems — these results were also reported in Ref.[89]. For each
dataset, a brief description is presented, as well as the evaluation methodology, while re-
sults are discussed independently. The comparisons with the other methods were carried
on using the literature reported accuracies.
All experiments were executed on an Intel(R) Core(TM) i7-3770K CPU @ 3.50GHz
with 32GB RAM and 16GB Swap, Linux version 3.11.0-19-generic (Ubuntu/Linaro) using
Python with the following libraries: scipy and numpy [93], scikit-learn [73], and scikit-
image [94]. Some heavy processes were executed parallelly (in particular, the training and
extraction of codewords), however, for the other steps, we used a sequential programming
approach.
6.1 UMN Dataset
The UMN dataset [91] represents a dataset for the abnormal global event detection prob-
lem. It contains three escape scenarios of crowd people walking in any direction (the
normal event) and suddenly they start to run away simulating a panic scene (the abnor-
mal event) — see Figure 6.1. First scenario has 2 video sequences, whereas the second
and third contain 6 and 3 video sequences respectively. All videos have a resolution of
320× 240 color frames.
6.1.1 Evaluation Methodology
This dataset contains global events, which means that frames are classified into normal
or abnormal frames. An abnormal frame contains an abnormal event and, analogously, a
normal frame does not. All comparisons are conducted through the AUC metric.
Since no standard protocols were provided to evaluate this dataset, we adopted the
following criterion1: each video sequence is partitioned into training and testing sets,
1Many works of the literature consider the first k frames for training, where k varies from 200 to 300.
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such that, the data training set is formed by the first 160 frames and they are assumed
to contain just normal events. Moreover, we conducted two types of experiments that
considered each video sequence and each scenario. The first type of the experiment we
train and test the classifier per each video individually, whereas the second experiment
merges all videos that belong to the same scenario such that, training is performed with
all first 160 frames of those videos, and the testing uses all the remaining frames.
Figure 6.1: Three different scenarios for the UMN dataset [91]. Top figures represent
normal instances, and bottom figures are the abnormal event.
Multiple visual rhythms were extracted considering two different types of sequences pi1
and pi2 in order to capture more information. pi1 = p(x, 1) → p(x, 2) → p(x, 3) → · · · →
p(x,H), pi2 = p(1, y)→ p(2, y)→ p(3, y)→ · · · → p(W, y), where H = 240 and W = 320.
The parameters x and y varied in intervals of 20 pixels, such that we obtained 12 and 16
visual rhythms for pi1 and pi2 respectively.
We observed that the abnormal event was contextually defined by each one of them,
which means that, for a particular visual rhythm, it is possible to have a different abnormal
event behavior than other visual rhythm. Therefore, we decided to train one specific OC-
SVM classifier for each visual rhythm. AUC values were calculated by considering a
voting strategy, but it is not necessary to give an answer to the classification problem;
however, that answer could be obtained by setting a certain threshold parameter so that
it establishes the minimum number of votes that a data point needs to assign it as a












Figure 6.2: Bagging-like approach adopted for the abnormal event detection problem.
The AUC is obtained from making a decision at different threshold values.
In the preprocessing step, the size of the structuring element used to remove the
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vertical lines was set to 11, since higher values remove lines that can be a part of the
person’s trajectory, and smaller values are not very effective to remove the vertical lines
as we would expect. Blocks bij were assigned to 8× 8 pixels, and each block contains the
histogram of oriented gradients with 9 orientations. The codebook C was learned using
the K-Means algorithm with 30 centroids — each centroid represents a codeword. We
used hard coding and sum pooling strategies for producing the final descriptor φ(τ).
6.1.2 Results
Table 6.1 shows that we achieved promising results in terms of the AUC metric, whereas
Table 6.2 reports the running execution time. There were conducted two type of experi-
ments, for each video sequence and for the three scenarios. Although we used the second
experiment for comparison with the literature once many approaches tend to use similar
protocols, our results are still comparable to those of the literature (see Table 6.3) and we
also achieve real-time performance — 28.246 fps (frames-per-second) including all steps
required by the method.
In contrast with other methods, our proposal does not use motion information which
is a relevant information since the panic situation involves people to run and the veloc-
ity increases comparing to the normal behavior when people walk. Even though, the
trajectories were helpful for depicting people behavior for specific this problem.
Table 6.1: Experimental results for the abnormal event detection problem on the UMN
dataset [91]. AUC1 values were calculated for each video sequence independently, and for
AUC2 values experiments were carried for each scenario.
Scenario Video Seq. AUC1 AUC2














From the experiments, we observe that AUC values decreased if we compare each type
of experiment. To understand this phenomenon, we executed 150 times both experiments
for video sequences 1 and 2 and for scenario 1. Once we plotted this data (Figure 6.3),
we see that weak classifiers are learned for the first type of experiment since we have only
20 data points for training; on the other hand, for the second type of experiment (with 40
data points) our classifiers are more robust, but on average, they produce worse results
than in the previous case.
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Table 6.2: Total running time for the experiments on the UMN dataset [91]. Columns
Time1 and Time2 show the frame rate (in frames per second) obtained on average with
our solution for each type of experiment. In Time1, we excluded the training time that
each experiment requires, but Time2 includes it.
Scenario Video Seq. # Frames Time1 Time2
1 Seq. 1 625 30.259 29.586Seq. 2 828 35.811
2
Seq. 3 549 28.120
26.642
Seq. 4 685 30.569
Seq. 5 768 33.747
Seq. 6 579 29.001
Seq. 7 895 37.628
Seq. 8 667 29.872
3
Seq. 9 658 31.102
28.509Seq. 10 677 28.044
Seq. 11 808 34.891
Average 703.545 31.731 28.246
Table 6.3: Proposed method compared to the literature results for abnormal event detec-
tion on the UMN dataset [91].
Approach AUC
Optical Flow [59] 0.840
Wang et al. [99] 0.928
Chen et al. [19] 0.940
Li et al. [51] 0.952
Biswas and Babu [9] 0.954
Mehran et al. [59] 0.960
Proposed method 0.974
Thida et al. [88] 0.977
Cong et al. [20] 0.980
Nam et al. [64] 0.983
Zhang et al. [107] 0.986
Tang et al. [86] 0.989
Saligrama and Chen [79] 0.995
Hung et al. [43] 1.000
In an additional experiment, we evaluated the performance of the classifier by consid-
ering only half of the training data (80 frames per video) for the second scenario, once it
has more available samples. We observed that the achieved AUC value was 0.985, which
is very similar if all samples were used. This test confirms that using more data does not
always produce better results.
















Figure 6.3: The Heat map shows the average prediction of running 150 times for (a) first
experiment with videos sequences 1 and 2, and (b) the second experiment with scenario
1. Dark blue indicates a normal event and light yellow an abnormal event.
6.2 Weizmann Dataset
The Action Recognition dataset [11] (known as the Weizmann dataset) contains video
sequences that show 10 natural actions from 9 different actors. Table 6.4 presents sample
frames from all the following actions defined in the dataset — running, walking, skip-
ping, jumping-jack (jack), jumping-forward on two legs (jump), jumping-in-place on two
legs (pjump), galloping-sideways (side), waving-one-hand (wave1), and waving-two-hands
(wave2). All videos have a resolution of 180× 144 color frames.
6.2.1 Evaluation Methodology
For comparative purposes, the established protocol uses the leave-one-out (LOO) cross
validation scheme. Sequence pi was defined as a set of horizontal cuts in intervals of 5
pixels such that we obtained a total of 36 visual rhythms per video. We did not consider
vertical visual rhythms because, in practice, it preserves better pattern structures in the
X-coordinates compared over any other path configuration (vertical or zigzag). For the
pattern filtering step, we selected the best 5 visual rhythm patterns per video. Table 6.5
shows some samples for the filtered patterns and the video signature.
From each of these patterns, we obtained cells bij of 20 × 20 considering an overlap
of 5 pixels and calculated the histograms of oriented gradients at 8 orientations. For the
signatures, the oriented histograms were obtained from 21×21 cells, an overlap of 5 pixels,
and 21 orientations. Experimentally, the normalization parameters for HIK kernel were
setup to α = 0.75 and β = 0.7. Similar to the other experiments, the grid-search found
the values of those parameters.
6.2.2 Results
Our method obtained an accuracy of 74.4% from the visual rhythm patterns, while the
signature resulted in 67.7%. The combination of both features vectors, the visual rhythm
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Table 6.4: Sample frames for different actions from Weizmann dataset [11].











patterns plus the signature, improved the overall accuracy to 78.89%. Our accuracy was
affected due to the pattern similarity between different actions, and this fact was also
reflected in the confusion matrix (Figure 6.4). Patterns for bend, jack, pjump, wave1 and
wave2 actions can be clearly distinguished, however, the weakness of the method resides
in the walk, jump, side, run and skip actions. They contain similar patterns, making the
differentiation among them more difficult.
Compared with results from the literature (Table 6.6), we obtained promising results;
and with respect to the running time (Table 6.7), our proposal surpassed the real-time
requirements. It is possible to observe that the heaviest process resides on constructing
the oriented histograms from the visual rhythm patterns and the video signature. Just to
figure out an example about how fast we can process a video sequence, if we have a video
with 60 seconds length, the feature vector is built in 5.18 seconds and the classification
runs in 0.04 seconds.
6.3 KTH Dataset
The KTH dataset [82] contains 2,391 videos, categorized into six classes (walking, jogging,
running, boxing, hand-waving, hand-clapping). Twenty-five actors wear different clothes
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0 0 0 0.11 0 0 0.11 0.33 0.11 0.33
0 0 0 0.11 0 0 0 0 0.67 0.22
0 0 0 0.11 0 0 0.33 0.44 0.11 0
0 0 0 0.11 0 0 0.89 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0.56 0 0 0.22 0.22 0 0
0 0 1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0
Figure 6.4: Confusion matrix for Weizmann dataset [11].
and they performed all the actions in 4 different scenarios with particular differences due to
outdoor/indoor backgrounds, scale variation, and illumination changes (very shiny/dark
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Table 6.6: Proposed method compared to the literature results for human action classifi-
cation on the Weizmann dataset [11].
Approach Accuracy (%) Protocol
Blackburn and Ribeiro [10] 61.00 LOO‡
Niebles and Fei-Fei [67] 72.80 LOO
Antonucci et al. [6] 74.70 LOO
Proposed method 78.89 LOO
Yang et al. [105] 87.00 Own setup
Wang et al. [98] 93.30 LOO
Gorelick et al. [39] 97.54 LOO
Fawzy et al. [34] 97.79 LOO
De Rosa et al. [25] 98.61 LOO
Alcantara et al. [3] 98.90 —
Guo et al. [41] 100.00 LOO
Schindler et al. [80] 100.00 LOO
‡Experiments reconducted by Almotairi [5]
Table 6.7: Execution times in seconds and frames per second (fps) for all required steps
on the Weizmann dataset [11].
Steps Time (secs) Time (fps)





videos). All video sequences have a spatial resolution of 160×120 pixels. Table 6.8 shows
some frames extracted from the performed actions in the KTH dataset.
6.3.1 Evaluation Methodology
The evaluation protocol for KTH consists in partitioning the videos with respect to the
subjects into training set (8 persons), validation set (8 persons), and test set (9 persons)2.
Similar to what occurs in the Weizmann dataset, the walking, running and jogging actions
have same visual rhythm patterns. The walking action is sightly different since it presents
a well defined braided pattern, whereas running and jogging do not, they are noisy (see
Table 6.9).
The feature vector was obtained by calculating the oriented histograms over the visual
rhythm patterns and the signature images. For the patterns, we used cells of 20 × 20, 5
overlapping pixels, and 20 orientations. The signatures were processed with cells of 18×18
pixels, 5 overlapping pixels between cells, and 15 orientations. Both HIK parameters are
2The partitioned sets were provided by the dataset authors in order to standardize the comparisons.
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Table 6.8: Sample frames for different actions from KTH dataset [82].



















equal to 0.3. For obtaining the values of these parameters, a grid-search was applied.
6.3.2 Results
The classification using only the patterns resulted in an accuracy of 83.33%, while their
combination with the signature provided an accuracy of 87.96%. The confusion matrix
(Figure 6.5) shows that the misclassification occur for running and jogging, which was
expected due to the similarity among the patterns for those actions. A comparison with
the literature is shown in Table 6.10. The execution time of our method, presented in
Table 6.11, confirms that we outperform the real-time requirements.





























0 0 0 0.28 0.083 0.64
0 0 0 0.056 0.72 0.22
0 0 0 1 0 0
0 0.056 0.94 0 0 0
0.028 0.97 0 0 0 0
1 0 0 0 0 0
Figure 6.5: Confusion matrix for KTH dataset [82].
Table 6.10: Proposed method compared to the literature results for human action classi-
fication on the KTH dataset [82].
Approach Accuracy (%) Protocol
Ke et al. [47] 62.96 Split
Schuldt et al. [82] 71.72 Split
Antonucci et al. [6] 72.50 LOO
Yang et al. [105] 75.71 Own setup
Dollar et al. [28] 81.16 LOO
De Rosa et al. [25] 83.20 LOO
Niebles et al. [68] 83.30 LOO
Wong and Cipolla [103] 86.20 LOO
Raja et al. [76] 86.60 Split
Proposed method 87.90 Split
Ji et al. [44] 90.20 Own setup
Fathi et al. [33] 90.50 Own setup
Alcantara et al. [3] 91.30 —
Laptev et al. [50] 91.80 Split
Schindler et al. [80] 92.70 5-Fold
Sun et al. [85] 94.00 LOO
Guo et al. [41] 98.50 LOO
6.4 SKIG Dataset
The Sheffield KInect Gesture (SKIG) dataset [52] contains 2,160 hand gesture videos cap-
tured with a Kinect sensor (1,080 RGB and 1,080 depth videos). There are the following
10 classes: circle, triangle, up-down, right-left, wave, Z, cross, come here, turn-around,
and pat. Videos were recorded with 3 different backgrounds and 2 illumination conditions.
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Table 6.11: Execution times in seconds and frames per second (fps) for all required steps
on the KTH dataset [82].
Steps Time (secs) Time (fps)





Table 6.12: Sample frames for different actions from SKIG dataset [52].













The standard protocol for testing is defined as the 3-fold cross-validation scheme. Features
are constructed by concatenating oriented histograms for each pattern with cells of 18×18,
5 pixels overlapping pixels, and 18 orientations. The normalization parameters of the
HIK kernel are equal to 0.35. These parameters were obtained running a grid-search in a
validation set inner the training set.
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6.4.2 Results
As seen in Table 6.13, the extracted patterns from the visual rhythm are distinct for
each class and the proposed method achieves an accuracy of 97.96%. Even with the
visual similitude for the wave and right-left patterns, our oriented histograms were able
to describe the thickness on the right-left patterns. The confusion matrix (Figure 6.6)
shows that almost all classes are classified with a small number of false positives.













A comparison with the literature (Table 6.14) shows that we achieved state-of-the-art
results, just below the convolutional neural network approach; and corresponding to the
execution time, Table 6.15 reports high frame-rate processing times.




































0 0 0.019 0 0 0 0 0.0093 0 0.97
0.019 0 0.0093 0 0 0 0 0 0.97 0
0 0 0 0 0 0 0.0093 0.96 0 0.028
0 0 0 0 0 0.0093 0.99 0 0 0
0 0 0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0 0 0
0 0 0 0.96 0.028 0 0 0 0.0093 0
0.0093 0 0.94 0 0 0 0 0 0.037 0.0093
0 1 0 0 0 0 0 0 0 0
0.99 0 0 0 0.0093 0 0 0 0 0
Figure 6.6: Confusion matrix for SKIG dataset [52].
Table 6.14: Proposed method compared to the literature results for human action classi-
fication on the SKIG dataset [52].
Approach Accuracy (%) Protocol
Liu and Shao [52] 88.7 3-Fold
Moreira et al. [62] 93.5 3-Fold
Yu et al. [106] 93.7 Own setup
Tung and Ngoc [90] 96.5 10-Fold
De Rosa et al. [25] 97.5 3-Fold
Nishida and Nakayama [69] 97.8 3-Fold
Proposed method 97.9 3-Fold
Molchanov et al. [61] 98.6 —
Table 6.15: Execution times in seconds and frames per second (fps) for all required steps
on the SKIG dataset [52].
Steps Time (secs) Time (fps)






During the conduction of this work, different strategies for obtaining the visual rhythm
images were evaluated. All attempts are presented in this chapter, as well as a variation
to the optical flow intended to be used with the visual rhythm patterns.
7.1 Visual Rhythm Extraction: Alternative Paths
Chapter 4 presented the application of horizontal visual rhythms, however, it is worth
mentioning that many other alternatives were investigated:
• Horizontal visual rhythm: describes the best visual rhythm patterns for the
abnormal event detection and action classification problems (shown in Table 7.1).
Since the movements occur in the X plane, the horizontal visual rhythm captures
relevant body trajectories.
Table 7.1: Horizontal visual rhythm.





• Vertical visual rhythm: is able to detect some body movements that appear in
the Y plane (shown in Table 7.2). However, in videos where people walk from left
to right, the vertical visual rhythm retains a silhouette of each person involved in
the action.
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Table 7.2: Vertical visual rhythm.





• Circular visual rhythm: combines the horizontal and vertical visual rhythms
(shown in Table 7.3), while preserves silhouettes. This representation can be useful
in certain types of motion. For instance, when a person walks on the Z axis and
then moves from left to right, only with the horizontal or vertical paths we would be
able to capture one of those trajectories, but with the circular configuration there
is a change to retain both trajectories.
Table 7.3: Circular visual rhythm.





• Zigzag visual rhythm: from the horizontal and vertical visual rhythms, we can
conclude that, depending on how the action is being performed, the visual rhythm
might be sensible to the path. The zigzag visual rhythm (shown in Table 7.4) uses
diagonal slices that attempt to alleviate this issue. For the abnormal event detec-
tion problem, the trajectories tend to collapse or converge, while in the horizontal
visual rhythm they diverge. This convergence makes the preprocessing step more
difficult because the edge map will contain much more information to process (see
Figure 7.1(a)).
For the action classification problem, the main issue appears on the scale of the
generated patterns. It is possible to observe that the zigzag configuration starts
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Table 7.4: Zigzag visual rhythm.





with small diagonals and then gradually grows, achieving their maximum length on
the main diagonal. This behavior is replicated on the visual rhythm patterns (see
Figure 7.1(b)).
(a) (b)
Figure 7.1: Zigzag path configuration issues. (a) Edge map for the abnormal event detec-
tion problem considering the zigzag path configuration. (b) Pattern scale problem.
• Random walk visual rhythm: based on the idea that certain actions normally
require movements in determined regions — and not in the entire frame — our
attempt was to capture actions with a random walk path. Since the random walk
(shown in Table 7.5) starts in an initial point and moves randomly to any direction,
it is possible to estimate that, after N steps, the reached distance will be
√
N [101].
This may capture the region that contains the parts of the body performing the
action.
Figure 7.2 shows a more complete visual rhythm using random walk. It is hard to
— even visually — define which trajectories are the abnormal events. Therefore,
this strategy requires more investment because it greatly depends on the number of
steps N and how these steps must be performed.
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Figure 7.2: Random walk for the abnormal event detection problem.
7.2 Motion Features
The orientation histograms we obtained from the visual rhythm patterns are based on
image gradients, but we figured out one way to include the optical flow into our approach.
7.2.1 Optical Flow
Let H = I(t) and G = I(t+∆t) be two images extracted from a video sequence V at time
t and t+ ∆t, respectively, where ∆t > 0. The optical flow is the displacement vector that
indicates, for every pixel in G, how much a pixel has moved compared to the previous
frame H.
Assuming that brightness difference among pixels in both images is almost constant
— since ∆t is usually small —, H can be modeled as H(x, y) = G(x + u, y + v), where
components u, v are the optical flow. Horn and Schunck’s approach [42] assumes bright-
ness constancy and similar behavior in neighboring pixels. Lucas and Kanade [54] also
consider Gaussian pyramids to deal with motion at different scales.
7.2.2 Optical Flow from Visual Rhythm Patterns
The optical flow assumes to have, at least, two images to obtain the u, v components.
We extended the visual rhythm patterns (explained in Chapter 5) in such a way that
the optical flow is calculated only for those patterns and not the entire video, reducing
processing time.
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Suppose that the visual rhythm patterns ρ1, ρ2, . . . , ρK correspond to a set of interest
points, such that the top-left and bottom-right positions for the i-th pattern, with respect
to the video V , are: (xio , yio , tio) and (xif , yif , tif ), where x, y represent the coordinates at
spatial domain X−Y , whereas t is the coordinate at the temporal domain T . Since these
patterns were obtained considering horizontal visual rhythms, the following condition
holds:
y = yio = yif (7.1)
Figure 7.3 illustrates the relative positions of a pattern within the video, however,
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Figure 7.3: Visual rhythm pattern and its relative positions.
From the relative positions, we can extract more patterns that share spatio-temporal
information only varying the y position in +/− R pixels (Figure 7.4) and then calculating












(x ,t )f f




Figure 7.4: Extended visual rhythm patterns.
From the optical flow, we considered two descriptors: the Histogram of Oriented
Optical Flow (HOOF) and the Motion Boundary Histograms (MBH).
Both descriptors might be considered as a variation of HOG. While HOG uses the gra-
dient map (components gx and gy) of an image, the optical flow provides the components






















Figure 7.5: Optical flow components for the visual rhythm pattern: (a) Visual rhythm
pattern; (b)-(c) its optical flow components u and v, respectively.
u and v. If F is a function that receives two vectors as inputs and returns the histogram
of the oriented vectors, HOG is defined as:
HOG = F (gx, gy) (7.2)
HOOF is defined as:
HOOF = F (u, v) (7.3)
Finally, MBH (that contains two components MBHx and MBHy) is defined as:














7.2.3 Preliminary Results for KTH
For experimental purposes, we have selected the KTH dataset due to the number of
classes being smaller than Weizmann dataset, which contains 10 classes but 5 of them
depict similar visual rhythm patterns.
Among the aforementioned descriptors (HOG, HOOF, and MBH), Table 7.6 presents
the results of the Oriented Histograms (OH) of the visual rhythm patterns and their
combination with the OH of the signature.
These preliminary results show that calculating the optical flow for the visual rhythm
patterns, rather than in the entire video, can be suitable, reducing time complexity and
achieving promising accuracies. Some actions, such as walking and running, describe
similar visual rhythm patterns, except for the velocity. HOOF and MBH can be employed
to capture this kind of information, but we still have to search for relevant improvements
over the OH + Signature approach.
Two main issues were identified when calculating the optical flow: (i) it is parameter-
sensitive and (ii) it will fail when motion is large. The latter applies because the optical
flow is calculated from the visual rhythm patterns and these are small spatio-temporal
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HOG + HOOF + MBH 85.18
HOG + HOOF 85.65
OH 83.33
OH + Signature 87.90
slices.
Chapter 8
Conclusions and Future Work
The visual rhythm provides information that can be fully exploited to solve many prob-
lems in computer vision that demand a trade-off between accuracy and speed. Detection
of abnormal events and classification of actions set are clear examples of this fact, which
through the proposed general methodology, we achieve state-of-the-art results in terms of
time complexity. Moreover, experiments conducted on public datasets not only demon-
strate our promising results, but also explain how the proposed methodology addresses
the problems and the reasons of failure and success.
The visual rhythm was showed to be a powerful source of information that makes some
problems easier to be solved since we reduce the issue of working with video sequences to
images. However, not always the reduced problem is going to be easier than the original
computer vision problem.
Even though our proposal for the abnormal event detection works under the assump-
tion of having global events, the case of detecting local events still needs further research
in order to have an approach that uses the visual rhythm as local features so that we can
detect local anomalies.
The visual rhythm for the human action classification and gesture recognition prob-
lems described relevant information to discriminate among actions. However, some actions
produced similar patterns and these were difficult to differentiate. To address this draw-
back, we included features obtained from the video signatures to have a naive perception
of motion in the space, but motion features must be explored in more detail so that they
could perform better when comparing patterns of similar actions.
As directions for future work, we intend to explore new methods and techniques of
processing the visual rhythm in other video analysis tasks and explore the use of motion
features extracted from the visual rhythm patterns. We conjecture that it is still possible
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Appendix A
Surveillance Cameras in Action
A.1 Underground Station
On September 8th in 2012, a drunk man fell down from an underground platform, then
got robbed and hit by a train (see Figure A.1). The man survived, but he was seriously
injured and had to amputate half his left foot. Thanks to the surveillance video, Swedish
police identified the thief and he received a sentence for robbing an unconscious man and
leaving him, in all probability, to die.
Figure A.1: A video sequence (from left to right, top to bottom) showing a man who fell,
was robbed and hit by a train. Blue and red colors highlight the main actor (drunk man)
and the robber, while the train is indicated by green.
Another similar situation was reported in January 2013 in Madrid, Spain. A CCTV
system captured the moment when a woman is rescued by a police officer after falling
on to the tracks at the Madrid train station. After falling, people who were close to the
event try helping her and hopefully no further consequences were reported due to the
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action of stopping the train by the driver after watching that people were running on the
platform. This notified him that something occurred and he decided to stop the train
(see Figure A.2).
Figure A.2: A video sequence (from left to right, top to bottom) showing a woman who
fainted and fell onto the rails at the Madrid train station.
