Abstract-We consider the problem of system reconstruction from arbitrarily selected slices of the n n nth-order output spectrum.
I. INTRODUCTION

S
YSTEM reconstruction is a field where higher order statistics (HOS) have found great applicability in recent years. The main reasons are their ability to preserve the true system phase and their robustness to additive Gaussian noise of unknown covariance. System reconstruction methods can be divided into two main categories: parametric and nonparametric.
Parametric methods [1] , [5] , [19] , [20] fit a specific model to the output observations and identify the model parameters. Sensitivity to model order mismatch is viewed as the main drawback of these methods. A parametric approach that is relatively robust to model order mismatch was introduced in [5] . The method is linear and cumulant-based and has the feature of combining cumulants of different orders under the same framework. It performs very well at the absence of noise and for short finite impulse response (FIR) systems (even if the order is overestimated), but its performance degrades significantly with noise and for long FIR systems.
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be divided in two subcategories: those that utilize the whole bispectrum (or polyspectrum) information [2] , [6] , [8] , [10] , [13] , [16] , [17] and those that use fixed, one-dimensional (1-D) polyspectrum slices [4] , [9] . Although some of the entirebispectrum methods [2] , [6] , [10] , [17] provide the additional option of using a subset of the bispectrum, none of them supply a procedure for selecting the most useful (in the sense of improved system estimates) bispectrum information. A system reconstruction method based on preselected polyspectrum slices would potentially allow one to avoid regions where polyspectrum estimates exhibit high variance or regions where the ideal polyspectrum is expected to be zero, such as in the case of bandlimited systems. Assuming that there existed a mechanism to select slices, it could also lead to computational savings. For example, the computation of a 1-D th-order spectrum slice from the respective cumulant sequence requires only 1-D FFT operations, as opposed to an -D FFT operation required to compute the entire th-order spectrum. Flexibility in selecting the slices to be used could also enable computation of more than one of the system estimates, thus allowing for averaging to reduce estimation errors.
With the bispectrum discretized on a square grid, the first off-the-horizontal axis slice has been used in the system reconstruction method of [9] . This slice, however, will be dominated by noise when the system is bandlimited. For example, the bispectrum of a bandpass system with and as its low and high cutoff frequencies, respectively, will be zero outside the triangle region , within the bispectrum principal region, , . In the presence of noise, the bispectrum outside will be nonzero but dominated by noise, thus carrying limited useful information. In [4] , the diagonal bispectrum slice has been used. Along this slice, however, bispectrum estimates exhibit high variance [18] . Furthermore, in both [4] and [9] , since fixed slices are used, there is no averaging mechanism to reduce estimation errors.
A method that utilizes several bispectrum samples within the bispectrum principal domain and performs averaging over the frequency response sample estimates has been proposed in [2] and revisited in [6] . However, as the sample number decreases, the number of independent realizations of the corresponding phase or magnitude response sample over which averaging can be performed decreases as well. Therefore, low-frequency samples of the frequency response exhibit considerable estimation error variance in the presence of noise or finite data lengths. Moreover, since the method is recursive in nature, errors in the low-frequency samples can propagate in high-frequency samples as well. Although this method provides the option of using subsets of the nonredundant bispectrum, there was no region-selection process that would guarantee that distorted bispectrum regions (which are present in the case of bandlimited systems) would be avoided. However, the method performs well for wideband systems. The methods in [10] and [17] can also be viewed as ones that are based on regions of the bispectrum. According to these methods, the nonredundant bispectrum is used to form a linear system of equations, which can be solved in the least-squares sense for the unknown phase or log-magnitude response samples. The system formed this way is overdetermined; thus, several rows of the system matrix that contain distorted samples can be deleted, as long as the new matrix has more rows than columns. However, no procedure is provided for selecting those rows that should be excluded for performance enhancement; instead, it is only suggested in [17] that rows with zero-valued entries should be deleted for the log-bispectrum to be defined.
In this paper, we consider the problem of system reconstruction from 1-D, arbitrarily selected HOS slices of the system output. We first establish that unique identification of the impulse response of an arbitrary complex system can be performed, up to a scalar and a circular shift, based on any two 1-D slices of the output discretized th-order spectrum of any order of the system as long as the distance between the slices and the grid size satisfy a simple condition. For the special case of real systems, one slice suffices for system reconstruction. We then propose a method for system reconstruction using any two th-order spectrum slices of the system output. We present an analytic evaluation of the proposed method. A by-product of this analysis is a mechanism to select slices that will result in improved system estimates. We demonstrate via simulation examples that the proposed method is superior to existing approaches in the case of bandlimited systems. The method proposed here improves on the one proposed in [15] . It does not require phase unwrapping, offers a much greater flexibility in slice selection, and does not suffer from numerical instability problems arising from improper choice of slices, as does the method in [15] . It should be noted that the proposed method relies on the factorizability of HOS. It was shown in [7] that a signal generated by feeding a digital filter with a sequence of i.i.d. samples has factorizable third-order spectra. Thus, the proposed method is applicable in this case. The case of factorizability of HOS of sampled random signals is discussed in detail in [7] .
The paper is organized as follows. Identifiability issues and a system reconstruction procedure are presented in Section II. A statistical evaluation of the proposed method, along with the criterion for slice selection, are presented in Section III. Section IV contains simulation examples and comparisons to existing methods, and conclusions are drawn in Section V.
II. SYSTEM RECONSTRUCTION FROM ANY PAIR OF 1-D SLICES OF THE OUTPUT HOS
A 1-D slice of the th-order spectrum of a signal is defined to be the 1-D sequence that arises when we fix of the indices to certain real numbers and allow one index to take all possible values in . Throughout the paper, the term "slice" will be used instead of "1-D slice." The distance between two slices and is defined as the -norm of the vector , i.e., , where , and . Let us, for simplicity, consider reconstruction from thirdorder spectra first. Later in this section, the results are generalized to the th-order spectra case. Consider a stationary process given as (1) where i.i.d. non-Gaussian process with zero mean and finite th-order cumulant for ; stationary zero-mean Gaussian process of unknown covariance that is assumed independent of ; impulse response of an exponentially stable, generally mixed-phase, complex LTI system which has to be estimated from the output . It is initially assumed that the transfer function of does not have zeros on the unit circle; however, this assumption is relaxed later.
The frequency-domain third-order spectrum of is given by (2) with denoting the Fourier transform of . The following holds.
Proposition 1: For the process described by (1), is identifiable, within a (complex) constant and a circular shift, from any two slices of the discretized output bispectrum, i.e., , and , , , if and only if and are relatively prime integers. If is real, then it is identifiable, within a constant and a circular shift, based on a single slice of the discretized output bispectrum, i.e., , , if and only if and are coprime integers. Proof: Evaluating (2) at the discrete frequencies , , we obtain the discrete bispectrum of , i.e.,
where stands for , , and for . Consider two slices of the discretized bispectrum at distance , i.e., slices and , with arbitrarily chosen, i.e., and
Taking natural logarithms of both sides in (4) and subtracting, we get
Substituting in (5), we get (6) Based on (3), we can show that (7) From (6) and (7), we could calculate the frequency response of the system recursively, provided that the initial conditions , were known a priori. However, as will be show next, a solution can still be obtained, without the need of any a priori information.
Let be the vector involving the unknown samples of the frequency response of the system. By substituting in (6) and letting take the values , we can form the linear system of equations: (8) where, as shown in (9)- (11) 
A. A Reconstruction Method and Implementation Issues
The proof of Proposition 1 provides a method to reconstruct from bispectrum slices and , with arbitrary. The method, as described by (8), uses the logarithm of the bispectrum slices and returns the logarithm of the frequency response. Although the phase of the bispectrum appears implicitly in the derivations, only the principal argument of the bispectrum phase is actually needed. To see that, let denote the principal argument of the phase sample . Then (13) . 
. . .
and (11) where is an integer function of . The solution of (8), when is computed based on , becomes adj (14) where are vectors of integer values. However, since (see Appendix B), the reconstructed frequency response of the system will only differ from the true one by a complex exponential factor of the form , where is an integer function of , which corresponds to a circular shift of the impulse response of the system.
Throughout the derivation of the method, it has been assumed that the transfer function of the system does not have zeros on the unit circle since then, for some . However, if for some , then we can change the spacing between samples or equivalently re-estimate the bispectrum in a different grid of frequency points to surpass that problem, as suggested in [2] and [17] .
The procedure outlined in the proof of Proposition 1 is valid for any pair of bispectrum slices subject to the condition given in Proposition 1. Therefore, by using different pairs of slices, we can average the reconstructed systems in the time domain (after scaling and shifting them appropriately), thus reducing the effects of noise and finite data lengths in the estimation of cumulants.
B. Extension of Results to th-Order Spectrum Slices
The method outlined in this section can be naturally extended to the th-order spectrum case. The discrete th-order spectrum of is given by (15) where . Consider two 1-D slices of the th-order spectrum and , with , , , and . It then holds that (16) where and . Then, since , we get (17) where it can be shown that (18) From (17) and (18), we can calculate the frequency response of the unknown system, using exclusively the -order spectrum slices and . Equations (17) and (18) can be used to form a linear system of equations, as in (8), with containing th-order spectrum values, which can be solved for the unknown vector
III. STATISTICAL ANALYSIS AND CRITERION FOR SLICE SELECTION
In this section, we study the statistics of the final system estimate when sample estimates of cumulants are used. We then use the statistics expressions in order to derive a criterion for selection of slices that, when used in the system reconstruction algorithm, result in system estimates with small bias and variance. In order to derive bias and covariance expressions for the system estimate, we make use of the asymptotic statistics expressions for the bispectrum estimate reported by several authors [3] , [18] . In order to simplify the analysis, we assume that there is no error in the estimate of the scalar parameter in (11); thus, affects only the mean of vector , but not its covariance.
Proposition 2: Let be the estimate of the system impulse response given by the procedure proposed here. The asymptotic bias of this estimate is given by diag (19) and its asymptotic covariance matrix by (20) where denotes the th diagonal element of the matrix
vector of ones; system matrix given in (9); covariance matrix of the random vector , where
The covariance matrix of is given by diag diag (23) , and is the covariance matrix of the bispectrum estimates along these slices, which is given in Appendix C.
Proof:
The proof is given in Appendix C. Based on Proposition 2, the system estimate is asymptotically unbiased and consistent. This result is implicit in (19) and (20) and is a consequence of the fact that the bispectrum estimate of a certain form [18] is asymptotically unbiased and consistent.
The results of Proposition 2 suggest a simple measure of slice "goodness" for use in the reconstruction method. Based on (19) , (20) , and (23), both the bias and variance of the system estimate are inversely proportional to the bispectrum values along the slices and ; thus, usage of lowamplitude bispectrum slices will result in large estimation bias and variance and the opposite. Let FC
We refer to this quantity as the frequency content of slice ; it is actually the area under slice , which is also a measure of the bispectrum amplitude along the slice. Since the proposed system reconstruction method applies, in the same form, to the th-order spectrum case in general, we extend the definition of frequency content in order to encompass th-order spectrum slices as
In the case of bandlimited systems, there exist areas in the polyspectrum where the amplitude is very low, as compared with areas corresponding to the passband of the system. Therefore, the frequency content will vary significantly along the slices of the polyspectrum of a bandlimited system. By using slices only with high-frequency content in the reconstruction procedure, we are most likely to obtain better system estimates than by using the entire nonredundant polyspectrum. A simpler but approximate way to choose "good" slices, avoiding estimation of the polyspectrum, would be to use the power spectrum of the output. Since the power spectrum gives an estimate of the squared magnitude response of the system, by locating high-amplitude samples of it, we can roughly locate high amplitude regions of the polyspectrum. Slices that lie along these regions are then selected.
A summary of the proposed method is given in Table I .
IV. SIMULATIONS
In this section, our goal is to provide simulations evidence that reconstruction of bandlimited signals based on "carefully" selected polyspectrum slices leads to better results. Therefore, we chose to compare our method with methods that use the whole bispectrum or regions of it. The comparison methods were those of [2] (BLW) and [17] (RG). In the method in [2] , either several slices within the bispectrum principal region or the whole nonredundant bispectrum can be used. However, the slice selection process does not exclude bispectrum regions that contain large errors. In the method in [17] , an overdetermined system of equations is formed based on all nonredundant bispectrum samples. Since the system is overdetermined, several lines of the system matrix can be excluded; however, there is no procedure to select which information should be discarded for performance improvement; instead, it is only suggested in [17] that rows with zero bispectrum samples should be deleted for the log-bispectrum to be defined. Another reason for choosing [2] or [17] is that, like the proposed method, both methods perform some form of averaging to reduce errors. In method BLW, the system estimates can be averaged in the frequency domain; in method RG, the logfrequency response estimates are the least-squares solution of an overdetermined linear system. In our simulations, we did not consider methods that use fixed bispectrum slices, since they cannot be used for the reconstruction of bandlimited systems, nor did we consider cepstrum-based methods, which are sensitive when systems have zeros on or close to the unit circle, which is the case for bandlimited systems. Parametric methods usually require accurate estimates of the channel order in order to perform well, which is a difficult task. Among these methods, the parametric method of [5] is relatively robust to model order mismatch. The method performs very well for short FIR systems in the absence of noise; however, the performance degrades significantly with noise and for relatively long FIR systems.
We present four sets of simulation examples; the first three correspond to three system models, i.e., a bandpass, a lowpass, and a highpass system, and the reconstruction is performed using bispectrum slices. In these cases, the input process was generated as an i.i.d. one-sided exponential sequence, with zero mean and nonzero skewness. Since the RG method was developed for the reconstruction of real systems, all systems considered are real. In the fourth example, a bandpass system is driven by a four-level PAM sequence, and the reconstruction is performed using trispectrum slices. White, zero-mean, Gaussian distributed noise was added to the output of each filter at various signal-to-noise ratios (SNR's). The polyspectrum of the output signal was estimated using the indirect method [11] . Specifically, data of length were segmented into nonoverlapping records of length 256 symbols. The third (fourth)-order cumulants of each record were estimated in a square grid of lags and then averaged over all records. In the first three examples, a twodimensional (2-D) FFT was applied on the averaged cumulants in order to obtain the discrete bispectrum of the output process in each case. In the fourth example, in order to reduce computational complexity, only one-dimensional (1-D) trispectrum slices with high frequency content were estimated by performing 1-D FFT's on the fourth-order cumulants. The slices were determined based on the power spectrum of the observation in each Monte Carlo run. The power spectrum gives an estimate of the squared magnitude response of the system; thus, by locating high-amplitude samples of the power spectrum, we can roughly locate high amplitude regions of the trispectrum [for example, the trispectrum of a (real) bandpass system with and as its low and high cutoff frequencies will be close to zero outside the region , ]. Only slices lying along these regions are selected.
Although all the systems considered were real-valued, we used two slices for the reconstruction procedure instead of a single slice (see Proposition 1) since an FFT size of , which is a power of 2, was used to speed up polyspectrum computations. In all cases, the reconstruction procedure was repeated using several different pairs of slices, and the estimated systems were averaged in the time domain in order to reduce noise effects. The principal argument of each polyspectrum value was used in the computation of the complex logarithm. In all simulation examples, the reconstructed sequences were normalized with respect to the energy ( -norm) of the actual system.
The comparison method BLW determines the frequency response of the unknown channel, except for a linear-phase term , where is the phase response. This creates representation problems for the time-domain recovered signal if is not an integer since it then corresponds to a noninteger time delay. To circumvent that problem, we supplied the correct value of to the BLW algorithm. A collection of Matlab routines for the implementation of the proposed method is available on the World Wide Web at URL http://cbis.ece.drexel.edu/CSPL/.
Example 1:
We generated a bandpass signal as a superposition of scaled and phase-shifted sinusoids where s. A discrete-time signal of length 16 symbols was generated by sampling with a sampling period of 0.5 s. Since the true length of the signal is assumed unknown, we used in the computation of the third-order cumulant lags. We performed 100 Monte Carlo runs and computed the frequency content of all slices for each run. Fig. 1 shows the average frequency content over all runs in circles, whereas the shaded area represents sample standard deviation. Based on this graph, slices 11-18 have a consistently higher frequency content than all others; hence, they should be a good choice for the proposed algorithm.
Next, we used slices 13-14 (corresponding to "good" slices) and 23-24 (corresponding to "bad" slices) and ran 100 simulations of the proposed method with different input and noise process realizations for each run. The results are shown in Fig. 2 for output samples and SNR equal to and 10 dB. As expected, when slices 13-14 are used, the recovered systems are superior in both bias and variance compared with those of slices 23-24 for all lengths and SNR levels.
We then run 100 simulations of methods BLW and RG and of the proposed method, using averaging over slices with high frequency content (in pairs of consecutive slices). The results are shown in Figs. 3 and 4 for SNR of and 10 dB, respectively. In both figures, graphs (a)-(c) correspond to , whereas (d)-(f) correspond to output samples used. The graphs on the left, center, and right correspond to the proposed, BLW, and RG methods, respectively. It can be seen that method RG performs better than BLW both in terms of bias and variance, but both methods are outperformed by the proposed one. This can be attributed to the fact that the actual system is bandpass; therefore, its output bispectrum contains regions of low magnitude, where the system information is significantly corrupted by noise. The inclusion of such regions in the system reconstruction procedure is responsible for poor performance. On the other hand, selection of regions with higher signal information only, as in the proposed method, leads to better results.
Example 2: The system used was an ARMA(3, 2) with transfer function This is a lowpass filter with a strong peak at about rads/s. The frequency content is shown in Fig. 5 (average plus/minus standard deviation over 100 runs). We used slices 7-8 (corresponding to "good" slices) and 19-20 (corresponding to "bad" slices) and performed 100 runs of the proposed algorithm with . The results are shown in Fig. 6 for output samples and SNR equal to and 10 dB. It is evident that slices 7-8 provide results with less bias and variance for all parameter values. Therefore, the ability Fig. 2 . Results of the proposed method for system h 1 (n) using "good" slices (e.g., 13-14) (a), (c) and "bad" slices (e.g., 23-24) (b), (d) of the output bispectrum. L = 2048 output samples were used at SNR 1 and 10 dB. Actual system and average over 100 estimates are in solid and dash-dotted lines, respectively, and the shaded area indicates standard deviation.
to select the bispectrum information to be used for system recovery is a very powerful feature of the proposed method. Next, we run 100 simulations of the proposed method, using averaging over slices with high-frequency content (computed separately in each run) and of methods BLW and RG. The results are shown in Figs. 7 and 8 for SNR of and 10 dB, respectively. Clearly, the proposed method performs better than the other two for smaller data length and produces equivalent results with the BLW method for samples. The RG method performs poorly, at least in terms of variance, which is most likely due to the nature of the system ; since is lowpass, a significant amount of Fig. 3 . Comparison of the proposed (using averaging over slices whose frequency content exceeded a threshold), BLW, and RG methods for system h 1 (n). The SNR was set to 1 dB. Actual system and average over 100 estimates are in solid and dash-dotted lines, respectively, and the shaded area indicates standard deviation. Fig. 4 . Comparison of the proposed (using averaging over slices whose frequency content exceeded a threshold), BLW, and RG methods for system h 1 (n). The SNR was set to 10 dB. Actual system and average over 100 estimates are in solid and dash-dotted lines, respectively, and the shaded area indicates standard deviation. useful information is contained in the low-frequency part of the bispectrum. Method BLW is recursive in nature; therefore, the estimates of at high frequencies depend on those at low frequencies. Hence, if estimates of at low frequencies do not contain errors, the overall performance will be good.
On the other hand, method RG uses all bispectrum points in the principal region to form a linear system of equations that is solved for the system . Since the principal bispectrum region contains parts of slices with little useful information, the performance is degraded. Comparison of the proposed (using averaging over slices whose frequency content exceeded a threshold), BLW, and RG methods for system h 2 (n). The SNR was set to 1 dB. Actual system and average over 100 estimates are in solid and dash-dotted lines, respectively, and the shaded area indicates standard deviation. Fig. 8 . Comparison of the proposed (using averaging over slices whose frequency content exceeded a threshold), BLW, and RG methods for system h 2 (n). The SNR was set to 10 dB. Actual system and average over 100 estimates are in solid and dash-dotted lines, respectively, and the shaded area indicates standard deviation. Fig. 10 . Results of the proposed method for system h 3 (n), using "good" slices (e.g., 28-29) (a), (c) and "bad" slices (e.g., 7-8) (b), (d) of the output bispectrum. L = 2048 output samples were used at SNR = 1 and 10 dB. Actual system and average over 100 estimates are in solid and dash-dotted lines, respectively, and the shaded area indicates standard deviation.
Example 3:
The system used was an ARMA (1, 5) that was bandlimited at high frequencies with transfer function as in (25a) The frequency content (average plus/minus standard deviation) is shown in Fig. 9 . Clearly, slices close to lag exhibit a higher frequency content than others. We ran 100 simulations of the proposed method using slices 28-29 (corresponding to "good" slices) and 7-8 (corresponding to "bad" slices) with
. The results are shown in Fig. 10 for output samples and SNR equal to and 10 dB. It is clear that slices 28-29 lead to superior performance. Fig. 11 . Comparison of the proposed (using averaging over slices whose frequency content exceeded a threshold), BLW, and RG methods for system h 3 (n). The SNR was set to = 1 dB. Actual system and average over 100 estimates are in solid and dash-dotted lines, respectively, and the shaded area indicates standard deviation. Fig. 12 . Comparison of the proposed (using averaging over slices whose frequency content exceeded a threshold), BLW, and RG methods for system h 3 (n). The SNR was set to 10 dB. Actual system and average over 100 estimates are in solid and dash-dotted lines, respectively, and the shaded area indicates standard deviation. Fig. 13 . Results of the proposed method for h 1 (n); the input was a 4-PAM process. The trispectrum of the output is used. Actual system and average over 100 estimates are in solid and dash-dotted lines, respectively, and the shaded area indicates standard deviation.
All methods were tested on the system as well. For the proposed method, we used slices with high-frequency content. We conducted 100 simulations for each method. The results are shown in Figs. 11 and 12 for SNR levels of and 10 dB, respectively. Evidently, the proposed method significantly outperformed all others for all parameter values. The poor performances of the comparison methods can be attributed to the characteristics of the frequency response of , which is highpass. Thus, low-frequency regions of the bispectrum contain low signal information, which is also distorted by noise. This causes method BLW to perform poorly since low-frequency information is critical in the computations it performs. For analogous reasons, the performance of method RG is degraded.
Example 4: The narrowband bandpass system of Example 1 was used. The input was a uniformly distributed four-level PAM sequence. Since the system output was symmetrically distributed, the trispectrum of the observation was used for reconstruction. Only slices of the trispectrum were estimated in order to reduce computational complexity. We used in the fourth-order cumulants estimation.
The results of 100 simulations of the proposed method are shown in Fig. 13 for and 1024 output samples and SNR levels of and 10 dB. There is a slight degradation of performance in terms of bias in comparison with the results of Example 1, where the bispectrum was used. Nevertheless, the method still performs well in this case of symmetrically distributed inputs, which often appear in practical situations such as in communications applications. Moreover, the computational penalty paid for the use of fourth-order statistics is not restrictive since one only needs to estimate several trispectrum slices as opposed to the entire trispectrum.
V. CONCLUSIONS
A nonparametric method for system reconstruction based on HOS slices was presented. It was established that the impulse response of an arbitrary complex system can be uniquely identified based on any two 1-D slices of the discretized thorder spectrum of any order of the system output, as long as the distance between the two slices and the grid size are coprime integers. For the special case of real systems, reconstruction can be performed based on a single slice. By using the logarithm of two th-order spectrum slices, the logarithm of the frequency response of the system can be obtained as the solution of a linear system of equations. By using different pairs of slices, several system estimates can be computed, thus allowing for averaging to reduce estimation errors. A mechanism to select slices that result in improved system estimates was proposed. The reconstructed system was shown to be asymptotically unbiased and consistent. Simulation examples confirm the theoretical findings; the proposed method produces superior system estimates both in terms of bias and variance, as compared with existing system reconstruction schemes when tested on several bandlimited systems. It was shown that the flexibility of the proposed method in selecting the slices to be used for reconstruction could allow us to avoid regions of the bispectrum (or th-order spectrum, in general), where the useful system information is limited or distorted by noise, thus leading to superior estimation performance. 
It is known that a square matrix is nonsingular if and only if there exists a series of unitary transformations that transform to an upper-or lower-triangular matrix with nonzero diagonal elements. In the following, we will impose such a series of similarity transformations on matrix in (38) and show that they lead to a nonsingular upper triangular matrix if and only if and are relatively prime. In order to transform to an upper triangular matrix, we have to eliminate all elements below the main diagonal. As a first step, we put nonzero elements in the main diagonal. This is done by moving the first row to the place of the last row and moving all remaining rows one place up, that is, the second row becomes first and so on. The new matrix has the form . . .
The first rows of have nonzero elements only above the main diagonal; therefore, they are left unchanged. Rows up to contain one element on the main diagonal up to and one below it up to . In each one of these rows, the nonzero elements below the main diagonal have to be eliminated or moved above the main diagonal. Consider the row , with
. In order to eliminate , we add that row with row , which gives . If is smaller than , we are again left with a nonzero element below the main diagonal, which has to be eliminated. This process continues by summing the rows (40) until either the 1 in column is eliminated or it is moved above the main diagonal . In the case that , the result of the summation in (40) is the zero row, which means that is singular. Therefore, the sufficient condition for to be singular is integer such that (41)
The final step in order to transform to an upper triangular matrix is to transform the last row of it into the row vector . From (39), we see that the last row of contains a 1 in the th column. In order to eliminate it, we add the rows (42) until the 1 appears in the last column or, equivalently, until we find an integer such that . In that case, is transformed to an upper triangular matrix with nonzero diagonal elements [unless (41) terminates the process earlier]; therefore, is nonsingular. If, however, there exists an integer such that , then the result of the summation in (42) is the zero row, and is singular since it contains linearly dependent rows. This condition is identical to the condition in (41). Therefore, the sufficient condition for to be nonsingular is the existence of an integer number such that integer such that
In order to simplify this condition, we consider the following theorems, which are given in [12] . 2) If is Nonsingular, then : Proof: Consider the proof of statement 1) above. The first step was to put the negative elements in the main diagonal by moving row 1 to row and all other rows one row upwards. This unitary transformation consists of exchanges of rows since we first exchange rows 1 and 2, then rows 2 and 3, and so on, until row 1 becomes row , and all other rows move one row up. Assuming that is nonsingular, the procedure described in the proof of statement 1) will transform to an upper triangular matrix with a main diagonal consisting of 's and a 1. The determinant of this matrix is equal to . Since each row exchange multiplies the determinant of a matrix by , the determinant of will be equal to (46) because there are row exchanges, and no other similarity transformation that we used affects the determinant.
3) One Slice Suffices for the Reconstruction of Real Systems:
Proof: The output bispectrum of a real system, when excited by a white non-Gaussian input random process, is conjugate symmetrical around the origin, i.e.,
. Therefore, we can use slices and in the system reconstruction procedure, as described previously, where the second slice can be derived from the first. The distance between the slices is in this case.
APPENDIX C PROOF OF PROPOSITION 2
In order to proceed with the proof of Proposition 2, we make use of a fundamental result for the statistics of the bispectrum, which has been originally reported in [18] in its continuous form and is presented here in discrete form for convenience.
Theorem 3: Let be an estimate of the third-order cumulant function. We consider estimates of the bispectrum of the form (47) where is a bispectral window [18] , and is a positive integer such that and as . Then (48) and cov (49) where (50) and is the power spectrum of the process evaluated at the discrete frequency . The proof of Proposition 2 will be carried out in steps: First, the statistics (bias and covariance) of the random vector [see (10) ] are derived and used to find the statistics of . Then, these results are used in the derivation of the statistics of the vector , , which in turn determine the statistics of the final estimate , where denotes the inverse discrete Fourier transform.
The vector in (10) is a linear transformation of the random vector in (22)
where is defined in (21), and is a constant vector. Let us rewrite as , with , denoting the points where the bispectrum is evaluated, that is, , a two-tuple of discrete frequencies.
In order to compute the bias of , we consider the first two terms of the Taylor series expansion of around the point [see (48)], [14] (52)
Then, asymptotically, the bias is (53) In order to determine the covariance of the vector , we again make use of the truncated Taylor series expansion of (52) to obtain (54) Taking expectations and neglecting the last three terms on the right-hand side of (54), since their contribution is at least one order of magnitude smaller than that of the first term, we get 
where is the covariance of the bispectrum estimates given in (49). Because of the symmetry properties of the bispectrum, some of the elements of vector will be equal, and therefore, their covariance will equal the respective variance.
We are now in a position to compute the statistics of . Since we assumed that there are no errors in the estimation of , it is easy to see that . . .
According to (57), if the values of the bispectrum slices and are close to each other, then the estimated vector will be almost unbiased. This will be the case if the distance between the slices is small so that the slices have similar characteristics. In the remaining of this proof, we will assume that the bias in (57) is zero in order to simplify derivations.
The covariance of , can be computed as
The next step is to compute the statistics of . Since is a linear transformation of the vector , we have
where and were defined in (53) and (56), respectively.
In order to derive the approximate statistics of the vector , , we use the first two terms of the Taylor expansion of around [14] : (60) where it was assumed that or in order to simplify derivations [see (57) and accompanying discussion]. Then, the bias of can be computed as var
Using (60), we can also compute the covariance matrix of (62) where diag . In that equation, all the central moments of of order three and up were eliminated since it can be shown that they are analogous to powers of the variance of the bispectrum estimates of orders two and higher; therefore, they are at least one order of magnitude smaller than the first term , and they can be omitted. Using (59), we can write as
Finally, the statistics of can be easily derived since the inverse Fourier transform is a linear operator of the form (64)
In matrix notation, we can express as , where . Using that notation, the bias and covariance of the estimated system vector can be easily derived as (65) Substituting the previously derived results, we obtain the expressions given in Proposition 2.
