Abstract. Aiming at the problem of insufficient feature extraction and sensitive to noise for traditional face recognition algorithms, a face recognition algorithm based on improved Weber local descriptor and deep belief nets is proposed. First analyze the shortcomings of Weber local descriptor, and based on the fuzzy logic, an improved FWLD face description method is proposed. To make full use of the domain pixels in WLD direction component, based on introduction of LBP coding, the fuzzy logic is used to optimize the LBP coding, and then the improved WLD algorithm is used as the input of the deep belief network. And the network parameters are obtained through the layer-by-layer greedy pre-training network. Finally, the BP neural network is used to fine tune and optimize the DBN network, and the test samples are predicted by the trained network. In the ORL data set, the correct rate is 95%. The simulation results show that the face recognition algorithm proposed in this paper is higher in recognition rate and more robust than the traditional recognition.
Weber Local Descriptor
The Weber Law shows that the ratio of the amount of change ∆I of the perceived signal to the size of the original signal value I is a constant, that is ∆I/ I, which is called the Weber Rate, indicating that the ratio of the stimulus intensity changes reflects the perceived stimulus amplitude. Inspired by this law, Chen Jie et al. [4] proposed Weber Local Descriptor (WLD) to describe the texture information of the image. He believed that the features extracted by this method are more in line with the human perception system, and have a better robustness to the light and noise.
The Weber local descriptor introduces two components to describe the texture features of the image, which respectively are the differential excitation component and the direction component.
Differential Excitation Component
Human perception is simulated to find significant texture changes in the image, and the differential excitation component is the ratio of the sum of the difference between the current pixel and the domain pixel to this pixel. The differential excitation is described as follows: Fig.1, c X is the gray value of the current pixel, and
is the gray value of n field pixels, where n 8 is smaller than that of the center pixel, that is, the center pixel is brighter.
Direction Component.
The so-called direction component is the gradient direction of a certain pixel in the image relative to the neighborhood pixel, which can be expressed by the formula (5). 
The Method Proposed in This Paper
According to WLD direction component calculation method, it is only simple and linear addition and subtraction of the upper and lower, left and right pixels, which are susceptible to noise interference and do not take into account the 8 pixels of the neighborhood. In order to improve the description ability of texture features, combined the features of WLD algorithm, this paper introduces the fuzzy logic theory d proposes FWLD algorithm.
To enhance the description ability of traditional WLD, considering the 8 neighborhood pixels of the central pixel, the LBP algorithm is introduced to encode the image. In the pixel c i and its domain p i , the LBP is encoded as p p c z i i   , and each LBP pixel can be expressed as:
LBP is only insensitive to the gray scale of the image, but some shadows or some particularly small noise can cause the pixel coding to be completely different. As shown in Fig. 1 . Ideally, the area shown in Fig. 1 shall be coded as "11111111", but as the subtle noise, the code has become "01010111". (9) is replaced by establishing a membership function to denote the probability that p z is encoded as "0" or "1". We choose the most commonly used linear membership function:
z respectively represent the probability that the pixels are encoded as "1" and "0". The parameter d represents the fuzzy quantity. 
Establishment of Recognition Model
Deep Belief Nets (DBNs) uses an unsupervised greedy layer-by-layer training approach to solve difficult problems in deep neural networks. DBNs is a generalization of BP neural network. The hidden layer is composed of many non-linear structural units, and its structural elements generally are Restricted Boltzmann Machine.
The Restricted Boltzmann Machine (RBM) consists of visible and implicit elements, and both the visible and implicit elements are binary variables, and the structure is shown in Fig. 4 . RBM is an unsupervised learning method, and pre-training can obtain a good initial network value, so the last layer of the DBN model needs to use BP neural network and marked data to fine tune the
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overall network parameters. The pre-training process can be regarded as the initialization process of parameters obtained in RBM training to the BP network. It can overcome the shortcomings of long training time and easy to fall into the local optimum caused as random initialization of BP network.
Experimental Results
To validate the algorithm proposed in this paper, the ORL face database is used for face recognition experiments. At the same time, to further evaluate the algorithm, experiments are carried out on the face database Yale and Yale-B under the limiting condition. The experiment in this paper is carried out under the following hardware configuration environment: windows7 64-bit system, CPU Core i5-4590 @ 3.30GHz, and 8G of memory.
ORL face database contains 400 pictures of 40 people in a variety of lights, expressions and gestures, and the size of each picture is 112*92 pixels. We take each people's first 7 pictures as training samples, and the remaining are used as test samples. Because the calculated amount of DBN model is relatively large, if the face image is directly used as the input training model, it will consume a lot of time. In order to reduce the data dimension, the images are reduced in dimension and the FWLD features are extracted to test the recognition performance of the algorithm in this paper under different resolutions. The images are respectively down-sampled in 2*2, 4*4, 6*6 and 8*8 to constitute the face data in four different resolutions, 56*46 , 28*23 , 19*16 and 14*12 . In the algorithm of this paper, DBN model of three-layer RBM is adopted, and the model structure First of all, conduct training and recognition intensively in different sizes of dimensions, and repeat it for 10 times to take the average recognition rate. It could be seen from the experimental results shown in the figure 6, when the image dimension is small, the recognition rate of each algorithm is not good. But when the dimension increases, we can see that the effect in FWLD+DBN method is better. Fig. 6 The highest recognition rate of different algorithms on the ORL face database
Summary
In this paper, a face recognition method based on improved WLD feature and DBN is proposed. After analyzing the shortcomings of WLD feature, fuzzy LBP coding id introduced on the direction component to further enhance its description ability, which improves the description ability and robustness of WLD to local feature. Combined with the deep learning model DBN, DBN can learn more local shallow feature on the basis of learning overall deep features. The experiments on ORL and YALE-B databases show that the algorithms proposed in this paper have a good recognition rate in expression, illumination change and occlusion. The experimental results show that the improved FWLD feature and the deep belief nets can extract more texture features, have higher accuracy and stronger robustness. However, combined with the deep learning model, the model parameters must be manually set and training time is too long, so how to quickly find the appropriate parameters and reduce training time will be the focus of the further study.
