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RESUMO
Inicialmente sera˜o apresentados os conceitos, a teoria e as ferramentas necessa´rias para a
compreensa˜o da pesquisa, a qual sera´ apresentada nesse trabalho em duas frentes distin-
tas. A primeira parte busca estudar e analisar os comportamentos dinaˆmicos em uma rede
complexa com equac¸o˜es modificadas de Hodgkin-Huxley, mais especificamente equac¸o˜es
de Huber-Braun. Tal rede sera´ modelada pela matriz de conexa˜o cerebral do gato, e os
elementos dessa matriz sera˜o novas redes mas com estrutura de pequeno mundo. Nessa
etapa da pesquisa foram constatados efeitos de assincronia e sincronizac¸a˜o das fases de es-
touros, sincronizac¸a˜o das fases de disparo e transic¸o˜es dinaˆmicas com aglomerac¸o˜es locais.
A segunda parte da pesquisa busca avaliar se´ries temporais de camundongos, cujos dados
foram obtidos de sensores motor atados aos indiv´ıduos e sensores invasivos conectados
no hipocampo cerebral. Com o aux´ılio de ferramentas quantificadoras de caracter´ısticas
de recorreˆncia, foram estudados as leves alterac¸o˜es que antecedem um micro despertar
durante o estagiamento de sono SWS e os acoplamentos entre os sinais. Sera´ mostrado
que ha´ uma leve alterac¸a˜o pre´via ao evento captada pelo quantificador de recorreˆncia pro-
veniente do sinal motor, e que tal evento esta´ em sincronia em anti-fase com a detecc¸a˜o do
evento pelo sinal do hipocampo. Na parte final do texto, sera˜o apresentadas as pro´ximas
abordagens em ambos os to´picos de pesquisa e uma breve considerac¸a˜o sobre os resultados
apresentados.
Palavras-chave: Rede, Matriz do Gato, Sincronizac¸a˜o, Pequeno-Mundo(SW), Recorreˆncia
e Evento.
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ABSTRACT
Initially will be presented the concepts, theory and tools used and needed for the com-
prehension of the research that will be presented in this work as two distinct fronts. The
first part analyses the dynamical behaviors in a complex network with modified equations
of Hodgkin-Huxley, more specifically equations of Huber-Braun. This network will be
modeled using the cat matrix of brain connections, and each element of this matrix will
be a small-world (SW) kind matrix. For these complex network will be presented reports
of asynchrony and synchronization of bursts phases, synchronization of spike phases and
dynamical transitions to local clustering. In the second part of the research, the study
focus on the evaluation of temporal series obtained from sensors attached to mice, which
one of it capture physical movement signals and another was invasive attached to hippo-
campus cerebral region. With the use of recurrence quantification analysis tools, it was
studied slightly changes that foresee the micro-arousal in SWS sleep stage and coupling
between both experimental data. It will be shown that there is a subtle modification
on the accelerometer series just before the arousal detection by the recurrence quantifier
applied to this physical movement data, and that this event is anti-phase synchronized
with the invasive hippocampus data. In the last part of this text it will be presented the
future developments in both research fronts, and the final considerations on the shown
results.
Keywords: Network, Cat Matrix, Synchronization, Small-World (SW), Recurrence and
Event.
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Cap´ıtulo 1
Introduc¸a˜o
“E´ preciso que o disc´ıpulo da sabedoria tenha o
corac¸a˜o grande e corajoso. O fardo e´ pesado e a
viagem longa.”
Confu´cio
A neurocieˆncia e´ uma das fronteiras da cieˆncia moderna. Com diversos
grandes projetos cient´ıficos pelo mundo, alguns se destacam pela dimensa˜o financeira e
desafio quanto aos objetivos que pretendem atingir, sendo os mais preponderantes o pro-
jeto BRAIN Initiative do governo dos EUA [1] e o projeto europeu Human Brain
Project [2], ambos com cifras que alcanc¸am os bilho˜es de do´lares. O projeto dos EUA
e´ de responsabilidade da NIH (National Institutes of Health) e busca acelerar o desen-
volvimento de conhecimento a respeito do ce´rebro, bem como tecnologias que possam ser
capazes de detectar, prever e evitar o surgimento/desenvolvimento de doenc¸as e distu´rbios
neurolo´gicos, tais como Alzheimer, Parkinson e epilepsia. O projeto europeu e´ financiado
pela comissa˜o europeia e e´ incorporado nos projetos FET (Future and Emerging Tech-
nologies), o qual envolve 135 instituic¸o˜es parceiras em 26 pa´ıses diferentes. O projeto e´
dividido em 13 subprojetos diferentes que partem da coleta de dados cerebrais de ratos
e de ressonaˆncias funcionais em humanos ate´ o desenvolvimento de computac¸a˜o de alto
desempenho (para lidar com grande volume de dados) e criac¸a˜o de roboˆs movidos a mo-
delos neuronais. Ambos os projetos sa˜o de longo prazo e fornecem uma perspectiva da
relevaˆncia cient´ıfica do assunto.
Devido aos muitos processos envolvidos em sistemas neurais, as a´reas do
2
CAPI´TULO 1. INTRODUC¸A˜O
conhecimento envolvidas sa˜o muitas e das mais diversas. Assim sendo, existe uma dificul-
dade intr´ınseca quanto a uma abordagem multidisciplinar aprofundada, ja´ que cada a´rea
do conhecimento possui forma pro´pria de descrever um dado sistema, e essa descric¸a˜o pode
ser conflituosa quando em perspectiva multidisciplinar. Ale´m dessa caracter´ıstica parti-
cular da neurocieˆncia, outro detalhe que e´ preciso esclarecer decorre da escala escolhida
para ana´lise. Do ponto de vista da escala macrosco´pica, que e´ aquela que trabalha com os
resultados finais dos processos cerebrais, como o movimento de um brac¸o em resposta ao
est´ımulo cerebral ou mesmo a memorizac¸a˜o de longo prazo durante o sono, a neurocieˆncia
se utiliza de ana´lises via ressonaˆncia magne´tica e funcional [3], tomografia dentre outros.
Os mesmos sa˜o tratados e estudados via me´todos matema´ticos em computadores, para se
extrair dados me´dicos ou informac¸o˜es cient´ıfico-tecnolo´gicas. Uma visa˜o microsco´pica esta´
mais alinhada com o estudo da biof´ısica de um u´nico neuroˆnio ou grupo de neuroˆnios,
o qual pode ter enfoque na modelagem computacional [4] ou experimentac¸a˜o biolo´gica
funcional, os quais buscam uma maior compreensa˜o dos comportamentos dinaˆmicos e es-
truturais desses objetos de estudo. No caso do presente trabalho, a abordagem esta´ mais
pro´xima a uma visa˜o mesosco´pica do problema, a qual tenta trabalhar com grupos neuro-
nais suficientemente grandes para serem representativos de uma regia˜o cerebral, mas que
ainda e´ consideravelmente pequeno, sendo necessa´rio trabalhar com redes de elementos
mı´nimos de representac¸a˜o desse problema (os neuroˆnios). Dentro dessa abordagem me-
sosco´pica e´ necessa´rio um bom n´ıvel de compressa˜o ou expansa˜o do problema, a depender
de qual outra abordagem se tome por base, sendo que nos pro´ximos cap´ıtulos foi feita
uma grande expansa˜o do nu´mero de neuroˆnios e criac¸a˜o de grupo dos mesmos, ale´m de
uma compressa˜o da quantidade de informac¸a˜o que a matriz biolo´gica de conexa˜o neuronal
do gato possui [5].
Com relac¸a˜o ao ce´rebro humano, sabe-se que uma das poss´ıveis e mais
aceitas subdiviso˜es em regio˜es leva a aproximadamente 100 mo´dulos especializados. Os
mo´dulos possuem diferentes func¸o˜es e cada qual pode ser interpretada como uma rede
dinaˆmica complexa [6]. Por sua vez, os neuroˆnios, como unidades ba´sicas do compor-
tamento cerebral, recebem constantemente sinais de outros neuroˆnios, seguindo regras
determin´ısticas [7] e descrevendo uma dinaˆmica conhecida. Ale´m disso, sabe-se que o
ce´rebro funciona partindo de duas formas de comunicac¸a˜o, as sinapses ele´tricas e as si-
napses qu´ımicas. As sinapses ele´tricas sa˜o menos comuns embora sejam mais ra´pidas. Elas
transportam cargas de um neuroˆnio a outro diretamente, mas dependem do nu´mero de
canais no neuroˆnio receptor ser suficientemente grande para gerar um potencial de ac¸a˜o.
Sinapses qu´ımicas comec¸am quando o neuroˆnio que vai transmitir a informac¸a˜o emite uma
substaˆncia qu´ımica (neurotransmissor). Esse elemento aglutina-se no neuroˆnio receptor,
fazendo com que o mesmo aumente a permeabilidade das prote´ınas (aumento do nu´mero
de prote´ınas aptas) a` passagem de ı´ons, permitindo a criac¸a˜o dos potenciais de ac¸a˜o
[8, 9] neuronal. Quando integra-se muitos elementos com essas capacidades dinaˆmicas,
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constro´i-se o que e´ chamado em teoria de sistemas complexos de rede neuronal. A rigor, o
ce´rebro trabalha com ambas as sinapses em conjunto, cada qual regulando e controlando
tipos espec´ıficos de reac¸o˜es e func¸o˜es cerebrais.
Ale´m da construc¸a˜o biof´ısica dessa rede neuronal, tambe´m e´ importante
o estudo das estruturas topolo´gicas de ligac¸o˜es neuronais. Atualmente estuda-se princi-
palmente treˆs tipos: as redes de pequeno mundo (SW - Small World); redes livre de
escala (SF - Scale Free); e redes aleato´rias. Cada qual possui sua construc¸a˜o topolo´gica
pro´pria e caracter´ısticas funcionais distintas, mas as estruturas neuronais mapeadas con-
servam algumas dessas caracter´ısticas, tal qual a matriz de conexa˜o do gato e do macaco
[10]. A grande maioria dos trabalhos com redes neuronais, utilizam-se de redes individu-
ais para caracterizar comportamentos dinaˆmicos e/ou estruturais de mo´dulos espec´ıficos
ou gene´ricos. Nesse trabalho adotou-se uma estrutura com mu´ltiplas redes interagindo
internamente (com seus sub-elementos) e externamente (com as outras redes), e a essa ca-
racter´ıstica estrutural, da´-se o nome rede de redes. A vantagem mais direta dessa escolha
vem do ganho objetivo de complexidade, criando a possibilidade direta de construir um
sistema com mu´ltiplos mo´dulos tal qual a do ce´rebro humano. Para os elementos das re-
des no caso abordado por esse trabalho, foi escolhido um modelo neuronal modificado das
equac¸o˜es de Hodgkin-Huxley [11] chamado modelo de Huber-Braun [12], o qual comporta
uma gama bastante vasta de comportamentos dinaˆmicos condizentes com os observados
experimentalmente, a despeito de ter sido desenvolvido para uma gama espec´ıfica de
neuroˆnios termicamente sens´ıveis (com dependeˆncia explicita da temperatura).
Na pesquisa foram abordados padro˜es espaciais de campo neuronal, im-
plicac¸o˜es iterativas ao longo do tempo, desvios regionais do agrupamento neuronal pro-
veniente da matriz do gato e efeitos diversos de dinaˆmica relacionados a` sincronizac¸a˜o,
dessincronizac¸a˜o e aglomerac¸a˜o (clusterization) [13].
Uma outra forma de abordar os estudos em neurocieˆncia e´ analisando os
muitos dados obtidos de experimentac¸o˜es ou avaliac¸o˜es cl´ınicas. Uma das muitas a´reas de
interesse esta´ no per´ıodo de sono, o qual e´ caracterizado por uma reduc¸a˜o marcante dos
processos sina´pticos, e no caso humano corresponde a aproximadamente um terc¸o de nos-
sas vidas. Durante o per´ıodo de sono sa˜o definidas muitas etapas diferentes, as quais teˆm
diferentes frequeˆncias em ana´lises polissonogra´ficas, e sa˜o essenciais para o bom funciona-
mento neurofisiolo´gico. Uma simplificac¸a˜o desse estudo pode ser feita quando se analisa
animais como os camundongos. A despeito de suas etapas de sono serem parecidas com
as dos seres humanos, elas sa˜o compactadas em um nu´mero reduzido de fases. Grac¸as a
experimentos com sensores motores e sensores invasivos em diferentes partes do ce´rebro
dos camundongos, foi poss´ıvel aplicar te´cnicas de ana´lise de se´ries temporais e detectar
comportamentos antes na˜o relatados na literatura. Utilizando a te´cnica dos quantificado-
res de recorreˆncia [14], foi poss´ıvel detectar transic¸o˜es nos sinais do sensor motor antes do
micro-despertar pro´prio do animal, bem como certos acoplamentos intr´ınsecos dos sinais
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dos sensores hipocampais e motor.
Os cap´ıtulos do presente trabalho foram divididos de forma progressiva,
tendo em vista a contextualizac¸a˜o, apresentac¸a˜o metodolo´gica, resultados nos traba-
lhos realizados e conclusa˜o. No Cap. 2 apresentamos uma breve descric¸a˜o de sistemas
dinaˆmicos, a caracterizac¸a˜o de algumas terminologias, me´todos e estruturas necessa´rias
a` compreensa˜o do trabalho e utilizados nos resultados da pesquisa. Posteriormente, no
Cap. 3 havera´ a caracterizac¸a˜o biof´ısica da estrutura neuronal, apresentac¸a˜o das equac¸o˜es
e conceitos base. Ao fim desse cap´ıtulo sera´ descrito o modelo escolhido para compor o
sistema de rede com sub-redes.
Nos cap´ıtulos 4 e 5 sera˜o apresentados os resultados, sendo que na pri-
meira parte do Cap. 4 foram feitas a caracterizac¸a˜o topolo´gica das redes, a construc¸a˜o
base dos acoplamentos sina´pticos, uma breve apresentac¸a˜o da infraestrutura de hardware
e software utilizados para otimizac¸a˜o do desenvolvimento do trabalho e a adaptac¸a˜o do
ferramental matema´tico. Na segunda parte do Cap. 4 sera˜o apresentados e descritos a
grande maioria dos resultados obtidos nesse trabalho, tal qual os fenoˆmenos de sincro-
nizac¸a˜o e aglomerac¸a˜o de rede. O Cap. 5 inicia com uma breve descric¸a˜o do fenoˆmeno do
sono em mamı´feros, apresenta os dados experimentais tratados e de como se deu sua ob-
tenc¸a˜o, e na parcela dos resultados mostra a capacidade dos quantificadores de recorreˆncia
em detectar previamente o evento de micro-despertar e o acoplamento de sinais biolo´gicos
em camundongos.
Na conclusa˜o presente no Cap. 6, sera´ apresentada uma breve retrospectiva
dos resultados ja´ obtidos, os estudos em andamento e as propostas para futuras ana´lises.
Tambe´m constam apresentac¸o˜es de propostas adicionais de trabalho, cujo rumo baseia-
se parcialmente nas novas ana´lises de se´ries temporais de alto desempenho, avanc¸o na
capacidade de detecc¸a˜o de transic¸o˜es dinaˆmicas muito sutis e caracterizac¸a˜o de transic¸o˜es
dinaˆmicas em rede de redes.
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Cap´ıtulo 2
Sistemas Dinaˆmicos
“Voceˆ nunca sabe que resultados vira˜o da sua ac¸a˜o.
Mas se voceˆ na˜o fizer nada, na˜o existira˜o resultados.”
Mahatma Gandhi
Neste cap´ıtulo sera˜o apresentados diversos to´picos relevantes que se refe-
rem ao estudo proposto. Primeiramente sera´ realizada a caracterizac¸a˜o geral de sistemas
dinaˆmicos, apresentando conceitos fundamentais como se´ries temporais, espac¸o de fase e
de paraˆmetros, estacionariedade, eventos raros e teoria de recorreˆncia, bem como assuntos
sobre o estudo neuronal, tal como sincronizac¸a˜o e agrupamentos.
Outro ponto importante que sera´ apresentado e sintetizado e´ o de sistemas
complexos, sua origem matema´tica na teoria de grafos, alguns de seus diversos aspectos
funcionais e topolo´gicos. Ao fim da sec¸a˜o sera˜o apresentados os tipos mais relevantes
nos estudos recentes de redes, com a breve caracterizac¸a˜o da estrutura usada com seus
resultados no Cap. 4, que e´ a construc¸a˜o rede com sub-redes.
As duas ultimas sec¸o˜es do Cap´ıtulo foram reservadas para o relato dos
me´todos relevantes desse estudo. Va´rios deles foram adaptados posteriormente as neces-
sidades espec´ıficas do mesmo, embora mantenham essencialmente as mesmas potenciali-
dades de avaliac¸a˜o.
6
CAPI´TULO 2. SISTEMAS DINAˆMICOS
Sec¸a˜o 2.1
Princ´ıpios Conceituais de Sistemas Dinaˆmicos
Pode-se utilizar uma definic¸a˜o resumida para o conceito de varia´vel em
dinaˆmica: e´ o conjunto de caracter´ısticas modifica´veis no tempo e/ou no espac¸o que
possibilitem um dado sistema dinaˆmico transitar de um estado a outro. Enquanto que
o estado de um sistema dinaˆmico e´ o conjunto de varia´veis e paraˆmetros que definem o
sistema em um dado instante no tempo e/ou posic¸a˜o no espac¸o [15]. Tal caracterizac¸a˜o
admite dois tipos de sistemas dinaˆmicos, aqueles em que o tempo na˜o e´ continuo (tambe´m
conhecidos por mapas), sendo sua evoluc¸a˜o dinaˆmica realizada a partir de uma atualizac¸a˜o
discreta das varia´veis via seu conjunto de regras. Os sistemas dinaˆmicos a tempo cont´ınuo
(ou fluxos) sa˜o aqueles cuja evoluc¸a˜o e´ geralmente descrita por um conjunto de equac¸o˜es
diferenciais. Apesar dessa categorizac¸a˜o simples, quase a totalidade dos fenoˆmenos f´ısicos
sa˜o descritos a partir de sistemas f´ısicos [16], e um grande nu´mero pode ser reduzido a
uma descric¸a˜o de sistemas dinaˆmicos. Nessa sec¸a˜o sera´ feita a apresentac¸a˜o dos conceitos
necessa´rios para esse trabalho, sendo os mesmos apenas um breve resumo da riqueza de
conceitos da a´rea.
Subsec¸a˜o 2.1.1
Definic¸o˜es de Caracter´ısticas de Sistemas Dinaˆmicos
Um sistema de equac¸o˜es pode ser enquadrado como linear ou na˜o-linear.
Sistemas lineares precisam obedecer duas condic¸o˜es, sendo elas a aditividade e a homo-
geneidade. Quando um sistema obedece aos dois conceitos, ele e´ enquadrado no princ´ıpio
da superposic¸a˜o [16].
A aditividade simplesmente diz que os dados de uma se´rie, quando somado
aos de outra se´rie, devem fornecer como resultado final a soma direta de ambos. A
homogeneidade diz que tal conjunto de dados, quando inicialmente alterado por uma
certa raza˜o, deve fornecer um resultado final que respeite essa raza˜o [16]. As relac¸o˜es
expostas a seguir sistematizam as ideias:
Aditividade : f(x+ y) = f(x) + f(y),
Homogeneidade : f(αx) = αf(x).
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de tal forma que x e y sa˜o os dados da se´rie, α um nu´mero racional e f uma func¸a˜o linear.
Todo sistema dinaˆmico reside em uma regia˜o que conteˆm todos os poss´ıveis
graus de liberdade que definem seu estado, a essa regia˜o da´-se o nome de espac¸o de fase.
Devido a limitac¸a˜o humana de visualizac¸o˜es acima de treˆs dimenso˜es, o espac¸o de fase
geralmente e´ projetado em um sub-espac¸o que possa ser visualizado, geralmente em duas
dimenso˜es, mas em algumas ocasio˜es em treˆs. Tais projec¸o˜es apresentam a evoluc¸a˜o
espac¸o-temporal do sistema ao longo das varia´veis escolhidas, sendo que, para sistemas
de alta dimensionalidade, havera´ sempre alguma perda de informac¸a˜o [16, 17].
E´ chamada de trajeto´ria dinaˆmica a evoluc¸a˜o real no tempo do sistema
pelo espac¸o completo [16]. Para cada conjunto diferente de condic¸o˜es iniciais necessa´rio a
um dado sistema, gera-se uma trajeto´ria dinaˆmica u´nica no espac¸o de fase completo, cuja
poss´ıvel soluc¸a˜o assinto´tica pode ou na˜o ser semelhante para condic¸o˜es iniciais distintas.
As equac¸o˜es dinaˆmicas que regem o sistema tambe´m sa˜o responsa´veis por gerar restric¸o˜es
ou transic¸o˜es bastante espec´ıficas a` evoluc¸a˜o das trajeto´rias no espac¸o de fase. Os pontos
fixos sa˜o pontos no espac¸o de fase que confinam trajeto´rias dinaˆmicas. No caso espec´ıfico
em que a trajeto´ria evolui ate´ assumir os valores precisos que definem o ponto fixo, o
sistema fica aprisionado nessa posic¸a˜o do espac¸o de fase com variac¸a˜o nula de suas varia´veis
dinaˆmicas (seja p o ponto fixo, e f(x) a func¸a˜o que descreve a trajeto´ria dinaˆmica desse
sistema, enta˜o df(p)
dt
= 0). Pode-se ainda distinguir os pontos fixos em posic¸o˜es no espac¸o
de fase como esta´veis ou insta´veis. Pontos fixos esta´veis sa˜o aqueles em que pequenas
variac¸o˜es que retirem o sistema dessa posic¸a˜o no espac¸o de fase fazem com que o sistema,
depois de algum tempo, retorne ao mesmo (se existe um raio r e que (r > 0) partindo de
p, onde p e´ o ponto fixo, enta˜o seja dada qualquer condic¸a˜o inicial x a r do ponto e que
fac¸a a func¸a˜o f(x) convergir para p, dizemos enta˜o que p e´ um ponto fixo esta´vel e um
atrator). O outro caso sa˜o dos pontos fixos insta´veis, os quais uma pequena variac¸a˜o em
suas varia´veis de estado o retiram da posic¸a˜o espec´ıfica do ponto fixo no espac¸o de fase,
fazem com que o sistema seja repelido para longe do ponto fixo (considere novamente
(r > 0) partindo de p, enta˜o seja dada qualquer condic¸a˜o inicial x a r do ponto e que fac¸a
a func¸a˜o f(x) divergir de p, dizemos enta˜o que p e´ um ponto fixo insta´vel e um repulsor)
[15].
Em alguns sistemas na˜o lineares tambe´m e´ poss´ıvel observar o chamado
ciclo limite, que e´ caracterizado por uma trajeto´ria fechada no espac¸o de fase [16], podendo
ser esta´vel (atraindo trajeto´rias pro´ximas para o ciclo) ou insta´vel (expelindo trajeto´rias
pro´ximas para longe do ciclo), de forma muito semelhante aos pontos fixos, com a diferenc¸a
que o sistema na˜o fica confinado a apenas um ponto no espac¸o de fase.
Sistemas dinaˆmicos podem possuir um estado inicial transiente de evoluc¸a˜o
dinaˆmica, o qual na˜o necessariamente reflete a dinaˆmica do sistema como um todo. Nor-
malmente tal estado ocorre para sistemas com uma dinaˆmica final estaciona´ria apenas
no in´ıcio de sua evoluc¸a˜o temporal, devido a uma demora do relaxamento de seu regime
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dinaˆmico. Apo´s esse primeiro intervalo, que na˜o necessariamente precisa ser curto, o sis-
tema pode entrar no regime dinaˆmico dito estaciona´rio [16–18]. Um sistema estaciona´rio
pode ser definido atrave´s da na˜o alterac¸a˜o de sua distribuic¸a˜o estat´ıstica ao longo do
tempo, isso implica em na˜o haver tendeˆncia no ca´lculo de seus momentos estat´ısticos (tal
qual a me´dia ou a variaˆncia) com a evoluc¸a˜o dinaˆmica [19].
Em geral, sistemas dinaˆmicos possuem o que e´ chamado de paraˆmetros,
essas quantidades dizem respeito a diversas caracter´ısticas ponderadoras das varia´veis, tal
qual a capacitaˆncia em sistemas capacitivos, ou a constante de elasticidade em estruturas
com molas. Normalmente os mesmos na˜o se alteram (ou se alteram sutilmente) durante a
evoluc¸a˜o dinaˆmica de um sistema. Quando, ao inve´s de analisar a evoluc¸a˜o dinaˆmica do
sistema, estuda-se a variac¸a˜o dos paraˆmetros do mesmo, um dos diversos comportamentos
que podem ser visualizados e´ a perda/ganho de estabilidade de atratores, ao qual da´-se o
nome de bifurcac¸a˜o [16]. As mudanc¸as dinaˆmicas devido a`s variac¸o˜es de paraˆmetros em
geral na˜o ocorrem de uma forma qualquer, existe um nu´mero limitado de tipos diferentes
de bifurcac¸o˜es que sa˜o capazes de descrever tais mudanc¸as para uma gama grande de
sistemas dinaˆmicos [15]. Uma ferramenta bastante u´til para avaliac¸a˜o de bifurcac¸o˜es e´ o
diagrama de bifurcac¸o˜es, que consiste em determinar os pontos visitados assintoticamente
(pontos fixos, o´rbitas perio´dicas ou atratores cao´ticos) pelo sistema no espac¸o de fase, com
relac¸a˜o a` variac¸a˜o de um paraˆmetro relevante do sistema.
Sistemas cujas trajeto´rias dinaˆmicas sa˜o infinitamente sens´ıveis a`s condic¸o˜es
iniciais, sa˜o conhecidos sistemas cao´ticos [16–18]. O diagrama de bifurcac¸o˜es e´ uma repre-
sentac¸a˜o visual, cuja variac¸a˜o de um dado paraˆmetro apresenta a mudanc¸a dos estados
assinto´ticos da varia´vel analisada. Dessa forma, e´ poss´ıvel ver que variac¸o˜es pequenas
no paraˆmetro levam a estados de per´ıodo 1 migrarem para per´ıodo 2 e eventualmente
para estados com muitos per´ıodos. Outra ferramenta bastante utilizada na literatura e´
o expoente de Lyapunov [16–18]. Essa te´cnica mede o quanto uma trajeto´ria dinaˆmica
diverge de outra, devido a` sensibilidade a`s condic¸o˜es iniciais [16].
O sistema constru´ıdo nesse trabalho enquadra-se no regime na˜o-linear.
Ale´m disso, o paraˆmetro de controle escolhido faz com que o sistema apresente compor-
tamento cao´tico.
Subsec¸a˜o 2.1.2
Sincronizac¸a˜o
Ate´ o presente momento avaliamos somente caracter´ısticas pro´prias de
um u´nico sistema dinaˆmico, sem entretanto considerar fenoˆmenos devidos a` interac¸a˜o
entre va´rios sistemas. Na natureza sa˜o bastante raros os sistemas independentes (ou
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aproximadamente independentes), de tal forma que os sistemas f´ısicos em geral interagem
uns com os outros, com resultados os mais diversos poss´ıveis. Como exemplo de tais
interac¸o˜es entre va´rios sistemas f´ısicos, podemos citar o fenoˆmeno clima´tico natural El
Nino˜ (ENSO-El Nino˜-Southern Oscillation) (aumento anoˆmalo da temperatura oceaˆnica
do Pac´ıfico equatorial) [20], que possu´ı relac¸a˜o com o aumento de precipitac¸a˜o nos estados
do sul do Brasil [21] ao mesmo passo que ha´ uma reduc¸a˜o me´dia do nu´mero de furaco˜es na
porc¸a˜o norte do oceano Atlaˆntico [22]. Tanto a regia˜o sul do Brasil quanto os furaco˜es em
uma a´rea espec´ıfica do oceano Atlaˆntico sa˜o sub-sistemas clima´ticos terrestres, que, em
princ´ıpio, na˜o necessariamente precisariam estar fortemente ligados a outro sub-sistema
no oceano Pac´ıfico. Outro exemplo de sistemas interagentes sa˜o as redes de energia ele´trica
nacionais. Esses sistemas funcionam de tal forma que a perda de relac¸a˜o (assincronia)
entre os diferentes entes (eg.: uma usina hidroele´trica de grande porte) que o compo˜em
ou a retirada su´bita de algum agente da rede (eg.: rompimento de linhas conectando uma
grande geradora no sistema ele´trico nacional), pode gerar efeitos em cascata com graves
consequeˆncias para a integridade do sistema [23].
No caso espec´ıfico de sistemas dinaˆmicos, essas ligac¸o˜es entre diferentes
sistemas sa˜o feitas atrave´s de acoplamentos. Os acoplamentos podem tomar as mais
variadas formas, mas sempre criam uma relac¸a˜o direta entre varia´veis ligadas a cada um
dos sistemas dinaˆmicos em questa˜o.
Dado dois sistemas lineares, se o acoplamento entre eles e´ linear, eles teˆm
como soluc¸a˜o geral uma superposic¸a˜o das soluc¸o˜es individuais de ambos os sistemas [17],
respeitando o principio de superposic¸a˜o. Mas, como pode ser observado em diversos casos
teo´ricos [24] e experimentais [17], quando os sistemas possuem alguma forma de na˜o-
linearidade, o princ´ıpio de superposic¸a˜o na˜o e´ mais va´lido e a soluc¸a˜o geral dos sistemas
acoplados pode ser totalmente distinta. Um dos diversos efeitos que podem surgir nesses
casos e´ a sincronizac¸a˜o dos sistemas.
O primeiro relato na cieˆncia moderna de sincronizac¸a˜o de sistemas foi feito
por Huygens em 1665 observando relo´gios pendulares. Foram postos dois desses relo´gios
sobre uma superf´ıcie de rigidez finita, e depois de algum tempo observou-se que ambos
os osciladores sincronizaram. A sincronizac¸a˜o nesse exemplo pode ser definida por dois
osciladores cujas fases eram φ
′
1(t) e φ
′
2(t), e apo´s o tempo inicial de interac¸a˜o tem-se que
(φ
′
1(t) = φ
′
2(t), ∀t).
Existem atualmente diversos tipos diferentes de sincronizac¸a˜o, mas para
o presente trabalho sa˜o mais relevantes a sincronizac¸a˜o de fase (total e parcial) e a sin-
cronizac¸a˜o completa. A sincronizac¸a˜o de fase hoje em dia e´ apenas uma extensa˜o do
conceito de Huygens, no sentido em que e´ necessa´rio para os sistemas dinaˆmicos uma
caracterizac¸a˜o por fase (com periodicidade em 2pi com respeito a`s varia´veis dinaˆmicas
escolhidas), e na˜o apenas relativo a oscilac¸a˜o espacial dos sistemas. O termo parcial diz
respeito a uma sincronizac¸a˜o de fase que na˜o engloba todos os elementos do sistema, mas
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uma parcela bem definida de elementos do mesmo, enquanto a total chega ao ponto de
englobar todos os elementos do sistema em questa˜o.
A sincronizac¸a˜o completa como o pro´prio nome ja´ diz, ocorre quando os
sistemas acoplados entram em fase e teˆm amplitude (relativo a varia´vel dinaˆmica oscilante)
iguais entre si. Tal tipo de sincronizac¸a˜o so´ pode ser obtido de forma estaciona´ria para
sistemas ideˆnticos, ja´ que isso pode gerar no sistema acoplado uma trajeto´ria u´nica, para
a qual todos os sistemas podem convergir.
As quantificac¸o˜es de tais fenoˆmenos sera˜o apresentadas no decorrer desse
cap´ıtulo.
Sec¸a˜o 2.2
Teoria de Sistemas Complexos
Nessa sec¸a˜o sera´ descrito o conceito de redes complexas, bem como sua
base matema´tica ligada a a´rea de grafos, ale´m dos seus diversos mecanismos de caracte-
rizac¸a˜o.
Subsec¸a˜o 2.2.1
Descric¸a˜o de Sistemas Complexos
Em poucas palavras, pode-se definir sistema por uma colec¸a˜o de ele-
mentos interagentes formando um todo. Embora os sistemas complexos tenham essa
caracter´ıstica, tambe´m se faz necessa´rio que os elementos do sistema, quando observados
globalmente, apresentem um comportamento dinaˆmico diverso do que a simples soma das
partes.
Um exemplo cla´ssico sa˜o as formigas, que, em geral, na˜o possuem comu-
nicac¸a˜o de longa distaˆncia com uma formiga centralizadora, mas possuem capacidade de
se comunicar com seus pares pro´ximos, via contato f´ısico e qu´ımico [25, 26]. Para assistir
a`s necessidades da coloˆnia, a informac¸a˜o necessa´ria e´ passada de formiga para formiga,
que, em geral, precisa decidir qual func¸a˜o executar a partir da informac¸a˜o recebida. Tal
cooperac¸a˜o de uma coloˆnia de formigas, resultado de interac¸o˜es locais e na˜o da existeˆncia
de um elemento central controlador, e´ chamado de comportamento emergente. O termo e´
definido por efeitos de larga escala devido a agentes localmente interagentes, cuja macro
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resposta e´ “surpreendente” e de dif´ıcil predic¸a˜o [13].
Na natureza, em especial no reino animal, as formigas na˜o sa˜o as u´nicas a
apresentar esse comportamento coordenado, sem um agente centralizador. De fato, car-
dumes de peixes possuem a capacidade coordenada de mudar de direc¸a˜o, devido somente
a me´dia direcional de seus vizinhos [27, 28]. Um aglomerado de pa´ssaros conseguem mo-
dificar suas atividades, a fim de que os indiv´ıduos alternem para a busca de predadores
quando a maioria esta´ se alimentando, ou, caso a maioria esteja procurando por preda-
dores, individualmente comec¸a-se a mudar de tarefa para alimentac¸a˜o [29]. Tais efeitos
surgem mesmo que a interac¸a˜o dos elementos seja de forma simples, mas que geram efeitos
globais complexos.
Do ponto de vista social, pode-se citar as redes de mobilidade mundial,
tal qual a rede de aviac¸a˜o civil, exemplificada pela Fig. (2.1), com sua dinaˆmica e sincro-
nismo impressionantes. No caso clima´tico e´ poss´ıvel gerar uma construc¸a˜o do tipo redes
complexas, a qual impo˜e alguns entraves como assumir que o sistema e´ composto por um
conjunto de equac¸o˜es diferenciais de baixa dimensa˜o, que interagem fisicamente atrave´s
de uma discretizac¸a˜o espacial com seus vizinhos (gerando transfereˆncia de energia e mo-
mento dos ventos de uma forma simplificada), mas que ja´ e´ amplamente utilizado mesmo
em modelos das cieˆncias tradicionais do clima como os AOGCMs (atmosphere-ocean ge-
neral circulation model) [30]. Do ponto de vista das redes, ha´ um ganho considera´vel
no ferramental a ser utilizado nas ana´lises dessas estruturas bem estabelecidas, gerando
concluso˜es de causalidades antes na˜o verificadas [31].
Figura 2.1: Mapa mundial com os destinos locais e internacionais das 7 maiores companhias de aviac¸a˜o
em janeiro de 2010 (imagem obtida de [32]).
Em especial, devido ao escopo do trabalho, na˜o poderia ser esquecido o fato
de sistemas neuronais serem redes complexas. A relativa simplicidade do comportamento
neuronal individual (embora exista uma grande diversidade do ponto de vista funcional e
estrutural), faz com que os processos que o coletivo dessas pequenas estruturas sa˜o capazes
de realizar (armazenamento, processamento e compressa˜o de informac¸a˜o) os defina como
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uma impressionante rede complexa.
Em resumo, todos esses sistemas, bem como outros sociais, econoˆmicos,
biolo´gicos e assim por diante, possuem o mesmo conjunto de caracter´ısticas quando com-
plexos. Eles surgem devido a` interac¸a˜o de um grande nu´mero de agentes interagentes,
exibem o supracitado efeito de comportamento emergente e na˜o necessitam da existeˆncia
de um controlador central.
Subsec¸a˜o 2.2.2
Modelos e Simulac¸o˜es
Do ponto de vista da teoria de sistemas dinaˆmicos, modelos sa˜o simpli-
ficac¸o˜es matema´ticas capazes de representar aspectos importantes de sistemas naturais.
Nesse caso pra´tico existe uma diferenc¸a sutil entre uma simulac¸a˜o e um modelo. Um
modelo deve, em geral, possuir as caracter´ısticas consideradas essenciais do sistema mo-
delado, das quais sem essas o sistema perderia toda importaˆncia e provavelmente na˜o
existiria como e´ visto ou concebido. Em uma simulac¸a˜o e´ necessa´rio o maior nu´mero de
informac¸o˜es poss´ıveis, de modo que este seja capaz de reproduzir com a maior fidelidade
o sistema real. Em um modelo, diversas destas caracter´ısticas provavelmente seriam irre-
levantes, pois o mesmo busca descrever os fenoˆmenos essenciais, e na˜o todos os inu´meros
efeitos para maior fidelidade.
O modelo de evoluc¸a˜o populacional e´ cla´ssico e exemplifica bem esse con-
ceito de caracter´ısticas essenciais do sistema. Nesse caso, qualquer conjunto de equac¸o˜es
que busque modelar evoluc¸a˜o populacional, excluindo-se imigrac¸a˜o e emigrac¸a˜o, deveria
levar em considerac¸a˜o duas caracter´ısticas, de acordo com Hutchinson [33]:
1. Todo organismo vivo precisa possuir pelo menos um pai do mesmo tipo.
2. Em um espac¸o finito, devido a efeitos ambientais, deve haver um limite superior
para o nu´mero de organismos no mesmo espac¸o.
Ha´ muitas outras caracter´ısticas caso o objetivo fosse a simulac¸a˜o, mas no
caso de um modelo, esses dois podem ser suficientes para crescimento populacional.
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Subsec¸a˜o 2.2.3
Teoria de Grafos
A teoria de grafos e´ uma a´rea muito vasta em matema´tica, podendo ser
trac¸ada desde o trabalho pioneiro de Leonhard Euler, quando resolveu o problema icoˆnico
das pontes de Ko¨nigsberg em 1736. Ha´ sete pontes que ligam a cidade entre suas diferentes
regio˜es, na qual esta˜o inclu´ıdas duas grandes ilhas. O problema consistia em atravessar
todas as sete sem repetir nem um caminho, sem cruzar ate´ a metade e depois terminar de
cruza´-lo pelo outro lado ou utilizar qualquer tipo de caminho que na˜o fossem as pontes
esquematicamente representada na Fig. (2.2). Euler, na e´poca, provou que tal soluc¸a˜o
era imposs´ıvel, e fez uma descric¸a˜o matema´tica rigorosa do problema, revelando que as
massas de terra eram irrelevantes ao problema, e assim definindo as bases para a teoria
de grafos [34].
Figura 2.2: A
figura apresenta
a estrutura geral
do problema
das pontes de
Ko¨nigsberg
(atual Kalinin-
grado, Ru´ssia),
resolvido por
Euler em 1736
(imagem adap-
tada de [35]).
A rigor um grafo G e´ definido por um conjunto de elementos do tipo
G(N,E), onde N e´ um elemento na˜o nulo e conta´vel chamado ve´rtice (ou nodo), enquanto
E define-se por um par de diferentes ve´rtices chamada de ligac¸a˜o. Pode-se construir para
o grafo G sua matriz de conexa˜o, tambe´m denominada, em casos bina´rios, de matriz de
adjaceˆncia. Os elementos de uma dada matriz de adjaceˆncia sera˜o aij = 1 se, e somente
se, os ve´rtices i e j esta˜o conectados entre si. Caso na˜o haja conexa˜o entre o elemento i e j
enta˜o aij = 0. Para um grafo na˜o direcional tambe´m e´ verdade que, se i esta´ conectado a
j, j tambe´m vai estar conectado a i na matriz de adjaceˆncia. Para grafos direcionados tal
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refletividade quanto a` diagonal principal da matriz de adjaceˆncia na˜o existe, sendo que,
no caso de um grafo G
′
direcional, a matriz comportaria o caso de a
′
ij 6= a′ji (exemplos nas
Fig. (2.3) e (2.4)).
Figura 2.3: Ilustrac¸a˜o da
t´ıpica estrutura de grafos,
com 6 nodos e 9 conexo˜es.
A Fig. (2.3 - a) ilustra
um grafo na˜o direcional, en-
quanto (b) e´ direcional.
Outra caracter´ıstica importante na definic¸a˜o do grafo, sa˜o os valores dos
pesos intr´ınsecos nos termos de conexa˜o. Isso implica em dizer que ha´ diferenciac¸a˜o entre
as intensidades das conexo˜es no grafo. Para grafos com pesos, as conexo˜es entre o ve´rtice
i e j podem ter valores diversos do convencional conectado (1) e na˜o conectado (0).
Um grafo e´ considerado completo quando todos os seus nodos possuem
conexo˜es uns com os outros, e desconectado quando pelo menos um de seus nodos na˜o
possui conexa˜o com os outros elementos. Quando, partindo de um dado nodo de um grafo
e seguindo um caminho pelas conexo˜es que o compo˜e, e´ poss´ıvel retornar ao nodo inicial
sem nunca seguir por uma conexa˜o que ja´ foi atravessada, temos um grafo c´ıclico.
Por fim, ha´ inu´meras outras definic¸o˜es de conceitos pro´prios de grafos,
mas para esse trabalho o conceito de vizinhos e´ bastante relevante. Um dado nodo e´
considerado vizinho de ordem n de outro, quando esta´ a no mı´nimo n nodos de distaˆncia do
outro. Podemos definir vizinhos de 1a ordem, que sa˜o os que ficam diretamente conectados
ao nodo base, de 2a ordem, que sa˜o aqueles que ficam a dois nodos do nodo base, e assim
por diante (geralmente na˜o se utiliza mais do que 2 elementos de distaˆncia como vizinho).
A seguir sera˜o apresentados conceitos estruturais dos grafos, maiores de-
talhes podem ser encontrados nas refereˆncias [13, 34].
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Figura 2.4: Na
Fig. (2.4) pode-se
ver as matrizes de
adjaceˆncia, con-
siderando branco
(0) e azul (1), do
grafo ilustrado na
Fig. (2.3).
Subsec¸a˜o 2.2.4
Informac¸o˜es Funcionais e de Estrutura de Redes
Uma das medidas mais importantes proveniente das redes e´ o livre cami-
nho me´dio, o qual e´ uma medida importante para se avaliar a estrutura do grafo. Um
dos mais ce´lebres experimentos feitos nesse contexto foi realizado pelo psico´logo Stanley
Milgram [36] nos anos 60, o qual enviou 96 pacotes a pessoas “aleato´rias” em Omaha
(Nebraska - EUA) contendo um livreto com um conjunto de detalhes sobre a quem o
pacote deveria chegar, mas os mesmos deveriam enviar os pacotes a pessoas que eles co-
nheciam e que lhes parecia mais pro´ximo do sujeito em questa˜o (no caso o sujeito era
amigo do pro´prio Stanley e morava em Boston (Massachusetts - EUA). Havia apenas
mais um detalhe nessas instruc¸o˜es, a cada pessoa que o pacote passava deveria ser ano-
tado tal informac¸a˜o. Dos 96 pacotes, chegaram ao destino final 18, e o nu´mero me´dio de
pessoas que cada pacote “percorreu” foi 5,9. Dependendo de como experimentos dessa
natureza sa˜o realizados, os nu´meros variam mas a me´dia nunca e´ ta˜o grande levando em
considerac¸a˜o o nu´mero elevado de elementos. A “distaˆncia”entre os pares de pessoas do
ponto de vista da teoria de redes e´ o menor caminho entre eles. Nesse texto, sera´ usado
Lij (sendo i e j nodos, com i 6= j) para caracterizar o menor caminho entre quaisquer dois
nodos (no exemplo acima os nodos sa˜o as pessoas, mas podem ser centrais de energia,
cidades, pesquisadores, neuroˆnios ou mesmo pontos em se´ries temporais).
O diaˆmetro de um grafo pode ser escrito como segue:
dG = maxij(Lij), (2.1)
e, para definir o livre caminho me´dio, basta fazer a me´dia sobre todos os menores caminhos
no grafo de acordo com:
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〈L〉G = 1
N(N − 1)
∑
ij
Lij. (2.2)
Por construc¸a˜o, necessariamente dG > 〈L〉G. Ale´m dessas caracterizac¸o˜es
lineares da dimensa˜o de um grafo, ha´ outras como excentricidade ou mesmo o raio (dG
2
) de
um grafo. Tais conceitos e alguns outros podem ser encontrados nas seguintes refereˆncias
[13, 34].
Ha´ va´rios meios de se caracterizar as importaˆncias espec´ıficas de um dado
nodo em um grafo, para esse tipo de ana´lise da´-se o nome de centralidade. O grau de um
dado nodo e´ definido pelo nu´mero de conexo˜es entrando ou saindo do mesmo. Devido ao
fato de haver redes direcionais e na˜o direcionais, e´ necessa´rio definir dois tipos diferentes
de grau. O grau de um grafo pode ser escrito matematicamente pela Eq. (2.3) como
segue:
ki = kin,i + kout,i, (2.3)
onde kin,i e kout,i sa˜o, respectivamente, o grau de conexo˜es de entrada e o de sa´ıda. Para
um grafo na˜o-direcional (ou bidirecional nesse caso) teremos kin,i = kout,i. Eles sa˜o dados
por (2.4) como segue
kin,i =
∑
j
aij, kout,i =
∑
j
aji. (2.4)
A centralidade por proximidade avalia a distaˆncia me´dia de um nodo a
outro nodo, tal qual a Eq. (2.5). Quanto menores as distaˆncias entre o nodo em questa˜o,
e quaisquer outros nodos do grafo, maior sera´ a centralidade desse nodo perante o grafo.
gi =
1∑
j 6=i Lij
(2.5)
Outros tipos de centralidade podem ser encontrados nas refereˆncias [13,
34].
Juntamente com a ideia de centralidade que avalia a relevaˆncia de um
dado nodo em toda rede, ha´ uma forma de ana´lise que preza pela estrutura local do
nodo. O fenoˆmeno estudado por essa ana´lise e´ conhecido por aglomerac¸a˜o (ou cluste-
ring). A aglomerac¸a˜o pode ser medida para um gra´fico na˜o direcional pelo coeficiente de
aglomerac¸a˜o:
Ci =
ei
ki(ki − 1)/2 , ki > 0 (2.6)
que mede a raza˜o entre o nu´mero de conexo˜es feitas pelos vizinhos de um dado nodo i, e o
nu´mero total de conexo˜es poss´ıveis entre eles [37]. Pode-se escrever o nu´mero de conexo˜es
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entre os vizinhos de i (ei) como:
ei =
1
2
∑
jl
aijajlali, (2.7)
lembrando que esse grafo e´ na˜o direcional e sem pesos. E´ fa´cil ver que tal medida so´ faz
sentido para ki > 1, caso contra´rio na˜o haveria conexa˜o entre os vizinhos de i, ja´ que
existiria apenas 1 ou nenhum vizinho.
Com esses conceitos em ma˜os e´ poss´ıvel definir o coeficiente me´dio de
aglomerac¸o˜es pela Eq. (2.8).
〈C〉 = 1
N
∑
i
Ci (2.8)
Subsec¸a˜o 2.2.5
Tipos de Redes
A primeira classe de redes sa˜o as redes regulares, que podem ser defini-
das como sendo aquelas em que os nodos teˆm o mesmo nu´mero de ligac¸o˜es (vizinhos),
garantindo assim o mesmo grau a cada nodo. Para uma rede regular e direcional, todos
os nodos da rede precisam ter o mesmo nu´mero de ligac¸o˜es de entrada e sa´ıda.
As redes aleato´rias sa˜o constru´ıdas por conexo˜es entre seus nodos tomados
com uma probabilidade p (Erdo¨s-Renyi ou ER) ao acaso [13]. Via estat´ıstica, e´ poss´ıvel
definir valores aproximados para o coeficiente de aglomerac¸a˜o, diaˆmetro da rede e livre
caminho me´dio. Quando a dimensa˜o da rede aleato´ria for grande, e considerando N o
nu´mero de nodos da rede, 〈k〉 = 1
N
∑
i ki o nu´mero me´dio dos graus dos nodos e p ≈ 〈k〉N
a probabilidade que exista uma conexa˜o entre dois nodos, teˆm-se [13]:
〈C〉aleato´rio ≈ 〈k〉
N
, (2.9)
〈d〉aleato´rio ≈ lnN
ln〈k〉 , (2.10)
〈L〉aleato´rio ∼ lnN
ln(lnN)
, (2.11)
os quais definem as caracter´ısticas t´ıpicas de uma rede aleato´ria.
Para essa pesquisa sera´ de maior valia a classe de redes chamada de redes
de pequeno mundo (ou SW - Small-World). Os idealizadores da primeira construc¸a˜o do
tipo SW [37] basearam-se nas observac¸o˜es feitas por [36, 38] em va´rias redes sociais, cuja
aglomerac¸a˜o era alta e, ao mesmo tempo, exibia um livre caminho me´dio entre os nodos
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baixa. Duncan J. Watts e Steven Strogatz propuseram uma te´cnica capaz de sair de uma
rede altamente organizada em agrupamentos (alto coeficiente de agrupamento), para uma
rede puramente aleato´ria (com baixo livre caminho me´dio).
Na rota de obtenc¸a˜o da rede tipo SW proposta por eles e chamada Watts-
Strogatz, comec¸a-se com um anel de N nodos nos quais cada nodo (i1, i2, ...) e´ sistemati-
camente conectado com outros 2 vizinhos, formando assim uma rede regular anelar com
grau 4 (garantindo um coeficiente de agrupamento alto Eq. (2.8) e um livre caminho
me´dio alto Eq. (2.2)). A partir disso ajusta-se uma probabilidade de reconexa˜o de cada
uma das conexo˜es, de modo que a probabilidade iria variar de 0 (na˜o ha´ reconexo˜es de
conexo˜es existentes) ate´ 1 (todas as conexo˜es originais sera˜o reconectadas a outros nodos).
As reconexo˜es sa˜o feitas a nodos aleato´rios. Um pequeno exemplo segue na Fig. (2.5).
Figura 2.5: Imagem adaptada de [39]. Vemos claramente a transic¸a˜o, indo da esquerda para a direita,
de um sistema regular altamente aglomerado e com alto livre caminho me´dio, para o regime intermedia´rio
chamado SW, ate´ uma rede irregular com baixos livre caminho e aglomerac¸o˜es.
O fenoˆmeno SW comec¸a a surgir quando um sistema altamente agluti-
nado, recebe alguns “atalhos” na rede circular, de modo que o livre caminho me´dio seja
drasticamente reduzido, evitando que o sinal de um dado nodo precise circular toda a
rede para chegar ao seu extremo oposto. Para as redes SW utilizadas nesse trabalho, foi
feito o gra´fico de agrupamentos e de livre caminho me´dio, de modo a se determinar a
probabilidade necessa´ria para estar nesse regime. A Fig. (2.6) mostra tal situac¸a˜o.
De forma mais objetiva, pode-se definir uma varia´vel de me´rito σ. Tal
varia´vel pode ser descrita como segue:
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σ =
γ
λ
, (2.12)
γ =
〈L〉
〈L〉rand λ =
〈C〉
〈C〉rand , (2.13)
de tal forma que os valores 〈L〉rand e 〈C〉rand, podem ser facilmente obtidos para uma rede
com o mesmo nu´mero de nodos e ligac¸o˜es entre os nodos que a rede avaliada, mas com as
ligac¸o˜es entre nodos sendo totalmente aleato´rias. Ja´ os valores 〈L〉 e 〈C〉 sa˜o obtidos do
sistema em questa˜o. Caso a varia´vel de me´rito σ > 1, define-se a rede avaliada como no
regime de pequeno mundo.
Para o presente trabalho, foi utilizado o procedimento desenvolvido por
Neumann-Watts [40], que preveˆ uma forma um pouco diferente para a construc¸a˜o de tais
redes. Ao inve´s de remanejar as arestas, adiciona-se um nu´mero de arestas de acordo com
uma probabilidade que se estende desde 0 ate´ 1, o que implica em uma rede sem arestas
extras ate´ um grafo onde cada nodo recebeu uma aresta extra conectada aleatoriamente
a outro nodo. Logo, o nu´mero de arestas extras sera´ Eextras = Eoriginal ∗ p.
Figura 2.6: A figura apresenta uma rede com N = 256 e E = 32966 onde apenas 326 sa˜o “atalhos”.
Nesse caso e´ mostrado a raza˜o dos agrupamentos e livre caminho me´dio quando comparados aos mesmos
com p=0. O regime SW e´ va´lido para a regia˜o com a maior diferenc¸a entre as curvas.
Por fim, existe tambe´m a classe de redes livre de escala. Uma das carac-
ter´ısticas essenciais para esse tipo de rede e´ que ele segue uma distribuic¸a˜o do tipo lei de
poteˆncia para a distribuic¸a˜o dos graus. Matematicamente, descrevemos como
P (k) ∼ k−Γ, (2.14)
onde P (k) e´ a func¸a˜o distribuic¸a˜o para cada grau k dos nodos, e Γ e´ um expoente que
geralmente fica na faixa de 2 < Γ < 3 para redes livre de escala. Esse tipo de estrutura
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surge na rede mundial de computadores [41], em citac¸o˜es acadeˆmicas [42], em colaborac¸o˜es
cient´ıficas [43], dentre outras.
Esse tipo de rede possui a caracter´ıstica de hubs, aglomerac¸o˜es de elemen-
tos altamente conectados entre si (e geralmente imprescind´ıveis para a estrutura geral
da rede), e normalmente exibem o que e´ chamado de clube dos ricos. Esse efeito e´ de-
corrente de uma caracter´ıstica estrutural da rede, e diz que nodos altamente conectados
tendem a estar conectados a outros nodos altamente conectados, enquanto nodos com
baixo nu´mero de conexo˜es, tendem a estar conectados tambe´m com nodos com baixo
nu´mero de conexo˜es. Para respeitar a estrutura livre de escala, basta que o nu´mero de
elementos com poucas conexo˜es sejam a maioria, e acontec¸a um decre´scimo desse nu´mero
de elementos segundo uma lei de poteˆncia para os elementos mais conectados [13].
Subsec¸a˜o 2.2.6
Rede de Redes
Finalizando a presente sec¸a˜o, descreveremos a estrutura usada no presente
trabalho de pesquisa.
Uma rede e´ um conglomerado de nodos ligados entre si por conexo˜es. Para
se construir uma estrutura de rede de redes, e´ preciso trocar os nodos da rede por novas
redes. Logo, uma rede de redes nada mais e´ do que uma rede global, cujos nodos sa˜o
redes tambe´m. Para facilitar a compreensa˜o de tal estrutura, fala-se de rede externa ou
global para a rede maior cujos nodos sa˜o redes, e para essas u´ltimas da´-se o nome de redes
internas ou locais. O tipo de rede interna na˜o necessariamente precisa ser o mesmo da
externa, muito menos a quantidade de nodos de cada uma.
Esse tipo de construc¸a˜o e´ bastante conveniente para a construc¸a˜o de redes
neurais, ja´ que, como comentaremos mais a frente, redes neurais normalmente sa˜o modu-
lares, ou seja, possuem estruturas menores com comportamentos pro´prios mas que esta˜o
ligados a` estrutura cerebral total.
21
CAPI´TULO 2. SISTEMAS DINAˆMICOS
Sec¸a˜o 2.3
Me´todos de Ana´lise Dinaˆmica em Sistemas
Complexos
Nesta sec¸a˜o sera˜o apresentadas duas das ferramentas utilizadas adiante
nesse trabalho. O primeiro me´todo e´ o paraˆmetro de ordem de Kuramoto, e apresenta
um diagno´stico de sincronia do ponto de vista das fases do sistema. O pro´ximo me´todo e´
a variaˆncia estat´ıstica, que diz respeito a quanto uma amostragem de dados foge de sua
me´dia aritme´tica.
Subsec¸a˜o 2.3.1
Paraˆmetro de Ordem de Kuramoto
Dado um sistema oscilato´rio, o paraˆmetro de ordem de Kuramoto R(t)
traduz o grau de sincronia entre os elementos oscilantes no tempo t [44]. Nesse quesito o
paraˆmetro abrange 0 ≤ R(t) ≤ 1, onde o valor zero indica total assincronia e o valor um
indica total sincronia de fase. A expressa˜o
z(t) = R(t)eiψ(t) =
1
N
N∑
i=1
eiθi(t) (2.15)
mostra o ca´lculo do paraˆmetro para N elementos oscilantes, cuja fase de cada elemento
e´ θi(t), e o termo ψ e´ a fase composta pelos osciladores do sistema. Como pode-se ver na
expressa˜o (2.15), o agrupamento das fases no plano complexo ira´ compor a fase global,
indicando se o sistema de N osciladores esta´ sincronizado ou dessincronizado em fase. A
magnitude do paraˆmetro de ordem dos N elementos oscilantes pode enta˜o ser descrita
por:
R(t) =
∣∣∣∣∣ 1N
N∑
i=1
eiθi(t)
∣∣∣∣∣. (2.16)
Esse me´todo e´ excelente para caracterizar um sistema dinaˆmico de muitos
elementos com relac¸a˜o a` fase, embora na˜o seja um bom quantificador do ponto de vista
de outros tipos de sincronizac¸a˜o, tal qual a sincronizac¸a˜o por atraso (sistema sincronizado
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a menos de uma fase “fixa” qualquer dada por φ), a anti-sincronizac¸a˜o (sistema sincro-
nizado por uma fase de pi) e na˜o consegue distinguir um sistema sincronizado em fase
de um sistema sincronizado completamente (ja´ que a fase, em geral, na˜o esta´ atrelada a
amplitude).
Subsec¸a˜o 2.3.2
Variaˆncia
O valor me´dio de uma amostragem de dados N pode ser descrito por:
µ =
1
N
N∑
i=1
xi, (2.17)
e com o resultado do valor me´dio, podemos definir a variaˆncia de uma populac¸a˜o de
elementos como a seguir:
Σ =
1
N
N∑
i=1
(xi − µ)2 =
( 1
N
N∑
i=1
x2i
)
− µ2. (2.18)
A variaˆncia funciona como um excelente quantificador de sincronizac¸a˜o
total. Isso torna-se mais simples devido a condic¸a˜o de todos os elementos serem pra-
ticamente iguais na sincronizac¸a˜o total, o que acaba por gerar uma me´dia ideˆntica aos
valores que a compo˜em. O que torna essa te´cnica importante e´ que os termos xi da
se´rie em questa˜o na˜o precisam ser fases do oscilador, podendo ser qualquer varia´vel cuja
abrangeˆncia de seu sinal com relac¸a˜o ao valor me´dio se deseje saber.
Sec¸a˜o 2.4
Gra´ficos de Recorreˆncia
Os conceitos ba´sicos de recorreˆncias em sistemas dinaˆmicos datam origi-
nalmente do trabalho de Poincare´ [45], no qual enquanto dissertando sobre o problema de
treˆs corpos, mostrou que uma trajeto´ria, excluindo alguns casos excepcionais, nos quais
a probabilidade de ocorreˆncia e´ infinitamente improva´vel, retorna infinitas vezes o qua˜o
pro´ximo se deseje de suas condic¸o˜es iniciais [14, 46]. O me´todo dos gra´ficos de recorreˆncia
(ou RP - recurrence plots) foi desenvolvido com o intuito de visualizar tais recorreˆncias
23
CAPI´TULO 2. SISTEMAS DINAˆMICOS
[47]. A te´cnica resume-se a` construc¸a˜o de um gra´fico de valores 0 e 1. Marca-se o valor 0
sempre que uma dada trajeto´ria dinaˆmica na˜o passa pro´xima de si mesma em um instante
anterior ou futuro ao avaliado. Em contrapartida, sempre que o sistema passar pro´ximo a
si mesmo ao longo da trajeto´ria dinaˆmica, sera´ marcado o valor 1 no gra´fico de recorreˆncia.
Assim sendo, o termo “pro´ximo” refere-se a uma varia´vel de limiar , que determinara´ se
o sistema esta´ “pro´ximo” o suficiente para ser considerado recorrente. Matematicamente
podemos expressar os RPs como:
Rij() = Θ(− |xi − xj|) (2.19)
onde Θ e´ a func¸a˜o degrau de Heaviside (ou tambe´m conhecida como func¸a˜o degrau
unita´rio), xi e´ a varia´vel dinaˆmica avaliada do sistema (de uma forma mais geral os
mesmos podem ser definidos como vetores), e i = 1, ...,N (com N sendo o tamanho da
se´rie). Algumas das grandes vantagens desse tipo de avaliac¸a˜o sa˜o: a varia´vel x pode
vir, em princ´ıpio, de qualquer conjunto amostral, na˜o e´ exatamente necessa´rio saber a
dimensionalidade (embora existam diversos processos de reconstruc¸a˜o do sistema sendo
o mais comum por imersa˜o [14]) para sua aplicac¸a˜o e geralmente e´ bastante robusto a
contaminac¸a˜o por ru´ıdo [48–50].
Apesar dessa te´cnica na˜o ser quantitativa, qualitativamente ela pode ofe-
recer concepc¸o˜es muito acertadas sobre o sistema em questa˜o, como pode ser observado
na Fig. (2.7).
Figura 2.7: Na figura acima teˆm-se treˆs conjuntos de dados obtidos de diferentes fontes, as figuras (a),
(c) e (e) sa˜o respectivamente uma func¸a˜o seno x(t) = sen(2piωt) (com ω = 0.033), o mapa log´ıstico no
regime cao´tico xt+1 = rxt(xt − 1) (com r = 4.0) e um ru´ıdo branco x = δ (onde δ e´ uma varia´vel pseudo-
aleato´ria entre 0 e 1). Para os casos mostrados nas figuras (b), (d) e (f), apresentam-se respectivamente
os gra´ficos de recorreˆncia das se´ries mencionadas previamente com  = 0.1 das mesmas normalizadas.
Na Fig. (2.7 - a) e´ poss´ıvel ver um padra˜o totalmente regular, pro´prio
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de um sistema perio´dico, como de fato e´ o caso. Em (b) ha´ diversas estruturas que
parecem um pouco regulares, mas que na˜o sa˜o em todo espac¸o, denunciando algum tipo
de estrutura determin´ıstica mas na˜o regular como no primeiro caso. No u´ltimo caso ha´ um
gra´fico totalmente irregular, onde praticamente na˜o e´ poss´ıvel notar estruturas. Mesmo
sem uma ana´lise mais apurada dos sistemas em questa˜o, foi poss´ıvel retirar informac¸o˜es
qualitativas muito relevantes, que normalmente exigiriam alguns me´todos mais complexos.
Um ponto importante a ser ressaltado quanto ao me´todo e tudo que deriva
dele, e´ que a qualidade dos resultados obtidos pela te´cnica depende sempre de uma boa
escolha do paraˆmetro limiar . Por boa escolha, diz-se aquele caso em que o gra´fico
apresenta as estruturas dinaˆmicas relativas ao seu comportamento. Ha´ diversos trabalhos
na literatura que lidam com esse problema [51–54], mas como regra geral utiliza-se um
valor que na˜o exceda 10% do diaˆmetro do espac¸o de fase, e evita-se um valor pequeno
demais com resultados sem recorreˆncia. Ale´m do pro´prio limiar, e´ poss´ıvel definir os
gra´ficos de recorreˆncia de formas distintas visando diferentes propo´sitos [14].
Para uma caracterizac¸a˜o mais precisa de acordo com o princ´ıpio de re-
correˆncia de Poincare´, tal conjunto amostral de dados em um dado sistema dinaˆmico
deveria estar no regime estaciona´rio [55]. Como, para a grande maioria dos sistemas,
caracterizar rigorosamente tal regime nem sempre e´ algo fact´ıvel, usa-se algumas ta´ticas,
tais como conceber uma quase estacionariedade (com flutuac¸o˜es pequenas na me´dia e
variaˆncia) ou janelamento (divisa˜o de um conjunto amostral em subconjuntos) da se´rie
em sub-se´ries, as quais possam apresentar tais caracter´ısticas em seu subconjunto de da-
dos. Caso haja um conjunto de dados de dimensa˜o M , um subconjunto de dados N
que sera´ analisado poderia ser extra´ıdo, onde N ≤ M e M > 1. Quando feito o gra´fico
de recorreˆncia por janelas, toma-se uma regia˜o diminuta do espac¸o compreendido pelo
gra´fico de toda a se´rie M . Para alguns casos e´ interessante tomar va´rias janelas diferentes
em instantes distintos da se´rie de dados, esses instantes em geral sa˜o tomados de forma
perio´dica a cada S pontos, onde S ≥ 1 com S < N. Devido ao grande nu´mero de janelas
que podem ser obtidas dessa forma, as ana´lises visuais acabam por se tornar demasiada-
mente complicadas, de modo que os quantificadores de recorreˆncias tornam-se muito mais
u´teis.
Subsec¸a˜o 2.4.1
Quantificadores de Recorreˆncia
Com o objetivo de ir ale´m dos resultados visuais providenciados pe-
los gra´ficos de recorreˆncia, muitas medidas de complexidade em estruturas geradas nos
gra´ficos foram criadas [53, 56, 57], e sa˜o conhecidas na literatura por ana´lise dos quan-
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tificadores de recorreˆncia (ou RQA - recurrence quantification analysis). Essas medidas
em geral tendem a avaliar a densidade de recorreˆncia ou estruturas horizontais e verticais
nos gra´ficos. A seguir sera˜o apresentados algumas das mais relevantes ana´lises, sendo que
muitas outras podem ser encontradas nas refereˆncias citadas.
A medida mais simples proveniente dos gra´ficos de recorreˆncia, e´ a taxa
de recorreˆncia (ou RR - recurrence rate). Essa medida pode ser descrita por:
RR() =
1
N2
N∑
i,j=1
Ri,j(), (2.20)
e quantifica a densidade de pontos recorrentes no Ri,j. Por seguinte ha´ as medidas base-
adas em estruturas verticais nos RPs, sendo a mais simples delas a laminaridade (ou Λ
e LAM - laminarity). Tal quantificador evidencia o nu´mero de verticais maiores do que
um limiar (chama-se esse limiar de vmin), quando comparado ao nu´mero total de verticais,
como pode ser visto na seguinte expressa˜o:
Λ() =
∑N
v=vmin
vP (, v)∑N
v=1 vP (, v)
. (2.21)
Esse me´todo e´ bastante eficiente na detecc¸a˜o de eventos intermitentes em
se´ries dinaˆmicas [14]. O termo P (, v) diz respeito a` frequeˆncia de verticais com dimensa˜o
v. Mais especificamente, pode-se escrever o histograma de verticais no Ri,j() com verti-
cais v pela relac¸a˜o:
P (, v) =
N∑
i=1
N−v−1∑
j=1
(1−Ri,j())(1−Ri,j+v+1())
v∏
k=1
Ri,j+k+1(). (2.22)
A me´dia do tamanho das estruturas verticais do Ri,j() fornece o tempo
de aprisionamento (TT () - trapping time), que pode ser escrito como:
TT () =
∑N
v=vmin
vP (, v)∑N
v=vmin
P (, v)
, (2.23)
e quantifica uma estimativa do tempo que o sistema vai permanecer preso a um estado
dinaˆmico espec´ıfico. Tambe´m e´ poss´ıvel fazer o mesmo ca´lculo para as diagonais no
gra´fico de recorreˆncia, o procedimento e´ semelhante ao feito com as verticais, mas a
esse quantificador da´-se o nome de determinismo (ou ∆ e DET - determinism). Esse
quantificador especificamente avalia se trajeto´rias mais longas no espac¸o de fase, seguem
ao longo de diferentes tempos, paralelamente pro´ximas umas das outras. Em resumo, o
me´todo busca quantificar o qua˜o determin´ıstico o sistema e´ com relac¸a˜o a sua evoluc¸a˜o
temporal recorrente. Matematicamente expressa-se como segue:
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∆() =
∑N
l=lmin
lP (, l)∑N
l=1 lP (, l)
, (2.24)
onde agora o termo P (, l) funciona como P (, v) mas para as diagonais. Analogamente,
podemos escrever a Eq. (2.25) para o histograma das diagonais no Ri,j().
P (, l) =
N−l−1∑
i,j=1
(1−Ri,j())(1−Ri+l+1,j+l+1())
l∏
k=1
Ri+k+1,j+k+1() (2.25)
O correspondente do ponto de vista das diagonais com respeito a`s verticais
do tempo de aprisionamento (TT ()) e´ a me´dia do tamanho das diagonais e pode ser
escrita pela Eq. (2.26). Esse quantificador pode ser interpretado como o tempo me´dio de
permaneˆncia da trajeto´ria dinaˆmica de um sistema em regio˜es espec´ıficas do espac¸o de
fase [14].
L() =
∑N
l=lmin
lP (, l)∑N
l=lmin
P (, l)
(2.26)
Os avanc¸os em me´todos acerca dessa te´cnica sa˜o considera´veis. Especial-
mente pela sua amplitude de aplicac¸o˜es, que variam desde economia [58] e sau´de [59] ate´
sistemas biolo´gicos como trataremos mais a frente nesse trabalho.
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Cap´ıtulo 3
Apresentac¸a˜o e Desenvolvimento de
Modelos Neuronais Capacitivos
“Algue´m que nunca cometeu erros, nunca tratou de
fazer algo novo.”
Albert Einstein
A modelagem computacional de sistemas acontecem em praticamente to-
das as a´reas do conhecimento. Uma das que mais avanc¸a e ganha relevaˆncia e´ a mode-
lagem de sistemas biolo´gicos [60]. Ha´ trabalhos em diversas a´reas tais como modelagem
de doenc¸as infecciosas [61], ecologia [62], evoluc¸a˜o celular [63], entre muitos outros. No
presente trabalho, a a´rea na qual nos concentramos e´ a neuronal, mais especificamente de
rede de redes neuronais, sendo que, com um conjunto espec´ıfico de equac¸o˜es diferenciais,
e´ poss´ıvel simular comportamentos t´ıpicos observados experimentalmente. O presente
cap´ıtulo apresenta os conceitos ba´sicos acerca dos neuroˆnios que sa˜o importantes para os
modelos, e mostra como tais conceitos sa˜o incorporados na abordagem capacitiva de mo-
delagem neuronal, e termina por apresentar o modelo base desse tipo de ana´lise (o modelo
de Hodgkin-Huxley) e a extensa˜o que, de fato, foi utilizada nesse trabalho (denominado
modelo de Huber-Braun).
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Sec¸a˜o 3.1
O Neuroˆnio e as Equac¸o˜es de Hodgkin-Huxley
A presente sec¸a˜o parte da concepc¸a˜o ba´sica acerca dos neuroˆnios, passa
pelas primeiras abordagens teo´ricas do ponto de vista de equac¸o˜es diferenciais capacitivas
e mostra a construc¸a˜o do modelo de Hodgkin-Huxley.
Subsec¸a˜o 3.1.1
Caracter´ısticas Ba´sicas dos Neuroˆnios
O neuroˆnio e´ uma ce´lula especializada com capacidade de transmitir in-
formac¸a˜o atrave´s de sinais ele´tricos e qu´ımicos. Os sinais sa˜o enviados por um processo
denominado sinapse, que ocorre entre um neuroˆnio e outro pela conexa˜o entre o axoˆnio
do emissor e os dendritos do receptor, como mostra a Fig. (3.1) [9].
Figura 3.1: Ilustrac¸a˜o da forma e estruturas ba´sicas de um neuroˆnio. Imagem obtida de [64].
Tipicamente ha´ neuroˆnios de diversas formas, mas, em geral, todos pos-
suem caracter´ısticas comuns como as mencionadas. Em um ambiente neural, ha´ em geral
de 10 a 50 vezes mais ce´lulas glias do que ce´lulas neuronais. Tais ce´lulas realizam diversas
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tarefas de suporte ao sistema neural. A rede neuronal humana e´ composta de aproxima-
damente 1011 elementos, dispostos em diversas regio˜es funcionais e conectadas entre si
por trilho˜es de sinapses.
A importante caracter´ıstica de transmissa˜o de informac¸a˜o do neuroˆnio,
acontece em grande parte devido a` membrana celular. Essa importante estrutura celular
possui algo entre 3 a 5 nm de espessura, sendo composta essencialmente por uma camada
dupla lip´ıdica e por prote´ınas (Fig. (3.2)), mantidas coesas principalmente por ligac¸o˜es
covalentes [9]. Essa composic¸a˜o realiza uma importante func¸a˜o no neuroˆnio impedindo
que a maioria dos ca´tions e aˆnions (ale´m de diversos outros elementos) a atravessem livre-
mente, agindo como se fosse um capacitor separando as cargas ele´tricas. Dessa maneira
chega-se a um problema de transporte, ja´ que a ce´lula necessita de inu´meras mole´culas do
meio extracelular. Para tanto, quase todas as tarefas associadas a essa estrutura celular
sa˜o realizadas por suas prote´ınas. A quantidade e a diversidade de prote´ınas depende
diretamente da func¸a˜o espec´ıfica da ce´lula em questa˜o.
Figura 3.2: Imagem obtida de [65]. Apresenta o aspecto geral da estrutura da membrana celular e seus
componentes.
No caso espec´ıfico dos neuroˆnios, o estudo de potenciais de ac¸a˜o (como
sa˜o chamadas as variac¸o˜es abruptas da tensa˜o atrave´s da membrana celular do neuroˆnio)
depende da caracter´ıstica espec´ıfica de cada tipo de prote´ına, que, do ponto de vista de
modelagem matema´tica neuronal, sa˜o os canais ioˆnicos. Tais canais possuem a capaci-
dade de alterar o chamado potencial de repouso neural, isso e´, quando na˜o esta´ havendo
transfereˆncias bruscas ioˆnicas do meio intracelular para o meio extracelular, temos uma
diferenc¸a de potencial t´ıpica transmembrana. Essas prote´ınas de transfereˆncia de ı´ons
podem ser classificadas em dois grandes grupos, as prote´ınas de chaveamento passivo e
ativo (as quais podem estar abertas ou fechadas). A primeira classe na˜o necessita de ener-
gia para transferir ı´ons de uma regia˜o para outra, enquanto o segundo tipo geralmente
gasta energia ativamente, quando quebra ATP (adenosine triphosphate), ou passivamente,
quando algum outro mecanismo da membrana usa energia e, consequentemente, abre o
canal [9]. Ambos os casos de prote´ına sa˜o ativados ou realizam tais tarefas devido a` va-
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riac¸a˜o de potencial ele´trico ou de concentrac¸a˜o, o que acaba gerando fluxos ioˆnicos devido
a diferenc¸a de potencial transmembrana e/ou difusa˜o por diferenc¸a de concentrac¸a˜o [66].
Dado esse intrincado conjunto de processos, foram realizados diversos es-
tudos para compreensa˜o e modelagem de tal elemento. Das diversas equac¸o˜es criadas para
modelar comportamentos neuronais, quase todas partiram do trabalho pioneiro de Alan
Lloyd Hodgkin e Andrew Huxley em 1952 [11], cujo objetivo era explicar os mecanismos
ioˆnicos que geravam a propagac¸a˜o de potenciais de ac¸a˜o (um exemplo de potencial de
ac¸a˜o pode ser visto na Fig. 3.3) no axoˆnio gigante da lula. Esse trabalho rendeu aos
dois pesquisadores o preˆmio nobel em fisiologia ou medicina de 1963. Tambe´m foi nele
que surgiram as chamadas equac¸o˜es de Hodgkin-Huxley (ou simplesmente HH), que sa˜o
um conjunto de equac¸o˜es diferenciais na˜o lineares baseado em condutaˆncias. Apo´s esse
trabalho pioneiro, muitos foram os modelos desenvolvidos para simplificar os ca´lculos en-
volvidos [67, 68], ou para agregar comportamentos neuronais distintos daqueles observados
no axoˆnio gigante da lula [12, 69].
Figura 3.3: Figura ob-
tida de [70]. Apresenta a
t´ıpica caracter´ıstica de um
potencial de ac¸a˜o neuro-
nal, com as nomenclaturas
de cada fase. O poten-
cial de repouso ou Nernst
e´ aquele cujas interac¸o˜es
eletro-difusivas o manteˆm
constante, e o potencial li-
miar define a ma´xima di-
ferenc¸a de potencial trans-
membrana sem que haja um
aumento abrupto do mesmo
(despolarizac¸a˜o). A repola-
rizac¸a˜o, e´ o rearranjo devido
as relac¸o˜es eletro-difusivas
dos ı´ons e influeˆncia exter-
nas, que levam o sistema no-
vamente ao potencial de re-
pouso apo´s um pequeno mo-
mento de hiperpolarizac¸a˜o
ioˆnica.
Subsec¸a˜o 3.1.2
O Potencial de Nernst
Pouco antes do modelo de Hodgkin-Huxley, previa-se uma estruturac¸a˜o
f´ısica relativamente simples para um neuroˆnio. O primeiro efeito vem da difusa˜o ioˆnica,
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que pode ser modelado pela lei de Fick (1855). A lei de Fick e´ uma relac¸a˜o para o fluxo
molar JX,diff (
mol
cm2.s
), para a mole´cula em questa˜o X pode-se escrever como segue:
JX,diff = −DX dφX(x)
dx
, (3.1)
onde o termo DX (
cm2
s
) e´ o coeficiente de difusa˜o da mole´cula em questa˜o, e o termo de
concentrac¸a˜o molecular φX(x) (
mol
cm3
) varia unidimensionalmente.
A segunda influeˆncia importante no comportamento neuronal deriva das
relac¸o˜es entre cargas ele´tricas. O mesmo e´ controlado pela separac¸a˜o dos tipos ioˆnicos no
meio neural, que por sua vez e´ realizado pela membrana celular do neuroˆnio. Devido ao
fluxo constante de ı´ons pelos canais da membrana celular, deve haver coliso˜es frequentes
entre esses elementos, de modo que o deslocamento de cargas ele´tricas e´ modelado por
um fluxo molar devido a corrente de deriva, tal qual pode ser visto a seguir:
JX,drift = −DXF
RT
zXφX(x)
dV (x)
dx
R = 8, 314
J
K.mol
; F = 9, 648 × 104 C
mol
, (3.2)
sendo R a constante dos gases ideais, F a constante de Faraday, T a temperatura ioˆnica
e zX a valeˆncia ioˆnica (como exemplo, para o ca´lcio (Ca) assume o valor +2, pota´ssio (K)
+1 e cloro (Cl) -1). Por fim, a expressa˜o da eletro-difusa˜o em 1D e´:
JX = JX,diff + JX,drift = −DX
(dφX(x)
dx
+
DXF
RT
zXφX(x)
dV (x)
dx
)
, (3.3)
a qual foi desenvolvida por Walther Hermann Nernst (1888) e Max Karl Ernst Ludwig
Planck (1890) e por isso e´ chamada de equac¸a˜o de Nernst-Planck. Ela descreve como ı´ons
carregados movem-se em uma dimensa˜o em soluc¸a˜o eletro-difusiva.
A expressa˜o (3.3) apresenta uma fluxo de moles de um tipo ioˆnico atra-
vessando uma determinada unidade de a´rea segundo relac¸o˜es eletro-difusivas, mas na
dinaˆmica neuronal e´ mais relevante saber sobre o fluxo ioˆnico em um determinado per´ıodo
de tempo. Pode-se enta˜o expressar a densidade de corrente ioˆnica pela corrente ioˆnica
como segue:
IX = FzXJX . (3.4)
Caso queiramos avaliar para todos os tipos ioˆnicos, podemos supor a “in-
dependeˆncia” relacional dos canais ioˆnicos e assim escrever com as Eq. (3.3,3.4) a seguinte
expressa˜o:
I = INa + IK + ICl = FzNaJNa + FzKJK + FzClJCl. (3.5)
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Na dinaˆmica neuronal um importante fenoˆmeno e´ o potencial de repouso
(cuja troca de ı´ons via difusa˜o e interac¸a˜o ele´trica atrave´s da membrana celular, gera um
potencial na˜o varia´vel), e para atingir tal objetivo basta igualar a corrente total do sistema
a zero por espe´cie ioˆnica. Lembrando sempre que esses modelos supo˜em independeˆncia
dos tipos ioˆnicos. Assim sendo, fazendo alguma a´lgebra com a Eq. (3.3), obtemos que:
EX =
RT
zXF
ln
[φX(x)out
φX(x)in
]
, (3.6)
e essa expressa˜o caracteriza o potencial de repouso de Nernst, ou simplesmente a equac¸a˜o
de Nernst.
Subsec¸a˜o 3.1.3
Construindo o Modelo de Hodgkin-Huxley
A realidade f´ısica da dinaˆmica neuronal e´ bastante diversa e complexa,
mas e´ poss´ıvel fazer uma boa simplificac¸a˜o e resumi-la a` eletro-difusa˜o ioˆnica e a` volta da
diferenc¸a de potencial transmembrana ao seu estado de repouso. A diferenc¸a de potencial
transmembrana pode ser descrita pela Eq. (3.7), onde Vin e Vext sa˜o respectivamente os
potenciais ele´tricos interno e externo a` membrana celular neuronal e V e´ a diferenc¸a entre
ambos:
V = Vin − Vex. (3.7)
O primeiro mecanismo por tra´s da eletro-difusa˜o e´ o efeito ele´trico. Tal
efeito em ambiente neuronal e´ composto por diversos tipos ioˆnicos. Dos va´rios conheci-
dos, os que possuem comprovadamente maior influeˆncia (a depender do sistema neural)
sa˜o Na+, K+, Ca2+, Mg2+ e Cl− [66]. Nos estudos de Hodgkin-Huxley feitos no axoˆnio
gigante da lula, eles notaram primariamente treˆs tipos de correntes ele´tricas. Uma delas
e´ a corrente de so´dio que sera´ chamada de INa, a outra e´ a corrente de pota´ssio IK e, por
u´ltimo, ha´ a corrente de fuga Il. Hoje sabe-se que tal corrente e´ majoritariamente com-
posta de aˆnions de cloro Cl−. Na e´poca do desenvolvimento do modelo, havia equac¸o˜es
matema´ticas que descreviam tal dinaˆmica eletro-difusiva (como a equac¸a˜o GHK - Gold-
man–Hodgkin–Katz [66]), mas essas consideravam as condutaˆncias da membrana celular
constantes com relac¸a˜o a` diferenc¸a de potencial da mesma. Pelo fato de nas equac¸o˜es de
HH elas alterarem seus valores conforme o potencial, apareceu nas expresso˜es a capacidade
de tornar os termos matema´ticos ativos e desativos (tal qual os canais ioˆnicos).
Modelando o neuroˆnio como se esse fosse um circuito ele´trico (repre-
sentac¸a˜o na Fig. (3.4)), pode-se escreveˆ-lo matematicamente como
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I = Ic − Ii = Cm∂V
∂t
+ Ii, (3.8)
Ii = INa + IK + Il, (3.9)
no qual Ii e´ a corrente ioˆnica total e Ic e´ a corrente capacitiva, enquanto Cm e´ a ca-
pacitaˆncia da membrana celular. Podemos tambe´m escrever as expresso˜es das correntes
como segue:
INa = gNa(V − ENa), (3.10)
IK = gK(V − EK), (3.11)
Il = g¯l(V − El), (3.12)
onde os termos gNa, gK e gl sa˜o as condutaˆncias do so´dio, do pota´ssio e da corrente de fuga,
enquanto ENa, EK e El sa˜o os potenciais de repouso de cada um desses tipos ioˆnicos. Os
valores dos potenciais de repouso sa˜o todos obtidos experimentalmente, e dizem respeito
aos valores da diferenc¸a de potencial transmembrana para o qual um dado tipo ioˆnico
possui sua corrente nula.
Figura 3.4: Circuito equi-
valente que representa ele-
tricamente o modelo de
Hodgkin-Huxley.
Caso as condutaˆncias fossem constantes ter´ıamos um sistema de equac¸o˜es
lineares e oˆhmico, mas elas dependem explicitamente da diferenc¸a de potencial transmem-
brana. Apesar da condutaˆncia de fuga na˜o ser constante, sua variac¸a˜o e´ mı´nima, de modo
que nos experimentos fornecem um valor aproximadamente constante [11, 66].
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Subsec¸a˜o 3.1.4
A Corrente de Pota´ssio
Hodgkin e Huxley fizeram inu´meros testes com a corrente de pota´ssio, ate´
obterem a curva caracter´ıstica da condutaˆncia desse tipo ioˆnico. Um de seus modelos,
postulava que a membrana celular conte´m um nu´mero de canais que podem estar fechados
a todos os ı´ons ou abertos a` passagem de ı´ons de pota´ssio. Cada canal seria controlado por
um grande nu´mero de part´ıculas independentes responsa´veis pelo chaveamento, e cada
uma delas poderia estar aberta ao transporte ioˆnico ou fechada. Como simplificac¸a˜o do
modelo, o pota´ssio so´ poderia atravessar o canal caso todas as part´ıculas de chaveamento
estivessem na posic¸a˜o aberta.
O controle de abertura e fechamento desses canais e´ realizado pela tensa˜o
V1 aplicada a` membrana. A varia´vel de canal n e´ a probabilidade de uma u´nica part´ıcula de
chaveamento do pota´ssio estar em estado aberto. Como essas part´ıculas sa˜o supostamente
independentes entre si, a probabilidade do canal inteiro estar aberto e´ nx, onde x e´ o
nu´mero de part´ıculas de chaveamento no canal.
A curva que melhor se ajustava aos dados corresponderia ao nu´mero de
part´ıculas igual a 4, enta˜o a expressa˜o para o pota´ssio e´
gK = gKn
4. (3.13)
O movimento das part´ıculas de chaveamento nos canais entre os estados
aberto e fechado (respectivamente F e A) pode ser descritos pela seguinte reac¸a˜o qu´ımica
revers´ıvel
F
αn

βn
A (3.14)
Dado que a frac¸a˜o de part´ıculas de chaveamento esta˜o no estado aberto
(A) e´ n, enta˜o as que esta˜o no estado fechado (F ) e´ (1 − n). As varia´veis αn e βn
sa˜o coeficientes de taxa dependentes de V . Sabendo esses detalhes podemos escrever a
seguinte relac¸a˜o de variac¸a˜o de reac¸a˜o qu´ımica como segue:
dn
dt
= αn(1− n)− βnn, (3.15)
onde, de forma geral, para n dependente de t, e introduzindo a variac¸a˜o da tensa˜o podemos
tambe´m escrever:
n(t) = n∞(V1)− (n∞(V1)− n0)e
−t
τn(V1) , (3.16)
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sendo o termo n0 o valor inicial dos estados das part´ıculas de chaveamento, e as varia´veis
n∞(V1) e τn(V1) sa˜o relacionadas aos coeficientes de taxa αn(V1) e βn(V1), assim teˆm-se:
n∞(V1) =
αn
αn + βn
, (3.17)
τ∞(V1) =
1
αn + βn
. (3.18)
Quando a membrana possui uma tensa˜o V1 aplicada, o sistema αn(V1) e
βn(V1) rapidamente assume novos valores, o que significa que n se aproximara´ de n∞(V1)
a uma taxa determinada por τn(V1). Podemos reescrever a expressa˜o (3.15) como:
dn
dt
=
n∞ − n
τn
, (3.19)
onde τn e´ uma constante de tempo e n∞ e´ a probabilidade limite de uma part´ıcula de
chaveamento de canal estar aberta, caso o potencial da membrana seja estaciona´rio para
t → ∞ e τn(V1) ≈ cte. Os procedimentos para se determinar as expresso˜es relativas a`s
taxas foram essencialmente experimentais [11, 66], sendo que, ao final dos ajustes, foram
obtidas as expresso˜es (3.20) e (3.21). Essas expresso˜es em conjunto com as Eq. (3.19),
(3.8) e (3.13) fornecem o conjunto necessa´rio para descrever a corrente de pota´ssio no
axoˆnio gigante da lula.
αn = 0, 010
V + 55
1− e
(
−(V+55)
10
) (3.20)
βn = 0, 125e
(
−(V+65)
80
)
(3.21)
Subsec¸a˜o 3.1.5
A Corrente Ioˆnica de So´dio
Os estudos da corrente ioˆnica de so´dio procederam de forma semelhante
aos da corrente de pota´ssio. A mais nota´vel diferenc¸a veˆm do fato de que a condutaˆncia
de so´dio atinge o seu ma´ximo e decai enquanto a tensa˜o da membrana ainda esta´ despola-
rizando, ou seja, passando do potencial de repouso t´ıpico (≈ −65 mV), para algo pro´ximo
a 10 mV. A esse fenoˆmeno deu-se o nome de inativac¸a˜o.
Dada essa mudanc¸a dinaˆmica distinta do pota´ssio, Alan Hodgkin e Andrew
Huxley precisaram fazer algumas alterac¸o˜es na estrutura geral dessa espe´cie ioˆnica. Para
tanto, foi introduzido um novo tipo de canal h, que representaria o n´ıvel de inativac¸a˜o
ioˆnico. Esse elemento poderia estar inativado ou na˜o estar inativado. A transic¸a˜o entre
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esses dois estados segue a mesma regra aplicada ao pota´ssio, como pode ser visto equac¸a˜o
seguinte:
dh
dt
= αh(1− h)− βhh. (3.22)
Ale´m desse termo inativador da corrente de so´dio, tambe´m ha´ o termo
que nesse caso sera´ descrito pela varia´vel m. Tal termo diz respeito as part´ıculas de
chaveamento para o so´dio e segue a mesma estrutura geral da Eq. 3.22, sendo descrita
por:
dm
dt
= αm(1−m)− βmm. (3.23)
De forma semelhante, foram ajustadas curvas que melhor adequaram-se
aos dados experimentais, obtendo-se assim as diferenc¸as de potencial aplicadas que sa-
turavam a corrente neuronal, ate´ que encontraram as poteˆncias para h e m necessa´rias.
Assim foi obtida a expressa˜o
gNa = gNam
3h, (3.24)
para a condutaˆncia dos ı´ons Na+.
Finalmente, levando-se em conta o mesmo procedimento adotado para o
pota´ssio, foram constru´ıdas equac¸o˜es muito semelhantes a`s do outro tipo ioˆnico, como
pode ser visto nas equac¸o˜es seguintes:
αm = 0, 10
V + 40
1− e
(
−(V+40)
10
) , (3.25)
βm = 4e
(
−(V+65)
18
)
, (3.26)
αh = 0, 07e
(
−(V+65)
20
)
, (3.27)
βh =
1
1 + e
(
−(V+35)
10
) . (3.28)
Um fato relevante a ser observado nesse conjunto de equac¸o˜es e´ que os
termos de taxa relacionados a m, com excec¸a˜o das va´rias constantes, sa˜o exatamente
iguais ao que temos para as varia´veis de taxa de n. Por outro lado, as varia´veis de
taxa relacionadas a`s part´ıculas de chaveamento de inativac¸a˜o h, parecem-se muito com as
outras duas, desde que sejam invertidos os pape´is de α e β. Essa construc¸a˜o matema´tica
serve para agir como um ra´pido inibidor, ja´ que m esta´ elevado a terceira poteˆncia, assim
corroborando com os resultados experimentais [11, 66, 71].
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Subsec¸a˜o 3.1.6
A Corrente de Fuga
Nos experimentos de Hodgkin e Huxley eles observaram que, mesmo
quando as correntes de so´dio e pota´ssio cessavam, havia ainda um fluxo de corrente.
Tal corrente seria, a` e´poca, causada por uma mistura de ı´ons, e eles a chamaram de
corrente de fuga. Para modelar essa corrente, eles assumiram ela como uma corrente re-
sidual cuja condutaˆncia na˜o depende de V . Com uma relac¸a˜o matema´tica quase oˆhmica
(3.12), foi constru´ıda uma expressa˜o matema´tica que reproduzia os dados experimentais.
Atualmente sabe-se que essa corrente e´ gerada pelos ı´ons de cloro, embora haja outros
elementos atuando com menor influeˆncia.
Subsec¸a˜o 3.1.7
O Modelo Completo de Hodgkin-Huxley e o Efeito da
Temperatura
Voltando a` expressa˜o (3.11) e substituindo nela os termos (3.24) e (3.13),
chegamos a` equac¸a˜o base que descreve o potencial de ac¸a˜o neuronal do axoˆnio gigante da
lula:
Cm
dV
dt
= −gl(V − El)− gNam3h(V − ENa)− gKn4(V − EK) + I, (3.29)
onde a corrente I e´ a contribuic¸a˜o l´ıquida em um dado instante das conexo˜es ele´tricas e
qu´ımicas com os neuroˆnios vizinhos. Os valores para todas as constantes podem ser vistos
na Tabela (3.1), os quais sa˜o exatamente os valores obtidos pelo trabalho pioneiro dos
pesquisadores.
Cm = 1,0 µ Fcm
−2
ENa = 50,0 mV gNa = 120, 0 mScm
−2
EK = -77,0 mV gK = 36, 0 mScm
−2
El = -54,4 mV gl = 0, 3 mScm
−2
Tabela 3.1: Os potenciais de repouso para as diferentes correntes do modelo de Hodgkin-Huxley, defi-
nidos de acordo com o trabalho [11].
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A proposta original da construc¸a˜o do modelo era simular um potencial
de ac¸a˜o real. Logo, esse conjunto de equac¸o˜es para I = 0 descrevem a despolarizac¸a˜o
da membrana, com a posterior repolarizac¸a˜o ioˆnica e entrada no estado quiescente do
potencial de repouso (como na Fig. 3.3). Assim, a pec¸a chave do sistema e´ a corrente
externa, que faz com que esses estados de transmissa˜o de informac¸a˜o atrave´s do potencial
de ac¸a˜o, acontec¸a diversas vezes, dependendo da entrada externa de informac¸a˜o.
Na e´poca do desenvolvimento dessas equac¸o˜es, os pesquisadores haviam
notado que a temperatura alterava consideravelmente as curvas experimentais. Tais va-
lores de paraˆmetros apresentados na tabela e equac¸o˜es, foram obtidas para temperatura
T ≈ 6, 3oC. Tipicamente eles observaram que as taxas αX e βX podiam ser descritas em
func¸a˜o da temperatura pelas seguintes relac¸o˜es matema´ticas:
αX(V, T2) = αX(V, T1)Q
T2−T1
10
10 , (3.30)
βX(V, T2) = βX(V, T1)Q
T2−T1
10
10 , (3.31)
onde a temperatura de refereˆncia para definic¸a˜o do valor de Q10 e´ o termo T1, cujo valor
(nesse caso 6, 3oC) tambe´m foi obtido experimentalmente conforme supracitado. Com os
ca´lculos feitos para esse valor espec´ıfico de temperatura T1, a alterac¸a˜o das taxas αX e βX
respeitariam essas relac¸o˜es com o termo Q10 = 3 (embora esse termo tambe´m varie com
a temperatura, a variac¸a˜o e´ muito menos pronunciada do que o termo geral apresentado
[72]). Esses resultados foram obtidos de forma emp´ırica e na˜o sa˜o va´lidas para qualquer
tipo de neuroˆnio.
Subsec¸a˜o 3.1.8
Limites da Equac¸a˜o de Hodgkin-Huxley
Para haver a construc¸a˜o geral do modelo, foram necessa´rias va´rias apro-
ximac¸o˜es. A primeira delas e´ a noc¸a˜o de que cada canal ioˆnico e´ permea´vel a somente um
tipo ioˆnico, enquanto na verdade praticamente todos os canais sa˜o permea´veis a outros
tipos ioˆnicos ale´m do principal a`quela prote´ına. Pesquisas recentes mostram que os canais
de so´dio no axoˆnio gigante da lula permitem a passagem de aproximadamente 8% de ı´ons
de pota´ssio com relac¸a˜o a quantidade de ı´ons de so´dio, enquanto canais de pota´ssio sa˜o
1% permea´veis a so´dio [72].
Outro pressuposto das equac¸o˜es de HH e´ que a influeˆncia das concentrac¸o˜es
ioˆnicas e´ independente entre os ı´ons, quando sabe-se que ha´ interac¸o˜es ele´tricas diversas
entre ı´ons de espe´cies diferentes. Ale´m disso, para a construc¸a˜o do modelo, na˜o se leva em
considerac¸a˜o as dimenso˜es f´ısicas e as variac¸o˜es de interac¸a˜o ele´trica devidos a` geometria
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celular, levando a uma clara alterac¸a˜o do potencial de membrana para diferentes pontos
da membrana.
Como o escopo desse trabalho e´ voltado aos comportamentos dinaˆmicos
gerais entre as interac¸o˜es de muitos elementos, efeitos pontuais sera˜o descartados, por
causa da dificuldade de construc¸a˜o de um sistema que leve em considerac¸a˜o tais efeitos.
Para informac¸o˜es em outras abordagens na modelagem neuronal ver [66, 71].
Sec¸a˜o 3.2
Outros Comportamentos Neurais e o Modelo de
Huber-Braun
Apesar de ate´ agora estarmos desenvolvendo o me´todo criado por HH para
descrever um potencial de ac¸a˜o neuronal bastante espec´ıfico, sabe-se que os neuroˆnios e as
formas de seus potenciais de ac¸a˜o sa˜o diversos. Pode-se ver alguns dos poss´ıveis potenciais
neuronais na Fig. (3.5) [73].
O modelo original de HH na˜o e´ capaz de, por si so´, desenvolver todos esses
comportamentos ou outros que aqui na˜o sa˜o mencionados. Para tanto, foram realizadas
modificac¸o˜es capazes de gerar muitos outros tipos de disparo. Um dos efeitos e´ denomi-
nado estouro (burst), sendo caracterizado por um grupo de diversos disparos sequenciais
em um curto espac¸o de tempo, diferentemente do disparo convencional do potencial de
ac¸a˜o, que possui um intervalo entre disparos definido pelo tempo em que o potencial da
membrana fica abaixo do valor do potencial de repouso.
Nesse trabalho foram utilizadas as equac¸o˜es diferenciais do modelo de
Huber-Braun [12], que foi constru´ıdo partindo do modelo de Hodgkin-Huxley com neuroˆnios
termicamente sens´ıveis. Esse modelo e´ capaz de descrever sequeˆncias de disparo neuro-
nais, experimentalmente observadas nos receptores faciais de frio e do hipota´lamo de
ratos [74], eletro-receptores de bagres de a´gua doce [75], e eletro-receptores caudais de
lagostas [76]. Ale´m dessa nota´vel capacidade, o modelo possui uma ampla variedade de
comportamentos neuronais para os potenciais de ac¸a˜o (como pode ser visto na Fig. (3.6)).
Uma das formas de obter esses diferentes regimes ocorre quando altera-se
o valor da temperatura no modelo. Outra mudanc¸a percept´ıvel aparece na alterac¸a˜o da
distribuic¸a˜o de disparos, ou, em outras palavras, no tempo entre dois disparos consecutivos
(ISI - inter spike interval). Esses eventos de disparo neuronal podem ser perio´dicos ou
cao´ticos, como pode ser visto no diagrama de bifurcac¸a˜o dos ISI na Fig. (3.7).
A base estrutural matema´tica do modelo de Huber-Braun e´ bastante se-
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Figura 3.5: Figura obtida de [73]. Os potenciais apresentados sa˜o retirados de ce´lulas estreladas neurais
para diferentes dias, mas sempre com o mesmo potencial externo aplicado.
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Figura 3.6: Gra´ficos apresentando diferentes comportamentos dinaˆmicos do potencial de ac¸a˜o neuronal
relativos a equac¸a˜o de Huber-Braun. Os regimes dinaˆmicos sa˜o alterados dependendo da temperatura
escolhida (sendo respectivamente de cima para baixo T= 32oC, T= 36oC, T= 38oC, T= 42oC e T= 46oC).
Figura 3.7: Diagrama de bi-
furcac¸a˜o dos intervalos entre dis-
paros (ISI) para o modelo de
Huber-Braun. As temperatu-
ras variam desde uma regia˜o de
per´ıodo simples, ate´ as primeira
bifurcac¸o˜es e logo em seguida a
regia˜o cao´tica escolhida para o de-
senvolvimento do trabalho. Vale
ressaltar que no modelo original de
Huber-Braun os valores de tempe-
ratura sa˜o defasados em 30o para
menos do que os apresentados no
nosso trabalho, sendo tal alterac¸a˜o
devido aos valores de temperatura
cerebral me´dio dos gatos.
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melhante ao de Hodgkin-Huxley visto na Eq. (3.29), podendo enta˜o ser descrito como
segue:
CM
dV
dt
= −INa − IK − Isd − Isa − Il + I. (3.32)
Nesta equac¸a˜o, os termos adicionados sa˜o as correntes Isd e Isa, que sa˜o
respectivamente, a corrente relacionada com as oscilac¸o˜es intr´ınsecas sub-limiares e a cor-
rente de oscilac¸o˜es da hiperpolarizac¸a˜o. Ambas sa˜o correntes responsa´veis pelo disparo
quando o potencial esta´ abaixo do limiar de ativac¸a˜o. As mesmas adve´m de um parale-
lismo entre o modelo de Huber-Braun e os modelos usando canais SK de ca´lcio [77, 78],
onde a diferenc¸a conceitual dos modelos reside na mudanc¸a da ativac¸a˜o dos canais via
potencial de membrana no caso do Huber-Braun, e no caso dos modelos de canais SK de
ca´lcio ele e´ devido a` concentrac¸a˜o ioˆnica de Ca2+ (levando assim a uma comparac¸a˜o de
semelhanc¸a de resultados devidos a` fontes diferentes).
De qualquer forma, as correntes extras do modelo de Huber-Braun, quando
comparadas a do modelo de Hodgkin-Huxley, sa˜o necessa´rias para formar o conjunto de
varia´veis de oscilac¸a˜o no espac¸o de fase ra´pidas (nesse caso INa e IK) e lentas (Isd e Isa).
Quando se combina esses termos e´ poss´ıvel a construc¸a˜o de disparos, estouros e sequeˆncias
de disparo neuronal. As correntes sa˜o descritas pelas equac¸o˜es:
INa = ρgNaaNa(V − VNa), (3.33)
IK = ρgKaK(V − VK), (3.34)
Isd = ρgsdasd(V − Vsd), (3.35)
Isa = ρgsaasa(V − Vsa), (3.36)
Il = gl(V − Vl), (3.37)
onde os termos do tipo ρgx fazem os pape´is das condutaˆncias do modelo de HH, e os termos
aX sa˜o as probabilidades de abertura dos canais ioˆnicos. No modelo de Huber-Braun esses
termos sa˜o chamados de correntes de ativac¸a˜o.
A partir desse ponto as expresso˜es de HH e do modelo de Huber-Braun
diferenciam-se mais, ja´ que, para esse u´ltimo, ha´ dependeˆncia desde a sua concepc¸a˜o com
a temperatura tanto para as condutaˆncias quanto para os termos de chaveamento. Pode-
se escrever os termo de temperatura para as condutaˆncias e as correntes de ativac¸a˜o aX
com as seguintes equac¸o˜es:
ρ = ρ
T−T0
τ0
0 , (3.38)
daNa
dt
=
φ
τNa
(aNa,∞ − aNa), (3.39)
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daK
dt
=
φ
τK
(aK,∞ − aK), (3.40)
dasd
dt
=
φ
τsd
(asd,∞ − asd), (3.41)
dasa
dt
=
φ
τsa
(−ηIsd − γ′asa), (3.42)
onde o termo de temperatura das correntes de ativac¸a˜o φ possui mesma forma, mas o
valor constante e´ diferente, como segue:
φ = φ
T−T0
τ0
0 . (3.43)
Outra diferenc¸a para o modelo original e´ que, nesse modelo, negligenciamos
qualquer efeito de inativac¸a˜o [12]. O fator η serve para aumentar a concentrac¸a˜o de Ca2+
seguindo Isa e γ age como um eliminador de Ca
2+ no meio intracelular [79]. As correntes
de ativac¸a˜o em seus estados saturados esta˜o relacionadas ao potencial da membrana por
func¸o˜es sigmoides, tal qual e´ apresentado nas Eq. (3.44-3.46).
aNa,∞ =
1
1 + e−sNa(V−V0Na)
(3.44)
aK,∞ =
1
1 + e−sK(V−V0K)
(3.45)
asd,∞ =
1
1 + e−ssd(V−V0sd)
(3.46)
A Tabela 3.2 apresenta os valores de todas as constantes do modelo, algu-
mas das varia´veis possuem os mesmos valores do modelo de HH.
Cm = 1,0 µ F.cm
−2
Condutaˆncias (mS/cm2): gNa=1,5 gK=2,0 gsd=0,25 gsa=0,4 gl=0,1
Tempos Caracter´ısticos (ms): τNa=0,05 τK=2,0 τsd=10 τsa=20
Potenciais de reversa˜o (mV): VNa=50 VK=-90 Vsd=50 Vsa=-90 Vl=-60
V0Na=-25 V0K=-25 V0sd=-40
Outros paraˆmetros: ρ0=1,3 φ0=3,0 T0=50
oC τ0=10
oC sNa=0,25
η =0,012 µA γ
′
=0,17 sK=0,25 ssd=0,09
Tabela 3.2: Valores dos paraˆmetros do modelo de Huber-Braun, definidos como nas refereˆncias [76, 79].
No pro´ximo cap´ıtulo sera˜o utilizadas essas equac¸o˜es generalizadas para um
sistema com muitas equac¸o˜es acopladas com a correspondente apresentac¸a˜o dos resultados
dinaˆmicos obtidos das simulac¸o˜es.
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Cap´ıtulo 4
Ana´lises Dinaˆmicas da Matriz do Gato
“Nunca tenha certeza de nada, porque a sabedoria
comec¸a com a du´vida.”
Sigmund Freud
Nesse cap´ıtulo aborda-se a construc¸a˜o, estruturac¸a˜o e caracterizac¸a˜o dos
diversos fenoˆmenos emergentes na matriz do gato (mapeamento neuronal das conexo˜es do
ce´rebro de um felino) segundo nossa estruturac¸a˜o dinaˆmica e topolo´gica. Primeiramente
sera´ apresentada a forma como foi desenvolvida tal estrutura, utilizando redes aleato´rias
do tipo pequeno mundo, ale´m da forma matema´tica e funcional que conecta os diversos
nodos (que nesse caso sa˜o as previamente mencionadas redes SW) presentes na matriz
do gato. Na sec¸a˜o seguinte o trabalho sera´ voltado aos comportamentos complexos que
emergem, tais como a sincronizac¸a˜o de fase e clusterizac¸o˜es. Tal estrutura complexa e´
prop´ıcia ao aparecimento de padro˜es na˜o triviais quanto a combinac¸a˜o dos acoplamentos
externo e interno. Por fim, sera˜o alterados os regimes das sub-redes e sua conexa˜o global
para avaliac¸a˜o das influeˆncias gerais da matriz do gato.
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Sec¸a˜o 4.1
Construindo um Sistema Neural Complexo
A matriz do gato e´ uma matriz de adjaceˆncia (ou conexa˜o) de macror-
regio˜es, com pesos e sem reflexa˜o quanto a` diagonal principal. As interac¸o˜es entre as
regio˜es cerebrais do animal sa˜o direcionais, ou seja, se a regia˜o X esta´ conectada a uma
regia˜o Y, a regia˜o Y na˜o precisa necessariamente estar conectada a` regia˜o X. Ale´m do
mais, os pesos dizem respeito a` intensidade e/ou ao nu´mero de conexo˜es relativas de uma
regia˜o a` outra.
Matrizes como esta foram obtidas experimentalmente por diferentes pes-
quisadores na a´rea, com algumas diferenc¸as em relac¸a˜o aos valores dos pesos ou a` presenc¸a
de algumas conexo˜es, mas, tipicamente, todas teˆm um aspecto topolo´gico semelhante. A
matriz utilizada para o desenvolvimento da pesquisa pode ser encontrada em [80].
Para a construc¸a˜o de uma matriz de conexa˜o teo´rica, basta determinar o
nu´mero de nodos, conexo˜es e a estrutura geral entre esses elementos. Quando a matriz e´
constru´ıda de relac¸o˜es experimentais, e´ necessa´rio abstrair quais elementos sera˜o os nodos
e o que caracteriza as conexo˜es. Sendo assim, poucos sa˜o os animais cujo conectoma
(estrutura topolo´gica de conexo˜es neuronais geradora da matriz de adjaceˆncia) ele´trico
e/ou qu´ımico foram mapeados, e, notavelmente, o gato e´ um desses animais. Sa˜o 53 regio˜es
conectadas entres si por 826 ligac¸o˜es via axoˆnios [5], formando um sistema complexo
com um nu´mero aprecia´vel de conexo˜es na˜o-locais, aglutinac¸o˜es de conexo˜es em regio˜es
funcionais e a´reas intensamente conectadas [81].
Estudos foram realizados via teoria de grafos para caracterizar a matriz
do gato, e esses mostram que a mesma possui uma estrutura muito mais rica do que
podemos obter de matrizes randoˆmicas (Erdo¨s-Renyi, ER) [82], pequeno mundo (SW)
[37] e livres de escala (SF) [83]. Tal caracter´ıstica vem do fato de haver muitas conexo˜es
entre estruturas com func¸o˜es similares, gerando grande nu´mero de conexo˜es internas a
esses hubs, que e´ proporcionalmente muito maior do que o nu´mero de conexo˜es entre
hubs. Foram detectadas 11 regio˜es corticais na matriz do gato, cujo nu´mero interno de
conexo˜es e´ muito maior do que o nu´mero de conexo˜es entre essas regio˜es na rede como
um todo [84].
Pode-se subdividir a matriz do gato em quatro agrupamentos funcionais
denominado visual (V), auditivo (A), somatossensorial-motor (SM) e fronto l´ımbico (FL),
contendo respectivamente 16, 7, 16, e 14 a´reas, respectivamente. De todas as 826 conexo˜es,
470 sa˜o internas a essas regio˜es enquanto 356 sa˜o externas (entre essas quatro regio˜es)
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[85]. A matriz utilizada no trabalho e´ reduzida (com menor nu´mero de conexo˜es) quando
comparada com as obtidas por pesquisadores recentemente, e pode ser visualizada na Fig.
(4.1).
Figura 4.1:
A matriz de
adjaceˆncia do
gato mostrando
os pesos relativos
de conexa˜o entre
regio˜es. O co´digo
de cor na matriz
de adjaceˆncia se-
gue com o branco
sendo zero, o azul
e´ 1, verde 2 e
vermelho 3. Os
pesos sa˜o uma
alusa˜o indireta
a respectiva-
mente, conexo˜es
quase inexis-
tentes, poucas
conexo˜es, nu´mero
intermedia´rio de
conexo˜es e muitas
conexo˜es.
Devido a` complexidade envolvida nesse sistema, o problema foi abordado
com uma topologia do tipo rede de redes. Tal estrutura topolo´gica gera inu´meras com-
plicac¸o˜es de desenvolvimento e execuc¸a˜o computacionais, mas possui maior semelhanc¸a
com a estrutura organizacional cerebral.
A rede integradora das sub-redes sera´ a matriz de adjaceˆncia do gato.
Como pode ser observado na Fig. (4.1), essa possui 53 regio˜es conectadas pelas ligac¸o˜es
e seus pesos como apresentado. Cada sub-rede sera´ integrada pelos seus elementos por
diferentes matrizes do tipo SW, embora todas possuam a mesma probabilidade de conexa˜o
na˜o local (p = 0, 01), o mesmo nu´mero de conexo˜es locais (C = 2) e o mesmo nu´mero
de elementos (N = 256). Como apresentado no Cap. 2, pelas equac¸o˜es (2.12) e (2.13) e´
poss´ıvel determinar se uma rede esta´ no regime SW de acordo com a figura de me´rito. Os
ca´lculos obtidos para nossas redes fornecem σ ≈ 30, o que a indica como sendo uma rede
de pequeno mundo [86], ja´ que a refereˆncia para tanto e´ que σ seja maior que um.
As conexo˜es mais externas (via matriz do gato) sera˜o feitas pelo campo
me´dio das membranas dos neuroˆnios, partindo das redes emissoras ate´ as receptoras,
enquanto as conexo˜es internas a cada um dos agrupamentos estara˜o definidas por conexo˜es
po´s-sina´pticas, ou seja, o neuroˆnio receptor determinara´ se o potencial e´ suficiente para
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haver transmissa˜o de sinal ele´trico [66, 79, 87]. Esquematicamente, temos como visualizar
na Fig. (4.2).
Figura 4.2: Estrutura geral esquema´tica do sistema de rede de redes. Pode-se ver as conexo˜es internas
a cada sub-rede e as conexo˜es externas as sub-redes, todas formando a rede global.
Internamente a cada uma das sub-redes, teˆm-se que cada elemento sera´ si-
mulado pelas equac¸o˜es de Huber-Braun (3.32-3.46) acrescidos dos termos de acoplamento.
Obtivemos o conjunto de expresso˜es que segue:
CM
(dV[i,j]
dt
)
= −I[i,j]Na − I[i,j]K − I[i,j]sd − I[i,j]sa − I[i,j]l + I[i,j]ext, (4.1)
em que o termo I[i,j]ext engloba todas as influeˆncias externas ao comportamento neuronal
padra˜o do modelo de Huber-Braun. Podemos escreveˆ-lo de forma simplificada como:
I[i,j]ext = I[i,j]IN + I[j]OUT + I, (4.2)
onde
I[i,j]IN = gIN
k=N∑
k=1
A
(j)
[i,k]r[k,j](Vpos-syn − V[k,j]), (4.3)
I[j]OUT =
gOUT
S
S∑
l=1
A[j,l]〈V l〉, (4.4)
com I[ij]IN caracterizando a corrente po´s-sina´ptica (descrita pela Eq. (4.3)) responsa´vel
pela conexa˜o interna a`s sub-redes e I[j]OUT sendo a corrente responsa´vel pela conexa˜o
externa entre as sub-redes (Eq. (4.4)). Os elementos i e k dizem respeito aos neuroˆnios e
correm de 1, ..., N , sendo para o presente trabalho N = 256, enquanto j sa˜o as sub-redes,
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que para a previamente apresentada matriz do gato faz-se j, l = 1, ..., S com S = 53.
As 53 matrizes A
(j)
[i,k] sa˜o todas do tipo SW e geram as conexo˜es internas
das sub-redes, enquanto A[j,l] e´ a matriz do gato. O campo me´dio 〈V j〉 pode enta˜o ser
escrito como
〈V j〉 = 1
N
N∑
k=1
V[k,j]. (4.5)
Dentro das influeˆncias externas a dinaˆmica neuronal, a corrente I carac-
teriza a corrente na˜o proveniente de acoplamentos sina´pticos neuronais. Nesse trabalho
essa corrente e´ zerada, mas seria o termo responsa´vel por modelar efeitos tal qual o de
eletrodos implantados ou impulsos externos ao ce´rebro.
A varia´vel r[k,j] e´ um termo diferencial com relac¸a˜o ao tempo, que pode
ser descrito e constru´ıdo atrave´s de um modelo cine´tico tal qual proposto por Destexhe e
colaboradores [87]. Em uma sinapse qu´ımica, apo´s a chegada de um potencial de ac¸a˜o no
terminal pre´-sina´ptico, ocorre a liberac¸a˜o de mole´culas neurotransmissoras (indicadas por
T) na fenda sina´ptica, e essas mole´culas aglutinam-se nos receptores po´s-sina´pticos. Seja
R[k,j] e TR[k,j] descrevendo os estados desligados e ligados dos receptores po´s-sina´pticos,
podemos escrever a sinapse qu´ımica via um processo cine´tico [87] como segue:
R[k,j] + T[k,j]
α

β
TR[k,j], (4.6)
onde α e β sa˜o processos de taxa, ligados aos tempos caracter´ısticos de crescimento
e decaimento da transmissa˜o sina´ptica, descritos por τr e τd respectivamente. Assim,
escreve-se r[k,j] como a frac¸a˜o de receptores ligados. A ligac¸a˜o dos neurotransmissores e a
consequente abertura dos canais de ı´ons nos receptores po´s-sina´pticos, e´ caracterizado pela
condutaˆncia total via transmisso˜es po´s-sina´pticas modelada por r[k,j] vezes a condutaˆncia
ma´xima aqui escrita por gOUT, de acordo com [74]. Conforme r[k,j] alcanc¸a a unidade,
todos os canais chegam ao estado aberto [86].
A evoluc¸a˜o temporal de rk,j, quando em modelo cine´tico, pode ser escrita
via equac¸a˜o mestra da seguinte forma [83]:
dr[k,j]
dt
= α[T]jk(1− r[k,j])− βr[k,j]. (4.7)
Na Ref. [87] e´ suposto que a concentrac¸a˜o do neurotransmissor na fenda
sina´ptica ([T]jk) sobe e desce ta˜o rapidamente que a mesma poderia ser modelada por um
pulso quadrado, o que tornaria poss´ıvel resolver exatamente [75]. Modelos mais complexos
podem ser definidos tomando-se em conta uma dependeˆncia de [T]jk com o potencial de
membrana dos neuroˆnios po´s-sina´pticos V[k,j], tal como feito em [88], podendo ser escrito
por
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dr[k,j]
dt
=
(
1
τr
− 1
τd
)
1− r[k,j]
1 + e(−V[k,j]+V0)
− r[k,j]
τd
, (4.8)
sendo τr e τd tempos caracter´ısticos e V0 o potencial caracter´ıstico.
Ale´m dos paraˆmetros de acoplamento gIN e gOUT, que sa˜o condutaˆncias de
controle, todas as outras varia´veis definidas nas Eq. (4.1) e (4.8), que na˜o haviam sido
definidas no Cap. 3, sa˜o constantes, com valores definidos na tabela 4.1.
Vpos-syn = 20,0 (mV) τr = 0,5 (ms)
V0 = -20,0 (mV) τd = 8,0 (ms)
Tabela 4.1: Paraˆmetros do acoplamento interno.
Os acoplamentos sa˜o somados a` expressa˜o Eq. (4.1), de modo a termos um
efeito excitato´rio (estimulando o aumento de disparos neuronais) no ca´lculo diferencial.
Como temos um macrossistema composto por 53 × 256 sistemas, cada
qual com 6 equac¸o˜es diferenciais acopladas descritas pela Eq. (4.1), foi necessa´rio utilizar
algoritmos eficientes e equipamentos de alta performance nume´rica. Enta˜o preferiu-se
o me´todo de Adams de 4a ordem ao tradicional Runge-Kutta de mesma ordem, pelo
primeiro mostrar-se mais ra´pido e com resultados praticamente ideˆnticos na soluc¸a˜o das
equac¸o˜es diferenciais acopladas. Tal me´todo foi implementado e otimizado para ca´lculos
utilizando placas de v´ıdeo em tecnologia CUDA [89, 90]. As placas usadas sa˜o Geforce
GTX 460, GTX 570, GTX 680 e GTX Titan Black ale´m das Tesla K10, Tesla
M2075 . Como efeito pra´tico e comparativo, a Fig. 4.3 (a) e (b) apresenta ca´lculos de
determinismo como descrito no Cap. 2, para um mesmo conjunto de dados em diferentes
configurac¸o˜es de janelamento (o tempo gasto para execuc¸a˜o do algoritmo serial aumenta
de forma aproximadamente quadra´tica com o tamanho das janelas).
Os ca´lculos realizados nesses equipamentos, tornam-se muito eficientes
quando o nu´mero de equac¸o˜es a se resolver e´ mu´ltiplo de 2, por isso o valor escolhido
para N foi de N = 256 equac¸o˜es por sub-rede. Ale´m disso, esse ganho de eficieˆncia torna-
se muito maior quanto maior a escala do problema, como pode ser visto nos gra´ficos da
Fig. (4.3). Outro fator decisivo e´ a dependeˆncia de condic¸o˜es anteriores para execuc¸a˜o de
comandos, e de comandos com muitos controles de fluxo nume´rico. Tais questo˜es fazem
com que a raza˜o de ganho para problemas de equac¸o˜es diferenciais (fluxo), como o das
redes neuronais, tenha valores muito mais modestos do que em casos cuja dependeˆncia
das execuc¸o˜es nume´ricas e´ quase inexistente (em meus testes algo como 4 a 11 vezes mais
ra´pido que em uma CPU de alta performance, a depender da placa e do tamanho das
sub-redes).
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Figura 4.3: O gra´fico (a) mostra o tempo gasto por cada uma das plataformas analisadas, para execuc¸a˜o
de um determinado algoritmo dependente quantidade de dados N. Para esse algoritmo (basicamente o
ca´lculo do determinismo dos gra´ficos de recorreˆncia) janelado, o tempo de execuc¸a˜o do mesmo escala com
N2, assim quando dobra-se a quantidade de dados por janela N, quadruplica-se o tempo necessa´rio para
finalizac¸a˜o do mesmo. Olhando a placa de v´ıdeo mais ra´pida nesse comparativo (Geforce GTX Titan
Black), chega-se a casos extremos cujo ganho de performance sobre a CPU intel core i7-4770 em
nu´cleo u´nico e´ mais de 5000,0 %. No gra´fico (b) nota-se que mesmo entre as placas gra´ficas, a diferenc¸as
formida´veis de performance, chegando a mais de 400,0 % o comparativo entre a (Geforce GTX 460 ) e
a (Geforce GTX Titan Black)
Sec¸a˜o 4.2
Os Comportamentos da Rede de Redes
De todas as varia´veis do modelo, primeiramente foi avaliada a influeˆncia
direta das condutaˆncias responsa´veis pelos acoplamentos, que sa˜o os termos gOUT e gIN.
Essas duas varia´veis definem importantes comportamentos no sistema, muitos deles com
profundas implicac¸o˜es na funcionalidade neuronal.
Para uma melhor avaliac¸a˜o de um sistema tipo rede de redes, e´ necessa´rio
realizar algumas alterac¸o˜es pontuais no paraˆmetro de ordem de Kuramoto Eq. (2.15).
Convencionalmente, a fase do paraˆmetro de ordem para cada oscilador no instante t vem
da posic¸a˜o relativa desse elemento ao seu per´ıodo de oscilac¸a˜o. Nesse caso o paraˆmetro de
ordem calcularia a sincronia de cada oscilador com cada outro oscilador, a partir de suas
fases em seus pro´prios per´ıodos de oscilac¸a˜o. No caso de sistemas neuronais com estouros,
nos interessa definir um pseudo-per´ıodo de oscilac¸a˜o para estouros, ou seja, qual a fase de
cada oscilador relativo a dois estouros consecutivos (como pode ser visto na Fig. 4.4). A
Eq. (4.9) descreve a definic¸a˜o das fases segundo o regime de estouros,
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Figura 4.4: Figura (a) mostra o sinal t´ıpico de um neuroˆnio de Huber-Braun em regime de estouros, e
a figura (b) descreve a curva de 1/Isa. O ma´ximo local da figura (b) aponta diretamente para o inicio de
um evento de estouros no gra´fico de VM , sendo um bom indicador para a definic¸a˜o dos pseudo-per´ıodos
de estouro.
θ(t) = 2pik + 2pi
t− tk
tk+1 − tk , (tk+1 > t ≥ tk), (4.9)
na qual os valores de k definem os pseudo-per´ıodos de oscilac¸a˜o. Uma estrutura sincro-
nizada se daria por uma evoluc¸a˜o dinaˆmica semelhante do ponto de vista dos estouros,
como pode ser visto pela Fig. (4.5 - b), enquanto uma estrutura na˜o sincronizada do
ponto de vista dos estouros poderia ser caracterizada por algo como o que se tem na Fig.
(4.5 - a). No caso (4.5 - a) o paraˆmetro de ordem seria muito baixo (em geral tendendo a
zero), enquanto no caso (4.5 - b) o mesmo seria bastante pro´ximo de 1, embora as fases
dos disparos e consequentemente as tenso˜es de membrana na˜o estejam sincronizados.
Outra extensa˜o importante que foi feita nesse trabalho para a avaliac¸a˜o de
um problema como o de rede de redes e´ o uso de dois tipos diferentes de paraˆmetro de
ordem. O primeiro e´ a me´dia dos paraˆmetros de ordem de cada sub-rede (descrito por
Rmean(t)), definido pela Eq. (4.10) com S = 53 e Rj(t) obtido dos N = 256 elementos
neuronais que compo˜e cada sub-rede.
Rmean(t) =
1
S
S∑
j=1
Rj(t) (4.10)
O outro e´ o paraˆmetro de ordem global (definido como Rglobal(t)) da rede.
Para obteˆ-lo e´ necessa´rio considerar todos os nodos das sub-redes como parte de uma
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Figura 4.5: A Figura (a) mostra a evoluc¸a˜o dinaˆmica do paraˆmetro V de dois sistemas Huber-Braun
acoplados, mas que na˜o apresenta sincronizac¸a˜o das fases de estouros. Em (b) temos uma clara correlac¸a˜o
entre os dois sinais, caracterizando uma sincronizac¸a˜o de fase por estouros.
u´nica grande rede. Assim, o valor do paraˆmetro de ordem fornece uma relac¸a˜o geral da
sincronizac¸a˜o do macro-sistema. Mais precisamente, pode-se escreveˆ-lo como consta na
relac¸a˜o
Rglobal(t) =
∣∣∣∣∣ 1S N
S∑
j=1
N∑
i=1
eiθij(t)
∣∣∣∣∣. (4.11)
A Fig. (4.6 - a) apresenta o Rmean quando variamos ambos os acoplamentos
de intensidade, para um momento no tempo onde as oscilac¸o˜es dinaˆmicas sa˜o quase nulas.
Nesse espac¸o de paraˆmetros e´ poss´ıvel distinguir algumas caracter´ısticas. A primeira delas
diz respeito ao que ja´ e´ esperado, ou seja, quanto mais alto se tem os acoplamentos, maior
e´ o grau de sincronizac¸a˜o das sub-redes. Mas para o caso de ambos os acoplamentos
relativamente baixos, conforme eles aumentam gradativamente, na˜o temos um aumento
assinto´tico instantaˆneo do paraˆmetro de ordem me´dio local, contra´rio ao que vemos para
regimes de acoplamentos mais altos. Tal fenoˆmeno ja´ havia sido reportado na literatura
[91], embora para um conjunto de equac¸o˜es bastante distinto e menos real´ıstico.
Mais intrigante e´ a Fig. (4.6 - b), cuja a irregularidade no Rglobal contrasta
fortemente com o que vemos na Fig. (4.6 - a). Observando o sistema conforme aumen-
tamos o gOUT, temos pouqu´ıssima interfereˆncia do ponto de vista do acoplamento dos
estouros por parte da matriz do gato ate´ aproximadamente gOUT = 4, 0 × 10−3 mS/cm2.
Ate´ esse ponto, o efeito dominante e´ dos acoplamentos internos a`s sub-redes. Apo´s isso,
a complexa topologia da matriz do gato altera drasticamente o que pode ser observado,
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Figura 4.6: Para cada um dos casos supra-mencionados, faz-se a variac¸a˜o dos acoplamentos gIN e gOUT,
obtendo os paraˆmetros de ordem dessas configurac¸o˜es. As figuras sa˜o respectivamente o paraˆmetro de
ordem local me´dio calculado sobre cada sub-rede (conectadas entre si pela matriz do gato) (a), o paraˆmetro
de ordem entre todos os 53 × 256 elementos (b) e a diferenc¸a entre a Fig. (a) e (b).
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levando o sistema a uma transic¸a˜o que pode melhor ser observada na Fig. (4.7), e cuja
descric¸a˜o passa por agrupamentos locais e facilidade de mudanc¸a de grupos.
Figura 4.7: Dependeˆncia dos paraˆmetros de Rmean e Rglobal com relac¸a˜o ao gIN para dois casos distintos.
O gra´fico (a) apresenta gOUT = 3 × 10−3 e (b) com gOUT = 14 × 10−3. Pode-se notar que a mudanc¸a
de faixa de gOUT leva a mudanc¸a nas transic¸o˜es, especialmente no caso do Rglobal que acaba por ter uma
nova transic¸a˜o com gIN de valores intermedia´rios.
Considerando um pseudo-per´ıodo t´ıpico entre estouros de disparos um ciclo
de 2pi, podemos definir cada neuroˆnio pela fase em que ele se encontra para um dado
instante do tempo. Tendo esse conceito em vista, foi realizado o histograma das fases de
estouro dos neuroˆnios para um dado instante de tempo, em que o efeito transiente ja´ tinha
se extinguido. Essa ana´lise qualitativa do sistema pode ser de grande valia, no intuito de
compreender qual a distribuic¸a˜o formada para cada conjunto de acoplamentos. Assim,
tambe´m pode ser feita uma ana´lise dos campos me´dios das tenso˜es das sub-redes dadas
pela Eq. (4.5), embora, nesse caso, tal quantificador avalie efeitos locais com respeito a`s
sub-redes, ao inve´s de efeitos globais.
Com esses dois diagno´sticos, separamos essas ana´lises em quatro blocos
distintos, onde cada bloco sera´ definido por um conjunto diferente de acoplamentos. Cada
conjunto avaliara´ uma a´rea diferente do espac¸o de paraˆmetros dos acoplamentos, com
efeitos e fenoˆmenos bastante distintos uns dos outros.
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Subsec¸a˜o 4.2.1
Acoplamento Interno e Externo Baixos
Pode-se observar na Fig. (4.8) o perfil do sistema para gIN = 1, 5 ×
10−3 mS/cm2 e gOUT = 3, 0 × 10−3 mS/cm2. Avaliando primeiramente a Fig. (4.8 - a)
nota-se que a distribuic¸a˜o das fases dos pseudo-per´ıodos e´ mais ou menos uniforme, ou seja,
na˜o existe uma fase preferencial em todo o espectro de fases. Esse tipo de caracter´ıstica
segue o mesmo resultado esperado para as varia´veis aleato´rias de inicializac¸a˜o, levando o
sistema a na˜o ter nenhum tipo de comportamento coletivo.
Figura 4.8: De cima para baixo teˆm-se o histograma das fases do sistema e a evoluc¸a˜o temporal dos
campos me´dios de cada uma das sub-redes. A figura dos histogramas foi extra´ıda em t = 3, 0 × 104 ms,
enquanto a segunda compreende o per´ıodo entre t = 2, 8×104 e 3, 0×104 ms. Ambas as imagens possuem
o conjunto de acoplamentos gIN = 1, 5× 10−3 mS/cm2 e gOUT = 3, 0× 10−3 mS/cm2.
Do ponto de vista da Fig. (4.8 - b) segue-se a evoluc¸a˜o temporal por um
curto intervalo de tempo com relac¸a˜o aos campos me´dios de cada uma das 53 sub-redes.
Dois pontos sa˜o importantes nessa avaliac¸a˜o, o primeiro diz respeito a` amplitude do sinal
do campo me´dio, que, nesse caso em particular, e´ bastante pequena (quando comparado
com a amplitude modular natural de um neuroˆnio de Huber-Braun nesse regime, cujo
valor e´ ≈ 80 mV, enquanto nesse gra´fico a amplitude na˜o passa de 10 mV). Isso mostra
que ha´ um comportamento cooperativo internamente a`s sub-redes quanto as tenso˜es sa˜o
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muito baixas, corroborando com a ideia proveniente do histograma de que as fases dos
pseudo-per´ıodos tambe´m esta˜o descorrelacionadas. Isso nos permite afirmar que temos
um sistema ass´ıncrono. O segundo ponto vem de uma pequena alterac¸a˜o por volta da
sub-rede 35. Tal alterac¸a˜o tem uma relac¸a˜o direta com a estrutura topolo´gica da matriz
do gato, ja´ que essa regia˜o tem intenso nu´mero de conexo˜es com outras regio˜es, embora
isso na˜o seja suficiente para gerar efeitos cooperativos.
Esses efeitos colaboram com o que era observado na Fig. (4.6 - a), onde
ha´ um “vale” no paraˆmetro de ordem.
Subsec¸a˜o 4.2.2
Acoplamento Interno Alto e Externo Baixo
Para o conjunto de acoplamentos gIN = 8, 0 × 10−3 mS/cm2 e gOUT =
3, 0 × 10−3 mS/cm2 chega-se a um conjunto de efeitos completamente diferentes. O pri-
meiro efeito e´ a correlac¸a˜o de fase na sub-rede e entre as sub-redes. Logo transita-se
de um conjunto onde havia supressa˜o de correlac¸a˜o das fases tanto dentro das sub-redes
quanto entre elas, para uma situac¸a˜o onde ambas sincronizam seus regimes de estouro.
E´ poss´ıvel ver que agora tem-se algum tipo de amplitude dos campos me´dios das tenso˜es
nas sub-redes, embora essa seja muito pequena se comparada a` amplitude convencional
de um potencial de ac¸a˜o. Isso acontece pois os disparos individuais dentro dos estouros
na˜o esta˜o sincronizados (na˜o ha´ uma sincronizac¸a˜o de potenciais de membrana ou sincro-
nizac¸a˜o SS - spike synchronization [92], mas somente dos pseudo-per´ıodos dos estouros).
Mais importante e´ notar que a sincronizac¸a˜o de estouros (ou sincronizac¸a˜o BS - burst syn-
chronization [92]), acontece tanto internamente a`s sub-redes quanto entre elas, havendo
uma sincronizac¸a˜o local e global de estouros.
A Fig. (4.9) apresenta um u´ltimo detalhe. O histograma na˜o tem mais
uma caracter´ıstica aleato´ria como antes, possuindo uma clara tendeˆncia em torno de um
u´nico grupo.
Subsec¸a˜o 4.2.3
Acoplamento Interno Baixo e Externo Alto
Talvez o caso mais interessante e importante dessas ana´lises seja para o
conjunto de acoplamentos gIN = 1, 5 × 10−3 mS/cm2 e gOUT = 14, 0 × 10−3 mS/cm2. Na
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Figura 4.9: De cima para baixo teˆm-se o histograma das fases da rede de redes e a evoluc¸a˜o temporal
dos campos me´dios das sub-redes. Para o primeiro foi feito em t = 3, 0 × 104 ms, enquanto o segundo
compreende o per´ıodo entre t = 2, 8 × 104 e 3, 0 × 104 ms. Ambas as imagens possuem o conjunto de
acoplamentos gIN = 8, 0× 10−3 mS/cm2 e gOUT = 3, 0× 10−3 mS/cm2.
Fig. (4.10) e´ poss´ıvel verificar o histograma das fases com alguns picos preferenciais, e
pelo menos dois outros grupos como o do histograma da Fig. (4.9), mas com menor
amplitude e maior dispersa˜o. Esses dois grupos caracterizam uma espe´cie de elementos
cooperantes, enquanto os picos distintos no histograma aproximam-se muito do nu´mero
individual de elementos por sub-rede. Esses grupos distintos carregam uma intrigante
caracter´ıstica de sincronizac¸a˜o de disparos e estouros (aqui sempre internamente a algumas
sub-redes, como pode ser visto pelo gOUT bastante baixo em Fig. (4.6). Tais caracter´ısticas
podem ser claramente observadas na evoluc¸a˜o temporal dos campos me´dios das sub-redes.
Ha´ algumas sub-redes com uma grande amplitude de campo me´dio, o que na pra´tica
caracteriza uma SS, ou em outras palavras, uma sincronizac¸a˜o de potencial de membrana
de cada um dos 256 elementos neuronais que as compo˜em. Ale´m do mais, pode-se ver que
a dispersa˜o no histograma e´ bastante distinta da de um conjunto aleato´rio, mostrando
diversas tendeˆncia para diferentes grupos, muitos dos quais esta˜o ass´ıncronos ou s´ıncronos
apenas em estouros (BS).
Outro fato marcante sa˜o os elementos com sincronizac¸a˜o de disparos, ape-
sar de eles possu´ırem posic¸a˜o relativa na matriz no gato com grande nu´mero de conexo˜es
aferentes e deferentes, ha´ outras em situac¸a˜o semelhante que na˜o atingem esse regime.
Ale´m do mais, esse efeito ja´ havia sido observado na literatura fazendo uso de tempo
de retardo (time delay) [92], mas na˜o em um sistema de rede de redes sem o uso dessa
58
CAPI´TULO 4. ANA´LISES DINAˆMICAS DA MATRIZ DO GATO
Figura 4.10: De cima para baixo teˆm-se o histograma das fases da rede de redes e a evoluc¸a˜o temporal
dos campos me´dios das sub-redes. Para o primeiro foi feito em t = 3, 0 × 104 ms, enquanto o segundo
compreende o per´ıodo entre t = 2, 8 × 104 e 3, 0 × 104 ms. Ambas as imagens possuem o conjunto de
acoplamentos gIN = 1, 5× 10−3 mS/cm2 e gOUT = 14, 0× 10−3 mS/cm2.
ferramenta [91].
Esse regime de diversos agrupamentos e´ importante, pois simula diferentes
a´reas interagindo em diferentes n´ıveis, de modo a apresentar a riqueza dinaˆmica necessa´ria
para descrever tais sistemas complexos. O melhor desse caso e´ que praticamente todos
esses efeitos surgem naturalmente da matriz do gato.
Subsec¸a˜o 4.2.4
Acoplamento Interno e Externo Altos
Nesse u´ltimo caso temos ambos os valores altos. Podemos ver que o
acoplamento intra-redes perde um pouco a intensidade relativa no sistema, de modo que
a amplitude dos campos me´dios de tensa˜o baixaram a um n´ıvel semelhante da Fig. (4.8).
Mas mesmo que isso tenha acontecido, existe um pequeno grupo de elementos altamente
conectados na matriz do gato que destoa nas fases, gerando uma situac¸a˜o um pouco
diferente da observada anteriormente. Aqui temos uma sincronizac¸a˜o nas sub-redes do
tipo BS, mas na˜o temos uma sincronizac¸a˜o desse tipo global. Pode-se ver que na˜o ha´ picos
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preferenciais solita´rios como na Fig. (4.10), o que caracteriza que na˜o ha´ sincronizac¸a˜o
do tipo SS. Mas os agrupamentos que no caso anterior eram dif´ıceis de distinguir, nesse
caso tornam-se vis´ıveis em ambos os casos da Fig. (4.11).
Figura 4.11: De cima para baixo teˆm-se o histograma das fases da rede de redes e a evoluc¸a˜o temporal
dos campos me´dios das sub-redes. Para o primeiro foi feito em t = 3, 0 × 104 ms, enquanto o segundo
compreende o per´ıodo entre t = 2, 8 × 104 e 3, 0 × 104 ms. Ambas as imagens possuem o conjunto de
acoplamentos gIN = 8, 0× 10−3 mS/cm2 e gOUT = 14, 0× 10−3 mS/cm2.
Quando comparamos estes dados com aqueles obtidos na literatura com
objetivos semelhantes mas abordagens diferentes [91, 92], observamos que, com o uso
de um modelo suficientemente real´ıstico, ao adotar uma formatac¸a˜o de rede de redes e
utilizar como rede integradora a matriz do gato, foi poss´ıvel obter efeitos semelhantes
aos observados nesses trabalhos apenas mudando a intensidade dos acoplamentos. Tal
caracter´ıstica torna-se relevante devido a` capacidade da rede em se modelar aos mais
diversos tipos de condutaˆncias neuronais, sem a necessidade de apelar a correntes de
atraso ou modelos na˜o real´ısticos do ponto de vista fisiolo´gico.
Subsec¸a˜o 4.2.5
Ana´lises Complementares
Apo´s realizar essas caracterizac¸o˜es mais minuciosas, foram feitas outras
ana´lises globais para corroborar as afirmativas colocadas anteriormente. A primeira, de
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fa´cil visualizac¸a˜o, e´ a variaˆncia (cuja expressa˜o e´ (2.18)). Esse me´todo estat´ıstico foi
usado globalmente e em algumas sub-redes escolhidas do macro-sistema. Na pra´tica,
foram escolhidas uma sub-rede sem conexa˜o alguma intra-redes, outra com um nu´mero
mediano de ligac¸o˜es com outras sub-redes e uma com um nu´mero bastante alto de ligac¸o˜es
intra-redes, sendo tais colocac¸o˜es sempre relativas ao nu´mero ma´ximo de conexo˜es intra-
redes que um dado nodo desse sistema possa ter. Tais escolhas buscam avaliar a influeˆncia
dinaˆmica recebida em cada um desses casos, extra´ıdas por outro quantificador que na˜o seja
o paraˆmetro de ordem. A variaˆncia acaba por ser um bom quantificador de sincronizac¸a˜o
de disparos (SS), e por consequeˆncia de estouros (BS) (ja´ que esse e´ definido por um
conjunto de disparos ra´pidos e concentrados), embora uma sincronizac¸a˜o (BS) na˜o garanta
uma sincronizac¸a˜o (SS).
Para evitar pequenas variac¸o˜es locais do ponto de vista temporal, faz-se
uma adaptac¸a˜o tomando-se me´dias temporais. Pode-se reescrever a expressa˜o da variaˆncia
Eq. (2.18) para avaliar o potencial me´dio de membrana de cada sub-rede, como descrito
pela seguinte equac¸a˜o:
Var(V j(t)) =
1
N
N∑
i=1
(V ji (t) − 〈V j〉(t))2. (4.12)
Partindo da expressa˜o da variaˆncia, toma-se a me´dia temporal como:
Var(V j) = lim
T→∞
1
T − T ′
∫ T
T ′
dtVar(V j(t)), (4.13)
onde T
′
= 24s e T = 30s. Assim as variaˆncias dizem respeito a um intervalo de tempo,
e tambe´m a um conjunto de elementos espec´ıficos, podendo ser qualquer uma das 53
sub-redes ou o conjunto global com todos os elementos do sistema.
Pode-se ver na Fig. (4.12) que a variaˆncia global dos potenciais de mem-
brana e´ bastante alto, independentemente de aumentar ou na˜o ambos os acoplamentos.
Isso e´ fa´cil de compreender apo´s as diversas ana´lises feitas. O gIN tem grande influeˆncia em
gerar ou destruir super-agrupamentos, embora esses dificilmente caiam na mesma posic¸a˜o
de fase, logo acaba-se obtendo sincronizac¸a˜o de estouros e na˜o de disparos. O gOUT pode
gerar algumas sub-redes com SS e favorecer a criac¸a˜o ou quebra de pequenos agrupamen-
tos. Como a variaˆncia e´ um o´timo quantificador para detectar SS, obteˆm-se enta˜o uma
avaliac¸a˜o de que em todo espac¸o de paraˆmetros estudado nunca chega-se a um SS global.
Observando-se a variaˆncia da sub-rede (1) teˆm-se o comportamento gerado
apenas pelo acoplamento interno, ja´ que todos os elementos da matriz do gato para essa
sub-rede sa˜o nulos. Isso mostra que o acoplamento interno aumenta sutilmente a variaˆncia,
indicando que, apesar desse termo favorecer sincronizac¸o˜es do tipo BS, ele desfavorece as
sincronizac¸o˜es do tipo SS. A variaˆncia da sub-rede (5) e´ um pouco mais complicada,
sendo poss´ıvel ver que o acoplamento externo esta´ reduzindo a mesma, logo favorecendo
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Figura 4.12: Esta˜o localizados nas figuras de (a-d) respectivamente a variaˆncia global dos potenciais
de membrana, a variaˆncia da sub-rede (1), (5) e (46). Globalmente o efeito dos acoplamentos e´ bastante
sutil e reduz o efeito de sincronizac¸a˜o dos potenciais, enquanto para algumas sub-redes o efeito pode ser
bastante aditivo como o caso da sub-rede 46.
o surgimento de sincronizac¸a˜o do tipo SS. Por fim, ha´ a sub-rede (46), e que, para uma
pequena a´rea de seu espac¸o de paraˆmetros, tem variaˆncia quase nula. Isso implica no que
ja´ foi observado com mais dificuldade na Fig. (4.10), que o sistema entra em um regime
de sincronizac¸a˜o do tipo SS.
Vale ressaltar que essa e´ uma situac¸a˜o muito peculiar, como podemos ver,
ate´ mesmo o cont´ınuo aumento do gOUT pode tirar essa sub-rede dessa condic¸a˜o. Aqui
notamos a emergeˆncia de efeitos extremos (transic¸a˜o abrupta de um estado para outro
estado dinaˆmico), o qual possui semelhanc¸a a comportamentos observados em sistemas
neurais pela literatura [93], e parece ser fundamental na compreensa˜o de sistemas neuro-
nais biolo´gicos.
A variaˆncia na˜o e´ o u´nico quantificador eficiente de sincronizac¸a˜o SS, como
pode ser visto na Fig. (4.13). O me´todo da taxa de recorreˆncia mostra resultados muito
parecidos com os obtidos pela variaˆncia, com a sutil, embora na˜o geral, diferenc¸a que essa
te´cnica nos fornece um nu´mero mais preciso do qua˜o s´ıncrono esta´ o sistema. Como ja´ foi
descrito no Cap. 2, o quantificador que nesse caso foi aplicado para os potenciais de mem-
brana, varia de zero (totalmente ass´ıncrono quanto a` sincronizac¸a˜o SS) ate´ (1) (s´ıncrono
no estilo SS com respeito ao raio de toleraˆncia  usado). Logo, para os casos apresentados
nessa figura, de forma semelhante ao que foi feito com a variaˆncia, temos um caso global
(sem sincronia), um caso sem conexo˜es entre sub-redes, um caso com algumas conexo˜es
com outros grupos (onde ha´ um claro aumento da taxa de recorreˆncia) e, por fim, uma
sub-rede altamente conectada com outras sub-redes (com a´reas em regime SS). Um ponto
relevante a ser ressaltado e´ a semelhanc¸a entre a Fig. (4.13 - a) e a Fig. (4.6 - c). Pode-se
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notar grande semelhanc¸a com relac¸a˜o a` estrutura geral da figura (esquecendo-se os valores
nume´ricos relativos a cada quantificador), a despeito das diferenc¸as entre os quantifica-
dores, mostrando que a taxa de recorreˆncia de algum modo recobra a caracter´ıstica das
diferenc¸as entre os paraˆmetros de ordem local me´dio e global.
Figura 4.13: Esta˜o localizados nas figuras de (a-d) respectivamente a taxa de recorreˆncia global dos
potenciais de membrana, as sub-redes (1), (5) e (46). Globalmente o efeito dos acoplamentos e´ bastante
sutil e reduz o efeito de sincronizac¸a˜o dos potenciais, enquanto para algumas sub-redes o efeito pode ser
bastante aditivo como o caso da sub-rede (46).
Por fim, a Fig. (4.14) foi constru´ıda para apresentar a estabilidade do
sistema apo´s a passagem de efeito transiente, e uma compreensa˜o espac¸o-temporal do
comportamento da rede total. Nesse caso esta˜o apenas os campos me´dios dos potenci-
ais de membrana de cada sub-rede, para os quatro diferentes conjuntos de acoplamentos
utilizados anteriormente. E´ poss´ıvel ver todos os quatro esta´gios apresentados nas sec¸o˜es
anteriores, e como o sistema manteˆm tal configurac¸a˜o espacial por per´ıodos relativamente
longos de evoluc¸a˜o temporal (a rigor praticamente na˜o muda para quase todas as confi-
gurac¸o˜es de acoplamentos).
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Figura 4.14: Variac¸o˜es das evoluc¸o˜es temporais do campo me´dio de cada sub-rede, para diferentes
regimes de acoplamentos interno e externo a`s sub-redes. Teˆm-se o conjunto de condutaˆncias de aco-
plamento para (a), (b), (c) e (d) respectivamente os valores de gIN e gOUT, [1, 5 × 10−3; 3, 0 × 10−3],
[8, 0× 10−3; 3, 0× 10−3], [1, 5× 10−3; 14, 0× 10−3] e [8, 0× 10−3; 14, 0× 10−3]
Sec¸a˜o 4.3
Rede Externa em Estrutura SW
Como primeiro estudo realizado mudando-se a topologia geral da rede,
foi feito um trabalho preliminar em cima de uma estrutura bastante distinta da analisada
ate´ agora. Ao inve´s de usar a rede do gato, onde cada elemento e´ uma sub-rede SW,
foi feito uma estrutura de rede do tipo SW e cada elemento dessa rede sa˜o outras redes
do tipo SW. Quando faz-se isso, perde-se um pouco o vie´s experimental, mas ganha-se
grande compreensa˜o da complexidade inerente ao sistema. Basicamente, sa´ımos de uma
matriz obtida experimentalmente e consideravelmente irregular, para um caso onde temos
as regras mais restritas do regime SW.
A Fig. (4.15) apresenta o mesmo estudo realizado na Fig. (4.6), mas agora
com a estrutura topolo´gica sensivelmente alterada. Devido ao fato desse trabalho basear-
se no estudo da influeˆncia da matriz do gato como macro-rede, optou-se em haver mais
uma avaliac¸a˜o comparativa do que pontual dessa nova estrutura complexa.
Todos os treˆs casos apresentam diferenc¸as grandes quanto a` sincronizac¸a˜o
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Figura 4.15: As fi-
guras ao lado apresen-
tam respectivamente o
paraˆmetro de ordem lo-
cal me´dio calculado so-
bre cada sub-rede (co-
nectadas via rede ex-
terna SW), o paraˆmetro
de ordem entre todos os
53 × 256 elementos e a
diferenc¸a entre a Fig. (a)
e (b). Todas possuem a
variac¸a˜o do acoplamento
interno e externo a`s sub-
redes, apresentando os
diferentes esta´gios de co-
operac¸a˜o em fase entre
todos os membros dessa
comunidade neuronal.
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BS. O primeiro fato vem da Fig. (4.15 - c). Esse caso apresenta a diferenc¸a entre as Fig.
(4.15 - a) e Fig. (4.15 - b), e mostra claramente que, para um sistema mais “regular”,
as diferenc¸as locais e globais sa˜o mı´nimas. Esse resultado surge, essencialmente, de treˆs
caracter´ısticas da macro-rede SW. A primeira esta´ na reflexa˜o das conexo˜es com relac¸a˜o
a` diagonal principal, sendo que a matriz do gato na˜o possui essa refletividade. A segunda
caracter´ıstica e´ a utilizac¸a˜o dos pesos nas conexo˜es (nossas redes SW, como ja´ havia
sido mencionado, teˆm conexo˜es com peso igual a 1), na matriz do gato ha´ pesos de
valores diferentes e a distribuic¸a˜o dos mesmos segue uma estrutura pro´pria. Por u´ltimo, a
matriz do gato segue uma estrutura de grupos altamente conectados, favorecendo muito
a influeˆncia dinaˆmica em alguns locais em detrimento de outros, algo que na˜o acontece
em um regime de pequeno mundo.
Comparativamente, a Fig. (4.6 - a) rapidamente converge em quase todo o
espac¸o de paraˆmetros para uma sincronizac¸a˜o BS, enquanto em Fig. (4.15 - a) as me´dias
locais possuem grandes a´reas de assincronia em diferentes localidades do espac¸o. Para a
Fig. (4.15 - b) e´ vis´ıvel a alterac¸a˜o geral do espac¸o de paraˆmetros quando comparada com
Fig. (4.6 - b). As maiores diferenc¸as surgem quanto maior gOUT, quando em um caso
(matriz SW) temos na maior parte do espac¸o um aumento da sincronizac¸a˜o BS global e
no outro (matriz do gato) uma assincronia global.
Com as ferramentas adequadas, descrevemos uma estrutura com tantos
graus de liberdade e com tamanha complexidade. Ha´ diversas caracter´ısticas e efeitos
que necessitam um maior aprofundamento, tal qual as diferentes transic¸o˜es via regimes
de sincronizac¸a˜o diferentes, para conjuntos bastante variados de acoplamentos, em espe-
cial ressalta-se a criac¸a˜o de grupos de aglomerados em diferentes fases e com diferentes
frequeˆncias angulares. Todos esses efeitos, e alguns mais descritos no texto, acontecem
em menor ou maior amplitude em sistemas biolo´gicos, como ja´ citamos, e sa˜o de suma
importaˆncia na compreensa˜o geral de sistemas complexos cada vez maiores.
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Cap´ıtulo 5
Previsibilidade de Micro Despertar em
Sonos SWS
“Na˜o ha´ lugar para a sabedoria onde na˜o ha´
pacieˆncia.”
Santo Agostinho
O sono e´ uma necessidade biolo´gica de diversos seres vivos, mas a necessi-
dade do sono carrega em si diversas teorias. Este cap´ıtulo apresenta uma breve descric¸a˜o
sobre o sono, os estagiamentos e seus efeitos. Depois sera´ apresentada a extensa˜o da
ana´lise dinaˆmica (em sua maioria ligada ao quantificador de recorreˆncia DET ) desenvol-
vida ao longo da pesquisa, e aplicada a se´ries experimentais obtidas de sensores ligados a
camundongos. Tais sensores foram responsa´veis pelo recolhimento do grande volume de
dados de alguns camundongos, sendo que aqui sera˜o usados os dados ligados a um esta´gio
espec´ıfico de sono (SWS - slow waves sleep), e intercalados por momentos de despertar de
curta durac¸a˜o do animal. Os principais resultados e concluso˜es foram a detecc¸a˜o desses
micro-despertares com alguma antecedeˆncia ao fenoˆmeno, a constatac¸a˜o de acoplamento
neuronal de diferentes regio˜es cerebrais via alterac¸a˜o do quantificador de recorreˆncia e a
adaptac¸a˜o dessa ferramenta para uma gama ampla de sistemas.
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Sec¸a˜o 5.1
Esta´gios do Sono
Das diversas teorias que existem a respeito do sono, quatro delas sa˜o
aceitas em algum n´ıvel pela comunidade cient´ıfica. As teorias da inatividade e da con-
servac¸a˜o de energia sa˜o descritas como adaptac¸o˜es evolutivas, sendo que a primeira versa
sobre encontrar um local protegido para se esconder, em um momento (noite) que o mesmo
estaria mais suscet´ıvel a ataques. A segunda teoria, relativa a` conservac¸a˜o da energia,
relata que em um ambiente com provimento restrito de alimentos, e´ evolutivamente mais
via´vel economizar energia em um dado per´ıodo, para aumentar as chances de obtenc¸a˜o
de alimentos. Ambas as teorias possuem pontos falhos, mas certamente fazem parte do
motivo [94–96].
A teoria da restaurac¸a˜o fala em um momento para o ce´rebro e o organismo
se recuperarem do per´ıodo acordado, ja´ que, ao longo do estado acordado, os neuroˆnios
produzem adenosina como um subproduto de sua atividade. Quanto mais concentrada a
adenosina, maior a sensac¸a˜o de cansac¸o. Quando o indiv´ıduo dorme, o ce´rebro pode retirar
a adenosina do organismo, fazendo com que o mesmo fique mais alerta e acordado. Por
fim, a teoria da plasticidade do ce´rebro versa sobre a interfereˆncia do sono na plasticidade
cerebral. Plasticidade e´ a capacidade do ce´rebro em criar novas conexo˜es neuronais, e
esta´ diretamente relacionada com a capacidade de aprendizado de um indiv´ıduo [94–96].
O sono e´ um estado psicof´ısico que e´ intercalado com o acordado, suas
diviso˜es internas sa˜o relativas a diversos processos cerebrais, e geram reduc¸a˜o de atividade
motora, aumento de atividade hipocampal, reduc¸a˜o de atividade card´ıaca, reduc¸a˜o de
conscieˆncia, entre va´rios outros efeitos. Os per´ıodos de sonos podem ser subdivididos em
dois grandes agrupamentos, o primeiro e´ o movimento ra´pido de olhos (REM - rapid eye
movement) e o outro sem movimento ra´pido de olhos (NREM - non-rapid eye movement).
Ambos sa˜o caracter´ısticos em todos os mamı´feros e possuem per´ıodos espec´ıficos por
espe´cie, sendo tipicamente para seres humanos entre 90− 120 min. [97].
O NREM, nos seres humanos, possui quatro esta´gios, cada qual distinto
por causa da variac¸a˜o na frequeˆncia de oscilac¸a˜o do padra˜o adotado em medic¸o˜es nos anos
60 [97]. Esse padra˜o foi desenvolvido a partir de um conjunto de medidas de alterac¸a˜o
biofisiolo´gicas (provenientes de medidas EEG - electroencephalographic, EOG - electroocu-
lographic e EMG - electromyographic) mostrados na Fig. (5.1), que quando geram efeitos
concomitantes com respeito a` frequeˆncia, caracterizam esta´gios diferentes de sono. As
alterac¸o˜es para as caracterizac¸o˜es dos esta´gios de sono sa˜o bastante complexas (podem
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ser observadas com mais detalhes em [97]), mas, em resumo, pode-se aglutinar os esta´gios
3 e 4 em SWS (slow wave sleep). Esses esta´gios possuem frequeˆncia baixa em todos os
sensores, por isso e´ chamado de sono de ondas lentas.
Figura 5.1: A figura (obtida em [97]) apresenta o conjunto e posicionamento de eletrodos na PSG
(polysomnography), que necessita de treˆs agrupamentos de sensores, EEG, EOG e EMG.
Ao contra´rio do que acontece em t´ıpicos regimes de sonos em humanos, os
camundongos possuem um agrupamento reduzido de esta´gios de sono. Pode-se resumir
os esta´gios de sono ao SWS e o REM, intercalados por eventos de micro despertar. Os
momentos de micro despertar (1, 5 − 3, 0 (s) de atividade [98]) sa˜o essenciais durante o
sono, pois sa˜o eles os reguladores do grau de inatividade cerebral. A inatividade cerebral
nunca pode passar de um determinado limite, o qual e´ essencial para atividades realizadas
pelo ce´rebro mesmo quando dormindo [98].
A Fig. (5.2) mostra um desenho esquema´tico do experimento realizado por
colaboradores da UFRN que obteve os dados analisados nesse cap´ıtulo [99]. Basicamente,
foram utilizados treˆs conjuntos de sensores, sendo eles um conjunto na˜o-invasivo que
capta movimentos f´ısicos (aceleroˆmetro - Acc), outro implantado no co´rtex motor (na˜o
utilizado nesse primeiro trabalho) e, por u´ltimo, um conjunto implantado no hipocampo
dos animais (Hpp). Os dois u´ltimos necessitaram de uma cirurgia para implantac¸a˜o,
enquanto o primeiro e´ atrelado externamente aos camundongos. O experimento contou
com 5 espe´cimes sauda´veis com alimento e a´gua fornecidos regularmente.
Figura 5.2: A Fig. (a) e (b) mostram o posicionamento dos sensores invasivos no camundongo, enquanto
a Fig. (c) ilustra o confinamento e me´todo de coleta dos dados.
69
CAPI´TULO 5. PREVISIBILIDADE DE MICRO DESPERTAR EM SONOS SWS
Com os dados obtidos, foram realizadas ana´lises de hipnograma (que e´ uma
forma de polissonografia com atribuic¸o˜es por frequeˆncia, tal ana´lise tem caracter´ısticas
pro´prias de atribuic¸a˜o de estagiamentos [100]), com a finalidade de distinguir as regio˜es de
sono REM e SWS. A Fig. (5.3) apresenta uma ampliac¸a˜o de um sinal de aceleroˆmetro, com
o respectivo hipnograma mostrando as diferentes regio˜es de sono. Com tal procedimento
foram extra´ıdas dezenas de regio˜es em sono SWS, os quais continham eventos de micro-
despertar, e que acabamos por analisar em busca de preditores e acoplamentos com relac¸a˜o
a tal fenomenologia.
Figura 5.3: O gra´fico do hipnograma mostra os diferentes regimes de frequeˆncias ao longo do tempo
de um intervalo de tempo extra´ıdo do sinal Acc. Dessa forma, varrendo todos os elementos da se´rie do
aceleroˆmetro, define-se as regio˜es acordadas, dos sonos NREM (para os camundongos SWS), REM e os
micro-despertar nos momentos de sono.
Na pro´xima sec¸a˜o sera˜o apresentadas as ferramentas utilizadas na ana´lise
das se´ries, e ao final do cap´ıtulo os resultados sera˜o discutidos da aplicac¸a˜o dessa ferra-
menta.
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Sec¸a˜o 5.2
Ana´lise de Sistemas Na˜o-Estaciona´rios via
Determinismo
Existem alguns me´todos nume´ricos e matema´ticos que lidam com conjun-
tos de dados ruidosos, muitas vezes extraindo dos mesmos parte da componente ruidosa
[17]. Para analisar se´ries complexas como as de dados experimentais de mamı´feros (nesse
caso, em particular, de camundongos), e´ necessa´rio utilizar uma ferramenta bastante
robusta a alterac¸o˜es sutis na dinaˆmica. O quantificador de recorreˆncia chamado determi-
nismo, apresentado anteriormente no Cap. 2, possui a capacidade de detectar alterac¸o˜es
na evoluc¸a˜o espac¸o-temporal de trajeto´rias, e com as devidas adaptac¸o˜es, mudanc¸as quase
impercept´ıveis ao longo de grandes trajeto´rias.
Um dos grandes problemas do ca´lculo do determinismo (DET ou ∆, des-
crito pela Eq. 2.24) via gra´ficos de recorreˆncia (RP ou Rij descrito pela Eq. 2.19), e´ o
aumento considera´vel de trabalho computacional relativo a` dimensa˜o da se´rie contendo
os dados. Um RP de tamanho (N × N) retirado de uma se´rie com M elementos (onde
N ≤ M), faz com que o nu´mero de ca´lculos necessa´rios para que o DET acabe por cres-
cer quadraticamente. O problema torna-se um pouco maior quando busca-se avaliar a
evoluc¸a˜o temporal do DET de uma se´rie, pois, para isso, e´ necessa´rio retirar (M − N)
se´ries da se´rie original com M elementos, e, para cada uma dessas sub-se´ries, deve-se
calcular o DET. Assim sendo, o nu´mero geral de ca´lculos envolvidos para esse tipo de
situac¸a˜o envolve algo da ordem de (M − N) × (N2) operac¸o˜es de recorreˆncia. A soluc¸a˜o
para isso foi reduzir a ordem de procedimentos, e implementa´-los em um processador
gra´fico como os mencionados no Cap. 4, com as performances relativas apresentadas nos
gra´ficos da Fig. (4.3).
Outro ponto importante quanto a esse me´todo esta´ na definic¸a˜o da diago-
nal mı´nima (lmin). Esse termo geralmente e´ constante ao longo da aplicac¸a˜o do me´todo,
e na bibliografia e´ mostrado que sua otimizac¸a˜o para ana´lise de sistemas acontece para
valores suficientemente baixos (lmin = 2, ..., 5) [101]. Isso, na grande maioria dos casos,
esta´ correto, conforme mostra o autor do artigo [101], embora existam casos nos quais
a aplicac¸a˜o e´ bastante espec´ıfica, como e´ o caso aqui abordado, em que o melhor valor
acaba por ser frac¸a˜o relativa ao conjunto amostral N. De forma mais precisa, a forma
de reduzir oscilac¸o˜es locais relativas a na˜o-estacionariedade do sistema, foi escolher um
valor entre (1%N < lmin < 10%N). Assim sendo, o valor do quantificador de recorreˆncia
DET muda consideravelmente conforme admite-se apenas trajeto´rias recorrentes longas,
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e e´ capaz de detectar transic¸o˜es dinaˆmicas sempre que essas trajeto´rias longas comecem
a desaparecer ou a aparecer.
Por u´ltimo, e´ preciso definir um limiar otimizado para as recorreˆncias, caso
contra´rio poder´ıamos obter resultados pouco conclusivos. A forma que desenvolvemos ao
longo desse trabalho pode ser visualizado na Fig. (5.4 - a). Esse me´todo define o melhor
limiar segundo ao valor ma´ximo da derivada da curva de Ψ(∆), onde Ψ(∆) pode ser
escrito pela Eq. (5.1).
Figura 5.4: A Fig. (a) apresenta os gra´ficos de otimizac¸a˜o (Ψ) e as derivadas com relac¸a˜o a  em func¸a˜o
do mesmo. Os ma´ximos das derivadas definem o momento cuja ma´xima variac¸a˜o no ganho de recorreˆncia
de trajeto´rias (considerando o DET ) ocorre, esse valor de limiar gera gra´ficos de determinismo com grande
quantidade de detalhes relevantes a compreensa˜o do sistema. As Fig. (b) e (d) sa˜o respectivamente os
sinais do aceleroˆmetro e hipocampo de um trecho do sono de um camundongo, enquanto as Fig. (c) e (e)
sa˜o os determinismos (∆) normalizados das respectivas se´ries. A regia˜o hachurada e´ a regia˜o de interesse,
e comec¸a a delimitar aproximadamente o momento em que o ∆(Acc) inicia sua decida, e o ∆(Hpp) comec¸a
sua subida, assim acontece inversamente no final dessa regia˜o.
Ψ(∆()) =
S
M − N
M−N
S∑
l=1
∆l() (5.1)
onde ∆l sa˜o os termos da se´rie de dados do determinismo, M o tamanho total de elementos
da se´rie, N uma sub-se´rie com uma amostragem de M e S o intervalo entre uma sub-se´rie
e outra extra´ıdas de M . A derivada deve ser feita com relac¸a˜o ao paraˆmetro , e o seu
ma´ximo fornecera´ o limiar com a maior transic¸a˜o de trajeto´rias longas na˜o recorrentes
para recorrentes.
As se´ries ∆l da Fig. (5.4) sa˜o obtidas dos sinais do aceleroˆmetro (Acc)
(5.4 - b) e do hipocampo (Hpp) (5.4 - d), ambas com o camundongo dormindo. As Fig.
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(5.4 - c) e (5.4 - e) mostram ∆ normalizado com os limiares otimizados da Fig (5.4), e
retratam o aparecimento de dois eventos de despertar no camundongo em questa˜o. As
a´reas hachuradas apresentam o in´ıcio e o fim, do ponto de vista do DET, do evento em
questa˜o. Nota-se claramente que os eventos (tanto no quantificador do hipocampo quanto
no do aceleroˆmetro) sa˜o detecta´veis antes do estouro propriamente dito.
Assim sendo, cada conjunto de eventos em esta´gios de sono do tipo SWS,
teve um conjunto diferente de limiares definidos tanto para o hipocampo quanto para o
aceleroˆmetro. No total foram analisados 205 eventos extra´ıdos de 5 camundongos. Em
cada conjunto de dados M contendo micro-despertar (o tamanho do mesmo e´ varia´vel e
dependente do intervalo de sono SWS), foi feito o ca´lculo do DET com S = 10, janelamento
amostral N = 8192 e diagonal mı´nima lmin = 200. Ale´m disso a taxa de amostragem
das se´ries de dados e´ de 1 kHz (com resoluc¸a˜o temporal de 1 ms), sendo que, para cada
hora de monitoramento do camundongo, sa˜o extra´ıdos 3, 6 × 106 pontos. Para garantir
o potencial de previsa˜o de eventos futuros, o conjunto de N dados coletados da se´rie
experimental necessa´rios para o ca´lculo de ∆ foi sempre retirado de pontos anteriores aos
tempos apresentados nos gra´ficos. Dessa forma, a se´rie temporal experimental tem pelo
menos 8192 pontos que antecedem o zero dos gra´ficos apresentados nesse cap´ıtulo. Esse
detalhe garante que na˜o ha´ metodologicamente erros causados pela utilizac¸a˜o de pontos
futuros.
Na sec¸a˜o seguinte apresentaremos diversos eventos, caracter´ısticas e es-
tat´ıstica dos mesmos.
Sec¸a˜o 5.3
Resultados em Previsibilidade e Acoplamentos
Biolo´gicos
O me´todo adaptado dos quantificadores de recorreˆncia (determinismo), foi
aplicado de forma sisteˆmica para todos os 205 eventos de micro-despertar, os quais foram
obtidos de 5 camundongos tanto em horas diurnas quanto em horas noturnas (quando
permanecem mais tempo acordado). Os gra´ficos da Fig. (5.5) mostram um exemplar
dos sinais de Acc e Hpp e suas respectivas ana´lises via determinismo ∆, para cada um
dos 5 camundongos relatados. Os conjuntos de resultados da Fig. (5.5) apresentam
a´reas hachuradas em cinza, ressaltando as a´reas de interesse. Ale´m disso, tais marcado-
res tentam guiar a observac¸a˜o conjunta de va´rios eventos ocorrendo concomitantemente.
Nota-se que, no in´ıcio de cada uma das regio˜es hachuradas, ha´ uma regia˜o com (quase)
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nenhuma alterac¸a˜o vis´ıvel no sinal do Acc, embora o sinal do Hpp mostre em geral uma
reduc¸a˜o na amplitude do sinal. O ∆ de ambos os sinais apresentam um resultado dis-
tinto, e evidencia uma queda no determinismo do aceleroˆmetro enquanto ha´ uma clara
subida do determinismo do hipocampo, e ambos os eventos ocorrem com diferenc¸as de
tempo mı´nimas. Tal conjuntura de eventos provenientes de sensores ta˜o distintos, leva a
concluso˜es de grande relevaˆncia para a compreensa˜o desse intrincado sistema dinaˆmico.
O primeiro ponto e´ a infereˆncia de um acoplamento biof´ısico entre a a´rea cerebral do
hipocampo e a a´rea cerebral motora (diretamente responsa´vel pela movimentac¸a˜o f´ısica
captada pelo aceleroˆmetro), com relac¸a˜o a fenomenologia do sono, mais especificamente
com a dinaˆmica dos micro-despertar. E´ importante ressaltar que os valores de ∆ foram
normalizados para facilitar a visualizac¸a˜o.
Outra informac¸a˜o que e´ poss´ıvel extrair da Fig. (5.5) esta´ contida nessa
espe´cie de sincronizac¸a˜o de eventos em anti-fase. Ao fim de cada uma das regio˜es hachu-
radas, pode-se ver que, normalmente, o ∆(Acc) atinge um mı´nimo local (lembrando que
foi normalizado) e o ∆(Hpp) teˆm um ma´ximo local, e tais eventos na grande maioria dos
fenoˆmenos ocorre de forma aproximadamente s´ıncrona. Com um pouco de atenc¸a˜o na
observac¸a˜o dos eventos, e´ poss´ıvel notar que, em geral, o sinal do ∆(Hpp) precede ∆(Acc),
denunciando o que supomos ser uma fenomenologia de causalidade entre os eventos. Tais
evideˆncias levam a` concepc¸a˜o da ideia de primazia da a´rea do hipocampo com relac¸a˜o a
a´rea motora para inicializac¸a˜o do micro-despertar.
Por fim, outro dado importante vem dos tempos entre os eventos. Defi-
nimos como τ1 o tempo entre o in´ıcio do aumento consistente do determinismo no Hpp
e a queda do determinismo do Acc, enquanto τ2 e´ o tempo entre o in´ıcio da queda do
∆(Acc) e o evento vis´ıvel no sinal do aceleroˆmetro de micro-despertar. A Fig. (5.6 - a)
mostra o ∆(Acc) calculado para diversos limiares diferentes, com seus respectivos valores
no co´digo de cor. Assim acontece na Fig. (5.6 - c) para o sinal do determinismo do
hipocampo, enquanto teˆm-se nos sinais em (5.6 - b) e (5.6 - d) os dados de Acc e Hpp. As
marcac¸o˜es sobre as figuras apresentam as distinc¸o˜es de tempo entre os eventos, e ele se
mante´m para a grande maioria dos eventos analisados. O tempo de previsa˜o entre o sinal
do determinismo do aceleroˆmetro e o in´ıcio do micro-despertar como pleno evento, varia
consideravelmente de evento para evento, e em alguns casos falha, mas em me´dia teˆm-se
algo como ≈ 4 (s).
As taxas de falha por camundongo gira por volta de 20%, chegando a um
mı´nimo pro´ximo de 15% e a um ma´ximo em torno de 30%. O maior problema nesse
caso preditivo na˜o ocorre quanto ao fato de antecedeˆncia ou na˜o antecedeˆncia do evento,
mas sim quanto aos crite´rios objetivos para definir uma queda do ∆(Acc) como pre´via de
um evento de micro-despertar. Caso seja utilizado uma queda abrupta do determinismo
(algo como 50%), o tempo para tal queda ocorrer aproxima-se ao tempo de antecedeˆncia
do evento, sendo tal crite´rio inu´til como previsa˜o em tempo real. Nessa situac¸a˜o, o
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Figura 5.5: Cada um dos cinco conjuntos de gra´ficos refere-se a um camundongo diferente. Os gra´ficos de
cada grupo apresentam o sinal Acc e o sinal Hpp em regimes de sono SWS com eventos de micro-despertar
(pequeno estouro na amplitude do sinal), e as curvas do ∆(Acc) e ∆(Hpp) com regio˜es hachuradas nas
a´reas de interesse. Tais a´reas mostram o acoplamento em anti-fase dos sinais de ambos os determinismos,
ale´m do pequeno per´ıodo que antecede o evento propriamente dito do micro acordar.
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Figura 5.6: Os gra´ficos (a) e (c) mostram a visualizac¸a˜o da evoluc¸a˜o temporal do ∆(Acc) e ∆(Hpp), para
va´rios valores diferentes de limiar. Nota-se o aumento do determinismo do hipocampo primeiramente e
pouco tempo depois uma reduc¸a˜o do determinismo do aceleroˆmetro, esse primeiro intervalo de tempo
foi intitulado τ1, enquanto o tempo de previsibilidade do sinal do aceleroˆmetro para o evento do micro-
despertar e´ τ2. Tal gra´fico mostra uma procedeˆncia causal entre os sinais, e uma leve alterac¸a˜o no sinal
do aceleroˆmetro anterior ao evento propriamente dito.
acerto dos eventos seria praticamente 100%, ou seja, todo evento e´ antecedido por uma
queda abrupta do determinismo (conclusa˜o quase o´bvia). O outro extremo tambe´m na˜o
e´ positivo, se o crite´rio for muito brando (queda de 10%), havera´ muitos falsos positivos.
Para esses nu´meros de acerto fornecidos, foi adotado um crite´rio intermedia´rio, no caso
uma queda de 25% do sinal do determinismo do aceleroˆmetro. Mesmo com todos esses
detalhes, ainda continua a ser robusto o o percentual de acertos, visto que os dados de
Acc na˜o precisariam conter trac¸os pre´vios da fenomenologia do micro-acordar.
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Cap´ıtulo 6
Concluso˜es e Perspectivas Futuras
“Combati o bom combate, terminei a minha carreira,
guardei a fe´.”
Bı´blia. II Timo´teo, Cap. 4,Vers. 7
Ao longo da pesquisa e na construc¸a˜o desse trabalho foi realizada uma
extensa revisa˜o bibliogra´fica, buscando os desenvolvimentos mais recentes de ferramentas
e me´todos, bem como discusso˜es relevantes para o embasamento te´cnico e teo´rico desse
trabalho. Diversas sa˜o as abordagens e as linhas de pesquisa na neurocieˆncia, mas jus-
tamente por esta ser interdisciplinar, margeando diversas outras cieˆncias e usufruindo do
desenvolvimento de todas, que houve o aumento considera´vel do trabalho empenhado na
construc¸a˜o desse trabalho. Em um resumo ra´pido, as a´reas envolvidas nesse texto par-
tem da f´ısica e informa´tica ate´ biologia, matema´tica e qu´ımica, ale´m da a´rea me´dica e
neurofisiolo´gica que analisa o sono humano e de animais.
Apo´s ser realizada uma descric¸a˜o geral e motivacional do desenvolvimento
dessa pesquisa, foram apresentados os principais conceitos envolvidos na construc¸a˜o dos
resultados, como a parte da ana´lise e construc¸a˜o de redes (derivada da teoria de gra-
fos) e os me´todos de detecc¸a˜o de fenoˆmenos como o paraˆmetro de ordem de Kuramoto,
variaˆncia, gra´ficos de recorreˆncia e seus muitos quantificaodres, dando especial atenc¸a˜o
ao determinismo.
Em seguida foi feito um resumo do desenvolvimento e da construc¸a˜o dos
modelos neuronais atuais, principalmente os que sa˜o baseados em condutaˆncias, como sa˜o
os casos do Hodgkin-Huxley e Huber-Braun.
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Na parcela dos resultados para a estrutura rede de redes (ou rede com
sub-redes), foram mostrados os diversos e ricos padro˜es gerados devido aos acoplamentos
internos e externos a`s sub-redes. Foi poss´ıvel distinguir os regimes de acoplamento de
fase por estouros (BS) locais e global, as regio˜es altamente localizadas de sincronizac¸a˜o
de disparos (SS) e inclusive efeitos assincronia de estouros mesmo com aumento da in-
tensidade de acoplamentos. As aglomerac¸o˜es locais sa˜o outro comportamento importante
que emerge desse sistema complexo, pois leva a cooperac¸a˜o de certos centros neuronais
com outros, dentre os quais ha´ relac¸o˜es de atividade ou relac¸a˜o de controle. Por fim,
e´ observado que os sub nu´cleos sa˜o facilmente sincroniza´veis dentro de si, facilitando a
concordaˆncia de atividades que devem ser executadas, embora a sincronizac¸a˜o entre sub
nu´cleos precisem de alterac¸o˜es mais bruscas do sistema.
Nos resultados obtidos na ana´lise de se´ries experimentais, foi poss´ıvel ob-
servar a previsa˜o de eventos conhecidos como micro despertar. Esse fenoˆmeno observado
durante a fase de sono de muitos animais, mais especificamente nessa pesquisa de camun-
dongos, foi aqui baseado no esta´gio de sono chamado SWS. Esses eventos sa˜o precedidos
por uma reduc¸a˜o da atividade no hipocampo (reduc¸a˜o da amplitude do sinal do sen-
sor), mas na˜o eram observados ind´ıcios relevantes na atividade motora dessa alterac¸a˜o
anterior ao micro despertar pelo sinal do aceleroˆmetro. Com algumas adaptac¸o˜es feitas
no determinismo, foi poss´ıvel observar uma leve alterac¸a˜o no sinal motor proveniente do
aceleroˆmetro. Ale´m disso foi poss´ıvel qualificar um tempo me´dio de previsa˜o tendo por
base o grande nu´mero de eventos analisados, e tambe´m taxas de erro consistentes com um
efeito dinaˆmico robusto. Outro ponto importante observado e caracterizado nesse traba-
lho, decorre do acoplamento em anti-fase dos ∆ com relac¸a˜o ao sinal invasivo obtido do
hipocampo e do sinal externo obtido do aceleroˆmetro, ale´m da menc¸a˜o aos tempos entre
a queda do ∆(Acc) e a subida do ∆(Hpp), denunciando a causalidade entre os eventos.
Todas essas evideˆncias e outras melhor descritas no cap´ıtulo 5, geram suspeitas quanto a
acoplamentos biof´ısicos cerebrais entre as regio˜es do hipocampo e motora, com relac¸a˜o a
fenomenologia do sono.
Os pro´ximos passos da pesquisa sugerem diversos caminhos diferentes.
Para o caso das redes complexas, ha´ uma concentrac¸a˜o no estudo da estabilidade provo-
cada pelos acoplamentos quando a rede e´ provocada por um distu´rbio externo ao sistema.
Nesse ı´nterim adiciona-se que existem diferentes n´ıveis de estabilidade nesse caso, e isso
mostra-se que ha´ regio˜es mais suscet´ıveis a influeˆncias externas e outras muito robustas.
Tal trabalho esta´ com resultados avanc¸ados, mas ainda na˜o conclu´ıdos. Outro ponto
relevante nesse tipo de sistema, surge no caso em que a rede externa e´ alterada, como
brevemente mencionamos nesse trabalho. Para alguns tipos de alterac¸a˜o, como a adic¸a˜o
de elementos sina´pticos inibito´rios, a estrutura topolo´gica de sincronizac¸a˜o BS muda com-
pletamente com relac¸a˜o aos acoplamentos. Outro tipo de alterac¸a˜o relevante e´ o aumento
da rede externa, e a adic¸a˜o de conexo˜es ponto a ponto, ao inve´s de acoplamento de campo
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me´dio, o qual fornece um escopo completamente diferente e mais real´ıstico.
O trabalho com as se´ries experimentais dos camundongos carregam em si
diversos potenciais trabalhos. Os primeiros esta˜o sendo conclu´ıdos partindo de diversos re-
sultados apresentados no cap´ıtulo 5, baseados nas evideˆncias de acoplamentos biolo´gicos,
previsibilidade de eventos e sincronizac¸a˜o em anti-fase dos micro-acordar. Os pro´ximos
trabalhos previstos para serem desenvolvidos, perpassam por testes com camundongos
drogados, os mesmos buscaram testes de validade dos resultados aqui apresentados sob
esse conjunto de indiv´ıduos, ale´m de buscar caracter´ısticas intr´ınsecas que os denunciem
como na˜o sauda´veis. Ale´m disso ha´ a possibilidade de analisar os esta´gios REM, e avaliar
a viabilidade de definir estagiamentos de sono com outra ferramenta que na˜o o hipno-
grama/polissonografia.
Essa tese produziu um artigo publicado no PRE-Physical Review E
(Synchronization of bursting Hodgkin-Huxley-type neurons in clustered networks), e versa
sobre o sistema de rede de redes neurais explorado no Cap. 4. Outros dois trabalhos
esta˜o em fase final com um ja´ submetido e versam sobre va´rios resultados apresentados
no Cap. 5, ale´m de diversos outros detalhes espec´ıficos desenvolvidos em cooperac¸a˜o.
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