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Abstract
The subset of Riemann integrable functions in L1[0,1] is a Borel set which is03-complete, i.e.Fσδ but
not Gδσ .
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For 1 p < ∞, let Lp = Lp[0,1] denote the class of all measurable functions f : [0,1] → R
such that |f |p is integrable on [0,1], together with the norm:
‖f ‖p :=
( 1∫
0
∣∣f (t)∣∣p dt
)1/p
,
where the integral is taken with respect to the Lebesgue measure. Strictly speaking, ‖ · ‖p is a
pseudo-norm, but becomes a strict norm if we identify functions in Lp which are equal a.e. (al-
most everywhere). Also L∞ = L∞[0,1] denotes the class of all essentially bounded measurable
functions f on [0,1] with norm ‖f ‖∞ = the essential supremum of |f |.
Our goal is to study the class of Riemann integrable functions (which are by definition always
bounded) as a subset of L1. Because functions which are equal a.e. are identified in L1, we work
with the class R of functions “Riemann integrable in a wider sense”:
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f = g a.e.) for some bounded g : [0,1] → R which is Riemann integrable in the ordinary sense.
Thus any measurable function which is equal a.e. to some function which is Riemann inte-
grable in the usual sense will also be regarded as Riemann integrable in the wide sense.
In this way, R becomes a subset of L∞, and hence of Lp for all p  1.
Example. The “Dirichlet function” on [0,1], which assumes the value 1 on the rationals and the
value 0 on the irrationals, is not Riemann integrable in the usual sense, but it is in R, i.e., it is
Riemann integrable in the wide sense.
Our main result is the following, which follows from Theorems 3 and 4 proved later.
Main result. For 1 p < ∞, R is a meager03-complete subset of Lp .
From now on, we will assume p = 1, and so will work only in L1, but everything below will
generalize to 1 p < ∞ with little modification. For definitions, terminology, and notations, see
[2] and [3].
1. Surely everywhere discontinuous functions
It is easy to see that R is a meager (first-category) subset of L1, because L∞ is meager as
a subspace of L1: The set Fn = {f ∈ L1: ‖f ‖∞  n} is nowhere-dense closed in L1 for each
n = 1,2, . . . . Thus, while every member of R is essentially bounded, “most” (meaning a co-
meager set of) functions in L1 are essentially unbounded.
But the essential boundedness of functions in R is only one reason for the topological “small-
ness” of R, while continuity is another reason. We now show that “most” functions of L1 are
everywhere discontinuous in a strong manner, and so the functions in R are meager even as part
of uniformly essentially bounded subsets of L1; see Corollary 1 in this section.
We let m denote Lebesgue measure on [0,1], and we write f =∗ g to mean that m({t ∈ [0,1]:
f (t) = g(t)}) = 0. When we write measurable without any qualification, we mean Lebesgue
measurable.
Definition. A function f : [0,1] → R will be called surely everywhere discontinuous, abbreviated
S.E.D., if for any g : [0,1] → R, g =∗ f implies that g is everywhere discontinuous.
Definition. Let f : [0,1] → R. If A ⊆ [0,1] is measurable and m(A) > 0, the essential oscillation
of f over A, denoted by ω∗f [A], is defined as:
ω∗f [A] := inf
m(E)=0 sup
{∣∣f (u)− f (v)∣∣: u,v ∈ AE}= ess-sup{∣∣f (u)− f (v)∣∣: u,v ∈ A}.
For x ∈ [0,1], the essential oscillation of f at x, or ω∗f (x), is defined as:
ω∗f (x) := inf
δ>0
ω∗f
[
Nδ(x)
]
, where Nδ(x) :=
{
t ∈ [0,1]: |t − x| < δ}.
We omit the routine proofs of the following two facts.
Fact. For f : [0,1] → R, f ∈R iff f ∈ L∞ and ω∗ (x) = 0 for almost all x ∈ [0,1].f
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Example. If f is the Dirichlet function, then ω∗f (x) = 0 for all x ∈ [0,1]. If g is the function
defined as g(x) = sin(1/x) if x = 0 and g(0) = 0, then ω∗g(x) = 0 if x = 0, but ω∗g(0) = 2.
Example. Let P be a subset of [0,1] such that for every non-empty open subset U of [0,1],
both U ∩ P and U  P have positive measure. Let h be the characteristic function of P . Then
ω∗h(x) = 1 for all x ∈ [0,1]. Thus h is S.E.D.
Proposition. Let A ⊆ [0,1] be measurable with m(A) > 0 and let a ∈ R. Then Ga[A] :=
{f ∈ L1: ω∗f [A] > a} is a dense open subset of L1.
Proof. Fix A as above. For f ∈ L1, define:
ess-supA f := inf
m(E)=0 sup
{
f (t): t ∈ AE}, and ess-infA f := − ess-supA −f.
Lemma. The mapping f → ess-supA f is lower semicontinuous (from L1 to R).
Proof. First note that the ess-supA f can be any extended real number except −∞.
Now let c ∈ R. We show that the set UA = {f ∈ L1: ess-supA f > c} is open.
Fix f ∈ UA, and b ∈ R with ess-supA f > b > c. Let B = {t ∈ A: f (t) > b}, so that
m(B) > 0, and put δ = (b − c)m(B). Then ‖f − g‖1 < δ implies that g ∈ UA. For otherwise,
there would be a g ∈ L1 with ‖f − g‖1 < δ and g(x) c for almost all x ∈ A, which would give
‖f − g‖1 =
1∫
0
|f − g|
∫
B
|f − g|
∫
B
b − c = (b − c)m(B) = δ,
a contradiction. 
It follows from the Lemma that the mapping f → ess-infA f is upper semicontinuous.
Now it is not hard to see that ω∗f [A] = ess-supA f − ess-infA f . Hence the mapping
f → ω∗f [A] is lower semicontinuous, and so the set Ga[A] is open.
To show that Ga[A] is dense, fix f ∈ L1 and  > 0. By absolute continuity of the integral,
there is δ > 0 such that m(E) < δ implies
∫
E
|f | < /3. Fix M > a+|a|, and disjoint measurable
subsets E and F of A with 0 <m(E) < min{δ, /(3M)} and 0 <m(F) < δ. Let
g(x) =
⎧⎨
⎩
M if x ∈ E,
0 if x ∈ F,
f (x) if x ∈ [0,1] (E ∪ F).
Then g ∈ Ga[A] and
‖f − g‖1 =
∫
E
|f − g| +
∫
F
|f − g|
∫
E
|f | +
∫
E
|g| +
∫
F
|f | +
∫
F
|g|
< /3 +M(/(3M))+ /3 + 0 = .
This finishes the proof of the Proposition. 
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Therefore, the set {f ∈ L1: ω∗f (x) = +∞ for all x ∈ [0,1]} is a co-meager Gδ in L1.
Proof. Fix a countable base {Vn} for [0,1] such that each Vn is non-empty. Then
ω∗f (x) a for all x ∈ [0,1] iff ∀m ∀n ω∗f [Vn] > a − 1/m.
This proves the first statement in the Corollary. The second statement is a consequence of the
first. 
Corollary. The collection of everywhere essentially unbounded and surely everywhere discon-
tinuous functions is a co-meager Gδ subset of L1.
Corollary 1. The collection of S.E.D. functions is co-meager in L1.
Moreover for any a > 0, in the Polish subspace Fa = {f ∈ L1: ‖f ‖∞  a} of L1, the S.E.D.
functions form a co-meager subset of Fa , so that R∩ Fa is meager in Fa for any a > 0.
2. R is 03
In this section we will show that R is a 03 (i.e. Fσδ) subset of L1, and therefore is a Borel
set.
Definition. A function ϕ : [0,1] → R will be called a rational step function if and only if ϕ
assumes only rational numbers as its values and there are rational numbers 0 = r0 < r1 <
· · · < rn = 1 such that ϕ is constant on (ri−1, ri) for i = 1,2, . . . , n.
It can be shown that f : [0,1] → R is Riemann integrable in the ordinary sense iff for any n
there are rational step functions ϕ and ψ such that
ϕ  f ψ (everywhere) and
1∫
0
ψ − ϕ < 1/n.
However, here we need the following:
Theorem 2. Let f : [0,1] → R. Then f ∈R iff for all n there are rational step functions ϕ and ψ
such that
ϕ ∗ f ∗ ψ and
1∫
0
ψ − ϕ < 1/n.
(Here we write g ∗ h to mean g(x) h(x) for almost all x ∈ [0,1]. Note that the function f is
not assumed to be measurable.)
Proof. First assume that f ∈R. Then there is a bounded function g which is Riemann integrable
in the ordinary sense such that f =∗ g. Let n be any given positive integer. Since g is Riemann
integrable in the ordinary sense, there is a step function ψ ′ with g  ψ ′ everywhere and
∫
ψ ′ −
g < 1/(4n). Since ψ ′ is a step function there are real numbers 0 = x0 < x1 < · · · < xk = 1
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choose rational numbers 0 = p0 < p1 < p2 < · · · < pk = 1 and rational numbers q1, q2, . . . , qk
such that qi  yi (for i = 1,2, . . . , k), and pi  xi if yi < yi+1 and pi  xi otherwise (for i =
1,2, . . . , k − 1). Let ψ be a rational step function which takes the value qi on (pi−1,pi). Then
ψ ′ ∗ ψ . By taking each point pi close enough to xi , and qi close enough to yi , we can make∫
ψ − ψ ′ < 1/(4n). It follows that ψ is a rational step function with g ∗ ψ and ∫ ψ − g <
1/(2n). Similarly, we can get a rational step function ϕ with ϕ ∗ g and
∫
g−ϕ < 1/(2n). Then
ϕ ∗ f ∗ ψ and
∫
ψ − ϕ < 1/n.
Conversely, assume that for each n, ϕn and ψn are rational step functions with
ϕn ∗ f ∗ ψn and
∫
ψn − ϕn < 1/n. (1)
Without loss of generality we may assume that ϕn is lower semicontinuous (otherwise we can
replace ϕn by its lower envelope, which will change its value at finitely many points), and that
ψn is upper semicontinuous. From (1) it follows that for any m and n, ϕm ∗ ψn.
Claim. For any m and n, ϕm ψn everywhere, i.e. ψn(x)− ϕm(x) 0 for all x ∈ [0,1].
Proof. First note that the set U := {x: ψn(x) − ϕm(x) < 0} is open since ψn − ϕm is an up-
per semicontinuous function. If U were non-empty, U would have positive measure (being
open), and so we would have ϕm > ψn on the positive measure set U , contradicting the fact
that ϕm ∗ ψn. Thus U is empty, and the Claim is established. 
Now let ϕ = supm ϕm and ψ = infn ψn. The function ϕ is everywhere finite, since by the
Claim ϕm  ψ1 everywhere for all m. ϕ is also lower semicontinuous. Similarly the function
ψ is everywhere finite and upper semicontinuous. Moreover, using the Claim again, we see that
ϕ ψn everywhere, and so ϕ ψ everywhere.
Both functions ϕ and ψ are measurable, and∫
ψ − ϕ 
∫
ψn − ϕn < 1/n for all n, so:
∫
ψ − ϕ = 0.
Since ψ − ϕ  0 everywhere, it follows that ψ − ϕ = 0 a.e., i.e. ϕ = ψ a.e.
Now let g be any function such that
ϕ  g ψ everywhere.
(For example one can take g = ϕ or g = ψ .) Then g is bounded since ϕ1  g  ψ1 everywhere,
and ϕ1 and ψ1 are step functions.
Since ϕ(x) = ψ(x) = g(x) for almost all x, and ϕ is lower semicontinuous and ψ is upper
semicontinuous, so we have, for almost all x,
lim
t→x g(t) limt→x ψ(t)ψ(x) = g(x) = ϕ(x) limt→x ϕ(t) limt→x g(t).
Since limt→xg(t) limt→xg(t), we see that, for almost all x, all the quantities above are equal,
and so
lim
t→x g(t) = g(x) for almost all x.
It follows that the set of points of discontinuity of g has measure zero, and hence g is Riemann
integrable in the ordinary sense.
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Also ϕ =∗ g =∗ ψ . Thus f =∗ g. Since g is Riemann integrable in the ordinary sense, it follows
that f ∈R.
This finishes the proof of Theorem 2. 
Theorem 3. R is a 03 subset of L1. In particular, R is Borel.
Proof. Note that for f0 ∈ L1, the sets {f ∈ L1: f ∗ f0} and {f ∈ L1: f0 ∗ f } are closed
subsets of L1.
Note also that the set of rational step functions is countable, and so there is an enumeration
ϕ1, ϕ2, . . . , ϕn, . . . of all rational step functions. By Theorem 2, we see that for any f ∈ L1,
f ∈R iff ∀n ∃j ∃k
∫
ϕk − ϕj < 1/n and ϕj ∗ f and f ∗ ϕk.
It follows that R is a 03 (i.e. Fσδ) subset of L1. 
3. R is 03-hard
We need the following result from [2, 23.C]:
Proposition. Let c0 be the subset of the Hilbert cube [0,1]N given by
c0 =
{
(xn) ∈ [0,1]N: xn → 0 as n → ∞
}
.
Then c0 is a 03-complete subset of [0,1]N.
Using this result, we will prove:
Theorem 4. R is a 03-hard subset of L1.
Proof. We need a “Cantor-like” set F ⊆ [0,1] having positive measure, with
F =
⋂
n
Fn, [0,1] = F0 ⊇ F1 ⊇ · · · ⊇ Fn ⊇ · · · ,
where each Fn consists of 2n disjoint proper closed intervals, and Fn+1 is obtained from Fn by
removing 2n open intervals all with the same length from the middle of each of the 2n closed in-
tervals of Fn. Furthermore (unlike the ordinary Cantor set), we want F to also have the following
property:
For any n, if J is any one of the 2n component closed intervals of Fn,
then J ∩ F has positive measure. (2)
(Note that in any such construction, each of the 2n component closed intervals of Fn must
have positive length  1/2n; also, F must be nowhere dense perfect.)
Our set F can be obtained by slightly modifying the construction of the usual Cantor set:
Instead of using 1/3 as the “dissection ratio,” use any positive number a < 1/3 as the dissection
ratio. (This means that whereas in the usual construction of the Cantor set we first remove an
open interval of length 1/3 from the middle of [0,1], then remove two open intervals each of
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start by removing an open interval of length a from the middle of [0,1], then remove two open
intervals each of length a2 from the middles of the remaining two closed intervals, etc.)
More formally, fix 0 < a < 1/3. Then the construction can be carried out in a way such that Fn
is obtained from Fn−1 by removing 2n−1 open intervals each having length an from the middles
of the 2n−1 component closed intervals of Fn−1. It is then easy to verify by induction that
the length of each of the component closed intervals of Fn−1
= (1 − a − 2a2 − 4a3 − · · · − 2n−2an−1)/2n−1
> an,
so that the construction proceeds inductively.
Put En = Fn−1 Fn. Then En consists of 2n−1 disjoint open intervals each of length an, and
the interval [0,1] partitions into:
[0,1] = F ∪E1 ∪E2 ∪ · · · ∪En ∪ · · · ,
where the sets in the above union are all pairwise disjoint.
So m(F) = 1−(a+2a2 +4a3 +8a4 +· · ·) = 1−a/(1−2a). Since a < 1/3, so 1−2a > 1/3,
so a/(1 − 2a) < 1, so 1 − a/(1 − 2a) > 0, and hence F has positive measure.
A similar measure computation shows that (2) holds.
Claim. If V is any open interval for which V ∩ F = ∅, then
(a) V ∩ F has positive measure, and
(b) V ∩En = ∅ for all but at most finitely many n.
Proof. Let V be an open interval with V ∩ F = ∅. Then there is p ∈ F and δ > 0 such that
(p− δ,p+ δ) ⊆ V . Put U = (p− δ/2,p+ δ/2), and choose m large enough so that 1/2m < δ/2.
Then U ∩ Fm = ∅. So there is a component closed interval J of Fm such that U ∩ J = ∅. But J
has length  1/2m < δ/2, so J ⊆ V . By (2), J ∩ F has positive measure, so V ∩ F has positive
measure. Moreover, for any n >m, at least one component open interval of En will be contained
in J , hence V ∩En = ∅ for all n >m.
This establishes the claim. 
Now given x = 〈xn: n ∈ N〉 ∈ [0,1]N, let fx : [0,1] → [0,1] be defined as follows:
fx(t) =
⎧⎨
⎩
xn, if t is in one of the 2n−1 open intervals each of length an which
were removed from Fn−1 to obtain Fn;
0, otherwise (i.e. on F).
In other words,
fx =
∑
n
xnξEn,
where ξA denotes the characteristic function of any set A.
Note that the function fx is bounded, and is continuous on the open set [0,1]F (because it
is locally constant on this open set). For t ∈ F , fx may or may not be continuous at t .
Suppose that x ∈ c0. Then it is not hard to see that fx is continuous at each t ∈ [0,1] except
possibly if t is one of the endpoints of any of the open intervals removed in the construction
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hence fx ∈R.
Suppose now that x /∈ c0. We then show that for all g =∗ fx , g is discontinuous at each t ∈ F ,
so g is not Riemann integrable (since F has positive measure). This implies that fx /∈R.
Put M = limnxn. Then M > 0. Fix any g =∗ fx , and put D = {t : g(t) = fx(t)}, so that D has
measure zero.
Let t ∈ F , and let V be any open interval containing t .
Then (by the last Claim) V ∩F has positive measure, so V ∩F D = ∅, so fix t0 ∈ V ∩F D.
By the last Claim again, we can choose n such that V ∩ En = ∅ and xn > M/2. Now fix any
t1 ∈ V ∩En D. Then g(t0) = fx(t0) = 0 and g(t1) = f (t1) = xn >M/2.
Thus for any open interval V containing t , there are t0, t1 ∈ V such that |g(t0)−g(t1)| >M/2.
Hence g is discontinuous at t .
Therefore, fx ∈R iff x ∈ c0.
Finally, we show that the map x → fx is continuous from [0,1]N to L1.
Fix any x ∈ [0,1]N, and let  > 0. Fix m large enough so that∑
nm
m(En) < /2,
and let V be the open neighborhood of x in [0,1]N given by
V = {y ∈ [0,1]N: |yn − xn| < /2 for n = 1,2, . . . ,m}.
Then for any y ∈ V , we have
‖fy − fx‖
∫ ∑
n
|yn − xn|ξEn =
∑
n<m
|yn − xn|m(En)+
∑
nm
|yn − xn|m(En)
 /2
∑
n<m
m(En)+
∑
nm
m(En) < /2 + /2 = ,
which shows this mapping is continuous at x.
We have established that x → fx is a continuous mapping “reducing” c0 to R.
Thus R is 03-hard (i.e. not Gδσ ). 
4. Remark
Darji [1] recently asked the following question:
If P is the set of functions (necessarily Lipschitz) which are indefinite integrals of Riemann
integrable functions over [0,1], then what is the descriptive complexity of P as a subset of the
space C[0,1] of continuous functions under the uniform norm?
The answer follows immediately from Theorems 3 and 4: P is 03-complete.
P is 03, since if ϕ1, ϕ2, . . . , ϕn, . . . is an enumeration of all rational step functions (see the
proof of Theorem 3), then for any F ∈ C[0,1]:
F ∈ P iff ∀n ∃j, k
[∫
(ϕk − ϕj ) < 1/n, and for all 0 x < y  1,
inf[x,y]ϕj 
F(y)− F(x)
y − x  sup ϕk
]
.[x,y]
708 A. Dasgupta / J. Math. Anal. Appl. 332 (2007) 700–708Also, P is 03-hard by Theorem 4, since R= T −1P, where T :L1 → C[0,1] is the continuous
map defined by T (f )(x) = ∫ x0 f (t) dt .
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