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Abstract
In this paper we consider the classical system of matrix equations{
A1XB1 = C1,
A2XB2 = C2
overR, an arbitrary regular ring with identity. Necessary and sufficient conditions for the exis-
tence and the expression of the general solution to the system are derived. As an application,
the linear matrix equation AXB + CYD = E over R is considered.
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1. Introduction
Since Mitra [1] first studied the system{
A1XB1 = C1,
A2XB2 = C2 (1.1)
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over the complex field in 1973, there have been many papers to discuss the system
(e.g. [1–8]). For instance, Van der Woude [4,5] investigated it over a field in 1987.
Özgüler and Akar [6] gave a condition for the solvability of the system over a prin-
ciple domain in 1991. Wang [8] studied the system over an arbitrary division ring
in 1996.
Many problems in systems and control theory require the solution of generalized
Sylvester’s matrix equation AX − YB = C. Roth [9] gave a necessary and sufficient
condition for the consistency of the matrix equation, which was called Roth’s equiv-
alence theorem. Since Roth’s paper appeared in 1952, generalized Sylvester’s matrix
equation has been widely studied (e.g. [10–31]). In 1976, Hartwig [10] generalized
Roth’s equivalence theorem to a unite regular ring. The matrix equation
AXB + CYD = E (1.2)
is a further generalization of generalized Sylvester’s equation, which was investi-
gated by many authors, such as Baksalary and Kala [28], Özgüler [29], Huang et al.
[30,31], Wang [8], and the others.
In this paper we consider the system (1.1) over R. In Section 2, we derive some
necessary and sufficient conditions for the existence and a representation of the gen-
eral solution to the system (1.1). As an application of Section 2, we in Section 3 give
necessary and sufficient conditions for the existence and the expressions of the gen-
eral solution to the matrix equation (1.2) over R. We present some brief comments
and further research problems with respect to the system (1.1) in Section 4.
A ring R is called regular if for every a ∈ R there exists a(1) ∈ R such that
aa(1)a = a. a(1) is termed with an inner inverse of a. Throughout we denote a regular
ring with identity 1 byR, the set of all m × n matrices overR byRm×n, the identity
matrix with the appropriate size by I , an inner inverse of a matrix A over R by A(1)
which satisfies AA(1)A = A, a reflexive inverse of a matrix A over R by A+ which
satisfies simultaneously AA+A = A and A+AA+ = A+. Clearly, if X is an inner
inverse, then XAX is a reflexive inverse of A. So a matrix A has an inner inverse
if and only if A has a reflexive inverse. Moreover, LA = I − A+A, RA = I − AA+
where A+ is arbitrary but fixed.
Let
Tm+r,s+n =
{[
A C
0 B
] ∣∣∣∣A ∈ Rm×s , B ∈ Rr×n, C ∈ Rm×n
}
.
For matrices A1 ∈ Rm×s , B1 ∈ Rr×n and C1 ∈ Rm×n, if there exist invertible matri-
ces P ∈ Tm+r,m+r and Q ∈ Ts+n,s+n such that[
A1 C1
0 B1
]
= P
[
A1 0
0 B1
]
Q,
then we say that[
A1 C1
0 B1
]

[
A1 0
0 B1
]
.
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By [32], we have the following.
Proposition 1.1. The full ring of square matrices over a regular ring is regular.
Proposition 1.2. A ring R is regular if and only if every matrix of Rm×n has a
reflexive inverse.
Proof. Let every matrix of Rm×n have a reflexive inverse. Then for an arbitrary a ∈
R, and A = aE11 ∈ Rm×n where E11 is the matrix with 1 as the (1, 1) entry and 0
elsewhere, we can assume that A(1) = (bij )n×m. It follows from aE11 = (aE11)A(1)
(aE11) that a = ab11a. This implies R is regular.
Conversely, let R be a regular ring. Then for any matrix A ∈ Rm×n, by Proposi-
tion 1.1, A has an inner inverse, thereby a reflexive inverse if m = n. For the case
where m /= n, without loss of generality we can assume m > n. Augment A by zero
columns so that (A, 0) ∈ Rm×m. Then by Proposition 1.1, (A, 0) has an inner inverse
termed with B = [B1
B2
]
where B1 ∈ Rn×m. Thus it follows from:
(A, 0)
[
B1
B2
]
(A, 0) = (A, 0)
that AB1A = A, i.e., A(1) = B1. Hence A has a reflexive inverse B1AB1. 
2. The general solution to the system (1.1) overR
In 1976, Hartwig [10] gave the fact that Roth’s equivalence theorem does not
hold over a ring with elements a, b such that ba = 1 /= ab. It follows from the fact
that Roth’s equivalence theorem need not hold over R. However, by Proposition 1.2
and [12], we have the following.
Lemma 2.1. Let A ∈ Rm×s , B ∈ Rr×n and C ∈ Rm×n. Then the following condi-
tions are equivalent:
(1) The matrix equation AX − YB = C over R is consistent.
(2) RACLB = 0.
(3) [
A C
0 B
]

[
A 0
0 B
]
.
It is easy to prove the following:
Lemma 2.2. Let A ∈ Rm×s , B ∈ Rr×n and C ∈ Rm×n. Then the following state-
ments are equivalent:
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(1) The matrix equation
AXB = C (2.1)
is consistent.
(2) [
A C
0 0
]

[
A 0
0 0
]
,
[
0 C
0 B
]

[
0 0
0 B
]
.
(3) AA+CB+B = C.
(4) AA+C = C, CB+B = C.
In that case, the general solution of the matrix equation (2.1) is
X = A+CB+ + LAV + URB
where U, V are any matrices with compatible dimensions over R.
Lemma 2.3. Let A, B be matrices over R and
A =
[
A1
A2
]
, B = [B1 B2], S = A2LA1 , T = RB1B2.
Then
A+ = [A+1 − LA1S+A2A+1 LA1S+] , B+ =
[
B+1 − B+1 B2T +RB1
T +RB1
]
(2.2)
are a reflexive inverse of A and B, respectively.
Proof. Note that A1LA1 = 0, RB1B1 = 0. Then it can be verified immediately that
(2.2) holds by the definition. 
Now we give the main theorem of this paper.
Theorem 2.4. Let A1 ∈ Rm×n, A2 ∈ Rs×n, B1 ∈ Rr×p, B2 ∈ Rr×t , C1 ∈ Rm×p,
C2 ∈ Rs×t be known matrices and X ∈ Rn×r unknown, S = A2LA1 , T = RB1B2,
F = B2LT , G = RSA2. Then the following conditions are equivalent:
(1) The system (1.1) is consistent.
(2)
AiA
+
i CiB
+
i Bi = Ci, i = 1, 2 (2.3)
and
G
(
A+2 C2B
+
2 − A+1 C1B+1
)
F = 0. (2.4)
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(3) 
A1 C1 0A2 0 −C2
0 B1 B2



A1 0 0A2 0 0
0 B1 B2

 (2.5)
and[
Ai Ci
0 0
]

[
Ai 0
0 0
]
,
[
0 Ci
0 Bi
]

[
0 0
0 Bi
]
, i = 1, 2. (2.6)
In that case, the general solution of the system (1.1) can be expressed as the following
X = A+1 C1B+1 + LA1S+A2LG
(
A+2 C2B
+
2 − A+1 C1B+1
)
B2B
+
2
+G+G(A+2 C2B+2 − A+1 C1B+1 )B2T +RB1
+LA1
(
Y − S+SYB2B+2
)− LA1S+A2LGWTB+2
+ (W − G+GWT T +)RB1 , (2.7)
where Y and W are any matrices over R with appropriate dimensions.
Proof. (1) ⇒ (2): Let the system (1.1) have a solution X0. Then AiX0Bi = Ci ,
i = 1, 2. It follows from Lemma 2.2 that (2.3) holds and
X0 = A+1 C1B+1 + LA1V + URB1 ,
where U and V are matrices over R. Hence by A2X0B2 = C2,
A2UT + SVB2 = C2 − A2A+1 C1B+1 B2. (2.8)
Note that RSS = 0, T LT = 0. Thus by (2.3) and (2.8),
G
(
A+2 C2B
+
2 − A+1 C1B+1
)
F = RS
(
C2 − A2A+1 C1B+1 B2
)
LT
= RS(A2UT + SVB2)LT = 0,
i.e., (2.4) holds.
(2) ⇒ (1): Suppose that (2.3) and (2.4) hold. Note that (2.4) yields
G
(
A+2 C2B
+
2 − A+1 C1B+1
)
B2T
+T = G(A+2 C2B+2 − A+1 C1B+1 )B2. (2.9)
By A1LA1 = 0, RB1B1 = 0 and (2.3), it can be verified that the matrix X that has the
form of (2.7) is a solution of A1XB1 = C1. Now we show that the matrix X that has
the form of (2.7) is also a solution of A2XB2 = C2. By virtue of SS+A2 = A2 − G,
T B+2 B2 = T , (2.3) and (2.9), we have the following
A2XB2 = A2A+1 C1B+1 B2 + A2LA1S+A2LG
(
A+2 C2B
+
2 − A+1 C1B+1
)
B2B
+
2 B2
+A2G+G
(
A+2 C2B
+
2 − A+1 C1B+1
)
B2T
+RB1B2
+A2LA1
(
Y − S+SYB2B+2
)
B2 − A2LA1S+A2LGWTB+2 B2
+A2
(
W − G+GWT T +)RB1B2
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= A2A+1 C1B+1 B2 + (A2 − G)LG
(
A+2 C2B
+
2 − A+1 C1B+1
)
B2
+A2G+G
(
A+2 C2B
+
2 − A+1 C1B+1
)
B2 + S
(
Y − S+SYB2B+2
)
B2
− (A2 − G)LGWT + A2
(
W − G+GWT T +)T
= A2A+1 C1B+1 B2 + A2
(
A+2 C2B
+
2 − A+1 C1B+1
)
B2
= C2. (2.10)
So the matrix X has the form of (2.7) is a solution of the system of (1.1).
(1)⇒(3): Let the system (1.1) have a solutionX0. ThenA1X0B1 =C1,A2X0B2 =
C2. Accordingly, (2.6) holds by Lemma 2.2, and it follows from
I 0 00 I A2X0
0 0 I



A1 C1 0A2 0 −C2
0 B1 B2



I −X0B1 00 I 0
0 0 I


=

A1 0 0A2 0 0
0 B1 B2


that (2.5) holds.
(3) ⇒ (2): If (2.6) holds, then (2.3) holds by Lemma 2.2. Now suppose that (2.5)
holds, then it follows from Lemma 2.1 that[
I −
[
A1
A2
] [
A1
A2
]+][
C1 0
0 −C2
] [
I − [B1 B2]+[B1 B2]] = 0.
(2.11)
By Lemma 2.3 and (2.3),
I −
[
A1
A2
] [
A1
A2
]+
=
[
RA1 0
−GA+1 RS
]
,
[
I − [B1 B2]+[B1 B2]] =
[
LB1 −B+1 F
0 LT
]
.
Hence (2.11) yields[
RA1C1LB1 −RA1C1B+1 F
−GA+1 C1LB1 G(A+1 C1B+1 − A+2 C2B+2 )F
]
= 0.
Therefore G(A+1 C1B
+
1 − A+2 C2B+2 )F = 0, i.e. (2.4) holds.
Now we show that if the system (1.1) is consistent, i.e., (2.3) and (2.4) hold, then
its general solution can be expressed as (2.7). In (2) ⇒ (1), we have shown that the
matrix X that has the form of (2.7) is a solution of the system (1.1). So we only need
to prove that for an arbitrary solution X0 of the system (1.1) can be expressed as the
form of (2.7).
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Let
U = W − G+GWT T + + G+G(A+2 C2B+2 − A+1 C1B+1 )B2T +,
V = Y − S+SYB2B+2 + S+
(
C2 − A2A+1 C1B+1 B2 − A2UT
)
B+2 .
Then by (2.9) and (2.3), (2.7) becomes
X = A+1 C1B+1 + LA1V + URB1 . (2.12)
Suppose that W = X0, Y = X0B1B+1 where X0 is an arbitrary solution of the system
(1.1). Then by (2.3),
X0 − U = G+GX0T T + − G+G
(
A+2 C2B
+
2 − A+1 C1B+1
)
B2T
+
= G+RS
(
A2X0RB1B2 − C2 + A2A+1 C1B+1 B2
)
T +
= G+RS
(
A2A
+
1 C1B
+
1 B2 − A2X0B1B+1 B2
)
T +
= G+RS
(
A2A
+
1 A1X0B1B
+
1 B2 − A2X0B1B+1 B2
)
T +
= −G+RSA2LA1X0B1B+1 B2T +
= −G+RSSX0B1B+1 B2T +
= 0,
i.e., X0 = U . So
X0B1B
+
1 − V
= S+SX0B1B+1 B2B+2 − S+
(
C2 − A2A+1 C1B+1 B2 − A2X0T
)
B+2
= S+(SX0B1B+1 B2 − C2 + A2A+1 C1B+1 B2 + A2X0T )B+2
= S+(A2X0B1B+1 B2 − A2A+1 A1X0B1B+1 B2 − C2
+A2A+1 C1B+1 B2 + A2X0T
)
B+2
= S+[A2X0(B1B+1 + RB1)B2 − C2]B+2
= S+(A2X0B2 − C2)B+2
= 0,
i.e., X0B1B+1 = V . Hence
X0 = A+1 C1B+1 + LA1X0B1B+1 + X0RB1
can be expressed as (2.12), i.e., (2.7) where W = X0, Y = X0B1B+1 . 
3. The linear matrix equation (1.2) overR
In this section, using Theorem 2.4, we consider the linear matrix equation (1.2)
where A ∈ Rm×n, B ∈ Rp×q , C ∈ Rm×r , D ∈ Rl×q , E ∈ Rm×q are known. Let
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M = RAC, N = DLB , S = CLM , T = RDN , F = NLT , G = RSC, P = RCA,
Q = BLD , S1 = ALP , T1 = RBQ, and G1 = RS1A. Then we have the following.
Theorem 3.1. For the linear matrix equation (1.2), the following statements are
equivalent:
(1) (1.2) is consistent.
(2) RMRAE = 0, RAELD = 0, ELBLN = 0, RCELB = 0.
(3) MM+RAED+D = RAE, CC+ELBN+N = ELB .
(4) RPRCE = 0, RCELB = 0, RAELD = 0, ELDLQ = 0.
(5) PP+RCEB+B = RCE, AA+ELDQ+Q = ELD .
(6) [
A E
0 D
]

[
A 0
0 D
]
, (3.1)
[
C E
0 B
]

[
C 0
0 B
]
, (3.2)
[
(A C) E
0 0
]

[
(A C) 0
0 0
]
, (3.3)
0 E
0
(
B
D
)

0 0
0
(
B
D
) . (3.4)
In that case, the general solution of (1.2) can be expressed as the following
X= A+(E − CYD)B+ + LAU + ZRB,
Y = M+RAED+ + LM(V − S+SVNN+)
−LMS+CLGWTN+ + (W − G+GWT T +)RD,
(3.5)
where U, V, W, Z are arbitrary matrices over R with appropriate sizes;
or
X= P+RCEB+ + LP
(
V1 − S+1 S1V1QQ+
)
−LPS+1 ALG1W1T1Q+ +
(
W1 − G+1 G1W1T1T +1
)
RB,
Y = C+(E − CXD)D+ + LCU1 + Z1RD
(3.6)
where U1, V1, W1, Z1 are arbitrary matrices over R with appropriate sizes.
Proof. Clearly, (2) ⇐⇒ (3), (4) ⇐⇒ (5).
Now we show that (1) ⇐⇒ (2): Obviously, the matrix equation (1.2) is consistent
if and only if the matrix equation AXB = E − CYD is consistent. By Lemma 2.2,
(1.2) is consistent if and only if the system{
AA+(E − CYD) = E − CYD,
(E − CYD)B+B = E − CYD,
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i.e., {
MYD = RAE,
CYN = ELB (3.7)
is consistent. In view of Theorem 2.4, the system (3.7) is consistent if and only if (3)
and
G
(
C+ELBN+ − M+RAED+
)
F = 0 (3.8)
hold. Now we prove that if (3), i.e., (2) holds, then
G
(
C+ELBN+ − M+RAED+
)
N = 0 (3.9)
holds, yielding (3.8) holds. Suppose that (2) holds, then
RAE = RAED+D, CC+ELB = ELB = ELBN+N.
It follows from S = CLM that CM+M = C − S. Noting that RSS = 0, we have
GM+RAED+N = RSCM+RAED+DLB = RSCM+RAELB
= RSCM+RACC+ELB = RSCM+MC+ELB
= RS(C − S)C+ELB = RSCC+ELB
= RSELB,
GC+ELBN+N = RSCC+ELBN+N = RSELB.
Hence, (3.9) holds, yielding (3.8) holds. Therefor (3.7) is consistent, thus (1.2) is
consistent if and only if (2) holds.
Similarly, we can prove that (1) ⇐⇒ (4).
(1) ⇐⇒ (6): Assume that (1.2) is consistent, then the matrix equation
[
A C
] [X 0
0 Y
] [
B
D
]
= E
is consistent and by Lemma 2.1, (3.1) and (3.2) hold. Thus by Lemma 2.2, (3.3) and
(3.4) hold. Consequently (6) holds.
Conversely, suppose that (6) holds, then by (3.3), (3.4) and Lemma 2.1, the matrix
equations[
A C
]
X = E (3.10)
and
Y
[
B
D
]
= E (3.11)
are consistent. So we can suppose X0, Y0 are a solution of (3.10) and (3.11), respec-
tively. It follows from
DLBLN = NLN = 0, RMM = 0, RAA = 0, BLB = 0
that
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RMRAE = RMRA
[
A C
]
X0 =
[
RMRAAX0 RMRACX0
]
= [RMRAAX0 RMMX0] = 0,
ELBLN = Y0
[
B
D
]
LBLN = Y0
[
BLBLN
DLBLN
]
= 0.
By (3.1), (3.2) and Lemma 2.1, AX − YD = E and CX − YB = E are consistent.
Hence Lemma 2.1 yields RAELD = 0, RCELB = 0, i.e., (2) holds. Therefore (1.2)
is consistent.
If (1.2) has a solution, then by (3.8), Lemma 2.2 and Theorem 2.4, (3.5) or (3.6)
is the general solution of (1.2). 
4. Conclusion
We have derived necessary and sufficient conditions for the existence and the
expression of the general solutions to the system (1.1) over R. The solvability con-
ditions and the representation of the general solution are more straightforward than
those over fields given by Mitra [1], Shinozaki and Sibuya [3], Von der Woude [4],
Navarra et al. [7]. In particular, Mitra [1,2] requires general solutions of multiple
auxiliary equations in his expressions of the general solution to the system (1.1).
Our expression of the general solution to the system (1.1) requires no solutions
to auxiliary equations and no other tools except for reflexive inverses of matrices.
We have utilized our results to give necessary and sufficient conditions for the
existence and the expressions of the general solution of the matrix equation (1.2)
over R.
Using the results of this paper, we can also study selfconjugate solution, centro-
selfconjugate solution, perselfconjugate solution and their expressions to the matrix
equation (2.1) over R with an involutorial antiautomorphism and charR /= 2; the
least squares solutions to the system (1.1) and the matrix equation (2.1) over the real
quaternion field; investigate the maximal and minimal ranks of the solution to the
system (1.1) over an arbitrary division ring.
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