Introduction
In the context of simulating flow and transport in porous media (e.g. for the assessment of nuclear waste repository safety), two main challenges must be taken into account : the heterogeneity of the medium with physical properties ranging over several orders of magnitude, and widely differing space-time scales. Solving these features accurately requires very fine meshes or well-adapted and highly nonconforming meshes. On the one hand, one possible approach is to use non-overlapping domain decomposition which leads to efficient parallel algorithms with local adaptation in both space and time. The Optimized Schwarz Waveform Relaxation method (OSWR) [3, 2] with the Discontinuous Galerkin (DG) scheme in time [4] is a solution procedure which allows local time stepping. On the other hand, the finite volume schemes of DDFV type (Discrete Duality Finite Volumes) for diffusion problems [5] allow highly nonconforming meshes. Finally, [6] presents a strategy which is well adapted to domain decomposition for coupling upwind discretization of the convection with diffusion in the context of a finite volume method. In this paper, we extend the OSWR method to the DDFV scheme for advection-diffusion problems, using the strategy of [6] . The method is proven to be well posed and we prove the convergence of the iterative algorithm.
We consider the following transport equation in a porous medium :
c(., 0) = c 0 , in Ω ,
where Ω is an open bounded polygonal subset of R 2 , c is the concentration (e.g. of radionuclides) and f the source term. Equation (1) is supplemented with homogeneous Dirichlet boundary conditions. We assume that Ω is decomposed into non-overlapping subdomains. For the sake of simplicity, we present the method in the case of two polygonal subdomains Ω L and Ω R with interface Γ := ∂ Ω L ∩ ∂ Ω R (the method can be extended to the many subdomain case). We assume that the possible discontinuities of the porosity coefficient ω, the tangential component of the advection velocity b b b and the anisotropic diffusion matrix K K K are along Γ . In the sequel, the subscripts and superscripts L (resp. R) refer to Ω L (resp. Ω R ). The initial problem (1) is equivalent to a system of subproblems defined on Ω L and Ω R with the following physical transmission conditions on Γ : [c] Γ = 0 and
Γ denotes the jump of v through Γ and n n n a normal vector to Γ . These interface conditions can also be written, through Robin interface operators B L and B R , under the equivalent form
with
where n n n L (resp. n n n R ) is the outward normal to Ω L (resp. Ω R ) and λ L (resp. λ R ) a strictly positive function in L ∞ (Γ ).
Then, an OSWR algorithm [3, 2] for solving problem (1) is:
where λ L and λ R optimize the convergence factor of (4), see [2, 8, 9] .
In Section 2, we present the DDFV scheme for the advection-diffusion problem in the global domain Ω . Then, in Section 3, we describe the multidomain DDFV scheme. Section 4 is devoted to the OSWR algorithm for the DDFV scheme. Finally in Section 5, we present numerical results.
The DDFV scheme for advection-diffusion problems
In this part, we present the DDFV scheme for Problem (1) . This scheme uses unknowns at the centers of the cells of a primal mesh and at their vertices. These vertices are considered as the centers of dual cells, obtained by joining the centers of the surrounding primal cells through the edge midpoints. This construction is sufficiently general to be able to treat non-conforming meshes, see Fig. 1 (left) where the primal (resp. dual) nodes are in black (resp. red), and T i 1 (resp. P k 1 ) is an example of primal (resp. dual) cell. Using these supplementary vertex unknowns is the price to pay to be able to use arbitrary meshes [5] . We split (0, T ) into time intervals I n := (t n−1 ,t n ) and define ∆t n := t n − t n−1 . We denote by c n i 1 (resp. c n k 1 ) an approximation of c at time t n in the cell T i 1 (resp. P k 1 ). Restricting the presentation to the lowest order DG scheme in time, equation (1) can be discretized on each time interval and on each primal cell T i 1 by
and on each inner dual cell P k 1 by
Fig. 1 DDFV primal (solid lines), dual (dashed lines) and half-diamond cells (filled triangles):
interior (left) and interface (right) cells.
In (6), the subscript α ∈ {1, 2} refers to the local numbering i 1 , i 2 , and ω k 1 is defined by
In order to lighten the notations, we leave out the exponents n in this section. For any primal edge A j = [k 1 k 2 ] and its associated dual edges A ′ j,α , the fluxes F i 1 j and F k 1 j,α are sums of a diffusive and a convective contribution. The diffusive part is evaluated as in [5] using a gradient defined by two directions, on each triangle
where σ is the midpoint of A j . Formulas (8) are equivalent to
where n n n i 1 j is the outward normal to T i 1 on A j and n n n
The unknown c σ is introduced both to deal with possibly discontinuous tensors K K K and to be able to write a local discretization adapted to domain decomposition, as will be shown in Section 3. The gradient (∇ h c) i α j is used in the diffusive part of 
This upwinding using c σ ensures that the discretization of the convection flux is local to a subdomain. This is the idea borrowed from [6] . On the dual mesh, we use a standard upwind scheme:
In (10), (b b b ·n n n) i α j is defined by (recall that b b b ·n n n is continuous through primal edges)
In ( 
In (13) 
Formula (15) defines a unique c σ that we replace in (9) and (10). For nodes σ and k located on the Dirichlet boundary, we set 
The multidomain DDFV scheme
In this part we describe the local DDFV scheme in a subdomain together with the discretization of the Robin conditions (2)-(3).
The subdomain scheme is not modified for primal cells : we still use (5) and (13) with the superscript L (resp. R ) for Ω L (resp. Ω R ), c L,R σ = 0 on the Dirichlet boundary and (15) when σ is not on ∂ Ω nor on Γ . Moreover, when σ , midpoint of a primal edge A j , is on Γ , we discretize the Robin conditions (2)
where λ L, j and λ R, j are discrete counterparts of λ L and λ R defined on each primal edge A j . In (17) and (18), we use the convention that i 1 is in Ω L and i 2 in Ω R . We remark that (17)- (18) ) the boundary dual cell in Ω L (resp. Ω R ) to which k 1 is associated (see Fig. 1 , right). The cell P L k 1 (resp. P R k 1 ) has two types of edges: the edges A
and over I n yields the approximation
where
In the same way, we define F R n k 1 ,Γ and f R n k 1
, and we obtain the following approximation of (1) 
Equations ( (2)
where λ L,k 1 and λ R,k 1 are discrete counterparts of λ L and λ R defined on each dual
We remark that (21) and (22) are equivalent to c L n
With these equalities for all time steps, adding (19) and (20) and using (7) yields (6) 
, the inner dual cell of the global domain Ω .
In order to study the well-posedness of the subdomain problems, we restrict ourselves to one subdomain, e.g. Ω L . Recalling that (b b b · n n n) i α j is defined by (12) and
we can prove the following theorem (5)- (6) and (13) to (16) 
Theorem 2. Under the hypothesis of
Theorem 1, if λ L, j > 1 2 (b b b · n n n) i 1 j for all j such that A j ⊂ Γ and if λ L,k 1 > 1 2 (b b b · n n n) L k 1 ,Γ for all k such that ∂ P L k ∩ Γ = / 0, then the discrete problem in Ω L , defined by formulasF L,n i 1 j + λ L, j c L,n σ = g L,n j (on primal edges A j ⊂ Γ ) F L n k 1 ,Γ + λ L,k 1 c L n k 1 = g L, n k 1 (on dual edges ∂ P L k 1 ∩ Γ ),
The Schwarz algorithm
Let S denote the superscript L or R . The discrete Schwarz algorithm is defined as follows: let (c
as the solution of (5)-(6) and (13) to (16) with the superscript L (resp. R ), formula (19) (resp. (20)) and the following Robin conditions for interface primal and dual cells:
Theorem 3. Under the hypothesis of Theorem 2, if
λ R,k 1 − λ L,k 1 − (b b b · n n n) L k 1 ,Γ = 0 for all k such that ∂ P L k ∩ Γ = / 0 and if λ R, j − λ L, j − (b b b · n n n) i 1 j = 0 for all j such that A j ⊂ Γ ,
then the discrete Schwarz algorithm converges to the solution of the discrete convection-diffusion problem in the domain Ω , defined by formulas (5) to (16).
Remark 1. Following [8, 9] , the Robin parameters are chosen in the form
where p L, j , p R, j and p L,k 1 , p R,k 1 are the primal and dual parameters which optimize the convergence factor of the continuous algorithm (4) . This optimization is performed by a numerical minimization process. With the form given by (23)-(24), the hypothesis in Theorem 3 reduces to p L, j = p R, j and p L,k 1 = p R,k 1 .
Remark 2. The scheme we proposed here is different from the one developed in [1] . On the other hand, it is shown independently in [7] , using an analysis of the convergence factor at the discrete level, that our method leads to a faster convergence than the approach in [1] . In our simulations, we observed that using the optimized parameters at the discrete level does not improve significantly the convergence.
Numerical Results
Here, the Robin parameter for Ω L/R is taken as the mean value of all λ L/R, j and λ L/R,k 1 and is denoted λ * L/R . Moreover, b b b ·n n n = 0 on Γ in our tests, thus λ * L/R = p * , the same value for all primal and dual (L and R) interface cells. Its discrete counterpart p * h is obtainded in the same way but with an optimization of the discrete convergence factor, denoted ρ h . We assume that K K K = νI I I where I I I is the identity matrix.
In the first test case, we take Ω L = (0, 2.5)×(0, 5) and h . We simulate directly the error equations, f = 0 and use a random initial guess so that all the frequency components are present. We observe that using p * h or p * give similar results. We also observe the equioscillation property [2] with p * h . In the second test case, we take Ω L = (0, 0. Fig. 2 we show the computed solution at time t = 0.4 (bottom left) and the error versus the number of iterations (bottom right) for different values of the Robin parameter p, taken constant along the interface. We take f = 0 and a random initial guess. We observe that p * is close to the optimal numerical value. 
