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Abstract— In this paper, an adaptive limited feedback linear
precoding technique for temporally correlated multiple-input
multiple-output (MIMO) channels is proposed, where the receiver
has perfect channel knowledge but the transmitter only receives
a quantized channel direction. To perform adaptation to the time
correlation structure, we employ a differential feedback, where
the “amount” of the perturbation added to the previous precoder
is determined by the statistics of the directional variation. Based
on random matrix quantization analysis, we develop a spherical
cap codebook approach, where the cap is centered at the previous
precoder and the radius of the cap is determined proportional
to the identified directional variation. If the channel is highly
correlated in time, the proposed differential feedback scheme
can achieve a throughput improvement in the large codebook
size regime. The rest of the paper is devoted to developing
a systematic spherical cap codebook generation method. The
developed approach employs a feedback scheme that uses a dif-
ferential rotation of the previously used precoder. Our codebook
adaptation is based on generating a perturbation in Euclidean
space and projecting the perturbation onto the unitary space.
Simulation results show that the proposed adaptation scheme
accurately tracks the channel using only a small rate of feedback.
Index Terms—Multiple-input multiple-output (MIMO) chan-
nel, adaptive linear precoding, limited feedback, differential
feedback, temporal correlation.
I. INTRODUCTION
MULTIPLE-input multiple-output (MIMO) signalingschemes allowing the transmitter to adapt to the chan-
nel state information (CSI) (often called closed-loop MIMO)
have become a promising technology to support the increased
demand for data rates expected in the coming years. While
the receiver can obtain CSI using techniques such as training,
the transmitter often requires CSI to be sent as feedback on
the reverse link. In reality, perfect CSI is always unrealistic
in practical communication systems. This fact motivates re-
search on limited feedback. Recently, limited feedback MIMO
systems have evolved into a key technique for the next gen-
eration and beyond (i.e., 4G and beyond) broadband wireless
standards (see the references in [1]).
Limited feedback frameworks have been proposed for pre-
coded spatial multiplexing systems (e.g., [2]–[4]). The pro-
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posed works deal with how to quantize and feed back some
kind of information about the multidimensional channel. The
works in [2]–[4] provide common insight that quantizing
the channel direction requires fewer degrees of freedom and
provides more robust performance than directly quantizing the
channel. In these systems, the transmit precoder is chosen
from a finite set of precoding matrices, called the codebook,
known to both the receiver and the transmitter, and the
chosen codeword index is sent back from the receiver to the
transmitter. In these works, an independent block-by-block
fading channel is assumed.
Unlike the independent block fading channel, a temporally
correlated channel models the current channel realization as
dependent on the previous channel realizations and more
closely models the real channel. In [5], an extensive capacity
analysis is performed for a temporally correlated channel
modeled by a first-order Gauss-Markov process. It is shown
that even without CSI, multiple antenna systems utilizing the
presence of temporal correlation provide performance benefits
[5]. If the codebook is changed to match with some local
statistics (either in time, space, or frequency), the codebook
is called an adaptive codebook [6]. The channel subspace
tracking problem has been investigated in the context of using
an adaptive codebook [7]–[15]. The channel subspace tracking
algorithm using the minimal amount of feedback (i.e., 1 bit
of feedback) has been proposed by employing a stochastic
perturbation approach [7]. The stochastic perturbation idea
in [7] has been extended to [8] where the trajectory of the
channel subspace variation is modeled by a geodesic on the
Grassmannian manifold. Imposing a structural constraint to
CSI reduces the degrees of freedom needed for representing
CSI, and using a joint Gaussian vector quantization (VQ) gives
a further performance benefit [8]. In [9], the channel has been
modeled by a first-order Gauss-Markov process and a temporal
codebook switching via a supercodeset has been proposed. A
spherical cap-based codebook switching scheme, where the
spherical cap codebook is selected in a supercodeset contain-
ing various spherical cap codebooks with different centers and
radii, has been proposed in [10]. Progressive refinements of
beamforming vectors using spherical cap codebook structure
have been studied in [11]. The drawback of methods in [9] and
[10] comes from the fact that they require additional periodic
feedback to inform the transmitter of the codebook index
in the supercodeset. The period of this additional feedback
depends on the amount of temporal correlation. Codebook
switching in a supercodeset is also a focus in [12], [13].
However, [12], [13] does not need the additional feedback for
the codebook index because the codebook switching follows a
JOURNAL OF , VOL. 6, NO. 1, OCT 2010 2
predefined mechanism based on the state transition statistics.
An online adaptive codebook scheme that does not require
codebook switching has been considered by employing the
rotation of the previous precoder in [14]. Two different code-
books are employed for tracking low speed channels and high
speed channels in [15]. Other work has investigated adaptive
feedback designs in [12], [16]–[18]. Although these are not
adaptive codebook approaches, these works show benefits by
using techniques such as variable length feedback encoding
[12], [13], carefully controlled feedback rate and/or update
period [16], [17], and differential channel quality indicator
(CQI) feedback [18].
Closed-loop MIMO can achieve higher rates than open-loop
MIMO because it optimizes the transmit covariance matrix as
a function of the channel conditions. When the transmitter
has perfect channel knowledge, the capacity is achieved by
waterfilling [19]. When the feedback rate is limited, to realize
quantized waterfilling, both the quantized channel subspace
and quantized power allocation can be sent back [20] or
feedback of the quantized covariance matrix can be employed
[21], [22]. Note that the codebooks in [20]–[22] utilize a
waterfilling-based transmit covariance matrix design, whereas
the works in [2]–[4], [7]–[10], [12], [14], [15] allocate equal
power along each stream and focus on subspace codebook de-
sign. These two techniques are different. The former is called
explicit feedback and the later is called implicit feedback. On
top of the technical difference, practical systems such as IEEE
802.16m [23] and 3GPP LTE [24] focus on implicit feedback.
In the context of explicit feedback, differential covariance
matrix feedback in temporally correlated channel is proposed
in [25], [26] where the trajectory of the channel covariance
matrix is modeled by a geodesic in a positive definite matrix
space [27]. Though comparing the proposed scheme to an
explicit feedback scheme [25] is not a fair comparison, we
provide simulations in Section V to emphasize the efficiency
of our scheme.
In this paper, we develop an adaptive codebook scheme for
MIMO spatial multiplexing systems operating in temporally
correlated channels. A spherical cap codebook-based adapta-
tion scheme is proposed. The adaptation to the time corre-
lation is performed by controlling the spherical cap radius,
where the radius is determined by integrating the amount
of the channel directional variation and the amount of the
quantization error propagated from the previous quantization
stages. The key analytical framework used to quantify the
temporal statistic is random matrix quantization. The spherical
cap radius is progressively updated and refined to cope with
quantization error accumulation inherent to differential feed-
back approaches. Next, we propose a systematic method to
generate and update the spherical cap codebook. To facilitate
the systematic generation, differential rotation of the previous
precoder is employed, where the amount of the rotation (or
perturbation) applied to the previous precoder is determined
by the spherical cap radius. For this set-up, we first consider a
general rotation codebook design problem. Then, this general
rotation codebook is extended to produce the perturbation set
and the spherical cap codebook is designed by projecting the
perturbations onto the precoder space. We propose two ap-
proaches using the two respective perturbation set generation
methods.
The basic idea of the perturbation and projection-based
adaptation is not new. This approach is popular in subspace
estimation and tracking problems with unitary constraints
[28]–[31]. The gradient assisted cost function J (w) (with
1w ∈ U(m, 1)) maximization (or minimization) problem is
surveyed and investigated in [28]. For instance, using ideas
from [28], the vector at time index n−1, w(n−1)∈U(m, 1)
could be perturbed according to w¯(n) =w(n−1)+g(n−1)
in Euclidean space Cm×1 and projected as w(n) = w¯(n)‖w¯(n)‖ .
The function g(n− 1) denotes the gradient vector defined
by g(n− 1) = µ(n− 1)∂J (w(n−1))∂w(n−1) where µ(n− 1) denotes
the step size to be designed. This gradient-based perturbation
and orthonormal projection approach is addressed for a matrix
case where the projection is performed based on Procrustes
orthonormalization [29] or Gram-Schmidt orthonormalization
[30]. The specific applications of [28]–[30] would be the
feedback assisted stochastic gradient approach [7] and tangent
space perturbed geodesic approach [8]. Though presented in
a different context in [31], a subspace interpolation (or esti-
mation) problem is investigated by perturbing the observation
vectors in Euclidean space and projecting them to unitary
space. The technique in [31] is extended to spherical linear
interpolation [32] and unitary matrix linear interpolation [33]
techniques for estimating the beamformer and precoder in
the frequency domain. In [7], [8], [32], [33], an orthonor-
mally projected perturbation codebook is generated at each
channel use and the receiver chooses the best precoder via
precoder selection rules, and the particular index is conveyed
to the transmitter. Both the transmitter and receiver share the
common perturbation and projection strategy. Schemes in [7],
[8], [32], [33] use similar approaches to generate projected
perturbation set with slight modifications for example, adding
weighted average [32], [33], perturbing the tangent space
[7], [8], applying rotation [33], and using different projection
strategies.
Our adaptive codebook method is related to those methods
in [7]–[10], [12]. However, different from [7]–[10], [12],
adaptation to the channel statistic is based on the analysis
of the quantization error and parametrization of the channel
evolution statistic. Similar to [7], [8], the algorithm is based
on generating a perturbation set and projecting the set’s
members onto the unitary space. The method of generating
the perturbation is not restricted to only the tangent space in
our approach. In addition, compared to [7], [8], our approach
successively refines the amount of the perturbation and the
rotation codebook does not depend on the number of trans-
mission streams. Compared to [10], our approach does not
1U(m,n) denotes the set of m×n matrices with orthonormal columns,
IM denotes the M×M identity matrix, 0m×n denotes the m×n zero matrix,
T denotes transposition, ∗ denotes conjugate transposition, a bold capital
letter A denotes the matrix, a bold lowercase letter a denotes the vector,
diag (a1, . . . , am) denotes a square diagonal matrix with a1, . . . , am along
the diagonal, ‖A‖F denote the matrix Frobenious norm, ‖a‖ denotes the
vector 2-norm, λk (A) denotes the kth largest singular value of A, tr(A)
denotes the matrix trace, det(A) denotes the matrix determinant, vec(A)
reshapes A ∈ Cm×n into a mn×1 vector by stacking A columnwise, and
Γ(·) denotes Gamma function.
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need to design a supercodeset and does not require additional
codebook indicator feedback. The radius of the spherical cap
follows statistics of the directional variation.
The remainder of this paper is organized as follows. In
Section II, our system model and problem statement are
presented. In Section III, statistics of the channel directional
variation in the temporally correlated channel are quantified
and throughput analysis is performed. In Section IV, a gen-
eral rotation codebook design problem is investigated and a
systematic rotation-based differential feedback framework is
proposed. Simulation results and related discussions are given
in Section V, and we close by providing conclusions in Section
VI.
II. SYSTEM OVERVIEW
The channel is modeled as a stochastic process. Then, a
general approach to differential feedback is introduced, and
an extension of this scheme to rotation-based differential
feedback is addressed.
A. System Model
A limited feedback MIMO spatial multiplexing system
employing precoding with Mt transmit antennas and Mr
receive antennas is considered. The transmit symbol vector
at the channel instance m (for m = 0, 1, . . .) is denoted by
sm = [sm,1 · · · sm,M ]T ∈ CM×1 with sm ∼ CN (0M×1, IM )
and M ≤ min{Mt,Mr}. The vector Fmsm is sent through
the channel where Fm denotes a precoding matrix. Then, the
received signal is represented by
ym=
√
ρ
M
HmFmsm+nm (1)
where nm ∈ CMr×1 denotes the noise vector with nm ∼
CN (0Mr×1, IMr ) and ρ denotes the SNR. The matrix Hm ∈
CMr×Mt represents a spatially uncorrelated Rayleigh flat fad-
ing channel matrix, whose entries are i.i.d. according to
CN (0, 1).
The evolution of Hm is modeled by a first-order Gauss-
Markov process
Hm=²Hm−1+
√
1−²2Nm, (2)
where Nm ∈ CMr×Mt has i.i.d. entries with distribution
∼ CN (0, 1) and E[vec (Hm−1)∗ vec (Nm)]= 0MrMt×MrMt .
The noise process nm in (1) is independent of Nm and H0.
The time correlation coefficient ² (0 ≤ ² ≤ 1) represents
the correlation between elements hm,i,j and hm−1,i,j (where
hm,i,j denotes the (i, j) entry of Hm). We assume all the
elements of Hm have the same ². The evolution variable ²
obeys Jakes’ model [34] according to ²=J0(2pifDT ), where
J0(·) is the zeroth order Bessel function, T denotes the channel
instantiation interval, and fD = vfcc denotes the maximum
Doppler frequency using terminal velocity v, carrier frequency
fc, and c=3× 108 m/s.
B. Capacity Selection Criterion
We assume that the receiver perfectly knows the current
channel. Then, the instantaneous mutual information between
sm and ym for a given channel Hm is known to be
I(Fm)=log2
(
det
(
IM+
ρ
M
F∗mH
∗
mHmFm
))
. (3)
We focus on equal power allocation (i.e., Fm ∈ U(Mt,M)).
Using precoder Fm instead of waterfilling with covariance
feedback typically results in only a small rate degradation
and provides numerous practical benefits [35]. Equal power
allocation can also be combined with multimode (or rank)
adaptation [4], [36], and rank adapted equal power allocation
precoding has been adopted in current standards [23], [24].
Denote the precoding codebook Fm={Fm,i}Ki=1 with K=
2B and Fm,i ∈ U(Mt,M). The subscript m is used to indicate
that Fm varies with the channel index m. Fig. 1 illustrates the
operation of the proposed limited feedback precoding system.
As shown in Fig. 1, the codebook is updated at each channel
instance. Given the quantized precoder, both transmitter and
receiver share the same codebook update scheme which will
be addressed in Section II-C. At the receiver side, the precoder
Fm ∈ Fm is chosen according to the capacity criterion [2]–[4]
Fm = argmax
Fm,i∈Fm
I(Fm,i). (4)
Note that (4) is also equivalent to minimizing the determinant
of the mean squared error (MSE) matrix.
The singular value decomposition (SVD) of the channel
is Hm = UmΣmV∗m, where Um ∈ U(Mr,Mr), Vm ∈
U(Mt,Mt), and Σm ∈ RMr×Mt is a singular value matrix
with λk (Hm) at position (k, k) for k=1, . . . ,min {Mt,Mr}.
If we denote a matrix formed by taking the first M columns
of Vm as V¯m, the V¯m is the optimal unitary precoder that
maximizes the effective channel power, thereby maximizing
the mutual information [2]. In addition, throughout the paper,
in order to measure the principal angle differences between
subspaces S1 ∈ U(Mt,M) and S2 ∈ U(Mt,M), the chordal
distance defined for the Grassmann manifold is given by
dc(S1,S2)=
√
M−‖S∗1S2‖2F .
In what follows, we show that the precoder selection criterion
in (4) is related to the direction mismatch between V¯m and
Fm measured by the chordal distance between the precoder
subspaces.
Define the average minimum achievable rate loss (or dis-
tortion) as
D(Fm)=E
[(
I
(
V¯m
)−I (Fm))]
where I
(
V¯m
)
= log2
(
det
(
IM + ρM Σ¯
2
m
))
. Here Σ¯m ∈
CM×M is the diagonal matrix formed by taking the first M
rows and columns of Σm. Then, D(Fm) can be upper bounded
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Fig. 1. Block diagram of the proposed MIMO spatial multiplexing system with limited rate differential feedback.
by
D(Fm)≤E
[
log2
(
det
(
IM+ ρM Σ¯
2
m
)
det
(
IM+ ρMF
∗
mV¯mΣ¯2mV¯∗mFm
))] (5)
=E
[
tr
(
log2
(
IM+
ρ
M
Σ¯2m
))
−tr
(
log2
(
IM+
ρ
M
F∗mV¯mΣ¯
2
mV¯
∗
mFm
))]
≤E
[
1
ln(2)
ρ
M
tr
(
Σ¯2m
(
IM−V¯∗mFmF∗mV¯m
))]
.
In the first step, the bound det(IM+ ρMF
∗
mVmΣ
T
mΣmV
∗
mFm)
≥det(IM+ ρMF∗mV¯mΣ¯2mV¯∗mFm) is used. The second step fol-
lows from the fact log2(det(A))=tr(log2(A)) where log2(A)
denotes a logarithm of a matrix A. In the last step, we use the
fact ln(x)−ln(y) ≤ x−y for x ≥ y ≥ 1. Then, with tr(AB)≤
tr(A)tr(B) for positive semidefinite matrices A and B and by
the equality tr(IM−F∗mV¯mV¯∗mFm)=d2c(Fm, V¯m), we have
D(Fm)≤ 1ln(2)
ρ
M
E
[
tr
(
Σ¯2m
)]
E
[
d2c(Fm, V¯m)
]
. (6)
Given the codebook Fm, the last quantity on the right hand
side of (6) represents the average quantization error measured
by chordal distance. We denote this quantity as
qm=E
[
min
Fm,i∈Fm
d2c
(
Fm,i, V¯m
)]
.
C. Differential Feedback Framework
When the transmitter knows the previous channel states
{Fi}i<m and the channel is temporally correlated, tracking
the channel direction of Hm at the transmitter is accomplished
by feeding back the directional variation from Fm−1 to V¯m.
Limited rate differential feedback adapts the transmitter to
V¯m as a function of Fm−1 and B bits of feedback depicting
the directional variation. It has been shown that differential
feedback can improve the subspace tracking if the terminal
is not too mobile [7], [8]. For instance, [8] uses geodesics
defined on the Grassmannian manifold [37] and Gaussian
codebook to quantize the angular velocity matrix. The adaptive
codebook evolution in [8] can be expressed as a function
g :U(Mt,M)×CM×M→U(Mt,M)
Fi,m = g (Fm−1, aGi) (7)
where Gi∈{Gi}2
B
i=1 (with Gi∈CM×M ) denotes the Gaussian
codeword used to perturb the tangent space of Fm−1. By
iterating (7) from i=1 to 2B , the function g generates a size
2B codebook Fm as the points on the geodesic lines defined on
the Grassmannian manifold. The length of the arc is specified
by the parameter a≥0 which impacts the performance of the
algorithm. An improper choice of a results in quantization
error accumulation and fails to track V¯m. In [8], a is found
by Monte-Carlo simulation so that it shows the best tracking
performance.
Now, we describe a differential feedback approach based
on random spherical cap codebook construction. We introduce
an abstract function ς : U(Mt,M) → U(Mt,M). Here, the
function ς realizes a random matrix in a spherical cap centered
at Fm−1 with radius rm. Specifically, given Fm−1, a random
codeword F is realized by
F = ς (Fm−1, rm) . (8)
Using 2B random realizations from the function in (8), we cre-
ate a random spherical cap codebook Fm. This codebook will
be used for analytical purposes to allow the characterization
of the directional variation from Fm−1 to V¯m. The statistic
of the directional variation is measured by rm and related to
the chordal metric. Given the initial codebook F0, the random
codebook-based differential feedback operates recursively by
applying the precoder selection (i.e., (4)) and codebook update
(i.e., (8)).
Compared to (7), the function in (8) generates a perturbation
point in a spherical cap and rm is successively refined as the
channel evolves with m. The main focus of our paper is how
to determine rm in (8) by integrating the effects of the channel
directional variation and the accumulated quantization error.
Section III is devoted to characterizing rm.
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D. Rotation-Based Differential Feedback Framework
The codebook evolution in (8) is based on a random code-
book construction. For the sake of application, a systematic
codebook generation is of interest. We introduce a basic idea
for a rotation-based differential feedback framework. Define
a rotation-based codeword evolution function ϑ : CMt×Mt×
U(Mt,M)→ U(Mt,M) and
Fm,i = ϑ (Fm−1, rmΘi) (9)
where Θi∈U(Mt,Mt) is a rotation codeword in a rotation
codebook Q ={Θi}2
B
i=1. Using this function 2B times, we can
create a spherical cap codebook Fm around Fm−1 by rotating
Fm−1 using a rotation codeword Θi∈Q (i.e., ΘiFm−1), where
the amount of the rotation applied to Fm−1 is proportional
to rm. Details of this codebook adaptation are discussion in
Section IV.
III. DIFFERENTIAL FEEDBACK AND PERFORMANCE
ANALYSIS
In this section, a bound on the average directional varia-
tion measured by chordal distance is characterized using the
codebook evolution defined in (8). The codebook Fm is then
generated as a random spherical cap codebook using the radius
rm. Throughput analysis of the proposed differential feedback
scheme is also presented.
A. Average Directional Variation
Given the previous precoder Fm−1, the spherical cap radius
rm in (8) is characterized by measuring the average directional
variation from Fm−1 to V¯m. From the channel evolution model
in (2), directly characterizing this quantity is intractable. To
measure this quantity in terms of chordal distance, consider
the average effective channel power loss induced by Fm−1
E
[∥∥HmV¯m∥∥2F ]−E[‖HmFm−1‖2F ] , (10)
where Hm follows (2) and the expectation is taken with
respect to Hm and Fm−1. The effective power leakage induced
in (10) is related to the directional mismatch between Fm−1
and V¯m. We want to extract an expression for the average
directional variation by factoring (10) into the channel am-
plitude and the channel directional components. Denote the
singular value decomposition of Nm as XmΛmP∗m in (2),
where Xm∈U(Mr,Mr), Pm∈U(Mt,Mt), and Λm∈RMr×Mt
is the singular value matrix of Nm. Then, we obtain a bound
E
[∥∥HmV¯m∥∥2F−‖HmFm−1‖2F]≤E[tr (Σ¯2m)] vm (11)
where vm is given by
vm=²2E
[
d2c
(
Fm−1,V¯m−1
)]
+(1−²2)E[d2c(P¯m,Fm−1)] . (12)
Here P¯m is formed by taking the first M columns of Pm.
The details of (11) are provided in Appendix (VII-A). Note
that for Mr=M=1 (i.e., multiple-input single-output (MISO)
beamforming case), the bound in (11) becomes equality.
We focus on the directional quantity vm. The quan-
tity vm characterizes the amount of average directional
variation from Fm−1 to V¯m expressed as the weighted
sum of the average quantization error at m − 1 (i.e.,
qm−1=E[d2c(Fm−1, V¯m−1)]) and the average temporal variation
at m (i.e., E[d2c(P¯m,Fm−1)]). The use of chordal distance
becomes apparent when we perform the quantization error
analysis to quantify qm−1 based on the random spherical
cap codebook generation in (8). The analysis is possible by
utilizing the spherical cap volume formula in [38].
In what follows, each of the terms in (12) will be quantified
for m = 1, 2, . . .. This will eventually result in a recursive
formula for rm.
B. Recursion for Quantization Error and Spherical Cap Ra-
dius
The successive codebook evolutions in (8) and precoder
quantization in (4) reveal that the differential feedback frame-
work suffers from quantization error accumulation (or prop-
agation). If Fm−1 is improperly quantized, the quantization
error induced in Fm−1 propagates to the next quantization
stage because of the dependency of Fm on Fm−1. As a cure,
we control rm in (8) to cope with the accumulation of the
quantization error.
Now, we characterize each term in (12). The quantity
E[d2c(P¯m,Fm−1)] in (12) is characterized by
E
[
d2c
(
P¯m,Fm−1
)]
=M−
M∑
i=1
E
[∥∥P¯∗mfm−1,i∥∥2]=M(Mt−M)Mt , (13)
where fm−1,i denotes the ith column of Fm−1. Since P¯m
is isotropic in U(Mt,M) and is independent of fm−1,i, the
quantity ‖P¯∗mfm−1,i‖2 is beta distributed with mean MMt and
shape parameters M and Mt−M .
A spherical cap (or metric ball) centered at A with radius
r is defined as
SA(r)={B :dc(A,B)≤r,A∈U(Mt,M),B∈U(Mt,M)} . (14)
In order to characterize the average quantization error, we
characterize qm = E[d2c(Fm, V¯m)]. Determining the closed-
form expression of qm becomes involed because we do not
know the distribution of d2c
(
Fm, V¯m
)
when Fm is correlated
with Fm−1 and V¯m. For this reason, we characterize qm for
m ≥ 0 by focusing on the limiting behavior as B grows large.
Based on the asymptotic bound, a recursive formula for the
spherical cap radius rm is derived. For the analytical purpose,
random matrix quantization codebooks are realized by drawing
each codeword independently from the isotropic distribution
in U(Mt,M) for F0 and on SFm−1(rm) for Fm (with m ≥ 1),
respectively.
Lemma 1: For 1≤M≤Mt− 1, m=0, 1, . . ., and B suffi-
ciently large, the average quantization error induced in the ran-
dom spherical cap codebook Fm designed by (8) is bounded
by
qm≤²2mD02−mBκ +κ(1−²
2)
Mt
(
m−1∑
k=0
²2k2−
(k+1)B
κ
)
+o(1), (15)
the average directional variation vm+1 is upper bounded by
vm+1≤²2(m+1)D02−mBκ + κ(1−²
2)
Mt
(
m∑
k=0
²2k2−
kB
κ
)
+o(1), (16)
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and the squared radius r2m+1 is determined by taking the
dominant term in (16) as
r2m+1 = ²
2(m+1)D02−
mB
κ +
κ(1−²2)
Mt
(
m∑
k=0
²2k2−
kB
κ
)
(17)
where κ=M(Mt−M), D0= 1
κ(CMt,M )
1
κ
·β(CMt,M ; 1κ , 2B+1),
and CMt,M =(Γ(κ+1))−1
M∏
i=1
Γ(Mt−i+1)
Γ(M−i+1) .
Proof: See Appendix VII-B.
If ² is known to both the transmitter and receiver, the
transmitter and receiver can compute rm using (17). This can
be accomplished by having the receiver measure ² and share
this long term statistic with transmitter. Since ² is a long term
statistic, the overhead to feed back ² is negligible compared
to instantaneous B bits feedback.
C. Throughput Analysis
By taking the temporal correlation into account in the
feedback design, a lower distortion quantization is expected.
To examine this, we investigate the achievable throughput
performance of the random spherical cap-based differential
feedback scheme.
For sufficiently large B, plugging (15) in (6) yields
D(Fm)≤ ρln(2)E
[
λ21
][
²2mD02−
mB
κ + (1−²2) κ
Mt
×
(
m−1∑
k=0
²2k2−
(k+1)B
κ
)]
+o(1). (18)
Now, the distortion can be further analyzed at both low and
high SNR.
1) Low SNR: At low SNR, the optimal transmission strat-
egy is to beamform (i.e., M = 1) on the strongest eigenmode
of the channel [19]. Then, with M = 1 and at the steady state
(m→∞), (18) converges to
D(Fm)
m→∞≤ ρ
ln(2)
E
[
λ21
](Mt−1
Mt
)(
1−²2
2
B
Mt−1−²2
)
+o(1).(19)
Note that in the conventional feedback schemes (e.g., [2]–[4]),
the codebook F0 is constantly used for m ≥ 0. In this case,
the average capacity distortion (6) with M=1 can be bounded
by
D(F0) ≤ ρln(2)E
[
λ21
] 1
Mt−1β
(
1
Mt − 1 , 2
B+1
)
(20)
≤ ρ
ln(2)
E
[
λ21
]
2−
B
Mt−1 (21)
where (20) follows from the fact that when M=1, CMt,M in
(44) becomes one, and the bound (44) holds as an equality. The
bound in (21) follows from the bound 1Mt−1β( 1Mt−1 , 2B+1) ≤
2−
B
Mt−1 in [39].
Comparing (19) and (21), in the large B regime, significant
throughput gain of the proposed scheme is possible when the
channel is highly correlated (² ≈ 1), because the minor term
o(1) in (19) converges to zero faster than 2− BMt−1 as B→∞.
2) High SNR: In the high SNR regime, from (5),
D(Fm)
ρ→∞
/ E
[
log2
(
det
( ρ
M
Σ¯2m
)/
det
( ρ
M
F∗mV¯mΣ¯
2
mV¯
∗
mFm
))]
= E
[
log2
(
det
(
F∗mV¯mV¯
∗
mFm
)−1)]
≤ E
(Mt−1) log2
tr
((
F∗mV¯mV¯
∗
mFm
)−1)
Mt−1
 (22)
where the bound in (22) is due to the arithmetic-geometric
mean inequality. At high SNR, the optimal transmit strategy
is full spatial multiplexing (i.e., M =Mt) [19]. In our system,
since the chordal metric is used, we restrict M=Mt − 1.
Denote the null space of V¯m as v⊥m ∈ U(Mt, 1). Then, by
defining g=F∗mv⊥m, we have F∗mV¯mV¯∗mFm=IMt−1−gg∗ and
tr((F∗mV¯mV¯
∗
mFm)
−1) in (22) can be rewritten
tr
((
F∗mV¯mV¯
∗
mFm
)−1)= tr(IMt−1+g(1−g∗g)−1g∗)
=Mt−1 + ‖g‖
2
(1−‖g‖2)
where the first step is due to the matrix inversion lemma2.
Realizing that ‖g‖2=d2c
(
Fm,V¯m
)
, from (22) we have
D(Fm)≤E
[
(Mt−1) log2
(
1+
1
Mt−1 ·
d2c
(
Fm,V¯m
)
1−d2c
(
Fm,V¯m
))]
≈E
[
(Mt−1) log2
(
1+
2 · d2c
(
Fm, V¯m
)
Mt − 1
)]
(23)
≤ (Mt−1) log2
(
1+
2
Mt−1 · E
[
d2c
(
Fm,V¯m
)])
. (24)
In (23), we used the expansion x1−x = x + x2 + x3 + · · ·
for 0 ≤ x < 1, took the first two terms x+x2, and used the
bound x+x2 ≤ 2x. The last step (24) is due to the Jensen’s
inequality. Then, as m→∞, the bound yields
D(Fm)
m→∞
/ (Mt−1)log2
(
1+
(
2
Mt
)(
1−²2
2
B
(Mt−1)−²2
)
+o(1)
)
.(25)
In conventional feedback schemes, it is straightforward to
show that (24) is replaced by
D(Fm) / log2
(
1 +
(
2
Mt−1
)(
2−
B
Mt−1
))
. (26)
The bounds in (25) and (26) reveal that if there exists a
rich time diversity (i.e., ² ≈ 1) and B is large enough, we
can still expect significant throughput gain from the proposed
differential feedback scheme in the high SNR regime.
IV. ROTATION-BASED LIMITED FEEDBACK FRAMEWORKS
We have argued the performance benefit of the random
codebook-based differential feedback. However, it is imprac-
tical for a deployed system to employ a random codebook.
In the following, we develop the systematic spherical cap
codebook generation method introduced in Section II-D. In
2For matrices A∈Cn×n, U∈Cn×k , C∈Ck×k , and V∈Ck×n,
matrix inversion lemma states (A + UCV)−1=A−1-
A−1U
(
C−1+VA−1U
)−1
VA−1.
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Section IV-A, we first investigate a general rotation codebook
Q design problem. In the absence of a straightforward design
criterion for the rotation codebook Q, we propose a capacity
distortion minimizing rotation codebook design procedure for
the independent block fading channel. Then, this general rota-
tion codebook is extended to develop the differential feedback
scheme in Section IV-B.
A. Rotation Codebook Design
In this subsection, consider a general capacity distortion
minimizing rotation codebook design problem for the inde-
pendent block fading channel. The optimal precoder V¯m is
independent and isotropically distributed in U(Mt,M). This
implies that without loss of generality, the optimal precoder
V¯m can be modeled by V¯m = ΘmV¯0 where Θm is also
isotropically distributed in U(Mt,Mt). For m ≥ 1, then, the
quantized precoder obeys the recursion Fm= Θ̂mV¯0, where
Θ̂m is chosen in Q = {Θi}2Bi=1. To simplify the derivation,
assume V¯0 is known a priori to both the transmitter and
receiver.
In the following, since we assume independent block-to-
block fading in this subsection, the index m is omitted. Setting
Fi=ΘiV¯0 and V¯=ΘV¯0 and using (6) gives the distortion
bound
D (Q) ≤ ρ
ln(2)
E
[
λ21
]
E
[
min
Θi∈Q
d2c
(
ΘV¯0,ΘiV¯0
)]
. (27)
To gain insight about how the rotation codebook is related
to the throughput performance, we focus on the codebook
dependent term q , E
[
min
Θi∈Q
d2c
(
ΘV¯0,ΘiV¯0
)]
in (27), which
can be rewritten and upper bounded by
q = E
[
min
Θi∈Q
M∑
k=1
(
1−∥∥V¯∗0Θ∗Θiv0,k∥∥22)
]
≤ E
[
min
Θi∈Q
M∑
k=1
2
(∥∥V¯∗0v0,kejθk∥∥2−∥∥V¯∗0Θ∗Θiv0,k∥∥2)
]
≤ E
[
min
Θi∈Q
M∑
k=1
2min
θk
∥∥Θejθk−Θi∥∥F
]
(28)
where v0,k denotes the kth column of V¯0. In the first bound,
we use the fact 1−a2=(1+a)(1−a) for a =∥∥V¯∗0Θ∗Θiv0,k∥∥2,
apply a trivial bound ‖V¯∗0Θ∗Θiv0,k‖2≤1 to the (1 + a)
term, and use the fact that ‖V¯∗0v0,kejθk‖2=1 for the (1− a)
term where the ejθk is used to minimize the distortion. By
optimizing over θk, (28) yields
q ≤ 2M
√
2MtE
[
min
Θi∈Q
√
1− 1
Mt
|tr (Θ∗Θi)|
]
. (29)
Fully motivated by (29), we define a distance between two
unitary matrices Θ ∈ U(Mt,Mt) and Θi ∈ U(Mt,Mt) as
d (Θi,Θj) =
√
1− 1
Mt
|tr (Θ∗iΘj)|. (30)
Before proceeding, we must show that (30) is a valid metric.
Theorem 1: The function d(Θi,Θj)=
√
1− 1Mt |tr(Θ∗iΘj)|
is a metric in U(Mt,Mt).
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Fig. 2. Volume estimation for the rotation codebook space, Mt = 2, 3, 4.
Proof: See Appendix VII-C.
In what follows, the rotation codebook space is character-
ized, which enables us to take the density of the codebook Q
into account when solving the capacity distortion minimization
problem.
1) Rotation Codebook Space: The bound (29) implies that
the capacity distortion is related to the minimum distance.
Define a single dimensional rotation matrix as Cθ = ejθIMt .
In D(Q), right (or left) multiplying Cθ to Θi does not change
the distortion and thereby does not alter the bound in (29). For
example, this means that if Θ1 is the codeword that maximizes
the mutual information, then modifying Θ1Cθ gives the
same mutual information. Therefore, the transmission is Cθ
rotationally invariant. Define the set R(Mt,Mt) = {Cθ :
0 ≤ θ < 2pi}. Since R(Mt,Mt) is a subgroup of the unitary
group U(Mt,Mt), by the equivalence relation Θ ∼ ΘCθ,
the rotation codebook space (which is a quotient space) is
represented by Z(Mt,Mt) = U(Mt,Mt)/R(Mt,Mt). It has
been shown that this kind of quotient space is a Rieman-
nian manifold [40]. Thus, the distance d (Θi,Θj) in (30)
is defined in the Riemannian manifold Z(Mt,Mt). Since
dim (R(Mt,M)) = 1 where dim(A) extracts the dimension
of the space A, by the dimension theorem of a quotient space
[41], dim(Z(Mt,Mt)) =M2t −1. This analysis allows us to
measure a volume of a metric ball in Z(Mt,Mt).
An open ball of radius r centered at Θi is defined by BΘi =
{Θ ∈ Z(Mt,Mt) : d (Θ,Θi) ≤ r}. For large Mt, it has been
shown in [40], [42] that
vol (BΘ (r)) ≈ CMtrM
2
t−1, (31)
where CMt is a constant only depending on Mt. To ensure
(31), Fig. 2 shows the volume estimation result of (31) in
Z(Mt,Mt), which is measured by (30). To show the slope,
we take the logarithm of the volume and radius. As can be seen
from Fig. 2, the slope M2t −1 is well estimated by (31). Now,
we use the formula in (31) to obtain the rotation codebook
design criterion.
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2) Rotation codebook design criterion: The minimum
distance between two codewords in Q is defined by
δ (Q)= min
1≤l<k≤K
d (Θl,Θk). Note that if r≤ δ(Q)2 , BΘl(r) ∩
BΘk(r)=φ for k 6= l. Then, a density of Q characterized by
δ(Q) is given
∆(Q)=
vol
(
K⋃
i=1
BΘi(δ(Q)/2)
)
vol(Z(Mt,Mt)) =
K ·vol(BΘ1(δ(Q)/2))
vol(BΘ(1)) .
Using (31), ∆(Q) can be approximated by
∆(Q)≈K
(
δ (Q)
2
)M2t−1
.
Now, using the approach in [43], we can relate the average
distortion incurred by the rotation codebookQ to the codebook
density ∆ (Q) as
E
[
min
Θi∈Q
d(Θ,Θi)
]
≤Pr
(
min
Θi∈Q
d(Θ,Θi) ≤ δ(Q)2
)
δ(Q)
2
+Pr
(
min
Θi∈Q
d (Θ,Θi) >
δ (Q)
2
)
≈
[
1+K
(
δ(Q)
2
)M2t−1(δ(Q)
2
−1
)]
. (32)
Consequently, it can be readily shown that minimizing (32) is
equivalent to maximizing δ(Q). The rotation codebook design
criterion follows:
Q = argmax
Q˜
δ
(
Q˜
)
. (33)
B. Extension to Rotation-Based Differential Feedback
After designing Q, our goal is to develop a systematic
spherical cap codebook adaptation strategy. As aforementioned
in Section I, our approach for obtaining the adaptive spherical
cap codebook is based on perturbing Fm−1 in Euclidean
space (using Q) and projecting the perturbed matrices onto
U(Mt,M).
In our approach, perturbation around Fm−1 is generated us-
ing Θi∈Q designed by (33). To ease the codebook generation,
given r2m in (17), we define the normalized squared spherical
cap radius as
r¯2m = r
2
m/min {M,Mt−M} (34)
where 0 ≤ r¯2m ≤ 1. Note that Q does not depend on the
number of transmit streams M . A single rotation codebook
Q can be used for any transmission rank (1 ≤ M ≤ Mt−
1). Depending on the method of generating the perturbations,
we consider two possible spherical cap codebook adaptation
strategies.
1) Method 1: Perturbation in Euclidean Space CMt×M :
Given the previous precoder Fm−1, Fm−1 is perturbed accord-
ing to
Ψr¯m,i = wmFm−1 + r¯mΘiFm−1 (35)
where r¯m is the normalized spherical cap radius in (34), Θi∈Q
is a rotation codeword, and wm (0≤ wm≤1) is a free parameter
for adaptation. The rotation matrix Θi determines the direction
of the perturbation added to wmFm−1 and r¯m defines its
amount. Iterating (35) from i=1 to 2B , a set of perturbations
{Ψr¯m,i}2
B
i=1 is generated. Note that Ψr¯m,i∈CMt,M . The adapta-
tion of {Ψr¯m,i}2
B
i=1 to the precoding codebook Fm={Fm,i}2
B
i=1
is done by projecting Ψr¯m,i onto U(Mt,M). Denote the
orthonormally projected matrix as proj(Ψr¯m,i) and
Fm,i = proj(Ψr¯m,i). (36)
Either Procrustes orthonormalization [44] or Gram-Schmidt
column orthonormalization [44] can be used as the projection
function. If we denote the compact SVD of Ψr¯m,i as ΦiDiΠ∗i ,
where Φi∈U(Mt,M), Πi∈U(M,M), and Di∈CM×M is the
singular value matrix of Ψr¯m,i, the solution to the Procrustes
problem is given by Fm,i = ΦiΠ∗i [44] and Gram-Schmidt
column orthonormalization returns Fm,i = Φi. Note that
both projection methods ultimately give the same performance
because ΦiΠ∗i and Φ are in the equivalent relation in Grass-
mannian manifold (i.e., ΦiΠ∗i∼Φi). For simplicity, we just
use Gram-Schmidt column orthonormalization.
Note that the precoding codebook Fm acquired by solving
(35) and (36) does not guarantee that Fm ⊂ SFm−1(rm). We
need to design wm so that Fm ⊂ SFm−1 (rm).
Theorem 2: The adaptive codebook Fm obtained by (35)
and (36) resides in SFm−1 (rm) if wm =
√
1− r¯2m.
Proof: See Appendix VII-D.
Thus, the function ϑ in (9) is explicitly described by
Fm,i=proj(
√
1− r¯mFm−1+r¯mΘiFm−1).
2) Method 2: Perturbation in Euclidean Space CMt×Mt:
In Method 1, the codebook adaptation must be done at run-
time because procedures in (35) and (36) require a priori
Fm−1. It is practically advantageous to design the codebook
offline as a function of the channel statistics. For this objective,
we propose an adaptive rotation codebook design scheme
independent of Fm−1.
The perturbation Ψr¯m,i in (35) is obtained by transforming
Fm−1 via the matrix
Rr¯m,i=
√
1−r¯2mIMt+r¯mΘi, (37)
i.e., Ψr¯m,i =Rr¯m,iFm−1. Note that Rr¯m,i ∈ CMt×Mt . Since
Rr¯m,i is a linear combination of the unitary matrices IMt and
Θi, the subspace of Rr¯m,i lies within the subspace spanned
by IMt and Θi. Thus, orthonormally projecting Rr¯m,i back
to U(Mt,Mt) according to
Θm,i = proj(Rr¯m,i) (38)
produces a rotation codeword that lies within the subspace
spanned by IMt and Θi. In this way, the adaptive rotation
codebook Qm={Θm,i}2
B
i=1 is generated by projecting the per-
turbation Rr¯m,i for i=1, . . . , 2B .
Given Fm−1, the ith precoding codeword at the mth chan-
nel instance is represented by Fm,i=Θm,iFm−1. The best
precoder Fm is given by finding Θm=argmax
Θm,i∈Qm
I(Θm,iFm−1)
and setting Fm=ΘmFm−1. As before, either Proscrustes or-
thonormalization or Gram-Schmidt orthonormalization can
be employed for the projection. We assume Gram-Schmidt
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Fig. 3. Achievable throughput vs. channel use index for Mt = Mr = 4,
M = 2, B = 4 bits, SNR = 10dB, and v = 1km/h (² = 0.999).
column orthonormalization because it is efficiently obtained
by a Gram-Schmidt QR decomposition (or other fast QR
algorithms) and it shows robustness in tracking capability [7],
[30].
The function ϑ in (9) is now explicitly depicted by
Fm,i=proj(
√
1−r¯mIMt + r¯mΘi)Fm−1. In Method 2, the
evolution of Qm solely depends on the evolution of r¯m. From
(17), as m tends infinity, r¯2m converges to
r¯2m
m→∞= (1−²)2
(
M(Mt−M)/Mt
min(M,Mt−M)
)(
1
1−²22− BM(Mt−M)
)
(39)
indicating for every δ>0 there always exists an integer N such
that m≥N implies |r¯m+1−r¯m| ≤ δ. This observation suggests
that in a practical system given a threshold δ > 0, a finite set of
adaptive rotation codebooks Q1, . . . ,QN is employed for the
first N channel instances and for m > N , QN is constantly
used. This indicates that system can efficiently use a predefined
codebook set {Ql}Nl=0 and avoid run-time computation for the
rotation codebook evolution (details are discussed in the next
section).
V. SIMULATIONS AND DISCUSSIONS
In this section, we perform Monte Carlo simulations to
investigate the achievable throughput performance of the pro-
posed schemes in slowly varying MIMO channels. First, to
ensure the operation of the proposed scheme, we discuss the
achievable throughput with the first-order Gauss-Markov chan-
nel model in (2). Second, to evaluate channel model mismatch
and to provide a practical intuition about the performance,
we employ the spatial channel model (SCM) [45] which
is officially used to evaluate the throughput performance of
standards such as IEEE 802.16m [23] and 3GPP LTE [24].
Throughout the simulation study, we assume Mt=Mr=4
and M =2 MIMO spatial multiplexing system and fix B=4
bits which is justified and motivated by practical standards
[23], [24]. To quantize F0 in the proposed differential feedback
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Fig. 4. Achievable throughput vs. channel use index for Mt = Mr = 4,
M = 2, B = 4 bits, SNR = 10dB, and v = 3km/h (² = 0.988).
scheme we use a Grassmannian subspace packing (GSP)
codebook [2]. The throughput performance of the Gaussian
VQ approach in [8] is also simulated. Note that in [8], the
initial precoder is set to F0 = I1:M where I1:M denotes
the matrix formed by taking the first M columns of identity
matrix IMt . To provide a fair comparison, we modify [8] to
also use the GSP codebook to quantize the initial precoder
and apply the capacity selection criterion in (4). The eighth-
order polynomial in [8] is employed to optimize a in (7).
We also simulate the covariance matrix geodesic approach in
[25]. Note that the technique in [25] is different than both
our approach and the Gaussian VQ approach in [8] because
it allows a waterfilling-based transmit covariance design. In
[25], the initial covariance matrix is set to IMt . We also
modify [25] to use a B = 4 bit covariance codebook at the
initial state so that the initial quantized covariance matrix
is selected to maximize the mutual information evaluated by
designing waterfilling percoder for each covariance codeword.
In [25], assuming the first-order Gauss-Markov channel model,
adaptation to the channel correlation is done by adjusting step
size ∆ parameter which must be found using Monte-Carlo
simulation. Given the ² value in (2), a blind search is applied
to optimize ∆.
As aforementioned in Section II-A, ² follows Jake’s model
[34] (i.e., ² = J0(2pifDT )). When we generate ², system
parameters employed in IEEE 802.16m standard [23] are used.
In IEEE 802.16m, closed-loop operation assumes 3 km/h
velocity, feedback interval of 5 ms, and fc=2.5 GHz, where
the typical time correlation coefficient is ² = 0.988. The ²
varies from 0.999 to 0.872 as the terminal speed varies from 1
km/h to 10 km/h. Fig. 3, 4, 5, and 6 display the achievable
throughput with respect to the channel use index for v = 1
km/h (² = 0.999), v = 3 km/h (² = 0.988), v = 7 km/h
(² = 0.936), and v = 10 km/h (² = 0.872) in the first-
order Gauss-Markov channel. The SNR is fixed at 10dB. In
the figures, ‘Method 1’ and ‘Method 2’ denote the proposed
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Fig. 5. Achievable throughput vs. channel use index for Mt = Mr = 4,
M = 2, B = 4 bits, SNR = 10dB, and v = 7km/h (² = 0.936).
schemes in Section IV-B1 and Section IV-B2, respectively. The
‘Gaussian VQ approach’ and ‘Covariance matrix geodesic’
indicate the differential feedback scheme in [8] and [25],
respectively. The performance of the rotation codebook in [14]
is also evaluated. The differential schemes in [8] and [25]
fail to track the channel variation when v ≥ 7km/h. The
tracking performance of the proposed schemes outperforms
the other schemes and shows fast convergence to the steady-
state. Note that the gain of our schemes mainly comes from the
refinement of the spherical cap radius rm. Compared to [14],
accounting the channel directional variation and quantization
error propagation into rm design gives sufficient improvement
on the tracking performance at the initial stages. The initial
improvement of the tracking performance is the crucial factor
that seems to determine the robustness of the differential
feedback schemes because in practical systems a differential
feedback with periodic reset is used. For instance, in IEEE
802.16m and LTE-Advanced, the differential feedback is re-
initiated every 15 ms to 30 ms period (i.e., every m = 3
to m = 6). Reset is done by using non-differential feedback
(e.g., using a GSP codebook). This refreshment is important
because the channel correlation statistic often changes within
a refreshment period and feedback delay can also contaminate
the differential performance.
The drawbacks of [25] are that the codebook size is always
constrained such that 2B ≤ M2t and the geodesic model on
the positive definite covariance matrix space is valid when
Mr ≥ Mt. Also, whenever the system changes its config-
urations (e.g., Mt, Mr, M , and B), ∆ must be redesigned
using Monte-Carlo simulation, while in our scheme rm is
conveniently modified according to (17). Compared to [8]
and our scheme, the approach in [25] requires huge run-time
complexity. For example, in order to construct the quantized
waterfilling precoder at each channel instance, it requires 2B
Gram-Schmidt orthonormalizations in M2t dimensional space,
2B−1 SVDs to derive geodesic curves, 2B matrix inversions to
0 5 10 15 20 25 30 35 40
9
9.2
9.4
9.6
9.8
10
10.2
Channel use index
Ac
hi
ev
ab
le
 th
ro
ug
hp
ut
 (b
its
/ch
an
ne
l u
se
)
 
 
Rotation codebook in [12]
Method 1
Method 2
Gaussian VQ approach
Full CSI
Grassmannian
Covariance matrix geodesic
Fig. 6. Achievable throughput vs. channel use index for Mt = Mr = 4,
M = 2, B = 4 bits, SNR = 10dB, and v = 10km/h (² = 0.872).
0 2 4 6 8 10 12 14 16 18 20
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Channl use index
N
or
m
al
iz
ed
 r m
 
 
normalized r
m
, 1km/h, ε=0.999
normalized r
m
, 3km/h, ε=0.989
normalized r
m
, 5km/h, ε=0.967
normalized r
m
, 7km/h, ε=0.936
normalized r
m
, 10km/h, ε=0.872
Fig. 7. Normalized spherical cap radius r¯m with Mt =Mr = 4, M = 2,
and B = 4 bits.
select the best quantized covariance matrix, and one execution
of waterfilling optimization. On the other hand, the proposed
scheme requires 2B Gram-Schmidt orthonormalizations in
Mt dimensional space and 2B matrix determinants. In terms
of required complexity, [8] shows the lowest computational
overhead only requiring 2B matrix determinants to search for
the precoder.
Next, we plot the evolution of the normalized spherical cap
radius r¯m in (17) and show that the complexity of Method 2
can be efficiently decreased by excluding the run-time Gram-
Schmidt orthonormalization step. Fig. 7 shows r¯m for different
values of ². As it can be seen from the Fig. 7, r¯m tends to
be small as the amount of correlation increases. Also, Fig.
7 reveals the convergence (39). The value of r¯m converges
to its steady state value r¯∞ rapidly. For example, given the
threshold δ = 10−3, the minimum integer N ensuring that
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Fig. 8. Achievable throughput of Method 2 with finite rotation codebook
evolution and infinite rotation codebook evolution for Mt =Mr = 4, M =
2, B = 4 bits, and SNR = 10dB.
m ≥ N implies |r¯m+1−r¯m| ≤ δ is given by N=12 for v=1
km/h, N = 10 for v = 3 km/h, N = 8 for v = 7 km/h,
and N = 6 for v = 10 km/h. This demonstrates that when
Method 2 in Section IV-B2 is used, the system only needs
a finite sequence of rotation codebooks Q1, . . . ,QN designed
offline. Fig. 8 displays the throughput performances of Method
2 obtained by the finite rotation codebook evolution (with δ=
10−3) and infinite rotation codebook evolution. For example,
when v = 5 km/h, Method 2 with finite rotation codebook
evolution performs differential feedback for the first N = 9
times of channel uses and for m > 9, the rotation codebook
is set constantly to Qm=Q9. As can be seen from Fig. 8, the
throughput difference between the finite and infinite codebook
evolutions is negligible. One of the benefits of the rotation
approach is that the codebook is designed independently of
the rank. Hence a single finite sequence rotation codebook
can be used regardless of the rank. The algorithm in [8] stores
SVD results for all codewords to avoid computing 2B different
SVDs when deriving the geodesic curves. For one codeword,
it stores 3 different matrices. Since there are Mt−1 codebooks
for supporting Mt−1 different ranks, [8] requires storage of
a total of 3(Mt−1)2B matrices. When Mt = 4 and v = 5
km/h, Method 2 with δ = 10−3 requires storage of 10 · 2B
matrices and the Gaussian VQ approach requires storage of
9 · 2B matrices. Though Method 2 still needs larger storage
than that of the Gaussian VQ approach, the benefit comes from
the drastic throughput improvement.
Finally, we examine the throughput performance of the pro-
posed differential feedback frameworks with channel model
mismatch. To examine this, SCM [45] is employed. Since the
closed-loop MIMO operation assumes v = 3 km/h mobility
in IEEE 802.16m [23], the evaluation is performed with v=3
km/h. The antenna spacing at the transmitter and receiver
is set to four wavelengths separation with an angle spread
of 15 degrees. We assume an Urban Macro scenario. Fig.
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Fig. 9. Achievable throughput vs. channel use index for SCM with Mt =
Mr = 4, M = 2, B = 4 bits, SNR = 10dB, and v = 3km/h (² =
0.988).
9 compares the proposed differential feedback with other
techniques in [8] and [25]. In addition, we also plot the finite
codebook evolution with N = 10. As can be seen from Fig.
9, the throughput difference between Method 2 and Method
2 with N = 10 is negligible. Fig. 9 and Fig. 4 both show
the same performance trends for nearly all algorithms. The
Gaussian VQ approach and covariance matrix geodesic suffer
from performance degradations at the beginning stages of
differential operations.
VI. CONCLUSIONS
We proposed frameworks for performing limited feedback
spatial multiplexing over a temporally correlated MIMO chan-
nel using a rotation-based differential codebook adaptations.
We quantified the average directional variation and developed
a recursive formula for the spherical cap radius using the
random matrix quantization arguments. Based on these statis-
tics, the throughput performance was analyzed. To develop the
systematic differential feedback adaptation schemes, a general
rotation codebook design problem was investigated, and we
extended this rotation codebook to construct a spherical cap
codebook where the cap radius is controlled according to
the statistic of the directional variation. Two spherical cap
codebook-based differential feedback schemes were proposed
depending on the method of generating the perturbation set.
From the simulation study, the proposed framework showed
significant throughput gain in slow fading channel environ-
ment.
VII. APPENDIX
A. Proof of (11)
The first term E[‖HmV¯m‖2F ]=E[tr(Σ¯2m)] on the left hand
side (l.h.s.) of (11) can be equivalently rewritten
E
[
tr
(
Σ¯2m
)]
=²2E
[
tr
(
Σ¯2m−1
)]
+(1− ²2)E[tr (Λ¯2m)] (40)
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E
[
‖HmVm‖2F−‖HmFm−1‖2F
]
≤E[tr(²2Σ¯2m−1(IM−V¯∗m−1Fm−1F∗m−1V¯m−1)+(1− ²2)Λ¯2m(IM−P¯∗mFm−1F∗m−1P¯m))]
≤E[tr (Σ¯2m)]E[²2(M − ∥∥V¯∗m−1Fm−1∥∥2F)+ (1− ²2)(M − ∥∥P¯∗mFm−1∥∥2F)] .
where Λ¯m∈CM×M is formed by taking the first M columns
and rows of Λm. The equality in (40) is due to the fact that
Σ¯m, Σ¯m−1, and Λ¯m have the same distribution in (2) and
E[tr(Σ¯2m)]=E[tr(Σ¯
2
m−1)]=E[tr(Λ¯
2
m)]. With (2), the second
term E[‖HmFm−1‖2F ] on the l.h.s. of (11) is lower bounded
by
E
[
‖HmFm−1‖2F
]
=E
[
²2‖Hm−1Fm−1‖2F+(1−²2)‖NmFm−1‖2F
+2²
√
1−²2Re(tr(F∗m−1H∗m−1NmFm−1))]
≥ ²2E
[∥∥Σ¯m−1V¯∗m−1Fm−1∥∥2F]
+(1−²2)E
[∥∥Λ¯mP¯∗mFm−1∥∥2F ] . (41)
In (41) we use E[Re(tr(F∗m−1H∗m−1NmFm−1))] = 0, where
E[H∗m−1Nm]=0Mt×Mt . From (40) and (41), we have an upper
bound as shown at the top of this page. This bound follows
from the facts tr(AB) ≤ tr(A) tr(B). Now, plugging the
definition of the chordal distance yields (11). Note that when
Mr =M = 1, (11) becomes an equality because in this case
(41) holds as an equality and for the scalar values tr(ab) = ab.
B. Proof of Lemma 1
We prove Lemma 1 by dividing cases for m=0 and m ≥ 1.
1) For m = 0: Consider the quantization error
q0=E
[
min
F∈F0
d2c(F, V¯0)
]
. The isotropically distributed source
V¯0 is quantized by B bits random matrix codebook F0. The
complementary cumulative distribution function (CCDF) of
the random variable min
F∈F0
d2c(F, V¯0) is given by (1−Υ0(x))K ,
where Υ0(x)=Pr(V¯0: d2c(F, V¯0)≤x). Note that when r ≤ 1,
the volume of a spherical cap SA(r) in (14) is found in a
closed-form [38]
Pr(SA(r))=CMt,M
(
r2
)M(Mt−M) (42)
where CMt,M=(Γ (M(Mt−M)+1))−1
M∏
i=1
Γ(Mt−i+1)
Γ(M−i+1) and
0<CMt,M≤1. We denote κ=M(Mt−M). Note that from
(42), we have Υ0(x)=CMt,Mxκ for x ≤ 1. Then,
q0=E
[
min
F∈F0
d2c
(
F, V¯0
)]
=
∫ 1
0
(1−CMt,Mxκ)K dx+
∫ M
1
(1−Υ0(x))K dx
=
1/κ
(CMt,M)
1
κ
∫ CMt,M
0
z
1
κ−1(1−z)Kdz+
∫ M
1
(1−Υ0(x))Kdx (43)
≤ 1/κ
(CMt,M )
1
κ
β
(
CMt,M ;
1
κ
,K+1
)
︸ ︷︷ ︸
,D0
+M(1−CMt,M)K (44)
The result in (43) is obtained by changing variable CMt,Mxκ=
z. The first term in (44) follows from the definition of the
incomplete beta function3. For future reference, we denote the
first term in (44) as D0.
Now, we investigate the limiting behavior of (44) as B →
∞. First, we consider the upper bound on D0 in (44)
D0≤ 1
(CMt,M)
1
κ
1
κ
β
(
1
κ
, 2B + 1
)
≤(CMt,M2B)− 1κ , (45)
where β(a, b) denotes the beta function with parameter a and
b. The first step follows from the bound β(c; a, b) ≤ β(a, b) for
c ≤ 1. The second step comes from the equality 1κβ( 1κ , 2B +
1)=2Bβ( 1κ +1, 2
B) and the bound 2Bβ
(
1
κ + 1, 2
B
) ≤ 2−Bκ
(see Lemma 1 in [39]). Then, examination of the order of
convergence of the quantity in (44) follows
lim
B→∞
E
[
2
B
κ
(
min
F∈F0
d2c
(
F,V¯0
))]≤ lim
B→∞
2
B
κ
(
D0+M(1−CMt,M)2
B
)
≤ C− 1κMt,M
where the first step is due to (44). The second step is due
to the bound in (45) and the fact that as B tends to infinity,
(1−CMt,M )2
B dominates 2Bκ and lim
B→∞
(1−CMt,M )2
B
2
B
κ =0.
Thus, when B is large enough, we can write (44) as
q0 ≤ D0 + o(1). (46)
Note that the bound in (46) holds as an equality if
M (1−CMt,M )2
B
= 0, which is achieved from (44) when
M=1 or M=Mt−1 (i.e., CMt,M =1).
Now, plugging (13) and the bound in (46) into (12) yields
v1 ≤ ²2D0+
(
1−²2) κ
Mt
+ o(1). (47)
The (47) provides an upper bound for the average directional
variation from F0 to V¯1 measured by chordal metric, which
is asymptotically tight as B→∞. By observing the dominate
terms in (47) and with the large B assumption, the square of
the spherical cap radius r21 of F1 is determined as
r21 = ²
2D0 +
(
1−²2) κ
Mt
. (48)
Then, the F1 is generated by drawing 2B codewords indepen-
dently from the isotropic distribution in SF0(r1).
Before we proceed, we investigate a relation between q0
and the radius of the quantization cell incurred in F0. For
any codebook F0, the subadditivity of the probability measure
gives
Pr
{¯
V0: min
F0,i∈F0
d2c
(
F0,i,V¯0
)≤x}≤ K∑
i=1
Pr
(
V¯0 :d2c
(
F0,i,V¯0
)≤x)
=K Pr
(S (√x)) . (49)
3For c≤1, the incomplete beta function is defined by∫ c
0 z
a−1(1− z)b−1 dz=β (c; a, b).
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Here, we omit the subscript in S(√x) because the formula
(42) is invariant to choice of the center. The bound in (49) is
achieved if the quantization regions of F0 form ideal Voronoi
partitions, i.e., each quantization cell has the same radius
α0, where α0 satisfies K Pr(S(α0)) = 1. With the necessary
condition α0 ≤ 1, plugging (42) in K Pr(S(α0))=1 yields
α0=
(
CMt,M2
B
)− 12κ . (50)
Comparing (50) and (45), we have D0 ≤ α20. This reveals
that α20 obtained by the sphere covering argument statistically
dominates the quantization error D0. In the following, for m ≥
1, the sphere covering argument will be applied to bound qm.
2) For m ≥ 1: There is no simple closed-form formula
for the distribution of min
F∈Fm
d2c(F, V¯m). Alternatively, an
upper bound on qm is found by applying the sphere covering
argument to the area of SFm−1(rm). For this purpose, we
equate KPr(S(αm)) = Pr(SFm−1(rm)) and plug (42) in this
equality yielding
α2m = r
2
m2
−Bκ , (51)
where the αm is the radius of the ideal Voronoi cell
in SFm−1(rm). Note that given Fm−1 and V¯m−1, ran-
dom variables d2c(F, V¯m) with the random codeword
F∈Fm⊂SFm−1(rm) are i.i.d. Thus, the conditional CCDF
of min
F∈Fm
d2c(F, V¯m) is given by (1− ϕm|m−1(x))K , where
ϕm|m−1(x) =Pr
(
V¯m :d2c(F,V¯m)≤x|Fm−1,V¯m−1
)
is unknown.
With α2m in (51), the conditional expectation qm|m−1,
EFm,V¯m
[
min
F∈Fm
d2c
(
F,V¯m
)∣∣Fm−1,V¯m−1] is rewritten and
bounded by
qm|m−1=
∫ α2m
0
(1−ϕm|m−1(x))2
B
dx+
∫ M
α2m
(1−ϕm|m−1(x))2
B
dx
≤ α2m +
∫ M
α2m
(1−ϕm|m−1(x))2
B
dx. (52)
We characterize the limiting behavior of qm as B→∞ 4. For
fixed Mt and M ,
2
B
κ qm
B→∞≤ r2m+EFm−1,V¯m−1
[
lim
B→∞
∫ M
α2m
2
B
κ
(
1−ϕm|m−1(x)
)2B
dx
]
(53)
= r2m, (54)
where the inequality in (53) follows from the bound in (52)
and the equality α2m2
B
κ =r2m in (51). The result in (54) follows
from the fact that
lim
B→∞
∫ M
α2m
2
B
κ
(
1−ϕm|m−1(x)
)2B
dx = 0 (55)
where (55) is obtained by the dominated convergence theorem5
4Note that here, B→∞ applies only for the codebook Fm, i.e., |Fm|→∞.
The sizes of previous codebooks Fm1, . . . ,F0 does not change.
5The theorem is stated as follows: for a sequence of measurable function
fn : x → [0,∞], if lim
n→∞ fn(x) = f(x) and there exists a dominant
function g(x) such that fn(x) ≤ g(x) for all n satisfying
∫
X g(x)dx <∞,
then lim
n→∞
∫
X fn(x)dx =
∫
X f(x)dx.
[46]. To provide details, we rewrite the integral in (55) as
∫ M
r2m2
−B
κ
2
B
κ
(
1−ϕm|m−1(x)
)2B
dx=
∫ M2aBκ
r2m2
(a−1)B
κ
(
1−ϕm|m−1
(
t2−
aB
κ
))2B
2
(a−1)B
κ
dt
=
∫ ∞
0
(
1−ϕm|m−1
(
t2−
aB
κ
))2B
2
(a−1)B
κ
χ[
r2m2
(a−1)B
κ ,M2
aB
κ
](t)︸ ︷︷ ︸
,fB(t)
dt (56)
where the first equality follows from a change of variable
2
aB
κ x = t for a > 1 and the function χA(t) in (56) denotes
the indicator function: χA(t) = 1 if t ∈ A, and χA(t) = 0 if
t /∈ A. To apply the dominated convergence theorem, we need
to check two conditions: the existence of lim
B→∞
fB(t) and the
existence of the dominant function g(t) such that fB(t) ≤ g(t)
for all B and
∫∞
0
g(t)dt <∞. From (56), it is straightforward
that lim
B→∞
fB(t) = 0. The second condition can be checked
by bounding fB(t)≤(1 − ϕm|m−1(t))χ[0,M ](t) and checking
that
∫∞
0
(
1−ϕm|m−1 (t)
)
χ[0,M ](t)dt <∞. Now, applying the
dominated convergence theorem gives
lim
B→∞
∫ M
r2m2
−B
κ
2
B
κ
(
1−ϕm|m−1(t)
)2B
dx=
∫ ∞
0
lim
B→∞
fB(t)dt = 0.
Thus, from (54), when the size of Fm is large enough, we
can write the bounds on qm and vm+1
qm ≤ r2m2−
B
κ + o(1) (57)
vm+1 ≤ ²2r2m2−
B
κ +(1− ²2) κ
M
+ o(1) (58)
and r2m+1 is obtained by taking dominant term in (58)
r2m+1 = ²
2r2m2
−Bκ +(1− ²2) κ
M
. (59)
For m=1, with r21 in (48), substituting r21 in (57) and (58)
gives bounds for q1 and v2, where r22 is decided by taking the
dominant term of the bound of v2. Then, for m = 2, 3, . . .,
recursively applying (57), (58), and (59) gives the general
expression for qm, vm+1, and r2m+1 in (15), (16), and (17),
respectively.
C. Proof of Distance Metric
Let us define d(U1,U2),
√
1− 1Mt |tr (U∗1U2)|. In order to
show d(U1,U2) is a metric, we have to prove the following
three axioms [47]: (a) d(U1,U2) ≥ 0 and d(U1,U2) = 0
if and only if U1 = U2, (b) d(U1,U2) = d(U2,U1), (c)
d(U1,U3) ≤ d(U2,U1)+d(U2,U3), where Ui∈U(Mt,Mt)
for i∈{1, 2, 3}. Axiom (a) and axiom (b) are obvious. In order
to verify axiom (c), we first provide a lemma that establishes
the triangular inequality with vector operands.
Lemma 2: For any unit norm vectors ui∈U(Mt, 1) for
i∈{1, 2, 3},√
1− |u∗1u3| ≤
√
1− |u∗1u2|+
√
1− |u∗2u3|. (60)
Proof: We start from the equality [48] that√
1−|u∗1u3|=min
θ
1√
2
∥∥u1ejθ − u3∥∥2 , (61)
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where the optimal θ is the one making u∗3u1ejθ = |u∗3u1|.
Then, (61) is equivalently rewritten and bounded by√
1−|u∗1u3|=min
θ,θ2
1√
2
∥∥u1ejθ−u2ejθ2+u2ejθ2−u3∥∥2
≤min
θ,θ2
1√
2
(∥∥u1ejθ−u2ejθ2∥∥2+∥∥u2ejθ2−u3∥∥2) ,(62)
where in (62), triangular inequality of vector two-norm is used.
Let θ1 = θ − θ2. Then, (62) yields√
1−|u∗1u3| ≤min
θ1
1√
2
∥∥u1ejθ1−u2∥∥2+minθ2 1√2∥∥u2ejθ2−u3∥∥2
=
√
1− |u∗1u2|+
√
1− |u∗2u3|. (63)
This concludes the proof.
Now we are ready to prove Theorem 1. For any unitary
matrix U∈U(Mt,Mt), vec(U)√Mt forms an M
2
t -dimensional unit
norm vector, i.e., vec(U)√
Mt
∈ U(M2t , 1). Then, we can map the
matrix trace operation to the vector inner product as∣∣∣∣ 1Mt tr (U∗1U2)
∣∣∣∣ = ∣∣∣∣vec (U1)∗√Mt vec (U2)√Mt
∣∣∣∣ . (64)
Then, from Lemma 2, we obtain the triangular inequality.
D. Proof of Theorem 2
For 1 ≤ M ≤ Mt2 , consider a set of rotation matrices
O={O : OFm−1⊥ Fm−1,O ∈ U(Mt,Mt)}. Any Θ˜∈O sat-
isfies d2c(Θ˜Fm−1,Fm−1)=M . Then, given Θ˜ ∈ O, the pro-
jected point of Ψ˜r¯m=wmFm−1+r¯mΘ˜Fm−1, i.e., proj(Ψ˜r¯m)
produces the farthest point from Fm−1 in U(Mt,M) be-
cause the direction of the perturbation added to wmFm−1
in Ψ˜r¯m is orthogonal to Fm−1. If we find the wm
such that d2c(proj(Ψ˜r¯m),Fm−1)=r2m, then for any point in
{Ψr¯m=wmFm−1+r¯mΘFm−1 : Θ ∈ U(Mt,Mt)}, we have
d2c (proj (Ψr¯m) ,Fm−1)≤r2m. Note that when Mt2 < M ≤
Mt−1, we only need to consider the rotation of the orthogonal
complement of Fm−1 and it is handled similarly to the case
1≤M≤ Mt2 . We omit the case Mt2 < M ≤Mt−1 and focus
on 1 ≤M ≤ Mt2 .
In order to extract the column subspace of
Ψ˜r¯m=wmFm−1+r¯mΘ˜Fm−1, consider Ψ˜∗r¯mΨ˜r¯m resulting in
Ψ˜∗r¯mΨ˜r¯m=
(
w2m+r¯
2
m
)
IM where the compact singular value
decomposition of Ψ˜r¯m is given by
Ψ˜r¯m=
1√
w2m + r¯2m
Ψ˜r¯m
(√
w2m + r¯2mIM
)
IM .
Then we have proj(Ψ˜r¯m)= 1√w2m+¯r2m Ψ˜r¯m . Now, we decide
wm such that d2c
(
1√
w2m+¯r
2
m
Ψ˜r¯m ,Fm−1
)
=r2m. Solving this
equality gives r¯2m=
r¯2m
w2m+r¯
2
m
, which leads to wm =
√
1− r¯2m.
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