We introduce a bilingually motivated word segmentation approach to languages where word boundaries are not orthographically marked, with application to Phrase-Based Statistical Machine Translation (PB-SMT). Our approach is motivated from the insight that PB-SMT systems can be improved by optimizing the input representation to reduce the predictive power of translation models. We firstly present an approach to optimize the existing segmentation of both source and target languages for PB-SMT and demonstrate the effectiveness of this approach using a Chinese-English MT task, that is, to measure the influence of the segmentation on the performance of PB-SMT systems. We report a 5.44% relative increase in Bleu score and a consistent increase according to other metrics. We then generalize this method for Chinese word segmentation without relying on any segmenters and show that using our segmentation PB-SMT can achieve more consistent state-of-the-art performance across two domains. There are two main advantages of our approach. First of all, it is adapted to the specific translation task at hand by taking the corresponding source (target) language into account. Second, this approach does not rely on manually segmented training data so that it can be automatically adapted for different domains.
INTRODUCTION
State-of-the-art Statistical Machine Translation (SMT) requires a certain amount of bilingual corpora as training data in order to achieve competitive results. The only assumption behind most current statistical models [Brown et al. 1993; Vogel et al. 1996; Deng and Byrne 2005] is that the aligned sentences in such corpora should be segmented into sequences of tokens that are meant to be words. Therefore, for languages where word boundaries are not orthographically marked, tools which segment a sentence into words are required. Even for a language like English, where spaces can offer an easy approximation to the minimal content-bearing units, an optimal segmentation is still required when analyzing multi-word units, especially noncompositional compounds such as "kick the bucket" and "hot dog" [Melamed 1997 ].
However, this segmentation is often performed in a monolingual context without any bilingual consideration, that is, the segmentation of the source (target) language is performed regardless of the corresponding target (source) language at hand, which makes the word alignment task more difficult since different languages may realize the same concept using varying numbers of words (cf. Wu [1997] ). This can generate a great deal of complexity for (bilingual) word alignment models if the corresponding texts are inappropriately segmented. Moreover, most segmenters are usually trained on a manually segmented domain-specific corpus. Therefore, such a segmentation tends to be sensitive to the domain of the data and cannot produce consistently good results when used across different domains.
A substantial amount of research has been carried out to address the problems of word segmentation in the context of PB-SMT. Some statistical alignment models allow for 1-to-n word alignments for those reasons; however, they rarely question the monolingual tokenization and the basic unit of the alignment process.
1 Morever, statistical alignment models assume a first-order dependency between alignment decisions in order to make the alignment process efficient. Some long-distance dependencies cannot be captured under such models. Some more recent research focuses on combining various segmenters either in SMT training [Zhang et al. 2008] or decoding [Dyer et al. 2008] .
One important yet often neglected fact is that the optimal segmentation of the source (target) language is dependent on the target (source) language itself, its domain, and its genre. Segmentation considered to be "good" from a monolingual point of view may be unadapted for training alignment models or PB-SMT decoding [Ma et al. 2007 ]. The resulting segmentation will consequently influence the performance of a PB-SMT system, and a bilingually motivated segmentation is highly desirable for PB-SMT tasks.
This current work is an extension to our previous work on boostrapping word alignment via word packing [Ma et al. 2007] . We conduct further experiments using a more established PB-SMT system and extend this approach · 7: 3 to perform independent word segmentation. We focus on optimizing the segmentation with the goals of (1) simplifying the task of automatic word aligners by packing several consecutive words together when we believe they correspond to a single word in the opposite language. By identifying enough such cases, we reduce the number of 1-to-n alignments, thus making the task of word alignment both easier and more natural; from an information-theoretic perspective, such a process reduces the predictive power of translation models [Melamed 1997 ]; and (2) capturing long-distance dependencies between alignment decisions in a incremental manner, that is, we bootstrap the word packing and subsequently optimize the word segmentation based on its influence on SMT performance. We then generalize this method to produce a bilingually motivated automatically domain-adapted word segmentation approach for PB-SMT without relying on any existing word segmenters. We first utilize a small bilingual corpus with the relevant language segmented into basic writing units (e.g., characters for Chinese), and then cast the segmentation problem into an alignment problem. We also investigate various issues regarding scalability related to such a process.
Specifically, our approach consists of using the output from an existing statistical word aligner (e.g., Giza++) to obtain a set of candidate "words" to be packed. We evaluate the reliability of these candidates using simple metrics based on co-occurrence frequencies, similar to those used in associative approaches to word alignment [Melamed 2000; Tiedemann 2003 ]. We then modify the segmentation of the respective sentences in the parallel corpus according to these candidate words; these modified sentences are then given back to the word aligner, which produces new alignments. We evaluate the validity of our approach by measuring the influence of the segmentation process on Chinese-to-English Machine Translation (MT) tasks.
The remainder of this article is organized as follows. In Section 2, we study the interaction between word segmentation and word alignment. Firstly we investigate the influence of word segmentation on PB-SMT across different domains and demonstrate the necessity of refining word segmentation methods for PB-SMT in order to achieve consistently good results. We also discuss the particular word alignment issues related to Chinese-English which motivated our approach. Section 3 describes the working mechanism of our bilingually motivated word segmentation approach, namely word packing. In Section 4, we describe the generalization of our approach and its application to independent word segmentation. The corresponding experiments are reported in Sections 5 and 6. In Section 7 we discuss related work in this direction. Section 8 concludes and gives avenues for future work.
INTERACTION BETWEEN WORD SEGMENTATION AND ALIGNMENT
In this section, we first detail a pilot study on the influence of word segmentation on the performance of PB-SMT. Then we show that the pervasive 1-to-n alignments in Chinese-English word alignment motivate us to take advantage of the interaction between word segmentation and alignment in order to simplify the alignment task. 
The Influence of Word Segmentation on PB-SMT
The monolingual word segmentation step in traditional SMT systems has a substantial impact on the performance of such systems. A considerable amount of recent research has focused on the influence of word segmentation on SMT [Ma et al. 2007; Chang et al. 2008; Zhang et al. 2008 [Zhang et al. 2003 ] and conditional random fields for the Stanford segmenter [Tseng et al. 2005] . Both segmentation models were trained on news domain data with named entity recognition functionality. The LDC segmenter is dictionary-based with word frequency information to help disambiguation, both of which are collected from data in the news domain. We used Chinese character-based and manual segmentations as points of contrast. Table I shows the pairwise F-measure of the automatic segmenters. On the IWSLT data set in the dialogue domain, we observed the strongest agreement between the LDC and ICT segmenters, which is even stronger than for Stanford and ICT segmenters. On NIST data, as expected, the Stanford and ICT segmenters agree more. On both data sets, the LDC and Stanford segmenters show the greatest discrepancies.
We conducted MT experiments on a range of different-sized amounts of the previously mentioned data using a state-of-the-art PB-SMT system: Moses [Koehn et al. 2007] . The performance of the PB-SMT system is measured via Bleu score [Papineni et al. 2002] .
We first measure the influence of word segmentation on in-domain data with respect to the three above-mentioned segmenters, namely UN data from the NIST 2006 evaluation campaign. 5 As can be seen from Table II , using monolingual segmenters achieves consistently better SMT performance than character-based segmentation (CS) on different data sizes, which means character-based segmentation is not good enough for this domain where the vocabulary tends to be large. We can also observe that the ICT and Stanford segmenters consistently outperform the LDC segmenter. Even using 3M sentence pairs for training, the differences between the Stanford and LDC segmenters are still statistically significant ( p < 0.05) using approximate randomization [Noreen 1989 ] for significance testing.
However, when tested on out-of-domain data, that is, IWSLT data in the dialogue domain, the results seem to be more difficult to predict. We trained the system on different amounts of data and evaluated the system on two test sets: IWSLT 2006 and 2007. From From the experiments reported above, we can reach the following conclusions. First, character-based segmentation cannot achieve state-of-the-art results in most experimental settings. This also motivates the necessity to work on better segmentation strategies. Second, monolingual segmenters cannot 5 Note that the UN data containing parliamentary documents is not exactly in-domain; however, it's more similar to news domain compared to dialogues. We choose this corpora simply because of the availability of this corpora and its relatively large amount that enable us to test our approach in terms of scalability. We expect a better performance on strictly in-domain data using the ICT and Stanford segmenters. 6 Interestingly, the developers themselves also note the sensitivity of the Stanford segmenter and incorporate external lexical information to address such problems [Chang et al. 2008] . achieve consistently good results when used in another domain. In the following sections, we propose a bilingually motivated segmentation approach which can be automatically derived from a small representative data set, and the experiments show that we can consistently obtain state-of-the-art results in different domains. Using this approach, we can either enhance the existing monolingual segmenter or directly perform word segmentation without relying on any monolingual segmenters.
The Case of 1-to-n Word Alignment
The same concept can be expressed in different languages using varying numbers of words; for example, a single Chinese word may frequently surface as a compound or a collocation in English given the large differences between the two languages. To quickly (and approximately) evaluate this phenomenon, we trained the statistical IBM word-alignment Model 4 [Brown et al. 1993] 7 using the Giza++ software [Och and Ney 2003] for the following language pairs: Chinese-English (ZH-EN), Italian-English (IT-EN), and German-English (DE-EN), using the IWSLT 2007 corpus [Takezawa et al. 2002; Paul 2006] for the first two language pairs, and the Europarl corpus [Koehn 2005 ] for the last one. These asymmetric models produce alignments between one word and several words in both directions. Word segmentation was performed totally independently of the bilingual alignment process, that is, it is done in a monolingual context. For European languages, we apply the maximum entropy-based tokenizer of OpenNLP; 8 the Chinese sentences were manually segmented [Paul 2006] .
In Table IV , we report the frequencies of the different types of alignments for the various languages and directions. As expected, the number of 1: n alignments with n = 1 is high for Chinese-English (≃ 40%), and significantly higher than for European languages. The case of 1-to-n alignments is, therefore, obviously an important issue when dealing with Chinese-English word alignment. 9 We can also observe that for all three language pairs, most of the n words involved in 1-to-n alignments are consecutive (con.).
To verify the above findings, we also list the statistics obtained from the manually aligned Chinese-English corpus as shown in Table V . This manually aligned corpus is IWSLT devset 3, which contains 502 sentence pairs after cleaning [Ma et al. 2008] . We observed similar distribution for 1: n (n > 1) alignments. The main difference is that the automatic aligners tend to produce more 1: 0 alignments, while human annotators tend to generate more m: n alignments.
Notation
While in this article we focus on Chinese-English, the proposed method is applicable to any language pair; even for closely related languages, we expect improvements to be seen. Notwithstanding the generality of the approach, in what follows we assume Chinese-English MT in order to explain our notation. Given a Chinese sentence c J 1 consisting of J words {c 1 , . . . , c J } and an English sentence e I 1 consisting of I words {e 1 , . . . , e I }, A C→E (resp. A E→C ) will denote a Chinese-to-English (resp. an English-to-Chinese) word alignment between c J 1 and e I 1 . Since we are primarily interested in 1-to-n alignments, A C→E can be represented as a set of pairs a j = c j , E j denoting a link between one single Chinese word c j and a few English words E j (and similarly for A E→C ). The set E j is empty if the word c j is not aligned to any word in e I 1 .
BOOTSTRAPPING WORD ALIGNMENT VIA WORD PACKING
Our approach (cf. Ma et al. [2007] ) consists of packing consecutive words together when we believe they correspond to a single word in the other language. This bilingually motivated packing of words changes the basic unit of the alignment process, and simplifies the task of automatic word alignment. We thus minimize the number of 1-to-n alignments in order to obtain more comparable segmentations in the two languages. In this section, we present an automatic method that builds upon the output from an existing automatic word aligner. More specifically, we (1) use a word aligner to obtain 1-to-n alignments, (2) extract candidates for word packing, (3) estimate the reliability of these candidates, (4) replace the groups of words to pack by a single token in the parallel corpus, and (5) reiterate the alignment process using the updated corpus. The first three steps are performed in both directions, and produce two bilingual dictionaries (source-target and target-source) of groups of words to pack.
Candidate Extraction
In the following, we assume the availability of an automatic word aligner that can output alignments A C→E and A E→C for any sentence pair (c J 1 , e I 1 ) in a parallel corpus. We also assume that A C→E and A E→C contain 1-to-n alignments. Our method for repacking words is very simple: whenever a single word is aligned with several consecutive words, they are considered candidates for repacking. Formally, given an alignment A C→E between c if a j = c j , E j ∈ A C→E , with E j = {e j 1 , . . . , e j m } and ∀k ∈ [1, m − 1](m ≥ 2), j k+1 − j k = 1, then the alignment a j between c j and the sequence of words E j is considered a candidate for word repacking. The same goes for A E→C . Some examples of such 1-to-n alignments between Chinese and English (in both directions) that we can derive automatically are displayed in Figure 1 .
Candidate Reliability Estimation
Of course, the process described above is error-prone and if we want to change the input to the word aligner, we need to make sure that we are not making harmful modifications. 10 We thus additionally evaluate the reliability of the candidates we extract and filter them before inclusion in our bilingual dictionary. To perform this filtering, we use two simple statistical measures. In the following, a j = c j , E j denotes a candidate.
The first measure we consider is cooccurrence frequency (CO OC(c j , E j )), that is, the number of times c j and E j cooccur in the bilingual corpus. This very simple measure is frequently used in associative approaches [Melamed 1997; Tiedemann 2003 ]. The second measure is the alignment confidence, defined as
where C(a j ) denotes the number of alignments proposed by the word aligner that are identical to a j . In other words, AC(a j ) measures how often the aligner aligns c j and E j when they cooccur. We also impose that |E j | ≤ k, where k is a fixed integer that may depend on the language pair (between 3 and 5 in practice). The rationale behind this is that it is very rare to obtain a reliable alignment between one word and k consecutive words when k is high. The candidates are included in our bilingual dictionary if and only if their measures are above some fixed thresholds t CO OC and t AC , which allow for the control of the size of the dictionary and the quality of its contents. Some other measures (including the Dice coefficient) could be considered; however, it has to be noted that we are more interested here in the filtering than in the discovery of alignments, since our method builds upon existing aligners. Moreover, we · 7: 9 will see that even these simple measures can lead to an improvement in the alignment process in an MT context (cf. Section 6).
Bootstrapped Word Repacking
Once the candidates are extracted, we repack the words in the bilingual dictionaries constructed using the method described above; this provides us with an updated training corpus, in which some word sequences have been replaced by a single token. This update is totally naive; if an entry a j = c j , E j is present in the dictionary and matches one sentence pair (c J 1 , e I 1 ) (i.e., c j and E j are respectively contained in c J 1 and e I 1 ), then we replace the sequence of words E j with a single token which becomes a new lexical unit.
11 Note that this replacement occurs even if no alignment was found between c j and E j for the pair (c J 1 , e I 1 ). This is motivated by the fact that the filtering described above is quite conservative; we trust the entry a i to be correct. This update is performed in both directions. It is then possible to run the word aligner using the updated (simplified) parallel corpus in order to obtain new alignments. By performing a deterministic word packing, we avoid the computation of the fertility parameters associated with fertility-based models.
Word packing can be applied several times; once we have grouped some words together, they become the new basic unit to consider, and we can rerun the same method to get additional groupings. However, we have not seen in practice much benefit from running it more than twice (few new candidates are extracted after two iterations).
It is also important to note that this process is bilingually motivated and strongly depends on the language pair. For example, white wine, excuse me, call the police, and cup of (cf. Figure 1 ) translate respectively as vin blanc, excusez-moi, appellez la police, and tasse de in French. Those groupings would not be found for a language pair such as French-English, which is consistent with the fact that they are less useful for French-English than for ChineseEnglish in an MT perspective.
Word Unpacking and Phrase-Based SMT Decoding
The bidirectional grouping approach can improve the quality of alignment and correspondingly improve the quality of phrase extraction and the estimation of related parameters. In the decoding stage, given that the input is not packed and the language model is also trained on unpacked word segmentations, we need to undertake "word unpacking" before estimating the parameters. The unpacking in PB-SMT is performed following the phrase extraction process. Specifically, in a log-linear PB-SMT system, the phrase translation probabilities and lexical distortion models are reestimated based on relative frequencies; the lexical weighting probabilities are calculated based on the lexical translation distribution with word packing. The unpacking step is particularly necessary in the context of bilingual word packing, that is, both source and target sentences are packed, given that the language models are trained on texts without word packing. If we constrain the word packing process by only packing the source language, the word unpacking step could be avoided and word-lattice decoding could be utilized instead (cf. Section 4).
BILINGUALLY MOTIVATED WORD SEGMENTATION

Word Segmentation as an Alignment Problem
The approach proposed in Section 3 can be applied to word segmentation by only packing the source language. The only assumption is that the sentence to be segmented can be split into basic writing units (e.g., characters for Chinese and kana for Japanese). The notation in Section 2.3 can be easily adapted for this task. Given a Chinese sentence c 
Bootstrapping Word Segmentation
We use the same approach proposed in Section 3.1 to extract candidate words. Our method for Chinese word segmentation is as follows: whenever a single English word is aligned with several consecutive Chinese characters, they are considered candidates for grouping. Some examples of such 1-to-n alignments between Chinese characters and English words we can derive automatically are displayed in Figure 2 .
We can use the same measures proposed in Section 3.2 to estimate the reliability of the candidate words and use the bootstrapping approach in Section 3.3 to derive better word segmentation.
Word Lattice Decoding
Casting word segmentation as an alignment problem implies that word segmentation of a sentence depends not only on the current sentence to segment but also on the corresponding target language. In such a context, the word lattice representation is particularly suitable in the decoding stage which aims to search for the most possible target sentence.
4.3.1 Word Lattices. In the decoding stage, the various segmentation alternatives can be encoded into a compact representation of word lattices. A word lattice G = V, E is a directed acyclic graph that formally is a weighted finite state automaton. In the case of word segmentation, each edge is a candidate word associated with its weights. A straightforward estimation of the weights is to distribute the probability mass for each node uniformly to each outgoing edge.
12 The single node having no outgoing edges is designated the "end node". An example of word lattices for a Chinese sentence is shown in Figure 3. 4.3.2 Word Lattice Generation. Previous research on generating word lattices relies on multiple monolingual segmenters [Xu et al. 2005; Dyer et al. 2008] . One advantage of our approach is that the bilingually motivated segmentation process facilitates word lattice generation without relying on other segmenters. As described in Section 4.2, the update of the training corpus based on the constructed bilingual dictionary requires that the sentence pair meets the bilingual constraints. Such a segmentation process in the training stage facilitates the utilization of word lattice decoding.
4.3.3
Phrase-Based Word Lattice Decoding. Given a Chinese input sentence c J 1 consisting of J characters, the traditional approach is to determine the best word segmentation and perform decoding afterward. In such a case, we first seek a single best segmentation, as in Equation (2):
Then in the decoding stage, we seek the translation of the most likely source segmentation as in Equation (3):
{Pr(e
In such a scenario, some segmentations which are potentially optimal for translation may be lost. This motivates the need for word lattice decoding. The search process can be rewritten as in Equations (4) 
Given the fact that the number of segmentations f K 1 grows exponentially with respect to the number of characters J, it is impractical to firstly enumerate all possible f K 1 and then to decode. However, it is possible to enumerate all the alternative segmentations for a substring of c J 1 which contains a very limited number of characters, making the utilization of word lattices tractable in PB-SMT.
EXPERIMENTAL SETTING
Evaluation
The intrinsic quality of word segmentation is normally evaluated against a manually segmented gold-standard corpus using F-score. While this approach can give a direct evaluation of the quality of the word segmentation, it is faced with several limitations. First of all, it is really difficult to build a reliable and objective gold-standard given the fact that there is only 70% agreement between native speakers on this task [Sproat et al. 1996] . Second, an increase in F-score does not necessarily imply an improvement in translation quality. It has been shown that F-score has a very weak correlation with SMT translation quality in terms of Bleu score [Zhang et al. 2008] . Consequently, we choose to extrinsically evaluate the performance of our approach on the Chinese-English translation task, that is, we measure the influence of the segmentation process on the final translation output. The quality of the translation output is mainly evaluated using Bleu, with NIST [Doddington 2002] and Meteor [Banerjee and Lavie 2005] as complementary metrics.
Data
For our word packing experiments, we used the Chinese-English datasets provided within the IWSLT 2006 and 2007 evaluation campaigns. This multilingual speech corpus contains sentences similar to those that are usually found in phrase-books for tourists going abroad [Takezawa et al. 2002] . Specifically, we used the standard training data, to which we added devset1 and devset2. Devset4 was used to tune the parameters and the performance of the system was tested on IWSLT 2006 and 2007 test sets. We used both test sets because they are quite different in terms of sentence length and vocabulary size. Based on the original manual segmentation for Chinese, the various statistics for the corpora are shown in Table VI . To test the scalability of our approach, we For Chinese word segmentation experiments, in order to test the performance of our segmenter across different domains, we used data from parliamentary documents, that is, a portion of UN data for the NIST 2006 evaluation campaign. The system was developed on the LDC Multiple-Translation Chinese (MTC) Corpus and tested on MTC part 2, which was also used as a test set for the NIST 2002 evaluation campaign. Based on Chinese segmentation using the Stanford segmenter, the various statistics for the UN corpora are shown in Table VII.
Baseline System
We conducted experiments using different segmenters with a standard loglinear PB-SMT model: Giza++ implementation of IBM word alignment model 4 [Och and Ney 2003 ], the refinement and phrase-extraction heuristics described in [Koehn et al. 2003 ], minimum error-rate training [Och 2003 ], a 5-gram language model with Kneser-Ney smoothing [Kneser and Ney 1995] trained with SRILM [Stolcke 2002 ] on the English side of the training data, and Moses [Koehn et al. 2007; Dyer et al. 2008 ] to translate both the single best segmentation and word lattices.
13 http://mitlab.hit.edu.cn/index.php/resources/29-the-resource/111-share-bilingual-corpus.html 6. EXPERIMENTS 6.1 Word Packing 6.1.1 Results. The initial word alignments are obtained using the baseline configuration described previously. From these we build two bilingual 1-ton dictionaries (one for each direction), and the training corpus is updated by repacking the words in the dictionaries, using the method presented in Section 3. As previously mentioned, this process can be repeated several times; at each step, we can also choose to exploit only one of the two available dictionaries, if so desired. We then extract aligned phrases using the same procedure as for the baseline system; the only difference is the basic unit we are considering. Once the phrases are extracted, we perform the estimation of the features of the log-linear model and unpack the grouped words to recover the initial words. Finally, minimum error-rate training and decoding are performed.
The various parameters of the method (k, t CO OC , t AC , cf. Section 3.2) were optimized on the development set. We found out that it was enough to perform two iterations of repacking: the optimal set of values was found to be k = 3, t AC = 0.9, t CO OC = 20 for packing English words and t AC = 0.3, t CO OC = 10 for packing Chinese words in the first iteration, and t AC = 0.9, t CO OC = 8 for packing English words and t AC = 0.7, t CO OC = 15 for packing Chinese words in the second iteration.
14 In Table VIII , we report the results obtained on the IWSLT 2007 test set, where n denotes the iteration. For each iteration, we first considered the inclusion of only the Chinese-English dictionary, and then only the English-Chinese dictionary.
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After the first step, we can already see an improvement over the baseline when considering one of the two dictionaries. More gain can be obtained by packing English words, leading to an increase of 1.17 absolute Bleu points (3.46% relative). The improvement is also confirmed by NIST and Meteor evaluation metrics. Moreover, we can gain from performing another step. However, the inclusion of the Chinese-English dictionary is harmful in this case, probably because 1-to-n alignments have been captured during the first step. By including the English-Chinese dictionary only, we can achieve an increase of · 7: 15 Fig. 4 . Translation examples using word packing.
1.84 absolute Bleu points (5.44% relative) over the initial baseline, which is statistically significant ( p < 0.01).
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The improvement in performance can be attributed to better word alignment after simplifying the alignment task after word packing, and subsequently higher quality phrasal translations for PB-SMT systems. Figure 4 gives two examples of better translation after word packing. Phrases such as "there 's", "will it take", and "get to" are packed words in the C-E bilingual dictionary so that valid phrase pairs can be included in the phrase table. Moreover, the probability of these valid phrase pairs can be boosted after word packing so that the correct hypothesis can survive in the decoding stage.
6.1.1.1 Quality of the Dictionaries. To assess the quality of the extraction procedure, we simply manually evaluated the ratio of incorrect entries in the dictionaries. After one step of word packing, the Chinese-English and the English-Chinese dictionaries respectively contain 13.6% and 8.6% incorrect entries. After two steps of packing, they only contain 7.7% and 7.2% incorrect entries. More interestingly, some errors committed in the first step can be corrected in the second step, leading to a dictionary of higher quality. Some cases generally considered to be difficult such as m-to-n noncompositional phrasal alignments can also be identified in the second step. 6.1.2 Alignment Types. Intuitively, the word alignments obtained after word packing are more likely to be 1: 1 than before. Indeed, the word sequences in one language that usually align to one single word in the other language have been grouped together to form one single token. Table IX shows the detail of the distribution of alignment types after one and two steps of automatic repacking.
In particular, we can observe that the 1: 1 alignments are more frequent after the application of repacking: the ratio of this type of alignment has increased by 8.2% for Chinese-English and 4.18% for English-Chinese.
Influence of Word Segmentation Approach.
To test the influence of the initial word segmentation on the process of word packing, we considered an additional segmentation configuration, based on the LDC segmenter. The results obtained are displayed in Table X . The automatic segmenter leads to lower results than the human-corrected segmentation. However, the proposed method seems to be beneficial irrespective of the choice of segmentation. Indeed, we can also observe an improvement in the new setting: 0.84 points absolute increase in Bleu (2.65% relative), which is statistically significant ( p < 0.05). The experimental results of word packing reported so far are based on either manual segmentation or automatic segmentation using monolingual segmenters. In the next section, we show the results of directly using the word packing approach to perform word segmentation.
Word Segmentation
6.2.1 Results. The initial word alignments are obtained using the baseline configuration by segmenting the Chinese sentences into characters. From these we build a bilingual 1-to-n dictionary, and the training corpus is updated by grouping the characters in the dictionaries into a single word. To optimize the weights for the features of the log-linear model using minimum error-rate training, we segment the Chinese sentences in the development set using a simple dictionary-based maximum matching algorithm to obtain a single best segmentation. 17 Finally, in the decoding stage, we use the same segmentation algorithm to obtain the single best segmentation on the test set, and word lattices can also be generated using the bilingual dictionary. The various parameters of the method (k, t CO OC , t AC , cf. 4.2) were optimized on the development set. One iteration of character grouping on the NIST task was found to be enough; the optimal set of values was found to be k = 3, t AC = 0.0 and As can be seen from Table XI, our bilingually motivated segmenter achieved statistically significantly ( p < 0.03) better results than character-based segmentation when enhanced with word lattice decoding. 18 Compared to the best in-domain segmenter, namely the Stanford segmenter on this particular task, our approach is inferior according to Bleu and NIST. We first attribute this to the small amount of training data, from which we are unable to obtain a high-quality bilingual dictionary due to data sparseness problems. We also attribute this to the vast amount of named entity terms in the test sets, which is extremely difficult for our approach. 19 We expect to see better results when a larger amount of data is used and the segmenter is enhanced with a named entity recognizer.
On the IWSLT data (cf . Tables XII and XIII) , the improvements over character-based segmentation are both statistically significant ( p < 0.03 for IWSLT 2006 test set and p < 0.01 for IWSLT 2007 test set respectively). Compared to the best in-domain segmenter, the LDC segmenter, our approach yielded a consistently good performance on both translation tasks. Moreover, the good performance is confirmed by all three evaluation measures.
From the experiments, we also observed that adding in word lattice machanism into the PB-SMT system trained on monolingually segmented data does not help or even harm the system due to the mismatch between PB-SMT training and decoding. Previous research also shows that combining phrase tables using different segmentations is necessary for word lattice decoding [Dyer et al. 2008] . This is also the advantage of our bilingually motivated segmentation, which facilitates word lattice decoding because it can generate different segmentations for the same Chinese sentence given different target English translations. 6.2.2 Parameter Search Graph. The reliability estimation process is computationally intensive. However, this can easily be parallelized. From our experiments, we observed that the translation results are very sensitive to the parameters and this search process is essential to achieve good results. Figure 5 shows the search graph on the IWSLT data set in the first iteration step. From this graph, we can see that filtering of the bilingual dictionary is essential in order to achieve better performance.
6.2.3 Vocabulary Size. Our bilingually motivated segmentation approach has to overcome another challenge in order to produce competitive results, that is, data sparseness. Given that our segmentation is based on bilingual dictionaries, the segmentation process can significantly increase the size of the vocabulary, which could potentially lead to a data sparseness problem when the size of the training data is small. Tables XIV and XV list the statistics of the Chinese side of the training data, including the total vocabulary (Voc), number of character vocabulary (Char. voc) in Voc, and the running words (Run. words) when different word segmentations were used. From Table XIV, we can see that our approach suffered from data sparseness on the NIST task, that is, a large vocabulary was generated, of which a considerable amount of characters still remain as separate words (15.48%). On the IWSLT task, since the dictionary generation process is more conservative, we maintained a reasonable vocabulary size, which contributed to the final good performance.
6.2.4 Scalability. The experimental results reported above are based on a small training corpus containing roughly 40,000 sentence pairs. We are particularly interested in the performance of our segmentation approach when it is scaled up to larger amounts of data. Given that the optimization of the bilingual dictionary is computationally intensive, it is impractical to directly extract candidate words and estimate their reliability. As an alternative, we can use the obtained bilingual dictionary optimized on the small corpus to perform segmentation on the larger corpus. We expect competitive results when the small corpus is a representative sample of the larger corpus and large enough to produce reliable bilingual dictionaries without suffering severely from data sparseness. As we can see from Table XVI, our segmentation approach achieved consistent results on both the IWSLT 2006 and 2007 test sets. On the NIST task (cf. Table XVII), our approach outperforms the basic character-based segmentation; however, it is still inferior compared to the other in-domain monolingual segmenters due to the low quality of the bilingual dictionary induced (cf. Section 6.2.1).
6.2.5 Using Different Word Aligners. The above experiments rely on Giza++ to perform word alignment. We next show that our approach is not dependent on the word aligner given that we have a conservative reliability estimation procedure. Table XVIII shows the results obtained on the IWSLT data set using the MTTK alignment tool Byrne 2005, 2006] .
RELATED WORK
Fertility-based models such as IBM Models 3, 4, and 5 allow for alignments between one word and several words in order to capture the pervasive 1-to-n correspondences. They can be seen as extensions of the simpler IBM models 1 and 2 [Brown et al. 1993] . Similarly, Deng and Byrne [2005] proposed an HMM framework with special attention to dealing with 1-to-n alignment, which is an extension of the original model of Vogel et al. [1996] . However, as mentioned above, these models rarely question the monolingual tokenization, that is, the basic unit of the alignment process is the word. One alternative to extending the expressivity of one model (and usually its complexity) is to focus on the input representation; in particular, we argue that the alignment process can benefit from a simplification of the input, which consists of trying to reduce the number of 1-to-n alignments to consider. Note that the need to consider segmentation and alignment at the same time is also mentioned in Tiedemann [2003] , and related issues are reported in Wu [1997] . Xu et al. [2004] were the first to question the use of word segmentation in SMT and showed that the segmentation proposed by word alignments can be used in PB-SMT to achieve competitive results compared to using monolingual segmenters. However, Xu et al. [2004] used word aligners to reconstruct a (monolingual) Chinese dictionary and reuse this dictionary to segment Chinese sentences as other monolingual segmenters do. Our approach features the use of a bilingual dictionary and conducts segmentation based on the bilingual dictionary. In addition, we add a process which optimizes the bilingual dictionary according to translation quality. Ma et al. [2007] proposed an approach to improve word alignment by optimizing the segmentation of both source and target languages. However, the reported experiments are based on a poor phrase-based SMT baseline and the issue of scalability is not addressed. Xu et al. [2005] were the first to propose the use of word lattice decoding in PB-SMT, in order to address the problems that segmentation posed on the decoding. Dyer et al. [2008] extended this approach to hierarchical SMT systems and other language pairs. However, both of these methods require some monolingual segmentation in order to generate word lattices. Our approach facilitates word lattice generation given that our segmentation is driven by the bilingual dictionary, making the training and decoding processes more coherent. More recently, Xu et al. [2008] proposed a Bayesian semi-supervised model for word segmentation by combining knowledge from both monolingual segmentation and bilingual word alignment. Our approach is not specifically designed for segmentation; it is a new mechanism that can automatically perform bidirectional segmentation optimization. The bootstrapping step can help the statistical aligners overcome the limitations posed by the first-order assumption. The bidirectional word packing can also overcome the shortcomings of the 1-to-n assumption inherent in IBM models by facilitating m-to-n alignment structures (cf. Fraser and Marcu [2007] ). On the other hand, our approach can be generalized to perform word segmentation without relying on any monolingual resources, such as dictionaries and the like.
CONCLUSIONS AND FUTURE WORK
In this article, we have introduced a simple yet effective method for packing words together in order to give a different and simplified input to automatic word aligners. We use a bootstrapping approach in which we first extract 1-to-n word alignments using an existing word aligner, and then estimate the confidence of those alignments to decide whether or not the n words have to be grouped; if so, this group is considered a new basic unit to consider. We can finally reapply the word aligner on the updated sentences. This approach can be used for bootstrapping word alignments based on any monolingual word segmentation; it can also be used for direct word segmentation without relying on any monolingual segmenters.
We have evaluated the performance of our approach by measuring the influence of this process on the Chinese-English MT task based on the IWSLT 2007 evaluation campaign with a reasonally small amount of training data. We report a 1.84 points absolute (5.44% relative) increase in Bleu score over a standard phrase-based SMT system. We have verified that this process actually reduces the number of 1-to-n alignments with n = 1, and that it is independent of the (Chinese) segmentation strategy. We then generalize our approach for direct Chinese word segmentation without relying on monolingual word segmenters and demonstrate that (1) our approach is not as sensitive to the domain as monolingual segmenters, and (2) the SMT system using our word segmentation can achieve state-of-the-art performance. Moreover, our approach can be scaled up to larger data sets and achieves competitive results if the small data used is a representative sample of the larger one. Since our approach does not rely on monolingual segmenters, it is particularly useful for languages which lack manually segmented resources in the context of SMT.
Our approach is also faced with a few limitations. First of all, such an approach is built on existing fertility-based word alignment models which are computationally expensive in the process of parameter search. Despite the fact that it is very effective when used on a relatively small data set, using a small data set tends to suffer from data sparseness problems especially when a large vocabulary exists. 20 Therefore, a successful scaling up of our method 7: 22 · Y. Ma and A. Way has to meet two constraints: (1) the data has a relatively small vocabulary so that a high-quality bilingual dictionary can be obtained; and (2) the small data set is representative enough for the larger data set. Given such limitations, in future work, we firstly intend to explore the correlation between vocabulary size and the amount of training data needed in order to achieve good results. We also plan to use more sophisticated association measures to estimate the reliability of the derived 1-to-n alignments. Then we will take a further step to derive 1-to-n alignments using syntactic information and heuristics [Melamed 1997 ] rather than existing IBM models and integrate such information into probabilistic word aligners. By doing so, we can overcome both limitations. We also plan to conduct experiments using larger data sets and more domains, including newswire and controlled technical corpus for localization purposes.
