Abstract. The unique existence of small stationary solutions of the Navier-Stokes equations in R n belonging to suitable Morrey spaces is proved under appropriate assumptions on the external force in the case n ≥ 3. Also verified is the stability of the stationary solutions above, which are small enough. Kozono and Yamazaki [22], which studied the Cauchy problem above in new function spaces larger than the corresponding Morrey spaces. These papers treated solutions which do not necessarily tend to 0 as |x| → ∞. However, these papers treated only the case where the external force vanishes identically or decays as t → ∞.
1. Introduction. Recently, many authors studied the Cauchy problem for the Navier-Stokes equation in R n in the framework of Morrey spaces. For example, Cottet [6] , Giga, Miyakawa and Osada [11] , Giga and Miyakawa [10] and Kato [15] gave sufficient conditions for the unique existence of time-global solutions. Time-local solutions are discussed in Taylor [26] and Federbush [7] as well as [10] and [15] . Time-global solutions to the Navier-Stokes equations on compact manifolds are also obtained in [26] . For previous papers related to this problem, see the references of Kozono and Yamazaki [22] , which studied the Cauchy problem above in new function spaces larger than the corresponding Morrey spaces. These papers treated solutions which do not necessarily tend to 0 as |x| → ∞. However, these papers treated only the case where the external force vanishes identically or decays as t → ∞.
The purpose of this paper is to generalize the results on the global unique solvability in Kato [15] and Kozono and Yamazaki [22] to the case with stationary external forces. Namely, we show the unique existence and the stability of small stationary solutions in suitable Morrey spaces under appropriate assumptions on the external forces.
More precisely, we consider the following stationary Navier-Stokes equation with an external force f (x) in R n for n ≥ 3:
−∆ x w(x) + w(x) · ∇ x w(x) + ∇ x π(x) = f (x), (1.1) ∇ x · w(x) = 0, (1.2) and show the unique existence of a small solution of (1.1)-(1.2) in suitable Morrey spaces under appropriate assumptions on f (x).
We also verify the stability of the stationary solution in the same Morrey space above by showing the time-global unique solvability and the bound of the solution of the following nonstationary Navier-Stokes equation in (0, ∞) × R n x with the same external force as above: ∂v ∂t (t, x) − ∆ x v(t, x) + v(t, x) · ∇ x v(t, x) + ∇ x q(t, x) = f (x), (1.3) for the Cauchy data a(x) close enough to the stationary solution. We also obtain the decay rate of the solution of (1.3)-(1.5) in related function spaces, which implies the asymptotic stability of the above stationary solutions in other topologies.
Furthermore, we can take initial values in suitable function spaces introduced by [22] as Besov-type spaces based on Morrey spaces, motivated by the works on the Navier-Stokes equations in the framework of Besov spaces by Grubb [12] and Kobayashi-Muramatu [18] . For other works on the Navier-Stokes equation in function spaces larger than the standard L p -spaces, see Cannone and Planchon [4] , Cannone [3] for the homogeneous Besov spaces, and Kato and Ponce [17] for the Sobolev spaces of negative order. The spaces introduced by [22] are strictly larger than the corresponding Morrey spaces, and contain distributions other than Radon measures. Part of the results of this paper is announced in [23] .
In order to state our results more precisely, let us recall the definition of the Morrey spaces. Let p and q be real numbers such that 1 ≤ q ≤ p. Then the Morrey space M p,q on R n is defined to be the set of functions u(x) ∈ L q loc (R n ) such that u |M p,q = sup (1) If r < q ≤ p, then we have M p,q ⊂ M p,r .
(2) In the case p = q, the above space coincides with the usual Lebesgue space L p . (3) If q < p, then the Lorentz space (weak-L p space) L p,∞ is contained in M p,q . (4) The space above is denoted by M p q in Taylor [26] and Kozono and Yamazaki [22] . Different notations are employed in other papers such as Peetre [25] and Kato [15] . (5) The space above is the homogeneous version of the Morrey spaces, as opposed to the uniformly local version, which Taylor [26] and Federbush [7] mainly treated. It is impossible to show the time-global solvability on local spaces since the heat semigroup fails to have the decay property on these spaces.
Next, for p and q as above and for every s ∈ R, we define the space M s p,q , the Sobolev-type space based on the Morrey space M p,q , by the formula
where S and P denote the set of tempered distributions on R n and the set of polynomials with n variables, respectively.
If s < n/p, then [22] showed, by way of the function spaces N s p,q,∞ explained later, that every class of M s p,q has a canonical representative in S , in the same way as in Bourdaud [2] . Hence, M s p,q can be regarded as a subspace of S . We hereafter consider these spaces only with s < n/p, and regard them as subspaces of S .
Then we can state our result on the unique existence of small solutions of (1.1)-(1.2), as follows: Theorem 1. Suppose that r satisfies 2 < r ≤ n. Then there exist a positive number δ 0 and a continuous, strictly monotone-increasing function ω(δ) on [0,δ 0 ] satisfying ω(0) = 0 such that the following hold:
n , there exists at most one solution w(x) of (1.1)-(1.2) in M n,r satisfying the condition w |M n,r < ω(δ 0 ).
Remark 1.2. In particular, we obtain a sufficient condition on the existence of a small stationary solution in the standard space L n with external force ∇F with F small in L n/2 , by choosing r = n in the theorem above and applying the Sobolev imbedding theoremḢ
This corresponds to Theorem A of Kozono and Sohr [21] . Although only the case n = 3 is treated there, it is easy to see that the argument works for general n ≥ 3, since the stationary Stokes equation is uniquely solvable in the spaceḢ 1 n/2 (R n ) for n ≥ 3.
Theorem 9.7 of Galdi [8] , Chap. IX asserts that, in the special case f ≡ 0, the condition u ∈ L n is sufficient to imply u ≡ 0, and no smallness condition is necessary.
The stationary problem (1.1)-(1.2) is widely studied in the class of finite Dirichlet integral, which coincides with the classḢ 1 2 in the case of the whole space. (See Galdi [8] , Chapter IX and the references therein.) The condition u ∈ L n has something to do with the uniqueness property in this class. Namely, Theorem 4 of Kozono and Sohr [20] asserts that, if a solution belongs toḢ
and its L n -norm is sufficiently small, then every solution inḢ 1 2 satisfying the energy inequality must coincide with the solution above. Remark 1.3. In view of Remark 1.2, (3), we can choose homogeneous functions of degree −3 as f , and then the stationary solution w becomes homogeneous of degree −1 in view of the uniqueness.
We can also treat solutions w(x) which does not necessarily satisfy w(x) → 0 as |x| → ∞, as can be seen in the following example. Example 1.4. Suppose that n ≥ 4, and let r be an integer satisfying 2 < r < n. Next, letw = w 1 (x 1 , ··· ,x r ), ··· ,w r (x 1 , ··· ,x r ) be a sufficiently small function in L r (R r ) satisfying (1.2) on R r , and putf = −∆ xw + ∇ x w ⊗w on R r . Then w = (w, 0) and f = (f,0) satisfies (1.1)-(1.2) on R n . Moreover, we have w ∈ M n,r and f ∈ M −2 n,r on R n .
Example 1.5. Let n and r be the same as in the previous example, and let w(x 1 , ··· ,x r ) be an arbitrary function on R r , homogeneous of degree −1, satisfying ∇w = 0 on R r . Then, in view of Remark 1.1, (3), for every q such that 2 < qr we have w ∈ M r,q on R r . Then we have w ∈ M n,q on R n as in the previous example. In this case the external force f (x) depends only on x 1 , ··· ,x r , and is homogeneous of degree −3 with respect to these variables.
Our result on the stability of the solution above consists of the following theorem.
Theorem 2. Let r be the same as in Theorem 1, and suppose that p, q and σ 0 satisfy n/2 < p < ∞, 1 < q ≤ pr/n and n/2p < σ 0 < min{1,n/p}. Further, let w(x) be the solution of (1.1)-(1.2) given in Theorem 1, (2) . Then there exists a positive number
< ε 0 , there uniquely exists a time-global solution v(t, x) of (1.3)-(1.4) satisfying the conditions
and the initial condition (1.5) in the following sense: For every s such that −1 ≤ s ≤ n/p − 1 and for every T > 0, we have
Moreover, for every T such that 0 < T ≤ ∞, any solution of
p,q coincides with the restriction on (0,T ) × R n of the solution above.
Furthermore, for every σ such that n/p − 1 ≤ σ ≤ σ 0 , there exists a continuous, strictly monotone-increasing function ψ σ (ε) on [0,ε 0 ] satisfying ψ σ (0) = 0 such that the estimate . In particular, we can put p = n and q = r in Theorem 2, and in this case the fact above implies the Lyapunov stability of w(x) in the space M n,r itself.
The estimate (1.9) with σ > n/p − 1 asserts the asymptotic stability of w(x) in different topologies; more precisely, the rate of the convergence in M σ p,q . Remark 1.7. In the standard L p -setting with f ≡ 0, Kato [14] proved the unique existence of a time-global solution for small initial data. Since the Laplacian in L p is densely defined, the upper limit like the left-hand side of (1.7) becomes 0 for the solutions above. Remark 1.8. In this theorem, the solution v(t, x) may not be strongly
. Hence, in order to ensure the uniqueness, we must assume a condition on some sort of smallness near t = 0 like (1.7). A condition of this type was employed, in the case f ≡ 0, by Giga, Miyakawa and Osada [11] and Kato [16] in order to ensure uniqueness. In Giga and Miyakawa [10] , Taylor [26] and Kato [15] , uniqueness is proved under a somewhat stronger assumption like
although this assumption may not be explicitly stated in some of the papers above.
Even in the case f ≡ 0, it is still unknown whether conditions of this kind are necessary to ensure the uniqueness. (See Kato [16] .) However, for a class of semilinear heat equations, conditions like (1.7) are really necessary in order to ensure uniqueness. We can see this fact as follows: Haraux and Weissler [13] constructed a forward self-similar solution of a semilinear heat equation in (0, ∞) × R n such that u(t, · ) → 0 holds as t → +0 strongly in L p for some values of p. For the critical exponent p 0 such that the smallness of L p0 -norm of the initial value implies the global solvability, the L p0 -norm of u(t, · ) is constant, but u(t, · ) converges to 0 weakly in L p0 .
Remark 1.9. In the case f ≡ 0, Giga and Kambe [9] and Giga and Miyakawa [10] considered self-similar solutions in the case n = 2 and n = 3 respectively. In particular, they showed that the asymptotic behavior of solutions are described by forward self-similar solutions in some cases. These studies are developed further by Carpio [5] .
If the external force f (x) is homogeneous of degree −3, we can construct self-similar solution as follows: Suppose further that the initial data a(x) is also homogeneous of degree −1, and put v λ (t, x) = λv(λ 2 t, λx) and q λ (t, x) = λ 2 q(λ 2 t, λx). Then we have:
It follows from the uniqueness that v λ (t, x) = v(t, x); namely, the solution v(t, x) becomes self-similar. In view of Example 1.5, there also exists some solution independent of some spacial variables and self-similar with respect to other variables. Example 1.10. Suppose that 1 ≤ n 1 < n, and put x = (x 1 ,... ,x n1 ) for
for every a ∈ (0,n 1 ) and every q ∈ (1,n 1 /a). It follows that
on R n for every p and q such that 1 < q < n 1 p/n. In particular, we can take
provided the constant ε is sufficiently small, since δ(
holds for every p and q such that 1 < q < p/n. This case is treated by Kato [15] , and leads to solution self-similar with respect to (t, x 1 ) if f (x) is homogeneous of degree −3 with respect to x 1 and independent of x 2 , ··· ,x n . Example 1.11. In view of the Biot-Savard law, we can take
in Theorem 2 provided the constant ε is sufficiently small, since
holds for every p and q such that 1 < q < 2p/n. This case is treated by Giga and Miyakawa [10] , and leads to solution self-similar with respect to (t,
is homogeneous of degree −3 with respect to (x 1 ,x 2 ) and independent of x 3 ,... ,x n .
Furthermore, we can take initial values in the function spaces N n/p−1 p,q,∞ introduced in [22] . Here, for p, q and s as above and 1 ≤ r ≤ ∞, the space N s p,q,r is defined as the set of u(x) ∈ S /P such that
is a homogeneous Littlewood-Paley partition of unity.
(See Bergh and Löfström [1] , for example.) Then, as is observed in [22] , the space N , and that the space N s p,q,r can be canonically regarded as a subspace of S if s < n/p, in the same way as in Bourdaud [2] . In this paper we employ only their characterization by real interpolation.
Then our result on the stability under larger perturbation consists of the following theorem.
Theorem 3. Let p, q, r, σ 0 , f (x), and w(x) be the same as in Theorem 2. Then there exist positive numbers ε 1 and M 1 such that, for every
, and (1.8) for every s such that −1 ≤ s < n/p − 1 and every T > 0.
p,q coincides with the restriction on (0,T ) × R n of the above solution.
Furthermore, there exists a continuous, strictly monotone-increasing functionψ(ε) on [0,ε 1 ] satisfyingψ(0) = 0 such that the estimate
holds if ε < ε 1 , and for every σ such that n/p − 1 < σ < σ 0 , there exists a continuous, strictly monotone-increasing function
holds if ε < ε 1 .
Remark 1.12. Cannone and Planchon [4] and Cannone [3] considered the Cauchy problem in the case n = 3 with f ≡ 0, and applied the result to obtain self-similar solutions in the homogeneous Besov spaceḂ p,p/n,∞ if p > n, and q = p/n enjoys the condition of Theorem 3 for every r. Hence, we can take
in Theorem 3, provided the constant ε is sufficiently small. This example leads to the solution self-similar with respect to (t, x 1 ) if f (x) is homogeneous of degree −3 with respect to x 1 and independent of x 2 ,... ,x n . 2) with the external force f ≡ 0. Hence Theorem 3 can be regarded as a generalization of the results above to the case with more general stationary solutions. As described in this paper, our function spaces are strictly larger than the ones considered in [10] and [15] . Theorem 1 is proved by virtue of the inverse function theorem. Contrary to the study in the usual L p -space, we cannot exclude so far the possibility of the existence of a large solution of (1.1)-(1.2) other than the one given in Theorem 1, even in the case f = 0. Hence we can show only the uniqueness of small solutions.
In the proof of Theorem 2, we cannot put the external force on the righthand side and rely on the estimate of the Stokes semigroup, since its decay property is not good enough to ensure the time-global solvability with stationary external forces. Instead, we make use of the perturbation of the Stokes semigroup on the spaces M s p,q . For this purpose, we make use of the fractional power of the resolvent of the Laplacian. However, the fact that the Stokes operator is not densely defined in M s p,q makes it necessary to develop the theory of the perturbation of analytic semigroups once again. Moreover, the fact that the stationary solution w(x) is not very smooth calls for a new method to estimate the Neumann series representation of the resolvent. Once Theorem 2 is proved, we can prove Theorem 3 essentially in the same way, replacing the necessary estimates by new ones obtained by way of the real interpolation. See Komatsu [19] for the relation between semigroup theory and interpolation. This paper is organized as follows. In Section 2 we recall some properties of the Morrey spaces, by quoting some results of Taylor [26] , and we prove Theorem 1. We next consider a perturbation of the Stokes operator, and obtain its resolvent estimate in Section 3. The semigroup generated by the perturbed operator above is studied in Section 4. In Section 5 we formally rewrite the equation (1.3)-(1.5) into an integral equation, and justify the formal procedure. Then Theorem 2 is proved in Section 6. Finally, in Section 7 we prove Theorem 3, together with necessary estimates.
2. Proof of Theorem 1. We first recall some of the properties of the spaces M s p,q needed in this paper. For more detailed properties, see Peetre [25] , Taylor [26] and Kozono and Yamazaki [22] . The following two lemmas immediately follow from Hölder's inequality.
holds for every u 1 ∈ M p1,q1 and u 2 ∈ M p2,q2 .
We next have an imbedding theorem of Sobolev type, which immediately follows from Proposition 3.7 of Taylor [26] .
Further, we have the following mapping property of singular integrals, which is proved by Peetre [24] . See Proposition 3.3 of Taylor [26] .
Lemma 2.4. Suppose that 1 < q ≤ p < ∞ and s, σ ∈ R. Let P (ξ) be a C [n/2]+1 -function on R n \ {0} satisfying the estimate ∂ |α| P ∂ξ α (ξ) ≤ C|ξ| σ−|α| for every α ∈ N n such that |α| ≤ [n/2] + 1 and every ξ ∈ R n such that
As an application of this lemma we have the following result on complex interpolation. For complex interpolation, see Bergh and Löfström [1] , for example.
Lemma 2.5. Suppose that 1 < q ≤ p < ∞, s 1 , s 2 ∈ R and 0 < ϑ < 1, and put s = (1 − ϑ)s 0 + ϑs 1 . Then the space M This lemma immediately follows from the estimate
which is a direct consequence of Lemma 2.4. We now prove Theorem 1 by the inverse mapping theorem. For w(x) ∈ M n,r , put
where P denotes the projection onto the solenoidal vector fields. Then P is represented by an n × n-matrix of singular integrals. It follows that P is a projection in M . Moreover, it is Fréchet differentiable at every point of (M n,r ) σ , and its Fréchet derivative at w 0 is of the form
Hence the Fréchet derivative at 0 coincides with the Stokes operator A = −P ∆ x , which is an isomorphism from (M n,r ) σ to M −2 n,r σ
. Hence the Banach inverse function theorem implies that, for sufficiently small positive constants γ 0 and δ 0 , the mapping F is injective on the set
and that the image of U by F contains the set
Moreover, the mapping F −1 is continuous from V to U . This completes the proof of Theorem 1.
3. The resolvent of the perturbed operator. Let w(x) be the solution of (1.1)-(1.2) given in Theorem 1, and put u(x) = v(x) − w(x) and b(x) = a(x) − w(x). Then the system (1.3)-(1.5) is transformed into the following system:
Applying P to (3.1) and observing (3.2), we obtain
where
Further, the conditions (1.6)-(1.9) can be rewritten as
respectively. Hence it suffices to find a solution of (3.3)-(3.4) satisfying the conditions (3.5)-(3.8) for every T > 0, and to show its uniqueness. In this section we show some estimates of the resolvent of the linear operator A.
Lemma 3.1. Suppose that the real numbers p, q and r satisfy the conditions 2 < r ≤ n and 1 < q ≤ pr/n. Then, for every s such that s ≤ 1 and that n/pr < s < n/p, the operators A and B are bounded from M Proof. In view of Lemma 2.4, it suffices to prove the conclusion for B. Choose p 1 , q 1 , p 2 , and q 2 such that n/p 1 = n/p − s, q 1 = p 1 q/p, p 2 = np 1 /(n + p 1 ) and q 2 = rq 1 /(r + q 1 ). Since 0 ≤ s < n/p and q ≤ p, we have q 1 ≤ p 1 < ∞. Further, since r ≤ n, it follows that q 2 ≤ p 2 < n. Finally, since ps > n/r, it follows that 
in view of the inequality n/r ≤ p/q. Hence Lemma 2.1 implies
We next verify some estimates for the resolvent of A.
Proposition 3.2. Let p, q, and r be the same as in Proposition 3.1, and let s and σ be real numbers such that (3.9) s, σ ∈ n pr − 2, n p and |s − σ| ≤ 2.
Then, for every ε > 0, we can take a positive number γ 1 = γ 1 (s, σ) such that, if w(x) ∈ (M n,r ) σ satisfies w |M n,r < γ 1 , then every λ ∈ C \ [0, +∞) such that | arg λ| ≥ ε belongs to the resolvent of the operator A in M s p,q , and the estimate
holds with a positive constant C. Furthermore, if σ ≥ s, the operator (−∆ x ) σ/2 · (λ − A) −1 (−∆ x ) −s/2 is extended to a bounded operator on M p,q , and enjoys the estimate
with a positive constant C.
For the proof of this proposition we make use of the next two lemmas.
Lemma 3.3. Let p and q be real numbers such that 1 < q ≤ p. Then, for every positive number ε such that ε < π/2 and nonnegative numbers a and b such that a ≤ b, there exists a positive constant C = C n,ε,a,b such that the estimate
This lemma follows immediately from Lemma 2.4.
Lemma 3.4. Let p, q and r be the same as in Proposition 3.1, and suppose that ϑ ∈ (0, 1) satisfies n/2pr < ϑ < n/2p. Then the operator
Proof. In view of Lemma 2.4, there exists a constant C such that, for every
We also have the estimate
Hence it suffices to show (3.12)
The assumption ϑ < n/2p implies n/p − 2ϑ > 0. Define p and q by the formulas n/p − 2ϑ = n/p and q = p q/p. Then Lemma 2.3 implies that g ∈ M p ,q and
Next we choose p and q by the formula 1/p = 1/n + 1/p and 1/q = 1/r + 1/q . Then, the assumption on ϑ implies
Next, since r ≤ n and q ≤ p , it follows that q ≤ p . These facts and Lemma 2.2 imply (3.14)
Finally, it follows from the inequalities 2ϑ ≤ 1 and q ≤ pr/n that
It follows from Lemmas 2.1 and 2.3 that
Now (3.12) is an immediate consequence of (3.13)-(3.15).
Proof of Proposition 3.2. In view of the inequalities max{s, σ}/2 < min{1,n/2p}, max{s, σ}/2 ≤ 1 + min{s, σ}/2, and n/2pr < 1 + min{s, σ}/2, we can take a number ϑ ∈ (0, 1) such that max{s, σ}/2 ≤ ϑ ≤ 1 + min{s, σ}/2 and that n/2pr < ϑ < n/2p. Then Lemma 3.4 implies that the operator
is bounded on M p,q , and the estimate C |L(M p,q ) ≤ C 1 w |M n,r holds with some constant C 1 . On the other hand, the operator (−∆ x )(λ + ∆ x ) −1 is bounded on M p,q for every λ ∈ C \ [0, +∞), and there exists a constant C 2 such that the estimate
In the same way, since 0 ≤ σ/2 + 1 − ϑ ≤ 1 and 0 ≤ ϑ − s/2 ≤ 1, the operators (−∆ x ) σ/2+1−ϑ (λ + ∆ x ) −1 and (−∆ x ) ϑ−s/2 (λ + ∆ x ) −1 are bounded on M p,q for every λ ∈ C \ [0, +∞), and there exists a constant C 3 such that the estimates
hold for every λ ∈ C \ [0, +∞) such that | arg λ| ≥ ε. It follows that, if w |M n,r < γ = 1/C 1 C 2 , the series
converges in L(M p,q ), and the operator norm of the limit is dominated by
This completes the proof of (3.10).
In order to prove (3.11), observe the equality
The estimate (3.10) implies that the second term in the right-hand side enjoys the required estimate. Since 0 ≤ σ − s ≤ 2, Lemma 3.3 implies that the first term also enjoys the estimate. These facts yield (3.11).
4. The semigroup generated by the perturbed operator. In this section we show some estimates of the semigroup exp(−tA) defined by the formula
for t ∈ C such that t > 0, where the contour Γ satisfies the condition (4.1) Γ ⊂ {λ ∈ C \ {0} | |arg λ| > ε} connects exp(−iω)∞ to exp(iω)∞, where 0 < ε < ω < π/2 − |arg t|. We start with the following estimate for this semigroup, which provides the key estimate of the linearized equation.
Theorem 4.1. Let p, q, and r be the same as in Proposition 3.1, and suppose that s and σ satisfy (3.9). Suppose moreover that w(x) ∈ (M n,r ) σ satisfies w |M n,r < γ 1 (s, σ). Then there exists a positive constant C such that the following estimates hold for every t > 0:
We next prove (4.3). For this purpose we write
It follows that
The inequality s − 2 ≤ σ ≤ s implies that the first term, which denotes the operator norm in L(M p,q ) of the Fourier multiplier with symbol |ξ| σ−s exp(−t|ξ| 2 ) − 1 , is dominated by Ct (s−σ)/2 in view of Lemma 2.4. The estimate (3.10) shows that the second term is also dominated by Ct (s−σ)/2 . This completes the proof of (4.3).
We see from the theorem above, exactly in the same way as in the usual analytical semigroup theory, that exp(−tA) is independent of the choice of ω, and that the semigroup property exp −(t + s)A = exp(−tA) · exp(−sA) holds for every t and s such that t, s > 0.
However, we can prove the strong continuity of exp(−tA)f at t = 0 and the strong differentiability of exp(−tA)f only for f with some restriction, since the domain of A considered in M s p,q is not dense in M s p,q . Hence, we must prove these properties under appropriate assumption, as in the following proposition. Proposition 4.2. Let p, q, r, and γ be the same as in Theorem 4.1, and suppose that n/pr < σ + 2 < s < min{1,n/p}. Suppose moreover that w(x) ∈ (M n,r ) σ satisfies the estimate w |M n,r < min {γ 1 (s, s − 2),γ 1 (s − 2,σ + 2)} .
Then, for every f (x) ∈ M s p,q , we have
Proof. Let Γ be a contour satisfying (4.1). Then, putting µ = tλ, we have
Af dµ,
where the contour Γ = {tλ | λ ∈ Γ} also satisfies (4.1). Since n pr < σ + 2 < s < n p and w |M n,r < γ 1 (s − 2,σ + 2), it follows from Lemma 3.1 and Proposition 3.2 that
Moreover, the right-hand side of this formula tends to 0 as t → +0. This completes the proof.
5.
Equivalence between differential equations and integral equations. In this section we prove, by virtue of the estimates of the semigroup exp(−tA) established in the previous section, the equivalence of the original differential equation and the associated integral equation.
We first determine the positive constant δ 1 . Let σ 0 be a constant in Theorem 2. Next, since n/p 3/2 − q < n/2p, there exist real numbers σ 1 and σ 2 such that max n p
Then we can take a positive constant δ 1 ≤ δ 0 sufficiently small so that, for every
n,r such that f M −2 n,r < δ 1 , the solution w(x) of (1.1)-(1.2) given in Theorem 1 enjoys the estimate
In the sequel we assume that f (x) and w(x) are as above. Then Theorem 4.1 and Lemma 2.5 imply the following proposition.
is valid for every s and σ such that σ 1 − 2 ≤ s ≤ σ ≤ σ 0 and that σ ≤ s + 2, and the estimate
is valid for every s and σ such that σ 1 − 2 ≤ σ ≤ s ≤ σ 0 and that s ≤ σ + 2.
Then we prove the following theorem concerning the equivalence.
Theorem 5.2. Let T be either a positive number or +∞. Suppose that
and that u(t, x) is a function on (0,T ) × R n satisfying (3.5) for every T ∈ (0,T ). Then the following three conditions on the function u(t, x) are equivalent:
(1) u(t, x) satisfies the differential equation (3.4) on (0,T ), and the condition (3.7) for every s ∈ [−1,p/n − 1] and every T ∈ (0,T ). p,q as t → +0. (3) u(t, x) satisfies the integral equation
For the proof of this theorem as well as Theorem 2, we first show the following lemma. . Then, for every s ∈ [−1,σ 0 ], there exists a constant C s such that the inequalities
Proof. We first prove (5.2). Since
from which we conclude ( We next verify that the function u(t, · ) is Hölder continuous from [ε, T ] to M σ2 p,q for every ε and T such that 0 < ε < T < T . Suppose that ε ≤ τ < t ≤ T . Then we have
It follows from this equality and Proposition 5.1 that
which implies that the function u(t, · ) is Hölder continuous from [ε, T ] to M σ2 p,q . Putting
, and
we have q ≤ p , q ≤ p and
It follows from the estimate
that the function P ∇ x u(t, · ) ⊗ u(t, · ) is Hölder continuous on [ε, T ] with values in M σ2−1 p,q . We now show that u(t, x) satisfies (3.4). Let t 0 be an arbitrary point of (ε, T ), and let t 1 , t 2 be points of (ε, T ) such that t 1 < t 2 . Then we have From these facts we see that the equality lim t1,t2→t0 t1<t2
holds in S . This implies that u(t, x) enjoys (3.4) on (ε, T ). Since ε and T are arbitrary, we see that u(t, x) enjoys (3.4) on (0,T ). We finally prove the implication (2) ⇒ (3). Assume that u(t, x) satisfies (3.5) for every T ∈ (0,T ), (3.4) and u(t, · ) − b → 0 in the topology of M −1 p,q as t → +0, and put
p,q ) holds for every T ∈ (0,T ). Moreover, we see exactly in the same way as before that v(t, x) enjoys the differential equation dv/dt = −Av + P ∇ x u(t, · ) ⊗ u(t, · ) on (0,T ), and the condition Define the sequence of functions {u j (t, x)} ∞ j=0 inductively by the formulas u 0 (t, · ) = exp(−tA)b and
= C 1 ε holds with a positive number C 1 . Next, since n/pr − 2 < −1 < n/2p < n/p, Proposition 5.1 implies the estimate
in the same way as in (5.5) with s = n/2p, where C 2 is another positive constant. This estimate implies the inequality X j+1 ≤ C 2 X 2 j + C 1 ε. From this inequality we see that, if ε < ε 0 = 1/4C 1 C 2 , we have
for every j ∈ N, by induction on j. Putting
, we obtain exactly in the same way as in (6.1) that
It follows that Z j+1 ≤ C 2 X j+1 + X j Z j ≤ 2C 2 ψ(ε)Z j . Since 2RC 2 < 1, we conclude that ∞ j=0 Z j < ∞, which implies that the sequence {u j (t, x)} converges to a function u(t, x) which satisfies
This implies that u(t, x) enjoys (3.5) for every T ∈ (0, ∞) and (3.6). It is also easy to see that u(t, x) enjoys the integral equation (5.1) on (0, ∞). Hence Theorem 5.2 implies that u(t, x) enjoys (3.4).
Further, the estimate (5.3) in Lemma 5.3 implies that u(t, x) enjoys the estimate (3.7) for every T ∈ (0, ∞), and the estimate (5.4) implies that u(t, x) enjoys the estimate (3.8) with ψ s (ε) = C s ε + ψ(ε)
2 . Hence the function u(t, x) enjoys all the required properties.
We next show the uniqueness. Letũ(t, x) be another solution of (3.4) on (0,T ) × R n satisfying (3.5) for every T ∈ (0,T ) and (3. .
Substituting this estimate into (6.3), we see that Z(T 1 ) = 0 implies Z(t) = 0. Starting at T 1 = T 0 and repeating this argument, we arrive at t = T after finite steps, and we have u(t, x) ≡ũ(t, x) on (0,T ] × R n . Since T ∈ (0,T ) is arbitrary, we conclude that u(t, x) ≡ũ(t, x) on (0,T ) × R n .
7. Proof of Theorem 3. In this section we prove Theorem 3, by modifying the argument given in the previous sections.
We first obtain necessary estimates from previous results. is valid for every s and σ such that σ 1 − 2 < σ < s < σ 0 and that s < σ + 2.
Proof. We obtain the first two estimates from Proposition 5.1 by real interpolation, by changing the values of s and σ simultaneously. The last two estimates are also obtained similarly, by fixing σ and changing the value of s. Theorem 7.2. Let T be either a positive number or +∞. Suppose that b(x) ∈ N n/p−1 p,q,∞ and that u(t, x) is a function on (0,T ) × R n satisfying (3.5) for every T ∈ (0,T ). Then the following three conditions on the function u(t, x) are equivalent:
(1) u(t, x) satisfies the differential equation (3.4) on (0,T ), and the condition (3.7) for every T ∈ (0,T ) and every s ∈ [−1,p/n − 1). We can prove this lemma in the same way as Lemma 5.3, by using Proposition 7.1 in place of Proposition 5.1.
Once this lemma is established, we can prove Theorem 7.2 in the same way as Theorem 5.2, by using Propositions 7.1 and 7.3 in place of Propositions 5.1 and 5.3 respectively.
Hence we can prove Theorem 3 in the same way as in Theorem 2. In fact, we first rewrite the original equation into the integral equation (5.1) by virtue of Theorem 7.2. Then we solve (5.1) by successive approximation, using Proposition 7.1 in place of Proposition 5.1. We next verify the required properties of this solution, by using Lemma 7.3 in place of Lemma 5.3. The uniqueness is proved exactly in the same way as in the proof of the uniqueness in Theorem 2.
