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Linguistic Argumentation in Gospel Doctrine
Melvin J. Luthy
Brigham Young University

In my early years I remember being taught that
in Greek the name Peter meant rock. I was told that
Catholics, therefore, argued that Christ was to build
his church on Peter, because he said " ... thou art
Peter, and upon this rock I will build my church." I
also became aware of the counterargument that
called attention to the context of the verbal exchange,
and that since Christ was addressing Peter, if he had
he meant for the church to be built on Peter, He
would have said "upon you" I will build my
Church, but since the Savior spoke in the 3rd person
"this rock," surely he intended another antecedent,
and that antecedent would be the fact that the Spirit
revealed the knowledge that Christ was the son of
God to Peter; in other words, the antecedent was the
process of revelation (Matt. 16:14-18). These discussions were my first initiation to gospel doctrine
being supported by linguistic argumentation. Since·
then, I have been intrigued by the way we use
language to explain gospel concepts.
In this discussion, I am not concerned with this
particular type of syntactic argument, but rather with
another type: the use and analysis of words to make
doctrinal points. The way teachers and writers
sometimes define words, including the arguments
they make about them, have interesting implications
for how the membership of the Church understands
and believes.
To gain a view of what is involved, I believe I
can list the ways we use words to support gospel
teaching in four categories: 1) foreign language
insights, 2) English language distinctions, 3)
fanciful etymologies, and 4) ex post facto
etymologies. While I will discuss each of these
uses, my primary concern is with types 2 and 4,
because in them I find potential problems. Because
of time constraints, I will only address the problems
inherent in type 4.

FOREIGN LANGUAGE INSIGHTS
The first use is that of foreign language insights.
Excellent examples of this use are found in the
newsletter of the BYU Religious Studies Center
under the heading "Word Study." In this column
John Welch and his associates discuss the historical
meanings and usages of terms found in the scriptures. For example, in the September 1988 issue,
they discuss the early meanings of the word amen in
both the Hebrew and Greek usages, pointing out
that, among other things, the word was "used to
certify the accuracy of something said or written."
Referring to statements containing this meaning they
comment:
Matthew, Mark, and Luke record many such
statements, and such statements in the Gospel
of John always have a double ame~,
[translated] 'verily, verily.' Nowhere else. III
the Bible or Book of Mormon except Moslah
26:31 (where the Lord is speaking directly ~o
Alma) or Alma 48: 17 (where Mormon IS
affirming the greatness of caI?tai~ Moroni~, ~o
statements begin with 'venly. Thus, It IS
interesting that ~esus would call hims.elf 'th~
Amen, the faIthful and true wItness
(Revelation 3:14), 'the God of Amen'
translated as 'God of Truth' in KJV Isaiah
5:16).
Explanations of the word baptize provide
another case in point. To support the doctrine of
baptism by immersion, it is not uncommon in gospel
doctrine discussions to hear reference to the early
Greek term baptein, meaning "to dip in water, or
immerse," from which we get the modern English
term baptize.
These foreign language insights appear very
useful in that they attempt to get at the original
meanings in source documents and, they provide
perspectives that complement our English language
understandings. A similar benefit accrues when we
learn foreign language vocabulary. Although such
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insights and etymologies are interesting, they must
generally be viewed as giving new insights and
evidence rather than being finally definitive.
ENGLISH LANGUAGE DISTINCfIONS
The second type of use may be classified as
English language distinctions. We observe this use
in discussions of such ideas as the difference
between faith and belief, or love and charity, or
eternal and everlasting. In some cases these distinctions are taught as authoritative, fundamental distinctions in the gospel. Of course, many languages
have only single terms for each of these pairs, so
attempts by English speakers to explain the difference between faith and belief, or charity and love,
and then to translate the ideas into another language
will often meet with frustration.
FANCIFUL ETYMOLOGIES
The third type of use is what I would call fanciful etymologies, because they do not make serious
claim to historical validity, but are used for rhetorical
effect. A good example of this use is the explanation
Joseph Smith gave for the meaning of the word
Mormon. In a letter to the editor of the Times and
Seasons, Joseph corrects an error regarding the
name Mormon, and then gives a "fanciful etymology" of the term; that is, he does it for rhetorical
effect, rather than seriously claiming that it is
historically valid:
The error I speak of is the definition of the
word "Mormon." It has been stated that this
word was derived from the Greek word
"mormo." This is not the case. There was no
Greek or Latin upon the plates from which I,
through the grace of God, translated the Book
of Mormon .... I may safely say that the word
"Mormon" stands independent of the learning
and wisdom of this generation .... Before I give
a definition, however, to the word, let me say
that the Bible in its widest sense, means good.
(Smith 299-300)
The prophet then cites how the term "good" is
expressed in various languages, ending with the
Egyptian "mon," meaning good. He then suggests
that we can add the English word "more" to this
Egyptian term and we would have a meaning for
"Mormon" which would be "more good." The

prophet's earlier comments tell us that he is not
claiming a valid etymology for the term, but is using
a "fanciful etymology" for rhetorical effect.
President Gordon B. Hinckley in the Church's
General Conference, October 7, 1990, used the
same analysis of the word, indicating that this is
what Mormons are' all about (Hinckley 51).
EX POST FACfO EfYMOLOGIES
The fourth type of use is what I would call ex
post facto etymologies. In this case, teachers or
writers appeal to the English morphology of a word
as evidence of its correct gospel meaning. A good
example of this use is the familiar explanation of
atonement by James E. Talmage in Jesus the Christ.
Talmage wrote "This basal thought (Le. reconciliation whereby man may come again into communion
with God ... to dwell .. .in the presence of his Eternal
Father) is admirably implied in our English word
"atonement," which, as its syllables attest, is at-onement, 'denoting reconciliation, or the bringing into
agreement of those who have been estranged '"
(Talmage 23). The noun "onement" was used by
John Wycliff in his 1382 edition of the Bible. In
time it became customary to express the idea as "at
onement." In his Bible of 1526, William Tyndale
used the term "atonement," continuing the emphasis
on the reconciliation implication noted by Talmage
(Merriam-Webster 27).
Talmage was apparently seizing the teaching
moment, using the historical morphology of this
word as a kind of mnemonic device to teach one
important consequence of the atonement to English
speakers. It is instructive that he phrases his
explanation in terms of our "English word" and in
terms of "implication" rather than meaning. Had he
been writing in Finnish, he could have appealed to
Finnish morphology and taught the idea of "making
right," or "putting things into harmony." The word
in other languages could yield still other
implications.
Talmage's use of English morphology to make
his point is not particularly problematic for me,
because he said that the English word "implies" "atone-ment." There is a clear difference between
"imply" and "mean." Still, I find that many teachers
and writers do interpret Talmage's use of the term
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"imply" to mean "mean." In fact, this type of
argumentation, i.e. that "atonement" means "at-onement," has become a popular emphasis in the
writings of contemporary teachers.
Still another example of ex post facto etymology
is the defmition given by a writer to the English term
condescend. He explains that the prefix con,
meaning with, combined with the stem descend,
tells us that the related word condescend, in such
verses as I Nephi 11: 16 (condescension of God),
means "the descending of God with us ... " apparently in the sense of "accompanying us down. He
writes that the angel speaking to Nephi chose this
term "to convey precisely the original meaning given
by its Latin roots, con plus descendere, that is, "to
descend with... " (England 45-46).
COMPARISON OF USES
The following chart compares the distinctive
characteristics of these four uses. As the chart
reveals, the Foreign Language Insights give
complementary information, and are often based on
early source documents. They do not claim final

Yes

FORElGJ LANGUAGE INSGHTS
ENGlISH LANGUAGE DISTINCTIONS

Yes

Yes

Yes

Yes

FANCIFU. ETYMOl.OGIES
EX POST FACTO ET't'MOlOGIES

authority, giving the "correct" meanings, nor do
they focus attention on a specific idea or meaning, or
use English structure as their authority. The
English Language Distinctions do use English
as their authority as they provide complementary
information, and they often claim to give "correct"
meanings, but they do not focus on one idea nor do
they use source documents. The Fanciful Etymologies do focus on one idea, and do use English as
an authority, but they do not claim "correctness" nor
do they claim to be giving complementary information or to be based on source documents. They are
used for rhetorical effect. The ex post facto
etymologies claim correctness, give complementary information, focus on one idea, and use
English as an authority, but they do not use early
source documents--hence the term ex post facto.
The chart reveals that there is reason to be
concerned with English language distinctions
and ex post facto etymologies. To give further
explanation why I believe a problem exists with ex
post facto explanations, I would turn first to some
insights from cognitive linguistics.

Yes

Yes
Yes

Yes

Yes

Yes
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INSIGHTS FROM COGNITIVE LINGUISTICS
Current research is helping us understand how
we categorize things in our minds. It shows convincingly that the classical way of categorizing
things, almost universally accepted since Aristotle,
is simply not valid (Lakoff 5-57). The classical way
claims that categories exist independent of our
minds, and that we discover these categories by
recognizing common features that they share. Man,
woman, child, dog, elephant, and racoon" may be
placed in the same category, because they share the
feature "animate." Within this category there is a
subcategory "human," the members of which share
the same features, and so on. Classical categories
are thus defined by common properties and
clear boundaries. Other examples of classical
categorization in linguistics can be drawn from
phonology and syntax. In fact, much of recent
linguistic theory is based on classical categorization.
George Lakoff, in his book Women Fire and
Dangerous Things. discusses evidence that contradicts this rigid, albeit time-honored, view. He points
out that if all members of a category do share a
common set of properties, each member of the
category should be an equally good example or
representative of its category. The research is clear
that this notion of equal membership in categories is
not valid. There is a clear tendency for mental organization that favors certain members of a category to
be viewed as better representatives of the category
than others. These members carry what John Austin
calls the "primary nuclear sense" (qtd by Lakoff 18).
Modem linguists call it the central or prototypical
sense. In other words, the categories we sense have
prototypical members. If one were to ask for an
example of the category "bird," one would be more
likely to get as a response "robin" or "sparrow" than
"chicken" or "penguin" (Lakoff 41).
In addition, categories also have members that
belong as a consequence of metonomy-where the
part stands for the whole. Using Lakoffs reference
to Austin we can illustrate these relationships: The
word "healthy" has a "primary nuclear sense" referring to the well-being of the body, yet we also say
that exercise is healthy, or that someone has a
healthy complexion. In these instances, the word is
being used metonymically rather than in the nuclear
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or prototypical sense. In each case the same category
term, i.e. healthy, is used, but in terms of category
membership, they exist by metonymy with the
prototypical member of the category. They are not
equally good representatives of the concept of the
category "healthy" (Lakoff 18-19). Lakoff gives
other examples that illustrate that categories have
extendable boundaries by analogy, or metaphor; for
example, the foot of a mountain is not a foot in any
nuclear or prototypical sense, yet by analogy, or
metaphor, we accept it in the same category (19-20).
Linguists and anthropologists have long enjoyed
showing how different languages divide the color
spectrum in different ways, suggesting that the
language we speak largely determines the way we
view and categorize our universe. Lakoff confirms
that

If one simply asks speakers around the world
to pick out the portions of the spectrum that
their basic color terms refer to, there seem to
be no significant regularities. The boundaries
between the color ranges differ from language
to language. The regularities appear only when
one asks for the best example of the basic color
term given a standardized chart of 320 small
color chips. Virtually the same best examples
are chosen for the basic color terms by
speakers in language after language" (Lakoff
26).
In other words, even though their languages divide
the color spectrum differently, people everywhere
have a sense of the prototypical or focal colors.
In addition, neurological studies by Kay and
McDaniel suggest why we categorize colors as we
do (610-646). Their "theory has important consequences for human categorization in general. It
claims that colors are not objectively 'out there in
the world' independent of any beings. Color concepts are embodied in that focal colors are partly
determined by human biology" (Lakoff 29).
INSIGHTS APPLIED TO EX POST FACTO
ETYMOLOGIES
Now to return to the question of ex post facto
etymologies. Even though Talmage wrote of
"implication" rather than "meaning," some writers
claim that the "at-one-ment" meaning is the primary
or focal meaning. Eugene England, for example,
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claims that most theologian's have erred, and have
encouraged a misleading emphasis on the idea of
payment or expiation (33). He argues that "William
Tyndale, who used the word in his Bible in 1526,
had the correct understanding, and that later theologians have gone astray in their emphasis on payment
or expiation.
Actually, the "at-one-ment" defInition fIts best
as an explanation of the consequences of the
atonement rather than a defInition of the atonement
itself. The word "atonement" occurs 81 times in the
Old Testament, and is almost always associated with
a sacrifIce of some kind, to make payment to make
things right, to expiate, as if laws of justice were
pending. In Hebrew the verb atone meant "to cover"
or "wipe off." It also has the meaning of bearing
something away, as in the case of the scapegoat that
"bore away" the peoples sins (atonement).
Interestingly, the word occurs only once in the
entire King James New Testament: " ... but we also
joy in God through our Lord Jesus Christ, by whom
we have now received the atonement" (Romans
5: 11). The New Testament Greek term is katallage
(KU'tuAAa:Yll), denoting an "exchange as with
money" of something for something, including a
change of something to remove enmity, which, or
course, implies reconciliation (Duckwitz). However,
the term ransom occurs twice in the New Testament
in connection with Christ' mission.
In the Book of Mormon atonement occurs 29
times, with familiar phrases such as the need for an
"infInite atonement," and the "power of the atonement," all of which suggest a powerful act that
would bring about something marvelous.
But the act should not be confused with the
consequence, yet that seems to be what is happening
with these ex post facto etymologies, which direct
attention to the nonfocal understandings of the
gospel terms. To me it is clear that the "at-one-ment"
that is achieved is a consequence of the atonement, just as many other things are, like forgiveness
and resurrection, but none of these is the central or
focal meaning of atonement.
A similar problem exists with the ex post facto
defInition of condescend, which claims that the
prefix con and the stem descend tell us that the word
condescension in I Nephi 11: 16 (condescension of
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God) means the descending of God with us, apparently in the sense of "accompanying us down." It
appears that this, too, is a non-central focus being
taught as the central focus. Despite the morphology,
the notion of "with," or "accompanying," is secondary to the central or focal meaning. While it is
true that our Savior did come down to live with us,
the central meaning of condescend is to willingly
lower oneself from a high station to a lower one
(OED). England gives his explanation in opposition
to the now familiar negative meaning of condescend,
which implies "patronizing." Most will agree that the
"patronizing" meaning is clearly wrong, but the ex
post facto defInition is also off the mark.
CONCLUSION
In the end, what are we to conclude about the
four uses of linguistic arguments in teaching gospel
doctrine? Aside from saying that this is simply
academic hair splitting, I would suggest that teachers
and writers tend to favor one of the following
conclusions:
Conclusion 1. Each language is unique and
offers its own valuable insights into the gospel.
The implication of this conclusion is that no
single language can convey all relevant, rewarding,
or correct perceptions of gospel doctrine. From a
purely pragmatic point of view, this conclusion
could cause one of two problems: 1) Translators
would have endless diffIculty in deciding which
meaning or perception should be translated, or 2) an
argument could be made that it does not make much
difference which meaning or perception is translated. The relativism suggested by the conclusion
could open many doors to sophistry. If the fullness
of the gospel can be brought to every person in his
own tongue, we must reject this claim.
Conclusion 2. Since the Gospel was restored
through English, that is the language through which
the gospel is best understood.
This conclusion implies that the semantic and
morphological distinctions in English reflect truths
not accessible by the same means in other
languages. Both English Language Distinctions and Ex Post Facto Etymologies tend to
perpetuate this notion, but historical and contrastive
studies give ample evidence to the contrary. While it
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is true that each language divides semantic space in
slightly different ways, there is no reason to believe
that English divides it in the way that harmonizes
best with divine semantics. To assert such a thing is
to perpetuate ethnocentrism, and to justify linguistic
imperialism.
Conclusion 3. Some uses of etymology that
help us understand and appreciate early source
documents are useful; fanciful etymologies are
interesting from a rhetorical perspective, but they do
not help us in making sound linguistic arguments;
English language distinctions provide interesting
ideas, but often fail the test of translatability; ex post
facto etymologies, as appealing as they may be in
English, do not make good linguistics nor good
gospel doctrine. At best they provide an eclectic way
of making one's personal point at the possible
expense of skewing the plain, focal concepts of the
gospeL
EPILOGUE
When Nephi, Jacob, Enos, Alma, and Joseph
Smith speak of teaching the plainness of the Gospel,
might they be speaking of teaching what cognitive
linguists have come to call the focal ideas that seem
to resonate with our very souls, regardless of our
languages, just as focal colors resonate with all
peoples, regardless of their languages. Perhaps the
idea of focal meanings even tells us something about
what preaching the "fullness" of the gospel means.
Perhaps it does not mean preaching every nuance
offered by every language, but rather preaching tre
nuclear or focal elements that are universal, probably
associated with our spiritual selves in a way that
produces a harmony, a fullness in simplicity, when
they are known.
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Let's Set the Record Straight:
Interpreting vs. Translating
Marian B. Labrum
Brigham Young University

I have been involved in the field of translation
and interpretation most of my life. It is my personal
opinion as a practicing professional and educator
that most people do not know the difference between
interpreting and translating. So let's set the record
straight.
Translating and interpreting are two different
professions. The training is different, the tasks
performed are different, the environment in which
translating and interpreting are accomplished is
different, the personal qualifications of the individuals involved in these two professions are different,
the pay is different, the work load is different, the
equipment used by these professionals is different,
the stress factor is different, and even the process of
professional validation is different.
A translator is a person who translates.
Translation is the process of converting a message
written in one language, generally known as tre
source language, into a second language, generally
known as the target language.
An interpreter is a person who interprets, and to
interpret is to convert a verbal message spoken in the
source language into a verbal message spoken in the
target language. Stated in another way, a translator
writes and an interpreter speaks. Both professions
require knowledge of at least two languages. Both
professions are very demanding, but at the same
time, they are very different.
A translator generally works in a controlled
environment. His tools are the word processor, fax
machine, modem, an various printed or electronic
dictionaries, glossaries, and numerous kinds of
reference materials needed to work on a specific
subject, i.e. medical, legal, business, international
relations, computers, etc. Translators may work at
home or at the office. With all the electronic means
for communication, it is no longer necessary to live
near the area where clients may be found.

Translators can specialize in several fields: 1.
technical-scientific, 2. commercial 3. or literary.
They are normally paid by the word. Proper grammar, punctuation, spelling, and a thorough knowledge of the source and target language are a must.
Translators spend a large portion of their time
researching and documenting the subject material to
be translated before they actually begin the job of
translation.
Most people seem to have at least a basic
understanding of what it is that translators do.
Fewer people, however, realize that there is more to
translating than a knowledge of at least two languages and having access to a bilingual dictionary.
Fewer still realize that what they have been calling
translation is something else. A case in point would
be the TV networks in the US who persist in
identifying the person who does the "voice over" for
a speaker who does not speak in English as "Voice
of the Translator." This "voice over" speaker is an
interpreter not a translator.
Interpreters come in different varieties, according to the tasks they perform. There are:
1. Simultaneous interpreters
2. Consecutive interpreters
3. Escort interpreters, and
4. Several combinations of the above.
A simultaneous interpreter works in a language
both, wears headphones and uses a microphone.
There are usually two interpreters per booth. One of
them performs the task of interpreting, while the
other listens and stands ready to relieve his team
mate in the event of a lengthy talk or an unforseen
emergency. Simultaneous interpreters are usually
isolated from the speaker and are often linked to the
actual event via a T.V. monitor set up in the booth.
The job of these interpreters in to convert the
thoughts and feeling of the speaker in one language
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into the same thoughts and feelings in the language
of the listener, at the same time that the speaker is
speaking. A simultaneous interpreter perfonns several activities at the same time. He must listen and
convert the spoken word into another language,
while at the same time he is vocalizing the infonnation he has stored in his brain a few seconds earlier.
The time gap between the speaker and the interpreter
may widen, yet at no time can the interpreter remain
silent or allow himself the lUXUry of resting for a
few minutes. Simultaneous means concurrent.
A consecutive interpreter generally works in
closer contact with the speaker. As the orator delivers his speech, the consecutive interpreter attentively
listen'i to the source language, takes notes, organizes
the main ideas of the speech in sequential and spacial
order, and concentrates on retaining the organization
of the speech as well as the contents. When the
speaker is finished, the interpreter stands up, moves
up to the microphone and re-delivers the same
speech but in the target language of the audience.
An escort interpreter works in close contact with
people. Most often he is called to perfonn a hybrid
fonn of consecutive interpretation in which the
speaker makes short statements in the source language and the interpreter converts them into the
target language. I call this fonn of consecutive
interpretation the "ping-pong" method, because the
interpreter bounces back and forth from one
language to the other according to which person is
speaking at a given moment.
Interpreters are a rare breed of people. Aside
from the fact that they must master at least two
languages, they must be walking encyclopedias,
enjoy a good sense of humor, have excellent control
of their emotions, have a pleasant voice with good
diction, be resourceful and humble, be willing to
work with a partner, and have the proper training for
the specialized tasks they must perfonn.
Proper training is essential for simultaneous
interpreters. A simultaneous interpreter may spend
two years or more in graduate school learning how
to be an interpreter. The interpreter's main objective
is to learn how to perfonn several tasks at the same
time. To learn how to perfonn multiple activities,
interpreters spend long hours in the interpretation
booth. Here the students listen through ear phones
to the source language and simultaneously speak
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into a microphone in the target language, practicing
exercises which will help to perfect their simultaneous speaking-listening skills.
Student interpreters may begin by "shadowing."
In the shadowing exercises student interpreters
repeat what they hear in the same language and at the
same time they hear it. This exercise mimics an echo
effect. Students generally find this exercise very
easy to do.
Next, they continue shadowing but the instructor adds a new dimension to the training by having
the students write at the same time that they are
shadowing. One popular exercise is to have the
students shadow while they write numbers in an
organized manner on a piece of paper. The numbers
may start at 100 and count backwards. The students
must list the numbers in descending order. At this
point the students begin to see that there is more to
becoming an interpreter than just foreign language
studies. However, once they are able to write and
speak in one language at the same time, they are
asked to count backwards by two's, or three's, or
five's while they continue to shadow.
As they progress in their studies, new activities
are introduced to increase the level of difficulty of
the exercises. Students are asked to shadow while
copying a written text onto a piece of paper. The
sound track and the written text may - at first - be in
the same language, but in time the instructor will
further increase the difficulty of the exercise by
selecting texts in other languages.
Once the students are able to perfonn listeningspeaking-writing activities without problems, they
begin to work on "decalage." In decalage the
students force themselves to lag behind the speaker
as far as possible without missing the natural flow
of the speech. In the early stages of the training,
students are asked to shadow the speaker leaving a
gap of about 10 seconds between what they are
listening to and what they are speaking. One of tre
objectives of this exercise is to learn to establish a
comfortable gap between what the speaker says and
what the interpreter is expected to say. So far,
however, the students are simply repeating what
they hear and in the same language as the speaker.
In time, the students learn to pace themselves and
find a comfortable lag rhythm. It is important for the
students to learn how far they can lag behind a
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speaker and still retain the meaning of the speech
while uttering what was said several seconds before.
They also need to learn how to listen for units of
meaning rather than words.
Once they are able to get this far, the students
are asked to decalage by expressing the same ideas
as the speaker, in the same language of the speaker,
but using different words. The ultimate goal is to be
able to listen to a speaker, store the information in
the brain, and communicate the information in a
different language, while the brain is simultaneously
processing what the speaker said a few seconds
before. Sound complicated? It is! Interpreters must
perform several listening-speaking activities at the
same time without loosing track of the proper
sequence of events in the source language and target
language.
Interpreting is a very stressful profession.
Unlike translators, interpreters have one chance to
get things right. Once they have opened their mouth
there is very little chance that they can retract what
they have said if it is incorrect. But once the speaker
has finished his speech, an interpreter has finished
his job. Interpreting is over when the meeting is
over. Interpreters don't bring work home.
Interpreters are free to prepare for their next assignment of simply relax and do something else.
Translators, on the other hand, are still busy
translating the written text of the speeches just
delivered, so that they may be printed an made
available perhaps the next morning.
In conclusion I would like to say that it is the
duty of every translator and interpreter, or other
associates directly involved with the tasks of translating and interpreting to educate their clients.
Therefore, I ask you to do me a big favor and
eradicate the incorrect usage of the terms translator
and interpreter; let's set the record straight!

Marian B. Labrum is an Assistant Professor of Spanish and
Translation. and the Director of the Spanish Translator
Training Program at Brigham Young University. She is a
member of the Translation Studies Committee and the
Honors and Awards Committee of the American Translators
Association. She is also an accredited professional
translator and interpreter. Professor Labrum has recently
been appointed Director of Spanish Language Instruction at
Brigham Young University. She also teaches in the Spanish
Language School-Summer Program. at Middlebury College.
and holds a Doctoral Degree in Modem Languages.
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(Near) Synonyms and Concordances in Bible Translation
Marvin H. Folsom
Brigham Young University

INTRODUCTION
Pairs of (near) synonyms are an integral part of
King James English: Holy Ghost/Holy Spirit, eternal/everlasting, harlot/whore, charity/love, celestial/heavenly, etc. Typically, one member of the pair
is of French/Latin origin (eternal) and the other
member is of Germanic origin (everlasting) and in
King James language they are virtually interchangeable. I will examine how these pairs relate to their
Greek source and how bible translations in other
languages have treated them. In addition, I will look
into how these pairs have been dealt with in foreign
language translations of modem scriptures.
ETERNAL-EVERLASTING
In the King James New Testament, the phrase
eternal life occurs 119 times, everlasting life occurs
23 times, life eternal occurs 11 times and life everlasting occurs 4 times (3 times in 1 John). Both the
KJ and NKJ versions of the gospel of John have
everlasting life 8 times and eternal life 9 times. I
consider this convincing evidence that these are
interchangeable variants in King James style. For
example, in John 3:15, the KJ text reads: but have
eternal life. In the very next verse it reads: but have
everlasting life (3: 16). John 17:2 reads: that he
should give eternal life , and in the very next verse:
And this is life eternal (17:3). Vocabulary selection
and word order vary from verse to verse in the King
James text even though the word order and the vocabulary items are identical in Greek (zoe' e
aio'nios).
A rather straightforward explanation of what
appears puzzling to present-day readers of the bible
can be found in the translators' introduction to the
King James bible reproduced in F. H. A. Scrivener,
The Authorized Version of the Bible (1611),
Cambridge, 1884, p. 300.

Another thing we think to admonish thee of,
gentle Reader, that we have not tied ourselves
to an uniformity of phrasing, or to an identity
of words, as some peradventure would wish
that we had done, because they observe, that
some learned men somewhere have been as
exact as they could that way. Truly, that we
might not vary from the sense of that which we
had translated before, if the word signified the
same thing in both places, (for there be some
words that be not of the same sense every
where) we were especially careful, and made a
conscience, according to our duty. But that we
should express the same notion in the same
particular word; as for example, if we translate
the Hebrew or Greek word once by purpose,
never to call it intent. if one where journeying,
never travelling; if one where think, never
suppose; if one where pain, never ache; if one
where joy, never galdness, &c thus to mince
the matter, we thought to savour more of
curiosity than wisdom, and that rather it would
breed scorn in the atheist, than bring profit to
the godly reader. For is the kingdom God
become words or syllables? Why should we be
in bondage to them, if we may be free? use one
precisely, when we may use another no less fit
as commodiously?
The translators knew exactly what they were
doing and why. The note in the column reads:
"Reasons inducing us not to stand curiously upon
identity of phrasing." For them, translating concordantly savored "more of curiosity than wisdom" and
would "breed scorn in the atheist." They felt translators should not be bound by words or syllables, but
rather by the sense and feel of the language. They
could use a word "precisely," and also use a synonym ("no less fit") "commodiously." If translators
are aware of this fact of King James language which
also occurs in modem scriptures they will be in a
position to do a better job of translating modem
scriptures into other languages.
The Good News Bible, Revised Standard
Version, New American Standard Bible, The New
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English Bible, The Jerusalem Bible, Phillips
Modem English, The Modem Language Bible, The
Living Bible and The Amplified Bible have invariant
eternal life throughout the gospel of John, although
there is some slight variation in the word order (life
eternal, following the order of the King James
version, and occuring most often in John 4:36 and
12:25). The New World Translation of the Holy
Scriptures has everlasting life throughout. The New
International Version has one example of everlasting
life and 16 examples of eternal life. I believe that for
modem biblical English, the most typical phrase is
eternal life, the New World translation (everlasting
life) being the exception. This pair of variants in the
King James translation has essentially been done
away with in modem bible translations, mostly in
the direction of the exclusive use of eternal but once
in the direction of the exclusive use of everlasting.
[The only of these four phrases to occur (once) in
the KJ Old Testament is everlasting life, Dan 12:2.]
Eight non-English bible translations (German:
Luther 84 and Einheits-ilbersetzung 1981, Dutch:
Statenbijbel 1951, Bijbel (Nederlands
Bijbelgenootschap) 1951, Spanish: Rei,na-Valera
1951 and Reina-Valera 1960, French: La Bible de
Jerusalem 1973, Nouvelle Version Segond Revisee
1978) were examined. I checked all the references in
John for 'eternal life' zoee aionios. Each language
had only one equivalent: German ewig, Dutch
eeuwig, Spanish eterno, French e'ternel. None
employs variants in the manner of the King James
text. The four variations in KJ language (life eternal,
eternal life, everlasting life, life everlasting) are all
rendered by a single uniform phrase in each of the
foreign languages: German das ewige Leben, Dutch
het eeuwige leven, Spanish (La) vida eterna, French
La vie e'ternelle. Finnish uses iankaikkinen eliimii for
both 'eternal life' and 'everlasting life' (John 17:23). It is my opinion that this would also be the case
in any modem language translation, because they
typically follow the Greek manuscripts which have
only one word and not two as in King James
language.
Modem scriptures (Book of Mormon, Doctrine
and Covenants, Pearl of Great Price) use both
eternaL and everLasting in approximately the same
fashion as in the King James text, except that
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postposed adjectives are limited to Life eternaL (four
times in 1 Nephi 14:7, 2 Nephi 9:39, 33:4 and
Moroni 7:41). The least common of the four variants
(Life everlasting, four times in NT) does not occur in
modem scripture. Translations of modem scripture
into a foreign language must decide whether to use
one equivalent or two: to follow the King James
pattern and find an equivalent for each, or to follow
the Greek, modem English and modem languuages
and use one word for both? Let us examine the
practice to the present.
If we look at the translations of the Book of
Mormon into German we find the following:
Excluding the exceptions noted below, all of the
translations prior to 1980 had one equivalent (ewig)
for both 'everlasting' and 'eternal'. The exceptions
are two verses which contain both words in close
proximity: Mosiah 5: 15 that ye have everLasting
saLvation and eternal Life and DC 76:44 everLasting
punishment, which is endLess punishment, which is
eternal punishment. The first German edition of
1852 had immerwiihrendes Reil and ewiges Leben
in Mosiah 5:15, but as far as I can tell, this distinction was limited to unusual verses and did not
extend to any of the' dozens of other verses with
everlasting. Similarly, the verse in DC 76 shows
both immerwiihrend and ewig beginning in 1950.
(Earlier editions had used ewig dauernd). The use of
immerwiihrend for 'everlasting,' however, did oot
include any of the other verses in the Doctrine and
Covenants. In the 1980 translation, 'everlasting'
was translated with immerwiihrend and 'eternal' was
translated with ewig. There are three exceptions:
'everlasting God' in 1 Nephi 11:32,2 Nephi 2:30,
4:35 is translated ewiger Gott. This early insight
concerning the incompatibility of immerwiihrend and
Gott and the difference in the "near" synonyms was
forgotten in Helaman 12:8 and Moroni 10:28 where
it now has been translated concordantly but inc om modiously: immerwiihrender Gott.
Modem scriptures in Dutch, French, Spanish
and Finnish ordinarily make no distinction between
'eternal' and 'everlasting,' but simply have one for
both: Dutch eeuwig, French eternel, Spanish eterno,
Finnish iankaikkinen . As in German, all of these
languages (except French in Mosiah 5:15) do distinguish in verses containing both words in English.
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Mosiah 5:15: Spanish salvacion sin fin y vida
eterno, Dutch eeuwigdurende zaligheid en het
eeuwige leven, Finnish ikuinen pelastus ja
iankaikkinen eliimii. From 1852 up to the
present day, French has had only one adjective
for both 'eternal' and 'everlasting': salut et de
La vie e'temelle.
DC 76:44: Spanish siplicio sempiterno,
suplicio sin fin, suplicio eterno, French
chaAtiment perpetuel, cha"timent sans fin,
cha"timent e'ternel, Dutch eeuwigdurende
straf, eindeloze straf, eeuwige straf, Finnish
ikuinen rangaistus,loputon rangaistus,
iankaikkinen rangaistus.

A clue as to usage in traditional biblical German
could have been found in 2 Nephi 19:6 since it
corresponds to Isaiah 9:5(6). For the equivalent of
'everlasting Father' of the KJ text, German bible
translations use ewig or a derivative: Rev Elb Vater
der Ewigkeit, Luther 84 Ewig-Vater, ED Vater in
Ewigkeit, BihD ewiger Vater. The word immerwiihrend had no real place in biblical German and
only a very precarious one in modern (Mormon)
scriptures.
The seed of a concordant distinction between
'everlasting' and 'eternal' lay dormant for decades in
an unusual verse or two here and there, until the
modem age of concordances and computers.
Nowadays, if the translator is so inclined, he has the
tools at his fingertips to employ an 'identity of
phrasing' unheard of and unwanted in the days of
the King James translators. This misunder-standing
of the variants in King James English has lead to a
proliferation of (near) synomyms in the German
translation of modem scriptures and a conflict with
German bibical tradition.
HARLOT-WHORE
The word harlot (ME harlot 'vagabond' OF
(h)arlot Sp arIote It 'hedgepriest') occurs a total of
65 times in the standard works and is overrepresented by 22% in the OT. The word whore
occurs a total of 27 times and is overrepresented by
8% in the Book of Mormon. In the New Testament,
the Greek word pomee is rendered 'harlot' 8 times
and 'whore' 4 times.
The Hebrew word zah-nah' (Strong's root
index 2181) is rendered in a wide variety of ways in

the Old Testament:
go a whoring*
play the harlot*
commit whoredom(s)
commit fornication
play the whore*
fall to whoredom
harlot
whore
whorish
whore

19
18
15

3
2
1
21
8

3
8

*phrase does not occur in NT
These data offer a.r:1ple evidence that harlot and
whore are interchangeable and that overall harlot is
more frequent than whore. We find the figurative
meaning of Rev 17:5 'the Mother of Harlots' in the
KJ translation, Phillips, RSV, NAS and Modem
Language. Equally frequent is 'Mother of
Prostitutes' which occurs in more "modern" translations: Living Bible, GN, NIV, Jer and Amplified
Bible. Only NEB has 'mother of whores'.
From the available concordances of recent
English translations, I have gathered the following
data (includes all forms in both OT and NT):
NIV
harlot(s)
3
0
whore(s)
prostitute(s) 72

NKJ
85

o
o

GN

o
9

81

KJ
36
17

o

The New King James has abandonded the word
whore and now has harlot exclusively. For the most
part, NIV has the modem word prostitute and
retains a few examples of harlot (OT only), but does
not use the word whore at all. GN does not use the
word harlot at all and retains a few instances of
whore (OT only), but mostly uses the modern word
prostitute. We can safely assume, that NKJ (a revision of KJ) has abandoned the harlot/whore
variation found in the original King James text. The
other two each have the modern word prostitute and
one other choice: NIV has (the obsolete) harlot, GN
ignores harlot in favor of whore, but none of them
interchange harlot and whore as in KJ. This can be
taken as evidence that translators of these editions
did not try to distinguish between them or employ
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them the way KJ translators did.
The foreign language bibles show a somewhat
more varied picture. Three have a single equivalent
for both KJ 'whore' and 'harlot': Dutch Mere,
Spanish ramera, Finnish portto. French has
prostitue' e, except in Rev 17:5 where some bibles
have prostitue' es and others have impudiques.
German has predominantly Hure in Rev 17:5 but
Dime in Luke 15:30.
The translations of modem scriptures show the
following: Dutch consistently has hoere, Spanish
consistently has ramera, French consistently has
prostitue' e and Finnish consistently has portto. The
German translation of 1980 distinguishes concordantly according to the English: Dime for 'harlot'
and Hure for 'whore'. Though German Hure is the
cognate of English whore, I believe that Dime
corresponds more closely in meaning to 'whore' and
Hure more closely in meaning to 'harlot'.
CHARITY-LOVE

I would like now to demonstrate that the word
charity is not in general use in modem New
Testament English in the sense of 'love in its
perfection,' that is, 'divine, Christian love'. To see
where it appears in modem biblical English, I examined the concordances of the following four translations available to me: New International Version
(NIV), New King James Version (NKJ), the Good
News Bible (GN) and the New World Translation
of the Holy Scriptures (NW). The word charity does
not appear at all in the concordances of NIV, NW or
NKJ. In GN, the phrase works of charity occurs
twice (Acts 10:4,31). NKJ does have five examples
of the phrase charitable deed(s). Both of these
phrases convey the meaning 'of a kindly and sympathetic disposition to aid the needy or suffering' and
not that of 'love in its perfection'. I also looked
through 1 Corinthians 13 in the following translations of the New Testament: Revised Standard
Version, New American Standard Bible, The New
English Bible, The Jerusalem Bible, Phillips
Modem English NT, The Modem Language Bible,
The Living Bible and The Amplified Bible. I did not
find the word charity in chapter 13 of 1 Corinthians
in any of these eight translations of the New
Testament. Based on this evidence, I believe we are
justified in concluding that the word charity is not in
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general use in modem biblical English.
The word charity does not occur in the KJ Old
Testament. It occurs 28 times in the New Testament,
27 times in the Book of Mormon and 11 times in the
Doctrine and Covenants for a total of 66 times.
Let us tum for a moment to the well-known
phrase from the King James bible (1 Cor 13:13):
faith, hope, charity (there is no conjunction in
Greek). This triplet belongs to the central core of
conservative biblical phraseology and appears eight
times in the standard works: 1 Cor 13:13 (without
and); Alma 7:24, Ether 12:28, Moroni 7:1, DC 6:19,
12:8, 18:19 (all with and); Moroni 8:14 (in a grammatically negative context which requires nor rather
than and). This phrase would sound unusual to
Mormon ears if it were rendered in the modem form
faith, hope and love found in the modem translations noted above. (Half of the English translations
have the conjunction and and half do not.) In the
same way, it would sound very unusual to German
ears to hear the phrase in any form (Glaube,
Hoffnung, Niichstenliebe) other than that made
popular by Luther. His phrasing (Glaube,
Hoffnung, Liebe) appears in all four modem
German translations. (Rev Elb, Lu and ED have no
conjunction as in the Greek, GN has modernized
with and.) Joseph Smith chose to use the same
phrase as in the King James version.
Let us look a little more closely at some of the
verses that contain both of the words charity and
love.
2 Nephi 26:30 ... a commandment that all men
should have charity, which charity is love.
Moroni 7:46 if ye have not charity, ye are
nothing, for charity never faileth. Wherefore,
cleave unto charity, which is the greatest of all,
for all things must fail- 47 But charity is the
pure love of Christ, and it endureth forever;
and whoso shall be found possessed of it at the
last day, it shall be well with him.
Moroni 8: 17 I am filled with charity, which is
everlasting love; wherefore, I love little
children with a perfect love;
DC 4:5 And faith, hope, charity and love, with
an eye single to the glory of God
I believe it is fair to interpret the joining of the two
elements in the phrase charity and love into the well-
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known triplet/aith, hope, charity in this verse in
DC 4 to mean that charity and love belong together
and form a single concept, although I must admit
that there is nothing in the wording that requires this
interpretation.
Let me make some further explanation drawn
from the other verses. For me, the phrasing in the
other three verses contains explanatory material
intended to tell us what is meant by the word
charity. Two of them have the relative which and the
other has the equational meaning of be. It is as
though it were felt that the word charity could be
misunderstood and so additional clarification was
added. I think this interpretation fits the text of these
verses and the general use of the word charity in
modern biblical English.
Lewis, The English Bible/rom KJV to NIV, p.
47-49 notes that there is no logical justification for
the KJ translators to choose a limited number of
verses (such as those in 1 Corinthian 13) and render
the Greek aga'pe in these verses as 'charity' (based
on the Vulgate charitas), when in all except 26 of the
total of 312 occurrences of the word agape (92% of
the time) it is rendered with the much more common
word 'love'. All the verses with the word charity
occur after 1 Cor 7 and are the work of a single
company of KJ translators. To repeat, the King
James version uses love 92% of the time and charity
8% of the time for the single Greek word agape. The
Book of Mormon also uses these two words in
about the same way as the King James version.
In 1 Cor 13, the foreign language bibles show a
picture which differs somewhat from that of the
previous pairs of (near) synonyms. The two
Germanic languages have a single equivalent:
German Liebe, Dutch lie/de. Finnish has only
raukkus. The two Romance languages used the
cognate of charity in older bibles (Spanish caridad,
French charite'), but replaced it with amor (Spanish)
or amour (French) in later revisions.
In the introduction to the latest revision of the
Segond translation in French, the editors have
included the following:
The translation of Louis Segond has been
preserved in each instance where it corresponds to the original text and to modern
French usage. Changes have been made in two
instances: where the knowledge of the original

text allows a better translation and where the
evolution of the French language makes a new
formulation indispensable (Nouvelle version
Segond re'vise'e, 1978, vii)
Since nothing has changed in the manuscript evidence as to the original Greek word aga'pe, I infer
that French cha rite , had sufficiently changed its
meaning over the years to warrant a change to
amour. I believe the same to be true for Spanish
caridad which has now been replaced by amor in 1
Cor 13. I would think this signals a general move
away from the limited meaning associated with
cognates of Latin charitas.
The problem that faces the translator of the
Book of Mormon is whether to select an equivalent
for each member of the pair according to the English
or to use only one for both terms.
Translations of modern scriptures into Romance
languages like Spanish and French which have
cognates for 'charity' as well as a more common
word for 'love' can simply follow the pattern of
English and use caridad (Sp) or charite') (Fre) for
English 'charity' and amor (Sp) or amour (Fre) for
English 'love', particularly in verses where they
appear side by side (DC 4:5. etc).
Germanic languages which do not have cognates for' charity' are forced to choose other words
or compound words to convey the meaning. The
1876 edition of the Doctrine and Covenants 4:5
simply has Glaube, Hoffnung und Liebe in
agreement with the wellknown Luther formulation
of Paul. Could it be that this early translator had
recognized the problem and resolved it without
undue complication? Was he merely simplistic or
lazy? Beginning with the translation of 1903 and
continuing up to 1980, the translations had another
member: Glaube, Hoffnung, Barmherzigkeit und
Liebe. The inclusion of Barmherzigkeit 'mercy,
compassion, charity' approximates the meaning oot
in German it is unnecessary and distracts from the
traditional phrasing. Once having discovered a
suitable equivalent for a (near) synonym, translators
are motived by the tendency to be more accurate and
more concordant and dot the landscape with the new
word for every instance of 'charity'. In the 1908
edition, the Dutch translation uses lie/dadigheid,
which I believe is pretty close to German
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Barmherzigkeit. The 1985 translation into German
has one equivalent for each (Niichstenliebe instead
of Barmherzigkeit for 'charity' and Liebe for
'love'). The new formulation in German (one word
a derivative of the other) seems to highlight the
redundancy of the English: Glaube, Hof!nung,
Niichstenliebe und Liebe. Not only did the translation introduce a new word for 'charity' in this verse
but it extended its use to include every instance of
the word, is in my opinion a mistake of catastrophic
proportions. The Dutch translation (1981) now also
uses new words mensinmin (DC 4:5) and
naasten/ie/de (DC 12:8) in the problematical verses,
either in an attempt to follow the distinction in
English or perhaps to imitate the German (both
translations were supervised by the European translation office).
In DC 4:5, Finnish has Kristuksen rakkaus for
'charity' and rakkaus for 'love.' Similar circumlocutions are used in other verses containing both
words (2 Nephi 26:30, Moroni 7:46, 8: 17).
The decision to omit one member of the pair
(German 1876 DC 4:5 Glaube, Hof!nung und
Liebe) or use a suitable equivalent only in a
minimum number of unusual verses (German translations between 1903 and 1980 Glaube, Hof!nung,
Barmherzigkeit und Liebe) is much to be preferred
over blistering the landscape with a variety of unne ce ss ary
synonyms
(immerwiihrend,
Niichstenliebe, etc.) that do not fit well into the
German or other foreign language bible tradition.

CELESTIAL-REAVENL Y!fERRESTRIALEARTHLY

These pairs are much less prominent in scriptural texts than the others treated above. There are
only two instances of celestial and terrestrial (twice
each in 1 Cor 15 :40). The other translations of the
Greek word epouranios in the KJ New Testament
are 'heavenly' (16 times), 'in heaven' (once in
Phillipians 2:10) and 'high' (once in Ephesians
6:12). NIV, GN and NW have all replaced celestial
with heavenly in the two verses in 1 Corinthians.
NIV has the word celestial (beings) twice (2 Peter
2: 10, Jude 8) and in NW, it appears once in brackets
in James 1:17 'Father of the [celestial] lights'. It
seems no other modem translation needs the word
celestial. In 1 Cor 15:40, only KJ, NKJ and RSV
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have the pair celestial/terrestrial. The other nine
translations have heavenly/earthly or a circumlocution.
Foreign language translations of the bible are
divided into two groups according to their treatment
of these (near) synonyms: the Germanic and tre
Finnish translations and the Romance translations.
The German, Dutch and Finnish have indigenous
language equivalents for' celestial' and 'terrestrial':
German himmlisch/ irdisch, Dutch hemeise/aardse,
Finnish taivaallinenlmaalinen. (Of course, none has
the word telestial.) The German translation of
modem scriptures retained the Germanic forms until
the 18th edition (no date, but sometime after 1950),
when forms based on English were introduced
celestial/terrestrial/telestial. Dutch has them in the
1908 edition of the Doctrine and Covenants:
celestiaallterrestriaaIJ telestiaal.
Finnish has introduced new formations based
on English in DC 76 (only foreign words are spelled
with c): celestinenlterrestrinenltelestinen.
Among the Romance languages, Spanish
already has equivalents very close to English:
celestelterrestre. The D&C of 1948 has
celestiallterrestre/ telestial, that is, celeste was modified somewhat, terrestre was retained and telestial
was created to complete the trilogy based on
English. French bibles have ce'leste/terrestre. The
French D&C of 1908 has ce' lestelterrestrelte' leste
without having to modify either of the previous
adjectives and being able to create another French
looking parallel for' telestial' . A cursory examination
of some other Germanic and Romance language
translations shows the same general tendency.
The translations of the D&C in these languages
have Germanic equivalents in the early period but
later switch to adjectives based on English. The first
example of 'terrestrial' in German was spelled
terrestial (without an r), which I cannot find in any
other source. Bibles in Romance languages have
words cognate with the English, although their
endings may be modified slightly (Cf. French and
Spanish). At least one of the driving forces behind
these changes in modem scriptures is the need for
the third member of the triplet celestial, terrestrial,
telestial. Telestial does not occur at all in the concordances of KJ, NKJ, NIV, GN, NW, and as far as I
know it occurs only in the Doctrine and Covenants.
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There seems to little resistance to the spread of
forms based on English, especially because of the
special circumstances surrounding telestial. German
translations up to 1950 had a Germanic trilogy:
himmlischlirdischlunterirdisch, which may have
turned out to be quite adequate though unpopular in
light of the general tendency to use latinzed forms
based on the English.
In summary, I have tried to show that:
1.

The King James text frequently uses (near)
synonyms interchangeably.

2.

Translations of the Greek New Testament into
other languages do not use (near) synonyms as
in the KJ Version and generally have only one
equivalent for the original Greek word.

3.

The word charity has almost completely
disappeared from modern biblical English,
because its meaning has shifted in the direction
of 'a kindly and sympathetic disposition to aid
the suffering and needy'. I suspect that the
same development is happening in Spanish
(caridad) and French (charite'), although more
study is needed to be certain.

4.

Modern (LDS) scriptures use many of the
(near) synonyms in about the same way as the
King James text.

5.

Changes in the meaning of the word charity
have been made evident in modern scriptures
by additional explanatory wording.

6.

Foreign language translations of modem
scriptures would do well to follow the example
of their own biblical tradition and use one
equivalent for both rather than follow the
English concordantly and profliferate
synonyms.

7.

Earlier translators seem to have understood the
problem and resorted to synonyms only when
it became necessary because of the proximity
of the (near) synonyms within the same verse.

8.

The

availability of concordances and

computers has a tendency to lead translators
into believing that the translation is somehow
better if they translate concordantly, even
though King James translators and others
consciously resist this notion.
9.

Translators of modern scriptures into foreign
languages should be made aware of the nature
of (near) synonyms in King James English and
be instructed not to search for an equivalent for
each.

10. The dissemination of the message of the
restoration is not enhanced by proliferating
(near) synonyms based entirely on English.
They only serve to differentiate linguistically
between biblical tradition and modem
scripture.
Recommendation: King James (near) synonyms
in modern scripture should be recognized for what
they are and translators should distinguish between
them only only where proximity and context require
it. To use the computer and computer generated
concordances merely to insure a misguided
unformity of phrasing is a very low level goal. In
my opinion, the most worthwhile function of
modern electronic(ally generated) tools is to provide
complete and accurate data about the use of words in
the source language (in this case, King James
English) and the target language before making
decisions about which equivalents are to be used in a
foreign language translation. This practice will
increase the likehood that the translation will be
concordant in a much more profound sense.

Names Mormons Use for Jesus: Contexts and Trends
BJ Fogg, Donette Kessinger, Brett Palmer, Kaatje Pels, John Tanner
Brigham Young University

A BYU professor once claimed that Jesus Christ
has nearly four hundred different names and titles.
Impossible? Maybe not. A quick look through the
LDS topical guide and other common reference
books shows over one hundred names. Impressive.
Yet most Latter-day Saints would intuitively agree
that they use just a small fraction of these possibilities when referring to Jesus. Our research group
was interested in fmding out why. But we decided
that determining the cause behind using different
names for Jesus might be beyond our abilityperhaps impossible-so we decided to take another
approach: to look empirically at the names Mormons
use for Jesus.
BACKGROUND
The names we use to refer to others do matter,
especially in English, a language that doesn't have
the option to use formal or familiar pronoun forms,
such as tu and vous in French. As a result, the
burden of defining the relationship between the
speaker and the one spoken to falls more heavily on
terms of address and terms of reference.
Because names do create moods and evoke
responses, most speakers learn to choose their terms
of address and reference with care. Parents are
masters of this art. When parents want to encourage
a friendly, playful relationship, they usually call
their children by a first name or a nickname. On the
other hand, when the parents want to establish an
atmosphere of authority or discipline, they may call
their children by their full names-first, middle, and
last.
Our research group hypothesized that Latter-day
Saints choose, usually subconsciously, from the
many names for Jesus Christ to promote a certain
attitude or to conform to a given context.

LITERATURE REVIEW
Our review of the literature showed that no one
has published a study on the names a religious
group uses for Jesus. Although we found research
that ranged from Christology (interpreting the works
and person of Jesus Christ) to the historical studies
of names for Jesus, our literature survey showed no
model we could base our research on or compare
our results with. However, two studies were of
considerable interest to us: Bruce J. Malina and
Jerome H. Neyrey's Calling Jesus Names, and
Susan E. Black's Finding Christ through the Book
of Mormon.
Calling Jesus Names focuses on Christology
from a social sciences perspective as shown in the
gospel of Matthew. Malina and Neyrey "look upon
Christology as a process whereby Jesus of Nazareth
was either acclaimed by his followers as a prominent
person or defamed by his enemies as a deviant"
(Malina and Neyrey ix). To determine whether Jesus
was a "prominent person or ... a deviant," Malina
and Neyrey create a new labeling theory that "shifts
the focus of attention from the titles ascribed to
Jesus in the New Testament to the labelers themselves, that is to those who give and use those titles"
(Malina and Neyrey 41).
Quite different from the Malina and Neyrey
study is the one by Susan E. Black in her book
Finding Christ through the Book of Mormon. She
writes that
the names given to our Lord take on new
significance when we approach them through a
thoughtful and a sensitive study of their
meanings. Each title signifying Christ is in
correct contextual usage each time it appears.
His character and mission and his divine
relationship to us are thereby more clearly
revealed. Each verse is given enriched meaning
because of the definition of Christ's name.
(28)
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Black's analysis of titles for Jesus Christ in the
Book of Monnon provides a starting point from
which we could begin our study because it deals
with Latter-day Saint names for Jesus and because it
acknowledges the role of context in choosing a title.
NAMES FOR JESUS IN SPEECH,
SCRIPTURE, AND MUSIC
MEfHODS AND MATERIALS
For the first section of this study, we gathered
data through participant-observer research, a method
in which the researchers involve themselves within a
speech community and record what they hear without infonning the people they are studying. We
decided to limit our collection of data to the
following locations and times:
-BYU student wards
-Sunday meetings
-October and November of 1990
We decided that collecting data from BYU ward
meetings was legitimate because the members'
speech habits may better reflect-though not
exactly-speech habits of the English-speaking
population of the Church. We also decided that it
would be easiest to simply collect data during tre
Sunday meetings we would attend anyway: sacrament, relief society, priesthood, and Sunday school.
Furthennore, limiting our participant-observer
research to October and November seemed to
promise a better sampling, because we felt that
during Christmas and other holidays, Monnons
would use special names for Jesus, which might
skew the data.
A pilot study helped us to narrow our research
question. So when we began the official study,
we'd decided to record the names Monnons use for
Jesus in three contexts: speech, scripture, and
music. We developed a fonn to quickly record the
most common options (appendix 2).
Speech. In the speech category we recorded
names for Jesus that any member used in speech at
any time during the meetings. Also, if a person read
a quote from another person, say a general authority
quote, we recorded that name in this category.

Scripture. In the scripture category we recorded
names for Jesus from any scripture that was read or
quoted in lessons or talks. This approach allowed us
to be more objective. As researchers we didn't have
to pick which scriptures we'd look at; the lesson
manual, the teacher, or the speaker made the selection for us.
Music. In the music category we recorded the
names for Jesus as we did in the scripture category:
other people chose the texts, and we simply marked
the names used in the hymns sung during each
meeting. We also recorded names used in special
musical numbers.
Problems in methodology. Our pilot study predicted one problem we would have: interpreting the
vague tenns Lord and God, names that Monnons
use for both God the Father and God the Son. On
our data-collection fonns we divided the columns
for Lord and God into two parts, one box to record
these tenns when they refer to Jesus, and one box
for these tenns when used in a generic sense; each
researcher made his or her own subjective interpretation between the specific and generic tenns.
Another weakness in our study is that we
collected usage samples from members who are
largely upper-middle class. The BYU wards do little
to present us with a good sampling of the socioeconomic and educational diversity within the
Church.
Finally, we emphasize that this study is
exploratory and preliminary. Even though we
recorded nearly one thousand speech acts, the trends
our data show and the conclusions we make should
only be seen as tentative.
DATA AND DISCUSSION
Chart 1 shows the data we collected through
participant-observer research (see next page). Arranged by source, the data show the percentage
distribution of 663 total names recorded in speech.
The most common name Monnons use for Jesus is
Lord, 40% of the total. The next most widely used
tenns are Christ at 21 %, Jesus Christ at 16%, and
Savior at 11 %. Three categories--God, Jesus, and
all "other names"-were used 4% of the time (see
Appendix 1).
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Chart 1

Names Monnons Use for Jesus in Speech, Scripture, and Music
(arranged by source)

Speech
LORD - - - - - - - - - - - - - - - - - - - 4 0 % of data
CHRIST----------21%
JESUS CHRIST - - - - - - - - 1 6 %
SAVIOR - - - - - 1 1 %
GOD--4%
TOTAL DATA

JESUs--4%

663 names recorded

other names - - 4%

Scripture
LORD _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
CHRIST------13%
JESUS CHRIST -1 %
SAVIOR 0%
GOD - - - - - - - - 1 4 %
TOTAL DATA

JESUS-5%

146 names recorded
19%

other names

(i.e., Lord of Hosts, Son of Man, Lord God)

Music
L O R D - - - - - - - - - - - - - - 2 9 % of data
CHRIST - - - - 8 %
JESUS CHRIST-1 %
SAVIOR - - - - - - 1 1 %
GOD---------------21%
TOTAL DATA

JESUS ---------12%
other names

(i.e., King, Lovely, Lamb)

168 names recorded
18%

48

%ofdata
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Chart 2

Lord as a Generic Tenn
(as recorded by each researcher)
Kaatje

81 % as generic tenn
56%

John
Donette
Brett

41%
40%

BJ-8%

Chart 2 shows an interesting insight into the
way Mormons use Lord, the most common term in
speech. As the chart shows, the researchers, who
are all Latter-day Saints, interpreted the term Lord in
a variety of ways. On one end of the spectrum,
Kaatje recorded 81 % of the Lords she heard as a
generic Lord, a name referring to neither the Father
nor the Son but to deity in general. On the other end
is BJ, who interpreted Lord as a generic term only
8 % of the time; he interpreted the remaining 92 % of
the Lords as referring to Jesus.
We feel the pattern shown here among the
researchers also applies to the Mormons we studied.
Often when Mormons use or hear Lord, they don't
have a clear idea of whether the term refers to Jesus,
God the Father, or to a generic deity. Apparently,
Mormons have a wide range of interpretation for this
most common term of reference. For example, in the
phrases "love the Lord thy God" or "obey the
Lord's commandments," what does Lord mean?
Since the reference is not always clear in many
members' minds, they may simply use the title Lord
to avoid issues of doctrinal ambiguity or uncertainty.
Scripture data from participant-observer research
Chart 1 shows the percentage distribution of
146 total names recorded from the scriptures used in
meetings. The most common name for Jesus found

in the scriptures used is Lord, with 48% of the total.
The next most common category is the "other
names" category with with 19% of the total, reflecting the great diversity of names found in the LDS
Standard Works. The data show God at 14% and
Christ at 13%. Jesus appears only 5% of the time,
Jesus Christ 1%, and Savior 0%.
Music data from participant-observer research
Chart 1 also shows the percentage distribution
of 168 total names recorded from the music sung in
meetings. As in the other two categories, Lord is the
most common term, with 29% of the total. The next
most common name for Jesus is God, with 21 %.
This is followed closely by the "other names" category at 18%, again reflecting a large variety of
names for Jesus found in Church music. Next is
Jesus, 12%; Savior, 11 %; Christ, 8%; and Jesus
Christ, 1%.
The most interesting contrast between the three
contexts is the variety in names found in scripture
and music. The names for Jesus in speech seems
rather narrow in comparison, with just four names
being used 88% of the time.
Chart 3 shows the same data as Chart 1, but the
data are arranged by name instead of by source,
which allows an easier comparison of names in
different contexts.
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Chart 3

Names Mormons Use for Jesus in Speech, Scripture, and Music
(arranged by name)

LORD

speech
scripture
mUSIC

------------------------------------40%
-------------------------------------------48%
--------------------------29%

speech

21%

CHRIST scripture
music

13%
8%

16%

speech

JESUS scripture -1 %
CHRIST
music -1 %

TOTAL DATA

speech

Speech: 663 names recorded
Scripture: 146 names recorded
Music:
168 names recorded

11%

SAVIOR scripture 0%
music

GOD

JESUS

other
names

speech --4%
scripture
music

speech - 4 %
scripture - - 5 %
music

speech --4%
scripture
music

11%

14%
21%

12%

19%
18%

Chart 3 emphasizes how Lord is the most
common name for Jesus in all three contexts:
speech, scripture, and music.
Chart 3 also contrasts the use of various terms.
First, Jesus Christ is used 16% in speech but only
1% in both scripture and music. Perhaps Jesus
Christ is a popular term in Mormon speech because
it seems more formal and respectful than the name
Jesus does alone. However, Jesus Christ is difficult
to incorporate into music, being somewhat cacophonous and myme-free.
Next, Savior is used 11 % in both speech and

music but 0% in the scriptures used during
meetings. The explanation seems to be that Savior is
not a very common name for Jesus throughout the
scriptures (see Chart 7 later in this study).
Finally, the use of God in speech is remarkably
low, considering what a common term it appears to
be in scripture and music. We suggest that Mormons
may shy away from using God because it may
sound like "taking the name of God in vain."
Chart 4 shows data we hadn't planned on
collecting in this study but we include it here
because it contrasts so well with the earlier data.
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Chart 4

Names for Jesus in Children's Program
(speech only)
JESUS

60%

JESUS CHRIST

38%

LORD-2%

TOTAL DATA

65 names recorded

The datl in Chart 4 comes from one sacrament
meeting in which children under the age of twelve
were the speakers. Some of the text was prepared by
the Church curriculum department; other parts were
spontaneously spoken by the children. Because
differentiating between the two was nearly impossible, all the children's speech is included in the 65
names recorded.
The data shows the marked difference between
the vari~ty of terms that these children use for Jesus
and the adults we studied. The children used only
two terms: Jesus and Jesus Christ. Perhaps even
more interesting is the overwhelming use of Jesus at
60% and the way this contrasts to Jesus in adult
speech at 4%. The difference to us--especially
knowing the Church itself had written much of the
text for the children's program-seems to show that
Jesus is a term that children use (and should use) in
Latter-day Saint circles. As Mormons get older they
seem to use more respectful and distant address
forms, like Jesus Christ and Christ, or hazy forms
like Lord.
NAMES FOR JESUS IN CHURCH
PUBLICATIONS
MEfHODS AND MATERIALS
After studying terms of reference that Mormons
use for Jesus in their meetings, we decided to examine the terms used in the Church's periodicals: The
Friend, The New Era, and The Ensign. We categorized the names the same way we did in our
participant-observer study: Lord, Christ, Jesus

Christ, Savior, God, Jesus, and "other names." We
used recent issues of each magazine as our sources.
DATA AND DISCUSSION
The data we collected from the three Church
publications is arranged by source in Chart 5 (see
next page).

The Friend. The issues of The Friend from
October 1990, November 1990, and February 1991
show a combined total of 81 references to Jesus,
with Jesus being the most common name: 41 % of
the total. Lord is the second most common name,
occurring 33% of the time. Both Savior and Jesus
Christ account for 11 % each, and Christ is used 4%
of the time. The term God does not appear in The
Friend at all during these months as a name for
Jesus, nor does any other name.
A few interesting things to note:
• Although Lord appears 27 times in total, 23 of
these occur in scripture references, general conference talks adapted for children, or the dialogue of adults when speaking to children in
fictional stories. As a result, Lord seems to be a
term that is introduced to children through adult
genres.
• God appears a total of three times in the issues
we examined. The reference was quite clearly to
God the Father. Of these references, two come
from one adapted conference talk and the other
reference appears in the title of the song "I am a
Child of God." (The common referent for God
the Father in The Friend is Heavenly Father.)
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Chart 5

Names for Jesus in Church Publications
(arranged by source)

The Friend
LORD-------------------------------33%
CHRIST-4%
JESUS CHRIST - - - - - - - - 1 1 %
SAVIOR - - - - - 1 1 %

TOTAL DATA

81 names recorded

GOD 0%
JESUS--------------------------------------41%
other names 0%

The New Era
LORD--------------------------------------------------54%
CHRIST-2%
JESUS CHRIST---------------16%
SAVIOR----7%
GOD

7%

JESUS

7%

other names

7%

TOTAL DATA
113 names recorded

The Ensign
LORD-------------------------------------------46%
CHRIST -------------14%
JESUS CHRIST--4%
SAVIOR-----7%
GOD-----------20%
JESUS--4%
other names ----5%

TOTAL DATA
169 names recorded
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Chart 6

Names for Jesus in Church Publications
(arranged by name)

LORD

-----------------------------33%

Friend
New Era --------------------------------------________ 54%
Ensign -------------------------------------46%

Friend - 4 %
2%
Ensign

CH RIST New Era -

JESUS
CHRIST

14%

11 %

Friend
New Era
Ensign --4%

16%

11%

Friend

SAVIOR New Era
Ensign

GOD

Friend 0%
New Era
Ensign

7%
7%

TOThL DATA

Friend:
81 names recorded
New Era: 113 names recorded
Ensign:
169 names recorded

7%
20%

Friend -------------------------------------41%
7%
Ensign --4%

JESUS New Era

other

names

Friend 0%
New Era
7%
Ensign - - - 5%

• Seven of the nine times that the term Savior is
used, it is found in a single adapted conference
talk, showing that this term may not be as
common in The Friend as the data might
indicate.

The New ELa.. The October 1990, November
1990, and February 1991 issues of The New Era
contain 113 references to Jesus. Lord is the most
common name, making up 54% of the data. The
next most common reference is Jesus Christ, with
16% of the total. In referring to Jesus, God is used
7% of the time, the same frequency as the terms
Jesus and Savior. "Other names" (such as
Redeemer, Son, Master Teacher, and King) also
occur 7% of the total. Christ makes up the last 2%.

The Ensign. We collected data from the October
1990 issue of The Ensign and found 169 references
to Jesus. As in The New Era, the most common
form of reference to Jesus is Lo rd, its use
accounting for 46% of the total. God is the next
most common referent at 20%. The term Christ accounts for 14% of the references, and Savior
appears 7% of the time. "Other names," (including
Son, Mediator, Jehovah, Son of God, and Only
Begotten Son) account for 5%, while Jesus and
Jesus Christ each make up 4% of the total.
Chart 6 displays the same data as Chart 5,
though Chart 6 shows the data arranged by name
instead of source.
The change in the names used from The Friend
to The New Era and from The New Era to The
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Ensign shows an interesting progression. Although
Lord is a common reference in all magazines, Jesus
stands out in The Friend. This coincides with tre
data in Chart 4 and seems to confirm that Jesus is
indeed the term Church leaders find appropriate for
children. As a magazine for teenagers, The New Era
moves sharply away from using Jesus and shows a
usage pattern more like The Ensign's.
However, The Ensign seems more doctrinally
complex than The New Era; issue per issue The
Ensign contains five times as many references to
Jesus, using the possibly confusing term God as
well as uncommon names like Mediator. Also, the
name usage pattern in The Ensign conforms most
closely to the data we collected in speech, shown in
Chartl.
NAMES FOR JESUS IN SCRIPTURE
MEfHODS AND MATERIALS
Our next step in research was to record data
about the names and titles for Jesus found in the
scriptures. Although computer programs can now
do these searches, we used the exhaustive concordances (books that alphabetically list every word in
the scriptures) because they also give the immediate
context each word is used in. We gathered data on
only five names: Jesus, Jesus Christ, Christ,
Savior, and Lord. We omitted God from this part of
the study because after preliminary research we
found that interpreting its many appearances was too
difficult; in other words, God is a very common
term in scripture but is often unclear: in many verses
God could mean either the Father, or the Son, or the
Trinity.
In recording the data, we divided the scriptures
into six categories; the Old Testament, the Gospels
(Matthew, Mark, Luke, and John), the New
Testament without the Gospels, the Book of
Mormon, the Doctrine and Covenants, and the Pearl
of Great Price.
DATA AND DISCUSSION
In the Old Testament we found that the title Lord
refers to Jesus 5,476 times, over 98% of the total
data. This figure does not account for terms like
Lord God, Lord thy God, or Lord your God.
Because the terms Jesus, Jesus Christ, and Christ
are not used in the Old Testament, we have not
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included that book in Chart 7, which shows the data
arranged for the other five books of scripture (see
next page).
In the Gospels Jesus is the most common term
for to Jesus, occurring 67% of the time out of the
five names in our study. Lord also makes a
significant showing with 20%. The frequency of
these terms probably results from the Gospels'
being a historical treatment of Jesus' life. The data
show Jesus Christ at 7% frequency, Christ at 6%,
and Savior at 0%.
In the remainder of the New Testament Lord is
the prominent title, with 44%, followed by Christ at
32%. Jesus Christ occurs 12% of time, Jesus 9%,
and Savior 3%.
The Book of Mormon follows a pattern similar
to the New Testament without the Gospels: Lord is
most frequent with 67%, followed by Christ at
21 %, Jesus at 8%, Jesus Christ at 3%, and Savior at
1%.
The Doctrine and Covenants uses Lord to refer
to Jesus 78% of the time. Other names are Jesus
Christ at 10%, Christ at 8%, and Savior and Jesus
each at 2%.
The Pearl of Great Price uses Lord to refer to
Jesus an overwhelming 90% of the time. Other
names are relatively infrequent: Jesus Christ at 4%,
Christ at 3%, Jesus at 2%, and Savior at 1%.
Chart 8 arranges the same data by name instead
of source (see page 27).
Chart 8 shows that Lord is the most frequently
used title for Jesus in scripture, which coincides
with the frequencies we've found in previous
sections of this study, including what Mormons use
in speech. Perhaps the frequency of Lord in the
scriptures affects how Mormons use the term in
speech. In other words, adults reading the scriptures
would come upon Lord more than other titles, which
might create a familiarity and preference to choose
this title over others.
Chart 8 also shows the striking increase of Lord
in Latter-day scriptures, especially the Pearl of Great
Price. Comparing this trend to the high percentage
of Jesus in the Gospels seems to show that the
closer a book of scripture focuses on the life of
Jesus, the more it uses Jesus; the more a book
focuses on other things, say doctrine, the more it
tends toward using Lord.
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Chart 7

Selected Names for Jesus in Scripture
(arranged by name)

Lord
Gospels

20%

N. T. w/oGs

44%

Book of Mormon

67%

0& c

78%
9CY7o

P. of G.P.

Christ
Gospels - - - 6%

N. T w/o Gs

33%
21 %

Book of Mormon

0&C----8%
P ofG.P.-3%

Jesus Christ
Gospels---7%
N. T. w/o Gs

12%

Book of Mormon -

3%

0& C

10%

P.ofG.P.--4%

Savior
Gospels 0%

N. T. w/oGs-3%
Book of Mormon-l %

0&c-2%
P. of G.P.-l %

Jesus
Gospels

67%

N. T. w/o Gs

9%

Book of MOfmon - - - - 8 %

0&c-2%
P. of G.P. -

2%
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Chart 8

Selected Names for Jesus in Scripture
(arranged by book)

Gospels
LORD--------20%
CHRIST--6%
JESUS CHRIST - - - 7 %

SAVIOR 0%
JESUS-------------------------67%

New Testament (except Gospels)
LORD'-----------------44%
C H R I S T - - - - - - - - - - - - 32%
JESUS CHRIST-----12%
SAVIOR-3%
JESUS

9%

Book of Mormon
LORD-------------------------67%
CHRIST--------2I%
JESUS CHRIST -

3%

SAV10R-l%

JESUS---8%

Doctrine & Covenants
LORD-------------------------------------78%
CHRIST---8%
JESUS CHRIST - - - - 1 0 %
SAVIOR-2%

JESUS-2%

Pearl of Great Price
LORD------------------------------------------9~,

CHRIST-3%
JESUS CHRIST - 4 %

SAVIOR-I%
JESUS -2%
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The most marked difference between names for
Jesus in scripture and those used by Mormons in
speech is the use of Savior. In speech Savior is used
11 % of the time, while in scripture Savior appears
no more than 3%.
NAMES FOR JESUS USED
IN GENERAL CONFERENCE
METHODS AND MATERIALS

This section examines the names general authorities use for Jesus in conference addresses, which
are formal and pre-prepared texts. We gathered data
from the November 1990 issue of The Ensign,
which contains the addresses from the October
Semi-Annual General Conference. This study
includes all the talks by members of the First
Presidency, the Quorum of the Twelve, the
Quorums of the Seventy, and the Presiding
Bishopric. For the purpose of the study, the
Presiding Bishopric and the Seventies are grouped
together. However, we have not included the talks
from the Women's Conference, which was held
before General Conference and included in The
Ensign. Nor have we included the one talk given by
a women during conference itself.
We use the same approach and format in this
section as we've used throughout our study.
DATA AND DISCUSSION
Chart 9 shows different names for Jesus as used
by each group, the First Presidency, the Quorum of
the Twelve, and the Seventies (see next page).
The First Presidency. The First Presidency is a
fairly homogeneous group, and the names they use
to refer to Jesus seem to reflect their likemindedness. They use Lord most often with 66% of
the total. Next is Jesus Christ at 17%. The "other
names" category follows with 6%, and then Savior
with 5%, Christ with 3%, Jesus with 2%, and God
with 1%.
Our initial reaction to the data was that the First
Presidency's choice of names for Jesus might be
topic-related, but a closer examination could not
support this. Another explanation might be personal
preference. The favorite term of President Benson
seems to be Lord. And even though he was unable
to speak at the conference, his counselors relayed
his messages to the membership of the Church. In

his quotes, the term appears frequently. Although
this may partially explain why the First Presidency
seems to use Lord so often for Jesus, it does not
account for all the data
The Twelve. The Twelve also represent a fairly
homogeneous group, for the most part coming from
the native-English speaking, UtahlIdaho-bom
mainstream of the Church. Among the Twelve Lord
is the most common title for Jesus at 37%. The other
terms are then closely grouped-Christ: 16%; Jesus
Christ 12%; Savior: 10%; and Jesus: 9%-with the
exception of God at just 4%. The Twelve use "other
names" 12% of the time.
With the exception of "other names," the
Twelves' usage corresponds closely with the usar~
of the Mormons we studied, as shown on Chart 1.
This may reflect similar socioeconomic or educational backgrounds. Or the similarity may reflect the
students' modeling their speech after the speech
patterns of the Twelve, who often address students
at campus devotionals.
The Seventies. The Seventies are a more diverse
group than the other two groups. Of the twelve
seventies who spoke, five were non-native English
speakers, which might explain the diversity among
the terms selected. While Lord is the most common
name used at 31%, Jesus Christ is close behind at
25%. Next is Christ with 15%, Savior with 14%,
and Jesus with 8%. "Other names" and God are the
least used, with 5% and 2% respectively.
The usage pattern by the First Presidency and
the Twelve correlates well with our data collected in
church meetings, but the Seventies' usage does not.
The fact that five of the twelve seventies who spoke
are non-native English speakers may provide an
explanation. Three are native Spanish speakers, and
in Spanish a common term for Jesus is Jesucristo,
which translates as Jesus Christ. This would explain
the Seventies' high use of Jesus Christ, 25%.
Chart 10 shows the same data arranged by name
rather than source (see page 30).
The conference addresses had interesting
aspects that the above data do not show. First, when
the mortal Christ is referred to, he is called either
Jesus or Jesus Christ. However, when the speaker
talks about the immortal Christ, he usually uses a
name relevant to the context like Savior, Redeemer,
or Messiah.

NAMES MORMONS USE FOR JESUS: CONTEXTS AND TRENDS

Chart 9

Names for Jesus Used in General Conference
(arranged by source)

First Presidency
LORD------------------------------------------____________________ 66%
CHRIST-3%
JESUS CHRIST--------------- 17%
SAVIOR-5%
GOD-1%
TOTAL DATA
81 names recorded

JESUs-2%
other names - - - 6%

Quorum of the Twelve
LORD-------------------------------__ 37%
CHRIST ---------------16%
JESUS CHRIST -----------12%
SAVIOR ---------10%
GOD---4%
JESUS------- 9%

TOTAL DATA
269 names recorded

other names ----------12%

Seventies
LORD-----------------------------31%
CHRIST ------------15%
JESUS CH RIST - - - - - - - - - - - - - - - - - - - - - - 25%
SAVIOR - - - - - - - - - - - - 14%
GOD-2%
JESUS----8%
other names -

5%

TOTAL DATA
131 names recorded
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Chart 10

Names for Jesus Used in General Conference
(arranged by name)

LORD

CHRIST

I r-- 66%

1st Pres.
Twelve
Seventies

37%
31 %

1st Pres. - - 3%
Twelve
Seventies

16 %
15%

1st Pres. --------------17%
120/,

JESUS
Twelve
CH RIST Seventies

SAVIOR

0

1st Pres. - - - 5%
Twelve
Seventies

GOD

1st Pres. -1%
Twelve - - - 4%
Seventies - 2%

JESUS

1st Pres. Twelve
Seventies

other
names

25%

10%
14%

2%
9%
8%

1st Pres.
6%
Twelve
Seventies - - - 5%

T01l\L DATA

1st Pres.: 81 names recorded
Twelve: 269 names recorded
Seventies: 131 names recorded
12%

NAMES MORMONS USE FOR JESUS: CONTEXTS AND TRENDS
Second, the generic Lord that we found in
members' speech seems prevalent among the
Seventy-both the native and the non-native English
speakers-but among the Apostles and the First
Presidency the generic Lord all but disappears. The
reference is clear over 90% of the time, primarily
because of contextual clues. This may suggest that
the First Presidency and the Apostles take special
care to communicate the meaning of each reference.
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APPENDIX 1

Other Names Used

TENTATIVE CONCLUSIONS
After studying the names that Mormons use for
Jesus by participant-observer methods and through
analyzing three other contexts-publications, scriptures, and General Conference-we note trends that
run throughout this study. The tentative conclusion
are as follows:
Mormons follow difficult-to-define trends when
selecting a name for Jesus.
Lord is a very common term among the
Mormons.
Mormons often use and interpret the term Lord
without worrying about precise meaning.
Jesus seems a term reserved for children under
12; Adults tend to use it only when talking to
children or referring explicitly to the life of
Jesus.
Music sung and scriptures read during Church
meetings use a wider variety of names for Jesus
than members' speech does during those same
meetings.
Church publications seem to reflect (or influence
or both) the usage of each magazine's target
audience.
Each book of scripture has a different pattern in
referring to Jesus, the modem-day scriptures
using Lord more than the Bible.
The names general authorities, especially the
Twelve, use for Jesus in General Conference
are not much different than what members use
in their own meetings.
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Speech
Almighty
Beloved Son
BridegroofT'
Child of Light
Creator
Deliverer
Elder Brother
Jehovah
King
Lamb
Lord God
Lord Jesus Christ
Lord of Hosts
Lovely
Maker
Master
Mediator
Messiah
Most Holy One
Only Begotten
Prince of Peace
Redeemer
Son
Son of God
Son of Man
TOTALS

Scripture

Music

2
4

2
I
8

5
I

3

3
I

5
2
1

8
I
I

2
2
I

2
9
I

3
2

1

4

26

29

2

32

32
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APPENDIX 2
Form used to collect participant-observer data

Name

Meeting

Date

Ward

Speech

Scripture

Music

Jesus

Jesus Christ

Christ

(the/my) Savior
(the Son)

I

(the/my) Lord
(generic)
(the Son)

God
(generic)

(closer w/J.c.)
.

other
~---

Observations and notes

_._--

- -

The American Sign Language Translation
of the Book of Mormon
Linguistic and Cultural Considerations
Minnie Mae Wilding-Diaz
Brigham Young University
Head Translator, ASL Translation of the Book of Mormon Project

"For the first 20 years after its publication in
1830, the Book of Mormon was printed only in
English. During the next 127 years (1851-1978),
thirty-one translations were done. That number has
more than doubled in the past 11 years, with either
all or part of the Book of Mormon being translated
into 64 new languages ... " (Ensign, 1991, p. 75).
Truly Doctrines and Covenants 90:11 " ... every man
shall hear the fullness of the gospel in his own
tongue, and in his own language ... " is in the process of being fulfilled! Each translation into a different language involves more than just knowing the
linguistic dictations of that language; culture must
also be taken into account. As any linguist will
assent, language and culture is firmly bound to each
other. Each translation of the Book of Mormon thus
needs to take into account both the cultural and
linguistic influences of the target language. This is
no different with ASL (American Sign Language),
the target language of this translation project.
ASL is the language used by a majority of Deaf
people living in America and Canada. (The word
Deaf, as opposed to ~, specifies the cultural
bonding many Deaf people have with each other,
having grown up without much of their hearing
ability. People who lose hearing in their later years
often don't feel this cultural bond to other Deaf
people.) By the very virtue of not having had our
hearing ability for most of our lives, Deaf people
have become much more dependent on visual
stimuli. What we see is what we know. Therefore,
over the years (about two centuries) Deaf people
have incorporated how we see the world into our
language, and, in that way, ASL uses space, speed,
eye movements, facial expressions, and most importantly, hands to convey exactly how we perceive the
world. To us, this is culturally comfortable and

linguistically sound. On the other hand, English,
having been developed over the centuries according
to how English-speaking people have wanted it to
sound, is just that much more "foreign" to us.
ASL is as complex and intricate and profound as
any other language, and as difficult to learn. Many
people trying to learn the language in their later years
have difficulty grasping the nuances of the language,
the use of space and facial expressions. The threedimensional aspect of ASL can be an impediment
towards developing native-like competence; it is just
a little too "strange"-just like trying to learn and
understand the tonal characteristic of Chinese can be
for learners of that language.
Many people don't realize how different ASL is
from English. They wonder why it is so difficult to
translate from English to ASL, wondering why the
words couldn't be signed off the English page.
There are several answers to this type of question.
First, the main idea of the First Presidency's Official
Statement about translating the standard works is:
"translations of the Standard Works from English
into any language are to be literal translations insofar
as possible" (emphasis added). This statement basically states two points: First, we can't attempt to
interpret, but rather we must concentrate on translating as literally as possible the sayings in the Book of
Mormon.
In the examples given here and elsewhere, the
English version is typed below with the ASL translation given above. It must be understood that the
ASL translations has not been approved as of yet by
the Translation Department of the Church, but are
shown here as the best translation possi ble at the
moment. The various symbols are used for facial
expressions, repetition, speed, emphasis, and tre
such. Words in parentheses likewise indicate what
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paralinguistical expression is necessary. An example
will illustrate the point that we must concentrate on
translating as literally as possible:
Mosiah 3:26
That reason //cup (CL:cup) God Thy (2h)anger
(CL:fill-cup)\\ <they finish drink...
Therefore, they have drunk out of the cup of
the wrath of God ...
Note that the ASL translation of this verse makes no
attempt to explain that the verse means that "they"
have experienced God's wrath. The concept was
translated as literally as possible. Readers of t:lJe
ASL translation of this verse will need to analyze it
as much as an English reader will the English verse
to come to the real meaning of the verse.
The second point to realize about a literal
translation is that care must be taken to assure that
phrases that are repeated in the book are translated in
the same way throughout. As with other languages,
there can be several correct possible ways to translate any given phrase into ASL. If we had signers
sign "off the English page," these phrases can very
easily be translated differently each time they come
up.
These two items of concern are a challenge;
however, a third and much more demanding cause
of the difficulty in translating from English to ASL
is the many differences between the two languages,
with both cultural values and linguistic differences
playing a role. ASL has a few special characteristics
that many other languages don't possess: it is signed
and not spoken with the voice, it is not written, and
it is relatively unexplored. (Research on the language itself started in the early 1960's, a mere thirty
years ago.) The remainder of this paper will examine
examples to illustrate how problem areas have been
resolved.

each other. For example, when we want to describe
a room, we use classifiers to tell where certain
objects are: to our left, in front of us, between two
aforementioned items, above another object, and the
such. Trying to translate Lehi's dream, and the wars
in Alma, and, yet, retaining the integrity of the
English verse (in other words, remaining literal) was
a tremendous challenge!
1 Nephi 8:26
.. .//water (CL-river)\\ other >over-there there
large building huge(cha) (CL-Iarge building)
(sh) -- and //(CL-Iarge building)(sh)\\ seem
(2h)up lIearth (CL-ground)\\ (CL-high-above),
(CL-Iarge building)(sh).
... on the other side of the river of water, a
great and spacious building; and it stood as it
were in the air, high above the earth.
SUMMONING SOMEONE
In the Deaf culture, we don't get each other's
attention by calling out a person's name. We wave,
or ask people close to the person to get their attention
for us. When the below verse was confronted, it
took a little "putting on of the English culture" to
realize how it should be translated.
Joseph Smith History 1:33

/IMy name\\ <he speak (CL-get attention), and
told-me <himself messenger...
He called me by name, and said unto me that
he was a messenger...
CHRONOLOGY
In ASL, sentences are spoken in a chronological
time frame. It is difficult to try to say something in
ASL without first explaining and/or discussing what
happened before that event occurred. We need to
"see" the situation and see how an occurrence affects
the other in a chronological sequence of events.

SPACE AND CLASSIFIERS

1 Nephi 3:1

Like mentioned above, ASL uses space to
convey information. One way this is done is by
using classifiers, which basically means signs that
describe shape, size, location and movement. These
classifiers are used in the space in front of the body
to show how physical items are set up in relation to

And happen //NEPHI\\ that me, me finish
(2h)speak Thee Lord, me #BACK my father's
tent.
And it came to pass that I, Nephi, returned
from speaking with the Lord, to the tent of my
father.
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In a similar manner, parenthetical expressions are
difficult to translate. Most often than not, the
information in parentheses are "out of time frame,"
yet to preserve the integrity of the English version,
the ASL translation needs to, somehow, keep the
concept of the writer of that verse having stopped in
the middle of a thought to discuss/explain something
else.
Mormon 1:5
And //MORMON\\ that me, myself //NEPHI\\
generation me, (small-SH-R) and limy father's
name\\ MORMON (SH-C) anyway //five-list
AMMARON order-me\\me remember-twist.
And I, Mormon, being a descendant of Nephi,
(and my father's name was Mormon) I
remembered the things which Ammaron
commanded me.
PASSIVE SENTENCES
ASL doesn't have passive sentences. Many passive sentences encountered are easy to rewrite into
active sentences.
Omni 1:21 (simple passive)
... and ZARAHEMLA his people class ago
fmd CORIANTUMR -... And Coriantumr was discovered by the
people of Zarahemla ...
However, some sentences pose more difficulty.
1 Nephi 4:16 (passive sentence without agent)
And me y-same know //law it\\ fmish engrave
there plates BRASS

NEGATIVE
While ASL does have negative sentences in that
one using the language can say that he doesn't have
something, or that he did not do something, ASL
does not have rhetorical negative statements or
questions, nor does the language have the neithernor concept.
Omni 1:6

... true, he won't let fail that words five-list
Thee (2h)speak our father-ancient...
... yea, he would not suffer that the words
should not be verified, which he spake unto
our fathers ...
Moroni 10:4
... me want urge++, you ask(up) God, Thyself
(2h)Father Eternal, with name Christ, ask(up)
"?" five-list true ...
.. .1 would exhort you that ye would ask. Go~,
the Eternal Father, in the name of Chnst, If
these things are not true ...

Alma 5:11
.. .//ABINADI >his mouth (2h)speak words
five-list\\ "?" //right\\ my father, that ALMA,
<he believe and "?" //right\\ >himself prophet
holy"?" //right\\ >himself finish (2h)speak
God Thy word+ and limy father, that ALMA\\
<he believe.
... did not my father Alma believe in the words
which were delivered by the mouth of
Abinadi? And was he not a holy prophet? Did
he not speak the words of God, and my father
Alma believe them?

And I also knew that the law was eng raven
upon the plates of brass.

Mosiah 2:13

1 Nephi 1: 1 (passive sentence with need for
topicalization-this example actually has two
passive concepts, one after the other)

Y-same me late(th) allow you-all fist-put++
jail, or you-all slave each other or you-all
murder or (2h)(alt)capture or steal or
adultery++, me late(th) allow ...

//NEPHI\\ that me, my parents born me,
//them-two righteous exalted\\ that reason (sm
sh-r) /lmy father his learn know open-things\\
(sm sh-c) "well"(nod-mm) finish teach-me
I, Nephi, having been born of goodly parents,
therefore I was taught somewhat in all the
learning of my father...

Neither have I suffered that ye should be
confined in dungeons, nor that ye should make
slaves one of another, nor that ye should
murder, or plunder, or steal, or commit
adultery ...
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OTHER

The above discussion should help it be more
apparent why it is difficult to translate verses like the
ones found in Ether 1:6-32. These verses aren't
chronological, nor are they active in the sense that
the subject does the action.
Ether 1:7-9
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7) //CORIANTOR\\ /lhis father\\ MORON.
8) And //MORON\\ //his father\\ ETHEM.
9) And //ETHER\\ //his father\\ AHAH.
7 Coriantor was the son of Moron.
8 And Moron was the son of Ethem.
9 And Ethem was the son of Ahah.
These are but a few examples that can be
discussed; they will suffice to show there are many
differences between English and ASL, and that both
linguistic and cultural considerations need to be
made while translating.
Isaiah 29: 18 says: "And in that day shall the
deaf hear the words of the book, and the eyes of the
blind shall see out of obscurity, and out of
darkness." Each scripture has a spiritual and a
temporal interpretation, and we believe that the blind
are already "seeing out of obscurity" with the Braille
Book of Mormon, and that the deaf will soon get
their chance to "hear the words of the book" with
this ASL translation project. And we rejoice in it!

Born and raised in Idaho into a Deaf family which consisted
of Deaf parents and eight Deaf siblings. Received my BA in
English from Gallaudet University, Washington, D.C ..
Afterwards, worked three years as Coordinator of the
Learning Center at SouthWest Collegiate Institute for the
Deaf in Texas. Currently in the middle of my masters study
in Teaching English as a Second Language at BYU, teaching
Deaf Culture at BYU, and translating the Book of Mormon.
Married 2 years to the most wonderful man.

The Resolution of Lexical Ambiguity
in Machine Translation
Dan W. Higinbotham
Executive Communication Systems, Inc.

In July of 1949, Warren Weaver sent a memorandum to about 30 friends, suggesting the possibility of using computers to translate text from one
language into another. This group and their contacts
began research in machine translation, and much of
the work in natural language processing (and
artificial intelligence) has its roots in the early efforts
of this group. Weaver's memo began by quoting
from a letter he had written:
Recognizing fully, even though necessarily
vaguely, the semantic difficulties of multiple
meanings, etc., I have wondered if it were
unthinkable to design a computer which would
translate ...
(Weaver 1967, p. 190)
It was recognized from the very beginning that
lexical ambiguity would be one of the major stumbling blocks in processing natural language.
1.0 AFrY YEARS OF AMBIGUITY
This paper will survey some of the methods
used in the last 50 years for automatically resolving
lexical ambiguity, and will report on a reasonably
effective algorithm combining some of the most
successful of those methods.
1.1 STATISTICAL METHODS
One of Weaver's own suggestions was based
on the idea that a word may be ambiguous in isolation, but given sufficient context, should be
unambiguous. He suggested that a window of N
words on either side of a word should be sufficient,
for some value of N; it would be an experimental
issue to find out how much context was necessary.

1.1.1 LOCAL CONTEXT
The year after the appearance of Weaver's
memo, Abraham Kaplan wrote a paper called "An
experimental study of ambiguity and context"
(Kaplan 1950). His basic purpose was to discover
how much context was necessary for humans to
disambiguate ambiguous words. He took examples
of ambiguous words from books on mathematics.
The words averaged 5.6 dictionary senses.
Examples were presented to human subjects with
varying degrees of context, namely one or two
words before or after the ambiguous word (or both
before and after), or within the whole sentence; each
subject was asked to decide which sense of the word
was being used in that context. After tabulating the
results, Kaplan concluded
... A context consisting of one or two words
on each side of the key word has an
effectiveness not markedly different from that
of the whole sentence.
... Under optimal conditions ... ambiguity is
reduced from ... about 5 senses to about 1 or

2.
(Kaplan 1955, pp. 46-47)
Optimal conditions were obtained (1) when the
translator was trained in the subject of the text
(mathematics); (2) when the context included at least
one word on each side of the ambiguous word; and
(3) when the context words were content words
(nouns, verbs, adjectives, and adverbs) rather than
function words (prepositions, articles, etc.).
Kaplan's results were encouraging to many,
because the study was taken as evidence that a local
context (of two to four words) was sufficient to
resolve lexical ambiguity; the study had shown that
such a context was nearly as useful as the whole
sentence for the purpose of resolving ambiguity.
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Although Kaplan's results were taken to mean
that not more than 2 words on each side of the word
in question, the method of storing all such contexts
was never applied directly. Even using a context of
one word on each side of an ambiguous word, a
vocabulary of M words would require a matrix of
size M3, where the value at any position (X,Y,Z) in
the matrix would be the most frequently correct
sense number of word Y in the local context "X Y
Z". For example, in the phrase 'put into a bank
account' , ignoring the function words 'into' and 'a',
it is almost certain that the meaning of 'bank' (Y) in
the presence of 'put' (X) and 'account' (Z) is the
financial meaning. But, assuming that values in tre
matrix could be automatically determined based on
frequencies in a text tagged with correct sense
numbers, and assuming a moderate vocabulary of
lO,OOO words, this would require a matrix of a
trillion entries, and, at a millisecond per entry,
would take over thirty years to fill.
1.1.2 FREQUENCY
Early translation programs had simply left the
problem up to the reader, by presenting translations
of each of the possible senses of a word, separated
by slashes. Another method was simply to leave the
ambiguous source word in the translated document
for a post-editor to fix.
Another common approach was simply to
translate the sense of the word used most frequently.
This could be determined automatically.
A trans-semantic frequency count is a listing
of the words of the source language, together
with the various possible renderings of each in
the target language, and the frequency of
occurrence of each of the latter. Such a listing
would resemble a normal translation
dictionary, with the addition of information,
probably in the form of percentages, giving the
frequency of occurrence of each meaning in the
target language.
(Pimsleur 1957, p. 11)
Frequency studies could also be based on
various types of text.
Alternative frequencies should also be given
for various subject areas, scientific, military,
etc.
(Pimsleur 1957, p. 11)

...

Researchers at the University of Washington in
1958 tried categorizing science into about seventy
sub fields and tagging word senses according to
which subfield they most properly belonged to.
They reported that so few of the word senses could
be marked in this way, that disambiguation was
possible in only a small number of cases (Madhu
and Lytle 1965, p. 9).
1.1.3 COVER WORDS
A variation in the use of most common translation was the use of "cover-words", which were
words "of relatively high semantic frequency which
can be used in place of words of lower semantic
frequency, with little possibility of misinforming the
reader." (pimsleur 1957, p. 13) A target language
"cover-word" would be a word of relatively broad
coverage, whose available meanings could "cover"
most of the meanings of other more specific translations of a given source word. This would allow the
human reader of the translated text to do some of the
disambiguation work, based on context, using human intelligence.
1.1.4 CATEGORY COUNTING
Walker and Amsler suggested using frequencies
of occurrence of subject codes in the Longman
Dictionary of Contemporary English (LDOCE). In
the typesetting tape, certain senses of some words
are given a four-character domain code. Given a
segment of text with ambiguous words, the domain
codes on each of the senses of each of the words in
the text were assembled and counted. Basically, the
sense of a word was chosen whose subject code had
the highest frequency in the text. Unfortunately,
Walker and Amsler reported that in an eight million
word corpus, only 23% of the words were in the
LDOCE (Walker 1986), and even of the words that
do occur in the dictionary, most of the senses are not
marked with subject codes.
1.2 WORD EXPERTS
Small's Word Expert Parser depended on idiosyncratic procedures associated with each ambiguous word in the lexicon. Each procedure was a
discrimination net, with a decision tree based on the
local context, and sometimes on human input. The
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procedures soon became long and cumbersome; the
one for the word 'throw', for example, was six
pages long (Hirst 1987, p. 83). Unfortunately,
developing the procedures was so time consuming
that questions of a global nature were just relegated
to interaction with an on-line user, thus begging all
the more important questions of automatic disambiguation (Adriens and Small 1988, p.18).
1.3 APPROACHES BASED ON A THESAURUS
The organization of Roget's Thesaurus, which
lists content words under more than 1000 concept
headings, presented the possibility of a more scientifically based method.
1.3.1 SEQUENCES OF THESAURUS
CATEGORIES
Roderick Gould of Harvard had the idea of
storing frequencies of sequences of semantic categories, where the semantic category of each word in
the sequence would be the correct Roget classification. These would be based on an automatic
frequency analysis of a large sample of source
language text, in which each content word had been
manually tagged with the appropriate Roget concept
category number (Gould 1957, pp. 15-27). He was
not able to try the idea at the time, but it should be
noted that a matrix for sequences of two categories
would require a million entries; Kaplan's data suggests that at least sequences of three categories
would be required, and a matrix storing three category sequences would need a billion entries.
1.3.2 COOCCURRING SEMANTIC CLASSES
The Cambridge Language Research Group
thought of using the thesaurus in a more practical
and immediate way. For example, in the phrase
'flowering plant', both 'flowering' and 'plant' are
listed in the thesaurus under the heading 'vegetable',
so we pick the vegetable sense of both words
(Masterman 1957, p. 36). It was soon discovered,
however, that in Rogel'S Thesaurus, some words
were not listed at all, and other words were not
listed in all of their senses. The Cambridge group
attempted to develop a new thesaurus, in which only
synonymous words would be listed under the same
heading. This attempt failed to be useful for lexical
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disambiguation, since words which are in no way
synonymous to the correct sense of the ambiguous
word can often trigger the selection of the correct
sense (Sparck-Jones 1965, p. 97).
1.3.2 THESAURAL CHAINS
A model of chaining in the Thesaurus was
developed by Robert Bryan. He defined chains of
entries according to word-groups and categories
(Sedelow 1986). The basic idea was that if the same
two words occurred in more than one category,
there was a strong conceptual link between the two
words, and also between the two categories. Chains
of entries in the thesaurus could be formed so that
every link in the chain either connected two senses
of the same word, or two categories. If every link
was conceptually strong, the entries (which are
essentially word-senses) were considered to be
semantically related. The thesaurus could be partitioned so that two entries belonged to the same
subset if and only if they could be connected by a
strong chain. Disambiguation would therefore be
possible if a sense of the ambiguous word belonged
to the same subset as a sense of some other word in
the context.
Once Roget's Thesaurus was partitioned, however, it was discovered that of the 199,427 entries in
Thesaurus, 133,672 of the entries had no strong
links with any other entry. The remaining 65,755
entries were partitioned into 5966 sets. One of these
sets contained 22,480 entries, or about one-third of
the remaining entries. Although some of the entries
in this group were instances of the words 'cozy',
'intimate', 'snug', 'familiar', 'close', 'near', 'tight',
'thick', and 'compact', the group also contained
instances of words such as 'vile' and 'humble'. Of
the other sets, 3373 were formed from only four
entries. The other groups ranged in size from six
entries to 229 (Talburt 1990). Obviously, such sets
are oflittle help resolving ambiguity in real text.
1.3.3 THESAURAL CATEGORY COUNTING
An approach similar to Walker's idea of counting categories, as discussed above, was suggested
for thesaural categories by John Brady (Brady
1990). Given a text with ambiguous words, the
codes for each of the words in the text would be
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assembled and counted (using the 1042 groupings in
Roget's Thesaurus). For each word, the sense
would be chosen that corresponded to the thesaurus
code that occurred most frequently in the text. If this
was insufficient to disambiguate a particular word,
higher levels of classification in the Thesaurus
would be used in the same manner (Sedelow 1990).
This method still needs to be tested on a large
corpus.
1.4 PREFERENCE SEMANTICS AND
COLLATfVESEMANTICS
1.4.1 PREFERENCES
The most important idea of Preference
Semantics as applied to the resolution of lexical
ambiguity, is that predicators have preference for
certain semantic classes of arguments, and modifiers
have preference for certain semantic classes of head.
The verb 'drink', for example, prefers an animate
subject, and the adjective 'blue' prefers a concrete
head. Therefore incorrect senses of an ambiguous
noun may be eliminated if they do not satisfy tre
preference of a modifying adjective or a governing
verb. Formulas were developed to describe word
senses, based on about 80 semantic primitives
(depending on the version of the theory). The
formulas were so hard to write that a full-blown
system that could test the accuracy of the approach
has never been completed.
1.4.2 COLLATIVE SEMANTICS
In Collative Semantics, a recent extension of
Preference Semantics, word senses are the semantic
primitives, and each sense of a word is defined by a
frame structure. Each frame has arc information,
which relates the frame to other frames, creating a
hierarchical hyponymy structure, and node information, in which there are features and values, preferences for arguments, and assertions.
Each frame includes an arc which specifies the
name of the next higher frame in the hierarchy. By
following links, one can find all of the superordinates of a frame in the hierarchy. Preferences can be
expressed by giving the name of a frame in tre
hierarchy. If the preferred frame is not among the
superordinates of the frame associated with a sense
of an ambiguous word, that sense can be eliminated. Preferences can also be expressed by listing
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a set of preferred features and values. In this case,
the word sense whose frame best matches the preferred list is the one chosen. Again, the frames are
difficult to code, so no system has been developed
large enough to test the accuracy of ambiguity resolution on real text (Fass 1988).
1.4.3 RELATIONAL TRIPLES
Yet another group using the idea of preferences
is the Distributed Language Processing group (DLT)
in the Netherlands. The major disambiguation
method is based on a hierarchy of word senses, and
a set of wordsense:relator:wordsense triplets. These
triplets represent commonly expected relationships.
The relators are an abstracted form of prepositions
or thematic roles. The syntax builds dependency
trees, and each pair of words and the connection
between them is mapped to a set of possible triplets.
The possible triplets are given scores, according to
the distance in the hierarchy between the tree word
senses and the triplet word senses. For each word,
the scores of the triplets in which it is involved are
summed, and the word sense with the highest score
is chosen (Papegaaij 1986). Initial results were
considerably worse than if the most frequent sense
of each ambiguous word had been chosen.
1.5 MARKER PASSING
Charniak developed a system of marker passing
based on frame structures for knowledge representation. When a word in a sentence is encountered
each of its sense frames is marked, even if it is not
the sense eventually selected. Then, all frames referenced in these marked frames are also marked, and
so forth. Usually, some kind of strength is associated with each mark, and the strength of the mark
diminishes each time until it falls below some preestablished bound, after which marking is discontinued. If some frame in the system gets marks from
two different origins, the two sense frames of the
two words which originated the marker passing are
chosen as the correct senses for those two words
(Chamiak 1983). Again, coding the knowledge
frames is so difficult that no tests have been reported
that show how viable this method may be.
Several groups have tried to build knowledge
bases from machine-readable dictionaries by filling
slots in word sense frames with words that appear in

RESOLUTION OF LEXICAL AMBIGUITY IN MACHINE TRANSLATION

their definitions. Several years ago, I tried marker
passing directly within dictionary definitions, skipping the step of building a framed knowledge base. I
parsed the definitions from the Longman Dictionary
of Contemporary English, assigning grammatical
categories to the content words in every definition,
giving special status to the head word of each
definition. Given an ambiguous word, and a list of
context words, each word in the definitions of the
senses of the ambiguous words and context words
were given a certain level of activation. Then words
in the definitions of those words were activated
somewhat less, giving different activation strengths
to head words. Whenever a word was ultimately
activated by both a sense of the ambiguous word
and one of the senses of a context word, a value
based on the activation strengths from both sources
was added to the score of the appropriate sense of
the ambiguous word. The sense of the ambiguous
word with the highest score was chosen. Various
formulas for diminishing activation strength and
determining depth of activation were used. When
this method was used to resolve ambiguities in real
text, the results showed that selection was nearly
random. Upon closer examination, it was discovered that unforeseen spurious connections were
actually in the majority in most cases. Perhaps if
each word in each definition had been marked for its
correct sense, resolution would have been better.
Nevertheless, this experience casts doubts that any
kind of spreading activation in a knowledge base
will ever be very successful.
1.6 CONNECfIONIST APPROACHES
The idea of spreading activation naturally
appeals to those who are interested in modelling the
neural structure of the brain. Automatic learning
algorithms have been developed for some kinds of
neural networks so that a sequence of input and
expected output patterns can be presented to the
learning routine, and it will automatically tune the
network so that the it will calculate the function
implicit in the data. Some networks can generalize
and develop internal representations for prototypical
patterns; others can fill in missing portions of
familiar patterns when only presented with a part of
a pattern. Naturally these kinds of automatic learning
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and generalization capabilities are of great interest to
the problem of ambiguity resolution, since it seems
that humans learn words and semantic relationships
by a process of examining large quantities of data
and extracting generalizations. Unfortunately,
research into the abilities of neural networks for
natural language processing is still in its infancy.
Garrison Cottrell has discussed a localist
approach, in which each concept is represented by a
separate node in a neural network (Cottrell 1988).
There are nodes for each word (level 1) and for each
sense of each word (level 2), connected to a mysterious third level of nodes that represent the
interconnections of knowledge. Activation is supposed to spread among semantir,ally related nodes
and somehow cause the node corresponding to the
correct sense of the ambiguous word to end up with
the highest activation. Unfortunately, the structure
of the third level is too vague to be useable.
Kawamoto uses a distributed model in which a
concept is represented not by a single node, but by a
certain pattern of activation over a subset of the
nodes of the network. He trained the network with
patterns for two senses of each of twelve ambiguous
words. Each pattern consisted of a pattern of 216
nodes, which included representations of the written
form of the word, the phonemic form, the grammatical category, and some ad hoc semantic features.
After sufficient training, it was possible to present
partial patterns, and the network would fill in the
rest of the appropriate pattern, as long as the part of
the pattern presented was not ambiguous (it could
not belong to more than one of the known patterns).
After a pattern had settled into a stable state,
connection weights were temporarily modified so
that the network would decay out of the stable state.
When an ambiguous new partial pattern was
presented to the network in this decayed state, the
network would settle on the pattern most similar to
the previous stable state and also consistent with the
new input pattern, thus showing a contextual effect
by the previous word. Unfortunately, one word of
context is far from sufficient, and it is not at all
obvious how to scale up this toy network to a real
system.
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1.7 SUMMARY
Many of the ideas for resolving lexical
ambiguity have been so difficult to implement that
no full systems have ever been built to give them a
proper test. Some have been abandoned midstream
when initial results were negative. Others simply
never worked at all. Part of the problem may have
been a lack of clear perspective about what kinds of
lexical ambiguity problems occur in actual text. The
next section will discuss examples of various kinds
of ambiguity in real raw text.
2.0 AMBIGUITIES IN REAL TEXT
This section presents the results of an analysis
of the types of lexical ambiguities that occur in actual
text. The ambiguities found were manually classified
according to which of several general approaches
might successfully resolve them.
The study was based on four small texts. The
first was a newspaper article about some whales
which were trapped in Arctic ice (Provo Herald
1988); the second was made up of selections from
an article on AI (Dreyfus 1985); the third was from
Joseph Smith's Testimony (Smith 1978); and the
fourth was from a LISP manual (Gold Hill
Computers 1983). Together, the texts included 3848
words. Of these, 1537 were adjectives, verbs or
nouns (about 40%). An English-to-Japanese translation dictionary was used to make a list of all the
words in the texts, along with their grammatical
categories and various possible translations within
each category. Each ambiguous word in the source
texts was then annotated by its grammatical category
in that context, along with the possible translations
for that word within that category. It was found that
883 of the 1537 adjectives, verbs and nouns had
intra-category ambiguities (about 57%). Each word
was then annotated with the subset of possible
approaches which could hope to successfully
resolve the ambiguity in its particular context.
The following subsections present each of the
approaches with examples, and the results of the
study.
2.1 SYNTAX
Complement types and agreement for verbs,
countability for nouns, and sentence position for
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adjectives can be used to resolve ambiguity. For
example, in the phrase
As HusserI saw ...
'saw' could either be the past tense of 'see', or
'saw' as in 'cutting wood', but 'cutting' sense fails
to agree with the third person subject.
2.2 IDIOMS
Some normally ambiguous words can be
resolved because they occur as part of a fixed idiom.
For example, one would simply translate the idiom
In the first place ...

rather than worrying about the ambiguity of the
word 'place' outside of this context.
2.3 FREQUENCY
Often, simply choosing the most frequent sense
yields the correct meaning. For example, in
When the waitress came to the table ...
the most frequent meaning is that of furniture 'table'
rather than 'table' of figures.
2.4 TECHNICAL GLOSSARIES
In a phrase in an article talking about knowledge
representation, such as

... the script accounts for the possibilities in
the restaurant game ...
the word 'script' is likely to mean 'procedure'. The
most likely meaning in a computer science text might
be 'font', and in a text about the theatre, 'the written
form of a play'. Technical glossaries can be used to
translate certain words with technical senses when
translating texts within a given domain.
2.5 DISCOURSE MEMORY
Often, the context surrounding the first use of a
word is more specific than the context surrounding
its later uses. Once the intended sense of the word is
established by the original context, the same sense is
assumed for further instances of the word. For
example, 'ice' is listed in the dictionary as meaning
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either 'frozen water' or 'sherbet'. If the context
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... California gray whales, whose species is
endangered, became trapped in the ice ...

... thick Arctic ocean ice ...
resolves the meaning of 'ice' early in the text, the
more difficult phrase later in the text,
... they quickly cleared the ice ...
can be resolved by using the same sense.
Words were marked as resolvable by this
method if the correct sense of the word was the
same as the correct sense of the previous instance of
the word in the text.
2.6 COVER WORDS
Although a source word may be translated by
several different target words, one of the possible
translations may be more general in meaning than
the others, and actually include or "cover" those
more specific meanings. For example, the verb
'decide' in English can be translated into Japanese
by 'kettei suru', meaning 'decide definitely on'; or
by 'kesshin suru', meaning 'decide in one's heart';
or by 'kimeru', meaning 'decide upon'. The last
meaning is general enough to cover the other two
and the context is usually sufficient for a Japanese
reader to understand. In practice, this method would
be utilized by entering only the cover meaning in the
machine translation lexicon.

'species' can be translated by 'shu', meaning 'type
of living thing'; or by 'shurui', meaning 'type or
kind'. In this case, the proximity of the word
'whales' makes it clear that the first is the best
translation. The word 'ice' can be translated by
'koori', meaning 'frozen water'; or by 'shaabetto',
meaning sherbet. Whales are clearly related to water,
and therefore to 'frozen water' , but there is no such
immediate connection between whales and sherbet.
2.9 LOGICAL REASONING
Some kinds of ambiguities could not be resolved by any of the above methods or any
combinations of them. In the phrase
But Minsky seems oblivious to the handwaving optimism of his proposal that
programmers rush in where philosophers such
as Heidegger fear to tread ...
'oblivious' can be translated as 'kizukanai', meaning
'unaware'; or as 'wasureppoi', meaning 'apt to
forget'. In this case, it seems more likely that
Minsky was unaware of his "hand-waving
optimism" than that he had once been aware of it,
but had forgotten about it. This kind of reasoning is
not something that could easily be captured by any
of the previous methods for resolving ambiguities.

2.7 PREFERENCES
A verb or preposition often prefers certain
classes of arguments and an adjective often prefers
certain classes of heads to modify. For example, in
The ... whales became trapped in the ice two
weeks ago while migrating south.
the two listed Japanese translations for 'migrate'
were 'idoo suru', meaning to 'move or locomote',
and 'ijuu suru' , meaning to 'immigrate or emigrate' .
The second prefers a human subject, so the first
translation is chosen.
2.8 TRIGGER WORDS
Often nearby words give a clue to the proper
sense of a word. For example, in the fragment

2.10 RESULTS OF THE STUDY
The following table reports the statistics collected. Lines 1 through 5 give general statistics on
the number of words, number of words in the
categories surveyed, and the number of polysemous
words (with intra-category ambiguities); also the
number resolvable by syntactic considerations alone,
or by assuming the words occurred in idioms that
had been entered in the dictionary.
The second part is based on the number of
ambiguities left after the syntactic and idiom
methods had been used. The statistics in lines 7
through 12 are given as percentages of the number
of remaining ambiguities (shown in line 6) that can
be resolved by the given method alone. In line 13,
the percentages represent the number of ambiguities
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left unresolved by all of methods used in lines 7
through 12 (and combinations of those methods).
Text1 Text2 Text3 Text4
1. Total words
421 1776 1212
439
2. Adjs. verbs. nouns 194
731
411
201
3. Polysemous words
84
424
248
127
4. Resolvable by syntax 20
93
61
20
5. Part of an idiom
36
12
11
10
6. Unresolved by above 52
297
176
97
7. Frequency
46% 39% 26% 39%
8. Technical glossaries 0%
15%
3% 23%
9. Discourse memory 21% 40% 37% 79%
10. Cover words
27%
18% 27%
19%
11. Preferences
27%
11%
15%
3%
25%
9%
13%
3%
12. Tribber Words
13. Logical reasoning 2%
2%
5%
1%

Total
3848
1537
883
194
69
622
36%
11%
44%
21%
12%
10%
3%

The percentages do not add up to 100% because
some ambiguities are resolvable by more than one of
the methods. Of the ambiguities not resolved by
syntax and idioms. only 2% required some combination of the methods in lines 7 through 12. Each of
the methods in lines 7 through 12 resolved between
3% and 9% that could not be resolved by any of the
others. It seems clear that some combination of the
methods is necessary, and could potentially yield
above 95% accuracy with resorting to logical
reasoning.
The most difficult to actually deal with are
trigger words. It is difficult to determine the correct
sense of an ambiguous word based on trigger
words, because they can be at arbitrary distances
without any syntactic relationship. Sentences like
The ink ran out, so the pen is empty.
The pig ran out, so the pen is empty.
were the kind that led to skepticism about machine
translation 25 years ago. The next section discusses
one way to approach the problem.
3.0 STATISTICAL COOCCURRENCE
Modern technology has finally made it possible
to begin to apply Weaver's idea of local context.
Although it is still difficult to store all possible
contexts for a word, along with the appropriate
sense for each, using statistical cooccurrence can
give better results than simply translating the most

frequent sense.
This can be done with the help of a base text
which has been translated into the desired target
language. The parallel texts must be divided into
small segments of local context (usually 1 to 7
sentences). and the divisions correlated so that the
nth segment of the target text is the translation of the
nth segment of the source text. Since the base text
will be used to determine the proper translation of
source words based on local context, the number of
senses in which a source word is used can be
equated to the number of different ways in which it
is translated in the target text. Statistically significant
cooccurrences can then be used to resolve ambiguity
based on local context. Since content words (rather
than function words) are most useful for contextualization, function words should be removed from
both the base text in both the source and target
languages, and the remaining words reduced to base
form (this can be done using a tool such as
Morfogen; see Pentheroudakis 1991, this volume).
Now, using an inverted index and a bilingual
dictionary appropriate to the texts, it is possible to
determine statistically significant cooccurrences.
Specifically, it is possible to find all pairs of source
words A and B, such that in n% or more of the
cases that A and B occur in the same segment, A is
translated as target word T. In order to be
statistically significant, some minimum number of
cooccurrences of A and B should be required. This
information can then be used for translating other
texts of a similar subject area. Whenever word A
occurs in a local context which includes B, A will be
translated by the target word T (unless a higher
priority method takes precedence; see the next
section).
For example, since the Book of Mormon is
already divided into segments (Le. verses), the
English and Spanish versions offer some examples.
Function words were removed from both versions,
and the remaining content words reduced to base
form using Morfogen (all except Moroni's
Introduction and 12 chapters of the Book of Alma,
which were accidentally left out). The first 80% of
the text was used as base text, and the remaining
20% was used as test text.
It was discovered that in the base text, the word
'kindred' was translated as 'parientes' meaning
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'relatives' 13 times, as 'familia' meaning 'family' 18
times, and as 'tribu' meaning 'tribe' 8 times. A
tabulation was done of English context words which
cooccurred with 'kindred' 5 or more times, such that
the translation of 'kindred' in the context of the
context word was the same 80% or more of the
time. It was discovered that 'kindred' was translated
'parientes' in 4 of 5 cooccurrences with the word
'friend'. 'Friend' could therefore be considered a
trigger word for the 'parientes' translation of
'kindred.' In the test portion of the text, 'kindred'
appears 5 times, 4 times translated as 'familia' and
once as 'parientes.' Using only the most frequent
sense, 80% accuracy could be achieved. However,
the one ven:e for which 'kindred' was translated as
'parientes' was
And it was the daughter of Jared who put it
into his heart to search up these things of old;
and Jared put it into the heart of Akish;
wherefore, Akish administered it unto his
kindred and friends, leading them away by fair
promises to do whatsoever thing he desired.
(Ether 8: 17)
In this case the trigger word 'friend' also appeared,

but none of the trigger words for' familia' or 'tribu'
appeared. Trigger words for neither 'parientes' nor
'tribu' appeared in the other 4 verses, so using
statistical cooccurrence therefore led to correct
resolution of 100% of the cases of ambiguity of
'kindred' in the test portion of the text.
It was also found that 'judgment-seat' was
translated as either 'tribunal' or 'judicial.' Of 50
occurrences in the base text, 42 were translated
'judicial'. 'Judgment-seat' appeared 7 times in the
test text, and was translated all 7 times as 'tribunal.'
Therefore using the most frequent sense from the
base text achieved 0% accuracy in the test text for
'judgment-seat.' The word 'judge' was found as a
trigger word for 'judicial', and 'Christ' was a trigger
for 'tribunal.' 'Christ' appeared in 6 of the 7 verses
in the test text, but 'judge' also cooccurred in 2 of
those 6. Using the cooccurrence method correctly
resolved 4 of the 7 instances, or 56%.
A similar method was used on parallel texts of
approximately a quarter million words of English
and French text, which contained a variety of
government and non-government documents (this
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text was obtained from Dr. Alan Melby, from some
texts used to test the DLT algorithm discussed in
section 1.4.3). The text was divided into over 6000
parallel sections, each of which contained from one
to seven sentences. Again, the parallel texts were
divided into a sample corpus consisting of the first
80% of the parallel texts, and a test corpus. The
sample corpus was searched for pairs of English
words that occurred together five or more times
within five words of each other; if the pair of
English words mapped to the same pair of French
translations in 85% of their cooccurrences, the
cooccurrence was deemed to be significant, and each
source word was considered a trigger word for the
given sense of the other. 54 words had such
cooccurrence data for more than one sense. 67.3%
of the instances of ambiguity of these words in the
test corpus could be resolved correctly simply by
picking the sense that had been most frequent in the
sample corpus. Using trigger words within five
words of the ambiguous word in the test text, and
defaulting to the most frequent sense in the sample
corpus if there was a tie, 76.4% of the ambiguities
were resolved correctly.
It is clear that using statistical cooccurrence
infonnation is an imperfect means of resolving
lexical ambiguity, but that it does give better results
than simply using the most frequent sense of the
ambiguous word. Its greatest strength comes when
used in combination with other already proven
methods.
4.0 RESOLVING LEXICAL AMBIGUITY

This section presents an algorithm that includes
the methods discussed in section 2 and the statistical
cooccurrence method of section 3. It is assumed that
the lexicon is coded so that source words are
mapped to target cover words when possible to
reduce ambiguity.
4.1 THE ALGORITHM

1) If the ambiguous word occurs in an idiom,
translate the entire phrase with its idiomatic
meaning; otherwise
2) Attempt to reduce the number of possible senses
by using syntactic constraints; if only one sense
is left, use the appropriate translation; otherwise
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3) Reduce the number of possible senses by taking

4)

5)

6)

7)

into account argument preferences of verbs and
prepositions, and modifier preferences of
adjectives and prepositions; if only one sense is
left, use the appropriate translation; if no senses
are left, ignore the preferences and continue;
otherwise
If the word has already occurred in the text, use
the same translation used in its previous
occurrence; otherwise
If any of the senses are marked with the same
technical area as the text being translated,
eliminate other senses; if only one is left, use the
appropriate translation; otherwise
Use cooccurrence statistics based on parallel
texts to identify trigger words. If trigger words
indicate one of the remaining senses is most
likely, choose it; otherwise
Use the statistically most frequent sense.

4.2 THE ORDER AND INTERACfION OF
STEPS IN THE ALGORITHM

It is impossible to present the full rationale
behind the ordering and interaction of the steps in
this paper (but see Higinbotham 1990). It is only
possible to give some examples showing the importance of the ordering as given.
Idioms should be given precedence over
syntactic conditions.
The scissors cut paper and the hack saw wood.
Even though "the hack" could be third person
singular, implying the 'see' meaning, "hack saw"
should be one unit.
Syntax should take precedence over preference.
In
The man saw a two-by-four.
a piece of wood more closely satisfies the preference
of 'to saw', but syntax forces the 'see' reading.
Preference information can override a word
sense used previously in a text, as with 'draft' in
The sergeant drafted a memo to his
commander, saying, "Today, we drafted ten
more men."

Discourse memory takes precedence over
technical tagging. In a military text,
Two water tanks were punctured. Each tank
lost over 20 gallons.
the word 'tank' in the second sentence is still being
used in the non-Ml sense.
Technical tags can overcome spurious triggering. In a sports column,
The rain had little effect on the pitcher.
still most likely refers to a baseball 'pitcher', even
though water pitchers contain water, and rain is
water.
Trigger words, by definition, take precedence
over the most frequent sense.
4.3 IMPLEMENTATION OF THE ALGORITHM

The ECS Machine Translation Toolkit incorporates all of the steps of the algorithm for resolving
lexical ambiguity, in the order shown, including a
preliminary undocumented form of the statistical
cooccurence step. Initial tests of the algorithm show
a high degree of accuracy.
5.0 FUTURE RESEARCH
Statistical cooccurrence methods deserve considerably more attention. The statistical cooccurrence
method was tested in isolation, and could have
benefited from accurate tagging of the parallel texts
for grammatical category, perhaps ala Church 1989.
Ways of scoring competing trigger words still need
to be investigated.
It may also be possible to compile statistical
co occurrence information into a neural network,
allowing for automatic generalization so that even
context words which do not cooccur with a given
ambiguous word in the parallel texts may provide
some triggering capability.
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Report on
The Book of Mormon Critical Text Project
Royal Skousen
Brigham Young University

Current status of computerized collations of the manuscripts (original 0, printer's P) and 17 editions of
the Book of Mormon:
js: 0, P, 1830, 1837, 1840 <through Alma 20>
(to check letter variants)
ear: 1830, 1837, 1840 <through Alma 29>
(to check punctuation and capitalization)
kir: 1837,1841,1849,1852 <completed>
nau: 1840, 1858W, 1874R, 1892R <completed>
Ids: 1879, 1905, 1911, 1920, 1981 <completed>
reo: 1908R, 1953R, 1966R <completed>
Some recently discovered changes (from 0 to P):
1 Nephi 8:27
and they were in the attitude of mocking and pointing their fingers towards those which had came .llll
and were partaking of the fruit> £U.
1 Nephi 12:18
and a great and a terrible gulf divideth them yea even the sword of the justice of the eternal God >
~

1 Nephi 15:16
yea they shall be numbered again among the house of Israel> remembered
1 Nephi 15:20
and it came to pass that I did speak S,Q many words unto my brethren that they were pacified and did
humble themselves before the Lord> 0
2 Nephi 5:12
and I Nephi had also brought the records which were engraven upon the plates of brass and also the
ball or ~ compass which was prepared for my father> 0
Alma 11:21,28 (not the 1st occurrence of Zeezrom)
now Zeezrum was a man which was expert in the devices of the devil > Zeezrom
now Zeezrum saith is there more than one god> Zeezrom
[The evidence in 0: other occurrences in Alma 10-15 are either missing or illegible; both occurrences
in Alma 31 are Zeezrom, but Alma 56 has Zeezrum. The correct reading is probably Zeezrom.J
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Status of "recent" acquisitions:
Ruth Smith acquisition (a fragment from 2 Nephi 4-5):
July-August 1974; this acquisition includes other items deposited in the cornerstone of the Nauvoo
house: Times & Seasons fragments (February 1840), Bible fragments (Isaiah, Ezra-Nehemiah)
[The Ruth Smith fragment may be part of the material from the cornerstone of the Nauvoo house
originally sent by Major Bidamon to Joseph Smith III. This fragment from 0 appears to be fully
authentic, despite an extraordinary provenance.]
University of Chicago acquisition (two sheets from Alma 3-5):
1983-84; handwriting intended to represent Oliver Cowdery's
[The University of Chicago u.;quisition appears to be a forgery. There is no firm provenance; and the
document itself contains many spellings that are highly unlikely for Oliver Cowdery to have
produced. In addition, the handwriting is too large, there is no space for headings, there are too
many lines on each manuscript page, and it is doubtful that surviving fragments in Alma 3-5 would be
that complete.]
lr line

17 and
22 and
(In all legitimate parts of 0 and P in Oliver Cowdery's hand, either.& or And occur, but never
and. The corresponding part in P is in scribe 2's hand, not Oliver Cowdery's, and has a
mixture of & and and; in fact, these two occurrences in P are and. It looks like P itself may be
the source for creating "0".)

2r line

6

t[h]r[u]out
(Through is never spelled as thru; in 0 we have through 25(25, and in P 121/121.)

11 Reccord
(Oliver Cowdery never spells record with~, although ck does occur, as well as~: out of 14
occurrences in 0, ~ occurs 7 times and ck also 7; out of 160 occurrences in P, ~ occurs 159
times and ck only once. The spelling cc does occur twice in P, but only in the hand of
scribe 3 [Hyrum Smith] in Mosiah 28:20, not far away from Alma 3-5.)
16 [M]orman
17 Morman
(This spelling represents a clear attempt to show that the traditional spelling Mormon is
incorrect; although Oliver Cowdery's ~ and Q are often identical, the ~'s here are made very
distinctly; this spelling is probably the "teaser" in this document and was intended to increase
interest in it.)
2v line

26 [g]{uli}lt
27 gilt
(Oliver Cowdery's spelling is always gyili: in 0 5/5 and in P 29/29.)
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Major findings:
(1) 0 is a dictated manuscript:
mishearings
Alma 56:37

and as we suppose that [ = supposed that] it was their intent to slay us before Antipus
should overtake them

corrected spellings Qf~ [supports witnesses' claims that Joseph Smith spelled out names]
<Zenock> Zenoch (Alma 33:15)
<Coriantummer> Coriantumr (Helaman 1: 15)
(2) Joseph Smith spells out the first occurrence of Book of Mormon names and apparently respells names
later on if necessary.
(3) Joseph Smith dealt with 20-30 words at a time:
crossouts showing Oliver Cowdery skiDDing ahead
20 words (Alma 56:41):
and it came to pass that again <we saw the Lamanites> when the light of the morning came we saw the
Lamanites upon us
~Smith~.as~

28 words (Alma 45:22) <actual spelling>:
yea in every citty throughout all [the land whic]h was possessed by the people of Nephi and it came to
pass t[h]at they did appoint priests and teachers
[Differences from Oliver Cowdery's handwriting: and is written out, ~ occurs without loops, and 12
does not close. The ink of the text is darker, and written very carefully.]
(4) There is little or no evidence of Joseph Smith changing his mind [providing we (correctly) interpret the or
explanations as originally in the plates].
(5) The word "chapter" did not appear at section breaks, yet there was apparently some indication of a break
in the text:
the word chapter never appears within the text itself
~

is written whenever there is a break in the text

single chapters are assigned to small books (Enos, Jarom, Omni, Words of Mormon, 4 Nephi)
the numbers for the chapters are added later (in darker ink and more carefully written);
wrong numbers are sometimes inserted and then corrected
the word chaDter is incorrectly inserted (and incorrectly numbered) at the beginning of a new book
(2 Nephi):
<Chapter <v> VIII>
second
Chapter I
Thel\Book of Nephil\An account of the death of Lehi ...
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(6) The punctuation marks made by John Gilbert (the compositor of the 1830 edition) appear on the fragment
from 3 Nephi 26-27. Thus 0 was sometimes used as the "printer's" manuscript.
maximal potential use of 0 as the "printer's" manuscript (according to the missing punctuation marks
onP):
He1aman 13 through Mormon
In addition, the 1840 edition may also serve as a potential source for recovering the text of 0 (since 0 was
occasionally used to correct the text for that edition).
(7) In copying P from 0, Oliver Cowdery made an average of about 3 textual changes per manuscript page.
Thus far nearly 300 textual changes have been noted for the extant portion of 0 (about 25% of the original
text). Most of these changes are natural transcriptional errors and have not been known before. Nonetheless,
these errors do not significantly change the Book of Mormon text. Nor will conjectural emendation be of much
help in discovering errors that might have occurred in transcribing the missing portions of 0 (about 75% of the
text).
(8) There is little evidence of conscious editing in producing P from O. The text of P introduces many hard
readings and is not expansionary, contrary to the normal assumptions of textual criticism. Later editing of the
Book of Mormon text does show the normal development of text (namely, introduction of easier readings and,
in many instances, an expansionary text).

Morphogen: A Morphology Grammar Builder
and Dictionary Interface Tool
Joseph E. Pentheroudakis
Dan W. Higinbotham
Executive Communication Systems, Inc.

INTRODUCTION
MORFOGEN is a finite state compiler, taking as
input text files containing inflectional and derivational paradigms and compiling them into a finite
state machine. The paradigms are tables specifying
the allowable sequences of morphemes in the
language as well as the forms of the morphemes
proper to each inflectional class. These paradigms
are assigned unique names, identifying the inflection
classes in the language under analysis and used
when marking the words in the lexicon.
MORFOGEN also includes a morphological analyzer' which accesses the compiled rules to identify
the morphemes in an inflected string and suggest
one (or several) base forms. These forms are then
looked up in the lexicon using dictionary access
routines, which can be customized to interface with
anyon-line dictionary. If the lexicon contains inflectional class information, that information can then be
used to accept or reject the analyses suggested by the
analyzer.
The purpose of this paper is to present an
overview of the functionality of MORFOGEN, and
to describe MORFOGEN's rule formalism and its
linguistic motivation. The design of MORFOGEN's
high-level language and finite state compiler was
driven by the need for a morphological analysis tool
able to express (and test) linguistic phenomena
clearly and efficiently, without sacrificing expressive
power to the requirements of the underlying implementation. Since we will not be describing the implementation of the finite state automaton, but rather
a high-level formalism for the description of morphological systems, a direct comparison with the
two-level approach [Koskiennemi 1984; Antworth
1990] is not within the purview of this paper. We
should point out, however, that a central difference
between two-level systems and MORFOGEN lies in

the basic units of description and their organization.
Two-level rules are finite-state automata based on
the correspondences between surface forms and
lexical (or underlying) forms; the basic units of
description in MORFOGEN rules are abstract morpheme categories and their organization in
paradigms. Some of the problems often mentioned
in connection with the two-level model, namely, the
awkwardness and inefficiency of expressing nonconcatenative processes and the need to hand-compile the finite state tables, have been addressed in the
design of MORFOGEN. (For an overview of the
history and implementations of two-level systems,
see [Antworth 1990]; research in progress may
result in the development of a compiler for PCKIMMO [Antworth, personal communication].)
This paper is organized as follows. Section I is
the introduction. Section 2 presents MORFOGEN's
approach to the description of morphological systems, illustrating it with examples from French and
Turkish. Section 3 describes and illustrates the
lower-level morphological operators used to parse
word forms. Section 4 is a discussion of the priority
levels implemented in MORFOGEN, used in
grouping paradigms in terms of their frequency in
the language. Section 5 briefly discusses the contribution of the lexicon in the analysis process.
MORFOGEN applications and platforms are presented in section 6. Section 7 is a conclusion and a
brief discussion of future work in extending
MORFOGEN's functionality.
MORFOGEN DESIGN
MORFOGEN rules encode morphotactic information, specifying allowable sequences of morphemes, and allomorphic variation, providing for
the description of allomorphs and the distribution of
individual allomorphs in each inflectional class. The
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units in a MORFOGEN analysis are morpheme categories, the members of those categories, and, on
the lowest level, the descriptions of the
(orthographic) forms of those elements. Even
though MORFOGEN descriptions make reference to
morphemes and ailomorphs, however, in terms of
their organization they reflect the insights of the
Word and Paradigm model of morphology
[Matthews 1974]: MORFOGEN rules are
paradigms, or groups of tables identifying the
forms defining the inflectional patterns in a language. Words belonging to a given paradigm will
inflect like the model for that paradigm listed in the
rule file; the paradigm name can be stored in the
lexicon to help the analyzer reject spurious analyses
and to constrain derivations.
An important feature of MORFOGEN is that it
allows an analysis of the inflectional and derivational
morphology of a language which is independent of
the identification of the actual portiones) of the inflected forms associated with a particular morpheme
category. Thus, the form 'children' can be analyzed
either as 'child+ren(pLUR)' or simply as 'children
(PLUR),; however, regardless of the process used
to identify the base form, both analyses will identify
'children' as 'child + PLURAL'. Whether the plural
morpheme is identified with the characters oren' or
whether the entire form 'children' is analyzed as plural is, in a sense, immaterial in the description of
paradigms, especially in the case of paradigms
represented by very few members. The actual morphological operations used to identify the form of a
morpheme can be expressed without disturbing the
overall description of the morphological system of a
language.
The expression of such morphological operations is accomplished by means of several specially
defined operators which can handle both concatenative and non-concatenative phenomena which range
from simple suffixation and prefixation to operations
involving discontinuous morphemes, infixation,
gemination, degemination, reduplication etc. Morphological operations can be assigned a morph
name, and their distribution and cooccurrence
restrictions can be stated using that name.
Finally, the content of morphemes can also be
specified in the MORFOGEN rule me; this information can then be used by a parser and can help

DLLS PROCEEDINGS 1991
determine the syntactic or semantic function of the
inflected form. Furthermore, the relative order in
which morphemes are identified will be reflected in
the derivation history returned by the analyzer, and
will be available to the application within which the
analyzer is integrated; thus, the two possible
bracketings for a form like 'unmasked', namely,
[un+[mask+ed]] ('not masked') and [[un+mask]
+ed] 'unmask+past', will differ in the relative
nesting of the morphemes 'un' and oed'.
A Sample French Morphology: Finite Verb Forms
Consider the French verbal system, which
needs to account for a total of 45 finite forms and 5
non-finite forms. The 45 finite forms are traditionally organized in tables representing a combined
tense/mood category (cf. future indicative, present
subjunctive etc.), each table in tum containing forms
representing the members of a combined person!
number category; the 5 non-finite forms (four
participial forms marked for gender and number,
and the infinitive form, identical to the dictionary
form) also need to be recognized. The fmite forms
are typically analyzed as involving fused
morphemes, each encoding a constellation of
linguistic categories (tense, mood, person and
number). This organization is reflected in the
structure of verb conjugation tables in traditional
French textbooks. Superordinate to this organization
is the partitioning of the French verbal system in
inflectional classes or paradigms, traditionally
known as 'conjugations'.
A MORFOGEN input flle can be organized in a
similar way. Partial descriptions for the CHANTER
and the FINIR paradigms are shown in Fig. 1. Also
included in Fig. 1 is the declaration section,
normally included at the head of the input file, and
identifying, among other things, the categories to be
used in the analysis.
Each table in a paradigm is delimited by angle
brackets, and contains two kinds of information. On
the first line, it specifies the categories of the
morphemes being analyzed, the name of the
paradigm to which the table belongs, and whether
the morpheme analyzed can be the last morpheme
identified during analysis (in finite state machine
terms, it indicates whether this table defines a final
state). Each table references two morphemes, the
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root (or inflecting morpheme), and the affix; the
table will specify the ways these morphemes
combine. The symbols used in the first line of each
table in Fig. 1 are interpreted as follows:
VERB: the root category (declared as such)
VERB-MORPH: the category of the affix attached to
VERB and analyzed in the current table
CHANTER, FINIR: the names of the paradigms
PRESENT, IMPARFAIT: additional information
about the content of the morphemes analyzed in
each table

* indicates that this is an end state in the finite state
representation, that is, that VERB-MORPH can be
the last morpheme identified during analysis
ROOT-CATEGORIES (VERB) )
AFFIX-CATEGORIES ( VERB-MORPH
ALIASES
(je
l-SG
tu
2-SG
il
J-SG
nous l-PL
vous 2-PL
ils
J-PL) )
;;

1

VERB VERB-MORPH CHANTER PRESENT-IND
chant er
je
chant e
tu
chant es
il
chant e
nous chant ons
vous chant ez
ils chant ent
<

*

>
< VERB VERB-MORPH CHANTER IMPARFAIT-IND
chant er
je
chant ais
tu
chant ais
il
chant ait
nous chant ions
vous chant iez
ils chant aient
>

*

VERB VERB-MORPH FINIR PRESENT-IND *
fin ir
je
fin is
tu
fin is
il
fin it
nous fin issons
vous fin issez
ils fin issent
<

>

< VERB VERB-MORPH FINIR IMPARFAIT-IND

fin ir
je
fin
tu
fin
il
fin
nous fin
vous fin
ils fin

*

issais
issais
issai t
issions
issiez
issaient

>

Fig. 1: A sample of French verb morphology
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The first line of the main body in each table
specifies the operation required to derive the base
form for the string under analysis; the remaining
lines specify the operations required to identify the
word forms in the table. Each morpheme is identified at the beginning of the line by means of an
identifier, in this case the French pronouns 'je' "I",
'tu' "you", 'il' "he", 'nous' "we", 'vous' "you-pI"
and 'ils' "they". These are the names that the ana1yzer will use when listing the morphemes that
matched during analysis. If, as shown in the example, these names are also mapped to strings like 1SG (first singular), 2-PL (second plural) etc. (under
the symbol ALIASES), the analyzer will refer to the
morphemes by the latter symbols instead.
The invariant portions of the stem ('chant' and
'fin' in the example) are not interpreted literally:
rather, these act as placeholders for the stem of any
verb marked as selecting for the paradigm under
analysis, and are used in the MORFOGEN input file
to improve legibility and to allow for more efficient
development. The last character string on each line,
however, separated from the stem by a space, is
interpreted literally: this is the actual form of the
suffix which will be stripped off the inflected form.
A morpheme is successfully identified if the suffix
(or the description of a more complex operation)
matches and successfully removed from the string.
The purpose of MORFOGEN's analyzer is to
generate base forms, or dictionary forms, for
inflected strings. To generate the base form of a
French verb, an infinitive affix needs to be added to
the stem ('er' and 'ir' for the CHANTER and FINIR
paradigm, respectively). This operation is specified
on the first line of the main body of the table. During
analysis, naming a suffix in this position is interpreted as an instruction to add that suffix to the
stem.
Note that the actual forms of the suffixes used
here (or, more generally, the actual content of ire
morphological operations used to parse an inflected
word form) do not affect the linguistic description of
the French verb form. Thus, one could analyze the
form 'finissent' as 'fini+ ssen t " and modify the
tables accordingly; however, the analysis 'fin+
issent' in effect introduces context into the rule,
thus ensuring that a form like 'cassent' would not be
tried here.
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Based on these tables, a form like 'sonnons'
"we-ring" will be analyzed as the first person plural
of the present indicative of 'sonner' "to ring"; tre
analyzer returns the following response:
sonnons->
sonner + l-PL-PRESENT-IND
The morpheme matched is identified as l-PLPRESENT-IND, combining the string 'I-PL', the
morpheme represented by its alias 'nous' in the
table, and the morpheme name PRESENT-IND,
specified on the first line of the table. This is in
keeping with our analysis, which treated these forms
as containing a single fused morpheme, encoding a
complex set of features. As will be shown below, a
parser can then use this information either indirectly,
by referencing a morpheme entry by that name
stored in the lexicon, or directly, by using it as an
attribute name.

information, or as bearing three separate, identifiable
morphemes, one for each of these categories. Let us
identify three morpheme categories, GENDER,
NUMBER and PARTICIPLE, each including tre
following morphemes:
GENDER -> MASC
GENDER -> FEM
NUMBER -> SING
NUMBER -> PLUR
PARTICIPLE -> PRES
PARTICIPLE -> PAST
The GENDER and NUMBER morphemes are
independently motivated by the analysis of French
adjectives, lending support to this analysis for
French participles. The rule that combines these
morphemes is:
V -> VERB PARTICIPLE GENDER NUMBER

A Sample of French Morphology Continued: an
Agglutinating Analysis
The previous example presented a fusedmorpheme analysis of the finite verb forms in
French; it would be possible, of course, to analyze
these forms synthetically, as involving the agglutination of several morphemes. This is the approach
we will use in the following analysis of French
participles. A similar analysis will then be presented
for Turkish, a certifiably agglutinating language.
The analysis of inflecting languages in MORFOGEN is actually a limiting case of its formalism.
In the analysis of inflecting languages, each table in
the paradigm identifies a sequence of only two morphemes, typically the root (or lexical category) and
the category of the affix attached to the root. That
this can be a fmal state is indicated by the asterisk at
the end of the table's header line (see Fig. 1).
Agglutination, on the other hand, typically
involves several layers of morphemes. French
participles, for instance, can be analyzed either as
consisting of the verb stem bearing a fused
morpheme encoding gender, number and verbal

In the MORFOGEN input file we will want to

represent this sequence of morphemes, and ensure
that the correct forms for each paradigm are selected.
Note that in this analysis, all three morphemes are
obligatory; the forms of the MASC(uline) and
SING(ular) morphemes will therefore, as we will
see, need to be represented by a zero morpho (An
analysis not requiring zero morphs can also be
written, represented by the following rule:
V -> VERB PARTICIPLE (GENDER) (NUMBER)
In this analysis, default GENDER and
NUMBER features can be unified into the lexical
feature structure if GENDER or NUMBER were not
present in the lexical form; this can be accomplished
if MORFOGEN's analyzer is integrated into a
unification-based parser, for example.)
The forms for the present and past participles of
the CHANTER and FINIR classes are shown in
Fig. 2; the morphemes are separated by a space, and
zero morphs are shown by a 0 (zero):
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PRESENT PARTICIPLE
SING

PAST PARTICIPLE

PL

SING

PL

M

chant ant 0 0
fin issant 0 0

chant ant 0 s
fin issant 0 s

chant e 0 0
fin
i 0 0

chant e 0 s
fin
i 0 s

F

chant ant e 0
fin issant e 0

chant ant e s
fin issant e s

chant e e 0
fin
i e 0

chant e e s
fin
i e s

Fig. 2: Participles for the CHANTER and FINIR paradigms
Since MORFOGEN tables express arcs between
two morphemes, the representation of the morphemes encoded in the participles will require three
tables, one for each of the following transitions; the
affix category is then linked to a table where it
occupies the position of the root category:

VERB

PARTICIPLE ~

c= PARTICIPLE GENDER J
c= GENDER NUMBER *
(* indicates a final state)

(ROOT-CATEGORIES (VERB))
(AFFIX-CATEGORIES (PARTICIPLE GENDER NUMBER))
(ALIASES
(ANT PRES-PART
E
PAST-PART) )
(SETS
PARTIC_ENDINGS ( i issant e ant )
COMMON-GENDER (null e ))
#1
< VERB PARTICIPLE CHANTER
chant er
ANT
chant ant

E

chant

e

>
< VERB PARTICIPLE FINIR

fin ir
ANT fin issant
E
fin i
>
< PARTICIPLE GENDER

~PARTIC ENDINGS
chantant/chante
MASC chantant/chante %null()
FEM
chantant /chante e

>
< GENDER NUMBER ACOMMON-GENDER
chantant/chante
SING
chantant/chante
PLUR
chantant/chante s

*

>

Fig. 3:

An analysis of French participles
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Since all morphemes are obligatory, the analyzer
will only be allowed to consider the NUMBER
morpheme as the final state; the asterisk will be
appended to that table header.
This analysis is reflected in Figure 3 (see
previous page).
These tables introduce several features of the
MORFOGEN formalism. First, the identifier SETS
in the declaration section allows a set of morphemes
to be referenced by a set name. This notation is
useful when linking paradigm tables. For instance, it
is not sufficient to say that the VERB PARTICIPLE
table can be linked to the PARTICIPLE GENDER
table; we also need to specify which PARTICIPLE
morphemes can be followed by whirl} forms of the
GENDER morpheme. In effect, this establishes
paradigms ojparticiple endings, defined in terms of
the forms of the GENDER morphemes that they
select. The participle ending paradigms are referenced as a group by specifying the name of the set
that contains them (declared as PARTIC_
ENDINGS) in the PARTICIPLE GENDER table.
This notation allows us to collapse all PARTICIPLE
GENDER transitions in one table, expressing the
fact that all participle forms can be followed by the
same class of GENDER morphemes.
Secondly, note the expression %nullO. This is
an example of MORFOGEN's morphological expression notation. An allomorph can be either a
simple suffix or prefix, or it can be a complex op

eration, in the form %NAME(operation), where
N A M E is an optional identifier assigned to the
allomorph described by that operation. The
notation %nullO describes a zero morph; a null
operation is specified in parentheses. (For a brief
description of the class of MORFOGEN operators,
see next section.) The two gender morphemes, null
and e, are referenced by the set name COMMONGENDER in the GENDER NUMBER table. Since
there are probably other GENDER NUMBER tables
in the rule set, to account for the gender and number
morphemes in adjectival forms, specifying the set
name COMMON-GENDER on the table ensures that
the PARTICIPLE GENDER table will be linked to
the correct GENDER NUMBER table.
This example illustrates the principles involved
in determining the legal sequences of morphemes in
the MORFOGEN formalism. During analysis, a
table representing the state B C will be linked to a
table representing the state A B only if the forms in
A B are mentioned in B C, either explicitly or by
means of a set name. This principle is extended to
include the paradigm subcategorization information
in the lexicon, and is used to accept or reject base
forms: the paradigm name explicitly mentioned in
the final table accessed prior to lookup must be present in the lexical entry. Schematically, the analysis
of the form 'chantantes' "sing+PRES-PART+
FEM+PLUR" involves the following links (starting
from the bottom):

lexicon
chanter -> verb@CHANTER

VERB PARTICIPLE CHANTER
chant er
ANT chant ant

*

I

PARTICIPLE GENDER (i issant ant e)
chantant
FEM chantant ~
GENDER NUMBER (null
chantante
PLUR chantante s

~)

(START)
Fig. 4:

Analysis of the French form 'chantantes'

---
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A Sample of Turkish Noun Morphology
The final example involves the analysis of
Turkish nouns forms. Turkish can be marked for
case and number, and, optionally, with a possessive
marker. Turkish also has vowel harmony: the form
of derivational and inflectional affixes is conditioned
by the vowel quality of the stem. If we posit a
HARMONY morpheme to reflect vowel harmony
information, we can describe the distribution of tre
affix forms in terms of that morpheme (as well as in
terms of the stem, of course, to account for assimilation phenomena). The structure of the Turkish
noun form can then be represented as:
NOUN HARMONY (NUMBER) ( POSS ) CASE
To simplify this presentation and avoid positing
several layers of zero morphs, we will concern
ourselves only with forms including an optional
POSS and an obligatory CASE marker. These
categories will have the following members:
HARMONY -> oil (front, rounded)
HARMONY -> ei (front, not rounded)
HARMONY -> aI (not front, not rounded)
HARMONY -> ou (not front, rounded)
POSS -> I-SG-POSS
POSS -> 2-SG-POSS
CASE->ACC
CASE -> DAT
For example, the forms 'evime' "my+house+
DAT", 'eve' "house+DAT", 'atInI' "your+horse+
ACC" and 'atI' "horse+ACC" are analyzed as
shown in Fig. 5:
NOUN

HARMONY

POSS

CASE

ev
'house'

ei

im
l-SG

e
OAT

ev
'house

ei

at
'horse

aI

at
'horse'

aI

e
OAT
In
2-SG

I
ACC
I
ACC

Fig. 5: Analysis of Turkish noun forms

The analysis of these forms will require the
following transitions:
NOUN HARMONY

t
[

~

HARMONY CASE *
HARMONY POSS

~

POSS CASE *

The CASE morpheme can be the final morpheme identified during analysis; this is indicated by
the presence of the asterisk following CASE. POSS
and CASE follow the HARMONY morpheme; their
forms, therefore, will be conditioned by that
morpheme.
The tables in Fig. 6 (see next page) present a
MORFOGEN analysis of these forms. Note that the
HARMONY morpheme definition consists of a
sequence of operations intended to establish the
quality of the last stem vowel; these operations, or
morphological expressions, are enclosed in
parentheses and is assigned a unique name (ei and
aI) (morphological expression operators are
described in the next section). This holds for regular
nouns; there is a class of nouns borrowed from
Arabic or Persian which do not conform to vowel
harmony; these would be marked in the lexicon, as
involving an idiosyncratic HARMONY morpheme.
To ensure that the correct form of CASE
follows the various forms of POSS, there are two
POSS paradigms: the first lists the forms of CASE
appropriate to the set of back unrounded possessive
morphemes (referenced by the set name, BACKUNROUNDED-POSS); the second is the paradigm
of the front unrounded possessive morphemes
(FRONT -UNROUNDED-POSS). A similar approach is implemented to ensure that the correct
forms of CASE or POSS follow the HARMONY
morpheme. Since no set of HARMONY morphemes
has been declared, the actual HARMONY morpheme names are the paradigm names (see the tables
for HARMONY CASE and HARMONY POSS).
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(ROOT-CATEGORIES (NOUN )
(AFFIX-CATEGORIES (HAnt1otJY POSS CASE))
(ALIASES
(my
l-SG-POSS
your 2-SG-POSS))
BACK-UNROUNOEO-POSS (1m In)
FRONT-UNROUNOED-POSS ( in im ))

(SETS
H
<

>
<

NOUN HARMONY REGULAR
ev
HARl'! ev %ei ( -- "C+"

"e" ++ )

NOUN IlAFMONY REGU !.i\!'
at
HARM at %aI( -- "C+"

"a" ++ )

>
< HARMONY CASE ei

ev
ACC ev i
OAT ev e
>
< HARMONY CASE aI

at
ACC at I
OAT at a

*

*

>
< HARMONY POSS ei

ev
ev im
my
your ev in
>
< HARrvIONY POSS aI

at
at Im
my
your at In
>
<

POSS CASE 'BACK-UNROUNOED-POSS
atIm
ACC atIm I
DAT atlm a

*

>
<

pass CASE 'FRONT-UNROUNOED-POSS *
evim
ACC evim i
DAT evim e

>

Fig. G:

A sample of Turkish noun morphology

MORPHOLOGICAL OPERATIONS
In the previous section we introduced
MORFOGEN's morphological expression notation
(cf. the zero morph, shown as %nuIlO, ). It is
possible to assign these operations a unique name,
by which they can be referenced when building
paradigm tables for linked morphemes. This allows
the abstraction of the actual operations from the
analysis of the structure of lexical forms in the
language, and at the same time allows the definition
of operations having as their domain the entire word
form, as will be shown.

Some operators take a string constant or variable
as an argument; others are used without arguments.
A variable can contain the character C or V optionally followed by regular expression operators (for
example, "CVC", "C*VC*", or "C+ VC+").
Currently, C and V are predefined symbols.
string is removed from the end of the
word
+ "string" string is added to the end of the word
-I "string" string is removed from the front of the
word
+1 "string" string is added to the front of the word
: "string" makes sure string matches end of the
word (the word remains unchanged)
:1 "string" makes sure string matches beginning of
the word (the word remains unchanged)
duplicates the final character of the
+&&
word
if the last two characters of a word are
-&&
the name, it removes the latter of the
two
where Z is a sequence of the following:
--"z"
C 1 consonant
C* 0 or more consonants
C+ 1 or more consonants
V 1 vowel
V* 0 or more vowels
V+ 1 or more vowels
? any character
vowels and consonants are any from the
regular DOS ASCII extended set; the
given pattern is matched at the end of
the word, and the matching string is
removed and placed in a save buffer
adds the string in the save buffer to the
++
end of the word
where Y is a sequence of characters
%+"Y"
sprinkled with periods for discontinuous infixation. For example, if Y is
"me .. e.h" and the word is "ktb" , the
new word will be "mektebeh". Filling
starts from the right side of the word.
%- "Y"
where Y is a sequence of characters
sprinkled with periods for discontinu0us deletion. For example, if Y is
"me .. e.h" and the word is "mektebeh",
the new word will be "ktb". Y should
match the end of the word.

- "string"

The following examples will illustrate the use of
MORFOGEN operators. The operations are executed from left to right.
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a. German past participles
The analysis of German past participle forms
may involve both a prefix, normally 'ge', and a
suffix, normally 't'. The dictionary form of German
verbs is typically obtained by adding the string 'en'
to the form obtained after removing these affixes.
For example, the past participle of 'leben' "to live"
is 'gelebt', analyzed as 'ge+leb+t'. Fig. 7, part of
the LEBEN paradigm, accounts for these facts:
< VERB PARTICIPLE

leb en
past-pple leb

LEBEN

%( -:

*

IIge ll -

lit"

)

continuous, consisting of characters interleaved
among the three root characters. Thus, the definite
masculine nominative singular form of the past
participle of 'kataba' (the dictionary form of 'ktb'),
"to read", is 'maktuwbu' (the root characters are
boldfaced). Fig. 9 presents an analysis of this form
using the % - operators, which removes the interleaved characters, followed by % +, which introduces the characters required to generate the
dictionary form; the morpheme is identified as
DMSNPP (Definite Masculine Nominative Singular
Past Pasrticiple):

>

Fig. 7:

Past participle form in the LEBEN paradigm

The operation shown will remove the string
"ge" from the front of the word, and will remove the
character "t" from the end of the word. Once the
stem has been identified, the ending "en" will be
added to it to generate the base form, which will
then be looked up in the dictionary. This operation is
not given a name, since this morpheme will not be
used as the paradigm name in another table. Note,
however, that it is the entire operation that defines
the discontinuous PARTICIPLE morpheme.

< VERB PARTICIPLE REGULAR *
kataba
DMSNPP kataba
%( %- "rna.uw .. u" %+ lI.a.a.a" )

>

Fig. 9:

Analysis of Arabic part participles

d. Degemination in English
This final example from English removes an
'ing' ending and removes the second of a sequence
of two identical characters to the left of that ending:
< VERB
V-INFL CUT *
cut
PROGR cut %( - "ing" - && )

>

b. Umlautung of German plural nouns
German nouns may umlaut the stem-fmal vowel
nucleus when the plural ending 'e' is added. Thus,
the plural of 'Baum' "tree" is 'Baume'. The rule for
the formation of the nominative plural of such nouns
is show in Fig. 8:
< NOUN NUMBER-CASE BAUM PLURAL *
Baum
NOM
Baum %( - "e" -- "e*" - "au" + "au" ++ )
>

Fig. S:

Umlautung in German nouns

This operation will remove the final 'e', remove
(and store in the save buffer) any sequence of consonants, replace the sequence "au" with "au" (if a
separate character is used for the umlaut, this rule
can simply remove it), and finally restore the string
stored in the save buffer.
c. Arabic past participles
Arabic stems are three-character sequences
(described as 'triliteral roots'); morphemes are dis-

Fig. 10:

Degemination in English

OPTIMIZING PARADIGM DESCRIPTIONS
MORFOGEN paradigms can be grouped in
different levels; earlier levels are tried first, higher
level rules being tried only if earlier level analyses
failed. Levels are designated by integers preceded by
the pound sign (e.g, #1, #4 etc.) This allows less
frequent paradigms, or alternate forms for the same
morpheme in a paradigm, to be assigned what
amounts to a lower processing priority. Thus, the
commonly used past tense form of 'burn', 'burned',
can be described in levell, while the more infrequent form 'burnt' can be assigned to a later level.
Fig. 11 shows the paradigms for verbs like
'walk' and for the verb 'burn' defined on levell; the
less frequent form 'burnt' is analyzed on level 2:
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(ROOT-CATEGORIES
(AFFIX-CATEGORIES

(VERB) )
(V-INFL) )

# 1
< VERB V-INFL WALK
walk
walk ing
PROGR
3RD-SG walk s
walk ed
PAST
PPLE
walk ed

*

>
< VERB
burn
PROGR
3RD-SG
PAST
PPLE

V-INFL
burn
burn
burn
burn

BURN

*

ing
s
ed
ed

>

# 2
< VERB V-INFL

burn
PAST
PPLE

BURN

*

burn t
burn t

>

Fig. 11:

Specifying a paradigm
on different levels

It should be noted here that the compiler takes
cross-paradigmatic identity of forms into account:
the compiled rules will not redundantly contain an
'ed' PAST for BURN and an 'ed' PAST for 'walk'.
THE ROLE OF THE LEXICON
In addition to identifying putative base forms for
a given inflected form, the analyzer will also look up
these base forms in a dictionary. Analyses can then
be rejected or accepted, if the lexicon includes
inflectional information; additionally, morphemes
can be entered in the lexicon and the information in
those entries can be useful in determining the
syntactic and semantic content of the form analyzed.
For instance, if the word 'sing' is marked as
belonging to the inflectional class SING, the form
'singed' will not be analyzed as 'sing+PAST' but
rather as 'singe+PAST'. Similarly, the lexicon may

contain two entries for 'ring', one meaning 'to
surround with a ring' and marked as selecting the
paradigm WALK, the other meaning 'to produce a
ringing sound' and marked with the paradigm name
SING. Note that, while a form like 'rung' will be
analyzed as the latter, a form like 'ringing' or 'rings'
will produce two analyses.
Specifying paradigms of derivational affixes is
identical, in principle, to specifying paradigms of
inflectional affixes. These paradigms can be assigned unique names, which can be used to mark
words in the lexicon, alongside inflectional
paradigms. In this manner, it is possible to constrain
derivational analyses, ensuring that 'belief' will be
the correct deverbal noun for 'believe', while
'retrieval' will be the correct form for the deverbal
noun derived from 'retrieve', and rejecting forms
like 'believal' and 'retrief'.
All morphemes, including derivational morphemes, are assigned names; the analyzer returns
these names along with the base form in the event of
a successful analysis. The lexicon may contain
entries for these morphemes. Each lexical entry for a
morpheme can be represented as a feature structure,
which can then be used by a unification-based parser
to identify the morphosyntactic content of the
inflected form (Antworth 91, Dalrymple 87).
Derivational morpheme categories also may be
defined in the lexicon, and may contribute their own
feature structures to the representation of the
inflected form. Thus, the analysis of a form like
'antidisestablishrnentarianists' may identify the
following morphemes:
antidisestablishrnentarianists ->
establish + DIS + ANTI + MENT + ARIAN + 1ST + PLUR
The parser will then determine that this form is a
noun derived from the verb 'establish', by virtue of
the information in the morpheme lexicon. The role
of the analyzer is limited to specifying allowable
sequences and forms of morphemes; the actual
content of the morphemes matched is properly
represented in the lexicon and can be used to
constrain derivations.
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PLATFORMS AND APPLICATIONS
MORFOGEN is available on variety of platforms (SUN, PC, 386-base UNIX/XENIX, and
OS/2). The compact size of its compiled rules (5060K) and its analysis routines allow its use in
memory-resident mode even in systems with limited
resources.
To date, MORFOGEN's analyzer has been used
to interface with several natural language processing
systems, including a retrieval system, several
machine translation systems, an on-line dictionary
lookup system, and a proofreader (currently under
development). Analyzers have been written for
English, Spanish, French, Japanese, Korean,
Turkish and Arabic, with several other languages
under development. Since MORFOGEN's analysis
routines are also available in source code form, they
can be integrated in other applications, allowing
access to on-line dictionaries using any lexical
definition scheme.
Describing the possible applications of two-level
analyzers, [Koskenniemi 1984] made the following
comments:
Systems dealing with many languages, such as
machine translation systems, could benefit
from the uniform language-independent
formalism [of two-level models]. The accuracy
of information retrieval systems can be
enhanced by using [this] model for discarding
hits which are not true inflected forms of the
search key. The algorithm could be also used
for detecting spelling errors. (p. 181)
We are happy to report that MORFOGEN has to
date proved to be at least as versatile as the two-level
model, both in terms of its descriptive power and in
terms of its range of applications.
CONCLUSION
The functionality and linguistic motivation of
MORFOGEN, a finite state morphological rule
compiler and morphological analysis tool, was
presented. Examples were adduced supporting our
claim that MORFOGEN allows the expression of
linguistically sound descriptions for a variety of
languages, using a hybrid of the mOlpheme/allomorph approach and the Word and Paradigm model
of morphological description.
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MORFOGEN's compiler and analyzer are a
standalone version of the morphological analysis
routines of the ECS NLPMT Toolkit. The morphological processor in that system performs both
analysis and generation; we are currently working
on including a generation capability in the standalone
version.
Finally, our work developing analyzers for
additional languages continues to suggest extensions
to the list of MORFOGEN's operators.
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I
Observed Differences Between
Priesthood and Relief Society Lessons
Diana C. Comstock
Brigham Young University

This study was based on observations made in
two separate Priesthood quorums--one in a single
student ward and another in a married student
ward-and two Relief Societies--one in a single
student ward and the other in a residential ward.
Three of the observed wards were affiliated with
Brigham Young University and the other was a
residential ward in central Provo.
In each of these groups, two different lessons
were observed and notes were taken describing the
visual differences. The lessons were also recorded
on a portable tape recorder so that linguistic
differences could be further analyzed.
The data obtained from the tapes and notes were
then analyzed according to several criteria: (1).
Atmosphere, (2). Setting, (3). Speaker/Listener
Relationship, (4). Tone, (5). Linguistic Codes and
Registers, and (6). Lesson Format.
ATMOSPHERE
The major difference in atmosphere between
Priesthood and Relief Society rooms prior to the
meetings starting was the feeling present. In the
Relief Society room, there was somebody playing
prelude music on the piano, and the conversation in
the room was somewhat reserved. In the Priesthood
room, no music was present and most of the men
were engaged in conversation, much of it rather
lively and often centered on sports, school and
work, although this was much more in evidence in
the three student wards, and especially in the single
student wards.
The atmosphere present in the Relief Society
room seemed to be created to convey the feeling that
spiritual experiences were going to take place there,
whereas in the Priesthood room, there was more of
a feeling of overall camaraderie.

SETTING
The setting in all of the Relief Society rooms
was by far more formal than that of the Priesthood
rooms. The infamous, and seemingly omnipresent,
tablecloth and plant/flowers were usually in place
before the grouo arrived for opening exercises.
There were also pictures of Christ, temples and
families. Typically, when the teacher came to the
front of the room, she was very well-dressed, which
was interpreted in this study as indicative of the relationship between the teacher and the students being
a formal one.
The setting of the Priesthood room was nothing
more than whatever the room looked like when the
members got there. Mostly, in the student wards,
the room was just a typical classroom, and in the
residential ward, where they had a priesthood room,
there was no attempt made to change the setting in
the room. Typically, the Priesthood instructors did
not have anything written on the chalkboard, which
is generally a well-used medium in the Relief
Society room. Also, when the Elders came into Ire
room, there was a casual feeling-the instructor
would often remove his suit coat or loosen his tie, as
would other members of the class.
SPEAKER/LISTENER RELATIONSHIP
In the Relief Society room, there is a teacher and
there are class members and the division is clear and
constant. The teacher typically stood in front of Ire
room the entire time, often behind a podium, and
presented the lesson to the class. If anyone had
questions or comments, they raised their hands and
waited to be called on.
In the Priesthood meeting, the relationship between the instructor and the class members was
much more casual. If anyone had comments or
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questions, they were usually interjected without
waiting to be recognized by the instructor, and
statements by the instructor or points of doctrine
were often called into question and discussed, even
hotly debated.
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speech, were careful of how they articulated their
thoughts, and used more "cliche" phrases.
FORMAT

The Relief Society lessons and teachers were
typically quite formal. The teachers spoke in a fairly
soft voice and they didn't generally use humor in
their lessons. They frequently invoked the Spirit and
were often moved to tears at some point in their
lesson.
In the Priesthood lessons, the tone was definitely lighter. The instructor often utilized humor as
a means for getting his point across in a memorable
way. Sports stories were frequently used as examples for various points, although this was more
prevalent in the single student wards. The instructors
seemed to take it as given that they would be
interrupted fairly often for questions and discussions, and therefore they seemed to have much less
preconceived structure to their lessons.

This area revealed another major difference in
the two organizations. The Relief Society lessons
were much more presentational, with little interaction between the teacher and class members or
with class members among themselves. Even when
sought, responses or personal experiences were not
readily forthcoming.
Quite the opposite was true in the Priesthood
meeting. The entire lesson seemed merely a springboard into discussion. Rather than a strictly prepared
lesson, the instructor had a topic and some general
ideas which everyone could discuss as a class. The
men were far more likely to speak their minds and
did not wait to be called upon to state their opinions.
A lot of joking took place and the Elders seemed to
feel free to express dissenting opinions when they
thought that the teacher was wrong. Questioning
authority seemed to be a matter of course in the
Priesthood format.

REGISTER

SUMMARY AND CONCLUSIONS

An overwhelming difference between the two
organizations was the fact that the Relief Society
employed a much more emotionally-based register to
convey the message of the lesson. The teachers and
presidencies often referred to the women as "sisters"
and used words like "love", "charity" and other
emotionally appealing vocabulary to motivate the
members. When asking the members to quickly
complete their visiting teaching assignments before
the end of the month, the president used the concept
of charity as her motivational basis. The women
were nicely asked, rather than bluntly told, to get
their visiting teaching done because their "girls
might need them." In a similar scenario in
Priesthood, the men were told rather harshly to "just
get it done," because it was their duty-no appeal to
the emotions was made.
The Priesthood instructors and class also tended
to use much more casual language and a lot more
slang than the Relief Society did. The men were
much more likely to speak as they did in their everyday lives, whereas the women used more formal

While the results of this brief study are not necessarily surprising generally, it is somewhat surprising that the observed differences were so readily
apparent in the student wards. As students, it would
seem that most of the members of these classes
should have been quite accustomed to class discussion and interaction, and this appeared to be true in
the Priesthood meetings. But the weekday classroom and the Sunday Relief Society room apparently have two separate sets of social norms.
However, the structure of the two organizations
is different all around, and so are their lesson
manuals. The Priesthood lessons are, on the
average, two to three pages shorter than those in the
Relief Society manual. This obviously provides
more structure for the Relief Society teacher and
more room for discussion for the Priesthood instructor. Also, the Relief Society lessons are broken
down into four categories: Spiritual Living, Horne
and Family Education, Compassionate Service/
Social Relations and Horne Management. These
categories suggest that women are to learn about the
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home and family and service to others. The Priesthood manual had no such categories, and most of
the lessons focused more on doctrinal issues rather
than role fulfillment.
The language used in the two manuals is also
different. One of the lessons observed in this study
was called, in the Relief Society manual, "Modesty
in Speech", while its counterpart in the Priesthood
manual was called "Taming the Tongue." Going
only from the lesson titles, it is clear that the Relief
Society lesson appeals more to traditional ideals of
femininity, while the Priesthood lesson appeals to
the traditional idea of masculine aggressiveness
which must be contained. Overall, the appeal in the
Relief Society lessons was to the p,motions, while in
Priesthood, it was generally to the intellect. This is
not to say that the Relief Society lessons were
inherently condescending to women, or that the
Priesthood lessons were inherently better or geared
toward a more intelligent audience, but there are
certainly two very different perspectives to be found
in examining the two organizations.
This study was both brief and superficial, but it
could open the door for more research. This descriptive study could be repeated with a much larger
sample of wards from throughout the Church to
determine the extent of these differences. Then
independent variables such as age, socioeconomic
status, race and ethnicity, as well as the most
obvious variables of gender and traditional prescribed gender roles, could be introduced and
studied. The officially stated purposes of each organization could also be studied insofar as they affect
the actual outcome of the curriculum in either of the
organizations-what would an ideal Priesthood/
Relief Society lesson be in relation to the respective
organization's overall goals, and what should the
lessons accomplish to meet these goals? How would
the two organizations compare under ideal
circumstances-would the differences be fewer or
greater? Any existing differences found as a result of
these studies could be evaluated, and the organizations' curricula could be subsequently realigned, if
necessary, to more fully meet the needs of their
current membership.
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The Oral Formulaic Style of Isaiah and Abinadi
Susan Stock
Brigham Young University

Scholars have done much work to illustrate the
Hebrew ties of the Book of Mormon. Such ties
manifest themselves in content and construction, in
individidual transliterations as well as poetic patterns. These Hebraisms occur most often in oral
environments, such as the Hebrew and Book of
Mormon cultures. Although many people probably
could read and write in both of these cultures, their
communication retained features of an oral society.
Two ancient prophets, Isaiah and Abinadi, display
some of these features in their public discourses.
These oral characteristics include additive relationships, frequent repetitions, and parallelism. I will
look at both Abinadi and Isaiah's use of these
techniques.
ADDmVE RELATIONSHIPS
Several practices of Old Testament and Book of
Mormon writers support this idea that they were
functioning in an oral residual culture. The first of
these practices is the additive style of topic development. Instead of subordinating ideas in complex
relationships, oral styles use simple, additive forms.
These include coordinating concjunctions such as
and, or, but, so, for, yet, and nor. A glance at
any page of the Bible or the Book of Mormon will
show an abundance of the word and. Tvedtnes
explains that "Hebrew uses the conjunction and
much more frequently than English. It is frequently
used at the beginning of a sentence, even when there
is no reason for linking that sentence up with tre
preceding sentence" (53). Crowell further states that
in Hebrew writing, "there is a dislike to begin a
sentence without and; even books begin with and-such as Ruth, Esther, Jonah, Joshua, Judges,
Ezekiel, and Exodus" (1). Out of 83 verses of
Abinadi's own words, 53 begin with a coordinating
conjunction. And almost every verse contains at
least one additive relationship.

FREQUENT REPETITION
Other words frequently appear in Hebraic discourse. Crowell treats several of these, including
and it came to pass, behold, and even (2).
Tvedtnes adds yea to the list and says that these
words are "used for emphasis in public discourses"
(52). Abinadi frequently uses combinations of these
words:
And after all this ... he shall be led, yea,
even as Isaiah said, as a sheep before tre
shearer is dumb ... Yea, even so he shall be
led, crucified, and slain, the flesh becoming
subject even unto death... (Mosiah 15: 6-7)
Not only are particularly Hebraic words
repeated, but any idea deserving emphasis. As
Ludlow explains, "Many ideas are repeated
throughout the scriptures. Repetition is a necessary
educational process, whether in learning a new
vocabulary word or in understanding complex
religious doctrines" (32). Repetition occurs in both
Isaiah's and Abinadi's discourse. Isaiah uses
repetition in the following verse:
Depart ye, depart ye, go ye out from
thence, touch no unclean thing; go ye out of
the midst of her; be ye clean that bear the
vessels of the Lord (52:11).
Similarly, Abinadi repeats important ideas as in
Mosiah 13:3:
... for I have not deli vered the message
which the Lord sent me to deliver; neither
have I told you that which ye requested that I
should tell ...
Notice also Abinadi's repetition of the law in
Mosiah 13:27-32, these are they in 15:12-14,24,
and phrases such as the bands of death and I
say unto you. This process figures into the poetic
technique of parallelism which I will discuss next.
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PARALLELISM
Parallelism is a common trait of Hebrew poetry.
Ludlow explains why this technique was important
in an oral culture:
The ancient poets, prophets, writers, and
scribes would assist their followers by
organizing their material into an easily
remembered form. Old Testament authors
often used key phrases or words as verbal
flags to alert the listener to important passages
that would be coming up shortly in their
presentation. They also used memory devices
or patterns that made the poems easy to
remember and still allowed the composer
spontaneity of expression (31).
Parallelism provided this type of device for memory
and organization. There are two types of parallelism:
grammatical (or form) and semantic. Grammatical
parallelism is difficult to identify because its forms
often don't survive translation. Semantic is much
easier to identify because the repetition of ideas will
translate into English (32). Using Ludlow's definitions and some of his examples from Isaiah (32-38),
I will identify seven forms of parallelism which
occur in both Isaiah's and Abinadi's texts.
1. Synonymous parallelism: a theme of the first line
repeats itself in the second line, but in slightly
different words:
(a) An ox knows his owner, and
(b) An ass his master's crib. (Isaiah 1:3)
Abinadi also uses synonymous parallelism:

Juxtaposing opposites vividly illustrates the point
the speaker wants to make. Note Abinadi's antithetical parallelism:
(a) Even this mortal
(b) shall put on immortality
(a) and this corruption
(b) shall put on incorruption
and shall be brought to stand before the bar of
God, to be judged of him according to their
works
(a) whether they be good
(b) or whether they be evil-(a) If they be good, to the resurrection of
endless life and happiness;
(b) and if they be evil, to the resurrection of
endless damnation. (Mosiah 16: 10-11).
3. Emblematic parallelism: the ideas of two lines are
compared by means of a simile or metaphor:
(a) Though your sins be [red] as scarlet,
(b) they shall be white as snow;
(a') though they be red like crimson,
(b ') they shall be as wool. (Isaiah 1: 18)
Ludlow shows the way in which Isaiah uses the first
three types of parallelism in the above example (33):
red as scarlet: emblematic
antithetic
white as snow: emblematic
synonymous
red as scarlet: emblematic
antithetic
white as wool: emblematic
Abinadi uses emblematic parallelism as he describes
the punishment which will come upon the people:

(a) they have hardened their hearts against my
words;
(b) they have repented not of their evil doings;
(Mosiah 12:1)

(a) I will cause that they shall have burdens
lashed upon their backs;
(b) and they shall be driven before like a dumb
ass. (Mosiah 12:5)

As was mentioned earlier, repetition is an important
learning aid and is important in an oral culture.
2. Antithetic parallelism: a thought of the second part
of a couplet contrasts with an opposite theme in the
first:

The words like and as usually characterize this type
of parallelism.
4. Synthetic parallelism: the second line completes
or complements the thought of the first in a variety
of possible combinations (question-answer, proposition-conclusion, situation-consequence, protasisapodosis, etc.). The following verses from Isaiah
use both synonymous (ab) and synthetic (AB)
parallelism:

(a) If ye be willing and obedient, ye shall eat
the good of the land;
(b) But if ye refuse and rebel, ye shall be
devoured with the sword. (Isaiah 1:19-20)
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A.(a) Enlarge the place of thy tent
(b) and let them stretch forth the curtains of
thine habitations:
(a') spare not, lengthen thy cords,
(b ') and strengthen thy stakes;
B.(a) For thou shalt break forth on the right
hand and on the left;
(b) and thy seed shall inherit the Gentiles, and
make the desolate cities to be inhabited.
(Isaiah 54:2-3)
In his discourse, Abinadi focuses on the results of
wickedness; therefore, these cause-and-effect relationships appear often in his text:
(a) And then shall the wicked be cast out, and
they shall have cause to howl, and weep, and
wail, and gnash their teeth;
(b) and this because they would not hearken
unto the voice of the Lord;
(b) therefore the Lord redeemeth them not.
(Mosiah 16:2)
Both Isaiah and Abinadi use this technique in their
questioning strategies. "Who hath measured the
waters in the hollow of his hand? ... Who hath directed the Spirit of the Lord, or being his counsellor
hath taught him?" Isaiah asks in a series of questions
(40:12-13). Abinadi counters the priests' crossexamination with questions of his own. "What teach
ye this people? If ye teach the law of Moses why do
ye not keep it? Why do ye set your hearts upon
riches?" He uses this questioning procedure
throughout his discourse. He even quotes Isaiah's
own question and answer while using this
technique:
Yea, even doth not Isaiah say: Who hath
believed our report, and to whom is the arm of
the Lord revealed? (Mosiah 14:1)
Just as Isaiah spends the rest of the chapter answering the last question, Abinadi spends the rest of his
discourse answering the question of from what
source salvation comes. The question-answer
construct is important to the oral-literary style of
both men.
5. Composite parallelism: three or more phrases
develop a theme by amplifying a concept or defining
a term:
(a) Ah sinful nation,
(b) a people laden with iniquity
(c) a seed [brood] of evildoers
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(d) children that are corrupters:
They have forsaken the Lord. (Isaiah 1:4)

Each new phrase introduces a new aspect of the
idea, broadening (or in this case, narrowing--notice
the progression from nation to people to brood) to
the speaker's main point. The main point can also
come at the beginning of the group (as in Psalms
29:1-2). Abinadi uses composite parallelism to enumerate the characteristics of different people or
events:
(a) whosoever has heard the words of the
prophets,
(b) ... all those who have hearkened unto their
words,
(c) and believed that the Lord would redeem
his people,
(d) and have looked forward to that day for a
remission of their sins...
these are his seed, or they are the heirs of t:re
kingdom of God. (Mosiah 15:11)
And there cometh a resurrection, even a first
resurrecti on;
(a) yea, even a resurrection of those that have
been,
(b) and who are,
(c) and who shall be, even until the
resurrection of Christ. (Mosiah 15 :21)
6. Climactic parallelism: part of one line (a word or
phrase) is repeated in the second and other lines until
a theme is developed which then culminates in a
main idea or statement
(a) Your country is desolate,
(b) your cities are burned with fire:
(c) your land, strangers devour it in your
presence
It is desolate, as overthrown by strangers.
(Isaiah 1:7)
And the daughter of Zion is left
(a) as a cottage in a vineyard,
(b) as a lodge in a garden of cucumbers,
(c) as a besieged city. (Isaiah 1:8)
As we've seen, Abinadi uses frequent repetitions in
his discourse. Sometimes these repetitions create a
form of climactic parallelism as in this quote of and
commentary on Isaiah's words:
(a) And 0 how beautiful upon the mountains
were their feet
(b) And again, how beautiful upon the
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mountains are the feet of those that are still
publishing peace!
(c) And again, how beautiful upon the
mountains are the feet of those who shall
hereafter publish peace ....
(d) For how beautiful upon the mountains are
the feet of him that bringeth good tidings
that is the founder of peace,
yea, even the Lord, who has redeemed his
people. (Mosiah 15:14-18)
Abinadi moves from those who serve the Lord to the
Founder of Peace himself; his repetitions set up this
transition and reinforce the "beauty" of the scene.
This type of parallelism also manifests itself in
the repetition of grammatical units. As Abinadi
describes the atonement, he lists its component parts
in a series of parallel participial phrases:
And thus God breaketh the bands of death,
having gained the victory over death,
giving the Son power to make intercession..
Having ascended into heaven,
having the bowels of mercy;
being filled with compassion ...
standing betwixt them and justice,
having broken the bands of death,
taken upon himself their iniquity...
having redeemed them, and
satisfied the demands of justice.
(Mosiah 15:9).
This format creates a kind of grammatical parallelism
which develops Abinadi's idea. Both Abinadi and
Isaiah use another sort of grammatical parallelism
when they prophesy of future events using the
repeated construct they shall be. For examples see
Isaiah 13:14-16 and Mosiah 12:2-3.
Introverted parallelism: a pattern of words or ideas is
stated and then repeated, but in reverse order. This
parallelism is also called chiasmus. Chiastic patterns
abound in ancient writings. A simple example in
Isaiah follows:
(a) Ephraim shall not envy
(b) Judah
(b') And Judah
(a') shall not vex Ephraim. (Isaiah 11:13)
Ludlow explains that "chiastic patterns can be
expanded to include many verses, whole chapters,
even (according to some authorities) groups of

chapters" (37). Abinadi, in his oral formulaic mode,
also uses chiasmus to make his point.
(a)Thus has the Lord commanded me
(b) Except people repent the Lord will visit them
in his anger
(c) He will deliver them to their enemies
(d) they will be brought into bondage
(e) They shall know that the Lord is God
(d') except they repent, they shall be
brought into bondage
(c') they shall be smitten by their enemies
(b') Except they repent the Lord will not hear
their prayers and will not deliver them.
(a') Thus hath he commanded me.
(Mosiah 11 :20-25).
Chiasmus seems to be one of the most abunda::t
forms of parallelism in the Book of Mormon, and a
reason for some evidently awkward repetitions.
Included at the end of this paper is an appendix
which contains a list of additional chiastic passages
which occur in Abinadi's discourse.
CONCLUSION
Abinadi lived approximately 600 years later than
Isaiah. Yet their texts bear striking stylistic resemblances. Although culture and language undoubtedly
evolved over those centuries, there was an apparent
need for Abinadi to teach his audience in a verbally
memorable, impressive manner. But not only his
use of additive relationships, frequent repetition, and
parallelism echo the words of Isaiah. They both
have the same message: Christ will come to save his
people. This message is worth repeating and
remembering.
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APPENDIX
CHIASTIC PASSAGES IN ABINADI'S
DISCOURSE
(a) Priests pretend understanding
(b) they pervert the ways of the Lord
(c) if they understand, they have not
taught
(b') therefore they pervert the ways of the
Lord
(a') They have not applied their hearts to
understanding (Mosiah 12:25-27)

[Note synonymous parallelsim within the chiasmus:]
(a) The Jews needed a strict law
(b) they were slow to remember
God
(a') therefore there was a strict law given to
them
(b') to keep them in remembrance
of God. (Mosiah 13: 29-30)

(a) I~ ye teach the law of Moses, why don't you
keep It?
(b) Y~ cause the people to commit sin by
yoursms
(c) Know ye not that I speak the
truth?
(c') Yea, ye know that I speak the
truth.
(b') Ye shall be smitten for your iniquities
(a') for ye have said ye teach the law of Moses
(Mosiah 12:29-31)
.

(a) The wicked shall be cast out, unredeemed.
(b) they are carnal, and devilish; the devil
has power over them
(c) all mankind would be endlessly
lost were it not for God who
redeemed them from their lost and
fallen state
(b') he that remains in his carnal state
remains under the devil's power
(a') ~ if no redemption had been made, they remain
enemIes to God (Mosiah 16:2-5)

(a) Ye have said that ye teach the law of Moses.
(b) What know ye concerning the law of
Moses? Does salvation come by the law of
Moses?
(c) ifye keep the commandments ye
shall be saved
(c') yea, if ye keep the
commandments which the Lord
delivered on Mt. Sinai
(b') Have ye done all this? Nay.
(a') Ha,:e ye taught the people that they should do all
these things? Nay. (Mosiah 12:31-37)

(a) The time shall come when it shall no more be
expedient to keep the law of Moses
(b) Salvation doesn't come by the law
alone, but by the atonement
(c) The Jews needed a strict law
because of their stiffneckedness
(d) All these things were
types of things to come
(c') The Jews didn't understand the
law because of the hardness of their
hearts
(b') Not any man can be saved except
through the redemption
(a') Moses prophesied of this redemption through
the Messiah (Mosiah 13:27-33)

(a) They are carnal and devilish, the devil has power
over them
(b) that serpent that did beguile our first
parents which was the cause of their fall
(b') which was the cause of all mankind
becoming
(a') carn~l, ~ensual, devilish, knowing evil from
good, subJectmg themselves to the devil.
(Mosiah 16:3)

A Comparison of Second Language Learning
and Conversion to the LDS Church
Melinda Evans
Brigham Young University

Recently a non-LDS friend of my neighbor was
visiting Provo, and for entertainment he decided to
tell everyone he was introduced to that he was
investigating the Mormon Church. This young man
is interested in psychology, and enjoyed watching
people's reactions when they heard that he was a
potential candidate for baptism. During the course of
this charade, however, his harmless form of entertainment became a tell-tale study of Mormon culture.
One particular comment he made has especially
stuck in my mind. As he was introduced to some
passing ward member, he greeted them with t:te
usual, "Hi there! I'm an investigator!" He then
paused, and continued, "Well, at least until I get
baptized. Then you can leave me out on the porch."
As biting as this comment is, it is in many cases
true. A number of people who are baptized into the
LDS Church are never fully integrated into their
wards. Consequently, new members are left alone to
learn a culture that is so foreign it is like learning a
foreign language. In fact, I have found that the emotional climate of foreign language learning is in
many ways the same emotional climate experienced
by new members of the LDS Church when they try
to integrate into Mormon religion and culture.
Accordingly, if we can understand the emotions
learners feel when they are learning a foreign language, we should be able to apply that knowledge to
helping new converts find their place in the Church.
First, according to William T. Littlewood,
learners are most motivated when they are
"favourably disposed towards the speakers of the
language they are learning" (55). For example, if
someone thinks the French are rude snobs who do
far too much nuclear testing in the South Pacific,
that person is probably not well motivated to learn
French. However, a person who loves fashion,
wine, and other various French stereotypes is more
attracted to the French language, and is therefore

more motivated to learn the language.
Similarly, new LDS members are more motivated to absorb a Mormon lifestyle if they feel
favourably disposed towards Church members.
Unfortunately, the Mormon culture has become
notorious for being exclusive. Like my friend said,
converts are often left "out on the porch," distant
from the group. Many Mormons need to learn that
the number of people in a ward is not limited to the
number of names in the ward phone directory.
The second point Littlewood makes is that
language students often have to perform in ignorance, which may produce feelings of helplessness
and inadequacy (58). They may encounter unfamiliar sounds, such as a trilled "r" or nasal vowels.
Often, with cases such as nasalization, an unaccustomed ear cannot distinguish differences in sound.
Consequently, students receive comments and
corrections that don't always make sense to them.
Hence there is confusion rather than confidence, and
the students easily become withdrawn.
In much the same way, new LDS converts are
easily overwhelmed by the jump from basic missionary discussions to in-depth Gospel Doctrine
classes. They are immediately faced with an abundance of unfamiliar terms which leave the new
member in helpless ignorance. For example, I recorded the following terms from the discussion of
on e afternoon's church meetings: the Word of
Wisdom, the urim and thummim, calling and election made sure, Liahona, sword of Laban, great and
spacious building, cubits, King Noah, being
changed in the twinkling of an eye, Adam-omdiAhman, telestial, and taking out endowments.
Without a working knowledge of how these terms
fit into LDS theology, simply following the direction
of a lesson is a laborious task; understanding everything is impossible. Without someone to explain unfamiliar terms to the leamer, frustration is inevitable.
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Further difficulty lies in the fact that students
both of languages and of religion have to re-Iearn
many of the conventions of daily living. For
example, when studying a foreign language, students have to learn new mannerisms of greeting an
acquaintance, eating in public, or making business
transactions. there are new definitions of what is
polite, what is acceptable, and what is offensive.
These new codes of behavior and speech can produce various degrees of "culture shock" or anxiety.
While a little anxiety can stimulate a learner to invest
more time in the language, too much anxiety can
hinder or even halt language learning.
Similarly, new LDS members need to learn
Mormon culture and all of its conventions. To me,
the most easily seen of these conventions is the
Mormon manner of speaking, with its many particular idioms. The most conscious idiomatic changes I
have noticed have been in the manner of praying.
For example, regard the following two prayers:
Dear God,
Thank you for today, and for life.
We are grateful for the lesson that was taught.
Please help us to remember it.
Please watch over us and keep us safe.
Stay with us.
We need thy guiding hand.
Help us to stay strong and righteous.
In Jesus' name, Amen.
That was a prayer offered by a non-member friend
of mine. Compare that with the following prayer,
which was given in my religion class:
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This is just a sample of Mormon idiomatic speech. I
consider the quaint cliches important because until I
learned to master them, several Church members
informed me that I was "doing it wrong." Such
statements only made me feel inhibited when the aim
was to feel more involved. Littlewood suggests that
the best way students can remedy these feelings of
inhibition is to "establish friendly contacts in the
second language environment, which cushion their
relationship with it and make them more willing to
expose themselves in the new language." Surely it is
understandable that a foreign language student will
be more comfortable with a language if they have a
patient mentor explaining cultural idiosyncracies.
The same idea applies to a religious setting. Even
Pres. Benson has stated, "When you make a friend
of a person, then you can teach them the gospel"
(36). If more ward members (particularly home
teachers or visiting teachers) could fill the mentor
role first performed by missionaries, then certainly
more converts would remain active in the ward.
Lastly, Littlewood points out that the best
students of foreign language are those who can
tolerate ambiguity without feeling insecure. learning
a second language involves being introduced to
enormous amounts of information which cannot all
be learned at once for instant reward. Rather, it
appears that success in foreign language studies is
closely tied to the ability of a student to work for
delayed gratifications (Arendt 8) and maintain a
strong image of the "anticipated self' (Singer 21).
Likewise, new converts will benefit if they can
anticipate that one day they will be more culturally
literate.

Our most kind and gracious Heavenly Father,
We come before Thee this day in thanks for this
beautiful
day and for this beautiful building we have to
meet in.
We thank Thee for the words which have been
given us,
and ask Thee to help us remember them, that we
might be
able to use them in our every-day lives.
We ask Thee to watch over us, that when the
time comes
we might all travel home in safety.
We say these things in the name of Jesus Christ,
Amen.

The religious parallel is obvious. I say it is the
responsibility of Church members to see that
converts are taught hope and endurance; it is our
responsibility to welcome them in the ward and help
them develop their own Mormon identity. Foreign
language learning provides a convenient parallel that
allows for clear insights. It is imperative that we
learn to implement these insights because, quite
frankly, the porch is getting crowded. If we are
going to continue to invite people to feast on the
words of Christ, we had better be ready to let them
in the dining room.

74

WORKS CITED
Arendt, Jerrnaine D. Foreign Language Learning
Today and Tomorrow. New York: Pergamon.
1979.
Benson, Ezra T. "Preparation for Missionaries."
Ensign. March, 1985. 36-37.
Littlewood, William T. Foreign and Second
language Learning. Cambridge: Cambridge UP.
1984.
Singer, Benjamin. "The Future-Focused RoleImage." Learning for Tomorrow. New York:
Vintage, 1974. 19-32.

DLLS PROCEEDINGS 1991

Semantic Variation in the Connotations of Personal Names
Paul Baltes
Purdue University

INTRODUCTION
Much of the idea for this paper originated in a
joke. Several years ago, evangelist Oral Roberts
proclaimed that if he did not receive eight million
dollars by a certain date, God would "call him
home". Stand-up comedian Robin Williams responded, "Is God some man named Vinnie, saying
'give me my money?'" To fully understand this
joke, it is necessary to correctly interpret information
being communicated through the name, 'Vinnie',
which predicates semantic features allowing us to
understand the sense of 'God' as a gangster or a
mafioso. This use of personal names forces us to
reexamine some of the roles of names in natural
language, especially in light of the overwhelming
amount of scholarship which claims that personal
names have no meaning other than to signify their
bearers.
This paper will explore the theories of sense,
reference and connotation which contribute to our
understanding and use of personal names. The hypothesis is that names suggest descriptions regardless of their referential function. Of principal
importance for this study, to quote Jespersen, "is the
way in which names are actually employed by
speakers and understood by hearers" (cited in
Zabeeh 1968: 58).
FOUNDATIONAL CONCEPTS
Before beginning, it is necessary to clarify the
way in which certain terms and concepts will be
used so as to provide a foundation for argument.
The word "name" itself is often used in the study of
language as a designation for any noun. This use of
the word arises because the labels we assign to
various objects or ideas are primarily arbitrary. The
essence of semantics is naming (Lyons 1977) as
names are given to objects or ideas to refer to or to
signify the concepts around us.

Personal names are part of a larger category
known as proper nouns, sometimes referred to as
proper names. These terms are considered to have as
an inherent property some designation of individuality (see Ullmann 1962: 73). Central to this focus on
the topic of personal names, however, is the idea
that names can have some central meaning other than
the simple identification of their bearer. To distinguish these two different uses of meaning I shall use
the terms "reference" and "meaning". Reference will
be used to describe the link between a name and a
specific individual. For example, in the sentence
'Bob hit Bill', the names "Bob" and "Bill" refer to
the individuals who can be identified by these two
expressions. The people themselves would then be
the referents of the individual names (see Lyons
1977: 178). The term "meaning" will be used to include the concepts of cognitive or descriptive meaning (Lyons 1977: 196) since when I claim that
names have "meaning" I am using the terms to
indicate a mental image or descriptive set of characteristics we may perceive from the name itself,
which mayor may not correspond to a person who
bears the name.
Such descriptive or cognitive meanings can be
understood in terms of "scripts" which designate the
semantic properties or features evoked by a particular word or phrase (Raskin 1985: 80-81). Gumperz
(1979: 2) describes the script (often called frame or
schema) as that which primarily functions to fill in
meaning unspecified or indirectly referred to in an
utterance. Without the notion of semantic scripts,
theories of competence cannot account for the
sentences in (1):
(1) (a) John was a dime short and had to do without

milk.
(b) Mary saw a black cat and immediately turned
home.

....
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Raskin (1985: 68) explains that (la-b) can only be
correctly interpreted through competence processes
which include money-commodity relationships in
(1a) and black cat-bad luck scripts in (2b) (for a
further discussion of scripts see Fillmore (1976) and
(1985).
This notion of scripts is directly linked to that of
connotation. Connotations of words, as defined
herein, are the emotive or affective components
which may surface in addition to a central meaning
of a word. I suggest that connotations are the relationships between previously established scripts
which develop through individual and communal
experiences such that the words and the objects or
ideas they represent may acquire both personal
and/or shared associations. These socially shared
associations may be used to convey information and
thereby attribute meaning to the name without invoking a specific referent. Personal names are often
used in this way by authors, comedians, advertising
agencies, screen writers, poets, parents, as well as
in everyday conversation.
TRADITIONAL VIEWS ON THE ROLES OF
PERSONAL NAMES
Our earliest recorded definition of nouns comes
from the Greek scholar Dionysis Thrax. He defines
the noun as a part of speech having case-inflections,
signifying a person or thing and (being) general or
particular" (Vorlant 1978: 69). He goes on to distinguish the common nouns from proper nouns where
proper nouns are those particular names we give to
people, places and sometimes objects. In each case
the purpose of these names is to either emphasize the
individuality of that which is being named or to
personalize it (Michael 1970: 85-86).
Grammarians and philosophers down through
the centuries have deviated very little from these
early characterizations. In the Renaissance when
grammarians were attempting to write grammars of
Latin in English, they were forced to define grammatical categories and features for the first time in
English. Many of these defmitions have continued to
prevail and influence the thinking of modem grammarians and philosophers. From the work of such
scholars as Lily, Linacre and Wilkins, we retain the
ideas that proper names are not preceded by articles;
they also cannot occur in the plural and they do not
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have connotations (Michael 1970: 290-297; see also
Allerton 1987: 64-68; Pulgram 1954: 20). For these
grammarians, as with the early Greek scholars, the
primary difference between the proper noun and the
common noun was that the proper noun inherently
contained the notion of individuality and
uniqueness.
Primarily, personal names are said to involve
two principal functions: the referential- expressly
indicating the presence, existence or relevance of the
person being named, and the vocative-attracting
the attention of the same (Lyons, 1977: 216-217).
Unlike common nouns, proper nouns, especially
personal names, inherently contain the idea of individuality or uniqueness. It was the very characterization, attributed to Dionysis Thrax, that John Stuart
Mill was attempting to capture when he set down his
theory of names.
Mill argues that common nouns act more like
definite descriptions, than proper names, in that
common nouns can connote attributes of their referents, while proper names do not. He claims that
while common nouns have both reference and
meaning, proper nouns have reference only and do
not have meaning. Although they did not agree on
all aspects of naming, Kripke (1972) agrees with
Mill that proper names do not have meaning, but
only reference.
Ullmann (1962: 73) draws upon Mill's work to
categorize all proper nouns as being marked for
specific referents. These would function very differently from common nouns which incorporate representative elements under a single classification. For
Ullmann, the lines between these two categories of
nouns cannot be blurred since common nouns only
refer to objects and proper names must refer to
people or places (77).
Lyons claims that, though not completely
universal, it is widely accepted that proper names do
not have sense or meaning (1977: 198). R.M.W.
Dixon (1976) goes one step farther, echoing Mill, as
he emphatically declares "the only names of objects
which connote nothing are proper names".
Searle (1969: 170-171) argues that the referents
of proper names are distinguished from the referents
of definite descriptions and demonstratives in that
proper names do not presuppose contextual
conditions, or specify any characteristics of the

SEMANTIC V ARIATION IN THE CONNOTATIONS OF PERSONAL NAMES

objects to which they refer, while definite descriptions and demonstratives do. Certainly the bearer of
a name has certain definite characteristics, but there
is nothing in the name itself to suggest these. Proper
names exist, Searle goes on to say (171-172), to
avoid having to refer to objects by description. For
him, proper names are not shorthand descriptions
which evoke definite characteristics (169, 172).
They cannot be said to have sense such that they describe or specify characteristics of objects, but can
only loosely be connected to these (173).
Long's position (1969: 109) agrees with
Searle's, claiming that the "effective central meanings" of proper nouns are unique referents and that
the fundamental emphasis is on the individuality of
the bearer. Similarly, Schegloff (1971: 110) claims
that personal names are "neutral with respect to the
categories of which their bearers are members". He
continues by adding that while in English such
names may indicate gender, ethnicity and sometimes
social class, they are otherwise mute. He seems to
support the view that names may contribute to some
general presuppositions about their referent, but
other than this names have little or no meaning.
Indeed there seems to be general agreement that
when names are thought to have any sense at all, it
is only in terms of their bearers (Bean 1980: 306).
This position, that names have meaning only in
terms of their bearers, is the central underlying
assumption of most theories of proper names. Miller
and Swift (1986: 441) clearly represent this view:
"Like other words, names are symbols; unlike other
words, what they symbolize is unique." While there
is much debate over how to treat names in a theory
of language (regarding their referential function),
there is little disagreement over the assumption that
names do not have sense (see Carroll (1983) for a
more complete summary of the literature).
Pickeral (1988: 67) explains that some scholars
don't consider names to be words at all, in the same
way as common nouns are, since the meaning of a
word must be a combination of both sense and
reference, and proper names do not have sense. This
sounds a great deal like Paul Ziff (1960), who is
adamant in his argument that names have no meaning at all and are not even a part of language in the
same way as common nouns are (see Kripke (1972:
32) for further discussion). Nelson (1977: 120)
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concurs in her claim that terms such as "Mrs.
Brown" and "Fido" lack generality and as such do
not express "concepts". The names themselves recognize the individuality of the bearers, thus referring
to one object only. She bases her argument on
Fodor (1971) and Piaget (1937) to illustrate that
proper names are not extendable to all exemplars of
a concept in the way that general or common names
are (120-121). While she does not claim that the
referent of a proper name is the only instance of a
particular concept, she specifically insists that
linguistically, proper names are not generalizable
(122).
Katz (1977) supports the claim that proper
names have a unique referent but no sense. His aim
is to refute Kripke's theory that names may express
a set of properties about their specific referent, in
other words the one individual the name refers to.
He also attacks scholars such as Frege, Church, and
indirectly Russell for suggesting that names stand
for abbreviated descriptions of their referents (4-5).
For Katz, proper names do not have meaning, as
they contain no semantic properties in themselves
and thus contribute no semantic properties to the
proposition or sentence (12-13). As evidence that
this is true, Katz asserts that a sense for proper
names cannot be determined from the question,
"What does it [the name] mean?" as a sense can for
common nouns. Furthermore, he argues that names
do not exhibit coreference, ambiguity, or semantic
entailments (the latter arise from substitutions such
as 'nightmare' for 'frightening dream').
Katz's proposal for a theory of proper names is
that they do not have sense, but they may contain in
their reference encyclopedic information which
would include all the idiosyncratic entries people
mentally associate with individual names, including
any stereotype or other information about the world,
that we process along with the name (such as
Aristotle being a philosopher who lived in a certain
period of time in ancient Greece). While this appears
useful for the purposes of this study, Katz's focus is
still on the bearer of a specific name and all the
encyclopedic information he discusses is based on a
specific referent for a particular proper name (see
especially 57-60). In other words, when we hear the
name Aristotle we think of the specific historical
figure (for more on this see 1.4). Katz's principal
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claim is that proper names contribute little or nothing
to the semantic properties and relations of the sentence' and thus have no meaning in and of
themselves.
Russell's position has often been linked with
Frcgc's (what Kripke calls the "Frege-Russell
view"). Basically the two have been interpreted as
arguing that names stand for definite descriptions
and act as such in an utterance. These senses or
descriptions are always based on the specific
referent.
A few scholars claim that names may exhibit
connotative features (Jespersen (1965); Carroll
(1983); Marmaridou (1989» but such features are
again based upon specific referents. This is precisely
what Jespersen (1965) means when he says that
proper names are rich in connotation, and so may
come to function as common nouns (see 1.4 below).
His definition of a name is "the complex of qualities
characteristic of the bearer of the name" (67).
Jespersen quotes Oscar Wilde's "Every great man
nowadays has his disciples, and it is always Judas
who writes the biography" to show there is little
di,stinction between the meaning of a proper name
and that ofa common noun (66).
To summarize, the two main theories of naming
can be described as follows: one view holds that
proper names have reference but no meaning, and
the second holds that they have reference and
meaning in terms of properties invoked by the bearer
of the name similar to a definite description, but not
as rigid (2a-f). In the name "George Washington",
for example, different people may focus on different
characteristics which we know about the referent
George Washington if they know anything about
him in the first place. Whenever the expression is
invoked, some may focus on his being a great
general in the Revolutionary War, others may think
of his being the first President of the United States,
and still others may think of his having wooden
teeth. Sometimes certain features may not even be
accessible to various speakers by virtue of them
never having learned for example that George
Washington was a slave holder, or that he supposedly once chopped down a cherry tree and then told
the truth to his father. Because of these non-fixed
designations of features, many would argue that
while proper names may act like definite descrip-
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tions, their descriptive function is not fixed to one
sense.
MEANING IN TERMS OF SPECIFIC
REFERENTS
While the primary function of personal names is
referential, this fact does not preclude naming
expressions from functioning otherwise. In this
section, we will discuss several cases (2a-f) where
names function as definite descriptions in terms of a
specific referent as Frege, Russell and others have
argued.
2

(a) She is a Benedict Arnold
(b) Take it from me, that man is a Judas.
(c) He pulled another Lester.
(d) He's wearing a Ralph Lauren.
(e) That's (not) the Jane I married.

In (2a) we see the illustration of Katz's encyclopedic information. When we read or hear the name
Benedict Arnold, our interpretation process defaults
to the historical figure. In an utterance such as:
3

(a) I just met Benedict Arnold

we are taken aback since the default value of the
long dead revolutionary war traitor does not allow
for such a meeting. The name of many historical
figures becomes so connected with what they have
done or said that the utterance of the name calls to
mind a certain set of characteristics. In (3a) the
Benedict Arnold in question may be different from
the historical figure, but then the context must serve
to disambiguate. In (4a-b) we can see the name of a
historical figure used in place of the characteristics
of the person:
4

(a) What are you, some kind of Einstein?
(b) Thanks for the advice, Einstein!

The name "Einstein" in (4a) could easily be substituted with the characteristics he is most strongly
associated with, "genius", and the sentence could be
clearly understood: "What are you, some kind of
genius?" This use of the name incorporates the
stereotypical view that our particular culture shares
of the man. His political or religious views as well
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as other characteristics of his life are not called to
mind since these are not as well known, and therefore are not salient.
In (4a) the form of the question is interesting
because the speaker did not ask, "WHO are you,
some kind of Einstein?" but used the pronoun
"what". According to traditional theories, this
should not be possible when dealing with personal
names since they normally answer the question
"who?" not "what?". Although a speaker could utter
the same proposition using the interrogative, "who",
it would seem that most would choose "what" in this
instance. This reveals even more strongly that one
primary function of names can invoke in the
reader's/hearer's mind a set of properties where the
referential function is clearly secondary or nonexistent (enabling us to dispel Katz's objection that a
naming expression cannot provide an answer to the
question "What does it (the expression) mean?").
This will be dealt with more extensively below in
Section 2.
(4b) operates along the same principles as (4a),
except that in (4a) the modifier "some kind of'
allows us to understand that a comparison is being
made to something which is Einstein-like about the
hearer (some action or state which fits the stereotype, such as being a genius). In (4b) the comparison is much more indirect and sophisticated as the
speaker is invoking the set of characteristics stereotypical for the expression "Einstein" and applying
them (probably sarcastically) to the hearer.
The sentence (2b) is very similar to those concerning Einstein (4a-b) since the historical figure
Judas is most known for his betrayal of Christ.
Much like the name Benedict Arnold, Judas's name
is synonymous with "traitor" or "betrayer". Oscar
Wilde's statement, "Every great man nowadays has
his disciples, and it is always Judas who writes the
biography" is used by Jespersen to show the strong
ties between a proper name and its referent. This
principle is the same one which prompts many
celebrities to use only their first name (such as Cher
or Madonna) so that when people hear the name they
will default to the particular entertainer. Others become so famous that their first name is enough to
call up their characteristics, such as Elvis, Groucho,
Sammy or Arsenio.
(2c) shows that characteristics associated with
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other names than those of historical figures or
celebrities may be also used as descriptions. "To
pull a Lester" would indicate that a characteristic or
set of characteristics, which a group of people
associate with a person they know named "Lester"
(clumsiness, style of joking, or some specific mannerism or speech pattern for example), had been
exhibited by the agent "He". This use of the personal name, as with the previous examples from (2)
and (3), still involves the referential function of
proper names with the exception that these examples
illustrate a more semantic involvement of the name
since the name is being used to convey specific
information, even if that information is referential.
(2d) is an unusual case where the name of a
person stands for what he or she has created or
designed. In this sense the personal name becomes a
common noun. Ullmann (1962: 77) distinguishes
this type of naming expression from regular personal names because it refers to objects rather than
people. I would suggest that it actually refers to both
especially where the name of the creator and the
creation are linked. In (2d) the object being worn
may be a sweater, pants, shirt, cologne or any other
Ralph Lauren product, each individual product having its own common noun to describe it. The
speaker, meanwhile, has chosen to use the personal
name of the designer to stand for the object. This is
the very type of phenomenon Jespersen was addressing when he claimed that proper names often
become common nouns.
What is being communicated in (2d) is not a set
of personal characteristics, as with the other examples in (2) and (3), but an actual connotation itself
(from the existing metonomic relationship}-in this
instance, the style and social status that has become
a part of wearing these types of products. This
specifically shows one way in which names may
acquire connotations. Pullgram (1954: 20) admits
that proper and personal names, while primarily
referential, may involve "unequivocal connotations".
For Pullgram, as well as for others (see Bean
(1980), Ullmann (1962), and Zabeeh (1968»,
however, these connotations are directly linked to
characteristics of specific referents.
The description implied in (2e) (where (2e) is
spoken to the referent) demonstrates, probably better
than any other example, the ability names have to
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suggest a set of characteristics. In the utterance, the
speaker is referring to some aspect or aspects he
associates with Jane-ness (in the same way that
someone can refer to the quality of chair-ness an
object possesses; see Bean (1980) for more on this)
which, according to the speaker, Jane does not seem
to be complying with, but which she did when she
and the speaker were first married. In this example,
the name acts a substitute for the definite description, "the woman" in addition to an unspecified set
of attributes. The speaker of (2e) could also have
said:
5

(a) That's not the woman I married
(b) That's not the girl I married
(c) That's not the wife I married
(d) That's not the person I married

and less successfully
(e) ?That's not the female I married
Each of these examples conveys the speaker's intent
that some characteristic or set of characteristics
which the speaker wishes were present are not. Here
the name or the definite description invokes some
variable action or personality trait depending on tre
speaker. The features invoked in (2a-d), while
perhaps variable, are much more constrained than in
(2e, 5a-e) since there is some social consensus on
which finite set of properties may apply. The expression "Jane" (in 2e), as well as the gender of the
hearer, can easily be substituted with any name
without changing the meaning or intention of the
utterance. This is not the case in (2a-d).
In the fields of philosophy and linguistics there
is an almost overwhelming belief that personal
names only function referentially and have no
meaning outside of a reference specific to its bearer.
In this section we have seen several examples (2a-e,
3, 4a-b, and 5a-e) in which names exhibit connotative value, but these have also been specific to their
bearers.

RELEVANT PROPERTIES OF COMMON
NOUNS
In this section we will examine specific uses of

personal names which invoke features or properties
of meaning but have no reference. Since their first
recorded definitions, common nouns and proper
nouns have been said to be distinct. Although there
is still much debate on reference, sense and connotation as applied to common nouns, generally it is
agreed upon that common nouns have reference and
sense, and may develop connotations. Some elements associated with common nouns which will be
important to our discussion in this chapter are that
they: (A) can be broken down into sets of features
shared by members of a specific class, (B) rely on
script-based and prototype knowledge of speakers to
provide meaning apart from any referring function,
(C) may invoke a certain set of properties in addition
to the central meaning, (D) may appear in NPs
(noun phrases) which are definite or indefinite, and
(E) may be used predicatively. Some explanation of
the above five points is necessary.
The first point under the functions of common
nouns (A) is based on the traditional definitions of
what common nouns are as outlined above (1.3).
Early scholars defined common nouns as those
things which, by virtue of their having the set of
certain properties shared by a certain class, could be
said to be members of the group represented by the
common noun expression.
To a large extent the meanings of common
nouns rely on script-based information available to
native speakers of a language (B). Scripts are basically the set of semantic information surrounding a
particular expression. This information does not
include the encyclopedic information which a
speaker may know about a phenomenon, but
includes the linguistic knowledge of the native
speaker (for more on the notion of semantic scripts
see Raskin (1985) and Raskin and Weiser (1987)).
The main function of scripts, according to Gumperz
(1979), is to fill in meaning unspecified or indirectly
referred to in an utterance. The script for "doctor"
(as in medical doctor), for example, would include
such information as the person who is a doctor is
human and adult, that he or she has studied medicine
in the past for a number of years, that she or he
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probably works in a hospital or an office (although
here we see the overlap with prototype theory as it
may happen that a particular doctor has never
worked in an office for any number of reasons), that
a doctor works to cure illness, and prescribes treatment to patients (Raskin and Weiser 1987:133). The
script for "doctor" would not include such encyclopedic information as average salaries.
Point (C) states that common nouns may invoke
a certain set of properties in addition to any central
meaning. The range of properties will vary from one
lexical item to another. A set of properties may not
result from every lexical expression, but if so til!
features or set of properties may range from a simple
positive or negative association to a well-developed,
sophisticated set of characteristics. In the sentence
"The coffee has a smell" the expression "smell" has
a negative expression. This is more clearly illustrated in 'the coffee smells" which should simply
mean that the coffee has a smell to it, making no
judgment about whether the particular smell is good
or bad. In our society, however, if a "smell" is
particularly noticeable, it is usually negative. Notice
that this even works with 'These flowers smell". In
"The coffee has aroma" there is a definite positive
connotation to the word "aroma" even though again
the central meaning affords no judgment about what
type of aroma, good or bad, the coffee should have.
Advertisers and authors are especially conscious of
such connotations and often use them to invoke the
desired properties for their audiences.
Common nouns can also be used predicatively
(E). In (8a)
8

(a) George is the President.

the NP (noun phrase) expression "the President" is
being predicated of "George". A similar process is
being carried on in (8b).
8

(b) George is President.

(c) George, the President, is here.
(d) President George is here.
In (8c-d), however, the expression "President" is
not being used predicatively at all, but attributively.
This can be also shown in the difference between
"live (as opposed to 'dead')" and "alive". The
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expression "Live catfish" is used attributively, while
'The catfish are alive" is used predicatively.
PROPER NAMES AND THEIR NONREFERENTIAL USE

Having illustrated certain relevant properties of
common nouns, we are now ready to begin our
discussion of the non-referential use of personal
names. The examples in (9) will provide us with the
necessary starting point with which to begin our
discussion:
9

(a) Is God some man named Vinnie saying,"give me my money"?
(b) Tha!'s the Fido I went out with last week.
(c) There's going to be some loser named Ned
there.
(d) I guess it's hard to aim on a tractor, ain't it
Oem?
(e) What a Bertha!
(f) I want my news from a Nigel or a Margaret.
(g) That's funny, you don't look like a Reginald

(9a) comes from the Robin Williams joke mentioned at the beginning of the paper (1.1). Here we
see the expression "some man named Vinnie" being
predicated of God. Here, the naming expression
functions much more like a common noun than a
proper noun. Within the NP, "Vinnie" is predicating
the properties of [Italian], [mafioso] and [menacing]
onto "man" which in tum, through an inheritance
process, is able to then predicate those same features
onto "God". Hence we are able to get the superimposition of scripts (B above) which provides the
understanding of the text-"is God a mafioso demanding money in some type of shakedown
operation?". This internal predication within the NP
occurs primarily because of the expression "Vinnie"
and its non-referential, connotative function. While
some contextual information is provided by the
quote "give me my money", the intended connection
between God and a mafioso is most strongly established through the name "Vinnie".
Besides its unusual semantic function (nonreferential, but connotative), the fact that "Vinnie"
occurs in the syntactic position that it does in (9a) is
even more unusual in terms of how proper nouns

82
are supposed to behave. This syntactic structure, as
well as other related ones, provides even stronger
evidence that personal names used non-referentially
have exhibit something which has not been documented before in the literature on Proper or
Common nouns. Of all the possible structural representations of nouns in terms of their demonstration
of reference and meaning so far the literature has
only dealt with those NP expressions which are
either [+reference/+meaning] or [+reference/meaning]. The data in (9) and the rest of the data
provided in this chapter demonstrate a [-reference/+meaning] representation (of course a [-reference/-meaning] relationship would not seem to be
possible since this defies ev~ry accepted definition
of what a sign is).
(9c), "There's going to be some loser named
Ned there." is structured very much like (9a) as far
as the naming expression is concerned. The data
comes from the May 18th Top Ten List on the David
Letterman show, outlining the top ten reasons Mills
College girls did not want the college to become coed. Reason number seven read ''There's going to be
some loser named Ned there asking them out". With
the exception of (d), all the naming expressions
follow a determiner, but more importantly for our
discussion, the expressions in (a), (c), (e) and (f)
follow indefinite articles. According to traditional
definitions of a proper noun, this is not supposed to
be able to happen at all. Once again we see these
proper nouns behaving more like common nouns
(see (D) above).
In (9b) we see the personal name attributing the
feature [+dog] rather than [+human] as most of tre
other names discussed in this thesis will. The
expression "Fido" has become a stereotypical name
for a dog just as the expression "Vinnie" has become
a stereotypical name for an Italian mafioso (9a).
Here, however, we don't get the features normally
associated with "dog", but instead get the substitution of "Fido" for "dog". Both expressions give the
same reading when used in this context-predicating
the feature [unattractive] onto the unspecified person
being referred to. In some ways this is like (2e)
(That's the Jane I married) in that the name can be
directly substituted for a common noun expression
without any loss of meaning. (9b) and (2e) are
different, however, in that the former invokes
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specific features while the latter does not.
(9d) at first seems like it is being used referentially, but this is not the case. The text comes from a
monologue by comedienne Pam Stone. In her routine she describes a performance where she's
making fun of Tennessee. Playing off the comedienne,s California home, one supposed member of
the audience responds with "At least in Tennessee,
we don't drive all over our freeways and shoot and
kill people." To this she responds "No, but you
should. Of course, I guess it's hard to aim on a
tractor, ain't it Oem". In this utterance "Oem" is not
being used vocatively or referentially in that we have
no reason to believe that the heckler is actually
named Clem. In fact the semantic script for such a
situation allows us to understand that the performer
does not get to know the names of the members of
the audience. The expression "Oem" is being used
to predicate a set of properties onto the heckler-that
of his being a "hick" and all that this connotes in
terms oflower intelligence and the lack of sophistication on the part of the audience member. Ms.
Stone invokes a different set of features for another
person she only describes as "a friend named
Tiffany". With only a small amount of contextual
information the hearer is quickly able to deduce that
"Tiffany" is not very intelligent either. In both of
these examples information about the non-existent
referents in these jokes is being communicated to the
audience through the use of these naming expressions (see Zhao 1987 for further discussion on the
communicative aspects of joke telling).
(ge), like (9b), provides a strong definite description. In this example, the expression "Bertha"
invokes the properties of [fat], [unattractive] and
[female] onto the unspecified referent. Whether the
referent is actually named Bertha or not is not an
issue; rather what is an issue is that the nonreferential use of the name invokes, in the hearer's
mind, specific connotations intended by the speaker.
The expression "Bertha" is specific because it has
acquired these associations through time whereas an
expression such as "Lester" (as in (2c» has not. If
someone were to say, "What a Lester!" it would not
imply specific features to any but perhaps a small
number of people directly associated with the
"Lester" the expression refers to. The expression
"Bertha", on the other hand, invokes the same
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features in the vast majority of native speakers of
American English (the author's survey and its
results verifying this and other feature specification
will be more thoroughly discussed in chapter 3).
There is a vast difference in meaning between "I
want my news from Nigel or Margaret" and "I want
my news from a Nigel or a Margaret". The first
implies specific referents in the speaker's mind,
while the presence of the indefinite articles preceding
the other naming expressions strongly marks them
as non-referential. Hence the Hearer/Reader must
invoke other semantic processes to fully parse the
utterance. (9f) was taken from Comedian Gilbert
Godfried's monologue at the Ninth Annual Comedy
Awards. He was lamenting the NBC release of Jane
Pauley and subsequent replacement with Deborah
Norville. He commented that he didn't want his
news from a Debbie; he wanted it from a Nigel or a
Margaret. It is interesting to note that when he
constructed his remarks Gilbert Godfried chose to
refer to Ms. Norville by "Debbie" and she herself
uses "Deborah" as her professional name. Using
each of the names this way he was invoking these
semantic processes in the minds of the audience
members. The occurrence of these names after an
indefinite article only strengthens one of the claims
of this paper that these names are indeed functioning
non-referentially.
In (9g) the utterance indicates that the name
"Reginald" predicates some associations or properties which do not fulfill the speaker's expectations
when he or she meets someone who bears the name.
While the name is referential in the sentence to the
extent that the hearer is named "Reginald", there
exists an expression "Reginald" in the native
speaker's lexicon which contains the set of properties he or she associates with the name. This is
partially illustrated in the use of the article-name
construction "a Reginald".
There is a great deal more data than that offered
in (9) which attests to these non-referential uses of
names in common experience. In the October 5th,
1990 issue of the Chicago Reader, an article on
zippers states that the reader's idea of a zipper
factory "might be a couple guys named Izzy and
Mort (or the equivalent in Japanese) in some
crummy loft in the garment district". The new
guidelines on offensive words to avoid using in
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print (published by the Multicultural Management
Program at the University of Missouri School of
Journalism) list "Ivan" as a word to avoid because it
is "a common and offensive substitute for a Soviet
person". This illustrates precisely the cases where
stereotypes are subsumed under some representative
name and then the name may be used to predicate
specific features.
In the film The Fabulous Baker Boys, a woman
auditions for the role of the singer. She tells the
Baker brothers that her name is Monica. She explains that this is only her stage name since her real
name, Blanche, didn't have the "pizazz" necessary
for show business.
The following is an excerpt from an article
which appeared in The Seattle Times several years
ago. It is representative of the way native speakers,
authors, comedians and others use personal names
to suggest semantic features. The article lists the top
twenty five ways to go about organizing a company
softball team. The data pertinent to this paper has
been incorporated into (10):
10 (a) Pick Vinny from the shipping department. If
there's no Vinny, pick Frank. No doubt Frank
will know a Vinny, probably from some other
shipping department, and Vinny will know
another Vinny. Or Eddie. So you end up with
three guys, either Vinny, Vinny, and Vinny, or
Frank, Vinny, and Vinny, or Frank, Vinny, and
Eddie. This, by the way, is your starting
outfield.
(b) Never pick a Seth.

(c) If it's a co-ed team, anyone named Brenda
gets on automatically.
(d) Only players named "Pepper" or "Spike" or
"Scooter" can be your shortstop. But only if
that's his real name. Have him bring a birth
certificate. I mean, anyone can call himself
"Scooter", right? You want the guy whose
parents thought it up.
(e) If Rita, the redheaded receptionist, is at all
interested, sign her up. The heck with her
average.
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If personal names truly had no meaning to
contribute to a sentence then in the following
paradigm the native speaker of American English
would not be able to perceive any difference in the
utterances. If we ask the question, "How would you
like to be locked in a room with someone named
_ _ _ _ _?", filling in the blank with various
names, we can generate sentences such as· those
found in (11):

11 How would you liked to be locked in a room ...
(a) ... with someone named Bruce.
(b) ... with someone named Stanley.
(c) ... with someone named Ed.
(d) ... with someone named Monique.
(e) ... with someone named Tiffany.
(f) ... with someone named Ida.
(g) ... with someone named Cornelius.
(h) ... with someone named Pete.
(i) ... with someone named Jane.
(j) ... with someone named Brenda.
and so forth. In each case a very different mental
image surfaces in the mind of the speaker, some
being more marked than others in terms of specificity and intensity of association. The lack of a
specific referent (partially indicated by the generalizing "someone named") initiates a search in the
hearer's prototype and script-based lexicon to fill in
the gap left by the absence of a referent and thereby
supply the sentence with meaning.
The existence of these scripts also allows us to
examine other pertinent information regarding personal names and their connotations. Raskin and
Weiser (1987: 196) indicate that what words connote affects the existence of redundancy in an
utterance. Their own example (12)
12 Imagine a mental picture of someone engaged in
the intellectual activity of trying to learn what the
rules are for how to play the game of chess.
illustrates a number of such occurrences, where
"imagine" connotes "creating a mental picture", and
"chess" indicates within its script both "game" and
"intellectual activity" (the latter of which is also
redundant with "trying to learn"). Such redundancy
occurs because the same semantic features are

invoked or predicated (allowing inference) by
several constituents in a sentence (196). The same
processes can be shown for the connotations of
personal names, as seen in (13):
13 How would you like to be locked up in a room
with a large man/woman named ....
(a) ... a large man named Bubba?
(b) ... a large man named Vinnie?
(c) ... a large woman named Bertha?
In each of these three examples, the redundant
phrase "large man/woman named" is recoverable
because of the features predicated by the name
expression. Interestingly enough, however, the
meaning of "large" in each instance is not the same.
These differences, however, are also recoverable
because of the scripts involved. In (l3a) "Bubba"
invokes the features of [human], [male], and [largesize] (among others not specified such as [singular]
and [personal name]). It therefore can predicate "a
large man with the name" or "a large man named".
Note that while this use of the name contains some
aspects of reference as described thus far, its use is
still not completely referential as the presence of the
indefinite article indicates. There is not one specific
referent of Bubba that the speaker can point to in
his/her question. The speaker merely wants to know
the hearer's reaction to being locked in a room with
someone of that name. The lack of a specific referent
invokes the non-referential connotative meaning to
fill in the referential gap. It is the connotative features which are important to the sentences in (13).
(l3c) invokes the same features as (13a) except
for the gender difference of [female] rather than
[male]. (13b) also invokes the features invoked by
(l3a) except that [large] in this case does not necessarily have to mean size. Rather there is a more
strongly marked reading for [large-menacing]. This
occurs because of the intersection of the possible
scripts for "Vinnie" and "large".
At this point we can even impose truth values on
this use of personal names. For example, we can
say that to use the expression "Bertha" to designate
someone who is thin is false. This example leads us
to ask further questions (addressed elsewhere (see
Baltes (1991)) about the saliency of features.

SEMANTIC V ARIA nON IN THE CONNOTATIONS OF PERSONAL NAMES

For years authors, comedians and even housing
developers (who invoke positive connotations with
such place names as Pine Bluff Villa and Rolling
Green Acres) have realized the connotative meanings
of such naming expressions as we have seen herein.
That these uses and meanings have not been sufficiently accounted for in linguistic or philosophical
theory does not preclude their existence, nor does it
negate their importance. The data provided in this
paper clearly demonstrate the existence of the nonreferential but connotative functions of personal
names.
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A Contrastive Analysis of Address Term Usage
in English and Japanese
Marl Sugawara
Brigham Young University

The domain of address terms was selected for
this study because the function of address tenns
reflects the values of the social system within which
they are used.
According to Strick (1980), there are two
dimensions-power or status vs. solidarity or
acquaintanceshiI>-used to describe social organization. The power or status dimension reflects an
asymmetrical power relationship between the
addresser and the addressee. In this dimension,
superiors call their subordinates by their first names,
while subordinates use a title plus the last name to
address superiors. On the contrary, the solidarity or
acquaintanceship dimension reflects a symmetrical
relationship based on power equality. In this
dimension, two persons at the same power level
would call each other by their first names, while
people at lower power levels would call people at
higher levels by titles plus last names. Thus,
people's attention to social organization underlies
patterns of address term usage.
Kitao and Kitao (1985) describe both two
perspectives for human relationships in the U.S. and
Japan. In Japan, human relationships are vertical,
and people are likely to adjust their speech to the
perceived relationship between the addresser and the
addressee. In contrast, American people consider
human relationships to be horizontal, and people like
to speak to others at an equal level.
Based on Strick's and Kitao and Kitao's
descriptions, it is assumed that the Japanese social
system employs the power or status dimension,
whereas the American social system employs the
solidarity of acquaintanceship dimension.
ADDRESS TERMS

There are various ways to address people depending on the status, formality, intimacy, solidarity, and power of the situation and people involved.

In English, terms of address can be divided into
five categories (Strick, 1980; Buren 1974). In this
study, "titles" refers to anything other than Mr.,
Mrs., and Miss.

1. Titles (Dr. Sir).
2. Mr., Mrs., and Miss.
3. Kinship Terms.
4. Full First Name (FFN).
5. Affectionate First Name (AfFN).
In Japanese, the entire organization of address
terms is more complex than English. In Japanese
address term usage, terms, such as "san," "kun,"
and "chan" are placed after names, resulting in the
following combinations.

1. Titles.
2. Full Last Name (FLN) + san or kun.
3. Kinship Terms.
4. Full Last Name (FLN).
5. Full First Name (FFN) + san.
6. Full Fist Name (FFN) + kun.
7. Full First Name (FFN) + chan.
8. Affectionate First Name (AfFN) + kun.
9. Affectionate First Name (AfFN) + chan.
10. Full First Name (FFN).
This variety also shows that Japanese people are
very conscious of address terms when they address
others. In both languages, these terms vary depending on the relationships of the addresser and the
addressee.
Because address term usage is closely related to
peoples' consideration to human relationships in
their society, this usage is varied from one culture
(language) to another. Consequently, L2 learners
often fail to accomplish address term usage in tenns
of social appropriateness.
In communicative action, social appropriateness
is necessary. If L2 learners knew adequately how to
use address terms according to register variation,
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they would be more socially accepted. This means
that L2 learners must master a new culture as well as
a new language.
In order to demonstrate the cross-cultural difference of address term usage, I will compare the
address term usage in English and Japanese, and the
difficulty acquiring the appropriate address term
usage in both English and Japanese as a second
language.
RESEARCH DESIGN
In order to answer the questions of which
dimensions govern the address term usage in
English and Japanese, and whether it is more difficult for native English learners of Japanese or native
Japanese learners of English to acquire proper
address term usage, a study was designed in which
English and Japanese native speakers responded to
two questionnaires asking which address terms
should be used to address persons directly in certain
L1 and L2 situations.
This study investigated how both native English
and Japanese speakers change register according to
the situation, age, st~tus, familiarity, and sex of the
addressee in L 1 and L2.
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domized. The questionnaire was prepared in English
and Japanese. Both English and Japanese native
speakers responded to the same English questionnaire. However, while Japanese native speakers
answered questionnaires using "Kanji," English
native speakers responded to questionnaires written
only in "Hiragana" (the Japanese phonetic syllabary)
to avoid excessive difficulty understanding the
questions. All subjects responded to both English
and Japanese questionnaires. All questions were
open-answer so as to get actual language usage from
the students.
PROCEDURE
~e

subjects were instructed to answer in the
most natural way probable for Ll and L2 situations.
The subjects were also instructed to make their
responses on the questionnaire in the form of a
direct address to the hypothetical person. In addition
to the written instructions and example, the students
were orally instructed to consult the corresponding
native language question when they had problems
understanding the questions in the L2. It took at
most ten minutes for most subjects to fill out both
the L 1 and L2 questionnaires.

SUBJECTS

ANALYSIS

A total of 40 students participated in the experiment. There were twenty Japanese native speakers:
ten male and ten female. There were also twenty
English native speakers who had been in Japan for
at least one and a half years. Ten were male and ten
were female. The English native speakers were
undergraduate and graduate students at Brigham
Young University. The Japanese native speakers
were ELC (English Language Center), undergraduate, and graduate students at Brigham Young
University.

Using the categories of address terms for
English and Japanese put forth earlier in this papers,
each response assigned to one category. When there
were more than two alternatives in subjects' answers, only the first answer was counted. Variation
in affectionate first name usage was ignored.

INS1RUMENT
A questionnaire consisting of eighteen situations
was designed to get a wide spread of variables. The
variables taken into account were status, age, sex,
and level of acquaintance. The 36 combinations are
shown in Table 1.
All the questions were designed to simulate reallife situations. The order of the questions was ran-

RESULTS AND DISCUSSION
Concerning the first question of this study,
which dimension does each language employ in the
use of address terms, native speaker responses are
examined first.
Tables 2 and 3 show the number of address
terms according to status of the addressee and level
of acquaintance for English-speaking natives in
English. English native speakers did not use titles
when they addressed persons of higher status.
Although the American subjects still used Mr., Ms.,
or kinship terms, and this tendency increased
inversely with familiarity, the majority of persons
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(46.7% to 99.1 %) were addressed by their first
names.
In contrast, Japanese native speakers changed
their address terms according to the status of the
addressee and level of acquaintance in Japanese (See
Tables 4 and 5). In Japanese, native Japanese
speakers tended to address people of higher status
by using full last names with the titles and "san" or
"kun," and people of lower status by using first
names plus "san," "kun," or "chan." With respect to
familiarity, the Japanese subjects typically addressed
family members using kinship terms or first names
plus "san," "kun," or "chan." In addressing people
in the "Known" category, the use of title and the use
of full last names plus "san" or "kun" were both
common in spite of the familiarity between tre
addresser and the addressee. In the "Unknown"
category, 64.2% of addressees were called by their
last name plus "san" or "kun." The data also shows
that people who were addressed only by their full
first names or full last names had a very close
relationship with the addresser, such as younger
family members or close friends of equal status.
Tables 6 and 7 show the usage address terms by
sex. There were no major differences between native
English and native Japanese responses, except
Japanese native speakers used more titles and
kinship terms than English native speakers. That is,
from 41.1 % to 52.2% of the Japanese native
speakers used titles, full last names plus "san" or
"kun," and kinship terms, while from 11.1 % to
24.4% of the English native speakers used forms
equivalent to them. Interestingly, in English, when
addressees were of the opposite sex, males used full
first names to female addressees, while females used
affectionate first names to male addressees. Also,
females used more full first names in addressing
females than males.
From these results, since when categorized by
status or familiarity from 46.7% to 99.1% of the
time native English speakers exchanged first names,
it can be seen that American subjects adopted a
solidarity dimension i~ terms of English address
usage. On the contrary, since the Japanese native
speakers tended to change address terms drastically
according to the status of the addressee or level of
familiarity, and they addressed the persons who
were of higher status by their titles with few

exceptions, it can be also seen that the Japanese
subjects employed a power dimension in their
address term usage.
The next concern is which language learners
have greater difficulty acquiring appropriate address
term usage. Tables 8, 9, 10, 11, 12, and 13 show
the comparison of native and non-native speakers'
answers. In each table, the former figures are
native's answers in the native language situations,
and the latter figures are non-native's answers in the
L2. For example, in Table 8, the former figures
were American's answers in the English language
situations, and the latter figures were Japanese
answers in the English (=L2) language situations.
These tables show relatively identical figures
between native- and non-native speakers. In the
situations of status and level of acquaintance in
English, Japanese ESL (English as a second
language) learners tended to use more full first
names where English native speakers used more
affectionate first names. In the same situation in
Japanese, American JSL (Japanese as a second
language) Learners were not familiar with using
titles and kinship terms, and they tended to use
"san" or "kun" instead.
In the situations in which the sex of the
addresser and addressee were different, Japanese
male speakers used more full first names than male
addressees did in English. English male speakers
were not likely to use "kun" and "chan" in the same
way as Japanese native speakers do in Japanese.
Even though Japanese native speakers tended to
use full first names rather than affectionate first
names, American JSL learners showed some problems in using appropriate terms in the situations of
higher status, which might be more problematic in
terms of social appropriateness. Therefore, native
English speaking JSL learners might have a greater
challenge acquiring socially appropriate address term
usage than native Japanese speaking ESL learners.
CONCLUSION
The specific purpose of this minor research was
to investigate how English and Japanese native
speakers use address terms appropriately according
to sex, age, and degree of familiarity in both L1 and
L2.
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Even though a limited number of subjects was
used, the general picture of address term usage in
both languages can be seen. That is, Japanese
people seem to employ a power dimension in terms
of address term usage. Americans, on the other
hand, seem to employ a solidarity dimension in their
use of address terms. The second concern, which
language learners have grater difficulty acquiring
appropriate address term usage, might also be seen.
American JSL Learners seem to have more problems
in using socially appropriate address terms in the
case of addressees of higher status.
There are some limitations to this study.
Address term usage is a delicate issue which shows
significant sensitivity to various factors. As some
subjects pointed out, the addressee's preference also
influences the address term usage. For example,
when one prefers to be called by his/her full first
name, people would be more likely to call him/her
by his/her full first name regardless of the level of
familiarity.
As an implication for teaching a second language, address term usage should not be taught by
itself, but might best be taught in the context of the
appropriate socio-cultural background.
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Table 1

Questionnaire variables
Sex
F=female
M=male

Status
H=higher
E=equal
L=lower

Level of Acguaintance
F=family
W=known
U=unknown

M-M
M-M
M-M
M-M
M-M
M-M
M-M
M-M
M-M

H
H
H

F
W
U
F
W
U
F
W
U

M-F
M-F
M-F
M-F
M-F
M-F
M-F
M-F
M-F

H
H
H
E
E
E
L
L
L

F-M
F-M
F-M
F-M
F-M
F-M
F-M
F-M
F-M

H
H
H

W

E
E
E

W

F-F
F-F
F-F
F-F
F-F
F-F
F-F
F-F
F-F

H
H
H

E

E
E
L
L
L

L
L
L

E
E
E

L
L
L

F
l"l

U
F
W

U
F
W
U
F
U
F
U
F
W

U
F
W
U
F
W
U
F
W
U
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Tsble 2

Number of address terms used by native English speakers in
English according to the status of the addressee
( ) Percentage
~Jjress

Terms

Higher

Equal

Lo·.er

Titles
.'1r.

Ms .•

Kinship Terms
ffN
AfFN
Others

39
25

(32.5)
(20.3)

J8

(J1.7)

18

(15.0)

( 0.9)
47
71
2

()9.2)
(59.2)
( 1. 6)

55

64

(45.8)
(5J.))

Table 3

Number of address terms used by native English speakers in
English according to the level of acquaintance
( ) Percentage
Address Terms

family

Kno .... n

Unkno .... n

Titl!'s
Mr.

Ms.

Kinship Terms
f'FN
A f fN
Others

1
25
54
40

0.9)
(20.9)
(45.0)
(33. 3)

(

10

(

8. ))

29

(24 . 2)

44
64
2

( ) 6.7)
(53.4)
(
1. 6)

42
49

( J 5.0)
(40. a)

Table 4

Number of address terms used by Japanese native speakers in
Japanese according ~o the status of addressee
( ) Percentage
~.jdress

Terms

~Itles

.

FUI
san or kun
Kinship Terms
FFN • san
fFN + kun
fFN + chan
AEFN + kun or chan
fFN or fLN

Higher
3J
45
40
2

(2'7.5)
(J 7.5)
( 33 .4)
(

1. 6)

Equal

Lc·..;er

42

(35.0)

13

( 10.3)

3
12
18
17
28

( 2.5)
(10.0)
(15.0)
( 14 .2)
(2). ))

13

(10. a)
(25.0)
(JO. 9)

30
)7
15
12

(12.5)

(10.0)

Table 5

Number of address terms used by Japanese native speakers in
Japanese according to the level of acquaintance
( ) Percentage
AJdress terms

Family

Titles
t _ .....

"

.

~l

.

N

+

J3
2)

san or kun
Terrr:s
sa:1

:"":snlp

kun
chan
+
FN
kun .or chan
~l or FLN

Kno .... n

';0
1
11
27
20
21

(27.5)
( 19 . 1)

Unkno .... n
'77

(64.2)

( J) . J)
(

) . 'j )

(

9.2)

(22.S)
(16.6)
(1'7.5)

1
17
22
12
12

0.9)
( 14 .2)
( 1a. ) )
(10.0)
( 10.0)

(

16 . , : J • ~ )
14 ( 11 . -:' )
6 ( 5.0)
5.8)
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Table 6
~umber

of address terms used by natlve English speake~s ln
English accordlng to sex dddresser-3a~ressee
( ) Perce:1tage

._--- .----AdJress Ter01S

~-M

Tltles
Mr. and Ms.
Kinship Terms
FFN
AfFN
Others

13
7
17
51
2

M-F
( 14 .4)
7.8)
( 18.9)
(56.7)
( 2.2)

(

10
3
57
20

F-F

F-M
( 11. 1)
3.3)
(63.4)
(22.2)

13
9
12
56

(

(H .4)

( 10.0)
( 1], ))
(62.3)

.,4

(

4 . 4 )

:4

S.7,
'''.0.01

26

(23.9)

(

Table 7

Number of address terms answered by Japanese natlve speakers l'
Japanese according to sex addresser-addressee
( ) Percentage
Address Terms

M-M

Titles
F'LN + san or kun
Kinship Terms
F F~I + san
ff~l + kun
FFrJ + chan
A fF'N + kun or chan
fFN or FLN

10
24
10

(11.1)
(26.7)
(11. 1)

26

(28.9)

8
19
10
9
30

14
6

(15.5)
( 6.7)

7
7

F-M

M-F'

F-F
8.9)
(30.0)
(11. 1)

8.9)
(21. 1)
(11. 1)
(10.0)
( 33 . 3 )

8
27
10

(

16

( 17.

7.8)
7.8)

10
1)

( 11. 1)
(21. 1)

(

7.8)
( ] ] . 3)
( 11. 1)
(10.el)

)1)

:1

r,

a)
( 2 -; . 3 )
(
1.1)
I 3 . ';)
_.-

2S

~-----

Table 8

Comparison of number of address terms
by native English and Japanese
according to the status of the
( )
Address Terms
Mr. and Ms.
Kinship Terms
FFN
AfFN

Higher
39
(32.5)
25
(20.8)
38
(31. 7)
18
(15.0)

Others

I
I
/
/
/
/

I
I

41
(34.2)
13
(10.8)
54
(45.0)
12
(10.0)

used in Enlglsh
speakers
addressee
Percentage
Lm,e r

Equal
0
0.0)

47

I

1
0.9)

/

71

/

(39.2)

I
71
I
(59.2) I
2
I
( 1. 6) I

(59.1)
48
(40.0)
0
( 0'.0)

1
0.9)

55
(45.8)
64
(53. 3)

0
0.0)

/
/

77
I
I (64.2)
4J
(35.8)

/
/

Table 9
Comparison of number of address terms used in English
by native Engllsh and Japanese speakers
according to the level of acquaintance
( ) Percentage
Address Terms
Mr.

and Ms.

1
!
0.9) /
25
(20. a) I
54
!
(45.0) /
40
/
( 33 . 3 ) I
(

Klnship Term
FFN
AfFN
Others

Known

Family
0
0.0)
13
(10.8)
78
(65.0)
29
(24. 2)
(

Unknown

10
8.3)

I

44
(30.7)
64
(53.4)
2
( 1. 6)

I
I
I
I
I

(

/

17
( 14 .2)

29
(24.2)

I

53
(44.2)
50
(41. 6)

42
(35.0)
49
(40.8)

!
I
I

a
(

0.0)

/

/

25
(20.8)

71
(59.2)
24
(20. 0)
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Table 10
Comparison of ~umber address terms used in Japanese
by native Japanese and English speakers
according to the status ot the addressee
( ) Percentage
Addrce Terms

Higher

I III t'g

J:J
(27 5)
FL:'i + san or kun 45
(37. 5)
Kinship Terlls
40
(33. ~)
FFN + san
2
( I. 6)
FFN + kun
FI"~

12
( i O. 0)

I

/
/

73
(60. 8)
27
(22.5)
7
( 5.8)

+ chan

AfFN

+

AfF~

+ chan

42
(35.0)

3
(.1.5)
12
(10.0)
18
(15.0)

kun

FFN or FLN

Lower

Equal

0
0.0)

0.9)

0
1 0.0)
17
114.2)
28
(23.3)

I

/
/
/
/
I

36
(30 0)

13
(10 8)

18
(15.0)

16
(13.3)
17
(14.2)
22
(18.3)

13
(10.8)
30
(25.0)
37
(30.9)
2
( 1 6)
13
(10.8)
12
(! 0.0)

1I
( 9.2)
28
(23.3)
33
(27 5)
9
( 7.5)
16
(13.3)
5
( 4.2)

5

/
I
/
I
I
I

4.2)
6
5.0)
18
(15.0)

I

I
I
/

Table II
Comparison of number of address terms used In Japanese
by native Japanese and English speakers
acoording to the level of acquaintance
( ) Percentage
Address Terms

Falli Iy

Known

Ti ties
FL .... t san or kun

Kinship Terms
FF~

+ san

FFS + kun
FFN + chan
AfFS + l<.un
AfFN + chan
FFS + FLN

0
0.0)
40
(33.3)

/
/
/
/

1
( 0.9)
11
/
( 9.2) /
27
/
(22.5) /
2
( I. 6)
18
/
(15.0) I
21
/
(17.5)

9
7.5)
27
(22.5)
9
( 7.5)
17
(! 4.2)
27
(22.5)
9
( 7.5)
13
(10.8)

9
( 7.5)

33
(27.5)
23
(19. 1)

1
0.9)
11
(14.2)

/

I
/

12
(10.0)
35
(29.2)

77
(64.2)

B
6.7)
17
(14.2)

I
/

83
(69.2)

16
(13.3)
14
(11.7)

/
/

(20.0)

6
( 5. 0)

/

17
(14.2)
11
( 9 2)
4
3.3)

5
4.1)
9
7.5)
10
( B. 3)

7
5.8)

24

22
(IB.3)
0
( 0.0)
12
(10.0)
12
(l0.0)

l:n.kIiown

/

/

5
4. 1)
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The Tower of Babel Reexamined
Dallin Dixon Oaks
Brigham Young University

One of the most well-known and neglected
explanations for the diversification of the world's
languages is found in the Biblical account of the
tower of Babel. Modem language historians either
benevolently ignore the account or hastily discount
it. Indeed, within the discipline a contemporary
linguist's acceptance of this account is typically perceived as a renunciation of his discipline, an
evidence of his inability to approach his science
objectively. Yet because objectivity is a revered
ideal, which is at least given lip service within the
scientific community, a scientist must remain open
to possibilities which are feasible, even if unpopular, especially when no particular explanation for an
event has been conclusively demonstrated.
Unfortunately for the Babel account, it may
have been discounted through strawman argumentation aimed at claims the account may not even be
making. Such a misunderstanding and hasty dismissal of the account would be all the more
lamentable if it could be shown that what the account
actually reveals is in harmony with well-established
linguistic principles. What follows is not an attempt
to "prove" the biblical account of the confusion of
languages; that would probably be impossible to do
empirically, just as alternative explanations for the
origin of languages remain unproven. Rather, an
attempt will be made to reexamine a text whose
account has perhaps been misrepresented and whose
account provides a reasonable and feasible explanation to the diversification oflanguages.
The Tower of Babel account comprises the first
nine verses of Genesis chapter eleven:
And the whole earth was of one language, and
of one speech.
2 And it came to pass, as they journeyed from
the east, that they found a plain in the land of
Shinar; and they dwelt there.
3 And they said one to another, Go to, let us
make brick, and bum them throughly. And

they had brick for stone, and slime had they
formorter.
4 And they said, Go to, let us build us a city
and a tower, whose top may reach unto
heaven: and let us make us a name, lest we be
scattered abroad upon the face of the whole
earth.
5 And the Lord came down to see the city and
the tower, which the children of men builded.
6 And the Lord said, Behold, the people is
one, and they have all one language; and this
they begin to do: and now nothing will be
restrained from them, which they have
imagined to do.
7 Go to, let us go down, and there confound
their language, that they may not understand
one another's speech.
8 So the Lord scattered them abroad from
thence upon the face of all the earth: and they
left off to build the city.
9 Therefore is the name of it called Babel;
because the Lord did there confound the
language of all the earth: and from thence did
the Lord scatter them abroad upon the face of
all the earth.
It is important to notice what this account
doesn't say, since much of the skepticism aimed at
the narrative may in fact be related to claims not even
made by the account but rather by others. For
example, notice that the account doesn't say that
everyone spoke Hebrew at this time, or that all
languages of the world derived themselves from
Hebrew. Frazer explains that the biblical account
says nothing about "the nature of the common
language which all mankind spoke before the confusion of tongues," but he explains that "later ages
took it for granted that Hebrew was the primitive
language of mankind" (374). Such claims, though
absent from the account, have been assumed or
argued by many of those who take the Babel account
seriously and may have served to undermine the
credibility of that account.
Another claim not made by the narrative is that
the central message of the account involves the
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confusion of languages. The Babel narrative is
typically perceived as an account intended to
describe how the various languages of the world
came to be. But while the account does indeed
mention the confusion of languages, that issue has
perhaps unjustly taken center stage. What the
account may really be about is the fulfillment of the
divine mandate to fill the earth, in other words, to
scatter and spread out. In the beginning God commanded the people to be fruitful, multiply, and
replenish (fill) the earth. The same commandment
was later given to Noah and his children. How does
this relate to the Tower of Babel? The unified project
of building the tower was keeping all the people
together. And it appears as if the intent of the people
who organized that project may have been just that.
Notice that in verse four they even seem to mention
this intention: And they said, Go to, let us build us a
city and a tower, whose top may reach unto heaven;
and let us make us a name, lest we be scattered
abroad upon the face of the whole earth.
Thus the people may have been in open rebellion against God as their intent was to resist one of
his commandments. It wouldn't have mattered whether they were building a tower or a tunnel. This
latter interpretation may be supported by some
information that Josephus includes in his Tower of
B abel account:
Now the plain in which they first dwelt was
called Shinar. God also commanded them to
send colonies abroad, for the thorough
peopling of the earth,-that they might not
raise seditions among themselves, but might
cultivate a great part of the earth, and enjoy its
fruits after a plentiful manner: but they were so
ill instructed, that they did not obey God; for
which reason they fell into calamities, and
were made sensible, by experience, of what
sin they had been gUilty; for when they
flourished with a numerous youth, God admonished them again to send out colonies; but
they, imagining the prosperity they enjoyed
was not derived from the favor of God, but
supposing that their own power was the proper
cause of the plentiful condition they were in,
did not obey him. Nay, they added to this their
disobedience to the divine will, the suspicion
that they were therefore ordered to send out
separate colonies, that, being divided asunder,
they might the more easily be oppressed. (7879)
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This latter interpretation, which puts a great deal of
emphasis on the disobedience to a prior command,
removes one of the more perplexing aspects of the
traditional interpretations: Why was God so upset by
the people building a tower to get to heaven? Surely
He could not have actually felt threatened by such an
attempt. The fact that God may have been primarily
concerned with getting the people to fill the earth or
scatter may also be illustrated by the reaction of
Jared and his brother in the Book of Mormon. After
they have been assured that their language would not
be confounded, they still inquire about whether they
will be driven from the land. Note that by the traditional interpretation the confusion of languages is
supposedly what scatters the people. But as Nibley
points out:
... our record does not attribute the scattering
of the people, as one might innocently suppose
it does, to the confusion of tongues. After the
brother of Jared had been assured that he and
his people and their language would not be
confounded, the question of whether they
would be driven out of the land still remained
to be answered: That was another issue, and it
is obvious that the language they spoke had as
little to do with driving them out of the land as
it did with determining their destination. (Lehi
in the Desert, 174)
Jared and his brother are curious about whether the
Lord "will drive us out of the land ... " (Ether
1:38). If the scattering were merely a consequence
of the people speaking different languages, why do
Jared and his brother ask the Lord if he will still
scatter them? Shouldn't they be asking themselves if
they are inclined to scatter? As a prophet, the brother
of Jared may well have understood something about
this incident, something which has since then not
been clearly understood.
It is often difficult to determine what the purpose or point is behind a given text, but Radday
explains that chiasmus may constitute a very useful
clue in determining the purpose or theme in certain
biblical texts. One of the points that he argues is that
"biblical authors and/or editors placed the main idea,
the thesis, or the turning point of each literary unit,
at its center" (51). As it turns out, Radday also
examines the chiastic structure of the Babel story
and concludes that "emphasis is not laid, as is
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usually assumed, on the tower, which is forgotten
after verse 5, but on the dispersion of mankind upon
'the whole earth,' the key word opening and closing
this short passage" (100). If Radday is right, and the
intended emphasis in the account is in fact on the
dispersion, then this might explain why the Book of
Mormon begins its account of the Jaredites the way
it does. As it mentions the Tower of Babel incident it
says this: Which Jared came forth with his brother
and their families, with some others and their families, from the great tower, at the time the Lord
confounded the language of the people, and swore
in his wrath that they should be scattered upon all
the face of the earth; and according to the word of
the Lord the people were scattered. (Ether 1:33)
It is interesting that this verse, which immediately follows the Jaredite genealogy and which
begins the Jaredite account, puts such an emphasis
on the scattering or dispersion. Indeed, it mentions
how God swore in His wrath to scatter the people,
(not confound the language of the people). And the
scattering is mentioned a second time as we are told
that "according to the word of the Lord the people
were scattered." Of course, the Jaredite account in
the Book of Mormon contains a few verses that deal
with the brother of Jared's concern regarding
language change, but that must not blind us to the
fact that the account itself describes the Jaredite
colony's departure from the Babylonian area, their
guidance under the hand of God, their crossing of
the sea, and their settlements in the new land. All of
this is not to say that God's intention was only to
scatter the people. The Bible makes it clear that he
intended to confound the languages as well. But the
confusion of languages may have been a means of
keeping the people scattered, once they had spread
out.
One other very significant claim that the Tower
of Babel account does not necessarily make is that
the confusion of languages was immediate. The
traditional or usual interpretation of the Babel story
is that God was angered or worried by the building
of the tower and immediately confounded the languages as a means of halting that construction.
Though the account doesn't speak of an immediate
confusion of languages, the traditional interpretation
assumes an immediacy. This assumption is presumably made since the account seems to imply that the
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confusion was a means of stopping the construction
of the tower, and it does not seem likely that if the
tower project was to be halted, God would waste
time in doing so. Additionally, the account says that
the confusion of languages occurred there at Babel.
Thus, though the account doesn't state that the
change was immediate, the traditional interpretation
of the text might seem to justify this conclusion. As
a result of the confusion of languages, the people
not only ceased building the tower but also spread to
the various parts of the earth. Thus the confusion of
languages caused the scattering of the people.
As has been pointed out, the text could be interpreted as suggesting an immediate change, but such
an interpretation doesn't seem to be required by the
narrative. This point is a very important one, since
to recognize the absence of any mention of an
immediate change in languages allows us to explore
an alternative interpretation of the Babel account.
This alternative interpretation, as well as issues related to it, will occupy the remainder of this paper.
It is a well-documented fact that languages
change over time. To a single speech community
this will not cause a problem since everyone for the
most part makes the changes together, and therefore
despite change over time, will continue to understand one another. If however, a division occurs
within a single speech community, physically isolating various constituent communities from each
other, then it is only a matter of time before the
various groups may become mutually unintelligible.
This is not because a migration or physical separation caused linguistic change (though sometimes a
new environment will necessitate some additional
new vocabulary), but because the various groups
continue to experience linguistic change independently of each other. Thus a division or scattering of
a once unified people may introduce diversification
of languages. In fact, it is just such an occurrence
that is mentioned in connection with the IndoEuropean language family. Language historians
explain that languages as seemingly diverse as
Russian, Spanish, Greek, Sanskrit, Norwegian, and
English all derived from a common source, the
Indo-European language spoken by a people who
inhabited the Euro-Asian inner continent. Eventually
these people are supposed to have divided and
migrated outward to various areas. Indeed, it was
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their scattering that accounts for the differences
between the various "descendant" languages of
Indo-European.
Even more recently we may document the
development of the various Romance languages
from Latin as speakers of that language scattered
into various parts of Europe. Thus the brand of
Latin that developed in the vernacular in France was
different than the Latin in Spain or Portugal, and
consequently we have French, Spanish, and
Portuguese respectively. Given the fact that it was a
scattering that is supposed to have accounted for the
difference between so many languages time and time
again, is it so far-fetched to suppose that the same
thing may have happened even more anciently? In
other words, could it have been a scattering that led
to a confusion of languages at the time of the tower
of Babel rather than a confusion of languages which
led to a scattering? The notion of a scattering leading
to a confusion of languages would certainly be
consistent with views maintained within the field of
Historical Linguistics.
It is of course necessary to examine whether
there is textual support for the view that it was the
scattering that led to the confusion of languages.
Verse 9 of the account in Genesis does mention that
the confusion of tongues occurred there at Babel.
But if the confusion of tongues was a process, then
Babel may be referred to as the point at which the
process was initiated. And even though this same
verse lists the two important events with the
confounding of languages being mentioned before
the scattering, it might be premature of us to
conclude that this narrative sequence corresponds to
the actual historical sequence. Indeed, elsewhere in
the account, verses 7-8 may imply a very different
historical sequence, signaled by the particular
connective device used in the narrative. After
presenting God's intention to confound the languages, the narrative does not say, ''Then the Lord
scattered them abroad"; it says, "So the Lord
scattered them abroad." The use of the conjunction
"so" could indicate a relationship between the Lord's
intention and the means by which that intention was
carried out. In other words, the Lord used a scattering to cause a confusion of languages. The fact that
God used the scattering to precipitate the confusion
of languages seems even more plausible when we
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examine the Inspired Version of the Bible. Here the
connective "so" is used, but unlike with the King
James Version in which it is used to report the event
after the fact, the Inspired Version account includes
this right within God's explanation that he will
confound the languages. Verse 5 of the Inspired
Version explains:
And the Lord said, ... and now, nothing will
be restrained from them, which they have
imagined, except I, the Lord, confound their
language, that they may not understand one
another's speech. So I, the Lord, will scatter
them abroad from thence, upon all the face of
the land, and unto every quarter of the earth.
(Genesis 11:5
Note the possible significance to the fact that this
version includes the scattering within the Lord's
expressed intention rather than as a subsequent
statement about what happened. It is introduced in
much the same way as we would introduced a
cause-effect relationship: I need a gallon of milk, so
I will go to the store. In this case: I need to
confound their languages, so to do this I will scatter
them abroad. This view in which a separation of a
people could lead to a differentiation in languages is
in harmony with principles of Historical Linguistics.
The notion of sudden language change, which
has commonly been assumed with the Babel story,
has constituted one of the stumbling blocks to
linguists and philologists in their acceptance of the
biblical account of the diversification of language.
An acceptance of sudden and universal language
change probably presents a bigger problem to them
than the fact that the account is found in the Bible.
After all, the Bible has proven reliable and valuable
for a great deal of historical information. And it
seems to be used, particularly when an occurrence
within a given biblical account though attributed to
supernatural means may also tolerate a less supernatural explanation. In such cases, both the believer
and the non-believer may regard the biblical account
as reporting an event which actually happened. But
even if the language historians were to accept. the
notion that all languages had at one time a common
origin, it is difficult for them to abandon the
uniformitarian view that languages change and
evolve slowly over time, and not in an instant. As a
matter of faith, a believer such as myself is not
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constrained to believe merely those things that
contemporary scientists approve of. I can accept that
God changed the languages immediately. But the
question remains about whether He did. This is not
to doubt that He confounded the languages, but
rather to ask about whether that confusion was
nec;essarily an immediate event. We might be guilty
of the either/or fallacy if we assume that the only
two possibilities are either A) the supernatural one,
that God changed the languages immediately or B)
the naturalistic one, that God wasn't involved and
that the languages changed naturally and as a result
of predictable social and linguistic forces. There is
of course another possibility which combines the
two possibilities: God confounded the languages by
initiating a process that operated over a period of
time.
Such an explanation is not to deny the power of
God. It merely recognizes that recorded scripture
contains not only accounts in which God destroyed
cities by fire from heaven, but also accounts in
which God inspired a king to attack a city and thus
destroy it. The fact that the latter case involves a
destruction that may be attributed to a war, does not
indicate that God's hand was absent.
So far, an attempt has been made to show the
compatibility between the particular inteIpretation
presented here and the scriptural texts, as well as
with one of the mechanisms of change that is
accepted by language historians. But there is another
issue that must be dealt with if the idea presented
here is to be accepted. It is after all, one thing to
claim that a group of languages representing a
language family such as Indo-European had a
common origin, but it is quite another to claim that
all languages of the world had a common origin.
This is a controversial claim and may have had few
if any proponents among linguists in the past.
One obstacle to documenting the common origin
of the world's languages is the apparent lack of
systematic sound correspondences. The kinds of
systematic sound correspondences such as those that
are demonstrable between Germanic and Romance
languages, whose different consonants may be
explained through the operation of Grimm's Law,
cannot be shown to exist between English and
Chinese. In other words, unlike the comparison
between a Romance Language such as Spanish and
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a Germanic language such as English in which there
are systematic sound correspondences (for example
Spanish "p" corresponding to English "r' as in
word pairs such as padre/father, pisces/fish,
and pie/foot), English and Chinese show no such
correspondences. On the basis of such consistent
phonological correspondences, independent of borrowing, English has been determined to be related to
Spanish and other Romance Languages as part of
the larger Indo-European family tree. Such sound
correspondences are perhaps necessary to conclusively prove that two languages are related, but their
absence does not disprove such a relationship. Sapir
has explained that " ... phonetic laws are by no
means comparable to the laws of physics or chemistry or any other of the natural sciences. They are
merely general statements of a series of changes
characteristic of a given language at a particular
time" (cited in Haas 33).
Even if we were to accept phonological change
as completely regular, other types of linguistic
change, as Hock shows are the result of more
irregular processes such as borrowing and metathesis and thus may blur the sound correspondences.
Hock discusses a number of types of linguistic
change: taboo, homonym clash, and reinteIpretation.
The point that will be made in the ensuing
discussion of types of change is that these processes
would tend to work against a subsequent attempt by
comparative linguistics to demonstrate cognates
between two languages as determined by sound
correspondences. It should also be noted that these
types of changes may occur relatively fast.
One powerful source of change is the avoidance
of taboo expressions. Taboos may often lead to
"constant turnover in vocabulary" (Hock 294-95).
Hock explains:
" ... it has been argued that the difficulties of
tracing Tahitian vocabulary to its ProtoPolynesian sources are in large measure a
consequence of massive taboo: Upon the death
of a member of the royal family, every word
which was a constituent part of that person's
name, or even any word sounding like it
became taboo and had to be replaced by new
words. (295)
The need for a large number of new terms was
satisfied in many cases through borrowing (295).
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Obviously, extensive lexical replacement and borrowing can do much to mask one language's
relationship to another.
Taboos may also affect "innocent homonyms"
such as ass, which has largely been replaced with
donkey, because the former term sounds like a
more offensive word (Hock 295). The word ass
will thus likely drop out of the language as a term
for an animal and thus leave our language without a
cognate for the corresponding term in the Romance
languages. In addition, other terms can be changed
or eliminated from a language if they sound like a
more offensive term. Hock demonstrates how several words phonetically similar to one of our
language's more offensive terms have dropped out
of our language. He shows how the words feek
and fae (not to mention fuk) have disappeared from
usage because of an attempt to avoid any misunderstanding (295).
Homonym clash may also cause language
change. Hock explains that in Gascon French the
phonetic form for rooster and cat merged. Replacement of one of the terms thus became necessary,
since a great deal of difference exists between a ca
or rooster loose in the hen house (298).
Another type of change that may occur is
reinterpretation. This change occurs when speakers
reinterpret a structure or form differently than the
way it has previously been interpreted. This new
interpretation can affect the way other structures or
forms are treated. Hock explains that such a process
can for example account for the insertion of "r" in
certain environments (262-63). If for example the
alternation between the two pronunciations for car,
[ka] and [karl, begins to be interpreted as a case of
insertion in the latter pronunciation rather than
deletion in the former, then we can get a pronunciation such as "idear" in which the "r" previously
wasn't found (262-63).
A further example of reinterpretation is more
semantic in nature. As Hock points out, the term
bead in Modem English, came from the Old
English word for prayer (gebed), but because of
the practice in the Middle Ages of using rosary
beads to count prayers, the term for prayers came
to be more and more closely associated with the item
on a rosary (296). This last example illustrates well
the importance of knowing a culture's history in
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order to understand the development of its vocabulary, even without taking borrowing into account. In
the example of bead as well as the other examples
that have been given, we may see how two related
languages may not have similar terms because of
historical and social forces that have come into play.
Unfortunately, as we consider the possibility of
whether two or more languages are distantly related,
we don't have historical and cultural information that
reach back to the point at which much of the differentiation would have occurred if the two languages
were, in fact, related.
Even between two very closely related languages such as German and English, semantic
change is often variable and unpredictable. For
example, in English the meanings for knight and
knave have undergone amelioration and pejoration,
respectively, while in German they have undergone
pejoration and amelioration respectively (Hock 306).
The preceding discussion has been an attempt to
show that despite appearances that might suggest the
contrary, two languages may arguably be related,
despite the absence of clear phonological correspondences between the two languages, particularly if
given the passage of enough time. Just as in matters
of Theology where an atheist cannot disprove the
existence of God through what he deems to be an
absence of evidence to prove God's existence, so
also are linguists unable to prove that two languages
are unrelated simply because those languages don't
resemble each other. William Bright explains:
There are insurmountable difficulties in
proving that languages are not related. Let us
suppose that someone states that all languages
of the world had a common origin at a time
depth of two million years. If we assume that
change has always been a fact of linguistic
history, and at rates comparable to those
observed in recent centuries, then we could
hardly expect that any specific lexical items of
"Proto-Human" would have survived into
modem times. Comparing the vocabularies of,
let us say, English and Chinese, we could not
expect to find any very convincing list of
cognates. And yet we could not say that tre
alleged common origin was disproven by the
lack of such data; we could only say that it is
not demonstrable from the data available. The
possibility of a single origin for all languages
remains neither provable nor disprovable.
(206)
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But the case for a single origin of languages
does not rely merely on the inability of the other side
to disprove the argument. While it would probably
be impossible to prove whether or not all languages
ultimately have their origin in a single language,
there has been some serious research lately that suggests a common origin. One team of Soviet linguists
is now arguing the likelihood of a common origin of
the world's languages, a language they would call
"Proto-World." Armed with evidence of possible
cognates among vastly different world languages,
they argue for a common origin of language. This
notion seems supported by some work done by
genetic researchers at the University of California at
Berkeley who "traced genetic material from women
around the world and concluded that all humans
alive today are descendants of a tiny population of
Homo sapiens that lived in Africa" (Allman 69). A
University of Michigan linguist points out that if the
conclusion of the genetic researchers is true, then it
is likely that such a group would have had a
common language (Allman 69-70).
A few other important issues remain, which
must be addressed. The first of these issues relates
to the cause of the scattering. If the argument that the
diversification of all world languages is a result of a
scattering rather than a cause, and is assumed to be
part of a natural process, a logical question that must
be addressed concerns what might have caused a
scattering or dispersal of the people at the time of the
tower of Babel. The traditional view of the Babel
account is that the confusion of languages caused the
people to disperse. With a reordered description, we
are left without an immediate precipitating cause for
dispersal. Of course, any answer to this is speculative, but it is very possible that it resulted from a
powerful force of nature. Hugh Nibley points out
that many of the Babel accounts mention a great
wind. Wind is mentioned, for example, in the
accounts given by the ancient historians Eusebius
and Tha'labi, as well as The Book of Jubilees. In
addition to this, as Nibley points out, the Book of
Mormon mentions how the Jaredite barges were
driven to this continent by a mighty wind (Lehi in
the Desert, 177-80). Add to these accounts, the one
by Josephus (78-80), as well as the Babylonian one
(White 172), both of which mention how the winds
toppled the tower. Furthermore, Thompson docu-
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ments an American Indian (Choctaw) account of the
confusion oflanguages after the people attempted to
build a great mound. In this account the wind is also
mentioned as being strong enough to blow rocks
down off the mound during three consecutive nights
(Tower 263). Interestingly enough, if it were to be
argued that this account was introduced onto the
American continent by the later arrival of Christian
missionaries, we would have to ask why the wind is
mentioned in this account, since the Bible makes no
such mention of the wind. Could a wind have
caused a mass dispersal? Perhaps a single gust of
wind or windstorm, no matter how violent could not
have achieved this, but a sustained and persistent
wind perhaps could have. Even within our own
country's recent history, most notably in the
Oklahoma dustbowl of the 1930's, numerous people
left the area because of persistent and sustained
winds which disrupted the farmers' topsoil and
consequently the desirability of their land.
Another remaining issue concerns the confusion
of language accounts which exist among other
cultures. Even if we agree that the scriptural
accounts' references to the confusion of languages
occurring at Babel actually refer to a process that
was initiated rather than completed at Babel, we
might ask how this is compatible with accounts
found in other cultures, accounts which seem quite
clear that the confounding of the languages was
sudden and immediate, concluding at Babel and
preceding a scattering. The reconciliation of these
discrepancies, however, may not be as problematic
as it appears. After all, it seems quite reasonable to
think that if some members of the once unified
speech community at Babel were scattered and then
later reunited, discovering that they no longer spoke
a common tongue, there are some good reasons why
they might identify Babel as the place where a
confusion of languages occurred. Such cultures, for
example, might know through an oral or written
tradition that they had spoken a common tongue in
an earlier age when building a great tower, that they
had ceased to build the tower because of hostile
forces of nature, and that after the manifestation of
these hostile forces they scattered. It seems likely
that with such information the people would
conclude that the confusion of languages was completed at Babel. After all, the scattering was perhaps
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accompanied by unsettling forces of nature on a
scale that hadn't previously been known since
perhaps the time of the great flood. There was no
question that a divine hand was involved in the
scattering, and in the absence of any other explanation for a confusion of languages (a gradual change
would have made the transformation go unnoticed),
it might have seemed logical to conclude that something of such a universal scale as the confusion of
languages was completed at Babel as well. The key
notion here is that the confusion of languages was
completed at Babel. There is no question that the
confusion of languages occurred at Babel, but the
interpretation presented in this paper contrasts with
some of those accounts as it argues that the
confusion of languages was a process that occurred
at Babel in the sense that it was initiated there.
In addition, it is interesting to note that even
within one of the accounts which mentions the
sudden language change, more particularly the
Choctaw Indian account, the claim is made that its
language is the original one (Tower 263). In other
words, the account records the belief that only other
people experienced language change. While such a
belief by the Choctaws would not necessarily result
from an event which involved gradual change, it
would certainly be consistent with gradual change,
since the Choctaws would be unaware of any
change in their own language and might therefore
assume that whatever universal change occurred in
languages must have left them unaffected.
In all of this discussion, there remains one issue
which must be addressed if the interpretation that is
proposed here is to be acceptable. This issue is
regarding the time frame in which such differentiation of languages is supposed to have occurred.
More specifically, it could be objected that a naturalistic process such as has been outlined here hasn't
had enough time since the tower of Babel to produce
the kind of language diversity that we can find
among all the world's languages. The time frame
suggested by the Bible seems too constrictive to
allow such diversification to have occurred. But an
acceptance of the biblical Babel account almost
necessitates the acceptance of the implied time frame
in which it is supposed to have occurred, since the
biblical account contains a genealogy from the time
of the flood down to the age of Abraham and
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beyond, and at a certain point the biblical history
including time frames may be matched with surviving secular histories. It thus becomes difficult to
argue that the Babel incident occurred too much
earlier than about 2200 B.C., though Allen places
the event around 2800 B.C., which he associates
with a time frame that he says is "fairly consistent
with both the early settlement patterns in
Mesoamerica as well as with the Old World dating
of the tower" (20). If we accept the general time
frame suggested by the Bible, then we must
acknowledge that a great deal of change must have
occurred in a relatively short period of time, a time
that seems too brief. Such an objection cannot be
lightly dismissed. Indeed the problem involving the
time frame is significant enough that if unmitigated it
could by itself discredit the entire preceding discussion. Even a linguist such as Shevoroshkin, who
believes that all the world's languages derived from
a common origin, might speak in terms of at least
50,000 years being involved in order for such a
process to have operated (Robert Wright 40).
There are, however, some possibilities that may
at least help bridge some of the gulf between these
two time tables. This paper is dealing with the
strong hypothesis, that all languages of the world
have their ultimate origin at the tower of Babel. It
should however be acknowledged that the account
may not be saying this. A weaker hypothesis is that
the account only deals with a portion of the world's
languages. Nibley explains that Hebrew uses the
same term for both "land" and "earth":
Yet another important biblical expression
receives welcome elucidation from our text:
though Ether says nothing about "the whole
earth" being "of one language and one speech"
(Genesis 11: 1), he does give us an interesting
hint as to how those words may be taken. Just
as "son" and "descendant" are the same word
in Hebrew and so may easily be confused by
translators (who in fact have no way of
knowing, save from the context, in which
sense the word is to be understood), so "earth"
and "land" are the same word, the well-known
eretz. In view of the fact that the book of
Ether, speaking only of the Jaredites, notes
that "there were none of the fair sons and
daughters upon the face of the whole earth
who repented of their sins" (Ether 13: 17), it
would seem that the common "whole earth"
(kol ha-aretz) of the Old Testament need not
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always be taken to mean the entire globe. (Lehi
in the Desert, 173)

This is a very interesting point and deserves a little
exploration. Language historians argue that the
Indo-Europeans left their homeland around two or
three thousand years B.C. Baugh and Cable, for
example, explain that "it is customary to place the
end of their common existence somewhere between
3500 and 2500 B.C." (35). Of course such a time
frame is speculative since there are no written
records of the Indo-European; it is a reconstructed
language. But notice how closely this time frame fits
with what biblical scholars regard as the approximate time period of the tower of Babel (about 2200
B.C.). If Nibley is right about the other possible
translation of the account, then the Babel story may
be dealing with a language family such as IndoEuropean rather than all the languages of the world.
The significance regarding the closeness of the two
time frames becomes that much more intriguing
when it is remembered that diversification of the
Indo-European languages is presumed to have
occurred because the once unified speech community
scattered and spread out to different areas. But as a
single language family, Indo-European may not
have as strong a claim to the Babel story as an
account of its diffusion as another language family,
Afro-Asiatic (a language family that includes
Hebrew, Arabic, and Egyptian). The oldest
accounts, after all, come to us through the Jews and
Babylonians. If, however, we wished to attribute
the account to both language families (IndoEuropean and Afro-Asiatic), it might not be too hard
to do so. While very few linguists would argue a
common origin to all the world's languages, more of
them would agree that Indo-European and AfroAsiatic languages have a common origin. In the
postscipt to a book that compares both language
families, Allan Bomhard explains that "the similarities between Indo-European and Afroasiatic are so
numerous that the possibility of common genetic
origin can no longer be dismissed - in fact, the data
presented in this study compel us to dismiss any
other possibility" (291). Arguing that the Babel
story discusses the origin of a single language
family such as Afro-Asiatic would not require that
the event happened too long ago and perhaps around
the time that linguists would attribute to the diffusion

of such a language family. Any attempt to connect
Indo-European to Afro-Asiatic may be unnecessary
to the validity of the account, but if the two language
families are in fact related, the additional time needed
to postulate a more remote origin to both of these
language families still may not be stretched back too
far beyond when the Babel account is supposed to
have occurred. Even if it were demonstrated that
Afro-Asiatic and Indo-European were related but at a
time depth too remote to be compatible with the
Babel account, the weak hypothesis would not
necessarily be discredited, since the Babel account,
according to the interpretation implied by the weak
hypothesis, is not intended to give the origin of all
the world's languages but just the diversification of
languages in a certain region.
The weak hypothesis has some interesting
possibilities. But the change in translation from
"earth" to "land" may not by itself be able to remove
all problems associated with the time factor, since
the Babel story deals with a time that is apparently
only a few hundred years or more after the universal
flood, which would presumably have eliminated
whatever other languages may have existed. This of
course assumes that the word "earth" is not to have
been translated as "land" or speaking of a more
localized event in passages about the flood such as
Genesis 7:17 (cf. Nibley, Old Testament, 65-66),
and assumes that Noah's family, including his
children's spouses, did not differ among themselves
in the language they spoke. Barring these latter two
possibilities, the translation of a word as "land"
rather than "earth" in the Babel account introduces
little more than a few hundred years of additional
time for language change. This paper will thus
continue to explore other factors that may support
the time frame implied by the strong hypothesis, that
the diversification of all languages had its ultimate
origin at Babel.
First of all, our notions of time that are
necessary for extensive linguistic change are reliant
on what has been our experience or on what has
been observed. And even within this branch of
study, only a few of the languages have left records
behind that take us back more than two or three
thousand years. Thus generalizations about language
change are indeed generalizations based on the
observation of limited data, none of which extends
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back to the time period in question. As has been
mentioned, various social factors may exert a great
influence on language, and there is a lot about
ancient history that we simply don't know. These
social events may even alter the rate at which a given
language undergoes change. For example, the
Norman conquest of England seems to have accelerated the loss and decline of inflectional endings in
English. Anyone making assumptions about the time
necessary to account for the loss of inflections in
English based on the conservative rate of change
observed in the history of German would grossly
overestimate the time needed for English to have lost
its inflectional endings. The rate of change in this
aspect of the grammar is very different between the
two languages even though their relationship is
historically very close.
In the absence of written records, much of the
dating represents estimates based on rates of change
which have been observed in languages recently. In
other words, it is based on assumptions of
uniformitarianism. This assumption, while sometimes useful, may however prove inaccurate. The
assumption of uniformitarianism is not immune to
criticism. Merritt Ruhlen conSIders two contrastive
views about linguistic evolution:
On the one hand are those who maintain a strict
Darwinian position of slow, gradual,
progressive, and constant change over long
periods of time. Others, however, believe that
evolution, biological and linguistic, usually
proceeds by swift and sharp transitions
between stages, though any stage may persist
with great stability over long periods of time.
Contrary to Darwin's expectations, the fossil
record simply does not support his conception
of slow gradual change. A number of linguists
have proposed that language also evolved by
fits and starts, rather than by slow steady
progression. The idea is often expressed that
there were certain critical "thresholds" that 100
from one stage to another, though what those
thresholds were, and when (and how often)
they took place remain matters of conjecture.
(266)
The debate of course not only centers around the
origin of language in general, but would presumably
apply also to the changes that have occurred within
languages. Haas explains that certain types of
linguistic change such as "metathesis, epenthesis,
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syncope, and the like, cannot occur in any fashion
other than suddenly" (36). Haas also comments on
the prevailing assumption in the linguistic community: "It is a curious thing that many linguists take
the view that there is something basically unacceptable about sudden sound change" (36).
Obviously, whether or not the model of uniformitarianism applies to the development and change
in languages has a lot to do with the rate of change
in languages. If we are able to accept that the
uniformitarian model may not always be relevant,
then we can tolerate a substantially revised time line.
It would also present an interesting resolution to the
debate between Greenberg, the Stanford linguist
who argues that his data base demonstrates a
common origin to all languages, and Hamp, the
University of Chicago linguist who dismisses the
significance of Greenberg's data since given the
passage of enough time, the phonetic similarities
between such words should be more obscure
(Robert Wright 55). It may well be that the two
linguists are both partially correct. All languages
could derive from a common origin, and the phonetic similarities between varying languages are
apparent because in fact the diversification of
languages was an event that was not so long ago
after all.
Even within the science of glottochronology, or
the examination of the degree of change within the
so called stable or basic words in a particular
language, we must realize that some conclusions that
have been drawn are not immune to criticism. Anttila
demonstrates the unreliability of glottochronology
the further one goes back (397), and one need not
go back very far to see the data become considerably
less useful. Glottochronology also relies on the
comparison of lists of basic vocabulary words.
Unfortunately, just what constitutes basic vocabulary can be problematic. Anttila provides some
perspective about the relative reliability of glottochronology:
In at least half the cases it has given reasonable

results, which is more than certain proposed
universals in culture can claim .... Of course,
there are cases where a strong literary tradition,
contact, or strong tabu effects have distorted
results of the method. The method is not
without value, but nether is it omnipotent.
Although claims about chronology are weak,
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further inquiry is justified by the results so far.
.. We have returned to an area where more has
to be found out about language typology (how
to pick out the basic vocabulary) and the
influence of society, for example, how it
affects the rate of change . . . , or the
formation of tabus. No area of genetic
linguistics is settled for good. (397-98)

It is interesting to note that when given examples of
linguistic change, linguists have had a fair amount of
success explaining why certain changes have
occurred. But that is a very different matter than
predicting what changes will occur within the future,
and as I might add, declaring with any certainty in
the absence of clear data what has happened in the
past. Language does not always follow predictable
patterns.
A second factor deals with how a prevailing
diachronic classification of languages can shape our
view of the time needed for language diversification
between two languages. Whether we perceive a
given language as a descendant of another, its
cognate, or even having ultimately derived as a
pidgin from that other language, will make a large
difference in the time we assume is needed for the
diversification. Hall explains:
If we calculate the presumed relationship
between Neo-Melanesian and Modern English,
using Swadesh's revised basic list of one
hundred words, we obtain a figure of two to
three millennia of separation between the two
languages if we assume that Neo-Melanesian is
directly descended from English, or between
one and two millennia if we assume that the
two are cognates, descended from the same
proto-language. Either of these figures is, of
course, wildly divergent from what we know
to be the actual length of time involved in the
formation of Neo-Melanesian-not over a
century and a half since its earlier possible
beginnings in the eighteen twenties or thirties.
(cited in Romaine 95)

A third mitigating factor is the possibility that
dialectal differentiation began to occur even before
the people were dispersed at the time of the tower of
Babel. If we attribute the diversification of languages to a natural process, a process that initiated
through scattering, then we could acknowledge the
possibility that dialects began to diverge even while
the people were still together. This would cut down

some of the time necessary for extensive language
change since the tower of Babel, because the differentiation might have already begun to occur before
the scattering. Because a project of the enormity of
the great tower probably involved and required the
specialization of labor, it is not too unlikely that
social dialects began to occur already at the tower of
Babel. The presence of social dialects would not
preclude the prevailing view among the people that
they all shared one language and one speech.
Ferguson shows how speakers of a language
containing both "high" and "low" varieties may even
deny the existence of the low variety (329-30). If the
brother of Jared's prayer that his language not be
confounded wa<; prompted by what he saw around
him, as is often the case, we might assume that he
was seeing language change already beginning to
occur. Parenthetically, though the confusion of
language may have already begun to occur, the
brother of Jared apparently views the confusion of
languages, at least in the case of his people, as a
future event. After all, he is not asking the Lord to
restore his language and the language of his people.
It seems logical that after a group disperses, the
language that the various constituent communities
would take with themselves would be in most cases
the "low" variety (each group having its own
particular brand of the low version) since the
families and friends would probably use the low
variety among themselves. In regards to the
compilation of a vocabulary list for use in glottochronology, Diebold provides the maxim "that in
speech communities where diglossia occurs, tre
diagnostic list is to be compiled from the colloquial
variant" (1003). Thus from the outset of the
dispersion, language differentiation could have been
well along its way. With the passage of several
thousand years, the differentiation would be even
more pronounced.
A final mitigating factor is the possibility that
some language change resulted from a deliberate
attempt by some speakers to differentiate their
speech from other individuals who had previously
spoken a common language with them. Speakers of
a given language have been known to introduce
differentiation in an attempt to distinguish themselves as a separate group within or from another
speech community. Obviously, such an attempt
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accelerates the rate of change between speakers that
would otherwise be speaking the same language.
Peter Trudgill discusses how some speakers on
Martha's Vineyard have exaggerated their pronunciation of a particular vowel to distinguish themselves from the seasonal residents who are now
visiting the island in greater numbers (23). Trudgill
concludes that "language can be a very important
factor in group identification, group solidarity and
the signalling of difference, and when a group is
under attack from outside, signals of difference may
become more important and are therefore
exaggerated" (24).
Cockney rhyming slang is another example in
which deliberate manipulation of language may have
occurred in order to exclude outsiders. Such slang,
in which a set rhyming phrase is used instead of the
more standard expression as in "elephant's trunk"
instead of "drunk" (peter Wright 94), has in London
even "spread from the working-class East End to
well-educated dwellers in suburbia... " (Wright
97). Peter Wright explains that "most exponents of
rhyming slang use it deliberately, but in the speech
of some Cockneys it is so engrained that they do not
realise it is a special type of slang, or indeed unusual
language at all-to them it is the ordinary word for
the object about which they are talking" (97). When
Cockney rhyming slang is shortened, the resulting
phrase may not even contain the rhyming word. For
example, the expression for "drunk" is no longer
"elephant's trunk" but rather "elephants" (104-lO5).
If such expressions were to be used extensively, one
could imagine how rapidly the language could
change, particularly when the shortened forms are
used. Interestingly enough, some of the examples of
rhyming slang provided by Wright even involve
substitutions for vocabulary that glottochronologists
would probably consider as basic or stable such as
body parts, counting numbers, and family relationships (cf. 94-113). Such basic vocabulary is
supposedly relatively immune to borrowing or
substitution.
The preceding discussion should provide sufficient evidence to suggest the need for a more serious
consideration of the biblical account of the Tower of
Babel. Even if the account continues to be regarded
by some as a legend or myth, it must be acknowledged that myths are often based on fact. Indeed, if
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the incredible stories surrounding the character and
exploits of a figure such as King Arthur do not
automatically prompt historians to doubt the existence of such a character, why should the seemingly
incredible events surrounding the tower of Babel
prompt such a hasty dismissal of the story and its
explanation of language diversification, particularly
when the more remarkable aspect of the account may
be the result of an incorrect interpretation that others
have brought to it?
In conclusion, it has been argued here that
God's primary intent at the tower of Babel may have
been to scatter the people. This scattering perhaps
resulted in the confusion of languages which may
also have been an intended consequence because of
the role it could play in keeping the people scattered.
The ordered view of this event as presented here
varies with traditional interpretations of the account
but may be supported by the scriptural texts.
Interestingly enough, it may also be supported by
the following Hindu account of the confusion of
languages:
There grew in the centre of the earth the
wonderful "world tree," or "knowledge tree." It
was so tall that it reached almost to heaven. It
said in its heart, "I shall hold my head in heaven
and spread my branches over all the earth, and
gather all men together under my shadow, and
protect them, and prevent them from
separating." But Brahrna, to punish the pride of
the tree, cut off its branches and cast them down
on the earth, when they sprang up as wata trees,
and made differences of belief and speech and
customs to prevail on the earth, to disperse men
upon its surface. (White 172-73)
Notice the order here. The tree (perhaps representing
the tower) was preventing the people from separating. The people were punished as branches were cut
off the tree and thrown down to the earth. There
they took root and sprang up as separate trees. This
by itself may already suggest a scattering. And
notice that the account next speaks of how this
"made differences of belief and speech and customs
to prevail on the earth, to disperse men upon its
surface." This latter part may indicate the intended
role of language diversity in keeping the people
scattered.
It is hard to say exactly what happened at the
tower of Babel. The paper presented here is merely
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an attempt to view one additional possibility, which
seems to be allowed by the biblical text as well as
the Book of Monnon.
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The Use of Personal Pronouns in the Language of
Learners of Japanese as a Second Language
Paul Warnick
Brigham Young University

In recent years, sociolinguistic research has
shown the importance of social variables in language
teaching and language learning. Students of a
language must learn relevant social factors and
appropriate social behavior for the culture of tre
target language, in addition to gaining linguistic
knowledge, in order to communicate effectively in
that language (Blum-Kulka, 1983:37).
One area in which social factors seem
particularly important is the use of "personal
pronouns" in Japanese. In Japanese, pronoun
selection is governed by a variety of social factors
(Nakamura, 1967:182). Without a proper
understanding of the variables governing the use of
pronouns, students will be limited in their ability to
communicate effectively, even if they have adequate
command of vocabulary and grammar.
Contrastive analysis and anecdotal evidence lead
us to expect that many students of Japanese as a
second language (JSL) may have difficulty when it
comes to using pronouns in Japanese. Pronouns in
English and Japanese differ significantly in both
usage and distribution (Morita, 1980: 11). If JSL
students do tend to overuse or misuse Japanese
pronouns, it would seem that they are unaware of
the factors involved in pronoun selection, or do not
understand those factors. Overuse or misuse would
indicate that more attention to this area in Japanese
language education might be needed to help students
better understand the significance of appropriate
pronoun use as a key element of communicative
competence.
This study examines the differences in pronoun
use between English and Japanese and the
characteristics of pronoun use in Japanese by JSL
students. A comparison of English personal
pronouns and Japanese personal pronouns, together
with a comparison of typological features of the two
languages reveal several key differences which may

help explain potential difficulties JSL students may
have in using Japanese pronouns. A list of English
pronouns is shown in Table 1. The corresponding
Japanese pronouns are shown in Table 2.
Num/Gend represents Number/Gender, with Sg
meaning singular, and PI meaning plural. The
asterisk indicates the pronoun is not gender specific,
while the letter M means masculine, and F,
feminine. Nom, Acc, and Gen, represent nominative, accusative, and genitive case, respectively.
Note that Japanese has many more forms for first
and second person pronouns.
Table 1
English Personal Pronouns
Person
1
1
2
3
3
3

NumLGend
Sg/*
Pl/*
Sg-Pl/*
Sg/M
Sg/F
Pl/*

Nom
I
we
you
he
she
they

Ace
Ire

us
you
him

her
them

Gen
my/mine
our/ours
your/yours
his/his
her/hers
their/theirs

Pronouns are used as a method of economizing
expressions. Once the referent has been introduced,
pronouns are used to minimize the amount of
information required in subsequent reference.
Although the desire for economy of expression most
probably may be considered a language universal,
its level of achievement varies between languages.
Kameyama (1985) points out that English is a
language which requires overt forms for major
grammatical functions even when the reference is
immediately recoverable in discourse (1985 :8),
while Japanese is a language which allows major
grammatical functions to be omitted (1985:4). Since
English requires overt forms, economy of expression is attained largely through the use of pro-forms,
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TABLE 2
JAPANESE PERSONAL PRONOUNS

Person
1
1
1
1
1
1
1
1
1
1
1
1
1
1

Num/Gend
Sg/*
Pl/*
Pl/*
Sg/*
Pl/*
Sg/F
Sg/F
Pl/F
Pl/F
Sg/M
Pl/M
Pl/M
Sg/M
Pl/M

NornJAcc/Gen
watakusi
watakusidomo
watakusitati
watasi
watasitati
atakusi
atasi
atasitati
atasira
boku
bokutati
bokura
ore
oretati

2
2
2
2
2
2
2
2
2
2
2
2

Sg/*
Pl/*
Pl/*
Sg/*
Pl/*
Pl/*
Sg/*
Pl/*
Pl/*
Sg/*
Pl/*
Pl/*

anata
anatagata
anatatati

kimi
kimitati
kimira
omre
omaetati
omaera
anta
antatati
antara

~

Very Fonnal
Very Fonnal
Fonnal
Fonnal
Fonnal
Fonnal
II1fonnal
Infonnal
Infonnal
Infonnal
Infonnal
Infonnal
Very Infonnal
Very Infonnal
Very Fonnal
Fonnal
Infonnal
Infonnal
Infonnal
Infonnal
Very Infonnal
Very Infonnal
Very Infonnal
Very Infonnal
Very Infonnal
Very Infonnal

kare
Sg/M
3
karetati
3
Pl/M
karera
3
Pl/M
kanozyo
Sg/F
3
kanozyotati
Pl/F
3
kanozyora
3
Pl/F
(See Makino and Tsutsui, 1986:28)
including pronouns. In Japanese, on the other hand,
since there is little structural demand for overtness,
omission of any or all noun phrases does not affect
the "well-fonnedness" of a Japanese sentence
(Kameyama, 1985:44). In Japanese, ellipsis is the
more common method of economizing expressions.
There are other reasons for the less-frequent use
of pronouns in Japanese. Japanese is described as a
situation-focus language, which results in a decrease

in human reference as attention is drawn to the
situation, rather than the people involved (Hinds,
1986:27). Cultural factors also contribute to the
reduction of utterances; Japanese seem to give
preference to non-verbal communication over verbal
specification, minimizing the utterances in discourse, and favoring implicitness to explicitness
(Takemoto, 1982:265-266; Hinds, 1986:26, 29;
Kindaichi, 1975:16). Hinds has even suggested that
rather than asking when a subject may be omitted in
Japanese, it would be more appropriate to ask when
the subject may be overtly expressed in a sentence
(1986:84). Verb inflections and alternate verb fonns
(honorifics) also render overt reference unnecessary
in many cases (Kameyama, 1985:314-315; Hinds,
1982:80; Kuno, 1973:132).
In Japanese, when overt reference fonns are
used, noun phrases are preferred to pronouns. If
overt pronoun fonns are used, it is for contrast,
emphasis, or focus (Kameyama, 1985: 30). As noted
above, Japanese has more personal pronouns than
does English, and the fonns carry connotations that
are absent on the corresponding English forms.
Pronoun selection in Japanese is pragmatically
controlled; social considerations are very much a
factor in Japanese discourse in detennining what
pronoun, if any, should be used. Unlike English,
where pronominal fonns are not dependent on social
factors such as age, position, gender, etc., and
pronoun selection generally does not affect the
degree of politeness in a conversation, Japanese
pronouns reflect varying degrees of respect and
deference, ranging from very polite to pejorative.
A sampling of dictionaries, grammar texts, and
other references was surveyed to determine how
Japanese pronouns are defined, and to determine
what explanations, if any, are given as to
appropriate usage.
Several texts note the prevalence of ellipsis in
Japanese and the preference for names and/or titles,
or other noun phrases, rather than pronouns, and
encourage students of Japanese to avoid use of
pronouns wherever possible (Dunn and Yanada,
1958:14; Vaccari and Vaccari, 1975:33; Martin,
1977:43; Alfonso, 1980:21; Mizutani and Mizutani,
1983:134; Makino and Tsutsui, 1986:30; Japanese
for Busy People, 1984:21; Young and Nakajima,
1984:38; Kuno, 1973: 17; Nihongo Kyooiku Jiten,
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1982:358; Nomoto, 1987:107; Jorden and Noda,
1987:59). Many of these sources point out that
English pronouns are used much more frequently
than the Japanese counterparts, and English habits
tend to encourage the students to use Japanese
pronouns more than they should.
These references mention several important
points about Japanese pronouns. The misuse of first
person pronouns can give an impression of
arrogance or forcefulness (Nihongo Kyooiku Jiten,
1982:358). Regarding second person reference, it is
interesting to note that the most formal, polite
pronoun is not considered appropriate for use with
social superiors (Morita, 1980:8). The terms
corresponding to the English 'he' and 'she' can also
have the connotation of'boyfriend' and 'girlfriend'
respectively (Iwanami, 1979; Kojien, 1980;
Kodansha, 1974; Shinhen Koogo Jiten, 1979;
Kadokawa Ruigo Shinjiten, 1981).
Several studies and analyses have been
conducted to determine the characteristics of actual
pronoun use by native Japanese speakers. Hinds
(1975) examined the use of Japanese third person
pronouns and found that those with greater exposure
to Western languages (English in particular) tend to
use these forms more often. The study also shows
that kare is not used to refer to family members,
social superiors, or people in the public sphere.
In a study of discourse structure and referential
choice, Clancy (1980) examined differences in
pronoun usage between English and Japanese. The
English speakers used pronouns in nearly 64% of
the cases as opposed to 0% for the Japanese
speakers (1980: 140). The Japanese speakers used
no overt form in 73% of the cases (1980:133).
Clancy concludes that Japanese third person
pronouns have a special status which does not exist
for the English pronouns 'he' and 'she' (1980:131).
Peng (1973) found significant gender
differences in pronoun selection. The terms
preferred by male speakers differed from the terms
preferred by female speakers (1973:37). The gender
of the speaker, as well as the gender of the referent,
seems to be a factor in pronoun selection.
Kurokawa (1972) found that in self-reference,
male speakers tend to use the more polite forms to
maintain social distance. In reference to ttl!
addressee, male speakers do not use anata (the most

formal term) when addressing other males. Female
speakers use anata to suggest intimacy, while males
use anata to suggest formality or distance.
Suzuki's (1973) analysis delineated the accepted
terms of address for various social dyads
(1973: 148). Regardless of first person or second
person reference, titles are appropriate for the
socially superior status, and names or pronouns are
appropriate for the socially inferior status. Thus, in
cases where the reference is not omitted and
pronouns are inappropriate, titles and names are
used.
These studies and analyses show that pronoun
usage in Japanese is significantly different from
pronoun usage in English. Pronouns in English are
used with few, if any, restrictions concerning
acceptability and appropriateness. The Japanese
system is much more complex. In Japanese, when
the referent is clear, ellipsis is preferred, except in
cases of emphasis or contrast. In cases where overt
forms are used, names, titles, or other noun phrases
are preferred to pronouns.
These studies have looked at native English
speakers speaking English and native Japanese
speakers speaking Japanese. It seems little research
has been done to examine how non-native speakers
of Japanese use the Japanese pronoun system.
While many textbooks and reference grammars of
Japanese at least mention the basic differences
between Japanese and English pronouns, it would
seem that JSL students may still tend to use
pronouns in Japanese as they would in English, or
at least to use them more than native speakers would
(Alfonso, 1980:21; Nihongo Kyooiku Jiten,
1982:358; Asahi Shinbun, 1979:3; Martin,
1977:43). The current study was undertaken to
examine the characteristics of pronoun use by nonnative Japanese speakers.
The research questions of the study are as
follows:
1) How does the usage of pronouns in Japanese by
JSL students compare with the same usage by
native speakers of Japanese?
A)Do JSL students use pronouns in Japanese
more frequently than native speakers?
B)Do JSL students use pronouns in contexts
where native speakers would not?
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Based on the information in the literature, the
hypotheses of the current study are as follows:
1) JSL students will tend to use pronouns more
frequently in Japanese than native speakers.
Higher level JSL students will use pronouns
more than native speakers, but not as much as
lower level JSL students.
2) JSL students will tend to use pronouns in
contexts where native speakers would not. JSL
students favor pronouns more than noun
phrases in referential choice.
METIIOD
SUBJECTS
There were three groups of subjects involved in
the study; all of the subjects were male. The first
group (JSLA) was comprised of eighteen native
English speakers who were studying Japanese at the
second-year level at Brigham Young University
(BYU). The second group (JSLB) consisted of
twenty native English speakers studying Japanese at
the third-year level at BYU. All of the subjects in
these two groups had spent at least sixteen months
in Japan. The third group (JNS) was comprised of
fourteen Japanese native speakers; this group served
as the control group.
INSTRUMENT
The instrument used in the research was "the
pear film." The film begins with a man picking
pears. Another man passes by with a goat on a
leash. A boy then approaches on a bicycle. He
stops, gets off his bike, picks up a basket and places
it on his bike, and rides off. As he is riding down
the road, a girl on a bicycle approaches from the
other direction. As they pass, the boy turns to look
at the girl, and the front wheel of his bike hits a
rock. The bike falls over, and the pears spill out
onto the ground. There are three boys standing
there, and they help him pick up the pears and put
them back in the basket. One of the three boys,
which had a paddleball, finds the bike boy's hat
which had blown off and returns it to him. The bike
boy gives the boy with the paddle ball pears in
exchange for the help. The scene then changes back
to the tree, where the man picking pears discovers a
basket is missing. He then sees the three boys pass
by eating the pears the bike boy had given them
(Chafe, 1980:xiii-xiv).

PROCEDURE
The study consisted of five tasks. The first task
elicited demographic information related primarily to
Japanese experience for the JSL groups and English
experience for the native Japanese group. This task
provided data regarding use of first person
pronouns. The second task followed the showing of
the film. The subjects were asked to retell the story
portrayed in the film. This task provided data
regarding third person reference. In order to elicit
data regarding second person reference and
additional first person reference, the subjects were
also asked to respond to three situations. The
students were asked to assume three different roles
based on different social dyads. This provided the
opportunity to observe how the different situations
affected pronoun selection. Tasks three through five
were as follows:
-Suppose you are the man picking pears. When you
come down the ladder, you see the boy taking a
basket of pears. Respond to the boy as if you
were the man in that situation.
-Suppose you are the boy on the bike. Just as you
put the basket of pears on your bike, the man
picking pears calls out to you. Respond to the
man as if you were the boy in this situation.
-Suppose you are the boy with the paddleball and
you know that the boy on the bike stole the
pears. As you help him up after he falls,
respond to the boy as if you were in this
situation.
Task Three provided opportunities for the subjects
to assume the role of an older man addressing a
younger, presumably unknown boy. Task Four
provided the opportunity to assume the role of the
young boy addressing an older, unknown man.
Task Five provided the opportunity for the subjects
to assume the role of a boy addressing an unknown
boy of roughly the same age. Through these tasks,
the subjects were able to demonstrate their
understanding of the social variables involved in
referential choice.
ANALYSIS
The analysis was divided into quantitative and
qualitative evaluations. The former compared the
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relative frequency of pronoun use, and the latter
evaluated the appropriateness of the pronouns
selected based on the given context.
In order to determine the relative frequency of
pronoun use, all references, both pronominal and
otherwise, were counted. The "other" category
contained noun phrase references which were not
pronouns (e.g. "man," "boy," etc.). The reference
count was categorized based on the referent. In Task
Two, for example, there was a pronoun count and
an "other" count for each of the characters in the
story.
To establish a standard ratio to account for
differences in speaking style, the number of
references was divided by possible noun phrases. A
possible noun phrase was defined as a slot of the
predicate argument structure, or case frame, of the
verb. The maximum case frame for each verb was
used. Optionally transitive verbs were counted as
transitive verbs, for example.
This definition of "possible noun phrases" was
chosen to allow for omitted elements (cf.
Kameyama, 1985:47; Hinds, 1986:17). Adjuncts,
such as prepositional phrases, adverbial phrases,
and filler words were not included, and therefore did
not affect the ratios.
The means for each ratio for each group were
compared using analysis of variance (ANOYA) tests
in order to determine whether there were any
statistically significant differences between tre
groups.
The qualitative segment of the analysis was
performed by three native Japanese speakers who
determined the appropriateness of the references
used. All three judges were male. They were asked
to classify each reference by noting whether:
l)the reference is appropriate
2)the reference is appropriate, but would be omitted
by a native speaker
3)the reference is inappropriate
In the case of inappropriateness, they were asked to

indicate what the appropriate pronoun or alternative
reference would be.

RESULTS
The first task provided data for first person
references. As was mentioned, the ratio of pronouns
per possible noun phrase was calculated. There were
no "other" references in this task. ANOY A tests,
using Wilk's Criterion were performed on these
ratios to determine whether the differences were
statistically significant. Table 3 shows the descriptive statistics for Task One. The means refer to
the average number of pronouns per possible noun
phrase.
TABLE 3
TASK ONE - JAPANESE
AVERAGE RATIO OF REFERENCES PER
NOUN PHRASE
FIRST PERSON REFERENCE
GROUP
JSLA
JSLB

JNS

n

18
20
14

~

.105
.076
.062

sd
.093
.061
.055

The F-ratio for the ANOY A test on these data was
1.55, with the probability of .223. Thus, the null
hypothesis that there is no significant difference
between the groups cannot be rejected at the .05
confidence level. There was no significant difference
between the three groups in the relative frequency of
pronoun use in this task. However, the trend shown
here follows the hypothesis; as the proficiency of the
JSL students increases, the frequency of pronoun
use more closely resembles that of native speakers.
In terms of appropriateness, the judges noted
that the initial use of the first person pronoun was
acceptable, although it was explained that it normally
would be omitted by a native speaker. It was
allowed due to the nature of this task. In most cases,
subsequent occurrences of the pronoun were judged
to be appropriate forms, yet unnecessary in the context; it was noted that the absence of the form was
preferred. Subsequent occurrences of pronouns
were allowed if there had been a topic shift since the
last use of the pronoun, or if the form was used in a
genitive construction for clarification. In short, the
judges indicated that, even though the JSL subjects
selected appropriate pronominal forms for first person reference, those forms were used in many cases
where it would be omitted by native speakers.
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TABLE 4

TASK TWO - JAPANESE
AVERAGE RATIO OF REFERENCES PER
NOUN PHRASE
THIRD PERSON REFERENCE
REFERENT
JSLA
JSLB
JNS

n

18
20
14

REFERENT
JSLA
JSLB
JNS

n

18
20
14

REFERENT

n

man picking pears (M 1)
other
pronouns
~

.s..d

.019 .023
.012 .016
.013 .021

~

.s..d

.046 .017
.045 .023
.052 .030

man with the goat (M2)
pronouns
other
~

.s..d

.001 .003
.000 .000
.000 .000

~

.s..d

.012 .006
.014 .012
.008 .010

boy on the bicycle (B1)
other
pronouns
~

N

~

.s..d

18
20
14

.059 .044
.033 .046
.029 .039

.051 .033
.060 .028
.079 .034

REFERENT

girl (G1)
pronouns
~
sd
.006 .015
.002 .006
.003 .011

other
sd
.017 .011
.016 .014
.021 .011

JSLA
JSLB
JNS

JSLA
JSLB
JNS

n

18
20
14

~

REFERENT boy with the paddleball (B2)
pronouns
other
~
sd
~
sd
n
16
.002 .006
.004 .006
JSLA
.001 .002
17
.007.009
JSLB
14
.002.004
.014 .013
JNS
REFERENT
JSLA
JSLB
JNS

n

18
19
14

three boys (B3)
other
pronouns
~
sd
~
sd
.014 .020
.050 .024
.050 .022
.004 .009
.056 .028
.006 .009

The purpose of the second task was to examine
third person reference. There were six referents in
the task: the man picking pears (M1), the man with
the goat (M2), the boy on the bike (B 1), the girl
(G 1), the boy with the paddleball (B2), and the three
boys (including the boy with the paddleball) (B3).
The references to these six characters were categorized into two types: pronoun references, and
"other" references. Table 4 shows the average

number of references by type, referent, and group.
The averages refer to pronouns/possible noun
phrases and other references/possible noun phrases.
Some of the characters figured more
prominently than others, and these averages show
that frequency of reference was based largely on the
saliency of the referent. With one exception, all
groups used "other" reference more than pronominal
reference for each character in the story. The one
exception was the case of the JSLA group in
reference to the central figure, the boy on the bicycle
(B1). In reference to the man with the goat (the most
minor character), both the JSLB and the JNS groups
used no pronouns at all .
ANOV A tests were performed on these means
to determine if there was a significant difference
between the groups in their use of pronoun and
other references for the six referents. Table 5 shows
the F-ratios for the tests. In this and other charts
showing the results of the statistics, Group refers
to the JNS, JSLA, and JSLB groups; Referent
refers to the characters in the story; Type refers to
the kind of reference (pronoun/other); df indicates
the degrees of freedom. G x R refers to the effect
of the group x referent interaction, etc. The F-ratio is
the observed F value obtained from the ANOV A
tests, and the final column is the probability that the
effect (measured in the F-ratio) is due to chance.
Values less than .05 are considered significant.
TABLES

TASK TWO - JAPANESE
F-RATIOS TESTING EFFECI'S OF
GROUP, REFERENT, AND TYPE
Variabl~

Group
Referent
Type
GxR
GxT
RxT
GxR xT

df
(24,66)
(5,40)
(1,44)
(10,80)
(2,88)
(5,40)
(10,80)

F-ratio
1.15
75.61
82.01
1.05
2.19
16.70
1.27

Probabilit~

.3160
.0001
.0001
.4090
.1180
.0001
.2630

The ANOVA tests show that there was no significant difference between the groups in the overall
task. With the probability of .316, we cannot reject
the null hypothesis at the .05 level.
There was, however, a significant difference
between the six referents in the task (Referent
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effect). This is not surprising, due to the relative
prominence of some characters in the film. With the
probability of .O<XH, the null hypothesis that there is
no difference between references to the various
characters can be safely rejected at the .05 level.
Likewise, there was a significant difference
between pronominal reference and other reference to
the six characters in the story (Type effect). This
probability was also .0001, and therefore the null
hypothesis that there is no difference between
pronominal and "other" reference is rejected. The
data demonstrate that there was a significant difference in referential choice between pronouns and
"other" references in this task. Of the eighteen pairs
of average references per possible noun phrase
(three groups x six referents), seventeen cases
showed a preference for "other" reference, while
only one favored pronominal reference.
In measuring the effects of the multiple variables
considered together, the only combination which
showed a significant difference at the .05 level was
the interaction between Referent and Type. The
significant differences in this task are due to the
salience of the characters and the relative difference
in selection of pronouns and "other" references, not
the level of Japanese proficiency. The fact that there
are fewer differences between English and Japanese
in third person pronominal reference, as opposed to
first or second person reference, may help to explain
why the hypothesis was not borne out in this task.
The JSL groups did not use significantly more third
person pronouns than the native Japanese speakers.
Given that significant differences were found
based on referent and type, ANOV A tests were
performed individually on the means in Table 4 to
see whether there were any significant differences
between the groups. The F-ratios and the probabilities are shown for the means of pronouns/noun
phrases (P) and other/noun phrases (0). The results
are shown below. The six referents are denoted by
the codes introduced in Table 4 ("M1" is the man
picking pears; "M2" is the man with the goat; "B 1"
is the boy on the bike; "G 1" is the girl; "B2" is the
boy with the paddleball; and "B3" is the boy with
the padd1eball and his two friends).

115
TABLE 6

TASK TWO - JAPANESE
ANOVA TESTS COMPARING GROUP MEANS
FOR REFERENT AND TYPE
Referent
M1
112
B1
G1
B2
B3

F-Ratio
.06
2.07
1.29
.05
.59
2.72

.e

Q
Prob. F-Ratio Prob.
.944
.21
.813
.138
1.30
.283
.286
2.86
.068
.948
2.27
.115
.557
3.83
.029
.077
.01
.988

There was only one area which showed a significant
difference between the three groups, that being the
"other" references to the boy with the paddle ball
(B2). The JNS group averaged several more references to this character, with the JSLA group averaging the least. Otherwise, there were no significant
differences in the means of pronoun reference and
"other" reference.
Regarding the forms selected by the JSL
groups, since third person pronominal forms are
generally limited to one form for male reference, and
one for female, the appropriateness of the selection
was not an issue in this task. The only issue involved here was the appropriateness of pronominal
reference as opposed to other referential forms. Of
the JSLA group, judge A noted problems with
fifteen of the subjects; judge B with thirteen, and
judge C with seven.
Of the JSLB group, judge A noted problems
with fifteen subjects; judge B with ten, and judge C
with eight.
In the JSLA data, judge A noted forty-nine
pronominal references where the referent was clear
from the context and no overt reference was needed.
He also noted forty-nine cases where pronouns were
used but the preferred reference was a noun phrase.
Judge B noted thirty-five cases which were problematic; however, he was not as detailed regarding
the preference for omission as opposed to replacement by a noun phrase. Judge C noted fourteen
pronominal references which seemed strange; four
of these should have been a noun phrase, and ten
should have been omitted.
In the JSLB data, judge A noted sixty-one
pronominal references which were awkward. Thirty
of these should have been omitted since the referent
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was clear from the context, and thirty-one should
have been replaced by a noun phrase. Judge B
indicated that forty references were strange, again
not distinguishing between references which should
have been omitted and those where a noun phrase
was preferred. Judge C noted thirteen cases. In one
case the preferred noun phrase was indicated, and in
the other twelve, ellipsis was preferred.
Tasks Three, Four, and Five sought to
detennine whether there were significant differences
between the groups in first and second person
reference in various dyads. In Task Three, there
were two referents involved in the study: the man
picking pears, and the boy on the bicycle. The
subjects assumed the role of the man in this
scenario; therefore, first person references refer to
the man, and second person references refer to the
boy. As above, the means refer to the average ratios
of pronouns/noun phrases, and other references/noun phrases.
TABLE 7

TASK THREE - JAPANESE
AVERAGE NUMBER OF REFERENCES PER
NOUN PHRASE
REFERENT man picking pears (first person)
pronouns
other
n ~ N ~ sd
ISLA
18.058.062.000.000
ISLB
20.074.092.000.000
14.018.067.000.000
INS
REFERENT boy on the bicycle (second person)
pronouns
other
n ~ sd ~ sd
JSLA
18.077.092.000.000
20.101 .131 .023 .044
ISLB
14 .054 .145 .037 .098
INS
Contrary to expectations based on the hypotheses, in
the use of both first and second person reference,
the JSLB group used more pronouns than the JSLA
group. The INS group did use fewer pronouns than
the non-native speakers, however.
ANOV A tests were perfonned on these means
to detennine if there was a significant difference
between the groups in their use of pronoun and
other references for the two referents. The following
table shows the F-ratios for the tests.

TABLE 8

TASK THREE - JAPANESE
F-RATIOS TESTING EFFECfS OF
GROUP, REFERENT, AND TYPE
Variable
Group
Referent
Type
GxR
GxT
RxT
GxRxT

df
(6,94)
(1,49)
(1,49)
(2,98)
(2,98)
(1,49)
(2,98)

F-ratio
1.40
5.08
20.83
.52
2.18
.11
.07

Probability
.2220
.0290
.0001
.5990
.1180
.7440
.9280

The ANOVA tests show that there was no significant Group effect. There were significant differences
in the Referent effect and Type effect. The boy
(second person reference) was referred to more than
the man (first person reference), and pronouns were
used more than "other" references. There were no
significant differences in the various combinations
of the three variables. The results of this task
indicate that there is not a significant difference
between the groups in first and second person
pronoun selection in the case of a social superior
addressing a social inferior. The trends do show that
the INS group used fewer pronouns than the other
two groups.
With significant differences based on referent
and type, ANOV A tests were perfonned on the sets
of means in Table 7 individually to see whether there
were any significant differences. The F-ratios and
the probabilities are shown for the means of
pronouns/noun phrases (P) and other/noun phrases
(0) in the following table.
TABLE 9

TASK THREE
ANOV A TESTS COMPARING GROUP MEANS
FOR REFERENT AND TYPE
Referent
man
boy

r.

Q

F-Ratio Prob. F-Ratio £rQb."
2.31
.110
.63
.539
1.70
.193

As is seen, the ANOVA tests on the individual
means show no significant differences based on
referent or reference type. In this task, none of the
subjects used non-pronominal self-reference fonns.
All three groups favored pronominal reference over
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"other" reference in the case of second person
reference.
The judges again noted several cases where the
pronouns used by the JSL subjects should have
been omitted. They also noted cases where the subjects selected the more formal forms inappropriately,
given this context.
In Task Four, again, the two referents involved
were the man picking pears and the boy on tre
bicycle. In this task, however, the roles were
reversed, and the subjects assumed the role of the
boy. Hence, first person references refer to the boy,
while the man is the referent in the case of second
person references. As above, the means refer to the
average ratios of pronouns/noun phrases, and other
references/noun phrases.
TABLE 10
TASK FOUR - JAPANESE
A VERAGE NUMBER OF REFERENCES PER
NOUN PHRASE
REFERENT boy on the bicycle (first person)
pronouns
other
n ~ sd ~ sd
JSLA
17 .067 .085 .000 .000
JSLB
20.055.103.000 .000
JNS
12.035.083.000.000
REFERENT man picking pears (second person)
pronouns
other
n ~ sd ~ ~
JSLA
17.040.070.003.012
JSLB
20.000.000.027.059
JNS
12.000 .000.074 .154
The trends in this task correspond to the hypotheses.
The JSLA group used the most first person
pronouns, and the JNS group used the least. In the
case of second person reference, the JSLB group
and the JNS group used no pronouns at all,
preferring "other" referential terms.
ANOV A tests were performed on these means
to determine if there was a significant difference
between the groups in their use of pronoun and
other references for the two referents. The following
table shows the F-ratios for the tests. In this task,
there was a significant Group effect. With the
probability .023, the null hypothesis can be rejected
at the .05 level of significance. There were also
significant differences with the Group and Type
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TABLE 11
TASK FOUR - JAPANESE
F-RATIOS TESTING EFFECTS OF
GROUP, REFERENT, AND TYPE
Variable
Group
Referent
Type
GxR
GxT
RxT
GxRxT

df

.E:nU:iQ Probability

(6,88)
(1,46)
(1,46)
(2,92)
(2,92)
(1,46)
(2,92)

2.59
.04
2.58
.96
4.08
14.91
1.39

.0230
.8370
.1150
.3860
.0200
.0004
.2550

combination, as well as with the Referent and Type
combination. The two JSL groups used more first
person references, and the JNS group used more
second person references. The JNS group also
favored non-pronominal references, while the JSLA
and JSLB groups used pronoun forms more often.
These data indicate that there is a significant
difference between the groups in first and second
person reference in discourse situations addressing a
social superior. The level of proficiency does seem
to have an effect. As noted above, the literature
indicates that second person pronominal forms are
not appropriate in referring to social superiors, and
the trends shown in this task indicate that this is an
area which may cause problems for non-native
speakers.
ANOVA tests were performed individually on
the sets of means in Table 10 to see whether there
were any significant differences. The F-ratios and
the probabilities are shown for the means of pronouns/noun phrases (P) and other/noun phrases (0).
TABLE 12
TASK FOUR - JAPANESE
ANOVA TESTS COMPARING GROUP MEANS
FOR REFERENT AND TYPE
Referent
boy
man

.E

Q

F-Ratio Prob. F-Ratio !J:Q.b..
.44
646
5.26 .009
2.51
.092

As is seen, the ANOVA tests on the individual
means show a significant difference in the case of
pronominal reference to the man (second person
reference). In this task, as in Task Three, none of
the subjects used non-pronominal self-reference

..
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forms. The frequency of first person pronoun use
fits the expected pattern, with the INS group using
the least, and the ISLA group using the most. The
data for second person reference is also as expected.
The JNS and JSLB groups favored non-pronominal
second person reference when referring to one
regarded as a social superior. The JSLA group still
favored pronouns over "other" in this case.
Regarding the usage of pronominal terms used in
this task, the judges noted that given this context,
ellipsis was preferred to overt forms.
In Task Five, three referents were involved: the
boy with the paddleball, the boyan the bicycle, and
the man picking pears. In this task, the subjects
assumed the role of the boy with the paddleball, and
were addressing the boyan the bicycle. As a result,
first person references refer to the paddleball boy,
second person references to the boy on the bicycle,
and third person references were also made by
several of the subjects to the man picking pears. As
above, the means refer to the average r.atios of
pronouns/noun phrases and other references/noun
phrases.
TABLE 13
TASK AVE
AVERAGE NUMBER OF REFERENCES PER
NOUN PHRASE
REFERENT boy with the paddleball (first person)
pronouns
other
JSLA
JSLB
JNS

n

!

.s.d

2\;

.s.d

18 .042 .057 .006 .024
20.036.074.000.000
13 .013 .046.031 .111

REFERENT boy on the bicycle (second person)
pronouns
other
n ! sd 2\; sd
JSLA
18 .026 .059 .000 .000
JSLB
20.057.073.000.000
13.079.132.000.000
JNS
REFERENT man picking pears (third person)
pronouns
other
n ! sd 2\; sd
JSLA
18.009.026.026.044
20.003.011 .037 .051
JSLB
13.000.000.000.000
JNS
In the case of first person pronouns, again the JNS

group used fewer than the non-native speakers. The
JSLB group used fewer than the JSLA group. In the

case of second person pronouns, surprisingly, the
INS group used more than the other two groups,
with the ISLA group using the least. The INS group
used no third person references in this task.
ANOVA tests were performed on the sets of
means in Table 13 to determine whether there was a
significant difference between the groups in their use
of pronoun and other references for the three referents. The following table shows the F-ratios for the
tests.
TABLE 14
TASK AVE - JAPANESE
F-RATIOS TESTING EFFECTS OF
GROUP, REFERENT, AND TYPE
Variable
Group
Referent

F-@liQ
1.27
2.37
10.05
l.76
.07
13.51
2.16

Of

(10,88)
(2,47)
(1,48)
Type
(4,94)
GxR
(2,96)
GxT
(2,47)
RxT
GxRxT (4,94)

Probability
.2590
.1050
.0030
.1430
.9280
.0001
.0800

In this task, there were significant differences in the
effect of pronouns versus other references (Type),
and also with the Referent/Type interaction. There
was no significant Group effect, indicating that in
referential choice with a peer, Japanese proficiency
did not significantly affect the selection of terms of
reference.
The ANOV A tests performed individually on the
sets of means from Table 13 are shown in Table 15.
The F-ratios and the probabilities are shown for the
means of pronouns/noun phrases (P) and other/noun
phrases (0).

TABLE 15
TASK FIVE - JAPANESE
ANOV A TESTS COMPARING GROUP MEANS
FOR REFERENT AND TYPE
Referent

E

F-Ratio ~
paddleball boy .88 .420
bicycle boy
1.45 .244
l.19 .315
man

Q
F-Ratio Prob.
l.22
.305

3.14

.052

None of the JNS group made reference to the man,
while several subjects in the JSLA and JSLB groups
talked about the pears belonging to the man, or
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talked about telling the man that the boy stole tre
pears.
As with the other tasks, the judges noted problems in the selection of first and second person
forms, and also noted the omission was preferred.
In terms of third person forms, the judges also noted
cases where noun phrases where preferred to
pronouns.
In summary, it was hypothesized that there
would be differences in the frequency of pronoun
use based on the level of Japanese proficiency, with
the less proficient groups using more pronouns. In
other words, it was hypothesized that the JNS group
would use fewer pronouns than the JSLB group,
and that the JSLB group would use fewer pronouns
than the JSLA group. It was also hypothesized that
the JSLA and JSLB groups would use pronouns in
contexts where native speakers would not.
In the case of first person reference, in each case
(Tasks One, Three, Four, and Five) the JNS group
used fewer pronouns than either the JSLA or the
JSLB subjects. In all but one of the these tasks
(Task Three), the JSLB group used fewer pronouns
than the JSLA group.
Regarding second person reference (in Tasks
Three through Five), there was not a consistent
pattern of frequency in pronoun use across the
tasks. In Task Three, the JNS group used the fewest
pronouns, but the JSLA group used fewer than tre
JSLB group. In Task Four, both the JNS and JSLB
group used no pronouns, while several subjects in
the JSLA group did select pronominal forms. In the
case of Task Five, the JSLA group used the fewest
pronouns, while the JNS group used the most,
which is just the opposite of what was expected.
In third person reference (Tasks Two and Five),
the results varied. In Task Two, with the six referents, the JNS group used the fewest pronouns in
reference to one of the referents, while the JSLB
group used the fewest pronouns with four of the
referents, and the two groups had the same
frequency of pronoun use in reference to the other
referent. In five of the cases, the JSLA group used
the most pronominal references, and in the sixth
case, the JNS and the JSLA group exhibited the
same frequency of pronoun use. In Task Five, none
of the JNS group used pronouns, and the JSLA
group used more than the JSLB group.

There was only one case (Task Four) where the
differences between the groups were shown to be
statistically significant. In spite of the lack of
statistical significance, it is interesting to look at the
trends reflected in the data. In the use of first person
pronouns, the trends do support the hypothesis; the
greater the proficiency, the fewer first person
pronouns are used. The data regarding second person pronouns showed no clear trends. The data
regarding third person pronoun use did show that
the less proficient group tended to use more pronouns, but the native speaker group didn't always
use the fewest.
It was also hypothesized that JSL students
would tend to use pronouns in inappropriate
contexts. Native speaker judges did identify many
cases where pronoun selection by the JSL groups
was inappropriate, either in terms of the pronoun
forms used, or in the fact that a pronoun was used at
all.
It was hypothesized that the JNS group would
prefer noun phrase reference as opposed to

pronominal reference. This hypothesis was not
substantiated by these data in the case of first and
second person reference, although it was in the case
of third person reference.
DISCUSSION
The statistics derived from these data show that
the differences in the frequency of pronoun use in
Japanese between native Japanese speakers and JSL
students were generally not significant. The only
case of statistical significance involved the situation
of addressing a social superior. The trends indicate
that JSL students use more pronouns in first person
reference, and in two out of three situations, used
more second person pronouns. In third person
reference, the JSLA group consistently used more
pronouns than the other groups, but the JSLB group
often used fewer than the JNS group. The data also
show that in first and second person reference, it is
not the case that the JSLA group always used more
pronouns than the JSLB group.
In terms of appropriateness of pronoun use, the
JSL students do exhibit some problems. Judgments
made by native Japanese speakers indicate that JSL
students often select pronouns in referential choice
where noun phrases or ellipsis would be more
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appropriate, and often select pronoun forms
inappropriate for the context.
There are several factors which help explain
why the hypotheses were not consistently substantiated (in terms of statistical significance). It is noted
in the literature that the usage of pronouns by native
Japanese speakers varies somewhat based on age.
Further research examining several subjects across a
broad age range would be valuable. It was also
shown in the literature that exposure to Western
languages affects pronoun use in Japanese. All of
the native Japanese speakers in this study had
exposure to English and also experience in a
Western culture. It is possible that the native
Japanese group who participated in the study is not
representative of the Japanese population as a
whole. In Clancy's study based on the film used in
this research, the Japanese subjects were in Japan at
the time of the research and none of them used third
person pronouns at all. In this study, the Japanese
speakers did use pronominal forms. There may be
some correlation between the English proficiency of
the JNS subjects and their use of pronouns in
Japanese. Further research should compare the
performance of native Japanese speakers living
abroad with those in Japan, examining performance
based on foreign language proficiency as well.
The data from the study do show that the JSL
groups could use improvement in their performance
in the area of pronoun use. Perhaps this is an area
which needs more attention in second language
teaching. In spite of extended experience in Japan,
in addition to university course work, the JSL
students still chose inappropriate referential terms in
many cases. It is also possible that in interactions
with native speakers while in Japan, the JSL
subjects were exposed to "foreigner talk," and in
foreigner talk, Japanese may tend to use pronouns
more than they otherwise would. This is an area
which needs study, however.
Oassroom experience does seem to help. Those
students with greater experience in university
courses generally demonstrated a performance more
like the native speakers. The performance of tre
JSLB students was closer to that of the native
Japanese speakers than the performance of the JSLA
group was. However, even these higher level
students tend to differ from native speakers. It
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would seem that more attention should be paid to
this area in instruction, and at an earlier stage.
Teachers might give students greater
opportunity to learn about pronoun use (including
the connotations accompanying each form), and the
importance of social and cultural factors in Japanese.
Failure to master the pragmatic aspects of
Japanese will hamper communication efforts. This is
particularly true in the case of pronouns, since the
pronominal system is an integral part of language in
interpersonal relationships. Through increased
awareness of the issues involved, JSL students will
be better prepared to communicate effectively and
avoid the interpersonal problems (such as offensiveness or embarrassment) arising from the misuse of
pronouns in Japanese.
Clearly, further research is needed.
Improvements could be made to the research design
of this study, and more appropriate elicitation tasks
devised which may provide better data. The scenarios based on the film (Tasks Three, Four, and Five)
were intended to be neutral, but perhaps they were,
in fact, culturally biased. In each case, a response
was requested, but it may be that when confronted
with a similar situation, Japanese (or even English)
native speakers would not respond (vocally) at all.
This problem can be avoided in future research
by crafting the tasks more carefully. In addition to
requesting the necessary demographic information,
tasks having the subjects relate a personal experience
could also be used to elicit terms for self-reference.
For the JSL data, it would also be beneficial to
do further research investigating the selection of first
and second person reference based on a greater
variety of social dyads. Only three were presented in
the current study. It would also be valuable to have
the subjects actually interact with native speakers in
situations involving a variety of social factors.
Further research could utilize actual dialogue situations rather than using simulations. The actual
dialogues would provide the advantage of human
interaction and avoid the reliance on imagination.
Actual performance may not be the same as intended
performance, as given in simulations. It would also
be valuable to examine male/female differences in
referential choice.
Further study, utilizing elements of error
analysis theory, on this and additional data will also
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provide important insights into the language of JSL
learners. Other areas which need to be explored
further are the use of ellipsis in the language of JSL
speakers, and also discourse strategies and topic
development. Differences between native and nonnative speakers in pronoun use and ellipsis based on
grammatical case would also be very instructive.
In spite of the lack of statistical significance in
most cases, this research does provide valuable
insights for those involved in JSL teaching. Based
on the trends indicated in the data, teachers are
directed to areas which could use greater focus in the
classroom, such as the significance of social
variables (particularly in pronoun selection), the
potential problems of poor communicative competence, the function of ellipsis, and also referential
options in addition to pronominal forms. Through
directing the acquisition and the learning processes
with teaching geared to problematic areas in sociolinguistics as well as grammar, the goal of
communicative competence in the target language
may be facilitated.
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Sound Symbolism: Meaning Differences
Between Americans and Japanese
Matthew D. Fjeldsted
Brigham Young University

INTRODUCTION
Although the study of sound symbolism is by
no means a new development in the field of linguistics, it has probably received far less attention than
many other areas of linguistics. Within the study of
sound symbolism, research pertaining to the different semantic values held in common by the people of
different language-speaking popUlations, is even
more limited.
In spite of the limited amount of research in
sound symbolism, there is ample justification for
undertaking such studies. One of the primary reasons for the study of sound symbolism has been the
desire to gain a greater understanding of how the
mind functions. In Language, Thought, and Reality
(Carroll, 1956), Whorf said that "Language,
through lexation, has made the speaker more acutely
conscious of certain dim psychic sensations; it has
actually produced awareness on lower planes than
its own" (p. 267). Whorf claimed that the "vowels
or consonants of the words ... or what is often rather
inaccurately called the music of words" (p. 267),
can affect our psychological perceptions and add
greater meaning to a word than one recognizes in
either the lexical item as a single unit or even tre
well-known morphemes of which it may be composed. Whorf went on to say:
There is a logic mastery in the power of
language to remain independent of lowerpsyche facts, to override them, now point them
up, now toss them out of the picture, to mold
the nuances of words to its own rule, whether
the psychic ring of the sounds fits or not. If the
sounds fit, the psychic quality of the sounds is
increased, and this can be noticed by the
layman. If the sounds do not fit, the psychic
quality changes to accord with the linguistic
meaning, no matter how incongruous with the
sound, and this is not noticed by the layman.
(p.267)

According to Whorf, when the sounds of a word
carry meaning that is consistent with the linguistic
definition of a word, such sounds heighten the effect
of the word. On the other hand, when the meaning
inherent in the sounds of a word are inconsistent
with the meaning assigned to the word, most people
are oblivious to the incongruity and simply accept
the linguistic definition without noticing tre
"conflict". Whorf suggested that these two meanings
can result in a synergy that enhances the meaning of
a word; however, when they are in conflict, the
psyche content of the sounds is simply disregarded
by most people without affecting the semantic value
of the word as it has been defined lexically.
Within this claim, that vowels and consonants
contain a certain "psychic quality", is the assertion
that some degree of universality exists in their
interpretation. Hill (1987), in a study of sound symbolism, claimed that "psychologists have studied
and analyzed what they term phonetic symbolism
more extensively than linguists" (p. 3). He went on
to say that the research of psychologists in this field
has generally been done in the form of "sound
games" in which subjects pick from an antonym pair
of another language, the word which they feel most
likely corresponds to a gloss in their own language.
It is claimed that their ability to perform better than
chance on such tasks is due to universals in sound
symbolism.
Although a considerable amount of research has
substantiated the existence of these seemingly intrinsic meanings, one must use caution in imagining
that every sound in every word carries a significant
amount of "psyche sensation". Jespersen (1964),
cautioned both against the extreme of over applying
the principles of sound symbolism and the extreme
of completely denying the existence of a correlation
between the sounds of words and their meaning:
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Yes, of course it would be absurd to maintain
that all words at all times in all languages had a
signification corresponding exactly to their
sounds, each sound having a definite meaning
once and for all. But is there really much logic
in the opposite extreme, which denies any kind
of sound symbolism (apart from the small
class of evident echoism or onomatopoeia)? (p.
397).
Other researchers have shown interesting correlations between the way polar opposites are perceived by different senses. Kohler (Kohler, 1915,
commented on by J akobson, 1987) showed correspondences between the visual perception of
chromatic colors and the auditory perception of the
vowel system. Jakobson (Jakobson & Waugh,
1987) supported Kohler's conclusions, stating that
The analogy with the arrangements of different
sense domains is evident here and leads to the
unprejudiced conclusion that the vowel system
displays 'almost the same fundamental
properties as the chromatic colors' (p. 192).
Jakobson went on to say that "The hypothesis that
light-dark is a universal attribute of all senses is
constantly being tested in new domains" (p. 194). A
large number of the studies in sound symbolism
have been associated with continuums such as the
light-dark continuum and the color spectrum.
Research such as this indicates that there exist not
only universal characteristics in the way people
perceive meaning in sounds, but that there may also
be universal attributes involved in the perception of
meaning by one person through his separate senses.
The study of sound symbolism also has its
proper place within the research of language
acquisition. When the lexical definition of a word is
congruent with the meanings inherent in the vowels
and consonants contained within that word, and
when there is a universal tendency toward the
meanings of certain sounds, then it stands to reason
that the sound symbolism contained within a word
could affect the ease or difficulty with which it is
acquired. It might be expected that when all else is
held constant (impossible as it may be) vocabulary
that harbor this synergy might be easier to acquire.
If this hypothesis is true, then its ramifications
would have practical value for language teachers and
materials developers. Perhaps this sort of synergy
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could be considered a form of markedness; the unmarked forms being those with the synergy. If such
is the case, then one could suppose that a small
amount of facilitation takes place when lexical items
of similar meaning from two different languages are
both unmarked such as with the English teeny and
the Japanese chiisai (where both forms use [i] which
is claimed to express smallness). More research in
this field is definitely warranted and needed.
Finally, on peruaps the most practical level, Hill
(1987) claimed that an understanding of sound symbolism "sheds light on our knowledge of human communication" (p. 1). In his paper, Hill said that the
mental idealizations of sounds, and not that of
thei ~ articulation, are the building blocks of
language ... Whereas how humans make
sounds is an important study, how humans
interpret sounds may shed more light on
language (p. 8).
This greatly affects the whole human family in the
way thoughts are expressed through literature,
speech, advertising, and all forms of media.
Communication can be enhanced by an application
of the knowledge gained from the study of sound
symbolism. A few specific examples include: (1)
Bolinger's (1965, p. 245) "family of slap, clap, rap,
tap, flap, and lap denot[ing] actions that strike and
then glide off', (2) the initial fl- clusters, such as
flutter, flicker, flow, flap, flip, flop, fling, fly, flick,
flinch, and flounce, which often depict movement,
and (3) Bolinger's (1965) "nip, clip, tip, sip, dip,
grip, pip, quip, yip (contrast yap) ,flip (contrastflop
[and flap]), drip (contrast droop and drop)" which
suggest a light or sharp blow, or the result of such a
blow (p. 245).
Seventy years ago Jespersen (1922) claimed that
languages are growing richer in sound symbolism.
If the languages of the world are in fact changing in
the direction maintained by Jespersen, then is it a
result of a greater awareness of the sound symbolism of language or is it caused by something
altogether different? Understanding the answer to
questions such as this will not only result in a
greater understanding of sound symbolism, but also
of language change, the history of language, and
other aspects of linguistics and communication.
In light of the many benefits of sound symbolism research, this study is directed toward identify-
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ing the extent to which certain sounds may embrace
semantic values that are held in common to more
than one language-speaking population: in particular
Americans and Japanese.
BACKGROUND
The study of sound symbolism is not limited to
recent endeavors. Many attempts have been made by
linguists and psychologists in an effort to better
understand how the mind works and to identify
meanings that may be inherently related to certain
sounds. In the study of sound symbolism, vowels
have received a considerable amount of attention.
The one vowel which has probably received the
most scrutiny is the high, front, unrounded [i].
According to Jakobson (Jakobson & Waugh, 1987),
"The associ ability of [i] with smallness and lightness
[was] first noted by Socrates" (p. 187). One of tre
earliest and most famous studies on sound symbolism in [i] is that of Sapir (1927, 1929). As quoted
by Jakobson:
'If anyone is inclined to doubt the reality of
such symbolisms in speech, let him try the
following experiment which I have myself
tried a number of times with practically 100%
success' (1927, p. 429). Listeners were asked
to use the imaginary words la, law, Ii to name
three tables of different size; they chose li to
symbolize the small table, law the big one, and
la a middle-sixed table, a table par excellence
(p. 188).
Jonathan Swift made use of the intrinsic smallness
of [i] in his book Gulliver's Travels. He named the
land of the dwarfs, Lilliput, and had Gulliver
referred to as Grildrig when within the land of the
giants.
There are numerous other studies on [i].
Jespersen (1933), in his essay, "Symbolic Value of
the Vowel i", said that this vowel "serves very often
to indicate what is small, slight, insignificant or
weak" (p. 283). In an experiment by Maxime
Chastaing (1965; as commented on by Jakobson, in
Jakobson & Waugh, 1987), fifty children between
five and six were asked to use [pim] and [pum] to
name two cardboard figures that differed in size;
76% of the children chose pim for the smaller one
and pum for the larger one.
The association of [i] with smallness is only the

tip of the iceberg. While [i] has been associated with
smallness, back vowels have been associated with
largeness. Most vowels have been associated with a
number of meanings. The use of antonym pairs in
such studies has been very common. Examples of
other antonym pairs that have been studied include:
bright/dark, cold/warm, hard/soft, sharp/blunt,
hi gh/low , quick/slow, narrow/wide, and so on. A
number of studies have also been directed toward
establishing an association between vowels and
colors.
Consonants are a different story. According to
Beaunis & Binet (1892; as commented on by
Jakobson, in Jakobson & Waugh, 1987) who studied the associations of sounds and colors
It is true that various factors, in particular the
lesser separability of consonants in our actual
verbal experience, and their more or less
achromatic greyish character, hamper the exact
determination of consonantal links with colors:
consonants 'have no patent colors [couleurs
jranchesj, they are all more or less greyish'(Beaunis & Binet 1892: 456).
Hill (1987), claimed that the single, most consonantal sounds, like [t], carry the least amount of
meaning; whereas consonantal clusters such as [skr]
are likely to carry much more meaning. This is
consistent with the example of fl- clusters already
cited in the "Introduction".
Kindaichi (1957) claimed that voicing plays a
part in the meaning of consonantal sounds. He cited
Japanese lexical examples showing that many voiced
consonants carry meanings such as dull, heavy, big,
and dirty, while voiceless consonants often convey
contrasting meanings like sharp, light. smail, and
pretty. Examples from Sanseido's New Concise
Japanese-English Dictionary such as zarazara ("feel
rough; be rough to the feel [touch]") and sarasara
("smoothly; fluently; with ease; flow with a murmur;
rustle") illustrate his point.
In relation to the consistency of the perceived
semantic content of sounds by people of different
native languages, Boas (1938) maintained that "it is
not by any means certain that the same impressions
are conveyed in all languages, but similar phenomena are not rare" (p. 132). Although research in this
area is somewhat limited, a few contrastive studies
of American and Japanese subjects do exist.

SOUND SYMBOLISM: AMERICANS AND JAPANESE

Miron (1961) conducted an experiment aimed at
detennining the universality of phonetic symbolism
in different languages. As with other researchers
already referenced, Miron stated that "It is also clear
that not all words in any given language are faithful
examples of phonetic symbolism" (p. 623). Miron
attempted to demonstrate the "universality of phonetic symbolism" by attempting "to detennine the
actual meanings assigned to various phonetic elements in nonsense combinations by subjects from
diverse linguistic communities" (p623). In order to
do this, Miron prepared a series of nonsense words
recorded on a tape by a trained phonetician. This
tape was then listened to by American and Japanese
subjects. The subjects used a seven-point scale to
indicate the meaning that they felt was conveyed by
the stimuli on the tape. Each scale constituted a
continuum with antonym pairs at the endpoints.
Examples of the antonym pairs used include: goodbad, beautiful-ugly, large-small, heavy-light, and
quiet-noisy. Fifteen meaning pairs were organized
into three groups-evaluative, potency, and activity-based on the study of Osgood, Suci, &
Tannenbaum (1957).
Miron was exceedingly careful in his procedures. He strived to: (1) fonn sound combinations
that constituted nonsense words to both language
groups, (2) adhere to the phonemic distribution laws
of both English and Japanese, (3) fonn nonsense
words with sounds lying in the range between the
Japanese and American allophones, (4) take great
care in statistical methods and procedures. In his
conclusion, Miron stated that:
the materials had expressive symbolic value
accruing to their inherent phonetic content and
not to any meanings via real-word associates.
These affective meanings were found to bear
consistent lawful relations to the phonetic
properties of the sounds. The fact that these
meaningful differentiations and their relations
to phonetic properties proved to be highly
similar across two contrasting linguistic groups
suggests that the laws governing phonetic
symbolism may have a universal character (p.
630).
More specifically, in regard to the phonetic properties and their associated meanings, Miron claimed
the existence of a tendency for front vowels and
consonants to sound "pleasant" and "weak" and for
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back vowels and consonants to sound "unpleasant"
and "strong". Regarding the correlation between the
two language-speaking groups, Miron found the
highest level of correlation in his "evaluative" group
of antonym pairs, and the least amount of correlation
in his "activity" group. All three groups, however,
showed significant correlation.
Another interesting study comparing the semantic content of sounds as perceived by Americans and
Japanese was conducted more recently by Veda
(1980). Veda's study also included Spanish subjects. Instead of categorizing antonym pairs in
groups as Miron, Veda reported on each of the
following five dichotomies separately: bright-dark,
sharp-dull, small-large, hard-soft, and light-heavy.
Veda used 75 two-syllable, meaningless words,
each with the accent on the first syllable. Like
Miron, Veda used a seven-point scale on which the
semantic judgements were made. Veda showed a
significant amount of correlation between the language groups. The degree of correlation varied with
each of the five word pairs. One problem with
Veda's study, however, was the small size of his
subject g~oups. The subjects included only two
Americans, three Spanish, and three Japanese.
Based on these studies, it can be seen that
vowels and consonant clusters often carry more
meaning than do the least marked (most consonantal) of the single consonants. It was also shown
that some researchers, such as Kindaichi, believe
that consonantal voicing can have an effect on
meaning. In regard to the universality of these
inherent meanings, it was shown in two studies of
American and Japanese subjects, that the likelihood
for a significant degree of commonality is very high.
It was predicted therefore, that in this study
also, there would be a significant amount of correlation between American and Japanese subjects. It
was also anticipated that the degree of correlation
might vary with meaning pairs, as it did for Miron
(1961) and Veda (1980). It was further predicted
that the vowels used in this study would carry a
greater amount of meaning than the consonantal
stops. This is somewhat at odds with the emphasis
of Miron's study which took the frontness and
backness of vowels and consonants together and
ascribed the sound-meaning associations to the position of the united consonant-vowel-consonant
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syllables rather than the individual phonemes.
Finally, although there is yet little evidence, it was
anticipated that consonantal voicing might playa part
in sound meanings in accordance with the claims of
Kindaichi (1957).
RESEARCH DESIGN
An experiment was designed to test the abovementioned predictions. American and Japanese subjects were asked to associate nonsense words, with
antonym pairs. The subjects were to choose from
the antonym pair, the one word which they felt was
most likely an expression of meaning similar to that
of the nonsense word played on a cassette recorder.
Five antonym pairs were used. An investigation
was performed to test whether the subjects' selections might be made by chance or whether there was
significant evidence to infer that specific phonetic
features embrace certain meanings. Analysis was
also performed to determine whether there was
significant correlation between the responses of the
American and Japanese subjects.

SUBJECTS
The subjects consisted of eight Americans and
.eight Japanese. Both the American and Japanese
groups included three male subjects and five female
subjects. All of the subjects were either college
students at Brigham Young University or at the
English Language Center (an intensive ESL program
at Brigham Young University). The Japanese students' average length of stay in the United States
was approximately 7 months. None of the American
students had ever been to Japan, nor did any of them
speak any Japanese. The average age of the
American students was approximately 20; the average age of the Japanese students was approximately
23.

ENGLISH

(JAPANESE)

INSTRUMENTS & PROCEDURES
The test consisted of a series of 176 nonsense
words prerecorded on a cassette tape. Many of the
176 words were identical. Each student had an
answer sheet with 176 items. Each item listed a pair
of opposites such asfast/slow. The Japanese answer
sheets were written in Japanese using the Roman
alphabet. Each nonsense item on the tape was
pronounced four times in succession. Each set of
four utterances took approximately 12 seconds,
during which time the subjects were expected to
respond on their individual answer sheets. The
response solicited was the selection of the one of the
two opposites with the meaning which the subject
felt most closely resembled the nonsense word on
the tape. The students were encouraged to answer all
176 questions.
Five antonym pairs were used. For four of the
antonym pairs, 12 nonsense words were each used
three times making a total of 36 test items per
antonym pair. For the last antonym pair, 16
nonsense words were each used twice making a total
of 32 test items. Thus, in total there were 176
questions. The 176 items consisted of the following
five groups of antonym pairs:
Each set of antonyms was presented half of the
time in the order shown above and half of the time in
reverse order (such asfast/slow and slow/fast). The
176 questions were completely randomized so that
the five groups were entirely interspersed.
The nonsense words used for the first four pairs
of antonyms were CV (consonant-vowel), single
syllable words. The nonsense words used in conjunction with the last set of antonyms were CVCV
and CVCVCVCV. All nonsense words consisted of
front ([iD or back ([a), [0], [uD vowels. Front and
back vowels never occurred in the same word. The

ENGLISH

slow
(hayai)
fast
dull
(surudoi)
sharp
heavy
(karui)
light
(chiisai)
big
small
dirty & ugly
(kirei)
clean & pretty
Table 1:
English and Japanese Antonym Palrs

(JAPANESE)
(osoi)
(nibui)
( omoi)
(ookii)
(ki tanai)
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only consonants used were stops: bilabial ([p] &
[b]), alveolar ([t] & [d]), and velar ([k] & [d]). Half
of the consonants were voiceless ([p], [t], & [k])
and half were voiced ([b], [d], & [g]). Thus, as an
example, thefast/slow antonym pair was associated
three times each with the following 12 nonsense
words: pi, bi, ti, di, ki, gi, pa, ba, ta, da, ka, and
gao This pattern for fonning nonsense words can be
seen more clearly in the example of the first antonym
pair,fast/slow, as shown below in Table 2.
In the production of the recording, care was
taken to avoid excessively high and low pitches.
This is due to the fact that Solomon (1959) showed
that higher pitches are most often correlated with
smaller objects.
In addition to the concern over pitch, care was
taken to avoid word associations with actual vocabulary in the Japanese and English lexicon. For
example, predicting that [iJ embraces semantic
attributes for smallness, and [a] possesses properties
of largeness, the choice of teeny/large for antonym
pairs and pi, pa, etc. for nonsense words, could
potentially cause a significant amount of bias for the
English-speaking subjects.
The test was administered on two occasions,
one day apart. American and Japanese subjects were
present at each session. The instructions were given
in both English and Japanese. Two examples were
given before the test was begun.

DATA ANALYSIS
The data analysis was based on phonetic
features of the nonsense words and the nationality
and sex of the subjects. The phonetic features have
already been presented in Table 2. Taking the combination of the fastl slow antonym pair and the front
vowel phonetic feature as an example, each subject
had 18 opportunities (six nonsense words containing front vowels, each used three times) to assign
either the meaning fast or the meaning slow to the
nonsense words (pi, bi, ti, di, ki, gi) repeated on the
tape. Based on the prediction that front vowels
would be perceived as being fast, it was then
detennined how many times, out of a total of 18, the
nonsense words containing front vowels, were
assigned the predicted meaning. After the totals for
each antonym pair/phonetic feature combination
were figured for each individual, totals were calculated for those of the same sex within each nativelanguage group and then for each native-language
group as a whole. Because the predictions played a
part in the analysis, they are given below in Table 3.

PHONETIC
FEATURE

NONSENSE WORDS

PHONETIC
FEATURE

NONSENSE WORDS

Front Vowel

pi, bi, ti
di, ki, gi

Back vowel

pa, ba, ta
da, ka, ga

Front consonant

pi, bi, pa, ba

Back consonant

ki, gi, ka, ga

Front vowel/cons

pi, bi

Back vowel/cons

ka, ga

Voiceless cons

pi, ti, ki
pa, ta, ka

Voiced consonant

bi, di, gi
ba, da, ga

Table 2:

12 Nonsense Words AssOclated wlth Fast/Slow Antonym Palr
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I MEANING

I PHONETIC FEATURES

FAST

I AMERICANS I JAPANESE

front vowel
front consonant
front vowel & cons

IA vs J

fast

fast

S(2)

slow

slow

S

front vowel
front consonant
front vowel & cons

sharp

sharp

S

voiceless consonant

sharp

sharp

S

back vowel
back consonant
back vowel & cons

dull

dull

S

voiced consonant

dull

dull

S

front vowel
front consonant
front vowel & cons

light
light
light

light
light
light

S
S
S

voiceless consonant

light

light

S

back vowel
back consonant
back vowel & cons

heavy
heavy
heavy

heavy
heavy
heavy

S
S
S

voiced consonant

heavy

heavy

S

front vowel
front consonant
front vowel & cons

small
small
small

small
small
small

voiceless consonant

small

small

back vowel
back consonant
back vowel & cons

big
big
big

big
big
big

voiced consonant

big

big

front vo\>Jel
front consonant
front vowel & cons

clean
clean
clean

clean
clean
clean

NS(2)
NS
NS

voiceless consonant

clean

clean

NS

back vowel
back consonant
back vowel & cons

dirty
dirty
dirty

dirty
dirtv
dirty

NS
NS
NS

dirty

dirty

NS

voiceless consonant

SLOW

back vowel
back consonant
back vowel & cons
voiced consonant

SHARP

DULL

LIGHT

HEAVY

SMALL

BIG

CLEAN &
PRETTY

DIRTY &
UGLY

(

...
"SI1

"NS"

Table 3:

..

voiced consonant
...

..

~ignificant difference b~tween American and Japanese responses,
~ignificant difference between American and Japanese responses.

Eot

Prediction of Phonetic Feature/Antonym Pair Associations
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As it can be seen from Table 3, there were 40 sets of
antonym pair/phonetic feature associations. This is
the result of combining the five antonym pairs and
the eight phonetic features. Table 3 also exhibits the
forecasting of general tendencies such as the consistent grouping of front vowels with front consonants
and front vowels with voiceless consonants.
Finally, based on the antonym pair/phonetic
feature association task totals, chi-square calculations were performed:
1 . to see whether significant correlation existed
between the responses of the different sexes
within the two native-language groups,
2. to determine if the phonetic feature/antonym pair
associations made by the individual nativelanguage groups differed significantly with
chance,and
3. to test whether the correlations made by the two
native-language groups differed significantly
with each other.
RESULTS & DISCUSSION
This section is divided into five parts. The first
three are increasingly broader in scope: (1) "Gender
within Native-Language Group", (2) "NativeLanguage Group Versus Chance", and (3)
"Americans versus Japanese". The last two parts
explicate the findings within two different contexts:
(4) "Phonetic Features" and (5) "Antonym Pairs".
Much of the following analysis is organized with
respect to the 40 antonym pair/phonetic feature
combinations listed in Table 3 and Table 4.
GENDER WITHIN NATIVE-LANGUAGE
GROUP
First, it was investigated whether or not significant correlation could be found between the
responses of the male and female subjects within
each native-language group. Based on chi-square
tests with one degree of freedom, the American male
and American female responses showed a lack of
significant correlation only three out of 40 times.
Two of the three times involved voiceless consonants and the other was in the use of back vowels.

The Japanese male and female groups also differed
significantly only three times. Like the Americans,
two of the three incidents involved voiceless consonants; the third was in the use of the front
voweVconsonant combination. These six occurrences are marked by "A" (Americans) and "B"
(Japanese) in Table 4.
In terms of meaning, the American males and
females differed one time each on light, heavy, and
clean & pretty. The Japanese differed one time on
fast, and twice on clean & pretty.
From this data it can be seen that there was little
variation between the responses of the male and
female subjects within each native-language group.
Perhaps even more interesting, however, is the fact
that the few differences that were manifested
showed some consistency. Both the Americans and
the Japanese differed two out of the three times in
their perception of voiceless consonants.
Furthermore, five of the six differences for the
Americans and Japanese combined were in the front
& voiceless half of the phonetic features tested.
NATIVE-LANGUAGE GROUP VERSUS
CHANCE
Based on the null hypothesis, that the American
subjects' phonetic feature/antonym pair associations
were based on chance (with one degree of freedom,
significant at 3.841 for = .05), the chi-square values
were significant, and the null hypothesis was
rejected, 28 out of 40 times. The Japanese responses
showed a similar pattern; 26 out of 40 phonetic
feature/antonym pair associations differed significantly with chance. These findings, presented in
detail in Table 4, give credence to the fundamental
claims of sound symbolism.
Some of the data from Table 4 has been further
summarized in Table 5 below.
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MEANING
FAST

SLOW

SHARP

DULL

LIGHT

HEAVY

SMALL

BIG

CLEAN &
PRETTY

DIRTY
UGLY

&

PHONETIC FEATURES

AMERICANS

JAPANESE

A vs J

% Chi-Sq(3)

% Chi-Sq(3)

Chi-Sq(4)

front vowel
front consonant
front vowel & cons

70%
49%
79%

23.36'\"
.04
16.33*

56%
51%
60%

1. 78
.04
2.08

6.56"c
.08
4.00'\"

voiceless consona(B)

61%

7.11*

73%

30.25"c

4. 54,\"

back vowel
back consonant
back vowel & cons

69%
51%
60%

21.78*
.04
2.08

43%
35%
29%

2.78
8.l7'\"
8 . 3 3,\"

20. 37,'c
4.78"c
9.48"c

voiced consonant

60%

6.25'\"

60%

6.25'\"

.00

front vowel
front consonant
front vowel & cons

76%
48%
79%

40.ll'\"
.17
l6.33'\"

60%
53%
71%

5.44"c
.38
8.33"c

9.20"c
.52
.89

voiceless consonant

59%

4.69*

76%

40.11'\"

9.93"c

back vowel
back consonant
back vowel & cons

84%
46%
77%

66.69*
.67
14.08*

64%
51%
56%

11.ll'\"
.04
.75

l5.l6'\"
.52
4.69"c

voiced consonant

66%

14. 69,\"

81%

53.78"c

7 . 82,';-

front vowel
front consonant
front vowel & cons

58%
46%
65%

4.00"c
.67
4.08'\"

57%
63%
75%

2.78
6 . OO,'c
l2.00"c

.06
5. 37,'c
1. 24

voiceless consona(A)

69%

2l.78"c

86%

75.1U

11. 57,'c

back vowel
(A)
back consonant
back vowel & cons

60%
48%
48%

6.25'\"
.17
.08

56%
57%
60%

1. 78
2.04
2.08

.70
1. 69
1. 51

voiced consonant

72%

26.69·k

85%

69.44"c

7.33"c

front vowel
front consonant
front vowel & cons

68%
40%
63%

l8.78'\"
4.l7"c
3.00

59%
51%
77%

4. 69"c
.04
l4.08'\"

2.53
2.54
2.42

voiceless consonant

55%

1. 36

70%

23.36"c

7 . l7"c

back vmvel
back consonant
back vowel & cons

81%
57%
81%

56.25"c
2.04
l8.75"c

73%
59%
63%

30. 25,'c
3.38
3.00

2.83
.09

4 . 17"";

voiced consonant

68%

l8.78"c

84%

66.69"c

10.08,':

front vowel
front consonant
front vowel & con(B)

81%
56%
77%

50.00'\"
2.00
l8.06'\"

19%
9%
17%

50.00'\"
87.78"c
27.56'\"

100.00"c
66.34":
45.30"c

voiceless conso(A/B)

77%

36. l3,\"

17%

55.l3"c

90.60"c

back vowel
back consonant
back vowel & cons

66%
41%
67%

l2.50'\"
4 . 50,'c
7.56"c

99%
89%
98%

l24.03,'c
78.l3"c
60.06,\"

49.85"c
65.87'\"
2l.96"c

61%

6. l3,\"

98%

116. 28,\"

52.56,'c

voiced consonant
(1) ChI-square tests were Jone wull one

lir (sIgnIficant

Of 3.S-JJ frlr

Ct

gj

I

I
I

05).

(2) "." -" SlgnliJcanr clH-sqLl:ln: values: rejection of null h)VtHhCSIS.
the pro!Jabdlty lhal the assIgnment oJ mcanmg. [0 groups of

nonsense wonls w1!h a common phonetIC

was made hy ("hallet:

(3)

I'D lest

(-l)

l'u II.'S[ the probahillty lilal Amcncan ant! Japanese Sll~)JC<':[S ;lsslgncu me:.li1!I)!.'. In the Sdnle way 10 )?roups ol nonsense words w\lh common [lnoncllc !c;Jtur-:s

rcillllfe,

(5) The percent. 3t which ChI-square results showed SI?,lllflCancc. IS llt([crenl lor lhfferent fe:lIUreS uue to varytng sample Sizes,

(:\) ('hi-square v;Jiuc" showL'u a sIgndlcal11 dtffercnct' In the way Amt'rtcan male and lemale subJects assigned meanlllg 10 nonsense words wilh Ihls !c;j[un:

(Ii) Chl-SqU;lIc

I,.;jlul·~

Table 4:

sno\.... L'u

iJ

slgnllk':llll Llillcrcncl' 111

(he

way

.l:!pdl1l'~l'

l11:dc "nu female

~ub.lCC1S

asslgneu tne<llling to nonsense worus \l,llh

lhl~ t'C:-l[ldl'

Percentages and Chi-Square Values for American & Japanese
subjects in Antonym Pair/Phonetic Features Association
Tasks
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PHONETIC FEATURE
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NUMBER OF TIMES THAT ASSOCIATION OF
MEANING WITH PHONETIC FEATURES DIFFERED
SIGNIFICANTLY WITH CHANCE
JAPANESE

AMERICANS
Front vowel
Front consonant
Front vowel & cons

5 out of 5
1 out of 5
4 out of 5

2 out of 5
4 out of 5

4 out of 5
14 out of 20

5 out of 5
14 out of 20

Back vowel
Back consonant
Back vowel & cons

5 out of 5
1 out of :;
3 out of 5

3 out of 5

Voiced consonant
TOTAL

5 out of 5
14 out of 20

5 out of 5
12 out of 20

Voiceless consonant
TOTAL

TOTAL
Table 5:

3 out of 5

2 out of 5
2 out of 5

26 out of 40
28 out of 40
Number of Tlmes Phonetlc Feature/Antonym Palr
Associations Differed Significantly with Chance

PHONETIC FEATURE

NUMBER OF TIMES THE
AMERICANS & JAPANESE
TO NONSENSE WORDS W/
FEATURES DIFFERED

MANNER IN WHICH
ASSIGNED MEANING
SPECIFIC PHONETIC
SIGNIFICANTLY

Vowel
Consonant
Vowel & consonant

6 out of 10
4 out of 10
6 out of 10

Consonant Voicing

9 out of 10

TOTAL
Table 6..

25 out of 40
Slgnlflcant Dlfferences between the Responses of Amerlcan
& Japanese Subjects

AMERICANS VERSUS JAPANESE
The far right column of Table 4 lists the chisquare values for the test of the probability that
American and Japanese subjects assigned meanings
to specific phonetic features in the same way. The
null hypothesis was rejected 25 out of 40 times by
significant chi-square values. Table 6 summarizes
this data.

A comparison of the data in Table 6 with the
percentages in Table 4 highlights the fact that eight
of the nine times the American and Japanese
responses differed significantly in regard to voicing,
the Japanese percentages were higher (actually, in
absolute terms, all nine are greater when the predictions are not used as a basis for measurement). This
shows that not only do the two groups differ, but

..
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that they also show consistency in their variation.
When the difference between the American and
Japanese groups was deemed· to be significant,
however, it was not necessarily true that the
responses of the two groups showed opposite
trends. In fact, in Table 7 it can be seen that in 22 of
40 cases the Americans and Japanese varied in the
same direction with respect to chance, and on only
four occasions did they show significance variation
in the opposite direction.
This same fact can be seen by the consistency
with which the percentages in Table 4 remain over
50% for both Americans and Japanese. The most
significant exceptions are to be found in the antonym
pair pretty & clean/dirty & ugly.
PHONETIC FEATURES

The data previously given in Table 5, showing
the significant differences between the American and
Japanese responses by phonetic feature, has been
further summarized in table 8. From this compilation
of the data it appears that the American subjects
assigned greater meaning to the vowels, while the
Japanese subjects showed a slightly greater consistency in the assignment of meaning to the voicing of
consonants.
Table 9 shows the percentage of responses
consistent with the predictions for the same
categories as Table 8.
While the American subjects assigned front and
back vowels to nonsense words at a rate 71 %
consistent with the predictions, the Japanese rate for
vowel/meaning association was somewhat lower.
Voicing, on the other hand, shows 65% for the
Americans and 79% for the Japanese. Table 9, like
Table 8, infers that the American subjects seemed to
get more meaning out of the vowels, while the
Japanese subjects appeared to find greater meaning
in the voicing of consonants. Neither group seemed
to glean much from the frontness or backness of the
consonants .

SOUND SYMBOLISM: AMERICANS AND JAPANESE

DIFFERENCE BETWEEN
CORRELATION OF
AMERICAN & JAPANESE
SUBJECTS WITH CHANCE

BREAKDOWN OF THE 25
TIMES AMERICAN &
JAPANESE RESPONSES
DIFFERED SIGNIFICANTLY

Neither group significant
versus chance
Both groups significant
in same direction
One group significant;
one group not
Both groups significant;
opposite direction

TOTAL
Table 7..
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0

6

11
11

16
22

10

14

4

4

25
40
Dlfference between the Amerlcan & Japanese Antonym
Pair/Phonetic Feature Associations versus Chance

PHONETIC FEATURE

NUMBER OF TIMES THAT hSSOCIATION OF
MEANING WITH PHONETIC FEATURES DIFFERED
SIGNIFICANTLY WITH CHANCE
JAPANESE

AMERICANS
Vowel
Consonant
Vowel & consonant
Voicing
TOTAL
Table 8:

BREAKDOWN OF
ALL 40
MEANING/SOUND
ASSOCIATIONS

10 out of 10
2 out of 10
7 out of 10

6 out of 10
4 out of 10
6 out of 10

9 out of 10

10 out of 10

28 out of 40
26 out of 40
Number of Tlmes that the Assoclatlon of Meanlng wlth
Phonetic Features Differed significantly with Chance

PHONETIC FEATURE

PERCENTAGE OF RESPONSES CONSISTENT
WITH PREDICTIONS (1)
AMERICANS

JAPANESE
UNADJUSTED

ADJUSTED(I)

Vowel
Consonant
Vowel & consonant

71%
48%
70%

59%
52%
61%

66%
62%
71%

voicing

65%

73%

79%

(1 )

Adjustments were made to the Japanese data tor the phonetic teatures
associated with slow and pretty/clean which countered the predictions,
but showed significance versus chance.

Table 9:

Percentage of Responses Consistent with Predictions:
by Phonetic Feature

~
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MEANING

PHONETIC FEATURES

FAST

front vowel
front consonant
front vowel & cons

fast

S(l)

fast

S

voiceless consonant

fast

back vowel
back consonant
back vowel & cons

slow

voiced consonant

slow

slow

front vowel
front consonant
front vowel & cons

sharp

sharp

sharp

sharp

voiceless consonant

sharp

sharp

S

back vowel
back consonant
back vowel & cons

dull

dull

S

voiced consonant

dull

front vowel
front consonant
front vowel & cons

light

SLOW

SHARP

DULL

LIGHT

HEAVY

SMALL

AMERICANS

CLEAN/
PREtrTY

DIRTY/
UGLY

~}

A vs J

fast

S

fast(2)
fast(2)

S
S
S

dull

S

S

dull

S

light

light
light

S

voiceless consonant

light

light

S

back vowel
back consonant
back vowel & cons

heavy

voiced consonant

heavy

heavy

S

small
big(2)

small

front vowel
front consonant
front vowel & cons
voiceless consonant

BIG

JAPANESE

small
small

S

back vowel
back consonant
back vowel & cons

big

voiced consonant

big

big

S

front vowel
front consonant
front vowel & cons

clean
clean

dirtY~2}
dirty
2
dirty 2

S
S
S

voiceless consonant

clean

dirty(2)

S

dirty
clean(2)
dirty

dirty
dirty
dirty

S
S
S

back vowel
back consonant
back vowel & cons

big

big

S

voiced consonant
dirty
dirty
S
"S" = .8.lgnltlcant dltterence between AmerIcan and Japanese responses
Results which were contrary to the predictions.
All phonetic feature/semantic value associations with chi-square tests that
were significant are filled in with the appropriate word (i.e. fast); all
those wnich are blank were not significant.

Table 10:

Results of Chi-Square Tests.
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ANTONYM PAIRS
Table 10 presents the chi-square tests which
resulted in significance. From this table one can
easily see which meanings were associated with
which phonetic features.
Table 10 shows that the predictions for the
American group were reasonably accurate. The two
greatest surprises were: (1) the association of bigness with front consonants and (2) the association of
clean-ness with back consonants. The first item
seems to be a result of bias created by the use of the
word big in the antonym pair and the vowel [i] to
represent front vowels. This resulted in ~
nonsense word, bi, which seems to have been
associated with the word big. Use of the word large
in the antonym pair may have helped to avert this
problem; however, large was intentionally avoided
because of bias that may have resulted with the use
of the back vowel [a] which is predicted to connote
large-ness. The complexity of this issue brings out
the importance of a sound test design.
The Japanese data revealed two more sizable
discoveries: (1) the association of fast-ness with
back consonants and with the back voweVconsonant
combination and (2) the association of dirty & ugliness with front vowels, front consonants, front
voweVconsonants, and voiceless consonants.
For the Americans, ten out of ten times the
predictions concerning vowel associations came
true. Additionally, nine out of ten times the voicing
of consonants showed the same trend as the vowels;
front vowels were associated with the same meanings as voiceless consonants and back vowels consistently correlated with voiced consonants. The
only time that voicing did not show the same trend
as vowel frontness/backness, was one time when
voicing for the American subjects showed no significance in either direction.
The Japanese, on the other hand, showed a
greater emphasis on the voicing of consonants with
ten out of ten consonantal voicing/antonym pair
word associations resulting in significant chi-square
values. Eight out of these ten showed significance in
the same direction as the Americans' results. One
was different because the American data did not
show significance; and one was the opposite of ~
American data (a significant association with clean &

pretty for the American subjects showed a significant correlation with dirty & ugly for the Japanese).
One of the most interesting characteristics of the
data is its consistency. This consistency sheds a
significant amount of light on sound symbolism. A
more specific phenomenon that deserves attention,
however, is the uniformity with which the Japanese
subjects' pretty & clean/dirty & ugly data differed
from that of their associations made with the other
four antonym pairs. These results were in contradiction to both the claims of Kindaichi (1957) and the
predictions made in this study. In a short interview
after each of the two test sessions, most of the
Japanese respondents said that they felt that all of the
items in the pretty & clean/dirty & ugly group
sounded dirty (even though the five groups were
randomly interspersed in the test, the subjects were
able to distinguish this group of nonsense words
from the other four because the pretty & clean/dirty
& ugly group was the only group with words of
length greater than one syllable). To answer the
question, "Why the Japanese subjects felt this way?"
will require yet further research.
CONCLUSIONS
In the "Results & Discussion" section, it was
shown that many of the predictions concerning this
study were borne out in the results of the experiment. Gender variation within both the American
and Japanese subject groups was shown to be small.
In support of the general claims of sound
symbolism, it was established that many of the
sound/meaning associations were made by each
native-language group in a manner that varied
significantly with chance. Finally, the findings
demonstrated that although most of the tendencies of
the American and Japanese subjects were directionally parallel, the degree to which sound/meaning
associations were made often differed significantly.
This phenomenon was most clearly visible in the
seemingly stronger associations made by the
American subjects between the frontness/backness
of vowels and meaning; and the more definite associations made by the Japanese subjects in the correspondences of consonantal voicing and meaning.
There were, however, a few incidents in which
the results did not concur with the predictions. One
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such occurrence was the assocIatIOn by the
American subjects of the front vowel, [i], with big.
As discussed earlier, this was most likely due to an
inadequacy in test design. A much more notable case
of deviance from the predictions was in the association by the Japanese subjects of front vowels, front
consonants, and voiceless consonants with Idrei
(clean & pretty). This incident is not only interesting
from the standpoint that it was unexpected, but also
because the responses were not idiosyncratic with
respect to the Japanese subject group.
Since relatively little research has been done in
the area of consonantal voicing as it relates to sound
symbolism, the significant degree of correlation
between consonantal voicing and meaning found in
this study has implications for further research.
Continued investigation should endeavor to provide
a greater understanding of the general relationship
between consonantal voicing and meaning. More
specific inquiry might well address such questions
as: "Why did the Japanese subjects show a greater
degree of sound symbolism in consonantal voicing
than the American subjects?" and "As English and
Japanese are both languages in which voicing is
distinctive, what degree of sound symbolism might
be perceived by speakers of Korean, a language in
which voicing is not distinctive?"
In relation to future research in sound
symbolism, it can be seen from this study-as in the
research of Miron (1961) and Ueda (1980)-that
universals likely exist in sound symbolism. It is
possible, however, that such universals may not be
absolutes, but rather tendencies which are general
from one language-speaking population to another.
As studies in sound symbolism are continued, it
would be helpful to involve subjects from a broader
variety of native-language backgrounds. Using a
wider range of semantic values and phonetic features
might likewise help to shed greater light on the
nature of sound symbolism. Also, potentially beneficial would be a thorough study of the lexicon of
the languages of the subjects involved in order to
detennine iflanguage-specific and universal aspects
of sound symbolism are represented in the lexicon

of the respective languages. Finally, the effects of
such language-specific and universal features on
language acquisition and communication should be
investigated.
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Language, Conversation, Sanity and Reality
Chauncey C. Riddle
Brigham Young University

The thesis of this paper is that human being
consists of conversations, and that the ability of a
person to converse with other beings to tre
advantage of the other beings is the measure of the
person's sanity.

ing carbon monoxide. One special case of sensory
affect/effect is using symbols to communicate.
Everything which happens to a person is
communication from some other being. Everything a
person does communicates with other beings.

1. Human Being is here taken as a verb form, not a
noun form.

3. Language is patterned and normed affect/effect.

While it is possible to understand human beings
as entities, as essences with accidents, another way
of understanding human beings is to see each of
them as what each one does. This does two things.
It changes the emphasis from the kind or type, the
universal, to the individual. And it also puts the
focus on accomplishment rather than on potential. A
human being, taken as an essence, is a being of a
certain material nature, seen as a standard anatomy
with a standard physiology and as a being with
special capacity to communicate and to reason. But a
human being seen as a doer of deeds is individualized into just where and when the individual lives,
with what environment that person must cope, and
the particular effect that person has on his or her
total environment. While both analyses are useful,
the latter understanding is more pertinent for tre
purposes of this paper.
2. Communication is one being affecting another
being.
The word communication etymologically means
to be within the walls together. Beings which communicate are not walled off from each other. They
are able to affect one another. The affect may be
reciprocal or not. Communicative affect may be
received as sensory effect, as kinetic effect or as
chemical effect. Sensory effects are hearing, seeing,
touching, tasting, etc. Kinetic effects are such as
being moved, as when one person shoves another,
or being shot by a bullet or an arrow, etc. Chemical
effects are such as being burned by an acid or inhal-

Pattern is configurations of affect and effect
which are repeated. Normed patterns are patterns to
which some receiver/reader of patterns reacts in
some typical manner. To send communications in a
patterned and normed manner is to use a language.
To react to the patterned and normed affect of
another being in a typical and understanding way is
to "read" the other being.
There are natural languages and artificial languages. N aturallanguages are seen to operate when
a candle flame exhibits a characteristic pattern; a
moth reacts in a typical manner by veering into the
flame as it flies. Or a pistil reacts chemically to one
type of pollen while ignoring others. Or DNA
recombines in various ways to form an organism.
Artificial languages are human languages which use
symbols, the combinations of which are patterned
and normed to facilitate human sensory communication. The special case of language communication is
a standard human language such as English.
4. Conversation is continuing language
communication between two or more beings.
Bees converse when transmitting data about
nectar sources by dancing. A bird converses with a
nest using twigs and grass until the nest satisfies it
for nesting. All deliberate human action is a form of
conversation with something or someone. Growing
a garden is a conversation with a plot of ground and
living plants. Playing flute is a conversation with a
musical instrument, and the music is a conversation
with an audience if the audience responds. The
special case of conversation is when two human
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beings speak back and forth with each other in a
language such as English.
5. There are four special kinds of conversations
which human beings participate in, each being
differentiated by the different kinds of partners in
conversation.
The basic partner in human conversations is
nature and physical objects. Learning to observe,
read, and react in conversation with one's physical
surroundings is the initial human task. This task is
to develop a language ability to relate to other natural
and physical objects so that one may converse with
them. Such basic conversation is seen in a baby
crying and being comforted, in the baby tasting
everything, or in reaching for everything.
The second partner in human conversations is
other humans now acting as symbolic communicators rather than as physical, natural beings. As the
child begins to associate sounds and actions with
each other, consciousness of spoken language is
formed. Then other persons are no longer just
physical objects, but physical objects with whom the
child can converse, say in English.
The third partner in human conversations is
God. Little children have an awareness of communicating with a spiritual being who teaches them of
good. If they are taught to honor this opportunity, it
grows and increases in importance in their lives as
they mature. If they are taught to disavow this
Opportunity, they tum from it and the opportunity
atrophies until it is no longer part of the person's
conscious conversations.
The fourth partner in human conversations is
Satan. Satan is the spiritual person of evil who
promotes lies and selfishness. When humans do not
acknowledge the existence of Satan they attribute his
influence to themselves or as the residual effect of
some other person upon them; this causes misinterpretation of the conversations with Satan. But if
Satan is recognized as a conversational partner, his
influence can be dealt with directly and more
effectively.
Conversing with natural and physical objects
and with human beings as symbolic communicators
serves as a horizontal axis of human conversation,
or communication within the physical realm.

Conversing with God and Satan serves as a vertical
axis of conversation, or communication within the
spiritual realm. It is popular to pretend that only
horizontal communication exists or can exist. But to
ignore the spiritual is to ignore the inner feelings and
idea development which human beings experience.
To attribute all of our inner experience to natural,
horizontal sources is to deny the existence of the
spiritual realm. Part of the thesis of this paper is that
such denial is an important source of insanity in the
human population. To be sane one must deal with all
of one's experience and conversations, not with just
a selective part of it.
6. Some regularities which pertain to human
conversations :
Law 1. Conversations with all four partners,
with natural/physical things, with other humans as
symbolic communicators, with God, and with
Satan, are necessary for normal human life. (Not to
deal with one or more of these partners in a deliberate conscious way is to abdicate agency or stewardship in that area. To do so is to be less than fully
human by not conversing with a potential partner,
only receiving communication, not responding in
deliberate conversation. That is like owning a piece
of property but not paying any attention to it, letting
it go wild and letting whoever and whatever to dwell
and act thereon.)
Law 2. If human beings converse only with
natural/physical things, they never develop normal
human language capacity and are limited to conversations with natural/physical things. (They do not
gain human language, nor agency. Having a developed human language is what makes it possible to
converse normally with other humans, with God,
and with Satan. Without a language we can receive
influence, but cannot converse as an agent may.)
Law 3. God communicates with human beings
in many ways (in God men live, move, have
mentality, etc.), but he converses with them principally to enable them to advantage other humans and
natural/physical things in their communications with
other beings.
Law 4. The ability to advantage other beings has
its ultimate source in God, and he is the sole ultimate
source of such conversational ability. This is to say
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that God is the sole source of good. But human
beings also help each other and help natural beings
through the influence which derives from God.
Law 5. Satan converses with human beings
only to teach them to disadvantage other beings
(other humans, natural/physical things, and God) in
their conversations.
7. Conversational competence is being able to
converse well enough with a partner in conversation
to have the option either to advantage or to
disadvantage that partner.
To advantage a partner is to give the partner
more being (conversational attainment) by sharing
with the partner truth, kindness, power, etc. To
disadvantage a partner in conversation is to converse
so as to disable the partner through lies, insults,
wounds, etc. Thus conversational competence is the
measure to which one is able to do both good and
evil to a partner in conversation. One may be
minimally competent to converse with one human
partner, but be able to have a hundred times the
competence to communicate with another human
partner. To be a minimum normal human being is to
have minimal conversational competence with all
four kinds of partners, physical and spiritual. Which
is to say that most human beings can and do
converse with all four kinds of partners. Some are
very good at such conversing, and some are not.
Some have conversations with many kinds of natural things and many human beings, while others
have few such conversational partners. To be a god
is to have maximal conversational competence with
every other being. Agency begins with minimal
human conversational competence and maximizes in
the power of a god.
8. Sanity is the use of human agency (conversational
competence) to advantage natural, human and godly
partners in conversation.
Since the power to advantage partners in
conversation comes only in conversations with God,
humans are sane only when they are able to
converse with God and then use that conversation
with God as a basis for advantaging natural and
human partners in conversation. When one advantages natural or human partners in conversation one
automatically advantages God. When one uses
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conversation with Satan to disadvantage humans, or
nature, or God, one is not sane.
The reason for the connection between sanity
and advantaging partners in conversation has to do
with the nature of reality. The reality of a being is
not what it is but what it does. (What it is is an
artificial attempt to capture the being apart from what
it does, but this is always a caricature of the being.)
What every being does is communicate. Most of the
communications of every being are conversations.
Most of what a being is, its reality, is its conversations with other beings. Thus every being has a
career, which is the history of its conversations with
other beings. Few beings are static entities, but are
also being advantageo and disadvantaged (enlarged
and diminished) in every conversation they have,
and are advantaging and disadvantaging others in
every conversation, each being using its agency.
When humans converse with God, he only
advantages them. When human beings converse
with Satan, he only converses to disadvantage the
human beings, thus to advantage himself at the
expense of others as his kingdom and dominion
increase. Human beings are agents, which means
they may choose either to advantage those with
whom they converse (deriving from their conversations with God) or to disadvantage them (deriving
from their conversations with Satan).
When a being disadvantages another being, that
disadvantaging of the other being results in reduced
conversational competence for that other being. But
if one being reduces the conversational competence
of another being, the one being thus reduces the
opportunity to converse with that disadvantaged
being. Since the amount of being a being has is the
sum of its conversations with others, when one
reduces the conversational competence of another
being one reduces the being of that being and also
reduces the being of the self because one can no
longer converse as much with that being. A classic
case of this kind of disadvantaging is found in Cain
killing Abel. Cain disadvantaged Abel in slaying
him, hoping thereby to gain his brother's goods.
But the goods soon perish, and Cain is diminished
because he no longer has a brother Abel with whom
he can converse and rejoice. To disadvantage
another being results in the reduction of one's own
being. Pursued far enough, disadvantaging others
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results in the attainment of the narrowed being and
diminished stature of Satan, as do the Sons of
Perdition.
Sanity is wholeness. The ultimate of wholeness
is God, who advantages all beings and thus enjoys
greater being by conversing more and more with all
those beings. Whenever a person learns from God
how to advantage another being and does so, that
person enlarges the being of the other person, also
enlarges the being of God, and also enlarges his or
her own being. This is sanity, or a reaching towards
wholeness. To disadvantage another being is to
diminish that being, to diminish God and to
diminish self; which is insanity, that which detracts
from wholeness.
Satan is the advocate of insanity or unwholeness. His basic ploy is: If you disadvantage your
partner, that will advantage you. That lie is
answered in the paragraph preceding. But Satan has
another ploy: If you disadvantage others, I (Satan)
will give you special advantages. And he sometimes
does: short-run, physical advantages. To accept a
short run advantage from Satan in order to disadvantage another being is selling that other being. The
question every person should then ask is: Can a
being who tempts you to disadvantage others and
who pays you to disadvantage others in the short
run be likely to give you any advantage in the long
run? To accept a temporary advantage from one who
promotes disadvantage is also insanity.
One of Satan's lies is that the amount of goods
and happiness in the world is a finite sum. In such a
zero-sum situation, the less my neighbor has, the
more I can have. So part of the human reaction is
based on whether one believes Satan's lie that this is
a zero-sum game or whether one believes God's
promise that his riches are infinite. Those who
believe in advantaging others have little trouble
believing in God, and those who truly believe in
God have little trouble believing that it is good to
advantage others. Those who don't mind disadvantaging others are fearful for their own welfare
(selfish), do not believe in nor trust God, and are
willing to believe the zero-sum idea. So they go on
disadvantaging others. Eventually (the long run)
they will understand that disadvantaging others also
disadvantages themselves, and they will stop acting
insanely.

9. The cure for insanity is conversing with God.
Those who will not learn to communicate competently with God are doomed to some measure of
insanity until they learn to have such competent conversation with God. The more competent one
becomes in conversing with God, the more one can
advantage one's partners and the more sane one can
be.

to. Happiness is being sane.
Happiness is increasing the being of one's
partners in conversation by continually advantaging
them. It is a rejoicing in helping others to grow in
helping others to grow in helping others to grow
. .. ad infinitum. Man was created by God to be
happy. Satan was given to man by God to provide
an opposition so that the choice to advantage one's
neighbors or to disadvantage them would be a real
and live option. Only when people converse competently with God can they chose to be like God in
advantaging others. But only as they also converse
competently with Satan by saying an explicit "No"
to his influence does conversation with God and
chosen obedience to God become meritorious. Thus
one can freely choose advantaging others over
disadvantaging others only if one is conversationally
competent and makes a deliberate, explicit choice to
favor the affect of God over the affect of Satan.
11. The conclusion of the matter.
The more competent one is to converse with
nature, people, God and Satan, the more agency one
has. If one uses that agency to serve God, one's
ability to converse with nature, humans and God
will increase to the maximum possible, because God
advantages those who advantage others. This
increase of agency and advantaging tends to
maximize the agency and advantaging of the person
who does so, which is the process of becoming as
God is.
Conversing with nature is a key to this process
of learning to be conversationally competent. Nature
never lies. Nature is always regular, constant,
dependable. Nature is always available and will
always converse. Conversations with nature help us
to be concerned about reverencing and advantaging
natural things as we are influenced by God, or they
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help us to harm and destroy as we are influenced by
Satan. The help or the harm always has an immediate reaction (though some reactions may be
delayed), and thus one learns to read the influence of
God and Satan in nature as one pays attention.
Learning to read nature is a better index to differentiating between God and Satan than learning to read
humans, because humans listen to both God and
Satan and thus the spiritual influence of persons
varies from person to person and from time to time
in the same person.
To have better conversations with nature is to
order and beautify the earth and to respect and honor
all natural things as God's handiwork. To have
better conversations with humans is to ~ee in each of
them the face of Christ and to honor and advantage
each one of them as God inspires one to do so. To
have better conversations with God is to learn to
love him with our heart, might, mind and strength.
To have better conversations with Satan is to
recognize him whenever he approaches, then firmly
to say "No" to him. But conversation with Satan
must not be engaged in to bring railing accusation
against him, for he, too, is ~ son of God. The
maximum of reality, which is conversing, and of
sanity, which is advantaging in conversation, is
found for human beings only in inheriting all good
things from Father by learning to be conversationally
competent with God, then to use that competence to
advantage both him and our neighbor (nature and
other human beings.
To learn better conversational competence with
any partner is to be attentive and to learn from
experience how to do better. God gives guidance,
but that guidance must be sought in competent
conversation with God. How better to converse with
God? By trying. To converse with him is the most
advantageous of all conversations, for he is the great
advantager who advantages everyone as much as
possible, teaching them how to be more competent
in conversation with any partner including Satan.
12. The moral of the matter.
Humans who wish to be sane would do well
especially to concentrate on improving their conversations with God, with natural/ physical things, with
other people, and with Satan. From natural/physical
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things we learn to be exact. From God one wi111earn
to be true and to advantage others, as well as how to
converse more competently. In conversing with
Satan to deny his influence, one will learn to
overcome selfishness, the insanity of disadvantaging
others. Some humans serve God and some serve
Satan and some serve both; thus conversing with
humans in general does not promote exactness, or
fidelity, or advantaging, nor does it quell selfishness. But a human who is greatly sane in conversing
with nature, God and Satan is well prepared to
converse sanely with other humans, and will
become able to advantage each partner (except
Satan) in a pure manner, which is charity, the pure
love of Christ.

Biographical material: Born Salt Lake City. Utah; graduated
from high school in Las Vegas. Nevada. Attended Brigham
Young University majoring in mathematics and physics.
graduating in 1947. Married Bertha Allred of Fountain
Green. Utah and McGill. Nevada. Attended Columbia
University in New York City. receiving the MA degree in
1951 and the PhD degree in 1958. Joined the BYU faculty in
1952. Served as department chairman (Graduate Religion).
Dean of the Graduate School. Assistant Academic Vice
President, and Professor of Philosophy.
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The Acquisition of the Passive Voice
in German as a First Language
Der Mann wird vom Zaun gestrichen:
('The Man is Painted by the Fence ')

Kirsten M. Christensen
Brigham Young University

This study was designed to determine the age at
which German children acquire the ability to comprehend, imitate and produce the passive voice, and
to determine the strategies and structures used in lieu
of passive constructions prior to their acquisition.
The study as described below was conducted in East
Berlin in April and May, 1990.
The subjects ranged in age from three to nine,
with representatives from each age group in between. There were 10 subjects from each age group
from four to nine years of age. Nine three-year olds
were included, but difficulty in finding a suitable
tenth three-year old resulted in the participation of
two very lively two year-olds. Though this study
was not intended to extend below the age of three,
the data of these two-year olds was included, making the total 71 : 38 girls and 33 boys.
Baldie's (1976) subjects for the study described
in chapter two ranged in age from three to eight
years. He strongly suggested, however, expanding
the ages in both directions (Baldie, 1976, p. 338):
It is unfortunate that this investigation did
not go beyond both the 3;0 and 8;0 boundaries, for much interesting material would appear to be present outside this range. . ..it did
not initially appear necessary to go below the
age of 3;0. For a full report on imitation and
comprehension in the future an extension of
the age range studied would appear to be
needed. In a similar manner the rapidly
increasing ability to produce the passive could
be better accounted for if the years beyond 8;0
were investigated.
Due to the challenge of getting· even the threeyear olds involved to complete the study, no attempt
was made to include two year olds, with the exception of the pair mentioned above, both of whom
were nearly three.

Approximately ten of the subjects, from various
age groups, were children of personal acquaintances. The remainder of the three to six year-olds
attended one of three day care centers, all located in
East Berlin, and the remaining seven to nine yearold subjects attended the Wilhelm-Pieck Oberschule
(college preparatory school), also in East Berlin.
Subjects from these schools were selected by their
teachers, who had been instructed to choose the
children based only on the desired age categories,
not according to which children they thought would
perform best. Permission of school officials or parents was obtained in advance in all cases. It is of interest to note that one of the interviewers and several
other individuals were convinced that it would not
have been possible to conduct this study in East
Berlin under the socialist regime. In any case, the
dramatic political changes in the German Democratic
Republic in 1989 and 1990 most definitely abolished
the bureaucracy and government intervention which
long existed, thus clearing the road for the completion of this research.
The actual research design closely paralleled that
of Baldie. Subjects were tested on their ability to
comprehend, imitate and produce the passive voice,
with sentences representing the categories of reversible active, reversible passive, non-reversible
passive and agentless passive. Three sentences were
designed for each category; one used to test comprehension (C), one imitation (I), and one production
(P), thus making a total of twelve sentences for each
subject.
The form of sentences used in Baldie's study
was followed as closely as possible when translating
them into German. Modification was necessary for
many of the sentences. It was not considered possible to parallel German sentences to the English and
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to have a universal morpheme count across all sentences, as was the case in Baldie's study. Adjectives
were included in the agentless passive and reversible
active to equate the German sentences with the
English sentences, though this resulted in unequal
morpheme counts and, in one case, in a sentence
which was somewhat unnatural. (Die schone,
kleine, blaue Tasse ist zerbrochen. 'The beautiful,
small, blue cup is broken.) Sentences used in
Baldie's study, along with their German counterparts (including translations) from this study are as
follows:
Reversible Passive
(C) The boy was chased by the girl.

Der Junge wird vom Madchen gefangen.
(The boy is chased/caught by the girL)
(I) The man was helped by the boy.

Der Mann wird vom Jungen gegrujJt.
(The man is greeted by the boy.)
(P) The girl was lifted by the boy.

Das MOOchen wird vom Jungen hochgehoben.
(The girl is lifted [up] by the boy.)

Non-Reversible Passive
(C) The shoe was hosed by the monkey.

Die Schuhe werden vom Affen getragen.
(The shoes are worn by the monkey.)
(I) The house was painted by the man.

Der Zaun wird vom Mann gestrichen.
(The fence is painted by the man.)
(P) The balloon was inflated by the boy.

Der Luftballoon wird vom Jungen aufgeblasen.
(The balloon is blown up by the boy.)

Agentless Passive
(C) The short thick metal nail was bent.
Die schOne, kleine, blaue Tasse ist zerbrochen;
(The beautiful, small, blue cup is broken.)
(1) The large block of ice was melted.
Die grojJe Kugel Eis ist geschmolzen.
(The big scoop of ice cream is melted.)
(P) The boy was hosed.

Der Junge wird bespritzt.
(The boy is sprayed.)

The following reversible active sentences were also
used throughout the study:
Reversible Active
(C) The large dog chased the small cat.

Die grojJe Katze fangt die kleinelkleinereltote*
Maus.
(The big mouse chases/catches the small!
smaller/dead mouse.)
*all three adjectives used at different times.
Explained below.
(I) The old man pushed the black dog.

Der alte Mann streichelt den schwarz en Hund.
(The old man pets the black dog.)
(P) The boy chased the dog.

Der Junge fangt die Schmetterlinge.
(The boy chases/catches butterflies.)

All of the German sentences used in this study,
except for the comprehension and imitation sentences under agentless passive, were in the
Vorgangspassiv. The two mentioned were in tre
Zustandspassiv (statal passive). Unfortunately, a
poor choice of verbs was made for these sentences.
Zerbrechen ('to break to pieces') and schmelzen ('to
melt') could be either transitive or intransitive.
Intransitive verbs which also indicate a change of
state (as both of these verbs do in the contexts used
here) use the auxiliary sein ('to be') and the past
participle when forming the active present perfect
tense. This means that the statal passive present
tense and the active present perfect tense of such
verbs are identical. In other words Die grojJe Kugel
Eis ist geschmolzen could mean either 'The big
scoop of ice cream is melted .. .' (... by the sun, etc.)
in the agentless statal passive present tense, or 'The
big scoop of ice cream has melted. 'in the active present perfect tense. Either past participle could also be
understood as an adjective. The effect this confusion
may have had on subjects' responses is considered
in the discussion section.
Sentences originally written by the researcher
were checked and modified in some instances by
Mrs. Angelika Ober, a German native, and instructor of English at the Karl Marx University in
Leipzig, German Democratic Republic. She also
made suggestions for improvement of the distractor
pictures used in the comprehension portion of the
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test. The linguistic and particularly the cultural insight she provided proved to be invaluable, as she
was able to point out several items with which an
East German child would have no contact, due to
limited travel and exposure to life outside the
German Democratic Republic.
All of Baldie's sentences were in the past tense.
It was felt however, that the use of present tense
would be simplest for this study in German, since
such young subjects were tested, and their acquisition of the present tense was relatively certain, while
that of past tense forms was not. A more in-depth
discussion of the problems experienced with each
sentence is included in chapter four.
As in Baldie's study, the comprehension task
was performed with the help of pictures, from
which the subjects were required to identify the one
described by the model sentence. Pictures were 4x4"
black and white drawings, mounted in series of five
on poster board. Only one picture in each series
corresponded to the sentence modeled by the examiner. The other four pictures served as distractors.
Subjects were instructed simply to point to the picture which matched the model sentence.
The imitation task was performed by having the
subjects simply repeat the model sentence, unaided
by pictures.
For the production task, subjects were shown
pictures, drawn on 9x 13 1/2" white cardboard. The
drawings were done in black and white. As in
Baldie's study however, " ... colour and size were
used to emphasize the grammatical subject of the
passive construction while the object was deemphasized by using only black ink ... " (Baldie,
1976, p. 333) After viewing the picture, children
were asked to respond to the question "Was passiert
dem .. ?" (What's happening to the ... ?) in an attempt
to elicit a passive response beginning with the
patient.
As in Baldie's study, (1976, p. 334) the order
of the tasks of comprehension, imitation and production was rotational, with the first subject given
the order C(IfP, the second, P/CfI, the third CfllP
and then back to the first order. As Baldie states:
This procedure was adopted with full knowledge that the practice gained in such tasks as
imitating or comprehending passive forms may
aid the subject in producing a passive form and
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thus have a slight inflationary effect upon all
results, but not produce biased results in any
one particular area.
The sentence categories were always presented
in the same order: reversible passive, non-reversible
passive, agentless passive and reversible active. It
must further be explained that the order of tasks described above was carried out within each sentencetype category. In other words, if the order CfI/P was
used with a subject, that entire sequence was carried
out within the reversible passive category, then repeated for non-reversible passive, etc. This represents an unintentional deviation from Baldie's study,
as all comprehension sentences from all four
sentence-type categories were presented together,
then all imitation, production, etc. This deviation
could have had a slight inflationary effect on results,
as all subjects heard comprehension and imitation
sentences of one type before moving on to the next
sentence type, and could thus have been primed, so
to speak, toward the desired results. Since it is difficult to determine what, if any effect this deviation
had on the results, it will be not be considered
further in the evaluation of responses.
All artwork was done by Captain Drew
Holliday, by profession a German linguist for the
United States Army, and by hobby a talented artist.
His linguistic background proved most helpful, as
an understanding of the study made the explanation
of pictures needed for the study much clearer.
All testing was done with the subjects individually and was tape recorded. An attempt was made
with each child to establish a light-hearted, gamelike atmosphere, in order to minimize anxiety. In the
cases of a small number of the very youngest
subjects, a parent or pre-school teacher was also
present.
A native German-speaking woman conducted
each oral interview. Two different interviewers
assisted, neither of whom had linguistic training.
Each was briefed in detail regarding the desired
method of conducting the interviews and eliciting
responses. Many problems occurred despite the
briefings. These are discussed in chapter four. One
of the interviewers was director at the pre-school
where she assisted, and thus knew each subject she
interviewed. The other was a nurse by profession.
She knew only a few children she interviewed.
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Subjects were given two chances to provide the
desired response for each question or situation. If a
child provided no response at all during the first two
elicitation attempts, additional requests for response
were attempted until some response was forthcoming, or until it was obvious that the subject was
unable or unwilling to respond.
Extensive written notes were taken during each
session by the researcher, a fluent, non-native
German speaker, who sat in a position where 1m
subject's face was visible, for most effective notation of responses, but several feet farther away from
the child than the actual interviewer, to minimize
distraction. Written notes were compared with the
tape-recorded information.
A hand-sized tape recorder was used for all
recording. It was placed on the table directly in front
of the subjects for optimal recording. A few of the
youngest subjects were momentarily distracted by
the recorder at the outset of the interview, but in
each case the pictures redirected their attention as
soon as the study began, so that the position of the
recorder caused no problems. Quality of recording
was poor in a few cases. Use of a lapel microphone
would no doubt have provided superior recordings.
Nonetheless, written notes were extensive and satisfactorily augmented those few instances where a
recording was unclear.
A "concept inventory", as Baldie termed it
(1976, p. 332) was performed with each child prior
to the actual testing to determine that the subjects
could identify each of the nouns and verbs in the test
sentences. Pictures of several items not used in the
actual test sentences were also included for variety.
This inventory consisted of a stack of black ink
drawings on 4x4" cards. In Baldie's study, these
were mounted on a larger piece of cardboard in
groups of five. In this study, however, cards were
simply placed on the table in front of the subjects in
random order. Subjects were instructed to name
each pictured item as quickly as possible. In the
cases of many of the three- to five-year olds, several
pictures at a time were put on the table and subjects
were simply asked to point to the item indicated. In
some cases, the children were asked to provide another name for a pictured object if they did not produce the label used in the study. Those subjects who
were unable to identify each item contained in 1m

study were not selected for further participation.
The entire test, minus the concept inventory,
was piloted on ten German adults, five women and
five men, in order to determine that the responses
desired of the children were ones which would naturally be produced by native adults. All adults were
interviewed by a fluent, non-native German speaker.
Due to cost and time restrictions, it was not possible
to modify pictures after the pilot, but the responses
given by the adults were used as a helpful basis for
analysis of the responses provided by the children.
Statistical analyses of the data were performed
as follows: percentage of correct sentences of each
type for each age group, divided by the three tasks,
with a total also given for each sentence type/age
group category are displayed. In addition, two
matched t-tests were performed to determine 1) the
correlation of responses in the categories of reversible and non-reversible, and 2) the correlation of
responses on the imitation and comprehension tasks.
Finally, a qualitative analysis of the quantitative
information gathered will attempt to gain further
insight into the errors made.
RESULTS
ADULTS: PILOT STUDY
All adults were tested with the same task order,
namely p/ell. As with the children subjects, if an
adult subject was able to correctly complete even one
task within a sentence-type category, he or she was
considered competent in that task. In this light, each
of the ten adults tested was able to produce, comprehend and imitate the passive constructions presented them. The specific results achieved with each
structural form are included in Table 1 below.
Table 1. Adult responses according to task and
structural form
Structural fonn
NonReversible Reversible Reversible Agentless Total

I..a..s.k
p
C

A£!ill
10

~
10

~
10

~

fillilli

9

29
29

10

9

I

9
9*

10

10

10
10

T

28

30

29

29

30
88

*this imitation task was omitted unintentionally with one subject
P=production; C=comprehension; I=imitation
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As can be seen from Table 1, only two of the 90
passive responses were counted as incorrect. These
"errors," as well as the comments made by the adult
subjects, shed interesting light on the possible
weakness of several of the sentences used in the
study.
The single incorrect response under agentless
passive was possibly just a case of a truncated separable prefix verb. The subject produced the following sentence when ask to describe what was
happening to the boy: Er wird nafi. ('He's getting
wet. ') When asked to attempt the sentence a second
time, she responded: Er steht im Wasser. ('He's
standing in water. ') This is an accurate description
of the picture, as there is water at the boy's feet. Out
of curiosity, the examiner prompted a third response
by repeating the subject's initial response and then
asking her to continue it. Er wird nafi ... weiter ...
('He's getting wet...go on.. .') The subject then immediately provided the past participle gespritzt
('sprayed'), leading to the belief that though she had
originally only stated Er wird nafi, she was actually
thinking was Er wird nafigespritzt. ('He is being
sprayed wet. ') The verb spritzen can be combined
with any number of prefixes, such as nafi ('wet'),
voll (,completely') or strahl ('in a stream'). These
prefixes are separable, and when used in the past
participle form the morpheme ge- separates them
from the verb itself.
One other adult subject responded to this same
task correctly the second time, but initially responded Er bricht ein. ('He's breaking through.')
This perplexed the examiner who then asked what
she meant. Er bricht zusammen auf Eis, oder was.
(' He's breaking through the ice or something. ') was
her response. The examiner then pointed to the hose
and the puddle of water, mistaken for ice. The
subject immediately responded with this passive
form: Ah, er wird bespritzt. (,Ah, he's being
sprayed. ') The elements of the drawing itself were
apparently not clear enough. Several of the children
also showed difficulty identifying the elements of
this particular picture, despite the fact that they had
correctly identified the term spritzen ('to spray') in
the concept inventory.
It is also of interest to note that six of the ten
adult subjects included an agent in their production
response in this category, despite the fact that it was
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termed 'agentless' and a human agent was intentionally not pictured. The hose (instrument) simply
protrudes from the side of the picture. The adults
who included an agent used water or the hose as the
thing doing the spraying. As indicated in the results
which follow, however, many of the children "made
up" a human agent, as it was apparently illogical to
them that a hose would come from nowhere to spray
a boy.
The only other passive response counted as
incorrect was a comprehension task in the reversible
passive category. The subject was to choose 1m
picture corresponding to the sentence Der Junge
wird vom Miidchen gefangen. ('The boy is [being]
chased/caught by the girl. ') The verb fangen
generally means 'to catch' but the children's game of
tag is also called F angen, and when one child wants
another to play this with him, he or she will say
Fang mich! ('Catch me!' or 'Chase me! ') In discussing this sentence with Mrs. Ober from Karl
Marx University, the selection of distractor pictures
was carefully discussed so as to make the choice a
clear one, and not cause confusion between the two
possible meanings of the verb.
Confusion did occur, unfortunately, with many
of the children, as with this adult subject. His first
response when asked to identify the picture where
the boy was being chased by the girl was Es gibt
keines. (,There is no such picture. ') His second
response was similar. The correct picture was then
pointed out by the examiner and the subject was
asked "And this picture here?" He responded that the
boy was being touched by the girl. "And what does
gefangen mean then?" he was asked. His response
was that it meant 'seized' or 'held fast'. In other
words, the picture did not clearly enough indicate to
him that the boy was caught.
Another adult subject responded incorrectly the
first time, pointing to the picture of the boy and girl
running together. When asked to respond again, she
pointed to the correct picture, but stated Der Junge
W. vom Miidchen gefangen! ('The boy is [already]
caught by the girl! ') She used the statal passive to
indicate that the picture showed the action already
completed. Her hesitation was apparently for tre
opposite reason as that of the subject described
above. The action for him was not concrete enough.
For her, it was too concrete, too final to fit the
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model sentence. One other subject hesitated at first
request, pointing to nothing, before identifying the
correct picture on second request.
These examples show a definite lack of clarity in
this series of pictures and help to explain the difficulty experienced by many of the children.
Several other responses merit analysis. In the
category of non-reversible passives, (the production
task), one adult subject, on first request, said of the
large, red balloon, Er ist kurz davor zu zerplatzen.
(,It's about to pop.') The interviewer then asked,
Was passiert mit dem Luftballoon davor? ('What
happens to the balloon prior to that? ') The subject
then immediately responded with the passive construction Er wird aufgeblasen. ('It's being/getting
blown up. ') A relatively large number of the children interviewed initially said something about the
balloon popping. The balloon was intentionally
made colorful and disproportionately large so that
subjects would focus on the balloon, not the boy,
and thus hopefully begin their sentences with Der
Luftballoon ... and complete it with a passive form.
Apparently, however, the size of the balloon caused
adults as well as children to focus on the fact that it
was so large it would surely burst at any moment,
rather than on the action being performed on it.
With the comprehension task for reversible active, several adults hesitated or showed frustration
with the picture when the adjective kleine ('small')
was used to describe the mouse, since the mouse
was nearly as big as the cat. Using the comparative
form kleinere ('smaller') apparently helped. One
adult subject, however, responded incorrectly,
choosing the picture where the cat and mouse are
running toward one another. When asked how he
would describe the correct picture, he said, Hat sie
schon gefangen. ('He's already caught it.') This is
again an indication of the differences in perception
of the verb fangen. With the children, even this
distinction from 'small' to 'smaller' did not always
help, and the adjective tote 'dead' was adopted. (The
mouse was lying on its back.) This aided comprehension in every case. This inconsistency is of little
significance, since only passive sentences were used
in the analyses.
Finally, though no adult subjects gave incorrect
responses under the non-reversible passive comprehension task Die Schuhe werden vom Affen getra-
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gen., ('The shoes are worn by the monkey. ')
several of them looked at the picture of the monkey
wearing the shoes and then were clearly looking for
another picture, ostensibly one where the monkey
was carrying the shoes. Tragen can mean either 'to
wear' or 'to carry.' In discussing the sentences with
Mrs. Ober, it was felt that the distractor pictures
would make the intended meaning clear enough.
Apparently, however, as perhaps indicated in the
children's responses as well, the sentence and
accompanying pictures were puzzling enough to
cause confusion. One child, in fact, folded her arms
and firmly stated, Affen tragen doch keine Schuhe!
('Monkeys do not wear shoes! ') and refused to
identify any of the five pictures.

Children's Data
As in Baldie's study, one point was given for a
correct response, and zero points for an incorrect
one. The following criteria were used in determining
the scoring procedure:
1) Imitation of a passive structure was considered
correct if verbatim, or if differing from the
model only in the omission or alteration of an
article or adjective. Several subjects repeated
articles, such as Der Zaun, dil. wird vom Mann
gestrichen. ('The fence, it is painted by the
man. ') These were scored as correct. Some
flexibility in word order was allowed, such as
Der Mann vom Jungen wird gegrilj3t. ('The man
by the boy is greeted') for the desired Der Mann
wird vom Jungen gegrilj3t. ('The man is greeted
by the boy. ') Such word order is grammatically
incorrect, but such responses were nonetheless
counted as correct since all passive elements
were present and subject and object were correctly placed. Finally, responses of subjects
who separated the contraction vom into its
components von and dem ('by, the') were also
scored as correct.
2) Imitation of a passive structure was scored as
incorrect if the auxiliary was missing, or if the
auxiliaries werden ('to become') and sein ('to
be') were incorrectly used, if the past participle
morpheme ge- was missing or if the subject and
object were inverted or omitted.
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3) Production of a passive form was scored as
correct if it contained appropriately placed
subject and object, a form of the auxiliary
werden and a past participle, including the
morpheme ge-. In some cases children provided
an incorrect, but ostensibly "overregularized"
(Bowerman, 1982) past participle, such as
hochgehebt for hochgehoben ('lifted'). If heben
('to lift') were a weak verb, this formation
would be correct. Such responses were scored
as correct. In many cases the interviewer began
the sentence for the child with the desired
passive subject. If a child correctly produced a
passive form after this prompt, it was counted
as correct. In the cases where a child stated no
subject but produced the remainder of what
would have been a complete passive sentence,
responses were also counted as correct, since
the child was responding to a question in which
the desired passive subject had just been mentioned. Inclusion or omission of an agent was
not considered when scoring responses as correct or incorrect, since the elicitation technique
used "What is happening to the ... ?" was a

request for information about the action and did
not necessarily lead to inclusion of the agent.
Further justification lies in the fact that 90% of
all actional (Vorgangs) passives found in
German (written) are agentless (Drosdowski,
1984, pp. 181-182).
4) Pointing at the appropriate picture was considered a correct response in the comprehension
category.
Table 2 shows total number of correct responses
by subjects in all age groups for reversible actives,
reversible passives, non-reversible passives and
agentless passive". Percentages of correct responses
for each group was calculated to the nearest whole
percentage by dividing the number of correct responses by the total number of responses, i.e. each
subject produced one response for each category.
Figure 1 shows the differential performance for
each l2-month age bracket for production (P),
imitation (I), comprehension (C), as well as the
average total (f) of the three (in percentages).

Figure 1. Production, Comprehension and Imitation of the Passive According to Age
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Table 2. Total Number and Percentage of Correct Responses by Age, Task and Structural FOnTI
Reversible
Age
2

Task

Production
Comprehension
Imitation
N=2
Total
3
Production
Comprehension
Imitation
N=9
Total
4
Production
Comprehension
N=10 Imitation
Total
5
Production
Comprehension
N=10 Imitation
Total
6
Production
Comprehension
N=10 Imitation
IQtal
7
Production
Comprehension
N=10 Imitation
Total
Production
8
Comprehension
N=10 Imitation
Total
Production
9
Comprehension
N=10 Imitation
Total
WfALS

A\;;tiv~

1
1
2
4-(67%)
5
6
5
16-(59%)
10
8
9
27-(90%)
10
7
9
26-(87%)

10
10
10
30-(100%)
10
10
10
30-(100%)
10
9
10
22-(27%)
10
10
10
30-(100%)
192-(90%)

-~

Reversible
Passiv~

Non-Reversible Agentless
Passiv~

0
0
0
0
2
2
4
8-(30%)
1
7
8
16-(53%)
1
8
9
18-(60%)
7
8
10
25-(83%)
7
9
10
26-(87%)
7
10
10
27-(90%)
5
7
10
22-(73%)
142-(67%)

Notice that for all age groups except for the two
and three year-olds, the subjects performed best on
the imitation task, next best on the comprehension
task and worst on the production task. These findings are consistent with those of Baldie (1976) and
Fraser, et aI., (1963). Also, the fact that the differences between numbers of correct responses on the
imitation and the comprehension tasks were small as
compared with the difference between both of these
and the production task percentages, and the fact that
the youngest age groups performed best on the
comprehension task are consistent with Baldie's
findings.
As in Baldie's study, children also were scored
as "producers, comprehenders and imitators of the
passive if they scored at least one correct response in
each area" (1976, p. 335). Table 3 shows these
scores, displayed as percentages.

Total
Passiv~s

Passiv~

0
0
0
0
2
2
3
7-(26%)
2
5
8
15-(50%)
3
7
10
20-(67%)
7
7
9
23-(77%)
7
10
10
27-(90%)
7
9
10
26-(87%)
7
8
10
25-(83%)
143-(67%)

0
2
2
4-(67%)
1
8
4
13-(48%)
3
9
7
12-(63%)
7
9
9

0
2
2
4
5
12
11

28
6
21
23
50
11
24
29

25-(8~%)

6~

8
10
10

22
25
29
76
23
29
30
82
23
29
30
82
21
25
30
76
461

28-(2~%)

9
10
10
29-(97%)
9
10
10
22-(27%)
9
10
10
29-(27%)
176-(83%)

%
0
33
33
22
19
44
41
35
20
70
77
56
37
80
97
7Q
73
83
97
84
77
97
100
91
77
97
100
22
70
83
100
84
72

Table 3. Percentage of Subjects Correctly Using at
Least One Passive Form in the Performance of
Production, Comprehension and Imitation Tasks
TASK
Age

2
3
4
5
6
7
8
9
Mean

Production
0

22
40
80
90
90
90
100
64

Comprehension
100
100
90
100
100
100
100
1QQ
98.75

Imitation
100
55
100
100
100
100
100
100
94.38

These percentages are important in that they
reveal even the minutest proficiency of the subjects
and also show proficiency which might not other-
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wise come to light due to weakness of several of the
items, as explained in the discussion of adult
responses.
This table shows that nearly all subjects, from
age two on, could correctly imitate and comprehend
at least one passive form. The 55% on the imitation
task for three year-oIds is most likely an aberration.
At age four, production is still significantly behind,
at 40%. Already by age five, however, production
proficiency has doubled to eighty percent and 100%
of subjects could both comprehend and imitate at
least one passive construction. This differs significantly from results gained in Baldie's study. Such
proficiency was not achieved by his Englishspeaking subjects until between the ages of 7;6 and
7;11.
Figure 2 shows results according to each type of
passive, which were achieved by summing C, I and
P for each form.
Six through eight year-old subjects all showed
90% proficiency in being able to produce at least one
passive form, while all subjects from five years of
age could comprehend and imitate at least one
passive. The study's nine year-olds could produce,
comprehend and imitate at least one passive.

For the total population, 64% could produce,
98.75% could comprehend and 94.38% could
imitate at least one passive form. These statistics
show only a small difference between the ability to
comprehend and imitate, with comprehension just
slightly above imitation and with production far
below both. This production total is, however,
significantly higher than the 45% found in Baldie's
study. Both comprehension and imitation are also
slightly higher than the same results in Baldie's
study, but results agree in that there was a slightly
higher percentage of subjects in both which could
comprehend than could imitate at least one passive
form. These percentage results reveal that proficiency with each task - production, comprehension
and imitation - increases with age.
A matched t-test was performed with scores
(percentages) on total passives for all age groups on
the comprehension and imitation tasks. The resulting
t-value of 2.618 is significant at the .05 level of
significance, indicating that subjects perform somewhat better statistically on the imitation task than on
comprehension. This may appear to be a contradiction to the statistics presented in the preceding
paragraph. It should be kept in mind, however, that

Figure 2. Total Performance of the Various Passive Fonns According to Age
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this t-test was based on overall responses (see Table
2), rather than on one correct response per task.
Results shown in Table 2 for each particular
type of passive sentence indicate that subjects in all
age groups scored highest for all tasks (except on
imitation for four and five year-olds) on agentless
passive and that proficiency increased with age. The
exception to this latter generalization were the two
year-oIds, who scored unexpectedly high on imitation and comprehension of agentless passives. Since
there were only two two year-olds included in the
study, both of whom were rather precocious, their
data should be considered cautiously. No age group
scored perfectly on any of the passive forms, oot
subjects by age seven had achieved nearly 97%
accuracy in the agentless passive.
Subjects' responses on items involving reversible and non-reversible passives were very
similar (see Table 2 and Figure 2). Some age groups
performed slightly better on the reversible items
while others performed better on non-reversible
items. Results presented in Table 4 show that there
were no overall differences in the groups' performance on the two. A matched t-test confirmed this,
as results were far below any level of significance.
This finding is significantly different from Baldie's
results. In his study, all subjects (except three-yearoIds, who scored zero on both) scored better on
reversible passives.
In Baldie's (1976, p. 338) study, agentless and
non-reversible passives were the two forms on
which subjects scored the highest, though the reversible passive " ... by the time the upper age limit
was reached ... had surpassed the two other passive
forms." This is not the case in the present study, as
discussed above.
Strong improvement in total passives is demonstrated consistently between each age group up
through age six, at which point improvement becomes more moderate, even decreasing between
ages eight and nine. The decreases are not large, and
probably of little significance, especially due to the
relatively small number of subjects in each age
category.
DISCUSSION AND CONCLUSIONS
As discussed in the presentation of results, 80
percent of the German children in this study by age
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5;0 could produce a passive construction, while 100
percent could imitate and comprehend. Such proficiency was not achieved by the English-speaking
subjects in Baldie's study until the mean age of7;6.
This supports the hypothesis stated at the conclusion
of chapter two that acquisition would appear earlier
in German.
As discussed under results and as shown on
Table 3, there appears to be little difference in the
ability of subjects to imitate and comprehend. Both
two year-olds could comprehend and imitate at least
one passive form. It should be noted, however, that
for both of them this was the agentless passive.
Neither of them was able to comprehend, imitate or
produce a reversible or non-reversible passive. As
discussed in following paragraphs, there is reason to
believe that children do not perceive the agentless
passive as a passive at all, thus possibly rendering
these data for the two year-olds meaningless.
However, several three year-oIds were able to imitate and comprehend at least one passive, including
reversible and non-reversible. Finally, paralleling
Baldie's results, comes proficiency in producing
passive constructions, which was non-existent for
the two year-oIds, commenced at age 3; 1 and then
nearly or exactly doubles each year through age five.
Production ability increases again by age six, remains constant through age eight, then increases
again, to 100% by age nine, as Baldie (1976, p.
138) predicted. " ... Nearly perfect performance of
the passive might be achieved by children by 9;09;5."
Results obtained with the agentless passive are
somewhat similar to those in Baldie's study, in that
agentless forms were correctly produced by subjects
more often than any of the other forms (83%). This
is notably lower than the 95% correct agentless
responses in the Baldie study, but might be considered similarly significant in relation to percentage of
correct responses in the reversible category (67% in
this study, 72% in Baldie). Hayhurst's (1967, p.
634) findings that "omission of the actor generally
aids construction of the passive ..." seem to be supported by the agentless passive statistics above for
this study. However, the following points should
also be considered.
These findings of the relative ease in the performance of agentless passive make it difficult, as
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Baldie points out, " .. .to strongly support ... the fact
that the retrieval of deep structure is necessary to
interpret an utterance." (1976, p. 347) Or in other
words, the competence of the subjects with the
agentless passive (" ... requiring an additional transformation to delete the agent." p. 347), at least in the
imitation and comprehension tasks, does not reflect
its relative syntactic complexity. Some research
steers away from this transformational grammar
view of passive derivation from actives, as explained below. Subjects may have interpreted the
following sentences as present indicative (past participle serving as an adjective) or as conversational
past indicative (The verb sein is used as a helping
verb with intransitive/change of state verbs, as in the
following sentences.)
Die groSe Kugel Eis ist geschmolzen.
(,The big scoop of ice cream is melted. ')

sives for Baldie' s subjects. This is not the case in
the present study, as the overall percentage of
correct responses in both categories is identical
(67%).
The effect of reversibility is an interesting
factor. Table 4 shows the percentage of correct
responses for reversible and non-reversible passive
constructions. Percentages of correct responses of
the two forms flip-flop as subject age increases, in
contrast to consistently higher percentages for
reversible constructions in Baldie's study. Findings
in this study also only partially support the findings
of Hayhurst (1967, p. 634) who stated that
" ... variations in the effect of non-reversibility will
be found with age, such that the youngest children
will find non-reversible and reversible sentences
equally difficult, whereas for older children nonreversibility will assist sentence production."

Die schOne, kleine, blaue Tasse ist zerbrochen.
(,The beautiful, small blue cup is broken. ')
As Baldie formulated, " .. .it would appear... that an
utterance is easier to perceive if more than one
syntactic path is available" (1976, p. 347).
A study conducted with German children by
Grimm (1973) revealed only agentless passives in
all data collected for subjects through age 6;0.
Similarly in this study, all subjects, by age six, were
able to comprehend and imitate agentless passive
forms. The German statal passive in these cases is
identical to the present perfect active form and may
also have been understood as an adjective, equivalent to 'The cup is big' or 'The scoop of ice cream is
pink.' Stromswold, et al. (1985, p. 125), in their
study of passive cues, showed that presence of the
preposition 'by' made children " ... more likely to
interpret a sentence as passive ... " Horgan (1978)
excluded passives without an agent (truncated or
agentless passives) from her study because of their
grammatical distinctiveness from passives. More
succinctly explained, "if the things we call 'verbs'
are really statives (and thus adjectives) to children,
then the ... sentences we call truncated passives are
not passives at all" (p. 69).
A large difference is found between the studies
in the percentage of correct responses in the nonreversible category. Reversible passives proved
significantly easier overall than non-reversible pas-

Table 4. Correct Responses (%)
Age
2
3
4
5
6
7
8

Reversible
passive
0
30
53
60
83
87
90

Non-reversible
passive
0
26
50
67
77
90
87

2

13.

83.

Total

67

67

Subjects in the present study through age seven
demonstrated only small differences in their abilities
with reversible versus non-reversible passive constructions. Beginning at age seven, however, scores
with non-reversible passives decreased and only the
nine year-olds showed any significant superiority of
non-reversibles over reversibles. For subjects age
8;0-8; 11 the percentage of correct non-reversible
responses was in fact lower than of reversible responses. Non-reversibility did in fact not seem to
" ... assist sentence production." (Hayhurst 1967, p.
634)
Lexical problems may be a great part of the
reason for this lack of difference between reversible
and non-reversible on the comprehension sentences,
and make it therefore very difficult to interpret the
results as true indicators of passive comprehension.
The comprehension sentence for reversible passive
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Der Junge wird vom Madchen ge/angen. (,The boy
is chased/caught by the girL') contained the verb
langen, which, as discussed with the adult data, can
mean either 'to catch' or 'to chase'. Had the verb
chosen been clearer, responses may have shown up
in a different configuration, one which more accurately reflected the comprehension of passive. As it
is, the confusion over the verb may have made some
subjects guess, and thus score higher on reversibles
than they would have with another verb.
There was also some lexical confusion with the
comprehension sentence for non-reversible passive:
Die Schuhe werden vom Affen getragen. ('The
shoes are worn by the monkey.') Tragen can mean
'to wear' or 'to carry' and subjects, including
adults, often looked at the picture of the monkey
wearing shoes, then looked elsewhere, as mentioned
previously, probably for a monkey carrying shoes.
One of the pictures showed the monkey sitting on
the floor with one shoe in his hand, resting on the
ground and the other in his mouth. Several children
chose this picture. If they were thinking of tragen as
'to carry' this would have been the only logical
picture. Such responses were counted as incorrect,
and results for non-reversible may thus have been
lower than normal, perhaps accounting for the small
difference between the two types.
An analysis of the errors made with imitation
sentences reveals one most common type of error,
namely the reversal of subject and object. This same
error was detected by Baldie. Such errors were most
common with the non-reversible passive. The model
sentence Der Zaun wird vom Mann gestrichen.
('The fence is painted by the man') brought forth the
following responses:

Der Mann wird vom Zaun gestrichen.
'The man is painted by the fence. '
Miriam, 4;9; Sebastian, 3;6; Andreas 2; 11;
Der Mann ...vom Zaun der wird gestrichen.
'The man ... by the fence ... he is painted.'
Johanna, 3;5
Der Mann der wird gestrichen.
'The man, he is painted. '
Christine, 3;8
Der Mann .. .Der Zaun wird vom Mann
gestrichen.

l

'The man... the fence is painted by the man.'
Sebastian, 3; 10
Der Mann wird mit dem Zaun gestrichen.
'The man is painted with the fence.'
Stefan, 5; 10

These responses strongly support the fmdings
of Angiolillo and Goldin-Meadow (1982, p. 627) in
their study of nine native English-speaking two
year-olds which show that the children relied on
word order, rather than animate- or inanimateness,
to define the role to be played in a sentence by an
entity and that agent-object word order is favored (p.
631). Similar findings were revealed in a study
conducted with German children between the ages
of 3;0 and 7; 12 by Grimm, et. al. (1975). The
youngest of these subjects relied heavily on agentobject word order, even in irreversible sentences.
All of the above responses from the present
study begin with Der Mann ... It can be hypothesized
that there was no error in logic in these constructions, but rather that they reveal a thought process
which requires that the agent, or thing doing the
action, be mentioned first, and that the object of the
action be placed in post-verbal position. Using such
logic, any non-reversible passive construction
would be impossible to the child, and would come
out as the above constructions did.
Several of the production responses likewise
indicate a lack of the passive transformation and a
" ... heavy commitment to an S- V -0 pattern" (Baldie,
1976, p. 344), such as in the following examples
where the target sentence was Das Madchen wird
vom Jungen hochgehoben. ('The girl is [being]
lifted up by the boy').
Die springt da hoch.
'She is jumping up there. '
Annette, 2; 10
Der Junge ist den Miidchen/angen.
'The roy is the (incorrect case) to catch.'
Sebastian L., 3;6
Die tanzen.
'They're dancing.'
Anna, 3;7
Die/aLlt urn.
'She is falling over. '
Nadin,4;4
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Der tanzt.
'He's dancing.'
Karsten, 4;4
Der Mann schmeij3t die hoch.
'The man is tossing her up. '
Sascha, 5;2
It is interesting to note here again, as discussed
under imitation, the strong tendency toward agentobject word order. The boy in this particular picture
was very small, and only sketched in black ink,
whereas the girl was colorful, much larger, and in
the foreground. Nonetheless, many of the subjects
began their sentences with Der Junge ('the boy') or
der/er (masculine nominative article/ demonstrative
pronoun), presumably because he was the agent.
These constructions were all active. It is difficult to
know if these subjects would have produced passive
forms had the elicitation technique been different.
Many of the subjects hesitated or seemed confused or unsure when presented with this picture,
even, and in some cases especially, when the interviewer prompted them with Das Miidchen ... ('The
girl... '). In some cases this prompt was of no help
at all, and perhaps even more confusing than none,
and some of the youngest subjects simply gave no
answer. This likely indicates that since the girl is the
object, she did not belong, in the logic of the children, in sentence initial position, particularly for
those who did not possess the passive transformation. Hence the lack of response. Those who did
respond with the girl as the subject of the sentence
used active constructions.
A finding in this study which differs significantly from Baldie's is the omission of the past
participle morpheme ge- from a number of the
imitation responses. In no case was the past tense
morpheme omitted in the imitation task in the Baldie
study, leading him to hypothesize that " .. .imitation
tasks are performed on a word-by-word basis rather
than being related to the underlying structure ... "
since " ... only whole words [such as the auxiliary or
'by'] were omitted ... not bound morphemes" (1976,
p. 345). As in Baldie's study, whole words
(articles, adjectives, the preposition von, the passive
auxiliary werden) were left out. Some responses
from this study such as the following, however,
seem to indicate that imitation may indeed be related

to the underlying structure, since in all cases the past
participle is either incomplete or replaced by another
form of the verb, despite the fact that the passive
auxiliary is in place:

Der Mann wird griissen.
'The man is [being] to greet. '
Konstanze, 4;0
Die grojJe Kugel Eis ist molzen. (geschmolzen
correct participle)
'The big scoop of ice cream is .. .'
Jakob,4;4
Der Mann wird vom Jungen gruj3t. (gegrujJt
correct participle)
'The man is ... by the boy.'
Sascha, 5;2
Bloom (1989) presents a contrasting viewpoint
by indicating that this inability to imitate may be
related not to their grammars, but" .. .to a general
inability to utter long strings of words." (p. 58)
Unfortunately, since an analysis of the mean length
of utterance (MLU) of each subject was not
conducted, it is impossible to look more closely at
this possibility. The errors displayed could also be
the effect of dialect. Keller (1961) indicates that
several German dialects drop the past participle
morpheme ge- and the past participle in others
resembles an infinitive. It is possible that the parents
of these children speak dialects at home where this is
the case, and thus the children may not be making
"errors" at all.
If imitation is indeed related to the underlying
structure, as may be indicated by the errors above,
then it is difficult to explain why imitation would be
statistically easier than comprehension. However,
the previously discussed lexical difficulties, particularly with the comprehension tasks of reversible and
non-reversible passives (containing the ambiguous
verbs fangen ['to chase/catch'] and tragen ['to
wear/carry']) could, have lowered the overall comprehension scores significantly.
No convincing explanation has been found for
the overall earlier acquisition for German children
than English-speaking children of the ability to
imitate, comprehend and produce passive forms (see
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Table 3). The following idea could be considered,
however. Certain aspects of German grammar are
more complex than English grammar. English has
both gender and case, for example, but German has
more. German passive, as described in detail in
Chapter 2, is also more extensive in its construction,
and seems to be more frequent in its usage than is
English passive, although no statistics were found
supporting this intuition. If German children are
thus confronted from birth with a more extensive set
of possibilities or, as mentioned at the conclusion of
the review of literature, increased "opportunities"
(Demuth, 1990, p. 71) for passive use than are
English-speaking children, it is possible to assume
that they might begin acquiring proficiency with
more forms earlier.
In summary, German children appear to acquire
the passive somewhat earlier than did the Englishspeaking children in Baldie's study. Results from
this study also show that production is acquired after
both comprehension and imitation, with near perfect
performance achieved on the latter two tasks among
subjects in all age groups. There appears to be little
difference in difficulty of reversible and nonreversible passive forms. Subjects who did not
appear to possess the passive transformation seemed
to favor word order (agent-patient) to express the
semantics involved. All of these results should be
considered in light of the many weaknesses
discussed in detail within this study.
Additional research on this topic should perhaps
be aqgmented in the following ways from the
current study: 1) more two year-old subjects should
be included in the study. The two included here
showed relatively high proficiency, in some cases
higher than that of three year-oIds, and a more
accurate view of the onset of acquisition as well as
pre-acquisition strategies might be revealed with
more younger subjects. In addition, 2) free samples
of speech might be collected and analyzed for MLU
to use as a basis for implicational scaling. Also, 3) it
is wise to select subjects so that an equal number
would fall into each six-month, rather than 12month age category. This was done in Baldie's
study, but unfortunately not in the current study.
This shorter age span would also make points of
acquisition more identifiable. In addition, 4) it
would be useful to conduct any similar study
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longitudinally, perhaps testing subjects three
separate times at one- to two-month intervals. This
would more clearly show individual development
and proficiency and would lessen the possible
effects of varied attention spans, as discussed by
Sudhalter, et al. (1985, p. 463) " ... the subjects'
ability to sustain attention is no doubt far from
perfect, so it could be that on some trials they notice
the cues to passivity in the sentence and on others
they do not."
Finally, 5) it appears that a clearer view of the
passive in the speech of German children would be
augmented by studying "experiential" (know, like,
believe, etc.) as well as "actional" (chase, spray,
paint, etc.) verbs, since evidence points to the fact
that the passive is differentially comprehended depending on the type of verb used in construction."
(Sudhalter, et al., 1985, p. 462) Actional passives
are the most common in speech to and from
children, but, according to Maratsos et al (1979, p.
24) " ... evidence from non-actional passives is
required or at least very useful for the child in
discerning that the construction is not bound to the
semantics of action and causality." Thus, since all
verbs used in this study were actional verbs, it is not
possible to state that the subjects possess
" ... knowledge of the true active/passive relationship ... " (Maratsos et aI., 1979, p. 22).
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A Role for Production in the Beginning Level Language Class
Brad Wahlquist
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INTRODUCTION
In this paper, I will discuss the role of production in foreign and second language teaching. First,
I will introduce the controversy surrounding production and its use in the classroom. Along with
arguments against production as a means to acquisition, I will discuss arguments supporting delayed
production and then arguments supporting early
production and finish with a suggested role for
production in the language class.
Several important questions need to be
addressed in this discussion:

(1) Does production aid acquisition, or in other
words, is any emphasis on production in the
classroom justified?
(2) If so, how great should this emphasis be?
(3) What kinds of production best aid acquisition?
(4) How do we encourage worthwhile production
in the classroom?
These questions are obviously overlapping in
nature, but I feel it important to separate them in
order to concentrate on specific areas of the production question. This paper will attempt to bring
together literature relevant to the topic and to suggest
a possible role. This paper will not be a discussion
of teaching procedures or techniques, although
methodological implications will be discussed.
In any discussion on production, it is important
to distinguish between written production and oral
production. Although both are certainly relevant to
the topic at hand, my main focus will be oral
production.
THE ARGUMENT AGAINST PRODUCTION
The most influential argument against production comes from the works of Stephen Krashen
(1981, 1985; Krashen and Terrell, 1983). The
important implications of Krashen's input/intake

theory are that speaking and writing do not aid
acquisition. Krashen's well known claim, stated
briefly, is that language acquisition is an entirely
receptive process. Rather than go into detail on
Krashen's theory I will assume his position to be
well known and understood. Perhaps the essence of
his argument as it pertains to this paper can be
captured in a quote by Robert Blair in his book
Innovative Approaches to Language Teaching
(1982):
If the monitor model and its assumptions about
language acquisition are valid, then the main
thrust of most academic language teaching
today, together with the means used, is
misguided, for its main thrust is toward the
earliest possible development of proper oral
communication skills, and the means used to
promote these include modeling and imitation,
teaching of grammar, drilling of simulated
pieces of conversations, correction of errors,
and the other practices that characterize audio
lingual classrooms. (Blair, 1982, 191)
Explicit in the input model of language
acquisition is the belief that comprehension precedes
production, as well as the belief that production is
nothing more than evidence of acquisition. If this
theory is accepted as a true model of language
acquisition, then any emphasis on production,
except in an effort to assess level of acquisition, is
unjustified.
ARGUMENTS FORDELAYEDPRODUCfION
In Children
While the belief that production as a whole plays
no active role in language acquisition is not accepted
without controversy, the belief that comprehension
precedes production is a subject of little argument
(yet enough to be discussed later on in this paper).
Much research has been dedicated to this idea, and
the results have been, in general, positive.
Lenneberg has done two important studies to this
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effect (1962,1967). He found that children demonstrate comprehension at least six months before
speaking and that children with physical disabilities
that prevent speech are never deficient in their
understanding of their mother tongue (Lenneberg,
1962, 1967; Marton, 1988). A recent study of
English-speaking children acquiring Hebrew in day
care immersion found that following a period of
silence came a rapid onset of L2 production
(Karniol, 1990).
In Adults
Whether or not this process holds true for adults
as well has also been a subject of study. In his study
of English-speaking adult learners of Russian,
Postovsky (1970) found that a delay in oral practice
for one group of learners did not hinder that group's
acquisition in comparison to another group where
oral practice was emphasized, with both groups
receiving the same amount of input. In fact,
Postovsky's experimental group performed slightly
better in oral proficiency tests six weeks into the
program.
There is also the well known account of multilingual Indian tribes in the Amazon where each
individual was found to speak at least three
languages, and languages beyond the L 1 were
acquired in an entirely receptive way. Production
came only after a relatively high degree of
competence in comprehension (Sorenson, 1967).
Thiele and Scheibner-Herzig (1983) found that
learners who were not required to produce early on
in the L2 actually did better in communicative
activities than the learners required to produce from
the beginning. Marton, in his book on English
language teaching (1988), summarizes several of
these and other empirical studies that support an
argument for delayed production in second and foreign language teaching.
Burling (1978) reasons on the problems that
arise when learners are required to produce early in
the learning process:

In a conventional course, when the students
are expected to speak from the start, the very
first lesson must touch upon everything. It
must include something about pronunciation; it
must introduce words of several grammatical
categories; it must at least hint at a few rules of
grammar so that the words can be joined
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together into meaningful phrases and
sentences. When so many topics must be
touched upon, no one of them can be dealt
with in any depth. (in Blair, 1982, 82)
Burling continues by saying that when active
production is required it is much more difficult for
the student to learn linguistic processes, and learning
them takes much more time. But he believes that if
the principles of any language system are made clear
(and are not required to be actively produced), any
irregularities will eventually fall into place (in Blair,
1982,82).
Emphasis on Listening
A significant amount of literature thus supports
this argument for delayed production. The emphasis
in language learning is placed on developing listening comprehension in the early stages. Several
studies discuss the benefits to students in such an
approach, including reduced intimidation, higher
degree of individualization, greater progress, and
freedom from the burden to perform (Teschner,
1980). Research has found that focusing on listening comprehension is also the means to teaching and
acquiring form and morphology. T. Pica (1985)
found that the crucial factor in acquiring a particular
morpheme was that morpheme's frequency of
occurrence in the learner's input. Marton (1988)
discusses this topic as it relates to the transfer of
linguistic items in a listening task to a productive
task. He gathers evidence similar to Pica's that
frequency of an item in the learner's input has a
direct relationship to that learner's ability to use that
item in production (Brown and Hanlon, 1970;
Hatch, 1983; Hamayan and Tucker, 1980). Marton
uses this evidence to support the idea of a prespeaking period in language teaching (1988, 8).
While he suggests that frequency in listening allows
a more passive learning, he admits (even in the face
of these several studies) that the relationship
(between frequency and acquisition) is uncertain.
Ellis (1986), also, in his book on second language
acquisition questions the evidence that frequency in
input is the prime factor in the acquisition of morphemes. But he also quotes Larsen-Freeman (1976),
whose words probably best express the general
feeling about this hypothesis:
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Thus, the tentative conclusion is that
morpheme frequency of occurrence in nativespeaker speech is the principal determinant for
the oral production morpheme accuracy order
of ESL learners. (1976, 378-9, qtd in Ellis
1986, 156)

The general consensus among linguists appears
to be that language acquisition is best aided by a
focus on listening comprehension rather than on
production (even at the expense of production) and
that any production at all should be at least delayed
until the learner has developed some level of listening competence.
Assessment
In addition to the arguments against production's importance in acquisition, there are also data
that question the use of production in an assessment
role. J. Williams (1988) found that spontaneous
production of a particular form cannot be assumed to
reveal the level of acquisition, nor can nonproduction be assumed as evidence of nonacquisition, and Faerch and Kasper (1987) stress the
problems that abound when attempting to gather
"authentic" production data.
SUMMARY
At this point the evidence (and trends) moves
toward placing no emphasis on production, except
as an evidence or assessment of acquisition-and
even that role is problematic according to some
research. With this belief that comprehension precedes production, any role for production is at least
delayed and by no means crucial.
In answering our first question this way (Is any
role for production justified?), the other questions
become irrelevant. Production, in any form, does
not aid acquisition, and there is no need to discover
ways of encouraging it in the classroom.
A DIFFERENT VIEW
I am certainly not the first to question this
approach to defining (or eliminating, rather) a role
for production, but I will present here a collection of
research that I find helpful (and convincing) in
defining a more important role for production, even
early production, in foreign and second language
teaching and learning.

A CHALLENGE TO "COMPREHENSION
PRECEEDS PRODUCTION"
GuIce and Vincent (1986) discuss a group of
studies that challenge (1) Krashen's monitor model
and input hypothesis and (2) the belief that
"comprehension precedes production." They discuss
the popular appeal of these theories and suggest
reasons for their wide acceptance. They argue primarily that support for a delayed production model
in language teaching is a result of "borrowing too
many concepts from first language acquisition"
(Gule and Vincent, 1986,45). They suggest that the
metaphors used in these theories (particularly
Krashen's theory) to describe functions of the
brain-monitor, black box, filter, etc.-serve only
to disguise the fact that we really don't know what is
happening there. In their paper they also present the
empirical data of several studies that challenge these
two assumptions about second language learning.
They challenge other beliefs including the dichotomy
between learning and acquisition, the affective filter
hypothesis, order of acquisition, etc. Their most
vigorous attack is against the "input hypothesis." A
rigorous discussion of their arguments against
Krashen's "Extended Monitor Model" and especially
the "silent period" would take much more space than
can be dedicated here, but I simply wish to emphasize that such theories have been seriously and
empirically questioned, including evidence that some
children and adults (including those in Sorenson's
1972 study) experience no silent period (GuIce and
Vincent, 1986; see also Gregg, 1984 and 1986;
Spolsky, 1985; Bialystok, 1978 and 1982; ErvinTripp, 1974; Gibbons, 1985).
Other studies done that challenge the comprehension precedes production assumption include one
by C. Tchalo (1987) where she questions not only
the application of Ll data to L2 learning, but
especially the application of L2 data to the foreign
language classroom:
Without proven validity, researchers have
surreptitiously assumed the nature of FL
learning to be identical to that of L2
acquisition. It is little wonder then that many
methods for FL instruction have met with little
or disappointing success. Their success should
never have been predicted based on L2
acquisition theory. (Tchalo, 1987: 15)
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Though she questions the use of L 1 data in 12
acquisition and then the use of L2 data in FL
teaching, Tchalo offers no real alternatives and
concludes by saying simply that there is a problem
and more research needs to be done.
Tchalo seems to be suggesting a differentiation
between formal and informal learning contexts,
posing the question, "Can we organize a formal
learning situation (a classroom) according to our
knowledge about learning in an informal setting?"
R. Blair poses a similar question, and seems to
imply an answer:
An obvious question is whether in a classroom
an informal approach modeled on supposed
natural language acquisition strategies is
sufficient by itself to lead efficiently to
communicative competence. Or whether the
results might not be enhanced by the injection
of elements of formal learning into the
artificially created informal learning
environment, tapping the powers of both and
accommodating the preferences, strengths, and
learning styles of different learners? (Blair,
1982: 192)
The question, Blair says, is not one of choosing
between the two, but whether "both combined may
not be superior to either alone" (Blair, 1982: 192).
Indeed, it is a probing question and one very relevant to such a discussion as this on the role of
production in the classroom.
As to the question of comprehension preceding
production, V. Gathercole (1988) presents a more
interesting challenge to the assumption as she
reviews various studies that suggest that the
relationship between comprehension and production
is not unidirectional, but rather that "progress in
either may lead to progress in the other"
(Gathercole, 1988: 426). One example of this comes
in studies done on child acquisition of whquestions. Children have been found to produce
these questions, correctly differentiating between
who, where, and what, but not always able to
comprehend them, often confusing one for the other
(see Bloom, Merkin, and Wootten, 1982; ErvinTripp, 1970; Tyack and Ingram, 1977). There is
also evidence that the frequent production of why
questions by children helps them to work out its
complex semantics (Blank, 1974; see also Bloom et

al., 1982; Tyack and Ingram, 1977). Gathercole
reviews other studies that demonstrate this same
phenomenon with the acquisition of passives, word
order, and relative clauses (see her article,
Gathercole 1988, for a list of those studies). The
relationship between comprehension and production, Gathercole argues, is a very complex one and
not as well understood as we would like to think,
especially as regards the question, "which comes
when?"
ARGUMENTS FOR PRODUCTION
As well as evidence to suggest a re-evaluation of
our assumptions about child language acquisition
and their application to L2 acquisition (as well as to
FL learning) there are arguments directly in support
of a greater role for production in second/foreign
language acquisition. In a study of 40 Japanese
students in an intensive English class, Chaudron and
Parker (1990) found a direct relation between the
frequency of production and the acquisition of structurally marked forms. The forms studied were
discourse context, anaphora, and noun phrase
structure. (An important question, I think, in the
reviewing of all these studies-those claiming
acquisition and non-acquisition in various contexts-is just what is meant by the word
"acquisition. ")
Marton dedicates an entire chapter of his book
on teaching (Marton, 1988,57-85) to what he calls
"the Reconstructive Strategy of Language
Teaching," simply a strategy based upon production. While he argues both reasonably and intuitively
for this approach, he offers little in the way of
empirical support. To be sure, the intuitive support
for production in language teaching is far from
lacking among researchers, and among teachers
especially, but the empirical support for a purely (or
even heavily) productive approach certainly is.
Formulaic Speech
Perhaps the best support for production in and
of itself as a means to acquisition can be found in the
studies offormulaic speech. Fillmore's (1976) wellknown study of Spanish-speaking children learning
English as a second language describes in detail their
use of formulaic speech both as a social strategy and
as a means to acquisition. The argument is that L2
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learners can profit from the use of memorized
chunks of language as they use them socially to get
more input and also as they begin to analyze those
chunks and thus break them down into their constituent parts, thereby gaining a productive use of
the forms present. At least part of the justification
for the use of formulaic speech in language teaching
is the hope that the dichotomy set up in Krashen's
model, where learning and acquisition are forever
separated, may not be entirely sound. There is the
expectation that monitored speech and the analyzing
of the formula will allow some kind of transfer from
"learning" to "acquisition." It would perhaps be
appropriate here to also refer back to Chaudron and
Parker's (1990) study and suggest that formulaic
speech may be able to play a part in increasing the
frequency of production of certain marked forms,
thus aiding acquisition. (But the less than firm
ground this proposal stands on, must still be
admitted.)
Bley-Vroman's (1986) paper on hypothesis
testing in L2 acquisition could be offered here as
possible support for the use of formulaic speech. He
posits two kinds of hypotheses formed by L2
learners. One kind requires "negative evidence" and
the other requires "positive." Although his
discussion of these two kinds of hypotheses is much
more complex than I admit here, it is sufficient to
say in this context that the learning of formulas by
an L2 learner may offer an excellent opportunity to
form and test "positive" as well as "negative"
hypotheses, or rather hypotheses that require either
positive or negative evidence in order to be
productive.
Ellis (1986) reviews some of the prominent
literature on the subject of formulaic speech, including studies where it has been prominent both in
naturalistic settings as well as in the classroom
(Ellis, 1986: 167-70). Ellis discusses various issues
surrounding the topic of formulaic speech, including
Krashen's (1982) argument that it is evidence of
premature production, as well as the issue of lateralization and the movement from memorized speech to
productive, creative speech. Ellis sums up his
review:
Formulaic speech is an important factor in
SLA, but is probably only a major factor in

early SLA. The strategies of pattern
memorization, pattern imitation, and (more
controversially) pattern analysis are to be seen
as minor learning strategies in comparison with
those contributing directly to the creative rule
system. (Ellis, 1986: 170)
That Ellis would allow formulaic speech a major
role in early SLA is an important point in this paper.
Though the exact role of formulas is uncertain, it
cannot as yet be denied an important part in early
acquisition-nor in the beginning level classroom.
Challenges to Formulaic Speech
There is an interesting study by Bohn (1986)
where he claims that the belief in formulaic speech
as an important factor in L1 and L2 acquisition is
simply a left-over from bad data collection. He
draws from a large data sample (records which
document the acquisition of English, Hungarian,
German, and French in several contexts) collected
and organized by members of the Kiel Project on
Language Acquisition. Using these data he specifically contends with Fillmore's conclusions throughout the paper. Yet he allows the possibility that
formulas may help in the acquisition of more
complex structures. I share Bohn's arguments here
only to illustrate the uncertain acceptance of formulaic speech as a major factor in acquisition, and thus
its uncertain acceptance as a major player in a
defense for production's role in language learning.
Output as Input
Another possible support for production's active
role in acquisition is the proposal that production is a
source of comprehensible input for the learner. This
is an attempt to modify Krashen's (1982) model by
allowing interlanguage output a more central role (or
a role at all) in the acquisition process. M. Smith
(1981) reasons this position and provides a theoretical model but offers little empirical evidence to
support it. Ellis (1985) provides a more detailed
model which he calls the Variable Competence
M ode I, taking into account many factors left
unattended in Smith's model, but still focusing on
developing an "explanatory model" rather than offering empirical evidence. Swain (1985) created the
label comprehensible output, a theory that was tested
empirically (Pica, Holliday, Lewis, and
Morgenthaler, 1989) and found to be wellgrounded. This study by Pica et. al. arranged oppor-
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tunities for native-speakers of English (NS) to
negotiate meaning with Japanese nonnative-speakers
(NNS) in a communicative discourse context. The
outcomes of linguistic demands placed on the NNS
by the NS in the course of their negotiated interaction were measured. NNS were required to modify
their output so as to communicate effectively. In this
interactive context the production of more and more
comprehensible output was determined to be a key
player in second language acquisition.

This topic of communicative interaction leads to
what I believe to be the convincing argument for an
important role for production in foreign/second
language learning-the communicative nature and
function of language. Regardless of the doubts
about production's purely theoretical role in acquisition, the effects of frequency, the role of formulas,
the question of applying L1 theories to L2, or even
the role of production as comprehensible output, no
one can seriously doubt the communicative nature
and function of language. That language is a social
phenomenon has been a topic at least of philosophy
for some time, and is more recently a primary theme
in the scientific study of language. As social
interaction is the nature and function of language, it
oUght also to be the nature and function of language
teaching (and I am certainly not among the first to
say so). And how does a language learner interact
without producing language? This, I think, is the
final justification needed to define an important role
for production.
But, of course, the solution is not so simple. I
will review a small selection of the literature on the
communicative role of language and the implementing of communicative production tasks in language
teaching.
In one study (Kessler and Quinn, 1984) a nonnative speaker was required to use English in a
science class where the students worked together in
groups. He moved quickly from what the author
calls a "pre-production stage" to a process of
systematically and extensively acquiring forms that
he could use both inter-personally and in his
technical writing-without any teacher supervision.
Kessler and Quinn suggest that lab-based science
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activities would serve as an excellent context for
language teaching.
Pennington and Richards (1986) challenge the
practice of teaching even pronunciation outside of
the discourse context:
From the perspective of contemporary research
in discourse analysis ... pronunciation is seen
not only as part of the system for expressing
referential meaning, but also as an important
part of the interactional dynamics of the
communication process. According to this
view, it is artificial to divorce pronunciation
from communication and from other aspects of
language use ... (Penninington and Richards,
1986: 208)
Thus, every aspect of language teaching ought to X,
in some way, tied to the communicative act. Pica
(1987), in a study of the effects of various communicative activities on L2 acquisition, supports and
emphasizes the crucial role of communication in L2
acquisition. She fmds that among the most important
factors are the presence of confirmation and comprehension checks and requests for clarification.
Negotiating meaning emerges as a major element in
L2 acquisition. And the role of production, as it
becomes comprehensible output, becomes a
necessary one.
Stevens (1982) gives a summary of research in
psycholinguistics demonstrating the necessity of
experiences with language in its communicative
function for L2 acquisition. Four benefits of interaction as shown in her review of the literature are (1)
the providing of opportunities necessary to create
language for the expression of thoughts, wishes,
and needs; (2) repetition (Stevens accepts this to be a
necessary part of acquisition) occurs naturally; (3)
learners interact with their peers and teachers in a
natural way; and (4) the language "is a tool for
cognitive growth, which in tum requires the learning
of more language" (Stevens, 1982: 9). She stresses
that a communicative approach to teaching and
learning more fully places the resonsibility of learning with the student, where it belongs. Stevens also
provides a practical collection of "activity-centered
approaches to second language learning" designed to
provide "communicative pressure." (see her article
for a detailed description of those activities, Stevens,
1982, 10-19)
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Pica (1987) concludes her study by commenting
on the traditional classroom approach to language
learning (where the program is designed around
what "teachers want students to say and do with the
second language") in light of the current research:
What research has revealed, however, is that
languages are learned not through
memorization of their rules and structures, but
through internalizing these rules from input
made comprehensible within a context of social
interaction. (Pica, 1987: 17)
She claims that current trends in teaching, and
especially in the selection of activities, lead to an
"unequal status relationship" among students and
teachers and thus hinder acquisition by denying any
significant opportunity for the authentic social
interaction that seems to be necessary in secondlanguage acquisition (pica, 1987: 17).
Marton (1988) describes well the point I think
Pica and others are trying to make when he says the
"traditional attitude could be described as the belief
that we learn and teach languages in order to be able
to communicate, while the new approach assumes
that in order to learn a language we have to try to
communicate in it" (Marton, 1988: 36, italics
added). One of the early suggestions for such a
communicative approach comes from Spolsky
(1968) where he voiced the opinion that this was the
only way to achieve any significant level of
acquisition. Hatch (1978 and 1983), Ellis (1984),
Littlewood (1984) and Widdowson (1978) have also
produced influential studies and models in tre
movement away from language teaching for
communication toward language teaching as communication. When language learning is thus seen as
"learning how to communicate" (Hatch, 1978: 63)
then the necessary role of production in language
learning and teaching becomes undeniable.
PROBLEMS WITH THE COMMUNICATIVE
APPROACH
It would be unfair in this discussion to leave out
the several objections to the approach discussed
above. Marton (1988: 49-55) dedicates considerable
space to defining his problems with a strictly communicative approach to teaching. The most obvious
problem, he claims, is that the lack of direct

correction espoused by this method will bring early
fossilization of learner errors. He discusses the role
of hypothesis forming and testing in L1 acquisition
and its supposed application to L2 acquisition,
stating (as we have seen in other studies quoted in
this paper) that the actual relationship of Ll
acquisition processes to L2 acquisition is unclear,
but that the evidence supporting fossilization in L2
acquisition is indisputable (Marton 1988: 50; see
Selinker, 1974; Brown, 1981; Vigil and Oller,
1976). The danger of fossilization, he says, is
especially present in classroom learning, where a
strong desire for integration with the L2
community-the most consistent factor in predicting
that fossilization will not occur-is not a realistic
possibility (Marton 1988: 51; see Schumann, 1978).
Marton also cautions that communicative activities
may compel learners to out-perform their level,
forcing ungrammatical production and bringing
frustration (Marton 1988: 54).
In another study on the effects of
communicative group activities Pica and Doughty
(1985) found that the nature of the communicative
task was more important than whether it was
teacher-centered or student-centered. They concluded that for a task to be effective it must compel
individuals to negotiate meaning, rather than simply
"invite" them to participate in a conversation (Pica
and Doughty, 1985: 246). Their results do show,
however, that student-centered communicative
activities even when they do not compel a
negotiation of meaning, when compared to teachercentered activities, result in an increase in both
learner input and production. While this nonnegotiated input and output may not be as effective
in causing acquisition in light of the comprehensible
output model it is better than less of the same, and,
of course, better than none at all. Pica and Doughty
express their concern for communicative language
learning and teaching:
In light of the findings regarding ungrammaticality of student input, caution must be
exercised in the use of group work as a means
of promoting linguistic competence in tre
classroom. (Pica and Doughty, 1985: 247)
But group work can yet be "heartily endorsed" they
say, as it allows so much more time for language
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practice and thus for the forming and testing of
hypotheses about the target language (Pica and
Doughty, 1985: 247). Pica and Doughty's primary
concern is that the communicative approach to
teaching must not be allowed to become (or remain,
rather) nothing more than a time to talk. The
negotiating of meaning, gaining "access to each
other's views," is the essential factor in acquisition
(pica and Doughty, 1985: 246).
CONCLUSION
In light of all the claims presented here, and
support for those claims, as they affect a role for
production, a clear-cut, non-controversial answer to
any of the problems posed originally is out of the
question. But I do think, however, that a statement
of position is in order.
Delayed Production
As regarding Krashen's monitor model, and
particularly his input hypothesis, evidence suggests
a role for production in providing comprehensible
output that in turn becomes comprehensible input
and thus aids acquisition. That frequency of production may influence the rate and level of acquisition of
marked forms seems plausible also. The question
about which comes first, comprehension or production, seems to be settled in most minds, but with an
increasing amount of dissension. In any case,
forcing immediate learner production of the L2 does
not seem to be justified, at least not within the
traditional parameters of direct correction. There
seems to be some solid support for the practice of
delayed production, allowing a so-called "silent
period" but that support is under attack. There are
apparently no studies, though, that compare a
delayed production approach to one in which
students are allowed to communicate voluntarily
(where students may choose when to speak as well
as what to speak about) from day one, be it in the L 1
or the L2. In light of the evidence that is presented
such an approach to production would appear
favorable.
Formulaic Speech
The discussion of formulaic speech points to its
possible use in (1) providing beginning students
with material for production in a social context-and
perhaps alleviating the frustration warned against by
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Marton (1988: 54); (2) providing beginning students
with material to be analyzed and worked into a
productive interlanguage; (3) providing students
with opportunities to form and test both negative and
positive hypotheses; and (4) providing frequent
exposure, both receptive and productive, to linguistically marked forms. While the role of formulaic
speech in both L 1 and L2 acquisition is uncertain,
those who question its importance carry the burden
of proof.
The Communicative Function
The most compelling idea in this discussion is
that language teaching should not separate language
from its communicative function. Let production be
forced, with a concentration on teacher selected
forms or topics, or let there be a period of nonproduction with an emphasis on listening comprehension, the communicative nature-and especially
the interactive nature-of language is being denied,
or at least controlled and, in effect, suppressed. The
evidence is strong for student-centered classrooms
where activities provide opportunity for large
amounts of student-directed input and production. A
teacher's role, as suggested by Stevens (1982) is
more one of ensuring a language-rich environment
where students are encouraged to communicate in
the target language than one of ensuring grammatically correct production of selected fonns.
But even while advocating a communicative
justification for early production, the warnings of
Marton (1988) and Pica (1985) are well taken. There
is still the problem of fossilization when students are
allowed to converse freely without correction and
some method must be worked out to combat this
particular classroom phenomenon. At least part of a
sol ution is found in Pica's argument against
communicative activities that allow learners simply
to converse, without compelling them to "negotiate
meaning." A presentation and discussion of methods
and activities that encourage this "negotiating of
meaning" would be very useful (but a topic for
another paper). Perhaps formulas, as well,
(particularly as students are encouraged to fonn and
test hypotheses in relation to them) could playa role
in avoiding early fossilization of errors.
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ANSWERING THE QUESTIONS

Returning to the original questions posed in this
paper, and drawing from the conclusions reached, I
would answer those questions like this:

1. Does production aid acquisition? While wholly
controversial, I feel there is enough evidence to
suggest a "yes" answer. The extent to which it
helps is very unclear, but the belief that
production serves no purpose beyond evidence
of acquisition is likely to be untrue. Hence, at
least some justification for a greater role for
production.
2. How great should this emphasis be? The
communicative func~ion and nature of language
necessitates an important role for production.
There is no such thing as "one-way interaction."
When production is suppressed, all that is left is
"reaction." If Pica's claims about the importance
of negotiating meaning are true, then the
importance of production, as comprehensible
output, is secured.
3. What kinds of production best aid acquisition?
Production that is communicative in nature.
Rote production with a focus on form (choral
production, etc.) probably does not significantly
aid acquisition. In fact, it may hinder acquisition
as time spent in these mechanical activities is
precious time (especially in a classroom setting)
spent away from authentically communicating in
the target language. Activities must provide
"communicative pressure" but at the same time
without causing debilitating frustration in
learners. Yet, communicative activities must
compel learners to struggle with gaps in their
ability to share meaning.
4. How do we encourage worthwhile production
in the classroom? As a natural continuation of
this discussion on production, this question
remains to be answered. Much of the research
presented in this paper carries implications for
teaching methodologies and the development of
teaching techniques and learning activities, and
there are certainly many language teachers with
intuitive and valuable answers to this question.
But a thorough discussion of these implications
and answers is left for a future time.

~

It is important to say at this point that there is a
role for production in the beginning level language
class. And that role is defmed by the communicative
essence of language.

Brad Wahlquist is a student in anthropology at Brigham
Young University. He is planning to do graduate work in
linguistics and in development education.

Rule Interaction as a Cause of Grammatical Variation:

Evidence from Mandarin Chinese
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BACKGROUND
The neogrammarian doctrine, known also as the
'regularity hypothesis', that all sound changes
operate without exceptions, is a significant
contribution to the study of language in that it
recognizes that language changes are systematic. Of
equal importance is the 'lexical diffusion hypothesis'
that Wang (1969) put forth to account for
irregularity in a sound change, which is not
uncommon to observe. The lexical diffusion
hypothesis maintains that a sound change, though
phonetically abrupt, affects the applicable lexical
items in the lexicon gradually, or, in essence, that all
sound changes take an extended period of time to
complete. A sound change thus may not reach the
entire lexicon if there is a concurrent sound change
competing for the same domain in the lexicon.
Competing changes thus may cause residue, or
irregularity.
The lexical diffusion hypothesis does not
necessarily contradict the neogrammarian regularity
hypothesis, however. Rather the former
complements the latter, with two additional factors
taken in\o consideration: the duration of a change
and the interference of other changes. Linguistic
changes can still be recognized as regular; however,
irregularities may arise when during the course of
change there is another change competing for (part
ot) the domain of application.
In his pursuit of a balance between the formalist
and the functionalist approaches in the description of
the grammar of Chinese, Hsieh (1989, 1990),
incorporating and extending Wang's concept of
competing changes, subscribes to a thesis of
interaction, one that accounts for variation in
synchronic grammatical constructions in terms of the
interaction among grammatical rules affecting a
particular domain within a grammar. Based on the
model of Lexical-Functional Grammar (Kaplan

1990, Huang 1989) and Tai's (1985, 1989)
discovery of the pertinence of iconic principles in
Chinese syntax, Hsieh (1990) proposes that a
grammar consists of four distinct parallel planes: istructure (iconic structure), t-structure (thematic
structure), f-structure (functional structure), and cstructure (constituent structure).
Conceptual Structure
Thematic Structure
f-structure
c-structure
The interaction thesis holds that at any point in
time, given any grammatical pattern, grammatical
rules, which may be of the same or different
linguistic planes, applicable to this particular pattern
are engaged in a eon stant interaction of some sort,
e.g. competition or complementation; variation or
irregularity is the consequence of such interaction.
Within such a view, the distinction between
irregularity in historical changes and variation in
synchronic patterns is rendered superfluous. This
thesis also provides a plausible interpretation of tre
ever-changing nature of language.
Several basic types of rule interaction have been
identified (Hsieh ms.). Two rules are said to be in
complementation if their domains of application do
not intersect; on the other hand, they are in
competition if the domains of application do
intersect. Competition often yields variation or
irregularity; in such cases, the competing rules are
said to be in conflict. Nonetheless, they are in
conspiracy if no variation or irregularity arises from
the competition.
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Complementation

Competition

Figure 2. Basic types of interaction

Thus far, in Chinese linguistics, Chimg (1990)
provided a well-balanced account of the verb
copying construction within the interaction thesis.
Previously, Huang (1984) accounted for Mandarin
verb copying with a general PSC (Phrase Structure
Condition) which specifies that in Mandarin the verb
can have no more than one constituent to its right.
Tai (1989), however, having observed that the verb
copying construction in general obeys the Principle
of Temporal Sequence (PTS), which specifies that
the linear order of constituents in Mandarin follows
their temporal sequence, argued that variation in
verb copying is due to interacting forces of
phonology, semantics, and iconicity in the grammar.
Chang (1990) showed that the variation of verb
copying existing among verbs can be fully described
only with the consideration of both PSC and PTS
and observed further constraints in the thematic
structures of verbs. Variation is thus attributed to the
interaction of constraints on different linguistic
planes: iconic, thematic, and constituent. Other than
specific syntactic constructions, this interaction
thesis has also been applied in dialect subgrouping
(Hsieh 1990), and in explicating the dialectic
process between the source and target languages in
translation (Hsieh 1991).
In the remainder of the paper, we will provide
further empirical support to this interaction thesis,
with studies of the historical development of ha3. and
jiang 1, variation of transitivity in VO compound
verbs, and constraints on topicalization in Mandarin
Chinese.

REFINEMENT AND ANALOGY: RULES IN
COMPLEMENTAnON
In a study of the historical development of the
two famous, if not infamous, lexical elements 003.
and jiangl in Chinese during the Tang Dynasty
(A.D. 610-907), Her (l990a) observed a
reoccurring pattern of changes among several lexical
elements.
Stage 1: before Tang, in Archaic Chinese
a. yU's functions were many: verbal, adverbial,
and prepositional (marking Theme, Instrument,
and Goal).
b. jiangl, as a verb, shared one of the verbal
usages ofW, meaning 'to take'.
Stage 2: during the Tang Dynasty
a. W lost nearly all functions as a verb and
functioned as a preposition only scarcely.
b. jiang 1 's functions increased: verbal and
prepositional (marking both Theme and
Instrument).
c. ba3 shared jiangl 's function as a verb, meaning
'to take' or 'to hold'. In limited cases, l.lli3. also
started to function sporadically as a preposition,
marking Theme and Instrument.
Stage 3: after Tang, in Modem Mandarin
a. jiangl is hardly ever used in speech, and in
written texts its only use is prepositional,
marking Theme.
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b. lliU is only used as a preposition assigning
Theme, in both speech and writing.
c. i l l shares .b.a.3.'s earlier function as a verb,
meaning 'to take' or 'to hold'. Also, n.a3. has the
prepositional function of marking Instrument
and, in some limited cases, Theme.

Notice that while the refinement process forces
towards linguistic "transparency" (Langacker 1977)
by reducing a one-to-many relation between a
linguistic form and its functions to one-to-one,
analogy, on the contrary, destroys a one-to-one
relation by acquiring more functions.

These data suggest that there are two principles
at work encouraging this chain of changes:
refinement and analogy, formalized as the
following.

Stage 1:

The Principle of Refinement: if element X has
multiple functions, e.g., fl, fl, and £3, L~en X
is likely to reduce the number of its functions.
The Principle of Analogy: if element Y shares
its function, eg., fl, with X, then Y is more
likely, than other elements that share no
functions with X, to acquire some or all of X's
other functions, e.g., fl and £3.
At different stages, the lexical items in question
are susceptible to the effects of these two principles.
Stage 1:
a.~:
candidate for refinement
b. Hang 1: candidate for analogy to yU

Stage 2:
a.~:
had undergone refinement
b. fuIDg1: was undergoing analogy to )il, and
also becoming a candidate for refinement
candidate for analogy to jiangl, and
c. ba3:
also started undergoing the process

Stage 3:
b. jiangl: has undergone refinement
a..bl!3:
has also undergone refmement
b. na3:
candidate for analogy to ba3, and
started the process

RULE

a.~:

one-to-many
b. Hangl: one-to-one
Stage 2:
~:

one-to-one
b. fumgl: one-to-many
one-to-many in transition to one-toc. 003:
many

a.

Stage 3:
b. jiangl: one-to-one
one-to-one
a. 003:
one-to-one in transition to one-to-many
b. lli!3:
The dynamic counteraction between these two
factors not only accounts for the reoccurring pattern
of historical changes among yU, jiangl, ba3, and
n.a.3.., but also explains, partially at least, why
languages are constantly changing and yet in the
long run they do not appear to decrease nor increase
in overall complexity.
Since refinement affects only linguistic forms
with multiple functions, while analogy applies to
elements with a single function, these two principles
do not compete for their domain of application.
Therefore they serve as an example of rules that
apply in complementation. In fact, the Principle of
Analogy is in a "feeding" relation with the Principle
of Refinement, in that the outcome of the former is
applicable to, or "feeds", the latter, again to borrow
the terminology from historical phonology.

DOMAIN OF APPLICATION

RESULT

Analogy

forms with a single function

one-to-many

Refinement

forms with multiple functions

one-to-one

No intersection
(COMPLEMENTATION)
Figure 3.

(feeding)

Complementation of analogy and refinement
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He is responsible for this matter.

TRANSITIVITY OF VO COMPOUND VERBS:
RULES IN COMPETITION
In this section we will show the variation in
transitivity in mandarin VO compound verbs as an
example of two competing rules in conflict, or in a
"bleeding" relation. VO compounding, where a verb
incorporates its object to fonn a single lexical unit, is
one of the word fonnation mechanisms in Chinese
(e.g. Chao 1968, Li and Thompson 1981). The
majority of VO compound verbs are intransitive and
do not allow objective postverbal NPs, but some of
them do behave transitively. Nonetheless, very
interestingly, a small number of VO verbs like
na3shou3 'to be good at', first observed by Huang
(1989), do not fit in either category in that they
cannot take objective postverbal NPs and yet require
an objective topic. Thus, three types of \0
compound verbs are identified: (A) intransitive, e.g.
jie2hun 1 'to get married', (B) transitive, e.g. ~
'to be responsible for', and (C) semi-transitive, e.g.
na3shou3 'to be good at.'

c. Zhei4 jian4 shi4, tal fu4ze2.
This matter, he is responsible for.
4.a. *Ta na3shou3 .
he be-good-at
He is good at.

b. *Ta na3shou3 shu4xue2.
He is good at math.
c. Shu4xue2, tal na3shou3.
Math, he is good at.
We adopt Her's (1990) analysis for these verbs
in LFG, recognizing that TOPIC as a grammatical
function cannot be subcategorized in Chinese.
5.a. jie2hunl V
(i PRED) = 'MARRY <SUBJ>'
b. fu4ze2 V
( iPRED)
= 'BE-RESPONSIBLE-FOR <SUBJ
OBJ>'

1.A: jie2 'to tie' + hun1 'marriage' -> jie2hun1
B: fu4 'to bear' + ze2 'responsibility' -> fu4ze2
C: na3 'to take' + shou3 'hand' -> na3shou3
2.a. Ta jie2hun1le.
hemarry
LE
He got married.

c. na3shou3 V
( iPRED)
= 'BE-GOOD-AT <SUBJ OBJ>'
( i OBJ BACKGROUND) =c +

'intransitive

6.a. S' ->

b. *Tajie2hunl ma3li4.
He married Mary.
b. S->

c. *Ma3li4, tal jie3hunlle.
He married Mary.

NP
S
( i TOPIC) = ,I,
i = ,I,
( ,I, BACKGROUND) = +
(i ... )=J,
(NP)
(i SUBJ) = ,I,

c. NP ->

3.a. *Ta fu4ze2.
'transitive
he be-responsible-for

= ,I,

/

8UBJ
OBJ

'BE-GOOD-AT <8UBJ OBJ>'

PRED 'HE'
e

= ,I,

8'

4c-c.

TOPIC [PRED 'MATH'
BACKGROUND +

i

We will illustrate the c- and f-structure of 4c
below.

4c-f.
PRED

VP
(NP)
(i OBJ) = ,I,

V

i

b. Ta fu4ze2
zhei4 jian4 shi4
He be-responsible-for this CLS matter

'semi-transitive

J--i

I
I

J+--------'

\

8

NP

I

N

/

NP

I

I

VP

I

N

V

I

I

shu4xue2 tal na3shou3
'Math, he is good at.'

RULE INTERACTION AS A CAUSE OF GRAMMATICAL VARIATION
According to this analysis, 4a and 4b are illformed because their respective f-structure violates
the functional constraint ( i OBI BACKGROUND)
=c +, which requires [BACKGROUND +] in
na3shou3 's OBI. However, this constraint is
satisfied in the above f-structure of 4c since its OBI
unifies with TOPIC through the operation of
functional uncertainty, ( i ... ) = .t.
This LFG analysis thus specifies that a transitive
verb must subcategorize for OBI in f-structure and
allows, but dose not require, an objective postverbal
NP in c-structure; an intransitive verb, on the other
hand, must NOT subcategorize for OBI in fstructure and does not allow objective postverbal
NPs. Semi-transitive verbs are thus treated as
subcategorizing for OBI in f-structure and yet not
allowing objective postverbal NPs.
To account for the variations of transitivity in
VO compound verbs, we consider the incorporation
process in VO compounding a reanalysis of the VO
syntactic structure as a morphological one; the
variation of transitivity is therefore the consequence
of two competing rules affecting the f-structure and
c-structure in these compound verbs.
/ A. [-TRANSITIVE]
7. [V incorporates OBI -> V:
\B. [+TRANSITIVE]

Four logical consequences may result from the
competition of 7 A and 7B in c- and f-structures of
VO compound verbs.
In transitive VO compounds like fu4ze2, the
Transitive Rule 7B has prevailed in both c- and fstructures, while the Intransitive Rule 7 A has been
fully realized in intransitive VO compounds like
jie2hunl. As for semi-transitive VO verbs like
na3shou3, the Intransitive Rule 7A has affected their

c-structure
T
R
A
N

+
+

c-structure; hence they cannot take a lexically overt
postverbal objective NP, while the competing
Transitive Rule 7B has affected their f-structure.
Consequently, the OBI required by the f-structure
cannot be fulfilled by a lexically overt postverbal
NP; rather it has to be fulfilled by an anaphoric
control relation with the matrix TOPIC. Their lexical
entries therefore must contain the constraint: ( i OBI
BACKGROUND) =c +, to ensure the existence of a
matrix TOPIC that anaphorically controls their OBI,
and to also rule out a lexically overt, structurally
assigned OBI, which would not be assigned
[BACKGROUND +].
The last logical consequence due to this
interaction is VO compounds whose c-structure is
influenced by 7B and thus transitive but whose fstructure is intransitive due to 7 A and does not
subcategorize for OBI. Nonetheless, we find no
such cases in Chinese; and we doubt it will ever be
found in any language. Such a consequence
necessarily leads to an incoherent, thus ill-formed, fstructure since the lexically overt, structurally
assigned OBI, a universally subcategorizable
function, is not subcategorized for by the verb
within the f-structure. The universal grammar
therefore predicts, correctly, that the interaction
between the two rules 7 A and 7B will never yield
such a consequence.
Since the Transitive Rule and the Intransitive
Rule are both applicable to the c- and f-structures of
VO compound verbs, they are in competition. In
other words, the domains of their application
intersect. Furthermore, since as a result of their
competition, a single input of these two rules may
have three possible variations in terms of its
transitivity, the two rules are also in conflict, or in a
"bleeding" relation, i.e. the application of one rule
deprives the applicability of the other.

f-structure
+
+
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Consequence
Intransitive: jie2hunl
Transitive: fu4ze2
Semi-transitive: na3shou3
None

Figure 4. Variation of transitivity in va verbs
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RULE

DOMAIN OF APPLICATION

RESULT

Intran.

c- and f-structure of VO verbs

Intran. c- and f-s.

Tran.

c- and f-structure of VO verbs

Tran. c-and f-s

intersection
(COMPETITION)

(bleeding)
(CONFLICT)

Figure 5. Competition of transitivity and intransitivity

TOPICALIZAnON: CONSTRAINTS ON
DIFFERENT LINGUISTIC PLANES
As pointed out by Her (to appear), the claim that
Chinese is a topic-oriented language, as opposed to
subject-oriented languages, has never been
substantiated in a formal and well-defined linguistic
framework. Indeed, in the literature of Chinese
linguistics, the extend of topicalization as a syntactic
construction has been somewhat exaggerated. In this
section, we will explore the several constraints
regulating topicalization.
Similar to the Principle of Temporal Sequence
observed by Tai (1985), it has been recognized for
some time that in Chinese when two NPs have the
relationship of whole and part, whole most typically
precedes part. Based on Cheng's (1983) findings on
Chinese topic and focus, Her (1985-6, 1990)
observes that Light's Whole-before-Part Principle
can be extended in Chinese discourse in that
elements denoting the general, old or background
information usually precedes those denoting
specific, new or foreground information. Since the
primary discourse function of topic in Chinese is to
encode the general, old or background information,
this iconic principle of "General Precedes Specific"
(GPS) is readily observable in topic construction.
8.a. Nei4 ke1 shu4, hua1, yan2se4 hen3 ha03.
that CLS tree flower color very good
The flowers of that tree have very good colors.
b. Mei2gui4hua1, Ma3li4 zhui4 xi3huan1 (e).
rose
Mary most like
Speaking of roses, Mary likes them the most.

Ii.

In sentence 8b, (e) indicates the missing, empty

category to be identified with the topic. Topics,
usually occupying the sentence-initial position, thus
function as the spatial, temporal or individual
framework within which the main predication is to
be interpreted. Se~tence 8a serves as a good
example.

,----------..,-il:::

1-1-11----1- - ---

hao)
L-_ hen)
___
___

~I

I

~!~~~dT~~~~~: z~ kel
~
Predicate: hen) hao)

shu4

Subject:

Therefore, GPS may be· seen as an iconic
constraint on the well-formedness of topic
construction in that the topic must provide a sensible
interpretive frame for the main predication. The
following sentences are therefore unacceptable.
9.a.*Nei4 zhan3 deng1, zuo1shang4 hen3liang4.
that CLS lamp desk-top
very bright
That lamp on the desk is very bright.
b.*Yil ben3 shul, tal xi3huanl.
a CLS book he like
There is a certain book that he likes.
In 9a, in terms of the predicate liang4 'bright',
zuo1shang4 'desk-top' provides a more general
framework than deng1 'lamp' and therefore
according to GPS should precede ~. In 9b, ill
~ shu 1 'a certain book', due to its indefinite
characteristic denoted by Yil, cannot serve as the
known, and therefore specific, background
information. Many previous studies confirm this
observation (e.g. Li and Thompson 1975, Light
1979).

RULE INlERACTION AS A CAUSE OF GRAMMATICAL V ARIA TION
Further constraint on topicalization can be
observed on the level of f-structure as well. Topic in
Chinese, as in many other languages, could be
identified with a missing grammatical function in an
embedded clause many layers down. The relation
between topic as the filler and the unbounded
missing function as the gap is thus of the so-called
'long-distance dependency'. In such cases, the
missing function is often described as 'topicalized'.
However, not all missing grammatical functions can
be topicalized in Chinese. According to the study by
Huang et al (1989), in Chinese the gap has to be
either a subject or object. Our previous rule of 6a
thus should be modified accordingly:
6.a' S' ->

NP

( i TOPIC) = J.
( J. BACKGROUND) = +
(i TOPIC) = ( i {SUBJ, OBJ, COMP,
XCOMP}* {SUBJ, OBJ})
The notation {X, Y} means either X or Y; and *
here means zero or more. The last functional
equation related to TOPIC therefore specifies that
TOPIC can be identified with either SUBJ or OBJ
with any number of SUBJ, OBJ, COMP, and
XCOMP intervening, as shown in 10.
1O.a. Huai4 dian4ying3, w03 bu4 ya04 tal kan4
(e).
bad
movie
I
not want he see
Bad movies, I don't want him to see.
b. Ma3li4, w03 ren4wei2 (e) shi4 ha03 xue2shnegl.
Mary I
think
be good student
Mary, I think is a good student.
In contrast, topics in sentences lIb and lId,
though satisfying GPS, are ill-formed, for the gap
of lIb is NCOMP (noun complement) and in lId it
is PCOMP (prepositional complement) that is
missing.
ll.a. Tal bu4 shi4 ma3li4.
she not be Mary
She is not Mary.
b.*Ma3li4, tal bu4 shi4 (e).
Mary she not be
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Mary, she is not.
c. Tal gen1 ma3li4 tia04wu3.
he with Mary dance
He danced with Mary.
d.*Ma3li4, tal (e) tia04wu3.
Mary he
dance
Mary, he danced with.
This f-structure constraint and GPS together still
do not account for the following ill-formed
topicalization.
12.a. Tal si3le mu3qinl.
he die LE mother.
He had his mother die on him.
b.*Mu3qinl, tal si3le (e).
mother
he die LE
He had his mother die on him.
c. Tal qiang2p04 Ma3li4 qu4.
he force
Mary go
He forced Mary to go.
d.*Ma3li4, tal qiang4p04 (e) qu4.
Mary he force go
Mary, he forced to go.
Both of the missing grammatical functions in
12b and 12d are objects, which are permissible for
topicalization. We therefore suspect that there is
another constraint over topicalization in a different
linguistic plane-the thematic structure. Chang
(1990) found it necessary to distinguish the thematic
role Patient from Theme, in that verbs with a Theme
role and those with a Patient behave differently in
terms of verb copying; and also suggested that while
Theme may be topicalized, Patient cannot,
confirming Bresnan and Kanerva's (1989) claim that
one of the differences between Theme and Patient is
that an argument bearing Theme role can occupy the
sentence-initial position while one that bearing
Patient cannot.
We therefore need to find out whether the
untopicalizable object in 12b and 12d indeed bears
the thematic role of Patient, not Theme. Two tests
are available in Chinese for the Theme role: the 1lli3.
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construction and the ~ construction. An argument
of the Theme role should be able to appear in both
constructions.
13.a.*Tal ba3 mu3qinl si3 Ie.
he BA mother die LE
His mother died on him.
b. *Mu3qinl bei4 tal si3 Ie.
mother BEl he die
His mother died because of him.
c.*Tal ba3 ma3li4 qiang2p04 qu4.
he BA Mary force
go
He forced Mary to go.
d. *Ma3li4 bei4 tal qiang4p04 qu4.
Mary BEl he force
go
Mary was forced to go by him.
Since the object in 12b and l2d cannot appear in
either .b.a3. or hili construction, we may conclude
that it bears the Patient role, not Theme. In terms of
topicalization, we therefore verify both Chang
(1990) and Bresnan and Kanerva's finding that a
constituent bearing the thematic role of Patient
cannot be topicalized in Chinese.
What we have shown here is that a single rule or
rules of a single linguistic plane cannot account for
the topicalization construction in Chinese. Rather. it
is regulated by several constraints at different levels:
iconic, thematic and functional. The variation in
topicalization that we have observed thus, again, can
be viewed as the consequence of the competition
among the iconic constraint that general information
precedes specific, the f-structure constraint that only
subject and object can be topicalized, and the
thematic condition that Patient cannot be topicalized.
CONCLUSION
The lexical diffusion hypothesis did not invent
the existence or the reality of competing sound
changes that affect a lexicon gradually; rather, it
simply provided the necessary theoretical constructs
within which irregularity in sound changes can be
accounted for. By applying this hypothesis to the
deSCription of grammatical constructions, Hsieh
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extended its two most important theoretical
constructs beyond the study of historical phonology:
one, changes affecting the lexicon take effect
gradually; two, variations in a grammar are due to
the interaction among rules. In this paper we have
presented the essential concepts of the interaction
thesis and applied it to account for several
observations in Mandarin Chinese.
Among the contemporary grammatical theories,
there seem to be two significant points of
convergence: the reduced role of transformations
and the increased role of the lexicon. The limitation
or elimination of transformations and the shifting of
emphasis to the lexicon have been two of the most
significant foci in the study of syntax in the past two
decades. The Government and Binding Theory has
reduced the earlier various ad hoc transformational
rules to a single Move- (move anything to
anywhere) and devised a network of constraints to
regulate the application of this single transformation.
Variations of various types, e.g. dialectal or
typological, can no doubt be expressed in terms of
the interaction of these constraints. The study of
parameters in the universal grammar can also be
approached from the view of interaction. LFG, on
the other hand, has eliminated entirely the theoretical
validity of transformations and employs morpholexical processes to account for many syntactic
phenomena that were previously accounted for by
transformations. Grammatical variations, therefore,
can be accounted for in terms of the interaction of
these morpho-lexical processes. Also, as we have
demonstrated with VO verbs and topicalization.
rules across different linguistic planes may interact
and cause variation. The interaction thesis is
therefore consistent with the current linguistic trend
and provides a promising framework for linguistic
description.
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The Quasimorpheme and Iconic, Deictic, and Symbolic
Aspects of Linguistic Semiotics
Eric A. Eliason
Brigham Young University

Since the age of the Greek philosophers, determinism versus arbitrariness has been an issue of
debate in the study of language. Plato's dialogue
Cratylus portrays two thinkers, Cratylus and
Hermogenes, divided over this issue. Cratylus
asserts that language attaches form to content "by
nature." To Hermogenes, this attachment seems to
be purely the result of convention. Socrates, who is
the moderator of the dialogue, admits that the idea of
naturally determined language is attractive and that it
occasionally occurs, but he finds that most of tre
evidence supports Hermogenes' view that the form
of language is largely determined by arbitrary
association.
Following the precedent established by Plato in
this dialogue, influential linguists such as Dwight
Whitney and Ferdinand de Saussure expanded and
solidified conventionalism as the favored approach
to linguistic inquiry. Thus, the study of nonarbitrary aspects of semiotics fell out of fashion.
Saussure's statement (Jakobson 1971, 349), "The
entirely arbitrary signs are the most appropriate to
fulfil the optimum semiotic process," epitomizes the
direction that much oflinguistic semiotics has taken.
Indeed, as Aristotle concluded, it seems that
arbitrary symbolism is the most common semiotic
method in language. But does the fact that it is the
most common necessarily mean that it is the best for
all situations? Even if this were true, would it be
right for linguists to ignore other semiotic processes
that exist in language, simply because they are not
"optimum?" Should it not be our linguistic and
analytical responsibility as students of language to
seek truth, whatever that truth may be? Regardless
of how one might answer these questions, the fact
remains that although Saussure has claimed symbolism to be "optimum," it is not the only process at
work in language.

The fact that all linguistic signs are not symbolic
does not display a weakness in language's ability to
convey meaning; rather, it shows symbolism's lack
of power to meet the semiotic demands of language
in all situations. To understand why symbolism is
not optimum, it is necessary to understand the
different kinds of possible signs, how they work,
and how they are manifest in language. Perhaps no
one inside or outside the the field of linguistics has
done as much work describing the nature and
function of signs as C. S. Peirce.
Peirce explains a triadic view of the sign that
allows for, and even asserts the existence of, the
iconic and deictic as well as symbolic nature of
signs. Unlike Saussure, Peirce does not hold one
process to be better than all others in all situations;
rather, he suggests that different situations call for
different semiotic processes. To Peirce, whatever
process best conveys meaning in a given situation is
"the optimum semiotic process." An appreciation of
Peirce's ideas sheds great light on linguisti c
semiotics and the relationship between phonetics,
morphology, and semantics. It also helps one
understand why symbolism has not completely
eclipsed all other forms of semiotic mediation. At
this point, an overview of what Peirce meant by
symbolic, iconic, and deictic would be helpful.
Peirce said, (1931 1.347) "Now a sign is
something, A, which denotes some fact or object,
B, to some interpretant thought, C." He continues:
There may be a mere relation of reason
between the sign and the thing signified; in that
case the sign is an icon. Or there may be a
direct physical connection; in that case, the
sign is an index .. Or there may be a relation
which consists in the fact that the mind
associates the sign with its object; in that case
the sign is a name [or symbol]. (1931 1.372)
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Since symbolic signs are the most familiar part
of Peirce's tri ad, we will look at them first.
Symbolic signs are non-contingent and nonrepresentational. They rely on purely arbitrary association and habitual recognition to convey their
meanings. Consider the sign chair, for instance.
There is nothing about the object "chair" which
necessitates the use of the word chair to denote "an
object for sitting." The word does not sound like
any noise a chair might make, and the mouth, in
articulating the word, does not approximate any
action a chair might take. The word chair mediates
the concept "chair" only because the speech
community has arbitrarily agreed to interpret it to
mean such. To use chair to mean "an object for
sitting" is necessary only because to use another
word, such as bowling-ball, would cause great
confusion.
Second in the triad are icons. In contrast to
symbolic signs, iconic signs mediate meaning by
resembling the idea that they represent.
Onomatopoeic words are prime examples of iconism. For instance, the word splash approximates the
sound of the event it describes. Most words for
animal sounds also fall into this group. What could
be more efficient than mimicry to cause instant
recognition of the concept behind a certain natural
sound? To use symbolism for this purpose would
require the listener to do more cognitive work than is
absolutely necessary. Another benefit of the iconic
nature of animal sounds is their almost universal
recognizability. The kurikiku spoken by a Russian
child could probably be understood by anyone
anywhere who had ever heard the sound of a
rooster.
Though acoustic mimicry is the most recognized
manifestation of iconism, iconism is not limited to
mimicry alone. Syntax can be iconic when
grammatical word order imitates an actual sequence
of events. In the sentence, "I got up, brushed my
teeth, ate breakfast, and went to school," events are
reported in the same order that they occurred. This
parallelism constrains the listener to infer the actual
order of events from syntactic order alone. To put
the words in a different syntactic order while still
mediating the same actual order of events would not
be simple. For instance, "Before I brushed my teeth
I got up, and after I was done with both I went to
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school" requires several more words and a more
complex syntax. By relying on iconism for this
purpose, much of the syntactic and lexical "extra
baggage" that would be necessary in a purely
arbitrary symbolic system is avoided.
The third part of this triad is deixis or
indexicalism. It differs from both symbolism and
iconism in that it mediates meaning by establishing a
contiguity between ideas. Deixis resembles a pointing gesture. It works in the way the index of a book
does, pointing to the page where a reader may find a
particular bit of information. In language, personal
pronouns work mainly through deixis. They establish contiguous relationships between their users and
the speech-act--either transmitting (first person),
receiving (second person), or not participating in the
speech-act (third person). The meanings of personal
pronouns are not arbitrarily symbolic, nor are they
duplicatively iconic; instead, the meanings of
pronouns vary depending on who is using them. If
John says "I," then "I" means "John." If Susan says
"I," then "I" means "Susan." The word "I" establishes a reflexive contiguity between the transmitter
and self, "you" establishes a contiguity between the
transmitter and the receiver, and "he," "she," "it,"
etc. establish a contiguity between the transmitter
and someone outside the speech-act. The meaning of
personal pronouns are in a constant flux as the
participants change roles and as they enter and exit
the speech act. Symbolic words by habit, and iconic
words by nature, are much more rigidly attached to
the ideas they signify than are deictic words.
Imagine the feasibility of a pronoun system based on
the "optimum" symbolic sign. Perhaps a solely
symbolic system of signs would not be as ideal as
Saussure suggests since a function as fundamentally
necessary as a personal pronoun system could not
exist without deixis.
If iconism and deixis are such important parts of
language why are they not given more credit for the
role they play? Perhaps, our reluctance to seriously
study any semiotic process other than symbolism
stems from our long evident need in art, philosophy,
religion, and elsewhere to validate humankind's
unique nature as sophisticated, rational, sentient
beings. Seemingly, iconism requires nothing more
than the simple mental task of mimicry, and deixis is
little more than linguistic "finger pointing." Why,
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even parrots are capable of mimicry, and caged
gorillas can point at bananas they want to eat.
It would be comforting to prove that humankind's greatest achievements had been accomplished
by employing more developed cognitive processes
than mimicry and pointing one's finger at things. It
is understandable then that linguists, just as many
other thinkers throughout the ages, would want to
study those linguistic phenomena that reassure
humanity's fragile ego. This reassurance is found in
our ability to arbitrarily attach a sign to an idea
because it demonstrates a capacity for more
developed thought than does mimicry or pointing.
Even though aversion to iconism and deixis is
understandable, would it be intellectually honest to
continue to avoid them when they actually exist and
exert a profound influence on the shape of language?
Whether or not this view of the cause of iconism's and deixis' neglect is accurate, the fact
remains that they have been neglected. If they are
ever to become areas of linguistic interest, evidence
for their significance must be provided. A few
examples of how onomatopoeia, syntax, and
pronouns embody iconism and deixis have already
been shown. Interestingly, their is a particular
linguistic phenomenon which has been overlooked
that provides concrete examples of all three meaning
mediating processes. I call this linguistic system the
quasimorpheme. I define quasimorphemes, for
English, as word initial consonant sound clusters
that bear a certain meaning. They differ from traditional morphemes in that they are not as discrete of
units. They do not leave morphemes behind when
detached from a word, and therefore, they are
considerably more difficult to identify.
An example of a quasimorpheme would be the
sound cluster {fl-}. Words beginning with {fl-} are
very likely to fall into a certain semantic category.
Consider these words: flip, fling, flipper ,flutter,
fii t, and fii c k. There seems to be a certain
onomatopoeic quality in {fl-} that resembles a light,
quick, and perhaps sharp stroke. This onomatopoeic
quality makes {fl-} initial words very likely to
belong to semantic categories related to light, quick
strokes and restricts them from belonging to other
semantic categories. It seems unlikely that the sign
flute could refer to a heavy, slow, and loud percussion instrument, but it "sounds right" for a light and
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quick woodwind. {fl-} is just one iconic example of
many iconic, symbolic, and deictic quasimorphemes
in English. Later in this paper I will discuss some
more examples of quasimorphemes which display
each of these characteristics.
Because quasimorphemes dwell in limbo
between phonemes and morphemes they have
become easily forgotten, being without a convenient
pigeon hole. Referring to linguistic descriptions of
other languages, Roman Jakobson (1971, 483)
made a statement that applies equally well to the
treatment of quasimorphemism in our own language:
"When a native of the far North saw a camel for the
first time, he put it down as a distorted horse.
Similarly, we are subconsciously inclined to take
unfamiliar, remote linguistic structures as backward,
defective, or perverted." The attitude toward quasimorphemes in our own language has been to ignore,
trivialize, or be oblivious to them~
Consider this except from Victoria Fromkin and
Robert Rodman's book, An Introduction to
Language (1988, 7):
Sometimes particular sound sequences seem
to relate to a particular concept. In English

many words beginning with gl relate to sight,
such as glare, glint, gleam, glitter, glossy,
glaze, glance, glimmer, glimpse, and glisten.
However, such words are a very small part of
any language, and gl may have nothing to do
with "sight" in another language, or even in
other words in English, such as gladiator,
glucose, glory, glycerin, globe, and so on.
The authors seem to be saying that the
occurrences in which {gl-} is related to sight are
moot because: 1) there are {gl-} words that do not
convey a sight related meaning, 2) the {gl-} words
that relate to sight are less numerous than other {gl-}
words, and 3) that {gl-} may not have the same
meaning in other languages that it does in English.
Throwing out {gl-} as an example of a noteworthy
linguistic phenomenon on this basis is not unlike
throwing out {-ed} as a meaning unit because the { ed} 's that end bed, red, and sled are not morphemes
as they are in the word jumped, or because {-ed}
might mean something else in Swahili.
It is true that most {gl-} words do not relate to
sight. However, the dictionary reveals that {gl-}
words having sight related meaning are far more
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numerous than any other group of {gl-} words that
belong to any other semantic category. Furthennore,
the dictionary shows that a higher percentage of {gl}
words have a sight related meaning than does any
other group of words beginning with any other
sound cluster.
One would expect that if quasimorphemes really
do act as meaning bearing entities, then one ought to
be able to test for their saliency in the minds of
language users. To check the hypothesis that certain
non-morphemic sound clusters bear meaning, I
distributed a questionnaire (see appendix #1)
designed to see if the mind recognizes quasimorphemes as meaningful entities. In the questionnaire the respondents were asked to circle the madeup word they felt "fit best" with the definition
provided. Here are some examples of the kind of
questions that they were asked:
glafe / stafe

"shiny and bright"

crund / slund "an oozy liquid"
scrake / frake "a grating noise"
flink / ~

"a light, quick stroke

glook / stook "a long rigid beam"
tref / spef

"a passageway"

In all cases, the data show that a large majority
of the the participants preferred one word in a pair
over the other. Seventy-four percent of the
respondents chose glafe, which has the same initial
sound cluster as gleam, gloss, and glitter, over stafe
to mean "shiny and bright"; 94% chose scrake
(scratch, scrape, scrawl) for "a grating noise"; 86%
percent chose slund (slime, sludge, slip) for "an
oozy liquid"; 91 % chosejlink (flit,jlutter,jlap) for
"a light, quick stroke"; 76% chose stook (steeple,
stand, stem) for "a long rigid beam"; and 75% chose
tref(trek, truck, transport) for "a passageway." For
further data from the questionnaire see the graphs in
appendix #3.
After the participants finished their questionnaires, they were asked if they had grasped the
purpose of the study. Only one participant
mentioned that he wondered if the survey was
related to initial sound clusters carrying meaning. All
of the others said that they chose their answers
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simply because it "felt right" or "sounded good."
For a few participants who showed interest in the
survey, I explained my hypothesis that people
associate meaning with certain word initial sound
clusters. The usual reaction was, "Oh, I didn't even
know that I was doing that!" This seems to indicate
that quasimorphemic awareness and processing is
not at a conscious level.
The quasimorphemes used in the survey range
from the very iconic to the very symbolic. For
example, at one end of the continuum are such
quasimorphemes as as the {skr-} in scrawl, scratch,
and scrape which sounds very much like the kind of
noise scraping or scratching might produce. On tre
other end are quasimorphemes such as the {tr-} in
travel, transport, and traffic which has no apparent
similarity to any sounds that might result from the
articulation of these words. Evidence from the
questionnaire indicates that the words beginning
with more mimetic quasimorphemes were more
likely to be chosen as the word which fit the
definition. On the other hand.. the words beginning
with more symbolic quasimorphemes were less
often chosen. It is surprising, however, to find that
even words beginning with symbolic quasimorphemes were chosen by an impressive majority over
the non-quasimorphemic words. The graph below
shows the percentage of respondents that chose tre
hypothetical quasimorphemic for six of the twelve
minimal pairs on the questionnaire.
This graph shows a wide spread between
mimetic and non-mimetic quasimorphemes. Their
position on the graph seems to indicate that {tl-} and
{sl-} are less mimetic quasimorphemes than {skr-}.
The reason may be that they are not as onomatopoeic
as {skr-} is. Instead, they are articulatorily iconic
rather than acoustically iconic. The speaker makes a
quick stroke of the tongue and a sudden, sharp
release of air to produce {fl-}. With {sl-J, the
speaker lets air ooze out laterally from the tongue
while sliding it forward. Consider the similarity
between these articulatory actions and the meaning
of many words that begin with {fl-} and {sl-} such
asjlip,jling, andjlit or slide, slip, and slither. The
fact that {fl-} may actually sound more like the
concept it represents than does {sl-} could account
for its position on the continuum, closer to the
mimetic end of the graph.
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Quasimorphemes such as {st-}, (steeple, stand,
stalk); {tr-}, (travel, truck, tram); and {gl-}, (glow,
gleam, glare) are non-iconic in that neither their
manner of articulation nor their acoustic qualities
reflect their meaning. As well as having a lower
recognition factor in the survey, phoneme clusters
that are less, or non-iconic, seem to be less likely to
function quasimorphemically in a given word. For
example, most {skr-} words such as scrape,
scratch, and scrawl are mimetic, and the sound
cluster {skr-} almost always functions as a quasimorpheme. On the other hand, the {gl-} sound
cluster does not function quasimorphemically in
many words because they are not as iconic. Hence,
there are many words beginning with {gl-}, such as
gladiator, glucose, and globe, that do not have the
"sight" connotation that other {gl-} words have. In
these cases {gl-} is non-quasimorphemic just as {ed} is non-morphemic in words like sled or bed.
Moving on from the questionnaire and jumping
out of the iconic/symbolic quasimorpheme continuum we find a special quasimorpheme that demonstrates a profound deictic quality. Unlike most
quasimorphemes, {~} is a single phoneme, and not
a cluster of two or three phonemes. But, like most
quasimorphemes {~} exists as a quasimorpheme
only in word initial positions. In fact, so powerful is
{~} 's deixis that there seem to be no examples of
English words that begin with the sound /~/ that do
not have a deictic meaning as do the, this, and there.
In all other situations, such as in the middle of a
word, rather, or at the end of a word, bathe, it
seems to have a purely symbolic phonological duty.
Roman Jakobson in The Sound Shape of
Language (1979, 55) discusses English words
whose meanings, as Leonard Bloomfield (1939,
105-115) said, "resemble that of a pointing gesture."
This, these, that, those, they, them, themselves,
their, theirs, then, there, therefore, thus, than,

85~

*

80~

tIt
75~

though, and the as well as a some archaic forms
such as, thee, thou, thy, thyself, and thine are a few
examples. Another example given by Jakobson of a
deictic English sound cluster is /hw/, which is often
present in words that introduce questions such as
what, when, where, and why.
{~ }'s deictic nature exists in the purview of the
speaker and "points" to a predetermined, specific
idea, either realis or irrealis. In {~} initial words, a
contiguity is established between the speaker and the
idea or object that the word refers to. If a disembodied voice were to say, "Look at the chair," we would
simply gaze about the room until we found a chair.
However, if a disembodied voice were to say,
"Look at that" we would first look around to find
who had spoken, and then see what the speaker was
pointing to. The meaning of {~} words is very
confusing unless we already have some understanding of the mind and location of the speaker.
{ ~} seems to act as a marker, cuing the
language user that a word is going to be deictic. The
remaining sounds in the word deliver the full
meaning. For example, the sound group /-Is/ in Ire
word this symbolically tells the listener that the
speaker wishes to establish a contiguous relationship
between self and a nearby object, while the I-ret; in
that causes the listener to conceptualize an object
further away from the speaker. No locative relationship to the listener is implied.
The important quasimorpheme {~}, with its
deictic nature completes this discussion of examples
of quasimorphemes that display all three of Peirce's
optimum qualities of a sign. We have looked at
quasimorphemes, which are a class of signs displaying symbolic, iconic, and deictic qualities. In fact,
without an approach to language that appreciates the
triadic nature of signs, it is easy to see how quasimorphemes would seem "a very small part of
language" and be overlooked. Furthermore, by
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studying quasimorphemism in the light of Peircian
semiotics, quasimorphemes no longer seem to be a
trivial part of language but a rich and relevant
phenomenon. Likewise, the study of quasimorphemes has proven to be a useful tool toward the
better understanding of how Peircian triadic
semiotics are manifest in language.
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APPENDIX #1
Example of the questionnaire used
Age:
Date:
Gender:
College major:
This questionnaire is for a research paper
for a linguistics class I am taking at BYU, so thank
you very much for your help!
Say each word out loud to yourself then
circle the word that sounds like it best fits the
definition. There are no right or wrong answers.
These are not even real words. So just go with your
gut feeling and what you think sounds the best.
If you do not understand the definition or
you do not feel that one word is any better than the
other do not circle either word.

glafe / stafe

"shiny and bright"

frant / crant

"to squeeze or tighten"

crund / slund

"an oozy liquid"

slact / spact

"an energetic dispersal"

scrake / frake

"a grating noise"

flink / grink

"a light, quick stroke

glook / stook

"a long rigid beam"

tref / spef

"a passageway"

fronid / bronid "a cold pool of water"
freem / sweem "to slide back and forth" '
dralk / snalk

"to hang or dangle"
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APPENDIX #2

The sUlVey participants
Number of Engineering majors
Number of misc. majors
Number of English majors
Number of Linguistics majors
Number of pre-college age people

53
45
27
13
8

Number of male participants
Number of female participants

85
61

Total number of participants

146

APPENDIX #3

The following graphs show the choices that the
respondents made for each minimal pair. They are
ordered from the least to the most iconic.
..to hong or

no

ans~er

dong~

",nelk"

19
33

"dralk"

94

Total is

1~6

EXlImples:
drapll, drool, drop, dri zzl;,

dnp, droop, anDDle

"a cold 12001 of water"
no answer
ubronid"
"fronid"
Total is
Examples:

freeze, fridgid, frost

10
39
97
146
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"shiny and bright"
no answer
"stafe"
"glafe"

6
30
106

Total

146

Examples:
glare, glaze, glisten, glow,
gleam, glitter, glimpse, glance,
glory, glimmer

::~_J!assageway::

no answer
"spef"
"tref"

14
22
1 10

Total is

146

Examples:
treYerse, treYel, truck,
traipse, transport, trail, trip,
train, traffic, trace, track

"a long ridgid beam"
no answer
"glook"
"stook"

12
23
11 1

Total is

146

Examples:
steff, steeple, stick, stand,
stake, stem, straight, stout,
stilt, stalk
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"to slide back and forth"
no answer
"freem"
"sweem"

3
24
119

Total is

146

Examples:
sway, swagger, switch, swing,
swab, sweep, swap, swivel,
swizzl e-sti ck

"an oozyJigui d"
no answer
"crund"
"slund"

7
13
126

Total is

146

Examples:
slime, sludge, slick, slip,
slither, slush, slurp, slink,
slug, sluice,

"an energetic disQersal"
no answer
"slact"
"spact"

7
12
127

Total is

146

Examples:
spark, spew, spit, sput ter,
sprout, spray, spatter, spasm,
spring, speckle

~

ICONIC, DEICTIC, AND SYMBOLIC ASPECTS OF SEMIOTICS

185

:JtllghLgui ck stroke"
no answer
"grink"
"f11nk"

8
5
133

Tot61 is

146

Examples:
flit, flutter, flicker, flip, tlop,
flap, fling, flee, flash

:JLgrati'ng noi se"
no answer
"trake"
"scrake"

8
137

Total is

146

Examples:
scr6pe, scrlltch, scrllwl,
scribble, screech

"to squeeze or tighten"
no answer
"fr6nt"
"crant"

6
2
138

Total

146

Examples:
crush, crunCh, cr6ck, cram,
cramp, cringe, crank, crash,
crimp

Arsenio Hall at the Crossroads:
Uniting Two Speech Communities in One Act
Daniel Harper and Tessa Meyer-Santiago
Brigham Young University

RESEARCH QUESTION
Arsenio Hall is a late-night phenomena, accomplishing the seemingly impossible task of stealing an
increasingly larger portion of television viewers
during a timeslot that has been dominated by one
television show for years. Every weeknight Arsenio
Hall goes head-to-head with the king of late-night
talk shows-Johnny Carson.
Critics wonder why Arsenio is so popular. As
Arsenio puts it, "I'm the talkshow host for people
who don't have a talkshow host. I am the talkshow
host for the urban contemporary crowd, for the
MTV crowd." Arsenio Hall's goal is to bring the
ghetto to the subarbs and the subarbs to the ghetto.
What first caught our attention as late-night
watchers of Arsenio Hall was how he seem to
attempt this difficult multi-cultural task linguistically.
We noticed that he seemed to use Black English
Vernacular (BEV) in certain situations, and that he
omitted it in others. We wondered what the underlying principles behind his code switches were; if
they were systematic or haphazard?
ARSENIO HALL: PERSONAL NOTES
We have included these notes to illustrate
Arsenio's use of BEV, and to present both the
newsmedia's and the audience's reaction to "The
Arsenio Hall Show."
Biography: black; Mid-30's-age uncertain;
born and raised in Cleveland's inner city; from a
lower middle class family, father a preacher; mother
divorced father because of abuse.
Excerpts from "Big Daddy Hall's New Jack
Chit Chat":
Not only is this an ultrahip Aframerican show,
but it's Dr Martin Luther King Jr's dream gone
Hollywood. "All of God's children; black men and
white men, Jews and Gentiles, Protestants and

Catholics, will be able to join hands together and
sing" ... LeVert's "Just Coolin. '" or watch Arsenio
house Woody Harrison from Cheers like a landlord
in a one-on-one game of basketball.
But black and white isn't the only line,
Arsenio's tiptoeing along. One moment he's affecting the impeccable elocution of a millionaire's son;
the next, he's rolling his shoulders, doing a new
jack begging for an autograph: "Hey, boy-es, you
large, you large, you so large, Money you Gigantor.
My girlee wants an autograph, knowwhatI'msayin',
but I told her, 'That's MacGyver, baby, he's too
dope for that. '"
"If you're a yuppie, then I'm a buppie." The
audience hoots "What?" Arsenio shoots back,
offended, "I am a buppie." But the crowd won't
budge. They don't care about the side of Arsenio
Hall that claims a nouveau Aframerican aristocracy.
Despite the vented Ron Rinkes suits with the draped
'30's lapels and the slick TV table manners, they
want Arsenio Hall to remain street forever. And
every time you see him point to the band and say,
"My Posse, let's get busy," or mimic a moneymaking homeboy talkin' street so dead-on you're
waiting for hip hop speakologist Big Daddy Kane to
come out and translate, you know he will.
A Harlem guy who leaves his buddha-blear
(reefer) spot exactly at midnight, just to get home
and watch the show, says "A lot of people say he's
an Uncle Tom but that's just jealousy. The man is
funny."
After the commercial, Arsenio says he heard a
rumor that Hearns can step off into a funky slide and
camel walk just as smoothly as the Godfather of
Soul. Hearn's embarrassment stokes the troublemaker in Arsenio. Kicking the plush tweed Ottoman
out of the way, Arsenio motions to Michael Wolff
and the Posse-they drop the quick beat of "I Foot
Good"-and proceeds to good/oat. Arsenio's move

ARSENIO HALL AT THE CROSSROADS
is not only entertaining for the audience, but it
speaks sotto voce volumes to Hearns: "Don't be
ashamed my brother. James is our Nijinsky and this
is our Bolshoi."
'''Can you say the word 'ass' on television?' he
asks innocently. 'Can you say the word 'ass' for
me? The audience responds like an obscene choir.
'Better yet, say it like the black folks do 'ay-ass'.'"
Asked whether he was second-guessing his
own talent: "No ...That kind of second guessing
represents fear to me. I don't have time to be scared.
If I allow myself to be frightened, I'll wind up in a
McDonalds in Oeveland with two large cokes in my
hands talkin' about 'D'yall need lids on these?'"
REVIEW OF LITERATURE
Bonnie Urcioli in her article "Bilingualism as
Code and Bilingualism as Abstract," in which she
maps the code switching of Puerto Rican
Spanish/English bilinguals, identifies a factor of
great influence on the significance of the code
switch: the contact situation--outer sphere, or inner
sphere. The inner sphere operates under the principle of shared structural and social conditions; the
outer sphere is marked by a sharp imbalance in class
advantage. Code switches within inner sphere contacts, ego blacks and Puerto Ricans, are not of great
significance because a mutually intelligible base is
understood. These code switches may be classified
code neutral. On the other hand, code switches between Puerto Rican and Anglo speakers of English,
or BEV and Anglo speakers of English are of great
significance because the situation is governed by the
understanding that there will be little understanding;
therefore, every code switch is of linguistic and semantic significance in an attempt to increase intelligibility. Thus, dependent on the circle, the difference in form indicates either 1. no change, or 2.
significant change.
Another factor, which is of considerable interest
in our study, is Urcioli hypothesis that the PRE accent marks a continuance of sound between PRE
and PRS. In a sense, PRS is partially phonetically
integrated with PRE. The question of borrowing
here becomes one of degree rather than an absolute.
Discernable accent becomes then a code carried over
from one to another and is important because people
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are classified by accent according to class status,
age, gender and ethnic identity. Even though structurally there may by no discernible difference between PRE, BEV and SAE, the accent remains as
evidence of code-switching.
In John Baugh's article "The Situational
Dimension of Linguistic Power in Social Context,"
he identifies the trend of the 60's in that television
portrayed the prevailing linguistic attitudes, which
denigrated nonstandard dialects in favor of standard
English. The implications were that standard English
is the dialect of the rich and powerful. The question
his observation raises for us is: How do we interpret
the rising popularity of black TV sitcoms; how
prolific is the use of BEV and what are sociopolitical implications of this rise in popularity?
Although this issue is not addressed in this particular
study, the implications make this issue suitable for
further research.
His main thrust though is the situational implication of the principle of Linguistic Loyalty in BEV.
He cites Ogbu's distinction between "autonomous"
and "caste-like" minorities: autonomous are no
longer economically or politically subordinate, while
caste-like minorities, which tend to be nonwhite,
continue to be socially dispossessed, and their linguistic differences only serve to heighten this isolation. However, the irony lies in the fact that,
although linguistic differences can be overcome with
a good education, the adoption of the standard
English is seen as a rejection of the native vernacular, its culture and speakers. The pragmatic response
to the paradox is that adult BEV speakers tend to
shift linguistic styles depending on the circumstance.
Although style shifting is a common linguistic occurrence, nonstandard speakers evidence a greater
tendency to style shifting than standard English
speakers, although they tend not to adopt standard
English unless the move contains personal value for
them.
Baugh identifies four situational types using
language use in different social contexts to measure
the extent to which Adult BEV style shift:
1. Type 1: speech events with familiar participants
native to the black vernacular culture, sharing a
long-term relationship which is close-knit and
supportive.
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2. Type 2: the participants are not well acquainted
but are members of the black vernacular culture.
3. Type 3: participants are well acquainted but the
black vernacular culture is not shared; solidarity
may/may not exist between the two.
4. Type 4: participants are not familiar nor is BEY
common to them.
In their book Dialect Clash in America, Brandes
and Brewer deal with what they term Black
Amerenglish. Although their studies are not the most
recent-the book was published in 1977 and they
still subscribe to the isolation theory of African language influence in the development of BEy-they
still offer a useful outline of black grammar and code
markers.
The features they identified and which we
looked for as the basis for our analysis are:

GRAMMATICAL FEATURES
1. deletion of the third person singular, present
tense marlcer .. -s"
2. absence of the possessive suffix "-'s"
3 . -ed suffix omission
4. the multiple negative
PHONOLOGICAL FEATURES
5. reduction of word final-consonant clusters; with
the subsequent addition of homonyms in BEY
not found in SE eg.built and bill, coal and cold.
6. formation of noun plurals from words which
have undergone consonant deletion; the deletion
is not haphazard, nor is the formation of the
noun plural; ego task .... tas' .... tases.
7. the pronunciation of "th"
initial medial terminal
unvoiced N=/tink/ /f/=!myfrn/ /f/=/b f/ /f/=/frow/
voiced /dI=/dis/ Iv/=/m v r/ /v/=/leyv/

8. "r-Iessness": appearing medially and terminally,
the "r" is reduced to a vowel-like sound or
deleted
9. "l-lessness": reduced to an "uh" sound when
occurring medially or terminally, or deleted
altogether
HYPOTHESIS
Because the aim of Arsenio Hall's late night
talkshow is to unite the ghetto and the suburbs in
one speech event, Arsenio will demonstrate linguistic awareness of the inclusionary or exclusionary
effects of the use of BEY within the social contexts
outlined in Baugh's article. We expect to see a
greater frequency of BEY with intimate BEY native
speakers.
RESEARCH METHODOLOGY
We performed a case study of Arsenio Hall's
use of black vernacular in varying social contexts.
We videotaped 11 of his nightly talkshows "The
Arsenio Hall Show." Using the social contexts outlined by Baugh, we divided Arsenio's monologue
and guests into 6 groups and analyzed for the frequency of BEY usage according to the grammatical
and phonological markers of BEY found in Brandes
and Urcioli.
Six Social Contexts for Speech Events

I.
II.
III.
IV.
Y.
VI.

Black English (BEY) & Black English (BEY):
Oose knit, native
Black English (BEY) & Black English (BEY):
Not close, native
Black English (BEY) & Standard American
(SAE): Shared Acquaintance
Black English (BEY) & Standard American
(SAE): No commonality
Black English (BEY) & Non-native American
English (NNAE): No commonality
Black English (BEV): Monologue
Arsenio's Guests According to Social Context

I.
II.

Heavy D, Magic Johnson, Sinbad.
Sherman Hemsley, Smokey Robinson, Carol
Gidst (Miss USA), Don Cornelius.
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III.
IV.

V.
VI.
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Rob Lowe, Jamie Lee Curtis.
Oliver Stone, Tom Hanks, Gloria Steinam,
Farah Fawcett, Pierce Brosnan, Phil Donahue,
Barbara Quayle, Siskel & Ebert, Glenn Close,
Patti Austin, Eric Idle.
Vlade (Czechoslovakian), Gloria Estafan
(Cuban).
Arsenio Hall

RESULTS
TABLE I
BEV MARKERS USAGE WITHIN SOCIAL
CONTEXTS
I

II

III N

V VI Tot

voiced th=d
20
lexicon
4
drop fmal cons. cluster 13
"be" verb
5
"r" lessness
2
unvoiced th=f
2
absence of poss. suffix 1
"got"
1
"ax"
0
"1" Iessness
2
multiple negative
0
drop initial vowel
1

5

3
2

o
o

1
1
0
1
2
0
0
0
0
0
0

1
0
1
0
0
0
0
0
0
0

8
2
2
0
2
0
0
0
1
0
0
0

26
17
0 8
0 7
0 5
0 0
0 3
0 2
0 1
0 0
0 2
0 0

62
26
22
12

10
4
4
3
2
2
2
1

TABLE II
FREQUENCY OF USAGE
SOCIAL CONTEXT FREQUENCY
I:
II:
ill:
N:
V:
VI:

BEV and BEV: close knit 13.0
BEVand BEV: not close 3.0
BEV and SAE: close knit 3.0
BEV and SAE: not close 2.2
BEV and NNAE: not close 0.0
BEV: monologue 6.0

Method used to determine the frequency of usage:
Each 60 minute show is divided into three segments:
monologue, guest, guest. From 11 shows, there
were 22 guests and 11 monologues. We categorized
the instances of BEV into the 6 social contexts (see
Results). The total instances of BEV per category
was divided by the number of guests that fell into
that category. For context VI: monologue, seeing as
there were no guests, we simply divided by the
number of shows recorded.

ANALYSIS
In Table I, the two most frequently used marlcers of BEV are the phonological voiced th=/d/, and
the black lexicon. With the /d/, this indicates that
even though the structural properties of BEV and
SAE are the same, the /d/ accent marks the switcher
as being based in another code; however, the two
codes SAE and BEV are mutually intelligible at this
juncture. The use of lexicon can be exclusionary but
often Arsenio begins his show with a definition of a
BEV term that will be used in the monologue, thus
creating an inclusionary affect. Accordingly, in all
categories, except the final consonant cluster drop,
the highest BEV usage occurs in the monologues
where the exclusionary effect can be more consistently controlled. The majority of the other BEV
markers found in the show tend to be phonetic variations of SAE rather than grammatical or structural
varieties.
In Table II, the results show that the use of BEV
varies according to social context. Context I showed
the highest frequency of BEV with 13.0 (average
number of instances of BEV). However, this was
due to Magic Johnson, a black basketball player,
who used an unusually high rate of BEV at 48.
Other guests that fell into Category I had a frequency
rating of 4.5. The category with the next highest rate
of BEV usage was the monologue with an average
of 6.0 instances per show. This supports our hypothesis. In his monologue, he is 1. not addressing
a specific person, therefore does not have to take
into account their familiarity with BEV, and 2. assumes more frequently the "new jack chit chat"
street persona, as expected by his audience. The remaining categories evidence a decrease in the use of
BEV according to social context as expected.
Interesting to note, is that Categories II and III
show the same frequency of BEV at 3.0, even
though category II consists of 2 speakers native to
BEV though not well acquainted while category III
includes a BEV speaker and a well acquainted
speaker of SAE but nonnative speaker ofBEV. This
seems to indicate that familiarity between speakers is
as important as a shared linguistic heritage when it
comes to code switching between SAE and BEV.
Also, the absence of BEV in category V indicates
that competence in SAE by both speakers is required
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before code switching into BEY occurs. This proves
Urcioli's hypothesis that speakers within the outer
sphere switch only when the switch is needed to increase intelligibility. Any switch that Arsenio would
make would only decrease the intelligibility of their
exchange. This requirement, while true in the context of a television show, does not necessarily hold
true for daily situations/informal speech events.
CONCLUSION
Because Arsenio Hall's agenda is inclusionary,
bringing the ghetto to the suburbs and the suburbs to
the ghetto, rather than exclusionary, he uses BEY in
a way that is mutually intelligible for both guests and
audience. Thus, our hypothesis is confirmed.
An interesting example of this is his interview
with Magic Johnson. As Appendix I indicates,
Magic Johnson had the highest rate of BEY usage
for any guest and was even higher than Arsenio's
monologues. During the interview, the frequency of
BEY increased as the intimate nature of the topic
increased ego girlfriends, Friday night on the town.
Arsenio would attempt to control the BEY usage by
returning to less intimate and more neutral topics.
Arsenio's topic shifts indicate his reluctance to allow
conversations to become predominantly BEY, to the
exclusion of his white audience. He is always attempting to create a comfortable balance for both his
guest and his audience.
He exhibits further linguistic awareness of
BEY's exclusionary effects for his guests as evidenced by his interviews with Gloria Estefan and
Ylade (Laker basketball center), both NNAE speakers. Arsenio used no BEY as a courtesy to speakers
where the SAE is a second language, realising that
code switching would decrease intelligibility. His
socio-political agenda for the show must take into
account the linguistic competencies of both his audience and his guests.
The phonetic nature of the majority of the BEY
markers adds credence to Arsenio's claim to be playing to both audiences. Different phonetic pronunciations of familiar terms are easier to understand by
SAE speakers than actual lexical changes, and also
not as likely to be labelled negative or "bad" language. Through language, he is trying to include in
one speech event, two linguistic audiences that have

formerly been separated by the media, specifically
and society at large.
The possible weakness of this case study is the
small number of guests analyzed in certain social
contexts, as well as the uneven distribution of guests
throughout the social contexts. The uneven distribution of guests, predominantly BEY and SAE: not
close, is however, a reflection on our society's prejudicial definitions of who's hot and who's not.
Implications for further study: there is an abundance of other BEY markers which have not been
analyzed in this particular case study. However, we
doubt further studies in this area would reveal further insight to our hypothesis. We see a need for
further analysis f)f the use or absence of BEY by
black speakers in the media to determine the reasons
for either the inclusion or exclusion of BEY. ego
Why can a successful black doctor and his family,
portrayed in The Cosby Show, not use BEY at all?
Or, why does a major manufacturer of athletic
equipment, Nike, use speakers of BEY as their
spokespersons?
We realize that reading this research without the
aid of watching Arsenio Hall in action limits the impact of his linguistic abilities. We recommend that
the readers take some time and watch a few shows
and do their own mini-research. Concentrate on
Arsenio's use of BEY and decide for themselves if
he succeeds in achieving mutual intelligibility for
both speech communities.

I.

APPENDIX 1
BEY and BEY: close knit
a. Magic Johnson and Arsenio
"peepol" (people)
"wumon" (woman)
"how mi"
"had da lakes"
"I'm gun lose"
"plus you got two frien's der"
"loaned ja"
"da han"
"my actin skill"
"wolk dat hard"
"freepeat"
"could' a beat dem"
"workin on dat emmy"
"gonna do dat to ya boy"
"dis spose ta"
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"dis spose be a coach"
"I forgot bout dat"
"heps high school students"
"have da grades"
"awl da proceeds"
"jus a ho"
"Arsenio be coaching"
"las year"
"who don' have tickets"
"you dog me out"
"use" (you is)
"different people houses"
"I take Arsenio"
"Everyone from Michigan are here"
"den"
"I be the owner"
"hafta"
"I done ever"
"here it go"
"jus hangin"
"go dat route"
"pushin dat book"
"dis society
"dat was some nice spots you did"
"he got to go"
"sign my boy"
"Arsenio like to shake foo"
"sty" (style)
"ya know I'm yo boy"
"was dat bout"
"you know sumpum I don' know"
"da league"
"so fresh, so fly"

"jus lookin hansum"
"how you feel"
"backbitin and phonin"
"nut a lick"
"this brother will do it to ya"
"we still frien's"
"I know whatcha doin man"
III.

BEV and SAE: shared acquaintance
"what was dat about"
"what was on yo mine when you was opposite
Snow White"
"don't dat itch"
"I check you out"
"I been wid a lotta dancers"
"I've not tal into it"

IV.

BEVand SAE: no commonality
"let's git right to it"
"heavy" "that's heavy"
"kick it"
"one of them Ronald Reagan answers"
"do summin"
"he so tacky" (BEV woman)
"I saw dat playboy issue wid russian women"
(homeboy)
"you know you got a woman in your arms"
"did you ax for an explanation"
"what may you do this"
"he even tol you not to do it"
"one oar in da water"
"home girl is gone"
"you all did"
"was up"
"what's dat all about"
"I need dis gig"
"what dat was"
"it want in yo body"
"be like Johnny, dat's my thang"
"it can mess up yo whole day"
"he ain't dat fine"
"he ain't dat fine either"

V.

BEV and NNAE: no commonality

VI.

BEV: monologue
"STUPID: to begin the fun-filled festivities."
"LARGE: greater than average in scope. A
succesful and extraordinary talent."
"HYPE: to rouse excitability. Exhilirating.
Stimulating. Spectacular."
"posse"
"they large" "he large" "Oliver Stone is
large"(when talking about a speaker of SAE,
uses "be" verb)
"ya understand what I'm sayin"

b. Sinbad and Arsenio
"boy can sing"
"he can throw down"
"them folks col"
"please don' wear dem earings on national TV"
"a white suit that poly and ester wouldn wear"
c. Heavy D and Arsenio
"I'm having problems wid im"
"I gotcha"
"this heavy brother" (be deletion)
"dat chew"
II.

BEV and BEV: not close knit
"dat"
"Lufur" (Luther)
"somefm" (something)
"ain't dat a kick in da head"
"I sure would like to go on da road wich jew"
(homeboy)
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"was up" x2
"jus keep yo ass in the house"
"do dis"
"ya'lllying"
"you hard"
"id be"
"she looking at you"
"you engaged now"
"let's get busy" x6
"give somma dat to my posse"
"I would never learn da language"
"I didn' learn da rest of da letters"
"dis will be real cool"
"wid sauce"
"I don' even need jew here"
"you tum" (your tum)
"you fine" (your fine)
"you damn right"
"give it up for him"
"da group"
"ginune a beat"
"i jus had to do dat"
"jus to mess wi somebody
"you gonna eat dat sandwich?"
"I feelluv in da room, let's share dat luv wid
celibate prostitutes"
"like everybudy else in da neighborhood"
"you can't put Flipper in da ca"
"bring yo ass in da water"
"if da wails could talk"
"I co~d give a damn about someone do a
chicken"
"Oh, Lawd"
"we havta call de guy in"
"I forgot to ax him"
"and dese ribs don have no bones, ribs got
some bones"
"dentist office"
"dose 01 magazines, you pick it up an da cover
fall off'
"nunna da good Jackson's were there"
"get ready do"
"a hundred percent a men rap to a woman"
"you know you don' know nuttin 'bout no
backrub"
"how do dey know"
"when it's dat col usuaily you nose is runnin"
"and don't dat sign stuck in da grass ruin da
grass"
"removed wid a laser"
"he got a hickup"
"all kinda products"
"don't even do nothin fo us"
"tiles" (towels)
"I stole ya one of yo towels"
"I don know what dat's about"

"this line is bad"
"even white people mad cuz he bad"
"have you ever looked at MC Hammer shoe"
"tow up all kinda cars hit a pole"
"she know what I'm sayin"
"sick of dese tests"
APPENDIX 2
This is an interesting example of the favoring of
the oral tradtion in the black culture: .
story about a girl he went out with: "she went
off: "who are you, Mr. Blackwell to tell. me my
earings are too large." "I don't think I'm Mr.
Blackwell, I just thought you might want to rethink
those Angela Davis, hoolahoop size earrings or buy
a S1. Bernard. light em on fire and have him jump
thru it"
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Can There Be a "Feminist Linguistics?"
William Eggington
Brigham Young University

IN1RODUCfION

The purpose of this paper is to explore the relationship between some current feminist theories
concerning language and current approaches to linguistics. The title of the paper comes in the form of a
question which subsumes a number of other
avenues of inquiry. Sally McConnell-Ginet (1988),
a linguist who is also a feminist, provides a sampling of some of the concerns of this area of
investigation and some of the questions to be
answered if the area is to develop. She states that:
in fields like anthropology and literature, however, many leading non-feminist scholars soon
saw gender studies as of great potential
theoretical significance, whereas linguistic
theoreticians (correctly) [sic] saw gender as
irrelevant to the questions of formal grammar
that have been center stage in mainstream
linguistics. Many linguists do not see how to
combine their linguistic interests and their
feminism. Can sex and gender function as
central analytical categories in linguistic
thought? Can a feminist linguistics profitably
interact with mainstream linguistic thought?
Must we swim against that mainstream to
explain the language component of gender
phenomena? (1988:75)
As mentioned above, there has been a considerable feminist intervention in other humanities fields
such as anthropology and literature. This intervention has advanced a number of theories which make
interesting and somewhat revolutionary claims concerning language and the English language in
particular. Although it is not conventional to interject
a personal response into the academic register in
which I am now functioning, I feel it is appropriate
since these feminist linguistic theories appear
designed to summon personal responses.
I am proud of my field. I think linguistics does a
lot of practical good throughout the world especially
when its theories are applied to assisting oppressed
peoples gain some control over their lives. For

example, much of my professional career has been
involved in assisting Indochinese refugees, Mexican
Americans or Aboriginal Australians as they have
struggled against various forms of institutional and
social racism caused, in part, by their inability to
function in empowering linguistic domains.
Recently, I have listened to students and colleagues
tell of another form of language oppression. I have
heard that males, white European males, like me,
were oppressing females through language. For
example, Spender (1980) claims,
the English language has been literally man
made and that it is still primarily under male
control .... this monopoly over language is one
of the means by which males have ensured
their own primacy and consequently have
ensured the invisibility or 'other' nature of
females (1980:12).
As I investigated this startling hypothesis further, I found that I was not only identified as an
oppressor because of my gender and my race, but I
was also an oppressor because of my chosen field of
academic study. Penelope (1990: 1, 55) alleges that
linguists are leaders in forming theories and
approaches towards the study of language that
contribute significantly to the oppression of women.
My initial reaction to these claims was to
dismiss them as a set of wild, unfounded accusations. However, I remembered when I was a
member of a group of ESL teachers who accused
refugee camp administrators of racism because they
refused to consider the needs of the Vietnamese
refugees under their control. Vietnamese think of
eating lamb the same way we would think of eating
horse meat. Yet they were frequently served lamb in
the refugee cafeteria - the only place they could eat.
At first the administrators scoffed at our requests to
stop serving lamb; then they demanded to see
evidence of our claims; then they dismissed that
evidence; then they attacked us by suggesting that

,
~
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we were attempting to take control of the camp. This
power conflict was resolved only after a number of
refugee bungalows were destroyed by fires caused
by the Vietnamese attempting to cook food in their
living quarters.
This type of experience has been repeated a
number of times throughout my professional career.
So now it was my tum to be accused as an oppressor. I decided that I could not, and would not, react
like the typical oppressors of my past when confronted with their oppression. Rather I would try to
understand my accusers. I am still learning, but I
believe I have learned enough to at least pose and
partially answer the question, "Can there be a
feminist linguistics?"
The question is not necessarily addressed to
you, or to me. In a sense it is a question concerning
reality in the same way as a question such as, "Can a
crow fly backwards?" is. By the way, they can and
do in the Australian outback at least. Feminists say a
lot about language. Other academic areas with much
to say about language have merged to create linguistic sub-fields such as psycholinguistics, sociolinguistics and anthropological linguistics. Even
political movements have combined with linguistics.
For example, there is a Marxist linguistic tradition
which concentrates on the language of the class
struggle. So, is it possible to bring feminist thought
and linguistic thought sufficiently close to at least
make it conceivable for there to be a feminist
linguistics?

LINGUISTICS: A DEFINITION
As mentioned above, linguistics is the scientific
study of language. Linguists have long realized that
they study an entity (language) that just about every
human being possesses and holds as a valuable
portion of human individual and collective identity.
Linguists have also realized that it is an almost
universal human trait that we have strong opinions
about language and language behavior regardless of
whether we have studied language. To ensure that
our individual, somewhat subjective opinions about
language do not cloud our theories about language,
linguists have invested heavily in objective scientific
principles and procedures when conducting
research.
A typical linguistic procedure is to observe a
particular linguistic feature, ask questions, create
hypotheses, create procedures to test the hypotheses, collect data, analyze the data, and draw conclusions from that analysis. In recent years, with the
explosion in availability and sophistication of computer driven data analysis techniques in the sciences,
linguists have begun to use advanced inferential
statistical procedures which sometimes involve huge
data bases comprised of multiple dependent and
independent variables. Multivariate analysis of this
type has helped us realize that language behavior is
not a single entity influenced by single causes.
Rather, language behavior is multilayered and is
influenced by multiple variables.
DISCUSSION

FEMINISM: A DEFINITION
Broadly speaking, feminism is seen as a
movement that wishes to replace what feminists see
as a dominating patriarchal conceptual framework
with an alternative value system (Reuther 1975) - a
value system which includes, acknowledges and
encourages the views of women and which will
ultimately end the oppression of women. As I began
my attempt to understand the relationships that feminists say exist among gender, language and oppression, I became aware of at least four approaches to
feminism. These have been labeled "liberal feminism, traditional marxist feminism, radical feminism, and socialist feminism" (Warren 1987 :9-17).

Thus, in investigating the compatibility of feminism and linguistics, I can focus on a myriad of
variables and relationships. However, because of
time constraints, I will only concentrate on a few
facets of the question, beginning with an attempt to
relate aspects of the four mentioned feminists
approaches to broad linguistic theory and
knowledge.
LffiERAL AND MARXIST FEMINIST
APPROACHES TO LANGUAGE
Liberal feminist thought agrees with Marxist
feminist thought in promoting the concept that men
have created a society where women are oppressed
because they have been prevented from entry into

A FEMINIST LINGUISTICS?

the more powerful, and rewarding, language
domains. The claim is made that one way men have
done this is through structuring the language of
these empowering domains in such a "male" way
that women are prevented from being able to express
themselves. In essence, men are accused of creating
their own empowering restricted codes. Thus the
only way women can express themselves in empowering language is through a code which is not of
their own making. Women, therefore, are a muted,
unempowered social group (Kramarae 1981;
Spender 1980). Because of space restrictions, I will
examine, in some detail, one particular feature of
this restricted code which supposedly supports this
concept, and briefly mention a number of claims
typical offeminist approaches to language.
Feminists state that males have created a
hierarchical, linear impersonal rhetorical mode and
have positioned that rhetoric as the preferred model
for developing topic in empowering restricted
domains such as academia and law. Women find it
difficult to function in this male-created mode,
because, as Humm (1986) claims,
women think in circles rather than lines,
[women] tend to be holistic rather than partial,
[women] prefer open to closed systems;
[women] employ associational rather than
sequential logic (1986:14).
This assumption, then, is built on the contrasting
nature of male and female preferred rhetorical styles.
One response from linguists to these assumptions would draw attention to the contrastive rhetoric
paradigm first established by Robert Kaplan (Kaplan
1972). Kaplan originally hypothesized that speakers
and writers of individual languages prefer to develop
topic in culturally influenced patterns. For example,
a preferred mode in English academic discourse is
the above mentioned linear, hierarchical order.
However, speakers and writers functioning in other
languages, other cultures and other registers prefer
to develop topic differently. Recently, a considerable
amount of empirical research has supported, and
more clearly defined, this contrastive rhetoric hypothesis (Connor and Kaplan 1987). For example,
through the application oflinguistic analysis, I have
shown that the preferred Korean academic mode is
circular and associational. However, Korean
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scholars who gain competence in English do eventually acquire the linear discourse structures while
writing in both English and Korean (Eggington
1987).
Koreans are not the only non-native English
speakers to master different rhetorical modes. An
incredible number of English as a Second Language
students graduate with advanced degrees from
American, British and Australian universities. They
have mastered the restricted linear code of academic
English. They have not been muted.
Elsewhere, I have investigated the circular
rhetoric preferred by certain Aboriginal language
speakers and hypothesized that circularity even in
written discourse is an indicator of a primary oral
culture, or an oral residue culture or an unplanned,
informal language register (Eggington 1991;
Eggington 1990). Indeed, when linguists analyze
unplanned spoken and written discourse, circularity,
openness and associational thinking are common
features regardless of the gender of the speakers or
writers. Thus, these rhetorical features are not
female in nature. They are just some of many
discourse modes available to all speakers of all
languages. Likewise, linear, hierarchical depersonalized discourse is not a preferred male trait, but rather
an efficient way of transacting information that one
particular community of writers has chosen as a
standard.
This discourse style has evolved not because of
an exclusionary desire to create a restricted code, but
rather as a reflection of the nature of the subject
matter and as an aid in effective communication.
Atkinson (1991) has conducted a diachronic study
of the evolution of rhetorical norms in the Edinburgh
Medical Journal from 1735 to 1985. His study
indicates that initial medical discourse was open,
narrative, non-linear and associational. However, as
the speech community grew and the base of
knowledge expanded, the rhetorical norms became
more "informational", less "involved" and more
linear. This change in rhetorical norms was a
response to both the communicative demands of the
speech community and the nature of the discourse
topic. Interestingly enough, Atkinson's research
indicates that the preferred writing style of the
Edinburgh Medical Journal is continuing to evolve
once again mostly in response to the evolving ways
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that research is conducted and the evolving expectations of the speech community.
Written academic discourse is part of a vast
information storage and retrieval system which
transcends time and space. Obviously the message
that is put into the system by the writer should be the
same message that is retrieved from the system by
the reader regardless of whether the reader knows
the writer, is familiar with the writer's culture, the
writer's time frame, gender, age, race, nation or any
other personal variable. A depersonalized, linear
hierarchical development of topic ensures clearer
understanding across temporal and spatial distance.
This rhetorical style is simply one of the many
language registers or codes available to all human
beings regardless of race, gender or religion. There
is no evidence to suggest that one particular
individual would have a more difficult time mastering this code than another individual based on the
linguistic nature of the code. Difficulties in
mastering this code, as in mastering any code,
depend upon a host of non-linguistic social variables. As McConnell-Ginet (1988) suggests,

In a sense, feminist language fIndings involving
women's language enter a folk linguistic category.
For example, I have quoted Humm's (1986)
declaration that women think in circular patterns.
Here is something that is testable through the
application of the scientifIc method, but Humm
states it as a given. Her claim is then cited in at least
one other work focusing on feminist rhetoric (Hart
1990:416). Thus, an unsupported claim becomes a
given fact. Other folk linguistic claims involving
women's language are:

social privilege leads to a kind of linguistic
privilege, making it appear that the language
itself supports the interests and reflects the
outlook of those with privilege (1988:91).

2. Women use a rising intonation when concluding
declaratives which once again shows insecurity.
Linguistic study has shown that rising intonation is a variable that is found in many regional
and social varieties of English (Millward
1989:317). This linguistic factor does not seem
to be related to speaker insecurity.

She argues that oppression of women is not in the
language itself, but comes through the way language
is used as part of social structures and institutions.
This, of course, is not a new understanding. As
mentioned at the commencement of this paper, linguists have been aware of oppression through
language use for a long time.
The above example hints at a number of underlying problems I have faced while trying to
understand feminist views on language. Perhaps
because they are constrained by a tight defInition of
feminism, feminists seem to have a biased, single
causality, single dimensional approach to language
analysis. Language appears to be investigated with
the aim of fInding evidence for the male oppression
of females. Once that evidence is found, no other
explanations to account for the evidence are sought.
The evidence then becomes a given which is not
challenged nor supported.

1. Women use more tag questions than males.
Since tag questions are a sign of linguistic
insecurity, this proves that women are insecur~
about their language. However, linguistic analysis shows that the tag question is used more by
women in some domains, more by men in
others. In addition, the tag serves multiple
functions with very few of these functions
indicating linguistic insecurity (penelope 1990:
xxiii). In some instances, the tag is a powerful
rhetorical device, isn't it?

3. Women use more specifIc terms for color than
males. Some studies have indicated that this
may be true in certain language domains.
However, what does it reveal about femalelmale
relationships? Lakoff alleges that this heightened
color naming specifIcity derives from the exclusion of women from important decision making,
rather they are left to make trivial fInite distinctions between color as a "sop" (Lakoff 1975:9).
The labelling of colors is an area which has been
extensively researched by anthropological linguists. Once again, there appears to be no correlation between the ability to name colors and
social oppression.

A FEMINIST LINGUISTICS?

As mentioned above, much of the research on
"women's language" (WL) tends to be single cause,
single effect, and single dimensional. Much has
been written about the language of WASP middle
class American males and females. However, as
McConnell-Ginet (1988) indicates:
middle class black women, for example, do
not find 'coherent images of themselves in
contemporary literature on language and
gender' (Stanback 1985: 177). And one
woman complained to Barrie Thome (personal
communication): 'I'm tired of being told that I
talk like a man. I talk like a Jew.' As a
normative model, the WL features have rather
limited support, even among mainstream white
women (1988:83).
RADICAL AND SOCIALIST FEMINIST
APPROACHES TO LANGUAGE
The remaining two approaches to feminism,
radical feminism and, in part, socialist feminism
blame the oppression of women on patriarchal
attitudes towards reproductive biology and the sexgender system. In this approach, women are defined
by men as people whose reasons for existence are
either to bear and raise children as mothers or to
satisfy male sexual desires as sex objects.
Radical feminists have built upon the sex-gender
and language notions of Freud, Saussure and Lacan
in an attempt to show that, in the Patriarchal
Universe of Discourse, or present day male dominated English the prevailing metaphors are
LANGUAGE IS A CONTAINER, LANGUAGE IS
A WOMAN and LANGUAGE IS A TOOL,
LANGUAGE IS A PENIS (Penelope 1990:44).
Radical feminists claim that these prevailing
metaphOrs are built into the language, and from that
language, the metaphors enter our consciousness
and our beings. We are "born in a language and the
language speaks us, dictates to us its law" (Helene
Cixous as quoted in Cameron, 1985:114). Thus,
there is a strong reliance on both
Saussurian/Lacanian and Whorfian linguistic deterministic theories. That is, radical feminists agree
with "language determines thought" hypotheses.
It is ironic to note that, in much current
psycholinguistic or applied linguistic research, about
the greatest faux pas one can commit is to base one's
argument on linguistic determinism. Linguistic
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determinism is an appealing concept, a concept that
has been around for a long time. There is a relationship between language and thought, but that
relationship does not have to involve causality.
Indeed, McGuire (1985), in a review of language/thought causality research, states that "the low
correlations .... have been a scandal of the field for a
half century". Even basic introductory texts on
linguistics and language study discredit these theories (Yule 1985:196-198).
On a more sinister note, linguistic determinist
hypotheses have been used as a weapon of oppression against indigenous minorities. For example,
many Australian Aboriginal languages do not have a
counting word for any number above two. They
mostly refer to any grouping above two by using
qualifiers and collective nouns such as the English
word "mob", or "little mob" or "big mob", or "b-i-g
mob". In this case, linguistic determinism would
hypothesize that, because Aboriginal languages do
not have counting words above two, Aboriginal
people themselves are unable to think of numbers
above two. Thus, the notion that they are a primitive
people, the most primitive people on earth, was
reinforced. This notion was used to rationalize
incredible acts of terrorism against Aboriginal
people.
Empirical research conducted by Fatemeh
Khosroshahi (1989) reveals some interesting findings concerning the application of linguistic determinism to gender discrimination in language. She
acknowledges that the generic "he" suggests a male
referent in the mind of the reader. But her findings
reveal the multivariate complexity of language and
language analysis. She states,
Traditional language men and women still
consistently use the generic "he" in their
writing and they also interpret generic sentences primarily in terms of male referents;
both their language and their thought are
androcentric. Reformed-language women, on
the other hand, have changed their pronoun
usage according to feminist ideology, and their
comprehension of generic sentences is not
androcentric. Their language includes women
and so does their thought. Thus, like the
traditional men and women, their language and
thought are consistent. However, the men who
have reformed their language and use
pronouns in the new way do not show a
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compatible pattern of thought. Their language
includes women, their thought does not, or at
least not yet. Thus, if we consider the weak
form of the Sapir-Whorf hypothesis, which
states that differences in language are correlated with differences in thought (Brown
1958), we can restate our conclusions in this
form: all groups conformed to Whorf's thesis
except the men who had reformed their language (Khosroshahi 1989:520).

What these conclusions suggest is that deep attitudinal change (thought/culture change) precedes surface
level language change. And more significantly, surface level language performance does not influence
deep attitudinal and cultural values. Consequently,
to suggest that man-created systemic language
works to oppress women because it controls even
our abilities to think flies in the face of reality.
LANGUAGE AND CULTURE
The above discussion does not deny that there is
discrimination in the way language is used in our
society. English is an Indo-European language.
Indo-European languages were, and many still are,
based on strong grammatical gender relationships.
Over the past one thousand years the English language has removed most of its gender specific
nouns and pronouns, and its male/female pairings.
The trend is continuing because the cultural and situational variables are changing.
Linguists acknowledge that there is a strong
relationship between language use, culture and
situation in the sense that language behavior reflects
and is determined by cultural and situational variables (Halliday and Hasan 1985). For example, the
English language has evolved from a Northern
European situational and cultural context. Its roots
go back to hunter-gatherer and agrarian cultures
living in Britain 1500 years ago. Consequently, the
lexicon and the morphology of English were born in
cultural and situational contexts very different from
our current contexts. In my study of Aboriginal
language, I noticed that many of these languages are
still bound to their roots because the culture and
situational contexts of Australian Aboriginal people
have changed little over the past 20,000 years.
However the English language has been
transplanted numerous times over its 1,500 year
history. This transplanting of the language some-

times creates situations where the language and the
cultural and situational contexts are out of alignment.
Let me give you a personal example. Last Easter,
perhaps because of my Australian accent, I was
asked to be the narrator of the Easter service at my
local church. I was to read from a prepared text
authored by a local composer. The text began with
something like, "In this season of spring when the
whole earth celebrates rebirth, when the whole earth
witnesses new life, how fitting it is to remember the
resurrection of our Savior." Throughout the service,
spring and resurrection were linked as a given. But
for me, that is not so. In Australia, we stop swimming about Easter, the leaves begin to tum, the days
get shorter and the cold westerly winds come up
from the Antarctic. How do I react to the language I
had to read? Do I accuse the English language of
being dominated by Northern Hemispherian
centrists, or do I accept that there is a lag time
between culture and language - that language, recause it is used to transmit culture, is often behind
cultural movement?
Sociolinguists view the interactions of language
in a society in terms of language domains. For
example, I as the composer of this paper, and you as
the reader of this paper are currently functioning in
an academic situational and cultural domain. I am
writing in the preferred genres and registers of this
particular domain. When I change domains, I
change the type of language I use. During the early
middle ages, the power domains of England were
filled with Norman French speakers. English was an
oppressed language. Due to a number of historical
and cultural changes, the English speaking people
began to be more involved in the power domains.
English rose in importance to the point where it
replaced French as the dominant language (Millward
1989: 122). Thus, before there were changes in
language, there were situational and cultural changes
within the society.
At the present time, there is significant domain
change in western societies. Women are moving into
empowering domains. As they do, the language of
these domains will change. Academics no longer use
the third person singular "he" as generic third person
because more women are participating in the
academic domain. This trend will continue.
Incidentally, I think white middle class American
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males are being called upon to move into domains
that they have been traditionally unable or unwilling
to enter. The strong, silent Gary Cooper type is no
longer seen as the model husband and father.
Because of cultural changes, males are developing
language proficiency in interpersonal, intimate
domains. Once again, cultural change precedes
language change.
CONCLUSION
So, can I answer the original question? Can
there be a feminist linguistics? I hope I have shown
that there are some significant gaps in the separate
approaches to language. Feminists seem to have
carefully constructed an argument about the oppressive nature of language based on selective conclusions' a narrow data base and single causality. At
present the scientific base of linguistics which
emphasizes objectivity and multi-causality would
seem to make it impossible to accommodate this type
of approach.
In addition, linguists have an approach to the
study of language which attempts to exclude any
attachment to a political or social cause. Peirce
(1931), one of the prominent early linguists states
that people motivated to conduct linguistic research
with a political and practical end
begin to look upon science as a guide to
conduct, that is, no longer as pure science but
as an instrument for a practical end. One result
of this is that all probable reasoning is
despised. If a proposition is to be applied to
action, it has to be embraced, or believed
without reservation. There is no room for
doubt, which can only paralyze action. But the
scientific spirit requires [us] to be at all times
ready to dump [our] whole cartload of beliefs,
the moment experience is against us. The
desire to learn forbids us to be perfectly
cocksure that [we] know already (1931:24).
Does all of this mean that linguists are not
interested in male/female language inquiry.
Definitely not. Two of my students presented minipapers at the 1991 DLLS symposium which contrasted the language of an all female "Relief Society"
meeting verses the male language of a "Priesthood"
meeting. They found some interesting features
which can be applied to real-life situations. But they
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did not extrapolate from those features some universal domination of women by males. Why didn't
they? Because the information wasn't there, and
because they were doing linguistic research rather
than feminist research. Much more can and should
be done in investigating the relationships that exist
between language, language-use and gender.
However, for any research to mean anything substantial, it needs to be as objective, as unbiased and
as empirical as possible. Such an approach would
seem to preclude much of the conclusions derived
from current feminist language study.
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Attitudes Toward Ethnicity
and Ethnic Languages in America
Catherine Brown Steinberg and Bruce L. Brown
Brigham Young University

In Roger Brown's classic 1989 textbook, Social
Psychology: The Second Edition, he argues that
since the civil rights movement there has been a
profound change in the status of minority groups in
America and worldwide. This may be largely a
result of increased awareness of and familiarity with
other cultures from the worldwide developments in
communication and travel--the "shrinking world"
phenomenon. Certainly these changes have affected
the feelings of Americans toward bilingualism and
minority linguistic groups.
In this paper, the following questions will be
addressed: What percentage of the population of the
United States has a language other than English as
the mother tongue? What are the most common
minority languages and what is their distribution
across the states? Is there or has there been prejudice
toward minority language groups in America? Is
there self-prejudice or linguistic insecurity among
these groups? How does foreign language accented
speech affect the evaluations others make of these
groups? Have attitudes toward linguistic minorities
improved since the civil rights movement? Have
these minority groups' perceptions of themselves
improved? Are there residual resentments among the
minorities? That is, does residual resentment remain
among minorities toward their former antogonists
even after the prejudice has ceased to exist?
Before addressing these questions a method will
be introduced that has been often used to uncover
linguistic prejudice--the matched guise technique
(Lambert, Hodgson, Gardner, and Fillenbaum,
1960). The matched guise is a method for studying
attitudes toward ethnic, national, and dialect groups
by obtaining the evaluational reactions of "judges" to
recordings of bilingual speakers in each of their
linguistic "guises." Listeners are exposed to a series
of pre-taped messages given by a number of
speakers. They form an opinion of the speakers'

social status according to what they hear. After
hearing the tape they are asked to evaluate tie
speakers with paired-opposite adjectives like
educated/uneducated, wealthy/poor, friendly/unfriendly, etc. The ratings are often divided into two
categories: a vertical dimension of perceived speaker
status, and a horizontal dimension of solidarity or
benevolence (Brown and Lambert, 1976). Any
difference in the ratings of speakers would indicate
covert, or less guarded, prejudice on the part of the
listeners. These judgments are not based on whether
or not the listener or judge can understand the
speaker. An example of this in the American society
is Black American speech. Most Americans can
understand this dialect but at the same time judge the
speaker to be less educated because of his manner of
speech.
Matched guise studies have been conducted in
many areas of the world. However there have been
very few studies of linguistic minorities in the
United States of America using this method. See
Barlow, 1983, for a review of the matched guise
studies from their beginning in 1960 (Lambert,
Hodgson, Gardner, and Fillenbaum, 1960) to the
early eighties. Matched guise studies that are
relevant for our purposes will be reviewed in this
paper, but first there will be an examination of the
relative distribution of minority languages in
America
THE RELATIVE DISTRIBUTION OF ETHNIC
MOTHER TONGUES IN AMERICA
As of 1976, roughly thirteen percent of the total
population of the United States had a language other
than English as their mother tongue (Fishman,
1989, figures from the 1976 census). Figure 1
shows the distribution of EMT (Ethnic Mother
Tongue) for the U. S., and for each of the twenty
states with the largest EMT populations. Notice that
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the states appear from left to right in descending
order of EMT population, with California (CA), on
the left, the largest, and Hawaii (HI), on the right,
the smallest of those twenty. The actual EMT
population count is given above each bar (in
thousands) for each state. For example, California
has 5221 above its bar, meaning that there are
approximately 5,221,000 persons in California who
have a mother tongue other than English. New York
has the next largest EMT population at 4,433,000;
then Texas at 3,041,000, etc.

speaking country. New Mexico is like a small
bilingual country with nearly half of the population
having native language other than English. Hawaii
also has a large percentage of EMT, with about a
third of their population being native speakers of
various Asian languages.
Figure 2 uses a recently-developed multivariate
graphical method, the Multigraf 1 (Brown, 1991;
Hendrix and Brown, 1990) to show the three major
clusterings of states with respect to their relative
EMT percentages. From this figure we can see that

Figure 1. Barchart Showing the Percent of EMT for Each of the Twenty States
with the Largest EMT Populations, with Actual EMT Population Size (in
thousands) Printed Above the Bar for Each State. (Data from Fishman, 1989)
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Notice that the height of the bar represents the
percentage of state population that is EMT, rather
than actual numbers. For example, the state shown
to have the largest percentage of people with native
language other than English is New Mexico, at
approximately 43 percent. As can be seen from the
shading, by far the majority of these EMT persons
in New Mexico have Spanish as their Ethnic Mother
Tongue. Even though the actual number of native
Spanish speakers (and EMT persons in general) is
much less than California, the percentage is very
high, since New Mexico has a relatively small
population.
As we can see from this figure, the United
States is far from being a monolithic English-

there are three major groupings of the thirty-two
states that have 100,000 or more non-Englishlanguage-background persons. The vertical cluster
represents the states that have a high percentage of
native Spanish speakers, and includes New Mexico,
Texas, California, Arizona, Florida and Colorado.
All of these but Florida are in a common
geographical area. The cluster down and to the left is
for those states that have a high percentage of
French native speakers (Louisianna, New Hampshire, and Maine) and of Italian native speakers
(Rhode Island, Connecticut, New Jersey, and New
York). The largest cluster, lower right, consists of
sixteen states typified by a high percentage of
German and of other foreign language.
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Figure 2. Multigraf Showing the Three Kinds of State EMT Profiles:
(1) Those That Have a High Percent of Spanish, (2) Those That Have a
High Percent of French and Italian, and (3) Those That Have a High
Percent of German and Other Foreign Languages.
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Figure 3.

LINGUISTIC MEDIATORS OF PREJUDICE
TOWARDEMf
McKiman and Hamayan (1984) studied the
relationship between Spanish accent and ascribed
status. They examined in particular the effects of
lexical patterning, phonological characteristics, and
syntax on evaluative judgments of the speakers. Of
these three aspects of Spanish accented speech,
lexicon was found to be the most influential in the
listener's perception of the speaker, as shown in
Table 1. On a seven point scale, with 1 being most
normal and 7 being most accented, lexical intrusions
received a rating of 4.86, phonemic a rating of 3.27,
and syntactic 3.24. An example of a lexical intrusion
in Mexican-American speech is replacing the word
'friends' with 'amigos'. Phonological characteristics
and syntax have about equal effects on the overall
perception of "normativeness" (as the authors
referred to it), with both having much less effect
than lexical intrusions. Bradac and Wisegarver
(1984) also found that "lexical diversity was an
especially potent determinant of perceptions of ...
speech style" (p. 239).
Table 1.
Mean Ratings of Perceived Normativeness and
Evaluation of the Speakers for Each Intrusion Type.
(Data from McKiman and Hamayan, 1984, Table2.)
Perceived
Intrusion Type
Normativeness
2.24
Standard English
Syntactic
3.24
Phonemic
3.27
Syntactic/Phonemic
3.56
Lexical
4.86
LexicallPhonemic
5.47

Evaluation
of Speaker
2.79

3.04
3.13
3.17
3.53
3.76

Perhaps the most interesting finding of the
McKiman and Hamayan study is the very high
correlation between perceived normativeness of
Hispanic speech and the evaluation of the speaker.
Figure 3 shows the scatterplot of this relationship.
The correlation coefficient between these two sets of
means (for mean normativeness and for mean
overall evaluation) is .996. In plain English this
means that the more accented a person's speech is,
the more negative the overall perception of that
person.

l

Bivariate Scatter Plot Showing the ,996 Correlation Coefficient

~ Perceived Normativeness and Overall Evaluation of the Speakers.
(Data from McKirnan and Hamayan, 1984, Table 2.)
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Unfortunately, although these authors had the
speakers rated on a number of adjective dimensions,
they did not report the data for the separate
dimensions of rating. Rather, they combined all of
them together into one overall evaluative rating. In
these kinds of evaluative reactions studies, it is
much better to analyze the adjective ratings
separately, rather than summing them all together
into an overall evaluative factor, since the adjectives
do not all give the same information. Brown and
Lambert (1976), have shown that these kinds of
evaluative adjectives will usually factor into two
major dimensions, which they refer to as
"competence" and "benevolence." They found that
competence or intelligence related adjective ratings
are generally more "objective" in the sense that there
is fairly high agreement across demographic and
cultural groups in ratings on these adjectives. On the
other hand, ratings of solidarity or benevolence
seem to be more "subjective," in that various groups
tend to rate their own group higher on these
adjectives. Brown and Lambert (1975) and also
Ryan (1979) have found that the primary effects of
non-standard accent are on com petence- related
adjectives. Given these findings, it does not seem
wise to lump all of the adjective ratings together into
one overall evaluative sum as McKiman and
Hamayan have done.
McKiman and Hamayan found that two factors
are correlated with negative attitudes toward
Hispanics. The first was high ethnocentrism scores,
and the second was a lack of contact with Hispanics.
An interesting question is whether these subjects
were more prejudiced because they have less contact
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with minorities or whether they have less contact
because they are more prejudiced.
The major point of these studies is that there is a
very high correlation between accented speech and
negative evaluations of the speaker, and that the
major marker of accented speech seems to be lexical
(as opposed to phonological or syntactic). From
these studies it can be inferred that there is prejudice
toward minority language groups in America. The
next question is whether we have evidence that these
attitudes are changing, and if so, how?
ETHNIC AWAKENING AND CHANGING
ATTITUDES
Unfortunately, there aren't many studies dealing
with changes in attitudes toward minority language
groups. However, there are a number of strong
studies that demonstrate a major change in attitudes
towards Black Americans over the past fifty years.
Since Blacks have a unique dialect of English, some
of these findings may also generalize to foreign
language-accented minority groups.

A study by Hraba and Grant (1970)
demonstrated that attitudes toward Blacks, both their
own attitudes and the attitudes of others, had
changed for the better since 1939. This was a
follow-up study of one done in 1939, and the
contrast in results is surprising. In the original study
Clark and Clark (1939) asked Black children
questions about both Black and White dolls relating
to which doll was a nice color, which was a nice
doll, which doll looked bad, and which one the
children would like to play with. It was found that
Black children preferred the White doll to the Black
doll, as shown by the percentages in Table 2 (on the
next page). In the 1969 study, as also shown in that
table, their relative preferences were reversed.
Figure 4 shows the overall pattern of these ratings.
When a Multigraf is used to display the relationship
among the four rating variables the two most
different from one nother are the vertical dimension
(of the percent who said the doll is a nice color) and
the nearly horizontal dimension (of the percent who
said that overall it is a nice doll).

Figure 4. Multigraph Showing The Percents For Each of the Four Questions
About the White Doll and the Black Doll, Comparing the Choices of Black
Children in 1939 to Black Children in 1969 and to White Children in 1969.
(Data from Clark and Clark, 1939, and Hraba and Grant, 1970.)
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In this graphical form the greatest change is seen
to be along the vertical dimension. That is, a much
higher percentage of the 1969 respondents said that
the Black doll was a nice color than the 1939
respondents. Conversely, a much lower percentage
of the 1969 respondents say that the White doll is a
nice color. In fact, the Black and White dolls have
reversed positions in the preferences of Black
children from 1939 to 1969, and this reversal is
most pronounced for the vertical "nice color"
dimension. Figure 5 shows the change in the
"almost-horizontal" dimension, that is, the
percentage who said that each is an overall nice doll.
The perpendicular projections indicate where White
doll and Black doll for 1939 and for 1969 fall on
this overall nice doll dimension. The direction of
change is the same as for the vertical dimension, but
a much smaller effect: White dolls decreased in the
preferences of Black children and Black dolls
increased. The pattern in this figure indicates that
Black children's attitude toward "nice color" has
changed more than toward the other three questions.

Table 2.
A Comparison of the Hraba and Grant (1970)
Results with Those of Clark and Clark (1939).
Black
Black
White
respondents respondents respondents
(1939)
(1969)
(1969)
1. Give me the
doll that you want
to play with.
70%
16%
Black doll
32%
30%
83%
White doll
67%
2. Give me the
doll that is a
nice doll.
Black doll
White doll

38%
59%

54%
56%

30%
70%

3. Give me the
doll that looks bad.
59%
Black doll
White doll
17%

36%
61%

63%
34%

4. Give me the
doll that is a
nice color.
Black doll
White doll

69%
31%

49%
48%

38%
60%

Figure 5. The Same Multigraph of Figure 4, but with Perpendiculars
Showing the Relative Percentages of the Choices for Black Children
in 1939 and in 1969 on the "High Percent Say That It Is a Nice Doll"
Variable.
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Tucker and Lambert (1969) investigated how
male and female Northern Whites, Southern Whites,
and Southern Blacks rated a number of varieties of
Black accented speech in comparison to network
speech and to Southern White accented speech. The
results of this study are summarized in Figures 6, 7,
and 8, which are taken from Barlow's (1983)
secondary analysis of these data. In all three figures,
the vertical dimension represents competence
(educated, intelligent, etc.), and the horizontal
dimension respresents solidarity or benevolence
(friendly, good disposition, etc.) Figure 6 gives the
results for Northern White respondents and Figure 7
for Southern White respondents.
The Southern White judges rated the educated
Southern Blacks to be nearly as educated and
intelligent as educated Southern Whites. They rated

them higher on this vertical competence dimension
than did Northern White judges. It can be inferred
from this that the Southern Whites have been
affected by the civil rights movement in a positive
way. (Unfortunately, we don't have comparable
data from an earlier time when Southern White
prejudice toward Blacks was strong.) However,
Figure 8 suggests that Southern Blacks still have
residual resentment from years of prejudice. Notice
from Figure 8 that the ratings of Southern Black
respondents vary more along the horizontal
dimension than in the other two figures. In other
words, they are judging primarily on solidarity or
kindness, with the educated Southern White speech
getting the lowest rating of all on this kindness
dimension (adjectives like friendly, good
disposition, good personality, considerate, etc.)

Fi gure 6. Multi graf of the Mean Adj ect i ve Rat i ngs Gi ven to Speakers of Si x
Black and White Dialects by Forty Male end Female Northern White Judges.
(Data from Tucker and Lambert, 1969, Mul tigrafs from Barl ow, 1983.)
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Figure 7. Multigref of the Meen Adjective Retings Given to Speekers of Six
Bleck end White Dielects by Sixty-Eight Mele end Femele Southern White
Judges. (Dete from Tucker end Lembert, 1969, Multigrefs from Berlow, 1983.)
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Figure 8, MultigrBf of the Mean Adjective Ratings Given to Speakers of Six Black
and White Dialects by One-Hundred and Fifty Male and Female Southern Black
Judges. (Date from Tucker and Lambert, 1969, Multigraf from Berlow, 1983.)
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From these 1969 Tucker and Lambert data, and
the 1970 Hraba and Grant data, we have found at
least partial answers to two of the questions asked at
the beginning of this paper. Lambert and Tucker
found evidence for an improvement in the attitudes
of the majority culture (Northern Whites and
Southern Whites) toward Black Americans. Also,
Hraba and Grant (1970) provided strong
longitudinal evidence for a striking positive change
in the attitudes of Blacks toward themselves. We are
also given some insight into the second question,
that of residual resentment among minorities after
prejuduce has ceased, from the Tucker and Lambert
data. Although they found that Southern Whites
rated "Educated Negro Southern" speech about as
high on competence as "Educated White Southern"
speech (evidence of a marked decrease in Southern
White prejudice), they also found evidence for
resentment among Southern Blacks-very low
ratings of Southern Whites on adjectives related to
kindness.
Unfortunately, we do not have these same kinds
of cross-sectional and longitudinal data for the
various Ethnic Mother Tongue groups in America.

One could argue that it seems reasonable that these
same kinds of liberalizing tendencies would have an
effect on attitudes toward the various minority
language groups. However, at least one study
suggests that at least in the Los Angeles area, there
is still considerable prejudice toward Hispanic
speakers. Alonzo (1988) compared athletes and nonathletes in a group of Los Angeles area high schools
in their relative attitudes toward White, Black and
Hispanic speech, in a modified matched guise
paradigm. (Rather than having the various speech
styles all produced by a single group of speakers as
in the matched guise paradigm, they were all
recordings of separate speakers. Cooper, 1975, has
suggested that this paradigm be referred to as the
"verbal guise" technique.)
Figure 9 gives a few of the results of Alonzo's
study that are relevant to this paper. This figure
summarizes the overall ratings of all of his
respondents on eight adjectives. As usual the vertical
dimension represents competence and the horizontal
dimension represents solidarity. In this study ratings
were made of six speakers: two of the speakers were
White, two Black and two Hispanic. Notice that the

Figure 9. Multigraf of the Mean Adjective Ratings Given to Six Speakers
(two Block, two White, ond two Hispenic). (Doto ond Multigrof from
Alonzo, 1988.)
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two Black speakers differ somewhat from one
another in solidarity ratings, and the White speakers
also differ somewhat from one another. The
Hispanic speakers are rated in almost the same
location as one another, and their ratings are
considerably lower on the competence dimension
than the ratings of the other two groups. They were
rated much lower than Black voices and Caucasian
voices in terms of intelligence, power,
attractiveness, ambitiousness, honesty, and
dependability. However, the Hispanic speakers are
rated quite high on the solidarity dimension (hi
friendly, 10 bitter). This suggests that although the
prejudice toward Blacks may be waning in America,
there is still prejudice toward Hispanic groups,
particularly in ratings of competence, but that they
may be viewed as friendly, kind, etc. Obviously
much more research needs to be done.
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ENDNOTE
1The Multigrafs in Figures 2, 4, and 5 were
constructed specifically for this paper, using a prerelease version of DataMax UNIX. We are indebted
to ECHO Data, Inc. for the use of this multivariate
graphical data analysis package. The other four
Multigrafs in the paper, Figures 6, 7, 8, and 9 were
taken from the Barlow 1983 dissertation and the
Alonzo 1988 thesis.
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