Abstract-We propose an approximation method to answer point-to-point shortest path queries in undirected graphs, based on random sampling and Voronoi duals. We compute a simplification of the graph by selecting nodes independently at random with probability p. Edges are generated as the Voronoi dual of the original graph, using the selected nodes as Voronoi sites. This overlay graph allows for fast computation of approximate shortest paths for general, undirected graphs. The time-quality tradeoff decision can be made at query time. We provide bounds on the approximation ratio of the path lengths as well as experimental results. The theoretical worst-case approximation ratio is bounded by a logarithmic factor. Experiments show that our approximation method based on Voronoi duals has extremely fast preprocessing time and efficiently computes reasonably short paths.
I. INTRODUCTION
We wish to answer shortest path queries for large graphs such as those stemming from transportation networks, social networks, protein interaction networks, and the web graph. We could use a classical algorithm such as Dijkstra's [1] , which has worst-case running time O(m + n log n), where n denotes the number of nodes and m the number of edges. However, for large graphs, only a small portion of the graph can be considered at query time. If preprocessing is allowed, queries can be answered much more quickly. The best algorithm for precomputing everything, that is, for solving the All Pairs Shortest Path Problem, runs in time O(n 3 / log 2 n) [2] . Shortest path queries could then be answered in constant time. Unfortunately, for this method the preprocessing time is prohibitive.
The goal is to mediate between these two extremes. The desired tradeoff between preprocessing time and query time depends on the needs of the application.
A. Related work
In the following, we give a brief overview of related work for shortest path and distance queries.
Theoretical. Data structures allowing for shortest path or distance queries are referred to as distance oracles. Their construction is closely related to that of graph spanners. For a pair of nodes (s, t), an approximate distance oracle is said to have stretch (α, β) if it returns a distance in the range [d(s, t), α · d(s, t) + β]. A girth conjecture by Erdős implies that, for general undirected graphs, distance oracles with multiplicative stretch α < 2k + 1 need Ω(n 1+1/k )
space. An algorithm by Thorup and Zwick [3] constructs such an oracle in expected time O(kmn 1/k ) with query time O(k) and stretch (2k − 1, 0). For constant k, except for the preprocessing time, all their bounds are tight. For planar (directed) graphs with integer weights, an algorithm by Thorup [4] constructs a (1 + , 0)-stretch oracle in time O(n log 3 n log(n∆)), where ∆ denotes the largest weight. Unfortunately, for huge non-planar graphs, these results are not practical.
Practical. The main focus of practical investigations so far has been on large road networks. There has been considerable recent progress: for the road networks of Europe or the USA, using a high-performance computer, a speedup of several orders of magnitude compared to Dijkstra's algorithm can be achieved with a preprocessing time in the tens of minutes [5] . Unfortunately, theoretical bounds on both query time and preprocessing time are difficult to obtain. Goldberg and Harrelson [6] proposed a variant of A* search [7] in which distances are precomputed to a small set of 'landmark' vertices. Hierarchical methods [8] , [9] provide an efficient framework, especially in the case of road networks. Sanders and Schultes [5] , [9] , [10] developed a method to compute shortest paths in 'almost constant time' with a carefully designed structure consisting of precomputed shortest paths. Their solution is tailored to perform exceptionally well for road networks, where graphs are almost planar and nodes have small constant degrees. Precomputation is time-and space-consuming; however, it is still manageable in practice, and allows for extremely fast query times.
However, even though road networks constitute the most common and popular application of shortest path query algorithms to date, other challenging applications exist. Computer networks, social networks, protein interaction networks, and the web graph exhibit different degree and structural properties, and may contain hundreds of millions or even billions of nodes. In specific cases, a user might be willing to trade preprocessing time against exactness due to the vast size of the data or due to restricted processing power. These scenarios may require the use of a fast approximation method.
B. Contribution
We propose an approximation method to answer shortest path queries in general, undirected graphs with positive edge weights, based on random sampling and graph Voronoi duals [11] , [12] . In preprocessing, each node is selected as a Voronoi site independently at random with probability p, and the Voronoi dual is computed for the selected sites (Sec. II). For p < 1, the resulting dual graph is expected to be smaller than the original graph. At query time, search for the shortest path from source s to target t can potentially be done faster in the Voronoi dual. We let the shortest path in the Voronoi dual guide the search for an approximate shortest path in the original graph. We prove that the expected approximation ratio is at most logarithmic in the number of nodes on the actual shortest path, and that this bound is tight (Sec. III). Our experimental results show that, in practice, the approximation is much better than the stated theoretical bound (Sec. IV).
II. GRAPH VORONOI DUAL
In this section we present the construction of the graph Voronoi dual, and show how a shortest path in the dual can be used to find an approximation of the shortest path in the original graph. In the following, unless indicated otherwise, we consider only undirected, connected graphs. First, we introduce the notions and terminology needed in this paper.
A. Preliminaries
A weighted graph G = (V, E, ω) consists of a graph (V, E) together with a weight function ω : E → R. We assume positive edge weights; that is, ω : E → R + . For the remainder of the paper, we will refer to the number of nodes and edges of the graph by n = |V | and m = |E|, respectively.
In an edge-weighted graph G = (V, E, ω), a path from s = u 0 ∈ V to t = u h ∈ V is a node sequence (u 0 , u 1 , . . . , u h ) for which (u i , u i+1 ) ∈ E for all i ∈ {0, 1, . . . h−1}. The length of a path P is the sum of its edge weights (P ) := h−1 i=0 ω(u i , u i+1 ). A subpath P of a path P is a subsequence of its nodes P = (u i , u i+1 , . . . u j ), 0 ≤ i < j ≤ h. A simple path is a path without repeated vertices. Let P G (u, v) denote the set of paths from u to v in a graph G. The distance d(u, v) between two nodes u, v is the length of a shortest path from u to v;
be an arbitrary shortest path from s to t. Analogously to the multiplicative stretch of a distance oracle, we define the stretch of a path P from s to t = s as the ratio (P )/ (SP G (s, t)).
B. Graph Voronoi Diagram
The classical Voronoi diagram is a distance-based decomposition of a metric space relative to a discrete set, the Voronoi sites. Mehlhorn [11] and Erwig [12] proposed an analogous decomposition, the Graph Voronoi Diagram, for undirected and directed graphs respectively. Definition 1 (Graph Voronoi Diagram [11] , [12] ). In a graph G = (V, E, ω), the Voronoi diagram for a set of
The V i are called Voronoi regions. The graph Voronoi diagram is not necessarily unique, as a node u may have the same distance to more than one Voronoi node. Let vor(u) denote the index i of the Voronoi region V i containing u; that is, vor(u) = i ⇔ u ∈ V i .
Analogously to the Delaunay triangulation dual for classical Voronoi diagrams of point sets, we define the Voronoi dual for graphs. Definition 2. Let G = (V, E, ω) be a weighted graph and
Figure 3 illustrates two graph Voronoi diagrams for the same (planar) graph but with different edge weights. Although the classical Voronoi dual of a non-degenerate set of points in the plane is always a triangulation, the graph Voronoi dual is not necessarily a triangulation, even for planar graphs. For example, a graph Voronoi dual may have nodes whose removal would disconnect the graph.
Erwig [12, Thm. 2] showed that the graph Voronoi diagram can be constructed with a single Dijkstra search in time O(m + n · log n). A heap is used to store the shortest path distances from nodes to their closest Voronoi node. The heap is initialized to store the Voronoi nodes themselves. Thereafter, as long as there are nodes in the queue, the minimum is extracted from the heap and processed (or 'settled') by assigning to it a Voronoi region, storing the distance to its Voronoi node, and adding to or updating its neighbors in the queue. We slightly modify this construction of the Voronoi diagram [12, Sec. 3.1] to compute the Voronoi dual -that is, to also compute E * and ω * . Whenever a node u is settled in the Dijkstra search (and thereby assigned to a Voronoi region V vor(u) ), for all its settled neighbors u of different Voronoi regions (vor(u) = vor(u )), if no edge exists, we add the edge (v vor(u) , v vor(u ) ) with weight ω
, and if there already is an edge in G * representing a longer path in G from v vor(u) to v vor(u ) , we decrease its length. The final edge weight ω * (v vor(u) , v vor(u ) ) equals the length of a shortest path in G that crosses the Voronoi border, which may be larger than the actual distance d(v vor(u) , v vor(u ) ). This modification of the construction increases the time complexity by at most a constant factor. Definition 3. Given a path P = (u 0 , u 1 , . . . , u h ), the Voronoi path of P is the sequence of vertices
Note that the Voronoi path P * may not necessarily be simple, as multiple consecutive occurrences of nodes v vor(ui) are possible in P * . They are treated as a single occurrence, and such paths are deemed to be equivalent. Lemma 1. For any path P = (u 0 , . . . , u h ) in an undirected graph G = (V, E, ω), the corresponding Voronoi path P * exists and is unique.
Proof: Omitted in this version.
Definition 4. For a path P * in the Voronoi dual G * of a graph G, the Voronoi sleeve is the subgraph of G induced by the nodes in the union of all Voronoi regions V i for which
With the definitions at hand we can now state the approximation method.
C. Approximation Algorithm
Given a graph G and its Voronoi dual G * we answer (approximate) shortest path queries between source s and target t using the following algorithm. The algorithm first searches for a shortest path SP G * (v vor(s) , v vor(t) ) in the smaller Voronoi dual G * . This path determines the subgraph S = Sleeve(SP G * (v vor(s) , v vor(t) )), whose shortest path SP S (s, t) approximates the shortest path SP G (s, t) in G. The shortest path in the Voronoi dual 'guides' the Dijkstra search in the original graph.
Output: Voronoi dual G * with Voronoi nodes selected independently at random with probability p.
1) Random sampling: Generate the set of Voronoi nodes by selecting each node of V independently at random:
Lemma 2. For a graph G = (V, E) with n := |V | and m := |E|, Algorithm 1 takes time O(m + n log n).
Output: an approximate shortest path P from s to t.
1) Find Voronoi source v vor(s) from s and Voronoi target v vor(t) from t. If thereby a shortest path SP G (s, t) has been found, return it. 2) Compute a shortest path from v vor(s) to v vor(t) in the Voronoi dual
Compute a shortest path from s to t in the Voronoi sleeve, SP S (s, t).
The running time of Algorithm 2 depends on G and p. Let N * and M * denote the random variables measuring the number of nodes and edges of the Voronoi dual. Clearly E[N * ] = p · n. The expected query time without refinement (computing the shortest path in the Voronoi sleeve) is at most O(N * log N * + M * ). The time for the refinement step depends on the size of the Voronoi sleeve. The analysis will show that the refinement step is not necessary for the approximation ratio to hold for long distance queries; however, it makes a practical difference for the quality of paths.
, and thus we can afford to compute all-pairs shortest path distances in the Voronoi dual G * in overall linear expected time. This allows for constant-time approximate distance queries.
In the next section, we prove that the expected path length approximation ratio is logarithmic in the number of edges of an exact shortest path. Theorem 1. For shortest paths having h edges, Algorithm 2, given a graph and its Voronoi dual with sampling rate p (constructed by Algorithm 1), has expected approximation ratio O(log 1/(1−p) h).
III. PROOF OF THEOREM 1
The path SP S (s, t) found by the algorithm is an approximation, since it is possible that no actual shortest path SP G (s, t) lies entirely within the Voronoi sleeve S. We explain how this is possible, and give an upper bound on the expected length (SP S (s, t)). For this purpose, we prove relationships between the lengths of simple paths P and their corresponding Voronoi paths P * . The stretch of a path P * depends on the number and distribution of Voronoi nodes on the path P . In particular, the stretch depends linearly on the largest interval between two Voronoi nodes on the path.
Definition 5. For a path
, and a set of Voronoi nodes K ⊆ V , two Voronoi nodes v i , v j on P are called consecutive if the subpath between v i and v j does not contain another Voronoi node. The gap g between two consecutive Voronoi nodes on the path is defined as the number of edges of this subpath.
The largest gap of a path is the maximum over all gaps between two consecutive Voronoi nodes on the path.
To simplify the analysis, we initially assume that s and t are Voronoi nodes. Later, we will relax this restriction. We wish to prove that the stretch is at most the size of the largest gaph between two Voronoi nodes on the path SP G (s, t). For the analysis we fix a shortest path
* is a shortest path from s to t in the Voronoi dual, then the Voronoi sleeve S also contains SP G (s, t). Figure 1 gives an example for which (SP G (s, t)) * is not a shortest path in the dual. 
. . . t 
In Lemma 3, for any simple path P , we give a worst-case bound on the length of the corresponding Voronoi path. P * can have maximal stretch if there is no Voronoi node among the intermediate nodes and the corresponding Voronoi nodes have maximal distance (while still satisfying the Voronoi condition).
Lemma 3. Given a simple path P = (s, u 1 , . . . , u h−1 , t) between two Voronoi nodes s = u 0 and t = u h with h edges and length (P ), the corresponding Voronoi path P * in the Voronoi dual G * has at most length (P * ) ≤ h · (P ). This upper bound is tight.
Proof: The path contains h − 1 intermediate nodes and h edges and therefore passes through at most h + 1 different Voronoi regions. Out of these, at most h − 1 regions are 'interfering' regions, meaning that the original shortest path does not lead through the corresponding Voronoi nodes but the shortest Voronoi path does. The path length (P ) in the original graph is the sum of the edge weights (P ) :
) of an edge between two Voronoi nodes on the path P * can be bounded as follows (see Figure 2 ):
From the Voronoi condition, we observe that ∀j : v vor(uj ) ). Due to the assumption that s and t are also Voronoi nodes, this also holds for source and target. That is,
This yields:
There exist constructions for which the bound can be shown to be tight. For example, for any choice of a > > 0, the edge weights of G may be chosen such that d(u k , v vor(u k ) ) = a− , ω(u k , u k+1 ) = , and ω(s, u 1 ) = ω(u h−1 , t) = a. Path P has length 2a + (h − 2) , and the Voronoi path P * has length 2a + (h − 2) + 2(h − 1) · (a − ). As → 0, the ratio (P * )/ (P ) → h. If in addition to the endpoints there are Voronoi nodes on the shortest path, the maximum stretch is guaranteed to be smaller than the number of edges on the shortest path. In the following lemma, we prove that the maximum stretch is proportional to the largest gap between Voronoi nodes on the path. The proof is a simple composition of Lemma 3, and is supported by the illustration in Figure 2 .
Lemma 4. Let P = (v i , u 1 , . . . , u h−1 , v j ) be a simple path of length (P ) between two Voronoi nodes v i = u 0 and v j = u h . Leth denote the largest gap of P . The corresponding Voronoi path P * in the Voronoi dual G * has at most length (P * ) ≤h · (P ). This upper bound is tight.
Proof: Suppose there are 2 + ν Voronoi nodes u k = v vor(u k ) on the path. The remaining h − 1 − ν nodes are nonVoronoi nodes. We cut the path P into subpaths P k between Voronoi nodes. Let h k denote the number of edges between two consecutive Voronoi nodes, which is the number of edges of P k . The Voronoi path is composed of 1 + ν segments P k between Voronoi nodes ( ν k=0 (P k ) = P , ν k=0 h k = h, ∀k : h k ≤h). Composition of Lemma 3 leads to the following bound on the path length:
Tightness can be shown with the same example as in the proof of Lemma 3.
Lemma 5 gives an upper bound on the expected size of the largest gap.
Lemma 5. In a path of length h − 1, where each node has been selected as a Voronoi node independently at random with probability p, the longest sequence of non-Voronoi nodes is of expected length at most O(log 1/(1−p) h).
Proof:
The path can be seen as a sequence of coin tosses, for which we want to bound the expected length of the longest sequence of tails. This problem is known as the Longest Success-Run [13, Ch. 8.5]. We wish to bound the expectation of the maximum of N independent geometric random variables with probability p and sum h − 1 − N (N itself being a random variable).
To derive a bound on the expectation, we observe that by dropping the sum condition, and by taking the maximum over h ≥ N random variables, the maximum value obtained can only increase. The expectation of the maximum of h geometric random variables with probability p is known to be at most O(log 1/(1−p) h) [14, eq. (2.12)].
We now combine Lemmas 3, 4, and 5 to prove Theorem 1. Consider first the case where s and t are both Voronoi nodes. Leth denote the largest gap of some shortest path SP G (s, t). Lemma 4 implies that the corresponding Voronoi path (SP G (s, t))
* has length at most h · (SP G (s, t) ). Trivially, the shortest path in the Voronoi dual is of length no more than that of the Voronoi path; that is, ((SP G (s, t)) * ) ≥ (SP G * (s, t)). The path SP G * (s, t) in the Voronoi dual corresponds to a path P of the same length in the Voronoi sleeve Sleeve(SP G * (s, t)). Therefore, (SP S (s, t)) s, t) ). Recall that nodes are independently selected as Voronoi nodes with sampling rate p. For a shortest path with h edges, the expected largest gap h is at most O(log 1/(1−p) h) by Lemma 5.
For the case where either s or t (or both) are not Voronoi nodes, if the path returned by Algorithm 2 has been found in Step 1, it is optimal, and the result holds trivially. For the remainder of the proof we assume that the shortest path has not been found in Step 1. In this case, the path returned is at most as long as the shortest path P vor in G from s to t having SP Sleeve(SP G * (v vor(s) ,v vor(t) )) (v vor(s) , v vor(t) ) as a subpath. In the following, we derive an upper bound on (P vor ) with respect to the number of edges on the shortest path between s and t, denoted by h . We have that
Since the shortest path from s to t has not already been found directly in Step 1, it must be true that both d(s, v vor(s) ) ≤ d(s, t) and d(s, v vor(s) ) ≤ d(s, t). It remains to bound the distance between v vor(s) and v vor(t) in the dual graph.
Observe that augmenting the graph G with one edge (u, v vor(u) ) of weight d(u, v vor(u) ) for each non-Voronoi node u ∈ V \ K affects neither the Voronoi diagram nor the Voronoi dual, since the nodes on the shortest path from v vor(u) to u cannot be interfered with by another Voronoi node.
In the augmented primal graph, by the triangle inequality,
) ≤ 3d(s, t) using a path with at most 1 + h + 1 edges. Therefore, the expected distance d * (v vor(s) , v vor(t) ) is also bounded by O(log h ) · 3d(s, t). The bound for P vor follows directly.
This concludes the proof of Theorem 1.
IV. EXPERIMENTS
In the following, we provide an experimental evaluation for our implementation of the Voronoi shortest path approximation method. The preprocessing and query times are compared with those of Dijkstra's algorithm and with those of related but exact methods.
A. Algorithms
Benchmarking. We measure the performance of the methods against the bidirectional version of Dijkstra's algorithm, in terms of the ratio of the number of nodes settled by Dijkstra's algorithm over the number of nodes settled by the Voronoi method. This ratio, which we will refer to as the speed-up of the method, can be used to evaluate the performance of Steps 1, 2, and 4 of Algorithm 2. In addition, we count the number of marked regions to account for Step 3.
The use of the Voronoi sleeve in Steps 3 and 4 of Algorithm 2 leads to practical improvements in accuracy; however, the example in Figure 1 shows that for general graphs the worst-case stretch does not improve. For all the experiments, we evaluate the method once using the refinement step and once with these Voronoi sleeve steps omitted. For the second type of queries, the reported distance is the sum of the distances from the query source to the Voronoi source, from the Voronoi source to the Voronoi target, and from the Voronoi target to the query target, as computed in Steps 1 and 2 of Algorithm 2.
1) Voronoi method: Our method using the Voronoi dual can be parameterized using the sampling probability p, the value of which determines the trade-off between approximation quality and speed-up. For the evaluation, we consider three values of the probability -p = 1/2, p = n −1/2 , and p = n −2/3 -that produce Voronoi nodesets of expected sizes n/2, √ n, and 3 √ n respectively. The variants are referred to as VORHALF, VORROOT, and VORCUBERT.
2) Other methods: Sanders and Schultes [5, Table 1 ] provide a detailed overview of methods for accelerated point-to-point shortest path queries in road networks. Bauer et al. [22, p.13] list another set of methods and compare their performance on several transportation networks. We select some of the fastest methods for comparison with our algorithm. Unless stated otherwise, we will use the naming conventions of [5] , [22] to refer to these methods.
• Highway Hierarchies (HH) [10] are based on the observation that a certain class of edges (the 'highway' edges) tend to have greater representation among the portion of the shortest paths that are not in the vicinity of either the source or target. A recursive computation of these edges, paired with a contraction step, leads to a hierarchy of graphs that enables an impressive speed-up at query time. HH+dist denotes a variant of HH where all higher levels with at most O( √ n) nodes are replaced by a single distance table. HH+dist+A* is HH combined with A* search and implemented with distance tables [15] . Highway Node Routing (HNR) [9] is another variant of the Highway Hierarchies strategy.
• In the same spirit as HH, Transit Node Routing (TNR) [16] identifies a set of nodes (called 'transit' nodes) that often occur on shortest paths. A table storing the distances between all pairs of these nodes allows any shortest path distance to be computed with a small number of table look-ups. Two variants are listed: TNR-eco with economical space consumption, and TNR-gen with generous space consumption.
• The Arc-Flag method [23] computes a partition of the graph and then, for each component and for each shortest path ending in that component, it labels the first edge. A variant of this method, SHARC [24] , incorporates techniques developed for Highway Hierarchies.
• Contraction Hierarchies (CHHNR) [8] is an extension of highway hierarchies in which the graph is further simplified using contraction operations. Many variants have been proposed; we consider only the variant with the fastest preprocessing time, CHHNREDS1235, and the variant with the best speed-up, CHHNREVSQWL. The CHASE method [22] integrates the Contraction Hierarchies and Arc-Flag methods.
• A method based on A* search by Goldberg and Harrelson [6] , which we will refer to as simply A*, is one of the first methods with reasonable preprocessing time and good speed-up.
• ALT-m16 [25] is a variant of ALT [26] , which in turn is a combination of A*, Landmarks, and speed-up techniques based on the triangle inequality. CALT-m16 and CALT-a64 [22] are two variants of a method that combines ALT and Contraction Hierarchies.
B. Data sets
For the sake of comparison, we consider transportation networks that were used by Sanders and Schultes [5] and Bauer et al. [22] , [24] in their evaluations. In addition, to demonstrate that our method is effective for more general graphs, we run experiments with a social network, a citation graph, a router network, and protein interaction networks as data sets. The node degrees of these graphs seem to follow a power-law distribution.
1) Road networks: The road network of Western Europe has been made available for scientific use by the company PTV AG. It covers 14 countries and, with its massive size of 18,010,173 nodes and 42,560,279 directed edges, it serves as an important benchmark for shortest path queries. In order to apply the Voronoi method, we convert the graph into an undirected form. There are two different edge weightings, one representing geographical distances and the other representing driving time. We conduct experiments for both.
2) Public transportation: We also conduct experiments for three European public transportation networks: (1) long railway connections in Europe, with 1,586,862 nodes and 2,402,352 directed edges, (2) the bus network of the RheinMain-Verkehrsverbund RMV, with 2,278,066 nodes and 3,417,084 directed edges, and (3) the bus network of the Verkehrsverbund Berlin Brandenburg VBB, with 2,600,818 nodes and 3,901,212 directed edges. The graphs considered by [22] , [24] differ slightly from those used for experimentation with the Voronoi method. The numbers of nodes and edges of the RMV and VBB input graphs are nearly identical; however, the long railway graph used in our experimentation has 33% more nodes and edges than in [22] , [24] . Again, for the Voronoi experimentation, the graphs were converted into an undirected form.
3) Social networks: We extracted the DBLP computer science bibliography [17] co-author graph from an official XML version downloaded on 24 August 2008. In the graph, two authors are connected by an edge if they have at least one joint publication. This yielded an undirected graph, from which we selected the largest connected component. The final graph is unweighted and consists of 511,163 nodes and 1,871,070 edges.
4) Router topology: CAIDA maintains data on the routerlevel topology of a portion of the Internet [18] . After cleaning we obtained an undirected, unweighted graph with 190,914 nodes and 607,610 edges.
5) Citation graph:
The citations for 27,400 publications in the high energy physics research literature were used as a data set in the KDD Cup 2003 competition [19] . From these citations, we constructed an undirected, unweighted graph with 352,542 edges.
6) Protein interactions: The Database of Interacting Proteins [20] catalogs experimentally determined interactions among proteins. We extracted the largest connected component, consisting of 19,928 nodes and 82,406 edges. Bio-GRID is a general repository for interaction data sets [21] from which we extracted the largest connected component, consisting of 4,039 nodes and 43,854 edges.
C. Experimental setting
Our implementation is written in C++ and executed on one core of a 2x2.66 GHz Dual-Core Intel Xeon Desktop with 6 GB 800 MHz DDR2 FB-DIMM running Mac OS X 10.5.6.
Every graph was preprocessed 1, 000 times using different random seeds (250 times for the European road networks). For these runs we report the mean value and standard deviation of the execution time in seconds. After preprocessing, we performed 100 shortest path queries for random (s, t) pairs. For these queries, we provide the mean values and standard deviations of the speed-up relative to the bidirectional version of Dijkstra's algorithm, and of the multiplicative stretch relative to a shortest path.
D. Results and Interpretation
Running times, speed-ups, and approximation qualities for the Voronoi method are listed in Table I , for all data sets. The performances of the other methods are listed in Table II as originally summarized in [5] , [8] , [22] .
Preprocessing For the Voronoi method, as Lemma 2 predicts, the preprocessing cost is extremely low for all three values of p. For the non-planar graphs, the greatest preprocessing times were observed for the largest value, p = 1/2. This likely reflects the logarithmic cost of the heap operations associated with the computation of Voronoi regions. At the start of the Dijkstra search, the heap is initialized with all neighbors of the graph Voronoi nodes. When p is large, the initial heap size is a large proportion of the total number of nodes, and the cost of the heap operations becomes significant. On the other hand, when p and the average node degree are both small, the heap evolves smoothly with its size remaining small.
Speed-up For road networks VORHALF achieves moderate speed-ups of approximately 2, which likely reflects the fact that the expected number of nodes of the Voronoi dual is half that of the original graph. For the power-law graphs, probability p = 1/2 does not lead to a significant speedup. One reason for this might be that the Voronoi dual for each of these graphs is quite dense and, as a consequence, the Dijkstra search in the dual explores many nodes until it can find the destination. For the smaller probabilities, larger speed-ups can be observed, but the performance gain is significantly smaller than the speed-ups obtained for almost planar networks. There, the speed-up seems proportional to 1/p. As expected, if for small values of p the sleeve is used to refine the path, the speed-up decreases drastically due to the large size of this subgraph.
Stretch The Voronoi method achieved stretch values that were surprisingly consistent among different data sets, with most values under 2 and very close to optimal for the road networks. Figure 4 shows the approximate path length versus the shortest path length, with and without the sleeve refinement steps. The theoretical worst-case logarithmic dependency on the number of edges cannot be observed in the experimental results. Refinement using the sleeve substantially improves the stretch in practice, although the theoretical performance is not affected.
V. CONCLUSION
We have presented a simple and general method based on Voronoi duals to efficiently support shortest path queries in undirected graphs with very low preprocessing overheads and competitive query times, at the cost of exactness. The method was shown to be effective on a variety of graph types while remaining a reasonable alternative to existing exact methods specifically designed for transportation networks. The results of our experiments also demonstrate that the approximation ratio in practice is significantly better than the tight theoretical worst-case bound proved in the main theorem of this paper. The maximal distortion of paths in the graph Voronoi dual depends on the distance between nodes in the original graph, unlike Delaunay triangulations of the Euclidean plane, which have constant distortion [27] , [28] .
An interesting topic for future research would be an expected-case analysis for weighted graphs from a variety of distributions.
It remains open as to whether the Voronoi method presented in this paper can be extended to handle directed graphs. The nature of the Voronoi dual within a directed graph is inherently different from the dual within an undirected graph. The need for path connectivity suggests the construction of two Voronoi diagrams, one where reachability paths are oriented outward from Voronoi nodes and another where reachability paths are oriented inward. As the respective Voronoi regions may not coincide [12] , it is not straightforward to define a single dual structure whose shortest path lengths approximate those of the original graph.
Another natural extension is the computation of a hierarchical structure of Voronoi duals, where the Voronoi nodes are chosen through recursive sampling. At a given level of the hierarchy, shortest path queries within the Voronoi dual would be resolved by a recursive call one level higher in the structure. This is planned for future work. 
