Ever wonder how the Tesla Autopilot system works (or why it fails)? In this tutorial we will look under the hood of self-driving cars and of other applications of computer vision and review stateof-the-art tech pipelines for object detection such as two-stage approaches (e.g., Faster R-CNN) or single-stage approaches (e.g., YOLO/SSD). This is accomplished via a series of Jupyter Notebooks that use Python, OpenCV, Keras, and Tensorflow. No prior knowledge of computer vision is assumed (although it will be help!). To this end we begin this tutorial with a review of computer vision and traditional approaches to object detection such as Histogram of oriented gradients (HOG).
INTRODUCTION
Computer vision (CV) has been revolutionized by deep learning in the past 7-8 years and vice versa. Exciting real world deployments of computer vision are appearing in the cloud and on the edge. For example, autonomous vehicles such as self-driving cars, face detection, checkout-less shopping, security systems, cancer detection, and more.
In this tutorial, we will briefly overview the basics of computer vision before focusing on object detection and other computer vision areas, from the following perspectives: state-of-the-art research, key algorithms, applications, and open challenges. We also present state-of-the-art pipelines that are being used in application areas, such as, advanced driver assistance systems (ADAS), driver monitoring systems (DMS), disease detection, such as lung cancer and heart disease, and security and surveillance systems.
Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the Owner/Author. CIKM '19, November 3-7, 2019 These pipelines are based on complex deep convolutional neural network (CNN) architectures (often 50-60 layers deep or more), multi-task loss functions, and are either two-stage (e.g., Faster R-CNN) or single-stage (e.g., YOLO/SSD) in nature. We will demonstrate in a Jupyter notebook how to build, train, and evaluate computer vision applications with a primary focus on building an object detection application from scratch to detect objects such as logos in images/video. Recent developments in object detection such as panoptic segmentation will also be reviewed.
Target audience:
This tutorial provides a technical overview of modern computer vision systems for object detection for a general computing and engineering audience. This tutorial for beginners and practitioners in the field of object detection.
Prerequisite knowledge of audience:
Programming background; comfort with mathematical and algorithmic reasoning; familiarity with basic machine learning concepts; exposure to deep learning; experience with Python (or the ability to learn it quickly). No prior knowledge of computer vision is assumed (although it will be help!). 
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