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Abstract 
Optimization problems with interval constraints are encountered in various fields such as network flows and computer 
tomography. As these problems are usually very large, they are not easy to solve without aking their sparsity into 
account. Recently "row-action methods", which originate from the classical Hildreth's method for quadratic program- 
ming problems, have drawn much attention, since they are particularly useful for large and sparse problems. Various 
row-action methods have already been proposed for optimization problems with interval constraints, but they mostly 
belong to the class of sequential methods based on the Gauss-Seidel and SOR methods. 
In this paper, we propose a highly parallelizable method for solving those problems, which may be regarded as an 
application of the Jacobi method to the dual of the original problems. We prove convergence ofthe algorithm and report 
some computational results to demonstrate itseffectiveness. 
Keywords: Convex programming; Interval constraints; Jacobi method; Row-action method; Parallel algorithm 
1. Introduction 
Consider the strictly convex quadratic programming problem 
minimize Z2(x - x° ) r  Q(x  - x °) 
subject o 7 <~ Ax  <<. 6, (1) 
where A = (aij) is a given m x n matrix whose ith row is aT, x ° e R n, 7, ~ ~ Rm are given vectors, Q is 
a given n x n symmetric positive-definite matrix and the superscript T denotes transposition. We 
assume that matrix A does not contain any row of which elements are all zero. We also assume that 
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x ° does not satisfy the constraints of (1). (If x ° is feasible, it trivially solves the problem.) The pairs of 
inequality constraints in problem (1) are referred to as in terva l  const ra in ts .  Interval constraints 
often appear in optimization problems that arise in various fields such as network flows and 
computer tomography. 
Recently, various row-action methods [2, 3, 18-1, which originate from the classical Hildreth's 
method [7], have drawn much attention. Those methods are particularly useful for large and sparse 
problems, because they act upon rows of the original coefficient matrix one at a time. They are 
adaptations ofcoordinate descent methods uch as Gauss-Seidel method or its variants, for solving 
the dual of a given quadratic programming problem. Since problem (1) may be written as 
minimize ½(x - x° )T  Q(x  --  x °) 
subject o Ax <~ 6, (2) 
- Ax  <<. - ~, 
ordinary row-action methods can be applied to this problem in a straightforward manner. In this 
case, however, we must treat 2m dual variables. 
By taking into account he special structure of problem (1), Herman and Lent [6] extended 
Hildreth's algorithm to deal with interval constraints directly. The principal advantage ofthe latter 
method over the straightforward application of Hildreth's algorithm to the equivalent problem (2) 
lies in the fact that it needs only one dual variable, rather than two dual variables, for each pair of 
constraints, thereby economizing the number of dual variables by half (see also [3-1). To accelerate 
convergence, Shimazu et al. [17] have recently proposed an SOR method that can deal with the 
interval constraints in a direct manner. Iusem and Zenios [10] proposed an under-relaxation 
method for a class of interval constrained nonlinear programming problems. Mor6 and Toraldo 
[14] and McKenna et al. [13] consider a different class of algorithms for box-constrained 
quadratic programming problems. 
Though the methods mentioned above can sometimes be implemented on a parallel computer 
by taking advantage of a certain special structure of the problem to be solved, they are essentially 
sequential algorithms of Gauss-Seidel or SOR type. In this paper, we propose a highly paralleli- 
zable method for solving the interval constrained problem (1), which is an adaptation of Jacobi 
method for solving the dual. Since each dual variable can be updated independently at each 
iteration, this method can be efficiently executed on a parallel computer by assigning them to 
different processors. It should be mentioned that a Jacobi-type method has recently been 
proposed in [9-1 to solve ordinary (noninterval) inequality constrained quadratic programming 
problems (see also [5-1). So one might think that the method presented here could be obtained by 
applying the method of Iusem and De Pierro to problem (2) in a straightforward manner. But, as 
shown later (cf. Algorithm 3.1), the proposed algorithm can be regarded as a composition of 
parallel and sequential procedures, o it has a quite different nature from the method of Iusem 
and De Pierro. 
This paper is organized as follows. In Section 2, a parallel relaxation method for problem (1) is 
presented. In Section 3, the proposed algorithm is shown to converge to the solution of (1). 
In Section 4, computational results with the proposed algorithm are reported. Finally, 
Section 5 concludes the paper. 
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2. Parallel relaxation method 
In this section, we state an algorithm for solving the interval constrained problem (1). 
Algorithm 2.1. 
Initialization: Let (x (°), u(°)): = (x °, 0), k := 0 and choose a relaxation parameter o9 > 0. 
Iteration k: (i) For i = 1, . . . ,m, let 
ul + 1).__ ul )_ cl , 
with 
clk) := mid {ul k), coal k), coFl k) }, 
where mid denotes the median of three numbers and 
- x(k) 
dl  k) , -- 
(k)._ ~'i - aTx (k) 
['i • Oti 
(ii) Let 
X(k+l ) . :  X(k) .~_ Q-1 ~ p(k)a. 
i=1 
where 
o~i=a~Q-la i ,  i=  l, . . . ,m.  (3) 
Note that 0ti are all positive, since Q is positive definite and a~ ¢: 0 by assumption. Note also that, 
since Y~ ~< ~, the following inequalities are always satisfied: 
FI k) <.% Al k), i=  1, ... ,m. (4) 
3. Convergence theorems 
In this section, we prove that Algorithm 2.1 described in the previous section converges to the 
solution of problem (1). To this end, it will be helpful to consider the dual of problem (1) 
minimize ~b(z) (5) 
subject o z/> 0, 
where ~b : R TM ~ • is a convex quadratic function defined by 
dp(z) = ½ z r2Q - 1A Tz + zT(b -- Ax°),  (6) 
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,4 is the 2m x n matrix 
= (al,  - a l ,  a2, - a2, . . . ,  a,,,, - am) T, (7) 
b is the 2m-vector 
b = (61, - 71,62, - 72, ... ,6,,, -- 7m) T, (8) 
and z is the 2m-vector 
+ z;, )T. (9) z = (z~,  z ; ,  z +, z ; ,  . . . ,  z , , ,  
Note that (z + , z7 ) is a pair of dual variables associated with the ith pair of the interval constraints 
of (1), i.e., z + and z7 correspond to the constraints a~x <~ 6, and - a~x <~ - 7,, respectively. The 
proof of convergence consists of the following steps. First, we present an equivalent algorithm to 
Algorithm 2.1, which generates equences {x ~k)} and {z ~k)} such that z~k)~> 0 for all k. This 
reduction is similar to the one in [3] (see also [17]). Next, we prove convergence of the equivalent 
algorithm, thereby establishing convergence of Algorithm 2.1. 
3.1. Equivalent  algorithm to Algor i thm 2.1 
Next let us consider the following algorithm. 
Algor i thm 3.1. 
Init ial ization: Let (x ~°), z¢°))'= (x°,0), k := 0 and choose a relaxation parameter e) > 0. 
I terat ion k: (i) For i = 1, ... ,m, 
if Z +(k) ~ Zi -(k) then 
c+tk):= min{z+tk),~oAlk)},  
C[ -(k) :=  min{z7 tk), - -  oFlk)  + C +(k)} 
else 
c/-(~:= min{zTt k~, - mFlk)}, 
c+t~) .= min{z+tk~,egzllk~ + c7 (k~} 
endif 
z,+~+. := z?~ _ c?~,  
Z/ - (k+l ) :=  Z/-(k) __ C? (k), 
where 
~i~ : _ '~, - a~ x~,  
r~k~:_ 7, - aTx ~ 
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(ii) Let 
x(k+l ) :=  X (k) -{- 0 -1  ~ (C +(k) __ Cf-(k))ai. 
i=1 
Lemma 3.2. Let  {x (k)} and {z (k)} be generated by Algorithm 3.1. Then for all k, we have 
x(k) = xo _ Q-1  ~Wz(k) ' (10) 
z ~k) i> 0, (11) 
z+(k)'zi  -~k) = O, i = 1, ... ,m. (12) 
Proof. First notice that (10) and (11) directly follow from the manner  in which {x tk) } and {z (k)} are 
updated in the algorithm. We prove (12) by induction. For  k = 0, it trivially holds. For  each i, we 
assume z~ +tk)- z f  tk) = 0 and show that it is also true for k + 1. Without loss of generality, we may 
only consider the case where z~ +~k)/> zF tk), because a parallel argument is valid for the opposite 
case. Note that, when Z? (k) ~ Zi -(k), (11) implies z +(k) >~ 0 and zi -(k) = 0. Moreover,  if z +tk) >/ fo/llk) 
holds, then we have c +tk) = ogAl k) and ci -tk~ = min {0,o~(AI k) - Flk))} = 0, where the last equality 
follows from (4). Therefore we must have zi -tk+ 1) = 0. On the other hand, if z +tk) < coAl k) holds, 
then we have c + (k) = z+(k), which in turn implies z + (k + 1) = 0. Thus (12) is satisfied for k + 1. []  
For  each i, either Z? (k) = 0 or  z i  -(k) = 0 must always hold by (12). Moreover,  we can deduce the 
following relations: 
If z + (k) /> zF (k}, i.e., z + (k) >i O, zF (k) = O, then 
{ ( oA I 0) (c+(k),cTtk}) = (z+tk~,o) 
-  orlk  + z?  
If z +(k) <<. zi -tk), i.e., z +tk) = O, zi -tk) >~ O, then 
if z +tk~ >1 coal k), 
if coAl k) >>. z +tk) >~ ogFI k), 
if ¢nFI k) >t z +(k). 
f 
(0 ,  - -  tnrl  k)) if 7-(k) >_ ,,,rig) 
(c+(k) ,c i  -(k)) = (O,z/ - (k))  if - -  coFI k) >1 z:~ (k) ~ -- coAlk), 
(k) -(k) -(k) __ CoA(k) ~ z-(k) (cod i W Z i , Z i ' ) if i ~- i • 
The next theorem demonstrates the equivalence between Algorithms 2.1 and 3.1. 
(13) 
(14) 
Theorem 3.3. Algorithm 2.1 and Algorithm 3.1 are equivalent in the sense that 
ul k} = z +(k ) -  zi -(k), i=1 ,2 , . . . ,m,  
clk~ = C +(k) _ Ci-(k~, i = 1, 2 . . . .  , m 
hold for all k and the two algorithms generate an identical sequence { x(k) }. 
(15) 
(16) 
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Proof. The proof is by induction. Since u(°)= 0 and z (°) = 0, (15) is obvious for k = 0. Now 
assuming that (15) is true for k, we shall show that (16) and (15) hold for k and k + 1, respectively. 
Since either z[ (k) = 0 or zi -{k) = 0 holds, (13) and (14) imply 
Ci~tk) Ci-(k) mid{z+(k) -~k) (k) (k) - -  = - -  z i  , coA i  ,(°Pi }" 
Moreover from the manner in which Z +(k) and Z[ -(k) are  updated, it follows that 
z+~k+ 1~ _ zi-~k+ 1) = z+~ _ z i -~)  _ (c~-(~l _ c i -~) .  
On the other hand, we have 
= mid{u/  ,coAi  ,~F  i } 
and 
(k+ 1) (k) (k) 
U i ~ U i - -  C i • 
(17) 
(18) 
(19) 
(20) 
Thus, since (15) is true for k, (17) and (19) imply that (16) holds for k. Moreover, (18) and (20) 
together with (16) and (15) imply that (15) is true for k + 1. [] 
3.2. Convergence of Algorithm 3.1 
In this subsection, we prove convergence of Algorithm 3.1. First, we show that this algorithm can 
be regarded as a matrix splitting method for solving the linear complementarity problem equiva- 
lent to the dual problem (5). We then examine conditions under which this algorithm is convergent. 
Observe that problem (5) is equivalent to the linear complementarity problem (LCP) 
zT(Mz + q) = O, (21) Mz+q>~O,  z>~0, 
where 
M = AQ- 1/IT, 
q = b -- Ax ° . 
(22) 
(23) 
Note that the positive definiteness of Q implies that the matrix M defined by (22) is positive 
semidefinite. Note also that the function 4) defined by (6) can be written as 
4)(z) = ½ zr Mz + qTz. (24) 
A general matrix splitting method [4, Section 5.2] for solving the LCP (21) may be stated as follows: 
Algorithm 3.4. 
Initialization: Let z(°):= 0 and k '= 0. 
Iteration k: Split the matrix M as the sum 
M = B (k) + C (k) (25) 
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and solve the LCP 
Btk)z + q(k) >~ O, Z >i O, zT(B(k)z + q(k)) : 0, 
where qtk) = ctk)ztk) + q. Let z tk+~) be a solution of (26). 
(26) 
Note that, unlike ordinary matrix splitting methods (see, for example, [4, Ch. 5]), Algorithm 3.4 
allows the splitting (25) to vary with iteration k. 
The next theorem shows that Algorithm 3.1 may be regarded as a matrix splitting method 
(Algorithm 3.4) by suitable choice of B tk). 
0 
with 
Theorem 3.5. Aloorithm 3.4 is reduced to Aloorithm 3.1 if we choose for each k 
B (k) = to - l (D  + K(k)), 
where D and K (k) are 2m x 2m block diaoonal matrices such that 
D1 0 K (k) 0 \ 
D = " .. , K (k) = .. ) ,  
D., 0 
(27) 
(28) 
f( o o) I O i) IN  ON' -- O~i 0 if z?(k) ~ Zi -(k), 
Di = KIR) = (29) 
\0  0 J otherwise, 
and ~ti = aVi Q-X aifor all i = 1, ... ,m (cf (3)). 
Proof. Let B tk) be given by (27). Then, since D and K (k) are block diagonal, we may write, after 
some calculations, the solution z tk+ 1) = (z~(k+ 1), zl(k+ 1), ... ,"m'+tk+ 1),zT<k+ 1~) of the subproblem 
(26) in Algorithm 3.4 explicitly as follows: For each i = 1, ...,  m, if z~ + tk) >t Z~-tk) then 
2+'k+ l) = (z+lk' -- to---(aT Q-1.4Tz(k) + ~i -- +, (30) 
Zi - tk+I )=(Z i - ' k ) - -~( - -a 'Q-1AXztk ) - -7 '+a~xO- -~(z [ 'k+ ' ) - - z [ ' k ' ) ) )  ' t o  + (31, 
otherwise 
Zi-'k + l ) = ( zi-lk) -- --e, to( -- a '  Q -1A  r ztk' - 7' - a '  x°) ) 
z [ ' k+I )=(z [ 'R ) - -~(a~Q-1Arz 'R)+6 i - -a~xO- -~ i (z i - ' k+I ) - -Z i - 'R ) ' ) )  , t o  + 
where (.)+ = max{0,. }. 
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In what follows, we shall only consider the case where z +~k) >>. zi -~k). The opposite case can be 
treated in an analogous manner. Now let 
x(k) = X 0 - -  Q -  12Tz(k ) ,  (32) 
Alk) 6i -- a~ x (k) 
- , (33)  
Flk) _ 7, -- a~ x~k) 
Oq 
Then, using (32)-(34), we may rewrite (30) and (31) as follows: For  i = 1 . . . .  ,m, 
" = - - a x k') ) + 
= max{0, z+~k' - o~AI k)} 
= z+~k)_  min{z+(k) ,coAlk)},  
. . . .  + aTx - - ( z?  z? 
5~ i (I) + 
= max{O,  zf~k) + o~FIk) + (Zf-(k+ 1) _ Zf-~k))} 
= Zi-(k) _ min {Z/-(k), _ ~oFIk) _ (Zf-~k+ 1) _ Zi+~k))}, 
which may further be written 
z? (k+ 1) ~--- z?(k)  __ c?(k) ,  
Zi-(R+ 1) = Zf-~k) _ Ci-~k), 
where 
c+(k) := min {z +~k), o~Alk)}, 
Ci-(k):= min {zi -~k), -- ogFl k) + c+(k)}. 
Moreover ,  we  have  
x(k+ 1) = x 0 _ Q-1  
=xO_Q -1 
(z +~k+l) _ zT (k+l ) )a ,  
,=1  
i=1 j=l 
= xtk) + Q-x ~ (c[(k) _ c[ tk ) )a i ,  
i=1  
(34) 
(35) 
(36) 
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where the first and the third equalities follow from (32), while the second follows from (35) 
and (36). Thus we have shown that Algorithm 3.1 is derived from Algorithm 3.4 by setting B ~k) as 
(27). [] 
Note that the splitting M = B (k) -t- C (k) determined by (27) depends on the current value of Z (k). 
Specifically, the ith diagonal block of B tk) is lower triangular if z + tk) i> Z~-tk), and upper triangular 
otherwise. This matrix splitting method is different from other methods with M = B + C such as 
the block method (B = D) and the block SOR method (B = to-1/~ +/:) ,  where D and/ :  are the 
block diagonal and strictly block lower triangular parts of M, respectively (see [4, p. 398]). (Note 
that the block diagonal part of M consists of the 2 x 2 matrices 
( Oi ~ (~i 
which differs from the block diagonal matrix D + K ~k) that appears in the definition (27) of B<k).) 
The matrix splitting method with M = B tk) + C ~k~ is closer in spirit to the parallel SOR method of 
Mangasarian and De Leone [12], which may be realized by the splitting M = B + C with 
B = 09-1D + L, (37) 
where D is the same as in (27) and L is the block diagonal matrix whose diagonal blocks consist 
of the strictly lower triangular part of the matrices/~i defined above. So, L is very similar to 
the matrix K tk) given by (28) and (29). But, apart from the fact that the matrix B does 
not depend on k, it contains the relaxation parameter o9 only in its diagonal entries (cf. 
(27) and (37)). 
Let us now turn our attention to convergence onditions for Algorithm 3.4 with the splitting 
M = B tk) + C (k) determined by (27)-(29). Recently a number of important results have been 
obtained regarding matrix splitting methods for the linear complementarity problem [8, 11] (see 
also [4]). In particular, it follows from Iusem [8, Theorem 3] that Algorithm 3.4 is convergent to 
a solution of the problem if the function ~b defined by (24) is bounded below for z >~ 0 and if the 
splitting M = B (k) + C (k) satisfies the following conditions: 
(a) LCP (26) has a solution for each k; 
(b) {C tk)} is bounded; 
(c) { B ~k) - C tk)} is uniformly positive definite. 
First notice that, if the original problem (1) is feasible, then it has a unique optimal solution and 
its dual problem (5) also has an optimal solution. In this case, the function ~b is clearly bounded 
below on z >t 0. Moreover, it is not difficult to see that conditions (a) and (b) hold by the choice 
(27)-(29) of B tk). So it remains to find a condition on the value of parameter o9, under which 
condition (c) is satisfied. 
Let us define 
(3 = min o9i, (38) 
l <~i<~m 
where 
o3i--min 2+0~ ' 
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0i=--2 : I~ijl, 
~i j= l , j~ i  
and ~ij = aTQ- la j  for all i , j  = 1, ... ,m. Then we have the following lemma. 
Lemma 3.6. Let B (k) be 9iven by (27)-(29)• I f  o9 satisfies 
0 < (o < a3, 
where (3 is defined by (38), then { B (k) - C (k) } is uniformly positive definite• 
Proof. Matrix M can be written 
M = f lQ -  ~T  = 
where 
Mij = ( 
\ 
Ml l  . . .  
Min i  • .. 
Mira 
Mmm 
- -  ~i j  
~i j  J 
and ~ij = aT Q-  l aj. (Note that ~ii = ~i = aT Q-  l ai.) So we may write 
yT(BtR) -- ctk))y = yX(2Btk) -- M)y  
= yT(Btk) + B (R)T - -  M)y  
= yT((o- 1(2D + K (k) + K (k)T) - M)y  
= yTSy ,  
where Z is the 2m x 2m matrix 
(40) 
(41) 
(42) 
(43) 
_ 12 .... i1.t - - -  M21 ~--'~2 - -  2m 
- -  Mml  - -  MinE 
with 
~" = 0 , ) -  1 (2Di + K! k) d- K!  k)T) - -  M.  = -- ~i ( 2 - ~o 
" ~o \ -1+o9 
(44) 
Since E turns out to be independent of k, it suffices to show that it is positive definite• It is known 
(see [16, pp. 48-50]) that any symmetric matrix is positive definite whenever it is strictly diagonally 
dominant and has positive diagonal elements. In the remainder of the proof, we show the latter 
properties under the condition 0 < o~ < 6). 
1 )2 (45, 
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Observe that, by (39) 
1 if Oi >>, 1, 
~3i = Oi (46) 
3 
2+0~ i f0~<0~<l ,  
which implies e31 ~< ~2. Therefore we get a3 ~< ~2 by (38). Since o9 < a3, we see from (44) and (45) that 
the diagonal elements of ~ are positive. 
By the definition of ~ and M~j, matrix ~ is strictly diagonally dominant  if and only if 
~i (2 - co) > -- I1 - col + 2 10qj[, 
co O9 j= l , j  ~ i 
= ~ I1 - col + cq0~ (47) 
(9 
for all i = 1, . . . ,  m, where the last equality follows from the definition (40) of 0~. Let us define 
,/., (o9) = 1 (2 - o9) - 1 I1 - o91 - O, 
o9 (9 
for each i. Then, since cq > 0, (47) will be obtained if we show that ~(o9) > 0. 
First consider the case 0i ~> 1. By (46), we have 1/~3i = Oi and o3i ~< 1. Moreover,  since o9 < e3~, we 
have co < 1. Thus we get 
1 1 
~(o9) = -- - 01 > - -  - 0~ = 0. 
to a3 i
Next suppose that 0 -%< 0~ < 1. Then (46) implies 1/a3~ = (2 + 0~)/3. Therefore, if 0 < co ~< 1 then 
!Pi(og) = 1 _ Oi > 1 
09 ~i 
while, if o9 > 1 then 
Oi = z(1 -- Oi) > O, 
3 
Lpi(o9 ) = _3 _ 2 - Oi > --_ - 2 - Oi = O. 
(I) ogi 
Consequently,  we get ~i(og) > 0 for all i = 1, . . . ,  m, indicating that matrix ~ is strictly diagonally 
dominant.  This completes the proof. []  
We have thus shown that the convergence condit ions for Algorithm 3.4 are met if o9 satisfies (41). 
Since equivalence of Algorithms 3.1 and 3.4 has already been established in Theorem 3.5, we obtain 
the following theorem. 
Theorem 3.7. Suppose that problem (1) is feasible. I f  parameter co is chosen to satisfy (41), then the 
sequence { z (k) } generated by Algor i thm 3.1 converges to a solution o f  the dual problem (5). 
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3.3. Convergence of  Algorithm 2.1 
Finally, we establish the following convergence theorem for Algorithm 2.1. 
Theorem 3.8. Let ~o satisfy (41) and let { x(k) } be a sequence 9enerated by Algorithm 2.1. I f  problem (1) 
is feasible, then {x (k) } converges to the unique solution of(l). 
Proof. By Theorem 3.3, it suffices to consider the sequence {x (k) } generated by Algorithm 3.1. Since 
(10) holds for all k and since {z (k)} converges to a solution z* of problem (5) (cf. Theorem 3.7), the 
sequence {x (k)} converges to the point 
x* = x ° - Q-12Tz*. (48) 
Since z* satisfies the optimality conditions for problem (5), we have 
~]Q- 1Aaz* + b - Ax °/> 0, (49) 
z* >t 0, (50) 
(AQ-IATz* + b - Ax°)Tz * = 0. (51) 
By (48), we obtain 
Q(x* - x °) + ATz * = 0. (52) 
Moreover, (48) and (49) imply 
b - .4x* = b - .4x ° + .~Q-1.4Tz* >~ O, (53) 
and (48) and (51) yield 
(b - / ]x*)Tz * = (b -- Ax ° + AQ-aATz*)Xz* = 0. (54) 
By the definitions (7) and (8) of A and b, respectively, (50) and (52)-(54) imply that x* along with z* 
satisfies the optimality conditions for problem (2), which is equivalent o problem (1). This 
completes the proof. [] 
4. Numerical results 
In this section, we present computational results for Algorithm 2.1 on a parallel computer called 
ADENA [ 15] at the Department ofApplied Mathematics and Physics, Kyoto University. ADENA 
was originally designed to solve PDE's and consists of 16 × 16 PE array, i.e., 256 PEs. Its 
performance is estimated as 2.56 GFLOPS (peak) or 1.0 GFLOPS (effective). The programs used in 
the numerical experiments were coded in the parallel programming language ADETRAN [15-1, 
which is a modification of FORTRAN tailored to ADENA. All computations were done in double 
precision arithmetic. 
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First we sketch how Algorithm 2.1 is implemented on ADENA. At each iteration, step (i) can 
naturally be decomposed into m mutually independent computations a sociated with i = 1, . . . ,  m. 
These computations are assigned to different processors and are executed in parallel. Each 
processor computes an inner product a~x tk) in an ordinary fashion to obtain AI k~ and FI k), and then 
computes Cl k) and updates ul k). With Cl k) thus computed, step (ii) updates X (k}. Since each 
component of x tk) can be computed independently, we again assign computations of x~ k), 
j = 1, . . . ,  n to different processors. Note that, in the both steps (i) and (ii), all processors execute 
identical operations on different data. Thus we use ADENA in a SIMD (single-instruction 
multiple-data) manner, though it is actually a MIMD (multiple-instruction multiple-data) ma- 
chine. Note also that in step (i) each processor uses a row of matrix A, while in step (ii) each 
processor uses a column of A. ADENA executes such operations effectively by making use of two 
types of segmentations, row segmentation a d column segmentation, of the two-dimensional array 
{a( i , j ) ,  i = 1, . . . ,  m,  j = 1, ... , n}. Specifically, row and column segmentations are written as 
a ( / i / , j )  and a ( i , / j / ) ,  respectively, where the index enclosed by a pair of slashes specifies 
a segment and corresponds to the processor number. For more details on ADENA and 
ADETRAN, the reader may refer to [15]. 
We solved problem (1), in which Q is the identity matrix and A is a sparse matrix whose rows 
contain a certain fixed number of nonzero elements. The nonzero elements of A and the elements of 
6 were randomly chosen from the intervals [ - 10, 10] and [1, 10], respectively, and ~, was set equal 
to - 6. Note that any problem thus generated is feasible, because 6 > 0 and y < 0 imply that the 
origin x = 0 satisfies all the constraints. All elements of the constant vector x ° in the objective 
function were set to be 10. Closeness of an iterate x tk) to the solution is measured in terms of the 
residual of the constraint inequalities of problem (1), which are defined by 
r tk) = max {(aTx tk) -- 6i)+, (~)i -  arixtk))+ }. 
i 
Because of the primal-dual nature of the algorithm, x tk) is optimal whenever it becomes feasible to 
problem (1), in which case r tk) vanishes. 
First we applied Algorithm 2.1 to five test problems of the size (n,m) = (200, 100), in which 
the density (i.e., the ratio of nonzero to all elements) in each row of A is fixed to be 10%, with 
several values of relaxation parameter 09. We observed that the algorithm was always conver- 
gent for sufficiently small 09, as demonstrated in Theorem 3.8. We observed that the proposed 
algorithm converged faster as 09 became greater, but it failed to converge when 09 was greater 
than a certain problem-dependent threshold value. Specifically, for those test problems, the 
algorithm did not converge for about a half of test problems when 09 = 0.5 and it completely 
failed to converge when 09 >/0.6. Fig. 1 illustrates how {r tk)} decreases as the iteration proceeds, 
for the average of the five test problems. Moreover, the figure indicates that the algorithm is 
almost linearly convergent for any value of relaxation parameter 09, provided that it actually 
converges. 
Next we also implemented a serial version of Algorithm 2.1 to compare it with parallel 
implementations. Programs for the serial version were coded in FORTRAN77 and run on a SUN4 
SPARC station. By some preliminary experiments, we have found that the speed of SUN4 SPARC 
to perform floating point arithmetic operations i about ~ of the speed of a single processor element 
of the parallel computer ADENA. We made experiments with various sizes of test problems using 
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Fig. 1. Behavior of the proposed algorithm. 
Table 1 
Comparison a of serial and parallel implementations f the proposed algorithm for to = 0.2 with the 
density of A being 5% 
(n, m) # Iter. Serial Parallel Crude Effective 
CPU b CPU ¢ S/P ratio d S/P ratio e 
(100, 50) 4579 11.8 2.85 4.1 3.1 
(150, 50) 5529 19.4 3.52 5.5 4.1 
(200, 50) 8456 35.2 5.46 6.4 4.8 
(150, 100) 10 716 74.3 6.84 10.9 8.2 
(200, 100) 9920 80.9 6.42 12.6 9.5 
(250, 100) 10786 109 7.17 15.2 11.4 
(200, 150) 15 293 189 9.92 19.0 14.3 
(250, 150) 12 697 192 8.41 22.8 17.1 
(300, 150) 13 879 239 12.5 19.1 14.3 
a Numbers are the average over five test problems for each problem size and the termination 
criterion is r ~kl ~< 10 -4. 
b CPU s by SUN4 SPARC station. 
CPU s by ADENA. 
d Crude ratio of Serial CPU and Parallel CPU s, without aking into account the difference of 
the computers. 
e Modified value of S/P ratio that takes into account he difference of the computers. (It is 
estimated that the speed of SUN4 SPARC station to perform floating point arithmetic operations 
is about ¼ of the speed of a single processor element of the parallel computer ADENA.) 
T. Sugimoto et al./Journal of Computational nd Applied Mathematics 60 H995) 219-236 
Table 2 
Comparison aof serial and parallel implementations of the proposed algorithm for o~ = 0.4 with the 
density of A being 5% 
233 
(n, m) # Iter. Serial Parallel Crude Effective 
CPU b CPU ¢ S/P ratio a S/P rati& 
(100, 50) 2288 5.88 1.43 4.1 3.1 
(150, 50) 2762 9.70 1.76 5.5 4.1 
(200, 50) 4226 17.6 2.73 6.4 4.8 
(150, 100) 5357 37.2 3.42 10.9 8.2 
(200, 100) 4958 40.5 3.21 12.6 9.5 
(250, 100) 5390 54.3 3.57 15.2 11.4 
(200, 150) 7644 94.2 4.96 19.0 14.2 
(250, 150) 6346 96.0 4.21 22.8 17.1 
(300, 150) 6937 120 6.24 19.2 14.4 
"-~ See Table 1. 
Table 3 
Comparison aof serial and parallel implementations of the proposed algorithm for e) = 0.2 with the 
density of A being 10% 
(n, m) # Iter. Serial Parallel Crude Effective 
CPU b CPU c S/P ratio a S/P ratio e 
(100, 50) 8456 35.0 5.64 6.2 4.7 
( 150, 50) 6201 35.8 4.26 8.4 6.3 
(200, 50) 3413 25.4 2.42 10.5 7.9 
(150, 100) 10530 118 7.28 16.3 12.2 
(200, 100) 12 561 181 8.93 20.3 15.2 
(250, 100) 7630 138 5.60 24.7 18.5 
(200, 150) 19 347 417 13.9 30.1 22.6 
(250, 150) 13 983 368 10.4 35.5 26.6 
(300, 150) 15 286 475 15.1 31.4 23.6 
a- -e  See Table 1. 
the same termination criterion r (k) ~ 10 -4  for both versions. The results are summarized in Tables 
1-4. In Tables 1 and 2, the density of A is 5% and in Tables 3 and 4, it is 10%. Note that the 
numbers in the columns "# Iter.", "Serial CPU" and "Parallel CPU" are the average over the five 
test problems. The column "Crude S/P ratio" shows the ratio of Serial CPU and Parallel CPU, 
which does not take into account the difference of the computers used. The column "Effective S/P 
ratio" shows the revised value of S/P ratio, which takes into account the difference of computer 
speeds. These tables indicate that the proposed algorithm is suited for parallel computation. 
Mainly because of inevitable communication overhead, "Effective S/P ratio" cannot achieve the 
ideal theoretical ratio m. It may be observed that, since the amount of computation at one iteration 
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Table 4 
Comparison a of serial and parallel implementations f the proposed algorithm for to = 0.4 with the 
density of A being 10% 
(n, m) # Iter. Serial Parallel Crude Effective 
CPU b CPU c S/P ratio d S/P ratio °
(100, 50) 423 17.5 2.82 6.2 4.7 
(150, 50) 3098 17.9 2.13 8.4 6.3 
(200, 50) 1704 12.7 1.21 10.5 7.9 
(150, 100) 5266 59.1 3.64 16.2 12.2 
(200, 100) 6278 90.4 4.47 20.2 15.2 
(250, 100) 3813 68.4 2.80 24.4 18.3 
(200, 150) 9671 209 6.93 30.1 22.6 
(250, 150) 6990 184 5.18 35.5 26.6 
(300, 150) 7641 238 7.58 31.3 23.5 
a-e See Table 1. 
becomes greater as a matrix A gets denser, the relative effect of communication verhead against 
the whole computation time becomes maller (see [1, Section 1.3]). (Compare Table 1 and Table 3, 
and Table 2 and Table 4.) 
Finally, we compared the proposed algorithm with the SOR method proposed in [17] for 
solving interval constrained problems. The SOR method sequentially executes m (minor) iterations 
at each (major) iteration, and each minor iteration acts upon a pair of inequalities in the 
constraints. Thus, we may consider that a single major iteration, i.e., m minor iterations, of the SOR 
method amounts to a single iteration of Algorithm 2.1. Note that the SOR algorithm of [17] also 
uses a relaxation parameter, which we denote here by 090. It is shown in [17] that the SOR 
algorithm is guaranteed to converge as long as 099 0 is chosen to satisfy 0 < 090 < 2. The SOR 
algorithm was run on the SUN4 SPARC station, while the proposed algorithm was run on the 
parallel computer ADENA. Tables 5 and 6 represent the results for the cases in which the densities 
of A are 5% and 10%, respectively. In each case, we tested three values of parameters 09and 090 for 
both algorithms. In all the experiments, the termination criterion was r (k) <~ 10 -4. The numbers in 
the tables represent the average over five problem instances for each problem size. From the tables, 
we may observe that the proposed algorithm with an appropriate value of o9 is faster than the SOR 
algorithm, even if the difference of the used computers i taken into account. 
5. Conclusion 
In this paper, we have proposed a parallel relaxation algorithm (Algorithm 2.1) for solving the 
quadratic programming problem involving m pairs of inequality constraints. The proposed 
algorithm uses only m dual variables, each of which corresponds to a pair of inequality constraints. 
Thus the number of dual variables has been reduced by half in comparison with the straight- 
forward application of a conventional relaxation method. In the course of proving the validity of 
the proposed algorithm, we have shown that it is equivalent o a relaxation algorithm that 
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Table 5 
Comparison a with SOR algorithm for test problems with the density of A being 5% 
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(n, m) Proposed algorithm SOR algorithm 
~o = 0.3 ~o = 0.4 to = 0.5 ~o ° = 1.5 ~o ° = 1.7 ~o ° = 1.9 
CPU s #Iter.  CPU s #Iter.  CPU s #Iter.  CPU s #Iter.  CPU s #Iter.  CPU s #Iter.  
(500,100) 4.89 5085 3.67 3813 2.93 3050 4.10 275 3.84 258 10.4 705 
(500, 200) 8.00 8244 6.00 6182 4.80 4945 12.5 416 8.48 287 23.8 799 
(500,300) 19.1 14168 14.3 10625 11.6 8768 33.5 725 24.7 538 57.5 1250 
(1000, 100) 3.41 2219 2.55 1663 2.04 1329 3.76 136 5.39 196 16.4 598 
(1000, 300) 29.9 14 716 22.5 11036 18.0 8828 62.6 719 43.6 509 105 1233 
(1000, 500) 46.6 22 282 35.0 16 709 28.0 13 366 172 1188 100 701 186 1299 
Numbers are the average over five test problems for each problem size and the termination criterion is r (k) <~ 10-*. 
Table 6 
Comparison a with SOR algorithm for test problems with the density of A being 10% 
(n, m) Proposed algorithm SOR algorithm 
o9 = 0.3 o9 = 0.4 co = 0.5 o9 ° = 1.5 ~o ° = 1.7 co ° = 1.9 
CPU s #Iter .  CPU s #Iter.  CPU s #Iter.  CPU s #Iter.  CPU s #Iter.  CPU s #Iter.  
(500,100) 2.39 2219 1.79 1663 1.43 1329 3.79 136 5.47 196 16.6 598 
(500,200) 7.29 6678 5.46 5007 4.37 4005 17.5 310 19.0 336 51.6 915 
(500,300) 23.1 14716 17.3 11036 13.8 8828 62.6 719 43.6 509 105 1233 
(1000, 100) 1.19 674 0.89 504 0.71 402 3.30 59.4 5.69 104 18.1 335 
(1000,300) 15.7 6459 11.7 4843 9.39 3874 46.8 283 52.4 315 149 900 
(1000,500) 36.9 14067 27.7 10549 22.1 8438 210 736 141 502 351 1248 
a Numbers are the average over five test problems for each problem size and the termination criterion is r tk) ~ 10 -4. 
explicitly deals with 2m dual variables. In the latter algorithm (Algorithm 3.1), the updates of 
m pairs of dual variables are done in parallel and, for each pair, the two dual variables are updated 
sequentially but the order in which they are picked up may vary with iterations according to their 
current values. We have established the convergence of the proposed algorithm (Algorithm 2.1) by 
showing that the equivalent algorithm (Algorithm 3.1) belongs to a class of matrix splitting 
algorithms (Algorithm 3.4) for the linear complementarity problem and by examining the conver- 
gence conditions for Algorithm 3.4. We have also reported the results of some computational 
experience with the proposed algorithm. 
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