Models are often used to predict phosphorus (P) loss from agricultural fields. Although it is commonly recognized that model predictions are inherently uncertain, few studies have addressed prediction uncertainties using P loss models. In this study we assessed the effect of model input error on predictions of annual P loss by the Annual P Loss Estimator (APLE) model. Our objectives were (i) to conduct a sensitivity analyses for all APLE input variables to determine which variables the model is most sensitive to, (ii) to determine whether the relatively easy-to-implement first-order approximation (FOA) method provides accurate estimates of model prediction uncertainties by comparing results with the more accurate Monte Carlo simulation (MCS) method, and (iii) to evaluate the performance of the APLE model against measured P loss data when uncertainties in model predictions and measured data are included. Our results showed that for low to moderate uncertainties in APLE input variables, the FOA method yields reasonable estimates of model prediction uncertainties, although for cases where manure solid content is between 14 and 17%, the FOA method may not be as accurate as the MCS method due to a discontinuity in the manure P loss component of APLE at a manure solid content of 15%. The estimated uncertainties in APLE predictions based on assumed errors in the input variables ranged from ±2 to 64% of the predicted value. Results from this study highlight the importance of including reasonable estimates of model uncertainty when using models to predict P loss.
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Sensitivity and Uncertainty Analysis for the Annual Phosphorus Loss Estimator Model
Carl H. Bolster* and Peter A. Vadas T he transport of phosphorus (P) through the landscape can result in the eutrophication of P-limited surface waters leading to water quality deterioration (Dale et al., 2010; Environmental Defense, 2007; National Research Council, 2008) . Notable examples of important water bodies being adversely affected by P and other nutrients include the Chesapeake Bay, the Florida Everglades, and the Mississippi River (Executive Order, 2009; National Research Council, 2008; Richardson et al., 2007) . Concern over water quality deterioration resulting from P loading has led to increased research devoted to better understanding the processes controlling P transport in the environment. Findings from this research have been used to develop various models for describing P transport at the field and watershed scale. These models vary in their level of complexity, data requirements, and temporal and spatial scales (Radcliffe and Cabrera, 2007; Radcliffe et al., 2009) .
When properly developed, tested, and used, P loss models can be useful tools for making land management decisions, testing the impacts of alternative management activities on water quality, extrapolating data in time and space, and testing scientific hypotheses regarding P transport processes (Beven, 2006a; Oreskes et al., 1994; Radcliffe et al., 2009; Sharpley et al., 2002) . This requires that the model produce not only reasonably accurate predictions of P loss but also an estimate of the uncertainty in these predictions. Sources of uncertainty inherent to all P transport models can generally be grouped into three categories: model structure error, model input error, and model parameter error. Model structure error represents error associated with approximating complex physical phenomena with simplified mathematical models as well as errors introduced by the numerical methods used for solving the model equations. Model input error includes measurement error and the use of unrepresentative values for the input variables. Model input variables are those physical quantities that are required to run the model but are measured independently of the model itself, such as rainfall, soil test P, and P application rates. Model parameter error refers to errors in the constants incorporated into the model that describe relationships between dependent and independent variables, the values of which are generally obtained through model calibration. Errors in fitted model parameters can result from using incorrect calibration performance measures (i.e., optimization targets); using inaccurate, incomplete, or unrepresentative data sets during model calibration; and ignoring uncertainties in calibration data (Bolster and Tellinghuisen, 2010; Haan, 2002; Sorooshian and Gupta, 1995) .
Although the importance of explicitly accounting for uncertainty in hydrologic and water quality models has been widely acknowledged (Beck, 1987; Beven, 2006b; Harmel and Smith, 2007; Krueger et al., 2009; Loague et al., 2012; Reckhow, 1994; Refsgaard et al., 2007; Shirmohammadi et al., 2006) , the use of prediction uncertainties is not standard practice in P loss modeling studies (Radcliffe et al., 2009) . The reasons for this are varied but likely include the fact that some P loss models do not have the capability to generate prediction uncertainties. Moreover, some model users may not have experience in calculating uncertainties and thus find the task too daunting. In addition, legitimate concerns may exist that uncertainties will not be properly understood by the intended audience or that relatively large uncertainties will undermine the credibility of the modeling results and the science underpinning the model itself (Beven, 2006b; Pappenberger and Beven, 2006) . This apprehension in reporting model uncertainties occurs not only when presenting modeling results to a scientific audience but also to the general public, especially when these predictions are used to support controversial regulatory decisions. Ignoring model prediction uncertainties, however, can give the false impression that the model output is known more accurately than it really is and can lead to skepticism of modeling results by the public, regulators, and the scientific community. Incorporating uncertainties into model predictions, on the other hand, yields more realistic model output and can lead to better use of modeling results and may also alleviate some of the skepticism with the model predictions (Pappenberger and Beven, 2006; Radcliffe et al., 2009; Reckhow, 1994; Reckhow, 2003; Refsgaard et al., 2007; Reichert and Borsuk, 2005; Shirmohammadi et al., 2006) .
In this study, we assess the effect of model input error on predictions of annual P loss by the Annual P Loss Estimator (APLE) model (Vadas et al., 2009) . APLE (available at http://www.ars.usda.gov/ser vices/software/download. htm?softwareid=304) is an empirically based spreadsheet model developed to describe annual, field-scale P loss when surface runoff is the dominant P loss pathway. It has been shown to provide reasonably accurate predictions of P loss under a variety of conditions (Vadas et al., 2009 ). Our first objective was to conduct a sensitivity analysis for all APLE input variables to determine which model inputs have the greatest impact on model predictions because this provides useful information to model users as to which input variables require the most accurate measurements (Haan, 2002; Haan et al., 1995) . Our second objective was to evaluate whether the first-order approximation (FOA) method could provide accurate estimates of prediction uncertainties for APLE. The FOA method is one of the simplest methods for calculating model prediction uncertainties and thus would be relatively easy to incorporate into APLE and fairly straightforward to implement by users who do not have extensive training with uncertainty analysis. The FOA method, however, does have several limitations that may affect how well it estimates model uncertainties (Melching, 1995; Summers et al., 1993) . Thus, we compared uncertainty estimates using the FOA method with uncertainty estimates obtained using Monte Carlo simulations (MCS), which, when properly implemented (i.e., an adequate number of simulations are conducted and probability distributions are properly defined), is the method generally recognized as providing the most accurate estimates of model uncertainties (Beck, 1987; Haan, 2002; Melching, 1995; Yu et al., 2001 ). Our final objective was to evaluate the performance of the APLE model against measured P loss data when uncertainties in model predictions and measured data are included. Results from this study highlight the importance of including reasonable estimates of model uncertainties when using models to predict P loss.
Materials and Methods

Annual Phosphorus Loss Estimator Model
The APLE model calculates annual total surface P loss from agricultural fields as: P tot = DP man + DP fert + DP soil + P sed [1] where P tot is the total annual P loss from surface runoff (kg ha
), DP man is annual dissolved P loss in runoff from applied manure (kg ha -1 ), DP fert is annual dissolved P loss in runoff from applied fertilizer (kg ha -1 ), DP soil is annual dissolved P loss in runoff from soil (kg ha -1 ), and P sed is annual sediment P loss from eroded soil (kg ha -1 ). A suite of empirically based equations to calculate each term on the right-hand side of Eq. [1] was developed by calibrating on P loss data collected from multiple studies ranging in scale, soil type, and P application rates (Vadas et al., 2007; Vadas et al., 2008) . The input variables required for each term in Eq.
[1] are provided in Table 1 .
Model Input Data
For the sensitivity and uncertainty analyses, we used two sources of data to obtain values for the APLE model input variables. The first set of model input variables was randomly chosen from a uniform distribution defined by ranges given in Table 2 . This set of input variables is referred to hereafter as the simulated input data set. The advantage to using simulated data is that it allows us to test a range of input values representing a wide range of conditions. The second set of model input variables was obtained from a data set recently used to evaluate modified versions of the Pennsylvania P Index (Bolster et al., 2012) and is a subset of the data used to evaluate the APLE model (Vadas et al., 2009) . The data set includes 255 observations collected from 26 published studies representing a variety of tillage and cropping practices, manure and fertilizer types and application methods, and geographic locations and associated climates. Values for model inputs needed to run APLE (e.g., precipitation, runoff, erosion, soil P, manure and fertilizer P application rates and methods, and field management data) were reported in each study (Table 3) . For studies where soil test P (STP) was not measured with Mehlich-3, reported STP values were converted to equivalent Mehlich-3 STP by assuming that Mehlich-3 STP is equal to Bray-1-extractable P and twice Olsen and Mehlich-1-extractable STP values (Vadas et al., 2009) . Values for manure water-extractable P were estimated using the method of Vadas et al. (2009) .
Sensitivity Analysis
Our first objective was to conduct a sensitivity analysis by calculating relative sensitivity coefficients for all APLE input variables. Relative sensitivity coefficients are dimensionless and thus allow direct comparisons between the different model input variables. The relative sensitivity (S r ) of model output to each individual model input variable was calculated as (Coleman and DeCoursey, 1976; Haan, 1989) :
where I and O are the values of the model input and output variables, respectively. The first term on the right hand side of Eq.
[2]-the absolute sensitivity coefficient-was calculated using the central finite-difference method:
where O I+DI is the model output at I+DI, O I-DI is the model output at I -DI, and DI is the amount of perturbation in the model Table 1 . APLE model input variables included in sensitivity analysis for dissolved phosphorus loss from soil, dissolved phosphorus loss from applied fertilizers, dissolved phosphorus loss from applied manure, and particulate phosphorus loss through water erosion of sediment. Ratio of water-extractable P to total P (WEP)
Percent manure incorporation (INC man ) Mineralization rate (MIN) § † DP fert , dissolved phosphorus loss from applied fertilizers; DP man , dissolved phosphorus loss from applied manure; DP soil , dissolved phosphorus loss from soil; P sed , particulate phosphorus loss through water erosion of sediment. ‡ Labile phosphorus is assumed to equal one half of Mehlich-3 soil test phosphorus. § Although mineralization rate is not a direct input variable, the rate is dependent on time of year of manure application, which is a direct model input variable. Table 2 . Relative sensitivities for each P loss pathway using simulated model input data set. 2) † CLAY, soil clay content; FERT TP , total phosphorus applied; INC fert , percent fertilizer incorporation; INC man , percent manure incorporation; LP, labile phosphorus; MAN, total manure applied; MAN TP , manure total phosphorus content; MIN, mineralization rate; RO, runoff; RO/PT; runoff/precipitation; SED, soil loss; SOL, percent manure solids; SOM, soil organic matter content; WEP, ratio of water-extractable phosphorus to total phosphorus. ‡ DP fert , dissolved phosphorus loss from applied fertilizers; DP man , dissolved phosphorus loss from applied manure; DP soil , dissolved phosphorus loss from soil; P sed , particulate phosphorus loss through water erosion of sediment. § Relative sensitivity. ¶ Relative sensitivity (S r ) values depart from one only for SOL values of 14 to 17% (range dependent on value of DI). CLAY, % 10-56 0.09 (0-0.25) SOM, % 0.6-3.5 0.21 (0-0.75) † CLAY, soil clay content; FERT TP , total P applied; INC fert , percent fertilizer incorporation; INC man , percent manure incorporation; LP, labile phosphorus; MAN, total manure applied; MAN TP , manure total phosphorus content; MIN, mineralization rate; RO, runoff; RO/PT; runoff/precipitation; SED, soil loss; SOL, percent manure solids; SOM, soil organic matter content; WEP, ratio of water-extractable phosphorus to total phosphorus. ‡ Relative sensitivity.
Model variable †
input variables (DI = 0.1*I in this study). Relative sensitivities were calculated using the simulated and observed model input data sets to determine how S r values vary depending on model input values. For the simulated model input data set, S r values for each of the four P loss components in APLE were calculated independently. In our second sensitivity analysis, we calculated S r values for total P loss using values of the input variables from the observed data set described above. For both analyses we report mean, minimum, and maximum S r values. The entire range of S r values is presented in the supplemental information.
Comparing Methods for Computing Confidence Intervals
To test the applicability of using the FOA method to calculate uncertainties with APLE, we compared model uncertainties calculated with the FOA method with model uncertainties calculated using MCS, which is generally regarded as the most accurate way to calculate model prediction uncertainties (Melching, 1995) and often used to evaluate the accuracy of the FOA method in hydrologic and water quality models (Haan and Skaggs, 2003; Zhang and Haan, 1996) . As with the sensitivity analysis, we calculated model prediction uncertainties using the simulated and observed model input data sets. For the simulated input data set, we compared model prediction uncertainties for one set of field conditions where P was applied in the form of inorganic fertilizer and a second set of field conditions where P was applied in the form of animal manure. For both input data sets, we assumed a triangular distribution of uncertainties in model input variables. Triangular distributions of model variables are often used in uncertainty analyses when actual distributions are unknown. An advantage to using the triangular distribution is that it is bounded on both ends and thus allows one to set the minimum and maximum values of the distribution. The triangular distribution closely follows the normal distribution except at the very extreme tails (Supplemental Fig. S1 ). We set the mode of the triangular distribution to the model input value and set the minimum and maximum values of the distribution to a given percentage of the mode (i.e., ±5, 15, 25, and 50%), thereby creating a symmetrical distribution. For P incorporation rates, however, we assigned constant absolute errors (i.e., errors were independent of the mode) of 2, 5, 10, and 20%.
Using the FOA method, the total variance in model output is calculated as the sum of the individual model input variances multiplied by their absolute sensitivities plus a term accounting for any correlations between the model input variables:
where k is the number of model input variables being assessed, b i is the ith model input variable, b j is the jth model input variable, and Cov is the covariance between variables. In this analysis, we assumed that all model input variables were uncorrelated, with the exception of runoff and erosion for the simulated input data set, which we arbitrarily assigned a correlation of 0.7. This resulted in low (high) erosion rates generally being associated with low (high) runoff rates. The variance of the triangular distribution for each of the model input variables required in Eq.
[4] was calculated from the mode and minimum value of the distribution by:
The 95% confidence intervals (CIs) for the FOA method were obtained by adding and subtracting 1.96 times the square root of the model output variance calculated in Eq.
[4]. In the MCS method, model input variables were selected randomly from the predefined triangular distribution, the model was run, and the output was stored; this process was repeated 10,000 times for each combination of model input variables. Lower limits of the 95% CIs were calculated by determining the values from the model output distribution at which 97.5% of the values fell above and 2.5% of the values fell below. Upper limits of the 95% CIs were determined similarly as the value at which 2.5% of the values fell above and 97.5% of the values fell below.
The mean model-predicted P loss values (O) and 95% CIs calculated using the FOA and MCS methods were then compared by calculating the percent difference between the two methods:
This analysis was performed for the simulated and observed model input data sets. For the simulated input data set, CIs for 100 combinations of the model input variables were compared.
Results from this analysis are presented as box plots because they provide visual summaries of the median, the variance, and the skewness in the data.
Evaluation of Model Predictions
Our final objective was to evaluate P loss predictions made with the APLE model against the measured P loss data set described earlier while accounting for uncertainties in the model predictions and the measured P loss data. Because estimates of uncertainties for the model inputs and the P load measurements were not given in any of the studies, we assumed uncertainties based on literature values where available . For this analysis we evaluated a low uncertainty scenario and a high uncertainty scenario. The majority of studies measured runoff volume using a weir/funnel in combination with stage or flow meter. For these studies, uncertainties in runoff volume were set at ±5 (low) or 10% (high) of the measured value. For studies that collected the entire runoff volume in a collection device, uncertainties for runoff volume were set at ±1 or 3%. Errors associated with measurements of runoff contributing area-needed to convert runoff volume to depth-were set at ±1 or 3%. Uncertainties associated with measured erosion rates were set at ±2.5 or 5% of the measured values. We set the manure mineralization rate to 10 ± 2.5% or 5%. For P incorporation rates, uncertainties of ±5 or 10% were assumed. For all other model input variables, we assumed uncertainties of ±5 or 15% of the measured values. A triangular distribution in errors was assumed for all variables with the exception of the mineralization rate, where a uniform distribution was assumed.
Uncertainties in measured P loss data are a function of errors introduced when measuring runoff, erosion, and concentration of P in solution and attached to sediment. Because uncertainties in runoff and erosion were accounted for in model predictions, we assumed error-free values of these variables when calculating the uncertainty in the measured P loss data set. Uncertainties in measured P concentrations are a function of errors introduced during sample collection, sample preservation and storage, laboratory analysis, and data processing and management Harmel et al., 2009) . Errors associated with sample collection were set at ±5% (low) or 15% (high) for studies using automated sampling. For studies where bulk runoff was subsampled and measured, errors were set at ±2 or 4%. Most studies did not report storage time, and many did not completely report preservation methods. Therefore, we assigned errors associated with sample preservation and storage of ±5 or 15% to all studies. Errors associated with laboratory analysis were set to ±5 or 20%, and we assumed no data management errors. All errors were assumed to have a triangular distribution, with the percent error representing the minimum and maximum values of the distribution. Although these uncertainties were subjectively determined, they are within reasonable ranges reported by Harmel et al. (2006 Harmel et al. ( , 2009 and therefore should provide reasonable estimates of actual measurement errors when calculating loads. The cumulative uncertainty associated with the measured P loss data was calculated using root mean square error (RMSE) propagation methods. For uncorrelated errors, total cumulative error (±%) associated with each measurement of P loss is calculated by (Topping, 1972; Harmel et al., 2006 ): where e T is the cumulative percent error associated with a measurement, e i is the percent error associated with the ith source of error, and m is the total number of sources contributing to the error. Based on our assumed errors, the cumulative error in P loads for the low uncertainty scenario was ±8% for samples collected in bulk and ±9% for samples collected with an automated sampler. For the high uncertainty scenario, the total errors were ±25 and 29%, respectively. These values fall within the ranges reported by Harmel et al. (2006 Harmel et al. ( , 2009 . The 95% CIs for the observed P loss data set were determined from the cumulative distribution function of the triangular distribution using the above errors to calculate the minimum and maximum values of the distributions. Model predictions were evaluated against the observed data using the Nash-Sutcliffe model efficiency (E), RMSE, mean absolute error (MAE), and mean absolute percent error (MAPE): where d is the residual (i.e., difference) between paired observed and model-predicted values, O avg is the average of the observed values, and n is the number of observations (n = 255).
We also calculated the above goodness-of-fit statistics while accounting for uncertainties in model-predicted and measured P loss values by modifying the residual term by the degree of overlap (DO) between the distributions for each paired measured and predicted P loss values (Haan et al., 1995; Harmel et al., 2010) :
where the subscripts l and u represent the lower and upper values of the 95% CIs, respectively, and Pr is the cumulative probability density function for the triangular distribution. Inspection of Eq. [12] shows that when there is no overlap of the distributions for a paired measured and predicted P loss value (DO = 0), the residual value is equal to the residual value when uncertainties are not included. On the other hand, when the distributions for the observed and predicted P loss values fully overlap (DO = 1), the residual term becomes zero.
Results and Discussion
Sensitivity Analysis
The range in S r values for each of the P loss pathways modeled in APLE using the simulated input data set is shown in Table 2 and in Supplemental Figures S2, S3 , and S4. Values of 1 indicate that, for a given percent change in the model input variable, an equivalent percent change in model output results. Absolute values of S r exceeding 1 indicate that a change in that variable results in a greater percentage change in model output. For instance, the S r value of 1.2 for runoff to precipitation ratio (RO/PT) regarding dissolved P loss from manure (DP man ) means that a 10% increase in RO/PT yields a 12% increase in DP man . Conversely, absolute S r values of less than 1 indicate that a unit change in that input variable results in a lower percentage change in the relevant model output. Negative S r values represent changes in model input variables that result in opposite changes in model output. That is, an increase (or decrease) in value of the model input variable results in a decrease (or increase) in the model output value.
Values of S r for six of the tested model input variables remained constant, reflecting the linear relationship between these variables and model-calculated P loss for that particular pathway. For the remaining model variables, S r values depended on the values of the variables themselves (Table 2; Supplemental  Fig. S4 ), although S r values for two model input variables, soil erosion rate (SED) and percent manure solids (SOL), varied only at certain points. For example, the equation that APLE uses to calculate P enrichment ratio is bounded by 1 at the low end so that for erosion rates exceeding 6634 kg ha -1 , the P enrichment ratio remains constant at 1. As a result, S r values for SED remain constant at 1 for erosion rates much greater than 6634 kg ha -1 ; for erosion rates much less than 6634 kg ha -1 , S r values remain constant at 0.75 (Supplemental Fig. S2 ). The transition range where S r values increase from 0.75 to 1 depends on the value of DI. For the manure loss component, high S r values occur at SOL values ranging from 14 to 17% (although this range varies depending on DI), whereas for all other SOL values, S r is equal to 1 (Supplemental Fig. S3 ). This is a result of APLE treating manures with a solid content of less than 15% differently than manures with a solid content of 15% or greater. For manures with a solid content of less than 15%, APLE assumes that 60% of the water-extractable P infiltrates into the soil and is no longer available for runoff. For manure with a solid content of 15% or more, no infiltration of water-extractable P is assumed. Because DP man is a discontinuous function of SOL at values of 15%, DP man is very sensitive to changes in manure solid content in the range of <15 to 15% or more resulting in large increases in S r . Research clearly shows that it is necessary to account for infiltration of manure liquids and associated P at the time of application (Vadas, 2006; Vadas et al., 2004) . However, there are very limited data to develop model algorithms, and APLE's representation of manure P infiltration is a simplification of what is likely a complex, continuous process that involves soil type and moisture as well as manure type, application rate, and solids content. The results of our uncertainty analysis suggest that this represents an area of potential model improvement.
The greatest range in S r values was observed for DP man and DP fert to changes in percent P incorporated, with S r values ranging from -9 to -0.11 for incorporation rates of 90 and 10%, respectively (Table 2; Supplemental Fig. S3 and S4 ). In APLE, dissolved P loss from applied P sources is inversely linearly related to P incorporation rates. In absolute terms, this means that for every unit increase in incorporation, there is a constant decrease in predicted P loss. However, a nonlinear relationship exists between S r and P incorporation rate (Supplemental Fig. S3 and S4) because at high rates of incorporation absolute P loss is low and the constant change in P loss by increasing incorporation is very large as a percentage of that absolute loss. As a result of this nonlinear relationship, calculated P loss is much more sensitive to errors at high incorporation rates than at low incorporation rates. For example, assuming a constant absolute error of 10%, increasing the incorporation rate from 80 to 90% results in a decrease in DP man or DP fert of 50%, whereas increasing the incorporation rate from 20 to 30% results in a 13% decrease in DP man or DP fert . Large S r values for high incorporation rates likely have limited significance on model-predicted total P loss because high P incorporation rates generally lead to low dissolved P loss from the applied manure. Possible exceptions may include high application rates of manures with low N to P ratios to meet crop N needs. If percent P left unincorporated was used as a model input variable instead, S r values would remain constant at 1 regardless of P incorporation rates.
A relatively wide range in S r values was also observed for labile P (LP) and soil organic matter (SOM) content in relation to calculated particulate P loss (P sed ) values (Table 2 ; Supplemental  Fig. S3 ). This range in S r values is a result of both variables being used to calculate the P sorption coefficient (PSC), which is used to determine how much added P remains labile and to calculate soil total P and thus soil P loss with erosion, which is a nonlinear function of PSC.
Results presented in Table 2 are for each specific P loss pathway modeled in APLE. The sensitivity of total P loss predicted by APLE to changes in the model variables will depend not only on model sensitivity to each variable but also on the magnitude of P loss from each specific pathway. To investigate the sensitivity of the model variables on total P loss under representative field conditions, we calculated S r values for total P loss using input data from the observed P loss data set. These results also show a wide range in S r values for most variables (Table 3 ; Supplemental Fig. S5-S7) . Vadas et al. (2009) concluded from their sensitivity analysis that APLE is less sensitive to P source variables than to P transport variables. In our analysis, we did not find that to be the case in all situations. For example, S r values for manure incorporation rate were as low as -6.6. Indeed, of the 46 studies where manure was applied and incorporated, 20 studies had S r values of -1.0 or lower for percent manure incorporation. Moreover, in 53 of the 147 treatments in which manure was applied, Vadas et al. (2009) assigned a value of 15% for manure solid content, leading to high S r values as a result of DP man being a discontinuous function of SOL at values of 15%. These results highlight the need for good estimates of P source and transport factors when predicting field-scale P loss using APLE, although obtaining good estimates of transport factors is generally much more difficult than for source factors.
Comparing Methods for Computing Confidence Intervals
The accuracy of the FOA method for calculating uncertainties for the APLE model was assessed by comparing the results with those obtained with MCS for simulated and observed P loss data. Over the range of model input values used for the simulated data, model-predicted values and 95% CIs were very similar for the two methods for model input errors of 25% or less ( Fig. 1 and  2) . Indeed, differences in model-predicted P loss and 95% CIs were nearly all less than 5% for simulated fields with dissolved P loss from soil P and applied fertilizer P and particulate P loss from erosion (Fig. 1 ). Even with model input errors of 50%, most of the differences in CIs between the two methods were less than 10%. For simulated fields with P applied as manure, differences between the two methods were somewhat greater (Fig. 2) because P loss from applied manures is a function of a greater number of variables than when P is applied as fertilizer. Furthermore, the FOA method assumes a continuous model; however, APLE treats manures with solids content less than 15% differently than manures with solids content exceeding 15%. Even so, differences between the two methods were generally less than 5% for model input errors of 25% or less. When model input error was increased to 50%, however, differences between the two methods increased more significantly than when P was applied as fertilizer. These results suggest that for low to moderate uncertainties in APLE input variables, the FOA method, which is much easier to implement in spreadsheet calculations than MCS, may be adequate for use with APLE. The FOA method has been shown to provide similar results as MCS for low to moderate uncertainties for other hydrologic and water quality models (Haan and Skaggs, 2003; Zhang and Haan, 1996) .
For the observed data set, differences in model predictions and CIs between the two methods were similar in magnitude as the simulated model input data for studies where manure solid content was not 15% (Fig.  3A and 3B) . Indeed, for nearly all of these studies differences between the two methods were less than 5%, even for the high uncertainty scenario. In studies where manure was assigned a solids content of 15% by Vadas et al. (2009) , however, differences in model-predicted values and CIs calculated by the two methods were much larger due to the high sensitivity of the APLE model at manure solid contents of 15% (Fig. 3C and 3D ). These results indicate that when solids content of manure is determined to be in the range of 14 to 17% (using a value of 0.1 for DI), the FOA method is not as accurate as the MCS method.
The purpose of including uncertainties with model predictions is to estimate the range of values expected to contain the true value for a given probability. The estimated uncertainties in APLE predictions based on assumed uncertainties in the input variables varied significantly (Fig. 4; Supplemental Fig. S8 and S9) . For the low uncertainty scenario, the absolute error ranged from ±3.5 × 10 -5 to 2.8 kg ha -1 , and the relative error (i.e., percent of model-predicted value) ranged from ±2 to 32%. For the high uncertainty scenario, the absolute error ranged from ±9.4 × 10 -5 to 7.2 kg ha -1 , and the relative error ranged from ±6 to 65%. Eighty percent of the calculated absolute and relative errors were less than ±0.25 kg ha -1 and 12%, respectively, for the low uncertainty scenario and ±0.64 kg ha -1 and 28% for the high uncertainty scenario. Absolute errors generally increased with increasing model-predicted values, whereas no correlation was observed between the relative errors and model predictions. Large absolute prediction uncertainties generally coincided with treatments with high manure P application rates, which is not surprising given that the manure loss component of APLE requires the greatest number of input variables and thus has the greatest potential for errors. Absolute prediction errors also tended to be large for treatments with high runoff and/or erosion rates.
Because the data used in our analysis were collected as part of research projects, the data are likely to be of greater accuracy than routine data collected from ordinary field sites. Moreover, our uncertainties were based on direct or indirect measurements of runoff and erosion. In a truly predictive mode, runoff and erosion are determined with models such as the SCS Curve Number and RUSLE2, respectively. These predictions will be less accurate and more uncertain than direct measurements of these variables (Eghball and Gilley, 2001; Good et al., 2012; Haan et al., 1995; Harmel et al., 2005; Hession et al., 1996) . As a result, uncertainties in APLE predictions will be much larger than estimated in our study for modeling applications that use estimated runoff and erosion as inputs.
Evaluation of Model Predictions
Following the classification of Moriasi et al. (2007) , we observed a good (E = 0.71) correlation between the APLE-predicted and measured P loss data (Table 4) . Somewhat surprisingly, we did not observe significant improvements in any of the goodness-of-fit statistics when we included a correction factor to account for uncertainties in predicted and measured P loss. Harmel et al. (2010) reported that the impact of including a correction factor on goodness-of-fit statistics depends on overall model fit and the size and distribution of the measurement and prediction uncertainties. In their study, inclusion of the correction factor yielded negligible changes in goodness-of-fit statistics for poor or very good model fits. The authors did, however, observe some improvements in goodnessof-fit measures for their data set with a model efficiency (E = 0.73) similar to ours. The reason we did not see any improvements in goodnessof-fit measures is that, although we accounted for uncertainties in model inputs and observed data, there existed a large number of observations where the estimated 95% CIs for the model predictions and observations did not overlap (Table 4 ; Supplemental Fig. S8  and S9 ). With the low uncertainty scenario, the CIs overlapped for only 63 of the 255 data points (25%), whereas for the high uncertainty scenario, the number of overlapping CIs was 151 (59%). Even for the data in which the 95% CIs did overlap, the degree of overlap was generally low and explains why there was no real improvement in goodness-of-fit statistics when uncertainties in APLE predictions and measured P loss were included (Supplemental Fig. S8 and S9) .
One possible explanation for the relatively small amount of overlap in the CIs of the model predictions and observations, and thus the relative insensitivity of the goodness-of-fit statistics to uncertainties in predicted and measured P loss, is that we underestimated the uncertainties associated with model input and/or the observed P loss data set. Although this is a possibility, a more likely explanation is that, by not accounting for model structure or parameter errors, we underestimated the true uncertainties associated with our model predictions. For instance, the model parameters in the regression equations (e.g., the enrichment factor, P distribution factor, and PSC equations) within APLE were assumed to be error free. This is clearly an oversimplification, and accounting for such errors will increase the CIs of the model predictions and could lead to an increase in the number of overlapping CIs and improvements in goodness-of-fit measures. Moreover, because APLE calculates P runoff based on annualized inputs of precipitation and runoff, it cannot capture some of the eventbased processes that influence P loss where precipitation and runoff values of each event are driving the runoff process as well as the timing of runoff events after P application. Such simplifications underscore the trade-offs between more complex daily time step models, which require significant data inputs and expertise to run, and more simplified models such as APLE, which increase the time step and reduce the number of model variables needed. Although these simplifications introduce model structure errors, all P loss models simplify to some degree the complex processes governing P movement through the landscape and therefore have some amount of model structure error. This intrinsic model structure error needs to be recognized when evaluating model predictions with observations of P loss and is why P loss models cannot be validated strictu sensu regardless of their complexity (Oreskes et al., 1994) . Rather, the purpose of evaluating a P loss model against observations of P loss should be more modest: to identify significant shortcomings with the model and provide guidance on how to improve it. Incorporation of model prediction and observed measurement uncertainties can greatly aid in model evaluation.
Conclusions
Although the importance of explicitly accounting for uncertainty in output from hydrologic and water quality models has been widely acknowledged for some time (Beck, 1987; Beven, 2006b; Harmel et al., 2010) , incorporation of uncertainties with P model predictions is still not standard practice (Radcliffe et al., 2009) . To encourage the inclusion of prediction uncertainty estimates when using the APLE model, we are currently updating APLE to allow users to include estimates of model input uncertainty using the FOA method, which our results demonstrate generally provides accurate estimates of prediction uncertainties for APLE. Based on reasonable estimates of model input uncertainties, 80% of the model prediction uncertainties were less than ±12 or 28% of the model-predicted value of P loss for the low and high uncertainty scenarios, respectively, indicating that uncertainties in model inputs are not expected to result in unreasonably large model prediction uncertainties with APLE. Although our analysis neglected uncertainties associated with model structure and parameter errors, incorporation of model input errors provides useful information on the reliability of the model predictions compared with a single prediction of P loss. 
