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Protein electron transfer reactions are essential in biological and bioenergetic systems.
They are capable of mobilizing charges over vast distances through the use of relay residues,
which behave as intermediary sites for electron localization and hopping. The electron trans-
fer rate is primarily determined by driving force, reorganization energies, and electronic
coupling between the donor and acceptor species, as modeled by the Marcus equation. How-
ever, these parameters are not readily obtained by in vitro experiments and the reaction
may be further complicated by proton transfer events. Thus, systems amenable to facile
manipulation of these parameters are highly advantageous for in vitro studies.
Tyrosine and tryptophan are among the most prevalent relay residues in electron transfer
systems, but despite their similarities, one can not easily replace the functionality of the
other. In our first protein model system, yeast cytochrome c peroxidase:cytochrome c, we
substituted the conserved tryptophan electron hopping site with a tyrosine residue, allowing
us to gain insight into the behavior of tyrosyl radicals in electron transfer and the effect of
its local environment on activity. Our findings evince that inclusion of a basic side chain
that coordinates to the phenolic proton is essential for augmenting electron transfer rates
through the hopping site.
Other relay amino acids also play significant roles in proteins, including methionine and
cysteine residues. In our second protein model, we use a flavoprotein photosensor (VIVID)
variant that is devoid of an active-site cysteine residue essential for generating the canonical
light-oxygen-voltage domain flavin signaling state. We demonstrated that this protein vari-
ant is surprisingly capable of in vivo signaling and light-dependent conformational changes.
From spectroscopic investigations, we identified the elusive electron donors responsible for
the formation of this signaling state and show the importance of methionine residues in
transferring electrons.
Herein, I have disseminated our findings on these two projects, furthering our understand-
ing of the intricacies of protein electron transfer and the necessary properties of relay residues
for facilitating electron transfer reactions. Firstly, in Chapter 2 and Appendix A, I discuss
our findings on intermolecular electron transfer through a tyrosyl hopping site in the cy-
tochrome c peroxidase complex and recovery of activity through manipulation of the tyrosyl
environment. Following this, I relate investigations of a photoactive model system comprised
of internal electron donors. In Chapter 3, I evaluate the ability of the active-cysteine-less
VIVID variant to induce a biologically relevant signaling response in blue light, and in
Chapter 4, I describe continued investigations on the intrinsic electron transfer mechanism
involved in photoactivation, with some burgeoning discoveries on an analogous photoactive
system presented in Appendix B.
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CHAPTER 1
ELECTRON TRANSFER PARAMETERS IN PROTEIN SYSTEMS
1.1 Reliance of biological systems on efficient electron transfer
Electron transfer is arguably one of the key fundamental processes in chemistry and
physics and plays an integral role in many biological systems. Two of the most impor-
tant biological reactions for aerobic life as we know it, respiration and photosynthesis, both
require rapid and precise electron transport for oxidative phosphorylation and glucose syn-
thesis, respectively. Rapid electron transfer is additionally crucial for signal transduction
and signaling pathways that are essential for the survival of an organism in its environment
[1, 2]. In non-biological applications, an understanding of electron transfer events is also
instrumental, such as for the generation of new materials for energy conversion and storage,
including solar/fuel cell devices and artificial photosynthesis [3–5], development of long-lived
fluorescent reporter molecules for imaging [6–8], and optimization of radical-based organic
molecule and polymer syntheses [9, 10]. Hence, the underlying factors of electron transfer
are of wide interest to many fields and disciplines, which ultimately desire to improve and
control electron transfer rates to better suit the applications.
Research conducted on electron transfer mechanisms in small molecules have been crit-
ical for developing an understanding of rudimentary theory. Studies have utilized photo-
inducible, small molecule or peptide systems comprised of a covalently linked, photoactive
ruthenium or rhenium complex. Upon laser excitation, the photo-excited complex oxidizes
the appended amino acid on a nanosecond time scale, providing the necessary time reso-
lution to observe early electron transfer events [11–14]. The use of these models allow for
facile tuning of electron transfer parameters, though in the context of more complicated and
relevant systems, components such as the protein matrix can be difficult to account for in
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these systems [11]. Hence, we focus our attention on biological systems and protein models
in order to ascertain how local environments can play a role on redox properties.
Fast, directed electron transfer in proteins is vital for biological processes and bioener-
getics, as these mechanisms typically require electron transfer rates in the sub-millisecond
regime [15, 16], and at times, electrons must traverse a long distance to reach the acceptor.
A single tunneling step is at most 20 A˚, but longer distances are accessible by multiple,
coupled tunneling steps [15]. In the case of ribonucleotide reductase, electrons tunnel over
35 A˚ through a path of tyrosine residues to transfer radicals from an iron sulfur cluster to a
transient cysteine radical and eventually generate the DNA-precursor deoxyribonucleotides
[17–19]. Similarly, the di-heme c MauG enzyme is able to transfer electrons more than 40 A˚
away from the high-spin iron heme center by hole hopping through a tryptophan to oxida-
tively modify a precursor of methylamine dehydrogenase (preMADH) [20, 21]. Long-range
electron transfer can also serve in the robustness of proteins. Hole hopping through tyrosine
and tryptophan chains can protect proteins from oxidative damage [22, 23], and in other
proteins, such as cryptochrome, electron transfer through these chains aids in maintaining a
population of the signaling state [24].
Studying complex, multistep electron transfer systems is not without challenges. The
rates of electron transfer reactions are dependent on various intrinsic factors, including driv-
ing forces and reorganization energies, however, they are not necessarily straightforward to
measure or tune in the confines of a protein matrix [25]. Indeed, reorganization energies are
typically calculated in silico due to high degrees of uncertainty in the in vitro measurements
[26, 27]. Investigating these parameters in vitro typically requires a well-behaved protein
system that is amenable to replacing residues important for radical localization. To this
extent, some studies engineered a model protein by introducing an electron transfer mecha-
nism into an alpha helical bundle devoid of redox-active side chains [28]. Yet, other factors,
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such as the local environment of the hole hopping sites and proton transfer events, can be
difficult to analyze in these models. Herein, we further examine the parameters that mediate
electron transfer in proteins and their behavior in long range electron transfer mechanisms.
1.2 Principles of electron transfer mechanisms
1.2.1 Electron transfer models by Marcus theory
Rates of electron transfer reactions were approached theoretically by Rudolph Marcus
in 1956 [29]. The rates were modeled as a function of donor/acceptor characteristics and
solvent reorganization energies. Marcus theory treats a system as a combination of inner and
outer sphere processes. In the outer sphere, non-bonded reactions induce no large structural
alterations, and changes in charge from the electron transfer occur through space between
redox species. By comparison, the inner sphere contributions are described as covalent,
chemical bond formation/breakage and geometric changes [27, 29, 30].
Marcus theory is based off of transition state theory, and as such, assumes that rate con-
stants are free energy surfaces along a reaction coordinate proportional to exp[−∆G‡/RT ].
∆G‡ is derived from the intersection of the donor and acceptor, with the free-energy sur-
faces modeled as simple harmonic oscillators, or two equivalent parabolas. For a single,
outer-sphere electron transfer, donor and acceptor surfaces are weakly interacting; electron
transfer occurs non-adiabatically and under Franck-Condon conditions, where the highest
probability for electron transfer corresponds to the minimum difference in nuclear coordi-
nates between the donor and acceptor states. The energy λ needed to attain this nuclear
configuration is dependent on solvent and protein matrix reorganization as well as changes
in the bond lengths and angles of the initial states, and so can be considered a sum of outer
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and inner sphere contributions λ = λo + λi [31, 32].
Thus, from the intersection of the two parabolas, ∆G‡ = (∆G
◦+λ)2
4λ
, and from the Eyring
equation, the rate constant is kET = A · exp
[
− (∆G◦+λ)2
4λkBT
]
. Yet, electrons are capable of
tunneling through barriers and this quantum nature is not accounted in this classical equa-
tion. To describe the quantum phenomenon, application of Fermi’s Golden rule yields
kET = 4pi
2/~ ∗ |HDA|2 · FC, where |HDA|2 = |〈ΨA|Hˆ|ΨD〉|2 = H20 · exp[−β2 (rDA − r0)]
and FC is the Franck-Condon weighted density of states [33–36].
The |HDA|2 term is a measurement of the electronic coupling strength between the donor
and acceptor orbitals and is expected to be small for non-adiabatic electron transfer reactions.
Notably, |HDA|2 exponentially decays with greater donor-acceptor distances [37], with β
being an attenuation parameter that is dependent upon the intervening medium. Hence, a
single electron transfer is typically limited to no more than 20 A˚ [15]. With weak coupling,
electrons must tunnel or “hop” through the medium or protein matrix in order to reach the
acceptor moiety.
The Franck-Condon weighted density of states term constitutes a sum of overlap integrals
of the donor-acceptor nuclear wave functions at the same energies. At a high temperature
limit where vibrational frequencies are small (hν/2kBT ≤ 1), FC is approximated to be
(4piλkBT )
−1/2 exp
[
−∆G◦+λ)2
4λkBT
]
. The exponential portion of FC is identical to that predicted
by the classical derivation using parabolic energy surfaces and the Eyring equation. [33–36].
Hence, the semiclassical Marcus equation is as follows:
k =
2pi
~
〈H2AB〉(4piλkBT )−1/2 · exp
[
−(∆G
◦ + λ)2
4λkBT
]
where k is the observed electron transfer rate constant, λ is the reorganization energy, and
∆G◦ is the Gibbs free energy change of the reaction [33, 38].
Perhaps the most well-known conclusion from Marcus theory is the prediction of the
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inverted region. In the normal region, as the driving force increases, the rate of electron
transfer increases until −∆G◦ = λ. Once the amplitude of the driving force exceeds the
reorganization energy, the barrier reforms and electron transfer rates decrease as the driving
force increases. This has been observed in small molecule systems [39] and in chemilumines-
cence [38].
1.2.2 Proton-coupled electron transfer
Proton transfer can accompany electron transfer, requiring an additional level of theory
to model these reactions. Proton-coupled electron transfer (PCET) can occur via either a
concerted mechanism (coupled proton-electron transfer; CPET) or stepwise (either proton
transfer followed by electron transfer (PTET) or vice versa (ETPT)); for the latter, either the
proton or electron transfer can be rate-limiting [13, 40]. Thermodynamically, it is arguably
more favorable for both transfers to be concerted as it allows for the avoidance of high energy
species, however, a step-wise mechanism can occur if the oxidant has a high enough oxidation
potential [41].
PCET theory was initially developed by Cukier and colleagues and expanded upon by
Hammes-Schiffer. By combining aspects of proton transfer and electron transfer reactions,
PCET is essentially a multidimensional analogue of Marcus theory. Energy surfaces are
represented two-dimensionally by two solvent coordinates (one for proton transfer and the
other for electron transfer) as paraboloids, with the surfaces describing whether reactions
will occur in a concerted or sequential mechanism. Instead of two charge transfer states,
there are four: both the proton and electron localized on either the acceptor or donor,
proton on the donor and electron on the acceptor, and electron on the donor and proton on
the acceptor. Owing to the coupling of proton and electron transfer, these states must be
diabatic as nuclear and electronic motions are no longer separable [42].
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For fixed proton donor-acceptor distances, the rate constant is
k =
∑
µ
Pµ
∑
ν
|V elS(0)µν |2
~
√
pi
λµνkBT
exp
[
−(∆G
0
µν + λµν)
2
4λµνkBT
]
where summations are done over the vibronic states, Pµ is the Boltzmann probability for
state µ, V el is the electronic coupling, and S is the proton vibrational wave function overlap
[43]. Notably, driving force and reorganization energy terms are no longer one dimensional
[42, 44, 45]. Due to the inherent challenges in obtaining these multidimensional parameters
required to fully describe a PCET reaction, oftentimes researchers incorporate solvent isotope
effects and pH dependencies into their electron transfer rate measurements in order to garner
more insights into the type of mechanism at play [46].
1.2.3 Relay amino acids in multistep electron transfer
Long range electron transfer require relay residues, which behave as stepping stones for
multistep reactions, but in order to carry out this function, the side chain must be reversibly
oxidized/reduced and the environment needs to be capable of stabilizing a transient charge.
As such, the most widely known relay residues are tyrosine and tryptophan, which have
relatively low oxidation/reduction potentials and allow for delocalization of the charge [47].
Recent work by Giese and coworkers have also identified cysteine and methionine side chains
to be effective at relaying electrons, with the cysteine undergoing a PCET mechanism with
the solvent [48]. Methionine residues in isolation have a high redox potential of 1.66 V, but
the authors claim that neighboring group effects can actually lower the potential down to
0.85 V [48, 49]. Giese and colleagues have also hypothesized that redox-inactive side chains
may be able to behave as relay amino acids. In the case of phenylalanine, the arene radical
cation can be stabilized by the lone pairs of the adjacent carbonyl amide, which would
not only increase the thermodynamic stability of the residue but also significantly reduce
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its oxidation potential [47]. Similarly, polyprolines have been found to be able to transfer
electron charge [50]. (It is worth noting that most of these experiments are accomplished
with small peptide systems in solvent, so the conformations required for a neighboring group
effect may be limited in a protein.) Additionally, glycine radicals have also be reported to be
able to store radicals on the protein backbone through the generation tertiary radical species,
which can then be stabilized by electron density donation from its neighbors [51–53].
1.2.4 Investigation of the tyrosyl hopping site in the cytochrome
c peroxidase : cytochrome c complex
Cytochrome c peroxidase (CcP) and cytochrome c (Cc) were first discovered in 1939 in
the inter- mitochondrial membrane of Saccharomyces cerevisiae. These two redox partners
were later found to reduce hydrogen peroxide to water [54, 55] as part of an oxidative stress
response and possibly as a peroxide sensing mechanism [55–57]. The catalytic cycle has
been established to comprise four steps. Firstly, peroxide binds at the distal heme pocket
and is stabilized by Arg48, Trp51, and His52; His52 has been determined to be essential for
deprotonation of the peroxide and fast CcP oxidation [58–62]. After peroxide oxidizes CcP
to Compound I (Fe4+ = O; Trp+•), one reduced equivalent of bound Cc donates an electron
across the interface of the complex (∼ 26 A˚; heme iron to iron distance) to Compound I to
generate the ferric state. Residue Trp191 oxidizes ferric heme to Fe4+, which is subsequently
reduced by a second equivalent of reduced Cc to reform the active protein (Scheme 1.1).
The catalytic mechanism of CcP:Cc has been investigated through various spectroscopic
methods that have also been used for studying heme proteins, including spectrophotometric
assays that indirectly determine the activity of CcP by measuring the rate of Cc oxidation,
electron spin resonance (ESR) spectroscopy to characterize the iron center and the organic
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Fe(III)CcP + HOOH −→ Fe(IV)=O,W•+CcP + H2O
Fe(IV)=O,W•+CcP + Fe(II)Cc −→ Fe(IV)=O,W0CcP+Fe(III)Cc
Fe(IV)=O,W0CcP+H+ −→ Fe(III)-OH,W•+CcP
Fe(III)-OH,W•+CcP+Fe(II)Cc+H+ −→ Fe(III),W0CcP+Fe(III)Cc+H2O
Scheme 1.1: Proposed mechanism of WT CcP:WT Cc reaction upon initiation of reaction
with H2O2.
radicals of Compound I, and infrared and resonance Raman spectroscopy to study porphyrin
and ligand interactions [63]. Despite its fairly straightforward mechanism, measuring rate
constants in the peroxide-initiated reaction can be complicated by several factors, such as
mixing of the peroxide in solution and Cc binding and dissociation rates. Hoffman and
colleagues developed an analogous, photoinducible system to measure the rate of electron
transfer between the hole hopping site and the CcP prosthetic group [64–66]. By replacing
the CcP ferriheme with a zinc porphyrin, the system can be excited by laser light, affording
time resolutions down to the microseconds. The photoexcited zinc porphyrin generates the
triplet state (E◦′ ∼ +0.64), which then either reverts back to ground state or ejects an
electron across the CcP:Cc interface to ferriheme cytochrome c. Charge recombination is
accelerated by the electron hole hopping site, returning the system to ground state [64–66].
Time-resolved measurements on the crystallized system has further eliminated Cc exchange
reactions from interfering with the observed electron transfer rates [67, 68].
The electron hole hopping site Trp191 is highly conserved among peroxidases [69]. Its
function and significance has been identified spectroscopically and by site-directed mutage-
nesis [70]. Moreover, ESR spectra of Compound I with the cationic tryptophanyl radical
demonstrate an intriguing shoulder feature owing to anti-ferromagnetic coupling between
Trp191 and the oxyferryl heme species [59, 71]. Substitution of Trp191 with a redox-inactive
phenylalanine residue results in an inactive variant. Miller and coworkers discovered that
this replacement also caused an alternate mechanism to occur wherein peroxide preferentially
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reacted with the ferryl species directly to oxidize Cc(Fe2+) [72]. Other mutations at site 191
involved substituting Trp191 with a glycine, thus generating a cavity where the aromatic side
chain previously resided. Goodin and colleagues proceeded to use this cavity to bind substi-
tuted imidazoles with high affinity, demonstrating that the cavity favorably interacts with
positively-charged substrates [73], however, later studies show that these surrogate hopping
sites are unable to restore activity [74].
Substitution of particular residues near the heme pocket and at the surface in CcP and
Cc have been found to alter the reduction potential. In general, the redox potentials of
heme proteins are affected by protein fold, porphyrin type, and axial ligands [61, 75]. Many
of the reported mutations alter the polar environment of the heme pocket region, with a
few surface mutations affecting the accessibility of peroxide into the pocket and the binding
of CcP to Cc [61]. Similarly, residue substitutions in Cc are aimed at affecting the heme
environment and changing the stability of the oxidized and reduced forms [76]. Note that
these mutations in the heme pocket likely only affect the heme iron reduction potential and
have little influence on the hole hopping site.
As the intermediary tryptophan hole hopping site has been fairly well-studied, we replaced
Trp191 with a tyrosine residue in order to further study the functionality of tyrosyl radicals.
Tyrosyl hopping sites are of particular interest due to their key roles in the function of
prostaglandin H synthase, ribonucleotide reductase, and photosystem II, among others [22,
77–80]. Recently, we have investigated the mutant W191Y CcP, which exhibited little to no
activity (see Appendix A). The crystal structure of this variant in complex with Cc revealed
no significant structural perturbations compared to the native structure (Figure 1.1), further
indicating that the lack of activity was because of the tyrosyl radical. By using this robust,
manipulable, model system, we have endeavored to study the properties of tyrosyl hopping
sites to further determine the effects of driving force and the local environment on activity
9
Figure 1.1: Structure of W191Y CcP:Cc complex (PDB 5CIH) CcP is in brown and Cc
in red-orange. Green arrows illustrate the general path electrons take to reduce CcP to its
ferric state. Figure generated by Chimera [81].
and the general electron transfer mechanism (see Chapter 2).
1.2.5 Internal electron transfer mechanisms of flavin binding do-
mains
Flavin is a ubiquitous light and redox sensing cofactor owing to the broad range of
redox and protonation states. The flavin cofactor (typically the riboflavin (RF), flavin
mononucleotide (FMN), or flavin adenine dinucleotide (FAD) molecule) exists in one of
four forms: the fully oxidized flavoquinone, the single electron reduced anionic semiquinone
(ASQ), the single electron reduced neutral semiquinone (NSQ), and the fully reduced flavo-
hydroquinone. Each form possesses distinguishable, characteristic features observable by
UV-vis spectroscopy [82, 83]. In solution, the reduced flavin states are transient and rapidly
10
oxidized by oxygen; however, when bound in a protein matrix, their lifetimes can be ex-
tended to several days or more [84, 85]. Curiously, depending on the protein system and
environment, each of these reduced forms exhibits signaling capabilities.
The flavin cofactor is found in a multitude of blue-light photoreceptor domains and pro-
teins. They are loosely characterized into one of three families: the blue light receptors
using FAD (BLUF) proteins, cryptochromes, and a subclass of the Per-Arnt-Ser (PAS) do-
mains known as light-oxygen-voltage (LOV) domains [24]. These photosensory domains can
either exist as isolated domains or covalently linked to effector domains. Upon photoactiva-
tion, they can elicit a host of different biological responses by propagating changes from the
chromophore and its environment via electron transfer, bond rearrangements, and isomer-
izations. The various photochemical effects instigate conformational changes that promote
interactions with other proteins or small molecules that are important in signal transduction
and downstream signaling [86, 87].
For instance, BLUF proteins are predominantly found in prokaryotes and are essential
for photoadaptation responses, including phototaxis, gene regulation, and virulence [88, 89].
Excitation by blue light curiously causes minimal conformational changes in the FAD co-
factor and the signaling state is generated on a sub-nanosecond timescale [86]. The final
signaling state is characterized by a subtly red-shifted spectrum of the fully oxidized FAD
cofactor and changes in the hydrogen-bond network between the FAD and its environment.
To date, the proposed mechanisms for the formation of the signaling state is contentious
with different models, primarily in regards to the roles of tyrosine and glutamine residues,
though a conserved methionine and partially-conserved tryptophan have also been deemed
essential for signaling [89]. One theory postulates that photoactivation results in PCET from
a conserved tyrosine residue to the flavin cofactor to generate a transient radical pair. Subse-
quent rotation of a conserved glutamine leads to recombination of the radical pair, hydrogen
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bond rearrangement, and structural changes to generate the signaling state [86, 88]. Yet, an
alternate mechanism proposes that an isomerization reaction occurs upon photoactivation.
Rather than rotating, the conserved glutamine tautomerizes and the resultant hydrogen-
bonding network then allows for rapid radical recombination [90]. Still other studies have
highlighted the significance of the conserved tyrosine in dark state recovery; by altering the
pKa of the conserved residue with non-natural fluorotyrosines, researchers were able to affect
the lifetime and stability of the light state [91, 92]. Efforts continue to be aimed at clarifying
the photocycle mechanism and dynamics of the conserved, essential side chains to form a
unifying theory that combines experimental and theoretical findings.
In the cryptochrome class, the protein domain fold is related to that of DNA photolyases.
In general, cryptochrome (Cry) photoreduction requires a nearby chain of three conserved
tryptophan residues. The Trp triad allows for the transfer of electrons from the surface of
the protein to the flavin cofactor [93]. Upon photoreduction though, the biochemical output
signals vary widely depending on the host organism. Cryptochromes found in Drosophila,
Arabidopsis, Synechocystis, and Homo bind to DNA under UV irradiation and can repair
cyclobutane-pyrimidine-dimer lesions [86, 94]. In Drosophila, cryptochrome photoreduction
results in the flavin reduction to the ASQ and ensuing protonation of a neighboring His
residue, which ultimately releases the C-terminal tail and facilitates interaction with its
protein partners [95, 96]. By contrast, the photochemistry of plant cryptochromes involves
generation of the NSQ (FADH•) under blue light. Further excitation by green light then
fully reduces the cofactor to the inactive hydroquinone state [97]. The output signals from
plant Cry are less well-understood, with postulations that the C-terminal tail constitutes
the effector domain and protein-protein dimerization important for downstream effects [86,
98].
And finally, the third class of flavin-binding domains, the LOV domains, comprise of a
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FAD cofactor bound in a PAS domain fold. These domains were first discovered in pho-
totropins, which are plant photoreceptors important for chloroplast movement, stomatal
opening, and phototropism [87, 99, 100]. Phototropins consist of two LOV domains, LOV1
and LOV2, along with a serine/threonine kinase effector domain [99, 101]. The isolated
LOV2 domains behaves in a canonical fashion: flavin excitation by blue light results in
triplet state formation and a subsequent cysteinyl-flavin covalent bond formation between a
strictly conserved cysteine residue and the C4a carbon of the isoalloxazine ring [102–105].
The fully reduced adduct state causes unfolding of the Jα helix and diminishes kinase inhi-
bition [87, 106]. In other LOV domain systems, light activation can cause rearrangement of
the Jα helices and linked effector domains, resulting in unfolding and dimerization, as in the
case of YtvA, a stress response protein in Bacillus subtilis [107, 108]. Activation of the LOV
domain can also lead to an assortment of different responses in other organisms, such as
photoentrainment of circadian clocks [101, 109]. Specifically, in the protein VIVID (VVD)
from Neurospora crassa, adduct formation is followed by release of the N-cap, allowing for a
rapidly exchanging homodimer that purportedly inhibits the activity of the primary photo-
sensory protein White Collar-1 [84, 110, 111] and confers photoadaptation to the organism
[112, 113]. Of the LOV domains, our primary focus is on the short circadian clock protein
VVD, as this blue-light receptor protein is comprised almost entirely of a single LOV domain,
which is stable in aqueous conditions [112].
An increasing number of studies on the LOV domain have substituted the conserved cys-
teine residue with a redox-inactive one, which causes the photocycle to halt at the NSQ state
instead of the fully reduced flavohydroquinone [85, 114–116]. Recently, we have demonstrated
that this protonated flavin species is sufficient for eliciting in vivo signaling (see Chapter 3).
To date, the electron donor that contributes to the formation of this state is unknown, but
the variety of redox-active residues present in the LOV domain provides a tantalizing puzzle
to be solved. Through an assortment of mutagenesis and spectroscopic methods, we have
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narrowed down the potential residues that may contribute to internal electron transfer and
signal state formation (see Chapter 4).
1.3 Biotechnology applications
Protein engineering efforts have been aimed at utilizing blue-light sensing proteins as flu-
orescent reporters for imaging applications. Rather than static, fluorescent probes, photore-
ceptors have the added advantages of being able to report on the dynamics of protein-protein
interactions, can reversibly cycle between the dark and light states, and can be genetically
encoded [117]. Researchers have successfully created permanently fluorescent reporter pro-
teins by abolishing the natural photochemistry of photosensory proteins. For LOV domains,
this was accomplished through site-directed mutagenesis and replacement of the active-site
cysteine with either an alanine or serine, thus inhibiting fluorescence quenching caused by
adduct formation [118, 119].
These applications can be taken one step further in optogenetics [120]. Initially, these
studies were accomplished with naturally occurring photoreceptors and were limited to neu-
roscience applications. With the use of light-gated ion channels and ion pumps, such as
channelrhodopsins, action potentials could be induced by light, allowing researchers to con-
trol and modulate cellular activity noninvasively through heterologous expression in the
target organism or tissue. Optogenetics also affords high spatial and temporal resolution
provided the photoinducible domains have rapid on/off kinetics and the resultant biological
responses are fast. Advances in the field have now allowed studies to branch out and probe
other cellular events, such as transcription, enzymatic processes, and cell motility [117]. To
this effect, researchers have fused photoswitchable domains to effector modules that control
the activity of interest [121]. For example, photoactivated adenyl cyclase has been used to
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regulate cyclic AMP production and in turn, affect neuronal activation and regulate gene
expression [87]. Continued advances in the field and improvements in photoreceptor en-
gineering will require careful tuning of photocycles and understanding of electron transfer
mechanisms in order to generate effective systems for optogenetic control.
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CHAPTER 2
OPTIMIZATION OF PROTON COUPLED ELECTRON TRANSFER VIA
STUDIES OF AN ENGINEERED TYROSINE HOLE-HOPPING SITE IN
YEAST CYTOCHROME C PEROXIDASE
2.1 Abstract
The recovery of electron transfer rates to near wild-type levels of an inactive yeast cy-
tochrome c peroxidase (CcP) variant W191Y has been accomplished by the introduction of
a basic side chain that coordinates to the redox-active Tyr191 residue. Previous studies on
W191Y CcP suggested that the tyrosine hole-hopping site was too low in reduction potential
to accelerate electron transfer from a bound unit of reduced cytochrome c (Cc). Modifica-
tion of the hopping site with higher potential fluorotyrosines was surprisingly not effective at
improving electron transfer rates. In an effort to mimic protein systems that rely on tyrosyl
hopping sites for electron transfer, an adjacent glutamate or histidine residue was positioned
to hydrogen bond with the phenolic proton of Tyr191, resulting in upwards of a four-fold
increase in Cc oxidation rates. Hydrogen bond formation was confirmed by crystallization
of the CcP:Cc complex and continuous-wave electron spin resonance (ESR) spectroscopy
studies. The reactivity of the tyrosyl radical was further investigated by rapid freeze quench
ESR, with the hydrogen-bonded tyrosine demonstrating a diminished rate of re-oxidation by
neighboring redox-active residues, thus implicating an upshift in redox potential due to the
coordinating basic side chain. To characterize the proton-coupled electron transfer mecha-
nism, we implemented kinetic isotope exchange and pH dependency studies, which suggest a
stepwise process that has a rate-limiting proton transfer step. A combination of the kinetics
data provided an approximation of the shift in redox potential and change in reorganization
energy engendered by the coordinating base.
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2.2 Introduction
Proteins involved in long range electron transfer (ET) play an integral role in a multi-
tude of biologically relevant processes, from respiration and photosynthesis to the design of
biocatalysts and artificial biomimetic systems [1–3]. The net rate of electron transfer often
relies heavily on redox-active cofactors and tunneling via intermediate hole-hopping sites. As
electron transfer decelerates exponentially with distance, systems often require appropriately
placed redox-active relay amino acids to permit charge localization and to facilitate coupled,
multistep tunneling for long distances >10 A˚ [4–6]. Additional parameters dictate the rate
and distance of a single electron transfer, many of which have been studied through photo-
sensitive small molecules, engineered peptides, and protein models [7–9]. Tyrosine residues
are among one of the most common intermediate sites and have been determined to play key
roles in electron transfer reactions of ribonucleotide reductase, prostaglandin synthase, DNA
photolyase, and photosystem II [10–14]. However, tyrosine oxidation and reduction necessi-
tate both proton transfer and electron transfer via either a stepwise or concerted mechanism
in order to maintain its neutral charge [15]. Cationic tyrosyl radicals have an elevated redox
potential of +1.4 eV and a very low pKa of ∼ −2 [9, 16], making this species highly reactive
and transient in biological systems and impractical for stable, charge localization.
Many models have been generated in the past decades to explore biological electron
transfer parameters [8], typically involving significant modifications to proteins, such as
directly altering the primary and secondary coordination spheres of the cofactors [17] and
introduction of a single electron transfer path into an “all-Phe” protein in which all redox
tyrosine and tryptophan residues were replaced by phenylalanine residues [9]. Few have
analyzed the effects of changing an intermediate site in the context of a fully functioning
protein, specifically for the case of tyrosyl radicals, which play key roles in the enzymatic
activity of crucial proteins [10, 11, 18–20].
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Here we aim to further explore the ability of the lower-potential tyrosine residue to
replicate the functionality of a highly conserved hole-hopping tryptophan residue in yeast
cytochrome c peroxidase (CcP). Cytochrome c peroxidase and its redox partner cytochrome
c (Cc) is a well-studied system that reduces hydrogen peroxide via a proposed two-electron
mechanism, wherein Trp191 acts as an electron hole-hopping site (Scheme 2.1). The proper
orientation of Trp191 and its ability to form a stable cationic radical is due in part to
hydrogen bonding interactions between Trp191, Asp235, and His175 [21–24]. Hydrogen
Fe(III)CcP + HOOH −→ Fe(IV)=O,W•+CcP + H2O
Fe(IV)=O,W•+CcP + Fe(II)Cc −→ Fe(IV)=O,W0CcP+Fe(III)Cc
Fe(IV)=O,W0CcP+H+ −→ Fe(III)-OH,W•+CcP
Fe(III)-OH,W•+CcP+Fe(II)Cc+H+ −→ Fe(III),W0CcP+Fe(III)Cc+H2O
Scheme 2.1: Proposed mechanism of WT CcP:WT Cc reaction upon initiation of reaction
with H2O2.
peroxide oxidizes CcP to Compound I after which the ferryl species abstracts an electron
from neighboring Trp191. Two equivalents of reduced Cc sequentially bind to CcP and
proceed to reduce the peroxidase back to the ferric state through the Trp191+• hopping site.
In our previous studies, we found that replacement of Trp191 with tyrosine does not elicit any
major structural alterations (PDB 5CIH), but significantly curtails Cc(Fe2+) oxidation in a
manner similar to that seen by replacing Trp191 with redox-inactive phenylalanine [21, 25].
The inactivity of the W191Y variant suggests that the tyrosyl radical (Y•) rapidly oxidizes
an equivalent of Cc(Fe2+) but either reoxidation of the tyrosyl by the ferryl is hindered
(rate-limiting step 3; Scheme 2.1) or the potential of Y• is too low to oxidize Cc(Fe2+) at
appreciable rates (rate-limiting step 2; Scheme 2.1) [26].
Proteins dependent on an active tyrosine hopping site typically employ an adjacent basic
residue to facilitate PCET [8, 14], with studies reporting lack of activity once the base is
removed [9, 27–29]. However, to our knowledge, the effects of coordinating bases on tyrosyl
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reduction potential and reorganization energies in a modified protein system have not been
explored extensively. Herein, we attempt to recover the activity of W191Y CcP to WT levels
through substitution of hopping sites with higher potential non-natural amino acids and by
the addition of coordinating bases. Kinetics experiments and spectroscopy provide a means
to establish bounds on the electron transfer parameters in this system.
2.3 Results
2.3.1 Increasing Cc2+ oxidation activity of W191Y mutants
We hypothesized that the redox potential of Y• is too low to accelerate long range electron
transfer between Cc(Fe2+) and CcP. To improve activity and probe the electron transfer
mechanism, variant proteins were designed to raise the tyrosine reduction potential and
reduce the possibility of radical migration from the 191 hole-hopping site.
Tyrosine and tryptophan residues with a redox potentials of ∼ 0.6 − 1.4 V at pH 6
[9, 30] can be readily oxidized in CcP in the presence of peroxide [31]. Electron holes can
thus delocalize by migrating to other redox-active residues. As the reduction of the tyrosyl
intermediate by Cc(Fe2+) is slow in W191Y, nearby tyrosine and tryptophan residues may
compete as reductants for Y191•. To address this possibility, four adjacent tyrosine residues
(187, 203, 229, and 236) that are each ∼10 A˚ from residue 191 were substituted with redox-
inactive phenylalanine residues (W191Y-IV) to inhibit hole migration from Tyr191 (Figure
2.1).
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Figure 2.1: Tyrosine side chains within 10 A˚ of Tyr191 in W191Y CcP (PDB: 5CIH).
Figure was prepared with Chimera [32].
Tyrosyl radical formation in solution typically results in the neutral deprotonated radical
[9, 30]. Due to the low pKa of the tyrosine radical cation, tyrosine residues coordinated to
an adjacent proton acceptor, such as His, Asp, or Glu, have a higher propensity for a proton-
coupled electron transfer (PCET) mechanism, as this environment provides a general base
to encourage deprotonation and a resulting acid group to stabilize the radical [9, 14]. Thus,
to localize a proton beside Y191 and potentially raise the redox potential of the tyrosyl
radical, Leu232 was replaced with either His or Glu (W191Y:L232H and W191Y:L232E,
respectively). An alternative approach to tune the redox potential of site 191 involved in-
corporation of non-natural fluorotyrosine residues. 2,3,5-trifluorotyrosine was synthesized by
tyrosine phenol lyase, purified, and incorporated using an E3 aminoacyl-tRNA synthetase to
replace the intermediate hopping site tyrosine [33, 34]. Further mutagenesis in these protein
variants were conducted by replacing the four adjacent tyrosine residues with phenylalanine
residues (W191Y-IV:L232E and W191(2,3,5)F3Y-IV).
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2.3.2 Cc(Fe2+) oxidation rates in single/multiple turnovers
We employed single turnover reactions to assess the reactivity of CcP in the presence of
two equivalents of Cc(Fe2+) and peroxide. The activity of CcP was indirectly determined
by monitoring the rate of Cc(Fe2+) oxidation at the heme Q bands (Abs550 nm − 540 nm (base-
line)) and changes in the CcP ferryl species (Abs434 nm; Cc Fe
2+/Fe3+ isosbestic point). Cc
oxidation traces were fit with monoexponential curves after removal of the first five seconds
where concentrations were in flux. WT CcP unsurprisingly exhibits the fastest oxidation of
Cc(Fe2+), and the resulting Compound I is highly stable, as observed when reacting only
CcP with two equivalents of H2O2. Spectral changes at 562 nm corresponding to the Q band
of CcP(Fe4+=O) illustrate the steady persistence of CcP(Fe4+=O) (Supplemental Figure
2.9c), with an expected half-life of ∼ 4.2 hrs at 23 ◦C [24, 35, 36].
The tyrosine CcP variants are slow to oxidize Cc in comparison to WT and many
have similar rates as the inactive variant W191G (Figure 2.2a). Surprisingly, replace-
ment of Tyr191 with a hotter oxidant (2,3,5-trifluorotyrosine) does not significantly ac-
celerate the electron transfer rate, despite a ∼ 200 mV higher reduction potential for 2,3,5-
trifluorotyrosine [33]. Although, addition of a His residue capable of coordinating to Tyr191
causes little change to the behavior of CcP at pH 6, a coordinating Glu yields similar Cc
oxidation characteristics as WT CcP. The rate of Cc oxidation for both His and Glu variants
also exhibits a pH dependency not observed in WT, with maximal rate constants at pH 7 and
6, respectively (Supplemental Table 2.4). Further modifications by removing four nearby ty-
rosine residues (W191Y-IV, W191Y-IV:L232E, W191(2,3,5)F3Y-IV) result in similarly slow
Cc oxidation traces compared to the parent (Figure 2.1). Interestingly, the Cc oxidation rate
of W191Y-IV:L232E is much lower than W191Y:L232E and signify that these Phe variants
perturb CcP activity.
We also tested the variants under multiple turnover conditions, in which one equivalent of
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CcP was reacted with 30 equivalents of Cc(Fe2+) and 10 equivalents of H2O2 (Supplemental
Figure 2.9d). Of the five variants, WT CcP is the fastest at reacting with Cc(Fe2+) and has
a transient Compound I signal at Abs434 nm. In contrast, W191Y exhibits a slow decay at
550 nm (Cc) and a long-lived 434 nm signal that gradually increases over the time course
of Cc(Fe2+) oxidation; W191(2,3,5)F3Y is barely two-fold faster than W191Y. The behavior
of W191Y is reminiscent of that of inactive W191F CcP, where the ferryl species appear to
react directly with the peroxide. Addition of a coordinating His residue (W191Y:L232H)
converts the typical monoexponential Cc oxidation behavior to a biexponential decay at pH
6, with the slower phase becoming evident after approximately 30 seconds. Lowering the pH
to 5 results in similar kinetics as at pH 6, while conducting the reaction at pH 7 converts Cc
oxidation behavior into a monoexponential decay and increases the rate constant by nearly
three-fold (Supplemental Figure 2.9d). Replacement of residue 232 with Glu (W191Y:L232E)
gives the fastest reactivity of all of the W191Y-type CcPs and increases the Cc oxidation
rate to just half that of WT CcP. Compound I build up and decay is markedly faster than
W191Y (Supplemental Table 2.6) and approaches that of WT CcP. As in the single turnover
experiments, both His and Glu variants exhibit diminished rates at higher pH (Supplemental
Figure 2.10).
Titrations of peroxide into these systems (data not shown) confirm that the rate of
Cc(Fe2+) oxidation is not affected by repeated exposures to peroxide as long as excess
Cc(Fe2+) is available. In the absence of Cc(Fe2+), W191Y-type Compound I shows a
decrease in stability over time, gradually dissipating over the course of 20 minutes, with
W191Y:L232E and W191Y:L232H rapidly reverting to ferric CcP within minutes (Supple-
mental Figure 2.9c). W191Y(2,3,5)F3Y has the longest lived ferryl species, persisting for five
minutes before sharply declining to the ferric state. Exposure to peroxide without Cc also
generates higher order oligomers that is thought to render the protein inactive (Supplemental
Figure 2.8). In the presence of Cc, CcP oxidation is negligible. Proteomics results of W191Y
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CcP:Cc complex undergoing a two-minute single turnover reaction with two equivalents of
peroxide depict minor changes in the percentage of oxidized Tyr and Trp in CcP after the
reaction (data not shown).
(a) (b)
Figure 2.2: (a) Single turnover rate constants were obtained by reacting 1 µM CcP : 2 µM
Cc(Fe2+ with 2 µM H2O2 in 100 mM KPi, pH 6. Cc oxidation traces (Abs550nm - 540 nm) were
fit to monoexponential curves after omitting data points in the first five seconds. (b) Rate
constants of multiple turnover reactions were acquired with 1 µM CcP : 30 µM Cc : 10 µM
H2O2 in 100 mM KPi, pH 6, except for W191Y:L232H, which was in pH 7 buffer. Rate con-
stants were determined by fitting oxidation decays (550 nm − 540 nm) with monoexponential
functions.
2.3.3 Evidence of low tyrosyl radical redox potential
To monitor the progress of Y• over time, we implemented rapid freeze quench (RFQ)
experiments by flash freezing samples at time points over the course of a single turnover
reaction. All X-band cw-ESR spectra were acquired at 12 K and quantified by subtracting a
linear baseline, followed by numerical integration. Owing to variations in sample preparation
and packing within ESR tubes, absorption signals were normalized to the integrated intensity
of an internal standard: Er3+ chelated by diethylenetriaminepentaacetic acid (DTPA). This
unreactive lanthanide-based species has a well-resolved, sharp signal at g = 11.77 and few
features elsewhere. Samples were collected in repetition, signals integrated and averaged,
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and fit to a sequential kinetics equation (2.1).
f(x) = A0
k1
k2 − k1 (e
−k1∗x − e−k2∗x) (2.1)
which assumes that the initial Tyr191 radical is rapidly quenched by pre-bound Cc(Fe2+) at
rates that can not be resolved and the second oxidizing equivalent gradually drifts to adjacent
redox-active residues. Data were further fit to kinetics traces generated by Kinetiscope [37].
The reaction scheme and parameters are delineated in Supplemental Table 2.2. As a control,
W191Y CcP in the absence of Cc was similarly reacted with peroxide. Signals normalized
to the internal standard were invariant over the first 30 seconds, indicating that Compound
I radical formation is rapid and unresolved over this timescale (data not shown).
Figure 2.3a illustrates the slow quenching kinetics of the W191Y tyrosyl radical by
Cc(Fe2+). After the first equivalent of Cc has been oxidized, Y• signal begins to rise grad-
ually and exhibits maximal accumulation at approximately 15 seconds, followed by a slow
decay afterwards. The tyrosyl quenching behavior by RFQ coincides with UV-vis kinetics
under identical conditions, which demonstrate a similar build up of the ferryl species at 434
nm (Supplemental Figure 2.9b). W191Y:L232E illustrates a more gradual rise in Y• (Figure
2.3b) and the signal maxes at approximately 30 seconds, but is maintained for the duration
of the reaction. This variant may be more reactive than the parent W191Y to a second
equivalent of peroxide, allowing radicals to continue building up as Cc(Fe2+) reacts with
Compound I.
Nevertheless, co-occurrence of both a tyrosyl radical and the ferryl species after the
initial reduction in both W191Y and W191Y:L232E verifies that ferric CcP abstracts an
electron from nearby Tyr191 in order to form Compound I. RFQ studies also provide positive
identification of the radical species as they form over the course of the reaction. ESR signals
are higher in intensity than baseline (i.e. the signal of inactive W191G CcP) and line shapes
are similar to those of photogenerated tyrosyls in solution [26], thus confirming the presence
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of the tyrosyl radical. As no other tyrosine residues are within van der Waals distance of
the heme cofactor, residue 191 likely remains the primary hopping site for these W191Y
variants.
(a) (b)
Figure 2.3: Rapid freeze quench X-band ESR tyrosyl signals were integrated and nor-
malized to an Er3+ internal standard signal. Y191• was generated under single turnover
conditions by reacting 0.15 mM CcP with 0.3 mM H2O2 and quenched by 0.3 mM Cc(Fe
2+).
Integrated, averaged, and normalized signals were fit with a sequential kinetics function
(black line) and simulated by chemical kinetics models (red and purple lines). Comparison
between (a) W191Y and (b) W191Y:L232E demonstrate differences in radical formation
rates, which are reflected in the development of the ferryl species by UV-vis kinetics (Sup-
plemental Figure 2.9b).
2.3.4 Crystal structure of W191Y:L232E
To elucidate structural effects of the L232E mutant and better define the basic side
chain interaction with Tyr191, the W191Y:L232E : WT Cc complex was crystallized and
the structure determined to 2.8 A˚ resolution. The structure was determined by molecular
replacement using the parent W191Y : WT Cc structure as the probe. Structural compari-
son between W191Y (PDB 5CIH; Figure 2.4a) and W191Y:L232E (Figure 2.4b) reveals an
identical interface between CcP and Cc in the two structures, along with similar placements
of side chains. There is a noticeable displacement of Tyr191 by an RMSD of 1.04 A˚ in
W191Y:L232E, yet, the heme to Tyr191 distance is not altered remarkably (6.90 − 7.20 A˚
in W191Y:L232E versus 6.53 − 6.74 A˚ in W191Y) nor is the distance between the heme
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iron atom in Cc and Tyr191 changed significantly (21.53 − 21.79 A˚ in W191Y:L232E ver-
sus 20.91 − 21.03 A˚ in W191Y). Notably, the carboxyl group of Glu232 and the hydroxyl
oxygen of Tyr191 are separated by 3.2 A˚ and are bridged by electron density at the 1σ
level in the 2Fo − Fc electron density map. Presence of a hydrogen bond is not observed in
the second CcP:Cc complex; no electron density exists between Glu232 and Tyr191 in this
second complex contained within the asymmetric unit (ASU) though the distance between
the carboxylic moiety and phenolic hydroxyl group is similar to that in the first CcP:Cc
complex (Figure 2.4). Regardless, replacement of Leu232 with Glu perturbs the hopping site
and encourages hydrogen bonding interactions between Tyr191 and Glu232, as indicated by
the shift in Tyr191 position and direct interaction with the Glu carboxylate in one of the
two CcP:Cc complexes.
(a) (b)
Figure 2.4: F o−F c difference maps of (a) W191Y CcP and (b) W191Y:L232E CcP were
calculated by omitting the heme center and residues 191 and 232. Maps are displayed at a
contour level of 2.5σ. Substitution with Glu232 results in a 1.04 A˚ displacement of Tyr191
and electron density between the Glu232 and Tyr191 side chains in one of the complexes.
2.3.5 ESR characterization of Tyr191 radical species
Coordination to the hydroxyl proton of Tyr191 by the Glu residue evidently alters its
ability to facilitate electron transfer from Cc whereas solely increasing the reduction potential
of residue 191 with a fluorotyrosine has a lesser effect on activity. These effects on the tyrosyl
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W191Y:L232E
Data Collection
space group P21
a, b, c (A˚) 45.80, 112.07,88.33
β (deg) 104.64
no. of unique reflections 19848
resolution (A˚)a 2.8/2.9− 2.8
completeness (%) 82.52/45.66
I/σ 8.6/3.9
Rmerge
b 0.184
Refinement
Rwork
c (%) 25.8/39.5
Rfree
c (%) 30.7/47.2
no. of atoms 6527
no. of water molecules 5
mean B value (A˚2) 72.97
B value (waters) (A˚2) 60.41
B value (ligand) (A˚2) 77.40
rmsd for bonds (A˚) 0.006
rmsd for angles (deg) 0.98
φ/ψ stats (%)
most favored 93.89
outliers 0.13
Table 2.1: Diffraction Data Collection and Structure Refinement Statistics
aHighest-resolution range for compiling statistics follows slash.
bRmerge = (ΣiΣj|Ij − 〈Ii〉I)/[Σi(ΣjIj)], where Ij is the intensity of the jth observation of
reflection i, 〈Ij〉 is the average intensity of reflection i, and Ni is the redundancy of reflection
i.
cRwork or Rfree = (Σ|Fobs − Fcalc|)/(Σ|Fobs|).
35
moiety were examined by X-band cw-ESR.
X-band cw-ESR spectra of the fluorotyrosyl and tyrosyl radicals in CcP demonstrate line
shape broadening (Figure 2.5a) that is likely due to an increase in anisotropy and hyperfine
interactions from the fluorine moieties, though these effects are not as prominent as observed
for free fluorotyrosyls in aqueous solution [33, 38]. ESR samples collected 30 s after reacting
CcP with two equivalents of H2O2 (data not shown) show no spectral differences compared to
those collected several minutes after Compound I formation, confirming that the fluorotyrosyl
species are not gradually oxidizing nearby amino acids.
Addition of a coordinating His residue (W191Y:L232H) at pH 6 resulted in mild line
broadening effects and minor differences that can be attributed to the Tyr191 interaction
between either the δ or  His nitrogens and the tyrosine hydroxyl proton. Raising the pH to
7.5 causes His to deprotonate to the neutral imidazole moiety and results in a broadened line
shape for Y•. These spectral features are similar to those observed with Glu (W191Y:L232E)
at pH 6. The change in line shape and hyperfine interactions signify a different coupling
environment of the tyrosyl radical in the presence of these coordinating bases. The coupling
strength of the basic proton to Tyr191 is dependent on the pKa of the basic side chains.
[Given the much lower pKa of the glutamate side chains (4.4) compared to either of the
pKa’s for histidine (His-δ: 6.5 and His-: 7.1), the glutamic acid proton likely has a stronger
interaction with the tyrosyl radical at pH 6[39]].
Interestingly, when the four adjacent tyrosine residues are replaced, the signal intensity of
the organic radical was similar to that of inactive W191G with peroxide (Figure 2.5b). Of the
four substituted tyrosine residues, solvent-exposed Tyr236 may contribute some secondary
radical species to the major Tyr191 signal [40, 41], and thus, the Phe variants were expected
to have a slightly lower intensity than the parent. Instead, the signal amplitudes were barely
one tenth of the parent’s, which implies that these variants are unable to generate Compound
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I in appreciable amounts.
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Figure 2.5: (a) X-band cw-ESR spectra of Compound I species acquired at 12 K. All
variants were acquired in pH 6 buffer, except for where indicated. W191Y:L232H at pH 7.5
was acquired with 4 G modulation, and all others were collected with 1.5− 2 G modulation.
(b) Replacement of four adjacent tyrosine with phenylalanine residues results in similar line
shapes and intensities as inactive W191G CcP.
2.3.6 D2O Effects on Protonation of Tyr191
Hydrogen bonding in W191Y:L232E/H CcP appears to boost Cc oxidation activity and
points to the involvement of a PCET mechanism, which may manifest in a solvent isotope
effect. Overnight incubation of W191Y CcP : Cc in a deuterium-rich phosphate buffer
resulted in minor changes to the Cc(Fe2+) oxidation rate (kH/kD ' 1.2− 1.4; Supplemental
Table 2.5), but the differences in rate constants between deuterated and protonated buffers
are not significant (p = 0.80; N = 4). W191Y:L232E CcP : Cc shows a slightly larger
solvent isotope effect. When reacted with peroxide, the D2O-treated complex had a slower
rate (kobs= 0.09± 0.04 s−1) than its counterpart in a H2O buffer (kobs= 0.166± 0.007 s−1);
thus, kH/kD ' 1.7, and the differences between rate constants are statistically significant
(p = 4.6 × 10−7; N = 12). Moreover, X-band cw-ESR measurements of D2O-treated CcP
reacted with two equivalents of H2O2 show evidence of increased hyperfine splitting and
narrowing of line shapes. W191Y:L232E gave the most prominent effects, evincing that
deuterium exchange does occur on this time scale (∼12 hr) and hydrogen bonding between
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Glu232 and Tyr191 is significant in the formation of Compound I.
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Figure 2.6: cw-ESR spectra of D2O-treated (a) W191Y Compound I and (b) W191Y:L232E
Compound I. Hyperfine splittings are better resolved and line shapes are narrower in com-
parison to Compound I in water (blue traces).
2.4 Discussion
Previous studies show W191Y CcP of Saccharomyces cerevisiae is unable to support
rapid electron transfer activity when complexed to Cc and exposed to peroxide [26]. Here
we attempt to recover the activity of this variant through use of a higher reduction potential
hopping site and coordination of a basic side chain to the phenolic proton.
2.4.1 Identifying the source of Tyr191 inactivity
W191Y inactivity is evident by spectroscopic methods. Under single turnover conditions,
Cc is slow to oxidize and suggests Tyr191 is incapable of accelerating electron transfer to
the heme center of CcP. W191Y CcP may additionally become irreversibly damaged by
peroxide over the course of the reaction. In general, W191Y CcP in the absence of Cc
oligomerizes in minutes when exposed to peroxide (Supplemental Figure 2.8) and is known
to oxidize extensively [42]. Compound I formation is thought to initiate radical migration to
the surface and subsequently form dityrosine crosslinks, particularly at the highly exposed
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Tyr36, Tyr39, and Tyr42 residues that lie at the interface between CcP and Cc [42, 43].
Complex formation with Cc inhibits CcP oligomerization by blocking the accessibility of
these tyrosine residues to other CcP molecules and may suppress irreversible oxidation of
the residues, as supported by proteomics results (data not shown). Hence, we postulate
that the sluggish nature of W191Y CcP-mediated Cc oxidation is a direct result of the
inability of Tyr191 to maintain a high enough redox potential for rapid electron transfer.
Consequentially, Cc oxidation occurs via a side reaction involving a direct reaction between
the CcP ferryl species, peroxide, and Cc [25].
This alternate ferryl-based mechanism was further observed in multiple turnover methods,
which involved 10 equivalents of peroxide and 30 equivalents of reduced Cc. Under these
conditions, W191Y-mediated oxidation of Cc is slow and the major oxidizing species is
thought to be the CcP ferryl species (Fe4+=O;P•+) [26]. In the case of W191F, the steady rise
of ferryl is caused by Compound I reacting with Cc and becoming replenished by peroxide,
instead of CcP returning to the ferric state (Equation 2.2) [25].
CcP(Fe4+= O) + H2O2 + Cc(Fe
2+) −→ CcP(Fe4+= O) + Cc(Fe3+) (2.2)
Rapid freeze quench X-band ESR spectroscopy confirms that the formation of W191Y
Compound I ferryl state relies on abstraction of an electron from a neighboring tyrosine
residue. W191Y CcP Compound I initiation by peroxide (without Cc) exhibits a promi-
nent organic radical signal that steadily persists over the first 30 seconds, indicating that
Compound I radical formation is rapid and undetectable on this timescale (data not shown).
When Cc(Fe2+) is included in the reaction mixture, there is an immediate quench in radical
followed by its gradual accumulation. The low radical signal over the first five seconds is
likely the tail end of Y• reduction by the first electron supplied from pre-bound Cc(Fe2+),
which appears concomitantly with the early phase of Cc oxidation. Slow growth and decay of
the radical signal happens during Cc(Fe2+) oxidation and follows decay of the ferryl species
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at Abs434 nm, as observed spectrophotometrically under similar single turnover conditions.
Use of stochastic kinetics simulation software allowed us to generate a model that represents
the experimental data reasonably well (Scheme 2.2; Figure 2.3) [37]. Our model indicates
that slow radical migration to neighboring redox-active amino acids contributes to accumu-
lation of the radical signal. Owing to similar reduction potentials between these amino acids
and Tyr191, electron holes can facilely return to site 191 and proceed to react with Cc(Fe2+).
Quenching is however limited by the rate of Cc(Fe3+) exchange with Cc(Fe2+).
Scheme 2.2: Proposed mechanism of W191Y CcP:WT Cc reaction upon initiation of reac-
tion with H2O2.
2.4.2 Tuning the hole-hopping site
The redox potential of residue 191 has a prominent effect on Cc oxidation. Replacing 191
with higher potential 3,5-difluorotyrosine (E◦ = 755 mV [33] compared to the deprotonated
natural tyrosine Y− E◦ = 680 mV [44]) results in Cc oxidation rates slower than with natural
tyrosine (Supplemental Figure 2.9a). By comparison, increasing the redox potential of 191
with (2,3,5)-trifluorotyrosine (E◦ = 853 mV; [33]) augments the rate of Cc oxidation under
multiple turnover conditions, but does not fully recover activity. The inability of these non-
natural amino acids to recover function led us to consider the introduction of coordinating
bases, specifically glutamate and histidine, which are known for their supporting roles in
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tyrosine electron transfer pathways [9, 45–49]. Under typical experimental conditions (100
mM KPi, pH 6), Glu is fully deprotonated and able to hydrogen bond to the phenolic proton
of Tyr191, resulting in rapid activity with reduced Cc and similar behavior to WT CcP
(Supplemental Figure 2.9d). To further prove that hydrogen bonding has a key effect on the
increased activity, residue 232 was replaced with a histidine, which has fewer acidic protons
than Glu. At pH 5 and 6, Cc oxidation rates mirrored that of the non-hydrogen-bonded
Tyr191. Raising the pH to 7 showed rapid, monoexponential Cc oxidation behavior, but
surprisingly, at pH 8, rates slowed significantly. Similarly, at pH 7 and 8, W191Y:L232E
exhibited diminished Cc oxidation rates. Evidently, coordination of the tyrosine phenolic
proton is highly effective for increasing the electron transfer rate from Cc(Fe2+) to Tyr191,
albeit higher pHs likely result in deprotonation of the hydrogen-bonded proton. Thus, the
observed pH dependency reflects the pKa of the base-coordinated tyrosyl complex.
Introduction of these mutations results in faster electron transfer between Tyr191 and Cc,
but do they affect Tyr oxidation by the ferric heme of CcP? Owing to their concurrence, the
rate of Tyr oxidation can be followed by tracking the formation of CcP(Fe4+ = O) at 434 nm
using spectrophotometric methods. The effects are clearest under multiple turnover reactions
(Supplemental Figure 2.9d), where the rate of ferryl build up is fast when the Tyr phenolic
proton is coordinated by a deprotonated basic side chain (W191Y:L232H/E). A proposed
model suggests that base coordination causes the hydrogen-bonded proton to “rock” between
the tyrosine and the base depending on the redox state of tyrosine [50, 51], effectively tuning
the Tyr potential. Regardless of the variant, ferryl recycling still outcompetes its dissipation
to the ferric state. The maxima of ferryl species accumulation coincides with the transition
from fast to slow Cc oxidation kinetics. Long-lived ferryl species indicate that reaction of the
ferryl with peroxide outcompetes its return to the ferric state by Cc (Equation 2.2). In the
case of WT CcP, electron transfer is highly efficient and the ferryl state is transient. Hence, a
majority of the electron transfer occurs between Trp191 and Cc. Similarly in W191Y:L232E,
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reaction with Cc is significantly faster than the other W191Y variants, and the ferryl species
are quickly consumed.
Further exploration of the mechanism by RFQ X-band ESR reveals not only a slow rise
in the initial accumulation of the radical but also its continued development over the course
of the reaction with Cc. Such behavior is indicative of radical migration from the 191 site
to adjacent Tyr residues that can not be readily reduced by Cc. The initial rise in radical
is similar to that of the parent W191Y, though we would expect faster radical migration
with a hotter oxidant. This observation may indicate that deprotonation of the adjacent
tyrosine residues limits their oxidation rate to some extent. Moreover, once radicals migrate
to nearby amino acids, the rate of return to Tyr191 will depend on its relative potential. In
the case of W191Y:L232E, the increased Tyr191 potential hinders return of the radical to
the 191 position where it can then be reduced by Cc(Fe2+). To account for the continued
increase in radical signal, we can assume that either the second equivalent of the electron hole
permanently migrates away into the recesses of CcP and stays unreduced, or the remaining
equivalent of peroxide reacts with the regenerated CcP(Fe3+); as both equivalents of reduced
Cc are depleted, the resultant radicals remain unquenched.
2.4.3 Coordinating base effects on Tyr position and environment
Further analysis of base coordination with Tyr191 was accomplished by crystallization
of the complex W191Y:L232E and WT Cc. The difference maps calculated after omission
of the heme center and residues 191 and 232 clearly show interaction between the carboxylic
moiety of the glutamate side chain and the phenolic proton of Tyr191 in one of the two
CcP:Cc complexes in the ASU. The 1.04 A˚ shift of the Tyr191 position relative to Tyr191
confirms that interaction with Glu contributes to the differences in reactivity observed by
single and multiple turnover reactions. Other than dissimilarities in the vicinity of 191, few
42
differences are found between the two mutants and the interface between CcP and Cc is
preserved, which is essential for long distance electron transfer between the two proteins.
Residue substitution also has little impact on the active site of the heme center, where the
positions of Arg48, Trp51, and His52 are important for peroxide binding and Compound
I generation [21, 52–56]. Crystallization of W191Y:L232H was attempted but has not yet
yielded any diffraction quality crystals.
Compound I formation in W191Y variants results in characteristic tyrosine radical line
shapes by X-band cw-ESR. Hyperfine splittings are identical for all variants except for those
with a coordinating base, of which Tyr191 likely experiences a different microenvironment
[57–62]. W191Y:L232E exhibits a broad line shape that is thought to result from rotation of
the methylene hydrogens (Hβ and Hβ2) in conjunction with the phenolic ring, which alters
the magnitude of the coupling [57]. Hyperconjugation between the C−H σ bonds of the
methylene protons and the phenolic pi orbitals increases spin density on Hβ and Hβ2, the
magnitude of which is dependent upon the dihedral angles between the methylene C−H σ
bonds and the plane of the phenolic ring [59, 63]. Simulations by DeGray and colleagues
illustrate widening of the singlet features as the dihedral angles between the Hβ protons
and the axis of the phenol ring are displaced by just 12.5◦ [63]. However, these changes
in dihedral angle are not reflected in the crystal structures of W191Y and W191Y:L232E.
Measurements of the dihedral angles of the side chains using Avogadro are relatively similar
between the two structures [64, 65]. This is unsurprising as the resolutions are not high
enough to precisely place the tyrosine side chain in the electron density maps nor can we
assume these dihedral angles are identical to those in the solution state. Yet, we can exploit
the higher pKa protons of His232 in W191Y:L232H to demonstrate the effects of hydrogen
bonding on the line shape of Tyr191. At low pH’s, the cw-ESR spectrum of W191Y:L232H
resembles that of the parent W191Y CcP without a hydrogen-bonded phenolic proton. At
pH’s greater than 7, the spectrum begins to broaden and is remarkably similar to that of
43
W191Y:L232E.
Replacement with heavy water buffer sharpens the cw-ESR spectra and allows us to more
clearly identify hyperfine coupling effects. Notably, W191Y:L232E in deuterated buffer has a
similar ESR signal to other W191Y-type radicals (narrow singlet) and all broadening effects
have vanished. We postulate that under these conditions, the hydrogen bond between Tyr
and Glu is disrupted and the environment about Tyr191 is similar to that of the parent
W191Y CcP. Consequently, W191Y:L232E CcP samples in deuterated buffer have Cc oxida-
tion rate constants approaching that of W191Y in water-based buffer (Supplemental Table
2.5). The sensitivity of the Cc oxidation rates to deuterium exchange suggests that Tyr191 is
likely dependent on proton exchange with the bulk solvent in the event of electron transfer.
2.4.4 Mechanistic implications in W191Y:L232E/H
Two major differences arise from the kinetics model fit of the RFQ data between W191Y
and W191Y:L232E. The first involves back electron transfer from Tyr191 to nearby redox-
active amino acids. Compared to the parent, W191Y:L232E Tyr191 exhibits an overall slower
rate of electron transfer to these neighboring side chain radicals to regenerate the tyrosyl 191
electron hole. Secondly, the organic radical signal intensity at later time points is remarkable,
illustrating that the radical in W191Y:L232E continues to develop after complete oxidation
of Cc, whereas W191Y shows signs of decreasing radical levels as it continues to slowly
be reduced by Cc. These rudimentary kinetics parameters will serve to approximate the
change in reduction potential owing to coordination of the Tyr191 phenolic proton with a
basic side chain. We begin by assuming the simplest case in which proton and electron
transfer are not kinetically concerted. Most proposed models describing PCET reactions
require intrinsic-barrier parameters in addition to the reorganization energy, providing a
more adequate description of proton transfer [1]; however, these parameters are not easily
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obtained experimentally [66, 67], so we will investigate whether an analysis using Marcus
theory alone is capable of rationalizing the results.
The semiclassical Marcus equation is as follows
k = kmax × exp
[
−(∆G
◦ + λ)2
4λkBT
]
where k is the observed rate constant of electron transfer, kmax is the pre-exponential factor
2pi/~〈H2DA〉(4piλkBT )−1/2, λ is the reorganization energy, and ∆G◦ is the Gibbs free energy
change for the electron transfer reaction [68]. From the kinetics model of RFQ data, we can
approximate the change in redox potential anticipated by the introduction of the glutamate
side chain. Reorganization energies are assumed to be ∼ 0.5 eV for most organic molecules
[66, 69]) and 0.9 eV for ET from a tyrosinate anion [70]. However, use of the Born model
describing a spherical particle in a classical dielectric continuum predicts a reorganization
energy of approximately 0.72 eV [71, 72]
λsol = (∆e)
2
(
1
2rA
+
1
2rB
− 1
R
)(
1
op
− 1
st
)
where op and st are the optical and static dielectric constants, respectively, rA and rB are
the radii of the donor/acceptor, and R is the distance between the two molecules. Here, we
assume op = n
2 = (1.6)2 for the refractive index of a protein[73], st = 4, rA = rB = 3.5 A˚
for phenols [74], and R = 10 A˚ as the approximate distance between Tyr191 and an adjacent
Tyr. At this reorganization energy, we can estimate the difference in reduction potential
∆∆G◦ assuming ∆G◦ex ∼ 0 given facile electron transfer between Tyr191 and an adjacent
tyrosine, using the relation
4kBT ln
(
k1
k2
)
=
− (∆G◦ex + λ1)2
λ1
+
(
∆G◦ex; L232E + λ2
)2
λ2
where ∆G◦ex = E
◦(Y191) − E◦(Y•adj) and ∆G◦ex; L232E = E◦(Y191:L232E) − E◦(Y•adj). As-
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suming the kmax and λ’s are sufficiently similar between variants
∆∆G◦ = (E◦(W191Y:L232E)− E◦(W191YCcP))
= ∆G◦ex; L232E −∆G◦ex
=
(
±
√
4λkBT ln(k1/k2) + (∆G−∆G◦ex + λ)2 ∓ λ
)
−∆G◦ex
Given the 45-fold slower back electron transfer rate in the W191Y:L232E variant (relative
to the parent), figure 2.7a predicts a minimum difference in reduction potentials of 0.17 eV.
Fixing ∆∆G◦ at 0.17 eV, we find the reorganization energies to be quite similar in the range
of ∆G◦ex ∼ 0.
If we assume ∆∆G◦ between these mutants is invariant regardless of the reaction, we
can utilize single turnover rate constants to approximate the redox potential of the Y•191 in
CcP Compound I. Figure 2.7c shows that the only parameters capable of generating a similar
redox potential difference are ∆G◦1 = E
◦(Cc) − E◦(W191Y) ≈ −130 meV and λave ≈ 360
meV, which would then imply that E◦(W191Y) ≈ 420 meV. Likewise, if we set −∆∆G◦ to
0.17 eV, λ’s appear to be fairly similar between the variants. Curiously, electron transfer
between CcP and Cc has a calculated reorganization energy of λ = 0.7 eV, so it is likely our
models are too simplistic for this system [75, 76]; however, even at this higher reorganization
energy value, −∆∆G◦ = 0.34 eV and ∆G◦1 = −0.38 eV, which would give an upper bound of
W191Y CcP reduction potential of 670 meV. Critically, our models indicate that Compound
I of W191Y must have a lower reduction potential than that of WT (∼ 1 V).
Overall, our models and experimental data show that the reduction and oxidation of
W191Y and W191Y:L232E must reside in the normal Marcus regime (|∆G◦1| < λ), unlike
in the WT CcP:Cc system [77]. Indeed, when using a higher reduction potential Cc (Y48K;
407 mV; [78]), the rate of Cc oxidation by W191Y:L232E drops from kobs = 0.189 ± 0.006
to 0.156 ± 0.005 s−1 (p = 4.44 × 10−5; N = 4 and 5, respectively), demonstrating that the
rates we observe are sensitive to ∆G◦. This suggests that the increase in electron transfer
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Figure 2.7: Heat maps relating reduction potential, reorganization energies, and change
in driving force. (a−b) Self-exchange reactions between Tyr•191 and neighboring re-
dox active amino acids. Rate constants for reoxidation of Tyr191 are acquired from ki-
netics modeling of RFQ data (k1 = 0.045 s
−1 and k2 = 0.001 s−1 for W191Y and
W191Y:L232E CcP, respectively). ∆G◦ex = E
◦(Y191) − E◦(Y•adj). For W191Y, ∆G◦ex is
assumed to be close to 0 eV given similar forward and reverse electron transfer rate con-
stants. ∆∆G◦ = E◦(W191Y:L232E) − E◦(W191Y) is approximately 170 meV at λ = 0.7
eV and ∆G◦ex = 0 from plot (a). Setting ∆∆G
◦ to 170 meV, plot (b) demonstrates the
identical reorganization energies corresponding to ∆G◦ex = 0 between variants. (c−d) Cc
oxidation by CcP under single turnover reaction conditions. Rate constants used for deriva-
tions are k1 = 0.05 s
−1 and k2 = 0.2 s−1 for W191Y and W191Y:L232E CcP, respectively.
∆G◦1 = E
◦(Cc) − E◦(W191Y CcP), and −∆∆G◦ is the change in reduction potential of
CcP after perturbation. In plot (c), reorganization energy λave is assumed to be similar
between variants. Approximating −∆∆G◦ = 170 meV from plot (a), ∆G◦1 ≈ −130 meV and
λave ≈ 360 meV, which signifies a reduction potential of W191Y CcP of 420 meV. (d) At
−∆∆G◦ = 170 meV, reorganization energies to appear similar.
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rate of W191Y:L232E is due to an upshift in reduction potential from W191Y CcP owing to
the formation of partially protonated cationic tyrosyl, which for a fully protonated species,
exhibits a 1.4-V higher potential than the neutral protonated tyrosine [9]. Further analysis
on the increase in activity first necessitates classification of the electron transfer process.
PCET can occur either in a concerted or step-wise mechanism. Thermodynamic arguments
often favor the concerted pathway in order to avoid high energy intermediates, however, a
sequential mechanism is plausible given an oxidant with high enough redox potential [8].
Provided similar forward rate constants for the reduction of Tyr191• in W191Y:L232E and
W191Y from RFQ data fits, electron transfer does not seem to be the rate-limiting factor in
the forward exchange reaction to remote Tyr residues, but rather the deprotonation of the
adjacent non-hydrogen-bonded tyrosine residues. In the parent W191Y, electron exchange
requires deprotonation and reprotonation of tyrosine residues, the rate of which is governed
by the basicity of the proton. Deprotonation of neutral, protonated tyrosine in aqueous
solution is generally rapid, resulting in a drop of pKa from 10 down to −2 [79], however, in
a protein environment, solvent accessibility may be limited. Introduction of a coordinating
basic side chain has been established to lower the pKa of the tyrosine, thus resulting in
faster proton transfer [29]. Here, however, the formation of the Tyr191• is not rate limiting,
rather the reduction of the radical by Cc(Fe2+). If this were not the case, the W191-F3Y
variant would not be expected to increase the reaction rate. Hence, the coordinating base
and Tyr191• form an ion pair that effectively increases the potential of Tyr191•. Loss of
the proton from this pair at high pH greatly diminishes the rate of electron transfer from
Cc(Fe2+).
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2.5 Conclusion
Many models have been employed to elucidate the parameters governing tyrosine electron
hopping sites in biological systems, from small molecules in solvent to engineered protein
systems, though not many have explored local environmental effects on tyrosine-mediated
electron transfer [9, 70, 80]. Here we present our findings on a well-studied electron transfer
process in the cytochrome c peroxidase : cytochrome c complex comprised of a single, primary
hole-hopping site that we have replaced with tyrosine, which was unable to accelerate Cc
oxidation. In this system, we have improved the electron transfer rate to nearly WT levels by
introduction of a neighboring coordinating basic side chain that forms a hydrogen bond with
the adjacent phenolic proton of tyrosine 191. Our results corroborate several other reports
that identified the importance of a hydrogen-bonded phenol for mediating redox processes;
removal of the basic side chain often results in loss of activity [9, 27]. Our kinetics studies
further support our theory that hydrogen bond formation to the phenolic proton augments
the electron transfer rate by upshifting the redox potential of Tyr191. By applying a simple
Marcus model to the experimental data, we have approximated bounds on the parameters
governing electron transfer in the W191Y:L232E CcP:Cc system. The increase in reduction
potential from the addition of Glu232 is likely no greater than 200 meV; hence, the potential
of W191Y Compound I is limited to 400 meV and confirms our suspicions on its low reactivity
with Cc.
Unsurprisingly, proteins have naturally evolved to minimize reorganization energies and
maximize reduction potentials for the purposes of efficient electron transport. Evidently,
incorporation or modification of a radical hopping site is no trivial matter, and characterizing
the parameters that enable such reactions will be critical in developing a relevant model for
future protein engineering and electron transfer studies.
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2.6 Materials and Methods
2.6.1 Protein purification
Cytochrome c
Wild-type yeast iso-1-Cc from Saccharomyces cerevisiae in a PBTR1 vector was used to
transform E. coli BL21 (DE3) cells. Cells were grown in LB-Miller media for 20 h at 37
◦C with 125 µg/mL ampicillin and 50− 100 µg/mL δ-aminolevulenic acid to improve heme
incorporation. Harvested cells were resuspended in 50 mM sodium phosphate (NaPi), pH
8 and lysed by sonication. Lysate was centrifuged at 20,000 RPM for 1 h at 4 ◦C and the
supernatant was directly loaded onto an equilibrated HiPrep CMFF 16/10 column. After
washing with one column volume (40 mL) of 50 mM NaPi, a linear gradient of 50 mM NaPi,
500 mM sodium chloride (NaCl), pH 8, was applied over 100 mL to elute the bound protein.
Protein fractions were pooled and further purified by size-exclusion chromatography (HiLoad
Superdex 75 26/60). Colored fractions were combined, concentrated, aliquotted, and stored
at −80 ◦C. Concentrations were measured at Abs550 nm − Abs540 nm,  = 19.2 mM−1 cm−1.
Cytochrome c peroxidase
Cytochrome c Peroxidase (CcP) constructs from Saccharomyces cerevisiae in the pp-
SUMO vector with an N-terminal His-tag followed by SUMO protein [26] were used to
transform BL21(DE3) cells, which was grown at 37 ◦C in LB-Miller media with 50 µg/mL
kanamycin. Cells were induced with 100 µM isopropyl β-D-1-thiogalactopyranoside (IPTG;
25 µg/mL) once O.D.600 reached 0.8− 1.2 and overexpressed at room temperature for ∼18
h. Cells were harvested and resuspended in lysis buffer (50 mM HEPES, pH 7.0, 150 mM
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NaCl, and 5 mM imidazole). Cells were lysed by sonication and centrifuged at 20,000 RPM
for 1 h at 4 ◦C. CcP was purified with Ni-NTA resin column (Qiagen) and concentrated.
SUMO-His6 tag was cleaved with ULP-1 protease and dialyzed into 100 mM potassium
phosphate (KPi), pH 6, overnight at 4
◦C. Eluent was flowed through a Ni-NTA column to
remove the tags. To improve heme incorporation, the eluent was incubated with one molar
equivalent of hemin dissolved in 500 µL 0.1 M sodium hydroxide (NaOH) overnight at 4 ◦C.
The reaction was quenched with an equal amount of 0.1 M acetic acid. Unreacted hemin and
precipitated protein were removed by centrifugation at 3,000 RPM for 10 min. The soluble
portion was purified by size-exclusion chromatography (HiLoad Superdex 75 26/60) in 100
mM KPi, pH 6. Protein fractions were combined and loaded directly onto an equilibrated
HiPrep Q XL 16/10 column. A linear gradient of 500 mM KPi, pH 6, was applied over 160
mL to elute the protein and separate the apo-CcP from the Fe-CcP. All fractions with high
heme incorporation (Abs408 nm/Abs280 nm > 1) were pooled, concentrated, aliquotted, and
stored at −80 ◦C. All preparations of the enzyme conformed to the purity criteria previously
described [81]. Concentrations were determined at 408 nm,  = 96 mM−1 cm−1.
2.6.2 Mutagenesis
Single residue substitutions in CcP were produced by the overlap extension PCR method
on the CcP construct within the ppSUMO vector. For fluorotyrosine derivatives, site 191
was replaced with a TAG amber stop codon.
Tyrosine phenol lyase
Tyrosine phenol lyase (TPL) in pET23b (generous gift from the Tonge lab, Stony Brook
University) was overexpressed in BL21(DE3)pLysS cells (Novagen) in LB-Miller media with
51
chloramphenicol and ampicillin at room temperature for 18 h. Cells were harvested, re-
suspended in lysis buffer (50 mM NaPi, pH 7, 150 mM NaCl, 5 mM DTT), and lysed by
sonication. Cell detritus was removed by centrifugation at 20,000 RPM, 1 h, 4 ◦C, and the
resulting lysate was purified by Ni-NTA resin. The eluted protein was then further purified
by size-exclusion chromatography (HiLoad Superdex 75 26/60) in 50 mM NaPi, pH 7, 150
mM NaCl. Protein fractions were pooled and 10% glycerol added to aid in stability. Samples
were stored at −80 ◦C and used within one week of preparation to avoid loss of activity.
Final yield was ∼200 mg per 8 L culture.
Fluorotyrosine preparation and purification
Fluorotyrosine residues were prepared as described [33, 82]. Pyridoxal 5′ phosphate and
2,6-difluorophenol were purchased from Oakwood Chemicals; 2,3,6-trifluorophenol was ac-
quired from Alfa Aesar. (Note that the numbering changes when converting the fluorophenol
into fluorotyrosine.)
In a 1-L bottle, 30 mM ammonium acetate, pH 8, 60 mM sodium pyruvate, 40 µM
pyridoxal 5′ phosphate, and 50 mM β-mercaptoethanol were combined. The solution was
filtered through a 0.22 µm filter and 10 mM fluorophenol was added, adjusting the final
pH to 8. Approximately 150 units (∼80 mg) of purified TPL were added to the mixture
drop-wise while stirring, after which, the reaction was covered in foil and remained stirring
at room temperature. Every two days, 30 units (∼16 mg) of TPL were added to the reaction
mixture for a total of ∼1 week. The mixture was quenched by acidifying to pH ∼2.5, and
precipitated protein was removed by filtration or centrifugation. The solution was extracted
twice with 500 mL of ethyl acetate to remove unreacted phenols. The aqueous layer was
run through a column (inner diameter ∼4 in) of activated Dowex 50W-X8 (50 − 100 mesh;
Beantown Chemical Corporation) equilibrated in Nanopure water. The column was washed
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with 1 L of filtered Nanopure water to remove impurities, and the fluorotyrosines were eluted
with 10% ammonium hydroxide in ∼7 mL fractions. Fractions were spotted on a silica
thin-layer chromatography plate and visualized by ninhydrin stain (0.19% (w/v) ninhydrin,
95% ethanol, 0.5% acetic acid, 4.5% water). Fractions containing the amino acid were
combined, concentrated by roto-evaporation, and lyophilized to dryness. Fluorotyrosines
were confirmed by 1H NMR and 19F NMR in D2O [33]. Yield: ∼50%.
Fluorotyrosine incorporation into site 191 of CcP
BL21(DE3) cells were co-transformed with CcP (with site 191 replaced by TAG in pp-
SUMO) and with E3 aminoacyl-tRNA synthetase (generous gift from the Stubbe group,
MIT). Cells were grown in LB-Miller media with kanamycin (25 µg/mL) and chlorampheni-
col (12 µg/mL) at 37 ◦C until reaching an O.D.600 of ∼0.4, after which 1 mM fluorotyrosines
dissolved in 0.1 M NaOH was added to the culture and incubated for 10 minutes. Subse-
quently, E3 expression was induced with 0.05% (w/v) arabinose. After 1 h, CcP production
was induced with 100 µM IPTG and overexpressed at 37 ◦C for 18 h. Cells were harvested
and purified similarly as other CcP variants.
Single and multiple turnover measurements
Single turnover measurements were conducted with 1 µM CcP and 2 µM reduced Cc in
100 mM KPi, pH 6 were reacted with 2 µM H2O2 at 20
◦C with constant stirring (700 RPM).
Multiple turnover experiments were conducted similarly, consisting of 1 µM CcP, 30 µM Cc,
and 10 µM H2O2. Traces were collected at 550 nm, 540 nm, and 434 nm. Abs550 nm − 540nm
corresponds to the concentration of Cc(Fe2+) and Abs434 nm follows CcP(Fe
4+ = O). Expo-
nential decays were fit to y = a · e−b·x + c with MatLab (Mathworks).
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Solvent isotope effect on electron transfer rates
1 µM CcP and 1 µM Cc were combined in order to maintain the stability of CcP. The
complex was diluted 500-fold into 100 mM KPi, pH 6 deuterium-based buffer overnight
at 4 ◦C. Due to overnight Cc oxidation in aerobic buffer, an additional 2 µM reduced Cc
was added to the solution before initiating the reaction with 2 µM H2O2 at 20
◦C with
constant stirring. Data were acquired and processed similar to single turnover measurements.
Statistically significant differences were determined by a two-tailed Student’s t-test assuming
equal variances.
Crystallization of CcP:Cc complex
CcP and Cc were combined in a 1:1 stoichiometric ratio and oxidized with potassium
ferricyanide overnight. CcP:Cc were buffer exchanged into filtered Nanopure water and ad-
justed to 1 mM. Crystals formed by the hanging drop method appeared within a week (100
mM sodium acetate, pH 5.4 − 6, 175 mM NaCl, 5 mM n-octyl-β-D-glucoside, 20% polyethy-
lene glycol 3350). Crystals were soaked briefly in 20% ethylene glycol as a cryoprotectant,
flash frozen, and diffracted at NE-CAT Advanced Photon Source 24ID-C beam line. All
data were indexed, integrated, and scaled by HKL-2000. The structure was determined and
refined by PHENIX [83]. Model building was performed with Coot [84].
Characterization of tyrosyl radical by electron spin resonance spectroscopy
Compound I samples were prepared by combining 0.1 − 0.2 mM CcP and two molar
equivalents of H2O2. Protein mixture was quickly loaded into an X-band ESR tube and
flash frozen in liquid nitrogen within 1 min. Continuous-wave X-band spectra were acquired
with a Bruker EleXSys II spectrometer at 9.39 GHz and 12 K with 100 kHz modulation
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frequency, 1 − 4 Gauss modulation amplitude, and 0.2 − 0.63 mW power. Power was varied
to check for characteristic saturation effects of tyrosyl signals.
Rapid freeze quench samples were prepared to quantify the Compound I radical species
over the time of the reaction with Cc. As this method results in volume variations, instead of
calculating a packing factor, an inert internal standard of Er:DTPA was prepared and added
to the protein mixture. Er:DTPA was prepared by reacting a solution of 3 mM Er2(SO4)3 ·8
H2O in 1 M HCl with 8 mM diethylenetriaminepentaacetic acid (DTPA; Sigma Chemical
Company) in 0.1 M NaOH. The final pH was adjusted to 9.
Using a Bio-Logic SFM 300 machine, 0.3 mM CcP, 1.5 mM Er:DTPA, and 0.6 mM Cc in
100 mM KPi, pH 6 were combined with 0.6 mM H2O2. After a time delay, the mixture was
sprayed into liquid ethane-filled glass funnels that were coupled to X-band ESR tubes with
heat shrink tubing. The resultant snow was immediately packed by hand into the bottom
of an ESR tube with an aluminum rod. Spectra were collected with a Bruker EleXSys II
spectrometer at 9.39 GHz and 12 K with 100 kHz modulation frequency, 4 dB modulation
amplitude, and 0.6325 mW power. Data were processed by MatLab and EasySpin[85].
The organic radical signal at g = 2 was isolated and corrected by subtracting a linear
baseline. Cumulative numerical integration (cumtrapz) followed by integration (trapz) were
then implemented. The Er:DTPA signal at g = 11.8 was similarly truncated, baseline
corrected, and integrated with trapz. Radical signals were normalized to that of Er:DTPA.
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2.8 Supplemental Information
(a) (b)
Supplemental Figure 2.8: Treatment of W191Y CcP (without Cc) with two molar equiv-
alents of peroxide. Samples were prepared by incubating protein in freshly diluted peroxide
for either 0 min, 1 min, or 5 min and immediately quenched with SDS loading buffer. Af-
ter 1 min of peroxide exposure, higher order crosslinking bands were clearly apparent. (b)
W191Y CcP and Cc(Fe2+) ((left) samples were run nonadjacent on the same gel) or Cc(Fe3+)
((right) gel was scaled for comparison) were combined in a 1:2 molar ratio and reacted with
two equivalents of peroxide. After two minutes, no additional higher order or degradation
bands developed. The CcP homodimer band at ∼75 kDa showed a small increase in intensity
over the course of this reaction. Notably, the oxidation state of Cc did not affect its ability
to stabilize CcP. Molecular ladder markers from top to bottom: 150, 100, 75, 50, 35, 25, 15
kDa
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(a) (b)
(c) (d)
Supplemental Figure 2.9: Single turnover reactions (1 µM CcP : 2 µM Cc(Fe2+) initiated
with 2 µM H2O2 in 100 mM KPi, pH 6). Cc oxidation was monitored by UV-vis at (a)
Abs550 nm − 540 nm and at (b) Abs434 nm. Most variants oxidized Cc(Fe2+) slowly relative to
WT CcP (dark blue). W191Y:L232E (purple) initially exhibited linear kinetics followed by
a monoexponential decay and was notably more effective than other tyrosine variants at Cc
oxidation. Oxyferryl formation at 434 nm develops similarly to WT but slowly decreases after
maximal build up. (c) Compound I stability assessed with 1 µM CcP in 100 mM KPi, pH
6. Reaction was initiated with 2 µM H2O2. Q bands at 562 nm correspond to build up and
decay of Compound I. Traces are stacked for clarity. WT CcP shows little variation over
10 minutes. W191Y, W191Y-IV, and W191(2,3,5)F3Y exhibit stable features for several
minutes before reverting back to the ferric state (408 nm), with W191(2,3,5)F3Y lasting
nearly five minutes. W191Y:L232E show rapid decay almost immediately upon reacting with
peroxide. (d) Multiple turnover reactions with 1 µM CcP : 30 µM Cc : 10 µM H2O2 in 100
mM KPi, pH 6. Traces at 550 nm and 434 nm are indicative of Cc oxidation and Compound
I accumulation/decay, respectively. Abs434 nm traces are stacked for clarity. W191Y:L232H
at pH 6 exhibits a biexponential oxidation curve. When reacted with peroxide and Cc in pH
7 buffer, Cc oxidation follows a monoexponential trace. WT CcP and W191Y:L232E both
rapidly oxidize Cc in a monoexponential fashion with transient Compound I signals.
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(a) (b)
(c)
Supplemental Figure 2.10: Multiple turnover reactions (1 µM CcP : 10 µM H2O2 :
30 µM Cc) in 100 mM KPi, pH 6, 7 or 8. (a) pH has little effect on the rate of Cc
oxidation by W191Y, (b) while increasing the pH decreases the activity of W191Y:L232E.
(c) W191Y:L232H exhibits maximal activity at pH 7, but the rate of Cc oxidation also
decreases at high pH.
W191Y W191Y:L232E
Rates(s−1) k1 k−1 k1 k−1
A ⇔ B Rapid eq. Rapid eq. Rapid eq. Rapid eq.
B ⇔ C 0.06 0.045 0.04 0.001
B ⇒ D 0.25 − 0.25 −
D ⇒ C − − 0.003 −
Supplemental Table 2.2: Parameters for kinetic fits of rapid freeze quench cw-ESR in
Figure 2.3. Assuming the first equivalent of Cc(Fe2+) quickly oxidizes and quenches the
radical, state A, CcP(Fe4+), is in rapid equilibrium with B, CcP(Fe3+=OH; Y•191). C
represents the outward migration of the electron hole to nearby aromatic amino acids. D is
the successful exchange of the complexed, oxidized Cc(Fe3+) with the remaining equivalent
of reduced Cc(Fe2+) in solution. In the case of W191Y:L232E, the efficiency of Cc oxidation
allows the remaining equivalent of peroxide to re-oxidize CcP back to its Compound I radical
state.
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Variant A k1 [s
−1]
WT 0.034 ± 0.009 0.44 ± 0.08
W191G 0.0224 ± 0.0014 0.022 ± 0.002
W191Y 0.020 ± 0.008 0.05 ± 0.02
W191Y-IV 0.030 ± 0.008 0.10 ± 0.03
W191Y:L232E 0.044 ± 0.004 0.189 ± 0.006
W191Y:L232E + Y48K Cc 0.046 ± 0.006 0.156 ± 0.005
W191Y-IV:L232E 0.0450 ± 0.0019 0.093 ± 0.005
W191Y:L232H 0.024 ± 0.006 0.107 ± 0.018
W191(3,5)F2Y 0.028 ± 0.003 0.083 ± 0.003
W191(2,3,5)F3Y 0.021 ± 0.007 0.07 ± 0.02
W191(2,3,5)F3Y-IV 0.033 ± 0.006 0.11 ± 0.03
Supplemental Table 2.3: Single turnover rate constants of 2 µM Cc(Fe2+) oxidation
by 1 µM CcP and 2 µM H2O2. Rate constants were obtained by monoexponential fits of
Abs550 nm − 540 nm after truncation of the initial five seconds. Mutations to W191Y in an
attempt to recover WT activity result in rate constants that are half that of WT. Curiously,
despite the 200 mV higher redox potential of the 2,3,5-trifluorotyrosine, there is little effect
on the rate of Cc oxidation.
CcP Variant pH A k1 [s
−1]
W191Y pH 6 0.024 ± 0.008 0.026 ± 0.010
W191Y pH 7 0.0231 ± 0.0002 0.0215 ± 0.0016
W191Y pH 8 0.0336 ± 0.0011 0.024 ± 0.004
W191Y:L232E pH 6 0.044 ± 0.004 0.189 ± 0.006
W191Y:L232E pH 7 0.023 ± 0.002 0.101 ± 0.010
W191Y:L232E pH 8 0.0491 ± 0.0016 0.0128 ± 0.008
W191Y:L232H pH 6 0.024 ± 0.006 0.107 ± 0.018
W191Y:L232H pH 7 0.044 ± 0.006 0.081 ± 0.018
W191Y:L232H pH 8 0.027 ± 0.013 0.07 ± 0.02
Supplemental Table 2.4: Single turnover measurements (1 µM CcP : 2 µM Cc: 2 µM
H2O2) in 100 mM KPi, pH 6, 7, and 8. Increasing pH results in a decrease in Cc oxidation
rate for W191Y:L232E. pH 6 parameters are the same as in Supplemental Table 2.3 except
for W191Y. W191Y kinetics were acquired using a different stock and kinetics at pH 6 were
remeasured.
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CcP Variant A k1 [s
−1]
W191Y 0.030 ± 0.011 0.033 ± 0.018
W191Y in D2O 0.024 ± 0.005 0.030 ± 0.005
W191Y:L232E 0.058 ± 0.004 0.165 ± 0.011
W191Y:L232E in D2O 0.046 ± 0.008 0.10 ± 0.03
Supplemental Table 2.5: Single turnover measurements (1 µM CcP : 2 µM Cc: 2 µM
H2O2) after overnight incubation of CcP : Cc in either water-based or D2O-based 100 mM
KPi buffer, pH 6. Due to overnight oxidation of Cc in aerobic buffer, before reaction initiation
with peroxide, 2 µM Cc(Fe2+) was freshly added to the mixture. Cc oxidation traces were
acquired at Abs550 nm − 540 nm and fit to a monoexponential function after truncation of the
initial five seconds.
Variant A k1 [s
−1] B k2 [s−1]
WT 0.58 ± 0.10 0.43 ± 0.06 − −
W191Y 0.66 ± 0.11 0.008 ± 0.003 − −
W191Y:L232E 0.101 ± 0.018 0.25 ± 0.04 − −
W191Y:L232H 0.340 ± 0.018 0.010 ± 0.003 0.180 ± 0.019 0.08 ± 0.03
W191Y:L232H (pH 7) 0.499 ± 0.011 0.036 ± 0.004 − −
W191(2,3,5)F3Y 0.554 ± 0.017 0.0149 ± 0.005 − −
Supplemental Table 2.6: Multiple turnover rate constants of 1 µM CcP : 10 µM H2O2 :
30 µM Cc. Cc oxidation data were fit to monoexponential functions. In all tyrosine variants,
data were truncated once inactivation occurred and a transition in rates was observed. The
resultant data (the early phase) was fit to a monoexponential function.
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CHAPTER 3
SIGNAL TRANSDUCTION IN LIGHT-OXYGEN-VOLTAGE RECEPTORS
LACKING THE ADDUCT-FORMING CYSTEINE RESIDUE∗
3.1 Abstract
Light-oxygen-voltage (LOV) receptors sense blue light through the photochemical gener-
ation of a covalent adduct between a flavin-nucleotide chromophore and a strictly conserved
cysteine residue. Here we show that, after cysteine removal, the circadian-clock LOV-protein
Vivid still undergoes light-induced dimerization and signalling because of flavin photoreduc-
tion to the neutral semiquinone (NSQ). Similarly, photoreduction of the engineered LOV
histidine kinase YF1 to the NSQ modulates activity and downstream effects on gene ex-
pression. Signal transduction in both proteins hence hinges on flavin protonation, which is
common to both the cysteinyl adduct and the NSQ. This general mechanism is also conserved
by natural cysteine-less, LOV-like regulators that respond to chemical or photoreduction of
their flavin cofactors. As LOV proteins can react to light even when devoid of the adduct-
forming cysteine, modern LOV photoreceptors may have arisen from ancestral redox-active
flavoproteins. The ability to tune LOV reactivity through photoreduction may have impor-
tant implications for LOV mechanism and optogenetic applications.
∗Reproduced with permission from E. F. Yee, R. P. Diensthuber, A. T. Vaidya, P. P. Borbat, C. Engelhard,
J. H. Freed, R. Bittl, A. Mo¨glich, and B. R. Crane. Nat. Commun 6, 10079 (2015).
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3.2 Introduction
Flavin-binding proteins widely occur across all kingdoms of life where they play vital
roles in many different aspects of metabolism[1-3]. Beyond their crucial function in redox
catalysis, flavin-binding proteins also serve as signal receptors for redox potential, partial
oxygen pressure and blue light[1-3]. Flavin-based sensory photoreceptors fall into three ma-
jor classes: light, oxygen and voltage sensing (LOV) proteins; BLUF proteins (sensors of blue
light using flavin adenine dinucleotide (FAD)) and photolyases/cryptochromes (PL/CRY)[1-
3]. The utility of flavin as a chromophore derives from the ability of light to facilitate
interconversion between excited states and three ground oxidation states: namely the fully
oxidized quinone, the partially reduced semiquinone radical and the fully reduced hydro-
quinone (HQ). Of these, the oxidized quinone-bound form often serves as the dark-adapted
state because of its strong absorption in the blue spectral region.
LOV photoreceptors occur throughout archaea, bacteria, protists, fungi and plants, and
regulate phototropism, chloroplast movement, stomatal opening, virulence, stress response,
circadian rhythms and other physiological responses[1-4]. In the well-characterized LOV
photocycle[1-3], blue-light absorption drives formation of a covalent adduct between a strictly
conserved, active-site Cys residue and the C4a atom of the flavin isoalloxazine ring (either
FAD; or flavin mononucleotide (FMN))[2,5] (Figure 3.1a). In at least one case, a neutral
flavin semiquinone radical intermediate has been detected[6], suggesting that bond forma-
tion proceeds via rapid reduction of the flavin by the Cys thiol to form a neutral radical
pair (FMNH−S-Cys) and subsequent radical recombination[5-7]; however, more recent spec-
troscopic studies could not identify build-up of such a species on the tens of ns-to-ms time
scale and thereby concluded that if a flavin radical intermediate forms it must react faster
than the rate by which it is produced[8]. Nonetheless, effective reduction of the flavin ring,
by either adduct or radical formation greatly increases the pKa of N5, thus promoting its
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protonation[9]. In response to this protonation, a nearby glutamine residue, conserved in
most LOV proteins, undergoes a 180◦ flip of its amide side chain to adjust hydrogen-bonding
interactions[10-12]. Additional changes in hydrogen bonding propagate through the core α/β
PAS-domain fold of the LOV domain to N-cap and C-cap regions that pack against the β-
sheet on the side opposing the flavin-binding pocket[1-3]. Alteration of the structure and
dynamics of these cap regions affect oligomeric state and the activity of output modules[1,3].
However, it is not clear whether adduct formation itself is the dominant factor in gener-
ating downstream signalling responses, or if N5 protonation alone can suffice. Despite the
paramount importance of the conserved cysteine residue in the canonical LOV photocycle, at
least some LOV photoreceptors apparently retain biological activity even after substitution
of the Cys thiol for non-reactive side chains[12-15]. Although a rationalization of these find-
ings has remained elusive, it is well-established that LOV domains devoid of this cysteine can
undergo photoreduction to a neutral semiquinone (NSQ) state with N5 protonated[16-20],
thus raising the question as to whether the NSQ triggers downstream signalling.
Taking the two well-characterized LOV photoreceptors Vivid (VVD)[12,13] and YF1[21],
we demonstrate that the NSQ state indeed mediates wild-type (WT)-like signalling responses
and that LOV photoreceptors devoid of the conserved adduct-forming cysteine are thus fully
capable of light-dependent signal transduction. Furthermore, sequence analyses reveal nat-
ural LOV-like proteins that lack the adduct-forming cysteine residue. We demonstrate that
one such protein from archaeal halobacteria binds flavin nucleotides and undergoes chemical-
and photo-reduction processes that couple to changes in protein conformation. Our results
lend new insight into photoreception and signal transduction by LOV photoreceptors, bear
on LOV domain application as optogenetic tools[2,22] and suggest an intriguing possibility
for the evolutionary origin of the widespread LOV photoreceptor family.
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Figure 3.1: Photochemistry of LOV photoreceptors and structure of VVD. (a) In canon-
ical LOV photoreceptors, light excitation of the flavin leads to a covalent adduct between
the C4a atom of the flavin ring and an active-site Cys thiol (residues 108 and 62 in VVD
and YF1, respectively). Coincident protonation of the flavin atom N5 induces a flip of the
amide side chain of a conserved Gln residue (residues 182 and 123 in VVD and YF1, respec-
tively). Resultant changes in hydrogen bonding propagate through the LOV photoreceptor,
for example, to an N-cap region in the case of VVD. (b) The absence of the adduct-forming
cysteine promotes photoreduction of the LOV flavin to the neutral semiquinone (NSQ). As
N5 of the NSQ is also protonated, signals could be relayed in a manner corresponding to that
in the cysteinyl adduct in a. (c) Structure of the light-adapted VVD dimer (3RH8)[12]. The
flavin rings (tan) in the constituent subunits (dark and light green ribbons) are separated by
∼37 A˚ at their centroids. An exchange of N-terminal latches associates the N-caps (yellow),
with Tyr40 making a key contact across the dimer interface.
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3.3 Results
3.3.1 Photoconversion of VVD lacking the adduct-forming Cys
The replacement of the active-site Cys108 of VVD by Ala was produced in the context
of VVD-II, which lacks the first 36 N-terminal unstructured residues and carries two other
substitutions (M135I:M165I) that are known to stabilize the VVD light-adapted state[12,23].
The Met substitutions extend the adduct lifetime of VVD-II by 10-fold compared with WT
VVD and upshift the flavin redox potential by removing two electron-rich sulfur residues
that pack against the re-face of the flavin[12,23]. Accordingly, VVD-II purifies from over-
expression in Escherichia coli as a pale green protein indicative of partial reduction to the
NSQ (Supplementary Figure 3.6b). Introduction of the C108A substitution into VVD-II
yielded VVD-III (VVD ∆36, C108A:M135I:M165I), which purifies as a much darker green
protein than VVD-II (Supplementary Figure 3.6b). Different flavin redox states separate
when the protein is passed through a size-exclusion chromatography (SEC) column (Sup-
plementary Figure 3.6d), with the blue-coloured, NSQ-containing protein eluting as a dimer
and the yellow-coloured, oxidized protein eluting as a monomer. Intriguingly, this behaviour
is highly reminiscent of the homodimerization of WT VVD on blue-light-induced adduct
formation[12,24]. On SEC, the adduct form of WT VVD elutes at a larger volume due
to a rapidly exchanging equilibrium between dimer and monomer[24]. Light-induced VVD
dimerization is critical for the protein to mediate photoadaptation in Neurospora[11,12].
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Figure 3.2: Photoreduced VVD-III forms the same light-adapted dimer as wild-type VVD.
(a) Absorption spectra of VVD-III in its dark-adapted state (black) and neutral semiquinone
state after photoreduction for 5 min with a 448-nm 30 mW laser (dark blue) followed by reox-
idation after 170 min at ambient conditions (light blue). (b) Size-exclusion chromatography
(SEC) of dark-adapted (black) and light-adapted VVD-III (blue) indicates dimer formation
in the NSQ state. A 1:1 mixture of dark-adapted and light-adapted states produces inter-
mediate peaks (red), indicative of the exchangeable nature of the VVD dimer and perhaps
radical equilibration on the SEC time scale. (c,d) SEC traces of dark-adapted (black) and
light-adapted (blue) VVDIII:Q182L (c) and VVD-III:Y40E (d) indicate no change in the
oligomeric state of either protein on photoreduction to the NSQ. Q182L and Y40E traces
have different baselines because different SEC columns were used. (e,f) Magnetic dipolar
coupling between two radical flavin states was detected by DEER spectroscopy in illumi-
nated VVD-III. (e) Raw time-domain DEER data (blue) with baseline (purple) and after
baseline-subtraction (red) reveal a clear dipolar oscillation that produces a sharply peaked
distance distribution P (r) of the separated spins at ∼37 A˚ (f). The smaller peak in P (r)
at longer distance is a reconstruction artifact. The spin separation agrees well with that
predicted by the light-adapted dimer of VVD (Figure 3.1c).
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Exposure to a 448-nm laser (30 mW) reduces the VVD-III FAD quinone to the NSQ over
the course of 5 min (Figure 3.2a and Supplementary Figure 3.7a). The FAD then recovers
completely to the oxidized form within ∼3 h in the dark under aerobic conditions (Figure
3.2a and Supplementary Figure 3.7b). By following the loss of oxidized flavin fluorescence
and formation of the NSQ by absorption spectroscopy, the relative quantum efficiency of
reduction compared with adduct formation in WT VVD was determined to be 0.11± 0.07.
The unprotonated anionic semiquinone was not observed on this time scale, and two isos-
bestic points (347 and 497 nm) in the forward photoreduction indicate the presence of only
oxidized FAD and the NSQ (Supplementary Figure 3.7a). Formation of the NSQ implies
that flavin N5 protonates readily on reduction of the isoalloxazine ring (Figure 3.1b). The
mechanism for photoreductive quenching of VVD-III to the NSQ is currently unclear, but
does not appear to require oxidation of aromatic residues within the protein as substitution
of all aromatic residues to Phe has little effect on the rate of VVD-III photoreduction.
When subjected to SEC, the light-adapted NSQ state of VVD-III elutes as a dimer,
whereas the dark-adapted oxidized quinone state remains monomeric (Figure 3.2b). Mix-
tures of the dark and light states elute at an intermediate volume, which suggests that either
a NSQ subunit can associate weakly with a quinone subunit or that these oxidation states
rapidly equilibrate within the population (Figure 3.2b). Substituting the conserved Gln182
that interacts with flavin N5 to Leu (cf. Figure 3.1a,b) does not affect photoreduction but
completely prevents dimerization (Figure 3.2c). To confirm that the NSQ-containing VVD-
III dimer has the same structure as that of the Cys-adduct dimer, we introduced the Y40E
mutation (VVD-III:Y40E), which disrupts the dimeric interface necessary for signalling[12].
Indeed, introduction of Y40E in VVD-III:Y40E abrogates light-induced dimer formation,
and both the light-adapted NSQ and dark-adapted oxidized quinone states elute from SEC
as monomers (Figure 3.2d). To further investigate the structure of the VVD-III light-adapted
dimer, we applied double electron-electron resonance (DEER) spectroscopy, which measures
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the magnetic dipolar coupling between remote electron spins and hence their distance of
separation. Modulation of the spin-echo amplitude in photoreduced VVD-III shows a sub-
stantial oscillation characteristic of two interacting spins (Figure 3.2e). The derived distance
distribution features a sharp peak at ∼37 A˚ (Figure 3.2f), which matches the expected
separation of the flavin radicals based on the crystal structure of the light-adapted VVD
dimer[12] (cf. Figure 3.1c). Thus, photoreduction of VVD-III to the NSQ produces the
same light-adapted dimer as the cysteinyl-flavin adduct in the WT protein.
3.3.2 Signal transduction in YF1 lacking the adduct-forming Cys
To assess whether the NSQ state can generally activate signalling in LOV proteins, we
investigated photoreduction of the LOV histidine kinase YF1, which derives from the fusion
of the LOV module of Bacillus subtilis YtvA to the histidine-kinase effector module of
Bradyrhizobium japonicum FixL[21]. As a well-characterized paradigm, YF1 is emblematic of
numerous natural proteins in which a LOV or PAS module regulates a histidine kinase[25,26].
Compared with VVD, YF1 is of different origin (prokaryotic versus eukaryotic), utilizes FMN
instead of FAD, and possesses different effector output[27,28]. Like VVD, the C62A variant
of YF1 undergoes photoreduction with blue light to the NSQ without population of the
anionic semiquinone radical (Supplementary Figure 3.8a). Addition of reductants, such as
TCEP (Tris(2-carboxyethyl)phosphine hydrochloride), greatly enhances the rate and yield of
NSQ formation. Once blue-light illumination ceases, the NSQ oxidizes back to the quinone
state in a largely monophasic process over the course of several hours (Supplementary Figure
3.8b).
To assess whether photoreduction of YF1 C62A to the NSQ suffices to elicit WT-like
downstream signalling responses, we capitalized on efficient assays that allow probing YF1
signalling in vivo and in vitro. Combined with the cognate response regulator FixJ, YF1
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Figure 3.3: Activity measurements of YF1 variants. (a) Light-regulated activity of YF1
variants was assessed in vivo in the pDusk-DsRed reporter system[28]. Cultures of YF1
WT and variants C62A, H22P and H22P:C62A were grown in 5 ml under dark and blue-
light conditions (470 nm, 100 mW cm−2). DsRed expression is evident by red colouration
of cultures. (b) DsRed fluorescence per OD600 was measured for the cultures in a under
blue-light (white bars) and dark conditions (black bars). (c) The experiment in b was
repeated at varying blue-light intensities (470 nm) between 0 and 150 mW cm−2. YF1 (filled
circle) and YF1 C62A (filled square) have nearly the same light-dose dependencies with half-
maximal light doses, ED50, of (2.1±0.6) mW cm−2 and (2.0±0.7) mW cm−2, respectively.
By contrast, YF1 H22P (empty circle) shows a higher half-maximal dose of (24.6±5.8) mW
cm−2 that is increased to above 100 mW cm−2 for YF1 H22P:C62A (empty square). The
precise ED50 value for YF1 H22P:C62A cannot be determined due to cytotoxicity of blue-
light doses higher than 150 mW cm−2. All data in b,c represent mean±s.d. of biological
triplicates. (d,e) E. coli cultures from a were analysed by whole-cell ESR spectroscopy under
the same conditions used in a-c. Spectra recorded for dark-adapted (d) or blue-light-adapted
(e) cultures were corrected for the E. coli background ESR signal. Significant population of
flavin radicals above background is only observed for the cysteine-devoid variants YF1 C62A
and YF1 H22P:C62A under blue-light illumination. (f) In vitro activity measurements of
YF1 variants by electrophoretic mobility shift assays (EMSA). In its dark-adapted state,
YF1 phosphorylates FixJ, which then binds a rhodamine-labelled DNA substrate, retarding
migration of the resultant phospho-FixJ:DNA complex in the polyacrylamide gel. In its
light-adapted state, YF1 acts as a phosphatase, FixJ is not phosphorylated and no DNA
upshift is observed. The inverter variant YF1 H22P shows the opposite behaviour with an
upshift under blue light but not in the dark.
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forms a two-component system that drives blue-light-repressed gene expression of the red-
fluorescent reporter DsRed[21,28]. When incubated in the dark, E. coli cultures harbouring
the pDusk plasmid[28] display readily discernible DsRed fluorescence due to FixJ phospho-
rylation by YF1; when cultures are incubated under saturating blue light (100 mW cm−2,
470 nm), fluorescence is diminished by about 15-fold owing to dephosphorylation of FixJ
by YF1 (Figure 3.3a,b). Replacement of Cys62 in YF1 by alanine slightly reduces DsRed
expression in the dark; but, similar to WT, blue-light illumination induces a large (60%)
repression of the DsRed fluorescence signal (Figure 3.3a,b). YF1 and YF1 C62A show re-
markably similar light-dose dependencies with half-maximal light doses, ED50, of (2.1±0.6)
mW cm−2 and (2.0±0.7) mW cm−2, respectively (Figure 3.3c). Evidently, the C62A variant
of YF1 is still capable of mediating light-dependent signal transduction in vivo, albeit the
response is partially attenuated.
Removal of the adduct-forming cysteine in LOV proteins not only promotes photoreduc-
tion and enhances the flavin fluorescence[29], but also renders the flavin a photosensitizer
for the generation of singlet oxygen[30-32]. Blue-light-driven generation of reactive oxygen
species (ROS) might thus interfere with the two-component system by causing rupture of
the labile acid anhydride bond in phospho-FixJ and concomitant deactivation of gene ex-
pression. To confirm that YF1 C62A does not incapacitate FixJ through ROS production,
we investigated the H22P mutant of YF1 that shows an inverted response to light[27,33].
In contrast to the WT, blue-light illumination of the H22P variant stimulates reporter gene
expression by about 10-fold, that is, blue light induces a gain-of-function (Figure 3.3a-c).
Introduction of the C62A mutation into the YF1 H22P inverter variant has no effect on the
DsRed expression levels in the dark. When incubated under blue light, DsRed expression
levels for YF1 H22P:C62A increase about sixfold to ∼60% of the value seen for YF1 H22P
in the light. Interestingly, YF1 H22P:C62A showed a lower light sensitivity than YF1 H22P,
and higher light doses were required for saturation (Figure 3.3a-c). Thus, YF1 H22P:C62A
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is also capable of blue-light signal transduction without the active-site Cys residue, and
because this variant increases gene expression, this effect cannot be due to ROS generation.
We sought evidence that regulation of gene expression by the cysteine-devoid YF1 vari-
ants correlates with population of the NSQ in vivo, and conducted whole-cell electron-spin
resonance (ESR) spectroscopy on the above E. coli cultures. Dark-grown and light-grown
cultures of YF1 and YF1 H22P, either with or without the adduct-forming cysteine residue,
were rapidly frozen in liquid nitrogen. Continuous-wave ESR spectra were recorded and
corrected for signals arising from endogenous E. coli cell constituents as determined from
control cultures not expressing any YF1 variants (Figure 3.3d,e). The ESR spectra of YF1
and YF1 H22P with the adduct-forming Cys residues intact revealed no significant accumu-
lation of flavin radicals above background under either dark or light conditions. By contrast,
the cysteine-devoid variants YF1 C62A and YF1 H22P:C62A produced significantly elevated
levels of flavin radical species under blue light but not in the dark. Note that the width of
these signals (∼10 G) is consistent with the broadening expected from the hyperfine inter-
actions of flavin radicals (Figure 3.3e). These data suggest that photoreduction to the NSQ
states of YF1 C62A and YF1 H22P:C62A readily takes place inside living E. coli cells and
correlates with downstream signalling.
To further verify these in vivo effects, we also directly measured the ability of YF1 to
regulate FixJ binding to DNA. Once YF1 phosphorylates FixJ, phospho-FixJ assembles
into a homodimer and binds to the DNA substrate. In electrophoretic mobility shift assays
(EMSA), the resultant complex migrates more slowly than the free DNA substrate (Figure
3.3f). In the dark, YF1 has net kinase activity, FixJ is phosphorylated and the DNA is
in complex; by contrast, under blue light, YF1 has net phosphatase activity[21], FixJ is
dephosphorylated, and no DNA gel shift is observed. For YF1 C62A, an upshift of the DNA
band is seen in the dark, indicating activity as a net kinase. Under blue-light conditions,
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most of the DNA is present in its free form and only a small portion is in complex with FixJ.
As found in vivo, YF1 H22P shows the inverted signal response compared with YF1−an
upshift of the DNA band indicative of FixJ phosphorylation under blue-light illumination,
but not in the dark. Interestingly, DNA binding of FixJ induced by H22P:C62A was only
observed in the light and in the presence of a ROS scavenger system (consisting of catalase,
glucose and glucose oxidase). Apparently, under these conditions, YF1 H22P:C62A does
generate ROS that can interfere with the FixJ response. Taken together, the in vitro results
are in agreement with the in vivo findings and indicate that cysteine-devoid YF1 variants
are capable of signal transduction on photoreduction to the NSQ.
3.3.3 Natural LOV-like proteins lacking the adduct-forming Cys
The observation that photoreduction elicits WT-like signalling responses in two differ-
ent LOV proteins devoid of the adduct-forming Cys residue suggested that related proteins
might occur naturally. A BLAST sequence search in Genbank for LOV-like proteins that
contain all residues strictly conserved among LOV domains (see Methods) except for the
adductforming cysteine revealed ca. 70 entries with this Cys replaced by one of several
other residues, including Ala, His and Pro (Figure 3.4b and Supplementary Figure 3.9a).
Cysteine-devoid LOV-like domains, denoted LOV*, are found in proteins with varied archi-
tectures (Supplementary Data 3.15). Among these proteins, we focused on a LOV* domain
from a halobacterial archaea that has relatively close homology to VVD and contains an un-
reactive Pro residue in place of the adduct-forming Cys. This LOV* domain is a component
of a much larger protein known as bacterio-opsin activator (BAT)[34], which also contains
a response-regulator receiver domain, a GAF domain and a helix-turn-helix DNA-binding
module. Notably, BAT-LOV* contains no Cys or Met residues, with the position of the
adduct-forming Cys occupied by Pro (Figure 3.4b). When over-expressed in E. coli, BAT-
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LOV* bound modest amounts of flavin but could be reconstituted with either FAD, FMN
or riboflavin after incubation with excess cofactor (Supplementary Figure 3.10b). Although
BAT-LOV* does not contain an insertion usually found to accommodate the adenosine moi-
ety of FAD-binding LOV domains[11] (Figure 3.4b), reconstitution with FAD yielded no
noticeable difference in photoreduction or behaviour on SEC compared with reconstitution
with FMN (Supplementary Figures 3.10c and 3.11a). On photoreduction, reconstituted
BAT-LOV* accumulated the NSQ with low yield compared with VVD-III (Figure 3.5a and
Supplementary Figure 3.11a). Moreover, photoreduction is nearly two orders of magnitude
slower than for VVD-III, and the corresponding rates can only be moderately increased by
adding external reductive quenchers, such as dithiothreitol (DTT) (Figure 3.5a and Supple-
mentary Figure 3.11a). A small lag phase for BAT-LOV* photoreduction, not seen with
VVD-III, depends on the presence of oxygen (Supplementary Figure 3.11b). Low fluores-
cence quantum yields for BAT-LOV* compared with VVD-III (Table 3.1) indicate a much
reduced lifetime of the initial S1 photo-excited state, possibly owing to rapid reversible re-
ductive quenching from internal redox-active residues. Inspection of a BAT-LOV* homology
model (Figure 3.4a) identified two Tyr residues and one Trp residue that reside closer to the
flavin than any aromatic residues in VVD (Figure 3.4b). Substitution of the Tyr residues
to Phe (BAT-II) produced little change in fluorescent yields or NSQ accumulation (Table
3.1). However, additional substitution of Trp172 to Phe (BAT-III) caused a large increase in
fluorescent lifetime and photoreduction rates that are similar to those of VVD-III (Table 3.1,
Figure 3.5b, Supplementary Figure 3.11a). Notably, most BAT-LOV* homologues contain
a Phe at the position of Trp172 (Supplementary Figure 3.9a), and thus would be expected
to have similar photoreduction yields as the BAT-III variant examined here.
Although photoreduction of WT BAT-LOV* is ineffective, the protein readily under-
goes complete chemical reduction to the HQ (Figure 3.5a and Supplementary Figure 3.12).
Reduced BAT-LOV* elutes on SEC with a profile shifted from that of the oxidized dark-
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Figure 3.4: Structural model and sequence comparison for BAT-LOV*. (a) Homology
model of BAT-LOV* bound to FAD based on sequence similarity to YtvA. Tyr163 and
Tyr247 were changed to Phe in BAT-II, with Trp172 also changed to Phe in BAT-III. The
P188C substitution (but not N252C) affects photoreduction yields. Three Tyr residues
remote from the flavin are also shown. (b) Sequence alignment of VVD, BAT-LOV*, YtvA,
A. vinelandii NifL and E. coli Aer. Tyr residues (yellow), Trp (blue), Cys (orange) and Met
(green) are highlighted; circles above the alignment indicate the secondary structure in VVD
with β sheets in blue and α helices in orange; arrows denote LOV-conserved residues, with
the adduct-forming Cys in VVD and YtvA marked by a red arrow.
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Figure 3.5: Photochemistry of BAT-LOV*. Photoreduction of recombinantly expressed,
FAD-reconstituted (a) BAT-LOV* and (b) BAT-III (Y163F:W172F:Y247F). BAT-LOV* re-
duces slowly to the NSQ, whereas BAT-III reduces to the NSQ much more rapidly. Chemical
reduction of BAT-LOV* with Cr:EDTA (blue) forms the HQ directly (a). (c) BAT P188C
photoreduces to the HQ with little NSQ intermediate. Experiments in a-c were carried out
on similar protein concentrations. See Supplementary Figure 3.11a for photoreduction rate
constants. (d) SEC elution profile of BAT-LOV* and variants. Ambient light exposure
of BAT-LOV* produces no shift on SEC (WT Dark compared with WT Light); however,
chemical reduction (WT Cr:EDTA) results in a shift to an extended conformation that is
similar to that of the protein stripped of flavin by anion exchange chromatography (WT
no FAD). Reoxidation partially reforms the compact state (WT Cr:EDTA Recover). Pho-
toreduction of BAT-III forms a state similar to that observed for reduced WT BAT-LOV*
(BAT-III Photoreduced). Multi-angle light scattering confirmed that BAT-LOV* remained
a monomer in the dark and with ambient light exposure; loss of FAD binding also does not
alter the oligomeric state of BAT-III (Supplementary Figure 3.13a,b).
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Variant Rate constant [s−1]
VVD-III ≡1.00
BAT-LOV* 0.08 ± 0.02
BAT-LOV* N252C 0.10 ± 0.02
BAT-II Y163F:Y247F 0.08 ± 0.03
BAT-III Y163F:Y247F:W172F 0.58 ± 0.13
BAT, bacterio-opsin activator; LOV, light-oxygen-voltage; VVD, vivid.
Table 3.1 Relative quantum yield of fluorescence for LOV variants.
state protein (Figure 3.5d). When flavin is removed from BAT-LOV*, a similar shift on
SEC results, suggesting that reduction destabilizes flavin binding. Nevertheless, the reduced
flavin remains loosely associated with BAT-LOV* as the compact state and spectrum for
the quinone-bound protein partially recover after reoxidation in air (Figure 3.5d and Sup-
plementary Figure 3.12). WT BAT-LOV* does not shift on SEC with light exposure owing
to inefficient photoreduction; however, the more readily photoreduced BAT-III elutes at the
same position as chemically reduced BAT-LOV*, while retaining a monomeric molecular
mass (Figure 3.5d and Supplementary Figure 3.13a,b). Thus, both reduction processes in-
fluence protein conformation and destabilize flavin binding in the isolated LOV* domains.
BAT-III recovers fully after reoxidation in aerobic solution, producing a spectrum for oxi-
dized bound flavin (Supplementary Figure 3.11d).
We attempted to convert BAT-LOV* to a traditional LOV mechanism by mutating
the active-site Pro residue to Cys. The P188C variant does not undergo conversion to a
traditional adduct state with its characteristic 390-nm absorption peak, but the variant
is much more readily photoreduced than WT, rivalling the reactivity of BAT-III (Figure
3.5c and Supplementary Figure 3.11a). Interestingly, the P188C appears to form the HQ
directly with little NSQ intermediate observed on this time scale. Unlike the C4a adduct
in canonical LOV domains, the light-adapted state of the P188C variant can be rapidly
chemically oxidized to the quinone state, after which the flavin partially dissociates from
the protein (Supplementary Figure 3.14). A control Cys substitution distant from the flavin
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(N252C) increases photoreduction only marginally (Supplementary Figure 3.11a).
3.4 Discussion
Cysteine-adduct formation causes substantial changes to the LOV flavin pocket that
include electronic redistribution in the cofactor, bond strain and protonation of the flavin
N5 atom[2,3,35]. It has been challenging to assign the relative impact of these various
factors on signal propagation. In this study, we partially separate these events and directly
evaluate the role of the cysteinyl-flavin bond in signalling. As we show for the paradigm
LOV photoreceptors VVD and YF1, blue light promotes reduction to the NSQ state in the
absence of the adduct-forming cysteine. Corresponding photoreduction has been reported
for several other LOV domains in which the adduct-forming cysteine has been replaced[16-
18,20,36]. We now demonstrate that LOV NSQ states are biologically functional in that
they elicit downstream signalling responses largely equivalent to those for the Cys-adduct
states of the parental photoreceptors. In particular, photoreduced VVD-III associates into
the same light-adapted dimer as WT VVD. Structural studies of VVD in its dark-adapted
and signalling states indeed suggest that conformational changes important for promoting
dimerization depend on N5 protonation[12]. These results are further borne out in YF1
C62A variants that on photoreduction show qualitatively the same light responses as the
corresponding Cys-containing receptors, both in the original context and in the context of
the H22P variant that inverts the light response. We thus conclude that flavin reduction and
protonation of the flavin N5 are sufficient for signal transduction in these LOV domains. Our
rather unexpected findings account for several puzzling observations in LOV photoreceptors.
For example, the residual light responsiveness of the C108A variant of VVD in repressing
downstream gene expression[13] can now be explained by photoreduction to the NSQ state.
A similar mechanism is likely at play in variants of Chlamydomonas reinhardtii phototropin
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1, which were found to elicit light responses even though the adduct-forming Cys residues
of the two LOV domains had been replaced by mutagenesis (C57S:C250A)[14,15].
The present results also bear on mechanistic studies of LOV photoreceptors and their
biotechnological application. Often, cysteine knock-out variants are used as negative con-
trols in LOV photoreceptor studies; given the likelihood of activation by photoreduction,
responses from these variants should be carefully considered. Similarly, LOV domains de-
void of their adduct-forming cysteine have found frequent use as fluorescent protein tags and
as photosensitizers for the generation of ROS[29,30]. As the present results reveal, these
model LOV domains may still populate a signalling state through NSQ formation that could
have functional consequences, even in heterologous hosts. By contrast, in other scenarios
signal transduction by Cys-less LOV variants could be desirable: for example, removal of
the adduct-forming cysteine will lower the absolute light sensitivity of LOV photoreceptors
as shown for YF1 H22P:C62A (Figure 3.3c), which may be of use in optogenetic appli-
cations[22,37]. As demonstrated by BAT-III, photoreduction yields may be tuned by the
location of residues capable of reductively quenching the flavin excited-state. Removal of
the adduct-forming cysteine hence provides an avenue towards modulating the light-driven
forward reaction, which is challenging to perturb in canonical LOV domains[38]. Nonethe-
less, we reiterate that cysteine-devoid LOV variants come with enhanced fluorescence and
ROS generation[29,30].
Our results reveal commonalities among flavin-based photo- and redox receptors that
could reflect evolutionary relationships among them. In the canonical LOV photocycle, a
flavin excited triplet state reacts with the thiol group of a conserved cysteine residue[2,3,35].
Bond formation likely proceeds via a redox process, as supported by detection of a transient
flavin NSQ in C. reinhardtii phot1 LOV1 [6], by indirect arguments from magnetic resonance
experiments[39,40], and by the general efficacy of flavin photoreduction in the cysteine-devoid
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variants[16-18,20,36]. Thus, the NSQ is a likely intermediate in generating the adduct.
The BAT-LOV* P188C variant demonstrates that Cys at the adduct-forming position is an
effective electron donor to the photo-excited flavin. LOV signalling through the NSQ state
has intriguing parallels to signal transduction in the other flavin-based photoreceptor classes
cryptochrome and BLUF[1-3]. Although controversial, there is strong evidence that the
signalling state of cryptochromes involves reduction of the FAD to either the NSQ or anionic
semiquinone states[1,3,41]. While the details of BLUF photochemistry are still under intense
debate, a NSQ state may be populated transiently during the photocycle as part of a radical-
pair intermediate between the flavin and a conserved Tyr (FADH−O-Tyr)[42]. Interestingly,
removal of the conserved Tyr allows efficient photoreduction of the BLUF protein to the NSQ
state[43]; moreover, this NSQ state regulates the activity of an adenylate-cyclase effector,
albeit with inverted polarity and reduced dynamic range compared with WT.
Changes in flavin redox state affect conformation and flavin binding in the naturally Cys-
less BAT-LOV*. BAT regulates expression of bacteriorhodopsin, a light-driven proton pump
expressed in halobacteria under conditions of high light intensity and low oxygen levels[34].
A direct response to light by BAT has been suggested[34] but has not been definitively es-
tablished. BAT-LOV* shares some relationship to the flavin-binding oxygen sensor proteins
E. coli Aer[44] and Azotobacter vinelandii NifL, but its sequence is more similar to LOV
domains, such as those of VVD or YF1 (Figure 3.4b). Aer, which senses O2 indirectly by
a redox response to the membrane potential[44], can also act as a photoreceptor[45]. BAT
retains the conserved Gln for responding to protonation changes at N5 and indeed changes
conformation on flavin reduction. The isolated BAT-LOV* domain studied here cannot
be effectively photoreduced because its excited-state lifetime is too short, owing to reduc-
tive quenching by neighbouring aromatic residues. However, substitution of an unconserved
Trp to its more typical occurrence of Phe generates photoreduction yields that rival those
of VVD-III. Thus, for both BAT and possibly Aer, either chemical or light-driven flavin
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reduction may trigger downstream signalling.
Our demonstration that the isolated BAT-LOV* domain binds flavin and conformation-
ally responds to chemical or photoreduction lends strength to the assertion that this module
acts as an integrated redox/light sensor in the regulation of bacteriorhodopsin production.
The reactivity of BAT-LOV* also raises the question as to whether ancestral LOV proteins
were redox sensors that bound flavin but did not contain an adduct-forming Cys. Intro-
duction of such a reactive Cys would preserve the light-adapted state and thereby increase
effective light sensitivity. Increased photoreduction yields made possible by a neighbouring
Cys donor, as we observe with BAT-LOV* P188C, may have been an intermediate step in the
generation of an adduct mechanism. Structural changes that then promoted bond formation
would have made photoreception less susceptible to changes in redox potential. As a result,
Cys incorporation could have rapidly disseminated due to its utility for photosensing. It
may be no accident that the flavin chromophores of certain LOV photoreceptors have redox
potentials in the physiologically relevant range[46]. Thus, the division between photosen-
sor and redox sensor may be small, particularly for flavoproteins in which the polypeptide
responds to changes in the flavin redox state, whether they be generated chemically or by
light.
3.5 Materials and Methods
3.5.1 Molecular biology and protein expression
VVD constructs were cloned into pET28a vectors and over-expressed in E. coli
BL21(DE3) cells as previously described[11,12]. Expression of VVD variants was induced
with 100 mM isopropyl β-D-1-thiogalactopyranoside (IPTG) for 20 h at 17 ◦C under con-
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stant light. Proteins were purified by Ni:NTA affinity chromatography, followed by SEC on
HiLoad 26/60 Superdex 75 or 200 prep grade columns with 50 mM HEPES (pH 8), 150 mM
NaCl, 10% (v/v) glycerol.
Site-directed mutants of YF1 were generated in the background of the expression plasmid
pET-41a-YF1 [27] via the QuikChange protocol (Invitrogen, Life Technologies GmbH). For
assaying YF1 activity in vivo, corresponding mutants were also introduced into the reporter
plasmid pDusk-myc-DsRed[27,28]. Purification of YF1 WT and site-specific mutants was
carried out as described previously[27]. Briefly, expression in E. coli BL21 CmpX13 cells[47]
was induced with 1 mM IPTG for 4 h at 37 ◦C. Proteins were purified by Ni:NTA affinity
chromatography and dialysed into storage buffer (10 mM Tris-HCl (pH 8.0), 10 mM NaCl,
10% (v/v) glycerol). Protein concentration was determined by absorption measurements
with an Agilent 8453 UV-vis spectrophotometer (Agilent Technologies, Santa Clara, CA,
USA) using an extinction coefficient at 450 nm of 12,500 M−1 cm−1. Full-length FixJ was
expressed and purified as previously[21], with the exception that the N-terminal His6 affinity
tag was not cleaved off. Protein concentration was calculated using an extinction coefficient
of 4,860 M−1 cm−1 at 280 nm [21].
The gene from Halorubrum hochstenium (ATCC 700873) BAT, residues 141 − 275, was
synthesized by Biomatik in Bluescript (pBSK + Simple), and was cloned into pET28a via
restriction with NdeI and XhoI. The protein was overexpressed with an N-terminal His6 tag
and purified from E. coli BL21(DE3) cells as described for VVD, except that after induction
expression was executed at 37 ◦C for 3 h under constant light. After SEC, samples were
further purified by HiPrep Q XL 16/10 to remove endogenous flavin. Samples were incubated
with free flavin nucleotide in a buffer containing 0.5 M NaCl for at least 12 h. Unbound
flavin was removed by buffer exchange through 10 kDa cutoff centrifugal filters (Amicon).
Mutant variants of BAT were prepared by site-directed mutagenesis.
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The identity of all constructs was confirmed by DNA sequencing at the Biotechnology
Resource Center of Cornell University or by LGC Genomics (Berlin, Germany).
3.5.2 Absorption and fluorescence spectroscopy
Photoreduced species of VVD and BAT were monitored by irradiating dark-state samples
with 448-nm diode laser light (30 mW; World Star Tech) perpendicular to the observation
beam. Full spectra were collected on an Agilent 8453 diode-array spectrophotometer as a
function of time. In kinetics mode, data were obtained by monitoring samples at 450 nm
with a cycle time of 0.5 − 1.0 s under temperature control. Traces were normalized and fit
with MATLAB (The MathWorks Inc., Natick, MA, USA) to equation (1)
y(t) = A(1− e−k1(t−t0)) +B(1− e−k2(t−t0)) + y0 (3.1)
where A, B, y0 are coefficients, t0 is the x-axis offset, and k1 and k2 are rate constants. In
the case of BAT-III and P188C, the data were fit to the triexponential version of equation
(1).
Absorption spectra for YF1 variants were recorded with an Agilent 8453 spectropho-
tometer as described above except that samples were illuminated with 455-nm light (Royal
Blue, Luxeon Star, 50 mW cm−2) at 22 ◦C until the photostationary state was reached.
Photobleaching and recovery kinetics were followed by recording absorption spectra. Data
evaluation was carried out with Origin (OriginLab, Northampton, MA, USA).
Fluorescence measurements were carried out on a Varian Cary Eclipse fluorometer. For
kinetic measurements of fluorescent quenching by photoreduction, samples were excited at
450 nm using a 10-nm bandwidth, and emission data were collected at 508 nm using a 5-
nm slit width with 0.1 s averaging. Kinetic traces were normalized and fit by MATLAB
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using equation (1) with y0 = 1. Fluorescence intensities used for relative quantum yield
measurements were collected at 525 nm over the first 5 s of excitation at 450 nm. Reoxidation
spectra of P188C were recorded by treatment with [Co(phen)3](ClO4)3·2H2O, which was
prepared as described[48].
3.5.3 Analytical SEC
Purified samples of VVD and BAT-LOV* were verified to be in their dark state by
absorption spectroscopy, as indicated by the absence of adduct- or NSQ-related features.
Samples were immediately loaded onto equilibrated foil-covered Superdex 75 or 200 10/300
GL columns. Light-activated samples were obtained by irradiation on ice until a signifi-
cant amount of adduct or NSQ built up. Samples were checked by UV-vis spectroscopy
and immediately loaded onto the uncovered column, with constant external illumination
throughout the run. Reduced BAT samples were prepared anaerobically with the addition
of 12 mM chromium (II) EDTA complex (Cr:EDTA)[49] and immediately loaded onto the
column with degassed buffer (50 mM HEPES (pH 7.5), 500 mM NaCl, 2 mM TCEP, 5 mM
DTT). BAT-III samples were photoreduced in the same degassed buffer and loaded onto the
column.
3.5.4 Multi-angle light scattering
A 5.0 mg ml−1 solution of Bovine Serum Albumin (BSA, Sigma) was injected onto a
Phenomenex Bio Sep-SEC-s 300 column that had been equilibrated in GF buffer containing
50 mM Tris (pH 7.5) and 150 mM NaCl to normalize the light-scattering detectors and
act as a calibration control for both peak alignment and molecular weight determinations.
Purified protein samples (1−10 mg ml−1) were then injected onto the same column. BAT-
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III samples were run using degassed buffer (50 mM HEPES (pH 7.5), 500 mM NaCl, 2
mM TCEP, 5 mM DTT). The SEC (WTC050N5−Wyatt) is coupled to a static 18-angle
light-scattering detector (DAWN HELEOS-II), a refractive index detector (Optilab T-rEX;
Wyatt Technology) and dynamic light-scattering device (WyattQELS). Data were collected
every second for 30 min at the flow rate of 1 ml min−1 at 25 ◦C. The ASTRA V software was
used to extract the molar weight distribution, root-mean-square radius, radius of hydration
and the polydispersity of each resolved peak, which were taken as averages across the elution
peaks. Concentrations were determined by the refractive index indicator.
3.5.5 YF1 in vivo and in vitro activity assays
In vivo activity measurements of YF1 WT and variants were conducted in the pDusk-
DsRed reporter system as described[28]. Briefly, for each construct, three 5-ml LB/Kan
cultures were incubated overnight at 37 ◦C and 225 r.p.m. either in the dark or under
constant blue light (470 nm, 100 mW cm−2). OD600 and DsRed fluorescence were mea-
sured using black-walled 96-well mClear plates (Greiner BioOne, Frickenhausen, Germany)
with a Tecan Infinite M200 PRO plate reader (Tecan Group Ltd. Mannedorf, Switzerland).
Fluorescence excitation and emission wavelengths were set at 554±9 nm and 591±20 nm,
respectively. Data were normalized to the fluorescence per OD600 for YF1 WT under dark
conditions and represent the averages of three biological replicates±s.d. Light-dose experi-
ments were conducted as above except that the intensity of 470-nm light was varied between
0 and 150 mW cm−2. Light intensities were determined with a power meter (model 842-PE,
Newport) and a silicon photodetector (model 918D-UV-OD3, Newport).
Net kinase activities of YF1 variants were assessed in vitro by monitoring the bind-
ing of phospho-FixJ to DNA using EMSA. A double-stranded DNA fragment con-
taining part of the FixK2 promoter sequence was produced by heating to 95 ◦C
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and then slowly cooling a mixture of 100 mM forward oligonucleotide primer (5’ -
GAGCGATATCTTAAGGGGGGTGCCTTACGTAGAACCC-3’ ) labelled at its 5’ -end
with (5-and-6)-carboxytetramethylrhodamine (TAMRA) and 100 mM of the reverse com-
plementary primer in 5 mM Tris-HCl (pH 8.0); the high-affinity FixJ binding site is under-
lined[50,51]. To analyse net kinase activities, 250 nM YF1 WT or variants were mixed with
1 mM ATP and 1.25 mM FixK2-DNA substrate in 10 mM HEPES (pH 8.0), 80 mM KCl,
2.5 mM MgCl2, 0.1 mM EDTA, 100 mg ml−1 BSA, 10% (v/v) glycerol, 4% (v/v) ethylene
glycol and 10 mM Tris(2-carboxyethyl) phosphine. In case of YF1 variants harbouring the
mutation C62A, a ROS scavenger system containing 0.5 mg ml−1 glucose oxidase, 5 mg ml−1
glucose and 30 U catalase was added to the reaction mixture, and the buffer concentration
was raised to 200 mM HEPES. The mixture was either kept in the dark or incubated under
constant blue light (455 nm, 50 mW cm−2) at 30 ◦C for 15 min followed by addition of 30
mM FixJ. Samples were further incubated for 30 min and then run on a native 6% (w/v)
acrylamide gel in TBE buffer (89 mM Tris, 89 mM borate, 2 mM ethylenediaminetetraacetic
acid, pH 8.3) at 100 V for 45 min. DNA bands were visualized in a Fujifilm image reader
FLA 3000 (Fujifilm Holdings K. K.) using excitation and emission wavelengths of 532 and
580 nm, respectively.
3.5.6 Electron spin resonance spectroscopy
For pulsed-dipolar ESR experiments, samples containing 350 mM VVD and 30% glycerol
(v/v) were irradiated with 448-nm diode laser light on ice for several minutes until uniformly
pale blue in colour and then were flash-frozen in liquid nitrogen. Four-pulse DEER experi-
ments were conducted at 100 K on a 17.3 GHz Fourier Transform ESR spectrometer, which
is modified to perform pulsed-dipolar ESR experiments[52,53]. pi/2 and pi pulses were 20
ns and 40 ns, respectively, with a frequency separation of 60 MHz. Pumping was applied
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at the high-field side of the ESR spectrum, with detection on the opposite low-field slope.
Data averaging time was 23 h. The baseline used for data processing was approximated by
a single exponential function, which slightly deviates from a linear polynomial. Distance
distributions of spin separations within the sample were calculated by the Tikhonov method
and refined by the maximum entropy regularization[53].
For cw-ESR measurements on YF1 variants, E. coli cultures were transferred into quartz
tubes (QSIL GmbH, Ilmenau, Germany; 3.0 mm/3.9 mm inner/outer diameter), were either
kept in the dark or were illuminated with a 450 nm LED (LUXEON Lumiled, Phillips
Lumileds, San Jose, CA, USA) for 5 min, and were then rapidly frozen in liquid nitrogen.
cw-ESR spectra were recorded on a laboratory-built X-Band spectrometer, consisting of a
microwave bridge ER 041 MR, microwave controller ER 048R, magnet power supply ER
081S, field controller BH 15 and cavity resonator ER 4122 SHQ E all from Bruker. For
signal detection, a Stanford Research SR810 lock-in detector (Stanford Research, Sunnyvale,
CA, USA) was used. Microwave frequency measurements were performed using an Agilent
53181A frequency counter (Agilent Technologies). The samples were measured with 4G
modulation amplitude, 100 kHz modulation frequency and 100 ms lock-in time constant. The
microwave power was 60 mW and the frequency was ∼9.38 GHz. For each measurement, the
current microwave frequency was recorded. The spectra were then normalized to 9.6 GHz.
During cw-ESR measurements, samples were maintained at 80 K with an Oxford ESR 910
cryostat and Oxford ITC503 temperature controller. The reported spectra are averages over
40 scans.
3.5.7 Sequence analysis and homology modelling
Using Biopython, a BLAST search was performed with the residues 1−127 of B. subtilis
YtvA (PHOT BACSU) as the query sequence and with an E-value of 10 as cutoff. The
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BLAST results were filtered for entries that lack the adduct-forming cysteine (corresponding
to residue C62 in YtvA) but possess at least 9 out of the other 10 conserved amino acids
in LOV domains (corresponding to residues G59, N61, R63, F64, L65, Q66, N94, N104 and
Q123 in YtvA). The resultant list was manually curated to remove entries that correspond to
proteins in which the active-site cysteine was deliberately removed by mutation, for example,
in LOV domains used as fluorophores. Sequences were further filtered to remove closely
similar entries (cutoff 90% sequence identity). All remaining entries were aligned to the
sequences of VVD and YtvA using ClustalX54.
A homology model of BAT-LOV* was calculated using SWISS-MODEL[55] and YtvA as
the template structure (PDB entry 2PR6), which possesses a sequence similarity of 45.2%
compared with BAT-LOV*. Sequence alignment was achieved with Clustal Omega at EMBL-
EBI54.
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3.7 Supplementary Information
Supplementary Figure 3.6: VVD-III purifies in a reduced state. (a) The cell pellet of
VVD-III (VVD ∆36 C108A:M135I:M165I) is green compared to VVD-I (wild type VVD∆36)
due to the accumulation of the neutral semiquinone radical. (b) Purified VVD-I is yellow,
VVD-II (VVD ∆36 M135I:M165I) is pale green, while VVD-III is dark green. (c) Absorption
spectrum of purified VVD-III, shown in (b), reveals a mixture of oxidized (450 nm) and
neutral semiquinone (577 nm, 621 nm) states of FAD. (d) Size Exclusion Chromatography
(SEC) profile of VVD-III shows that the different redox forms of VVD separate by size;
fractions corresponding to the peaks are shown above. (e) Absorption spectra of fraction
#14 (d), which elutes earlier than #18, contains a neutral semiquinone state of VVD-III,
whereas #18 contains the oxidized form.
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Supplementary Figure 3.7: Photoreduction of VVD-III. (a) Time course for photore-
duction of VVD-III to a neutral semiquinone with a 30 mW 448-nm laser, as monitored
by absorption spectroscopy (note the two isosbestic points at 347 nm and 497 nm). (b)
Reoxidation of VVD-III under ambient aerobic conditions. Precipitation of some protein
during the experiments causes light scattering and greater absorption at wavelengths <500
nm compared to the dark-adapted sample.
Supplementary Figure 3.8: Photoreduction of YF1 C62A.(a) Photoreduction of YF1
C62A in the presence of 10 mM TCEP was followed by absorption spectroscopy. The sample
was continuously illuminated with 455-nm light (50 mW cm−2), and absorption spectra were
recorded using a diode-array spectrophotometer. To avoid excitation of the sample by probe
light, spectra were recorded with the tungsten lamp only, with the deuterium lamp turned
off; hence spectra below ∼370 nm suffer from poor signal-to-noise ratio. From top to bottom,
spectra were recorded 1, 62, 122, 182, 242, 302, 362, 422, 482, 542, 602, and 662 s after onset
of illumination. (b) Following saturating photoreduction to the NSQ state, the recovery was
monitored in the dark under otherwise identical experimental settings. From top to bottom,
spectra were recorded 0, 120, 240, 390, 570, 750, 930, 1440, 1800, 2160, 2520, 2880, 3240,
3600, 3960, 4320, 4750, 6190, and 7630 s after blue-light illumination ceased.
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Supplementary Figure 3.9: Extended alignment of natural Cys-less LOV* domains.
(a) Sequence alignment of VVD, BAT-LOV*, B. subtilis YtvA, A. vinelandii NifL, E. coli
Aer, and LOV-like proteins lacking the adduct-forming cysteine. Tyr residues (yellow), Trp
(blue), Cys (orange), and Met (green) are highlighted; circles above the alignment indicate
the secondary structure in VVD with β sheets in blue and α helices in orange; arrows denote
LOV-conserved residues, with the adduct-forming Cys in VVD and B. subtilis YtvA marked
by a red arrow. (b) Dendrogram of the alignment shown in (a).
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Supplementary Figure 3.10: Flavin binding and reconstitution of recombinantly ex-
pressed BAT-LOV*. (a) Reverse-phase HPLC trace of flavin moieties released from BAT-
LOV* produced through recombinant expression in E. coli. BAT-LOV* primarily co-purifies
with riboflavin, although small amounts of FMN and FAD are also bound. (b) Absorbance
spectra of WT BAT-LOV* before (grey) and after (black) reconstitution with FAD. Apopro-
tein separates from the flavin-bound protein on SEC (see Fig. 3.5d), and from these elution
profiles, we estimate that 85− 90% of BAT-LOV* can be reconstituted with either FAD or
FMN. These estimates also match those based on flavin spectral quantification relative to
protein absorption. (c) SEC traces of BAT-LOV* reconstituted with FMN in the dark and
after broad-spectrum light exposure, as for the FAD-bound protein shown in Fig. 3.5d.
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Supplementary Figure 3.11: Relative photoreduction yields of VVD-III and BAT-LOV*.
(a) VVD-III reduces to the NSQ by orders of magnitude more rapidly than BAT-LOV* when
exposed to 448-nm light. However, photoreduction yields of BAT-LOV* can be increased to
rival those of VVD-III by either replacing the three flavin-proximal aromatic residues (BAT-
III) with Phe or substituting the Pro residue that occupies the position which normally
forms an adduct with a Cys residue (P188C). Addition of a Cys residue on Iβ ∼13 A˚ from
the flavin ring has only a small effect (N252C), as does addition of exogenous reductants.
Reconstitution with FMN instead of FAD has an insignificant effect. (b) In the presence of
air, there is a small lag phase for WT BAT-LOV* photoreduction that is not present under
anaerobic conditions. (c) Time courses for photoreduction of VVD and BAT variants. (d)
Recovery of photoreduced BAT-III to the oxidized state in aerobic solution.
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Supplementary Figure 3.12: Chemical reduction and recovery of BAT-LOV*. Treat-
ment of BAT-LOV* with the low potential reductant Cr:EDTA generates a fully reduced
flavin (blue line, broad absorption at 550 nm represents oxidation products of the Cr:EDTA
reagent; purple line, with Cr:EDTA subtraction). Reoxidation after 80 min (shown with
(dark grey) and without (light grey) Cr:EDTA subtraction) recovers the oxidized flavin,
which is more evident after removal of the reductant by buffer exchange (red). A substantial
amount of flavin remains bound to the protein after reoxidation.
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Supplementary Figure 3.13: Multi-angle light scattering of BAT-LOV* and BAT-III.
(a) Molar mass measurements from MALS are shown across the SEC elution profiles for
dark-adapted BAT-LOV*-FAD (black) and BAT-LOV* exposed to a 100 W broad-spectrum
visible light source for 1.5 h prior to chromatography (blue). (b) MALS-SEC data of BAT-
III in the dark-adapted and photoreduced state. The shift in BAT elution profile does not
accompany a substantial change in molecular weight. Elution times are standardized to WT
BAT-LOV*.
101
Supplementary Figure 3.14: Reoxidation of the BAT-P188C photoproduct. The spec-
trum of the light-excited protein strongly resembles that of a reduced HQ state. Furthermore,
the light state can be rapidly converted to the oxidized flavin with the oxidant Co(III)phen3.
Over time, most of the reoxidized flavin dissociates from the protein (green trace). Some
flavin is also unrecovered and presumably irreversibly photobleached. Unlike C4a adducts,
the reduced state is also insensitive to bases, such as imidazole. In a 0.2-cm path length
cuvette, 10 µL of 1 mM protein was photoreduced for 20 minutes under 448-nm laser light,
after which, 1 µL of 1.2 mM [Co(phen)3](ClO4)3 solution was immediately added. Spectra
for the reoxidized species were collected within one minute (dark grey trace).
Supplementary Data 3.15: Overview of LOV-Like Proteins Lacking the Adduct-Forming
Cysteine. The accompanying HTML File can be opened in a standard web browser and
provides a graphical overview of the domain architecture of entries in GenBank that comprise
LOV-Like domains lacking the adduct-forming cysteine residue.
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CHAPTER 4
ACTIVATION OF FLAVIN PHOTOSENSORY PROTEINS BY
PHOTOINDUCED ELECTRON TRANSFER
4.1 Abstract
Relay residues in photoactive proteins are essential for generating the active state of the
flavin cofactor and instigating subsequent conformational changes for in vivo signaling. In the
light-oxygen-voltage photoreceptor VVD, when the adduct-forming cysteine is substituted
to alanine, the resultant variant is still partially active in vivo owing to the formation of a
flavin neutral semiquinone (NSQ) state and subsequent N5 nitrogen protonation under blue
light irradiation. Yet, the mechanism of NSQ development remains elusive and the electron
donor to the flavin has yet to be identified. Through a series of mutagenesis studies, we
have isolated the relay residues suspected to be donors. X-ray Absorption Spectroscopy,
Difference Fourier Transform Infrared Spectroscopy, Fluorescence and UV-vis kinetics all
indicate that tyrosine, tryptophan, and cysteine residues play little or no role in photoactivity.
Substituting methonines with selenomethionines aided in the determination of oxidation
state changes and conversion of the sulfur/selenium atoms in the residues during excitation,
successfully confirming that methionine residues were indeed primary electron donors for
generation of the NSQ. These findings illustrate the numerous donors accessible to the flavin
cofactor and the importance of their consideration for engineering of protein electron transfer.
4.2 Introduction
Blue-light photoreceptors that comprise of a subclass of Per-Arnt-Sim (PAS) domains
bind to either flavin adenine dinucleotide (FAD) or flavin mononucleotide (FMN). This
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cofactor confers the ability to chemically sense changes in the environment. In these light-
oxygen-voltage (LOV) domains, excitation by light promotes flavin reduction and subsequent
covalent bond formation between a conserved cysteine residue and the C4a carbon of the
isoalloxazine ring. Formation of the adduct state leads to hydrogen bond rearrangement and
ultimately changes in the oligomerization state of the protein [1–4]
Neurospora crassa’s VVD is one of the smallest canonical LOV domain proteins and con-
sists of only 184 amino acids. In conditions of prolonged and increasing light intensity, VVD
is important for photoadaptation in the organism and for its ability to continue responding
to light under high intensity light conditions. It has been proposed that activation of VVD
causes its dimerization to another LOV domain in the principal light sensor of Neurospora
crassa White Collar-1 (WC1) and repression of WC1 transcription activity [5].
VVD and other LOV domain proteins have been the target of modifications to study
the underlying mechanism of photoactivation. Previous studies have removed the conserved
cysteine residue from VVD to inhibit adduct formation, resulting in a partially active pro-
tein that forms the one electron reduced neutral semiquinone (NSQ) under light exposure
instead of the cysteinyl-flavin adduct [5–7]. Our prior work established the importance of N5
protonation in flipping of Gln182 and subsequent conformational changes [7, 8], however, to
date, the electron donor to flavin is unknown. Recently, the fluorescent protein iLOV (based
off of the phototropin-2 LOV2 domain) was modified to instigate electron transfer through
an intrinsic chain of highly conserved tryptophan and tyrosine residues by first stabilizing
the neutral semiquinone [9]. Another study has found that introduction of an adjacent
tyrosine that performs proton-coupled electron transfer with the flavin cofactor prevents
adduct formation, despite the presence of the conserved cysteine [10]. Both studies argue for
the importance of these aromatic side chains in the flavin photoreduction mechanism. Still
other studies in small peptide systems have indicated the ability of cysteine and methionine
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residues to conduct and transfer electrons [11], and several proteins rely on backbone glycyl
radicals for functionality [12]. As there are many possible relay amino acids, it is essential
to consider their potential roles in active-cysteine-less VVD.
Here we attempt to identify the electron donating residues that lead to the development
of the NSQ state. Through mutagenesis and spectroscopic experiments, we have eliminated
all aromatic and cysteine residues as possible electron donors. Backbone glycyl chains were
investigated through studies of an analogous LOV-HK system. This work indicated presence
of a nearby glycine had little effect on photoconversion. Replacement of all methionine
residues with selenomethionine provided spectroscopic handles for us to establish how the
sulfurs (or Se) in these side chains were behaving under blue light. Our results confirm that
methionine residues are the prevalent electron donors in this active cysteine-less domain.
4.3 Results and Discussion
4.3.1 Search for the elusive electron donor in VVD
photoreduction
To determine which redox active amino acids contributes to the formation of
the neutral semiquinone (NSQ) state, active cysteine-less protein VVD-III (VVD-37
C108A:M135I:M165I) was modified by replacing all nine tyrosine residues, all of which are
∼16 A˚ from the center of the flavin isoalloxazine ring, with redox-inactive phenylalanine
(Figure 4.1). Tyrosine and tryptophan residues have reduction potentials in the range of
that of the flavin excited state and are widely proposed to be the electron donors [13]. This
Tyr-less VVD-III variant did not affect protein stability and was easily purified from recombi-
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nant expression in E. coli with high yields. However, under blue light, flavin photoreduction
to the NSQ form was not perturbed. Subsequent removal of the cysteine residue closest to
the flavin (Cys76; ∼ 6 A˚) resulted in much lower yields of soluble protein but also failed to
inhibit photoreduction.
Figure 4.1: Homology model of Tyr-less VVD-III variant (template: 2PD7). Side chains
for phenylalanine residue, methionine, and cysteine residues are displayed. Glycines are
denoted in aquamarine ribbon sections. The cysteine and glycine residues closest to the
flavin cofactor are labeled. Figure was generated with Chimera [14].
4.3.2 Glycyl radicals are unlikely to be involved in photoreduction
Glycyl radicals are known to form on peptide backbones and are capable of electron hole
localization [12, 15, 16]. As such, in Tyr-less VVD-III a conserved glycine residue (Gly180)
near the flavin was replaced by either serine or alanine. Unfortunately, introduction of
these side chains likely interfered with the flavin cofactor binding, as the resultant, insoluble
apoprotein was unable to be reconstituted in vitro, even after multiple refolding attempts.
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Brucella abortus LOV-HK (histidine kinase) proteins possess one of the few studied LOV
domains that does not have the highly conserved glycine next to the flavin isoalloxazine
ring; in LOV-HK, this residue is a serine (Ser130). Compared to VVD, LOV-HK has a 22%
sequence identity and a similar fold, with a few structural differences at the distal regions
(PDB 3T50; [17]). Notably, the structure lacks an N-terminal cap, the loop connecting
Eα to Fα is shorter, which probably restricts the size of the cofactor to the shorter FMN
molecule, and Iβ is slightly displaced to accommodate the perturbation of Ser instead of Gly
at position 180 (Figure 4.2a).
WT LOV-HK was highly sensitive to blue light and required an additional neutral density
filter in order to collect UV-vis kinetics data. Moreover, the protein did not fully return to the
oxidized state overnight despite care taken in keeping the sample in the dark, as evidenced
by the 390 nm feature remaining in the UV-vis spectrum (Supplemental Figure 4.10a).
However, we note that previous studies did observe full flavin oxidation of the protein under
their laboratory conditions [17]. Replacement of Ser130 with glycine caused few changes in
the flavin binding (as assessed by UV-vis) and photoreduction rate. This variant however
returned to the fully oxidized flavoquinone state overnight (Supplemental Figure 4.10b). The
mutation likely affected the stability of the protein, as observed by the sloped baseline in
the photoreduction trace (Supplemental Figure 4.10b). The introduction of additional space
in the flavin binding pocket from the removal of serine may have led to small instabilities
that contribute to flavin loss. In contrast, the cysteine-less variant (C69A) behaved well and
easily photoreduced to the NSQ state (Supplemental Figure 4.10b). However, even in the
C69A background, removal of Ser130 did not affect flavin binding nor the photoreduction rate
(Figure 4.2b and Table 4.1). Hence, for LOV-HK, both adduct formation and photoreduction
does not require an adjacent glycine, and furthermore, its introduction does not augment
photoactivity.
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(a) (b)
Figure 4.2: (a) Structure of LOV-HK (PDB 3T50; blue) versus VVD (PDB 2PD7; green).
All methionine residues are in purple, cysteines in orange, glycines in aquamarine, and
tyrosines/tryptophans in yellow. Figure was prepared with Chimera [14]. (b) Photoreduction
of variants under 448-nm laser light. A neutral density of 1.6 was applied to attenuate
the light source for WT and S130G. Comparisons between WT and S130G and C69A and
C69A:S130G show few differences, thereby signifying the lack of importance of the conserved
glycine residue.
Variants a k1 [s
−1] b k2 [s−1]
WT 0.26 ± 0.03 0.61 ± 0.07 0.37 ± 0.05 0.061 ± 0.006
S130G 0.14 ± 0.04 0.58 ± 0.11 0.17 ± 0.05 0.056 ± 0.016
C69A 0.069 ± 0.018 0.31 ± 0.14 0.15 ± 0.03 0.031 ± 0.005
C69A:S130G 0.10 ± 0.02 0.24 ± 0.07 0.15 ± 0.02 0.031 ± 0.007
Table 4.1: Photoreduction rates of LOV-HK variants: WT, S130G WT, C69A, and
C69A:S130G. Traces at 450 nm were fit to biexponential curves.
4.3.3 Replacing methionine residues alters the properties of
photoreduction
Methionine residues in VVD were evaluated as potential flavin redox donors as all other
Tyr-less VVD-III mutations resulted in minute changes to the photoreduction rates. Of
the six methionines, Met95 and Met179 are the closest to the isoalloxazine ring center at
a distance of 10.9 A˚ and 12.2 A˚, respectively, which is short enough for rapid single step
electron tunneling to the flavin excited state [18]. To probe their relevance in photoactivation,
Tyr-less VVD-III proteins were substituted with selenomethionine (SeMet) by expressing
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them in an auxotrophic E. coli cell line to which selemethionine was provided as the sole
”methionine” source. (The reduction potential of selenomethionine has not been reported,
but measurements on selenocysteine illustrate the effect of selenium substitution at sulfur by
causing a two-fold decrease in reduction potential; E◦(Cys) = 0.92 V vs E◦(SeCys) =0.43 V;
[19]). The SeMet Tyr-less VVD-III variant was approximated to be > 95% incorporated with
selenomethionine using mass spectrometry-based proteomics, and assessment by circular
dichroism (CD) indicated that the protein was properly folded in buffer and exhibited similar
stability compared to the parent Tyr-less VVD-III (Supplemental Figure 4.7). Curiously,
between the parent and SeMet variant, there were only small differences in photoreduction
rates and no major differences in the final yield of NSQ under blue light. To account
for the possibility that the SeMet residues had become oxidized and incapable of electron
donation to the flavoquinone, both Met and SeMet proteins were incubated with a reductant
(5 mM reduced glutathione (GSH) has been reported to reduce oxidized SeMet residues
[20–23]) or in oxidizing conditions (5 mM hydrogen peroxide (H2O2)). Similar changes in
rate constants were observed for both variants, suggesting that GSH likely behaves as an
extrinsic reductant (Figure 4.3 and Supplemental Figure 4.8). Oxidizing conditions did not
significantly lower the photoreduction rate compared to the untreated samples, though the
SeMet protein appears to have a diminished sensitivity to blue light and slower generation of
the NSQ in comparison to the Met variant. It is important to note that neither treatment in
glutathione or peroxide affected the protein stability, as determined by UV-vis spectroscopy
and SDS-PAGE (data not shown), though the SeMet variant had a greater percentage of
apoprotein upon expression (Supplemental Figure 4.8a and 4.8b).
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Figure 4.3: Photoreduction of VVD variants with 448-nm laser light in the presence of 5 mM
reduced glutathione or 5 mM H2O2. GSH-treated samples exhibit similar photoreduction
traces. SeMet protein incubated in peroxide reduces to the NSQ state slower than the normal
Met variant.
To determine the oxidation state of selenomethionine residues in SeMet proteins, we
attempted to use mass spectrometry-based proteomics and intact protein analysis. Unfortu-
nately, tryptic cleavage of proteins resulted in facile oxidation of SeMet residues, leading to
false positives, and intact proteins were poorly ionized. Thus, we characterized the selenium
oxidation state using the K-edge energy from X-ray Absorption Near Edge Spectroscopy
(XANES; C1 beam line, CHESS, Cornell University). XANES K-edge features are highly
sensitive to local coordination environment and the oxidation state of target elements. The
binding energy of the core electrons increase with higher oxidation states owing to the in-
crease in the effective nuclear charge, thus resulting in a shift of the edge energy [24–26],
and local environments about the atom contribute to distinctive oscillations in the post-edge
region [27]. The most straightforward method to interpret XANES data is to compare to
known standards and determine composition by linear combination analysis. Hence, we col-
lected data on solution standards of L-selenomethionine treated with either GSH, H2O2, or
peroxynitrite (ONOO−). Hydrogen peroxide is thought to oxidize SeMet residues to selenone
[25], whereas peroxynitrite has been found to rapidly oxidize the amino acid to selenoxide
[28]. In general, selenium K-edge signals arise from a 1s to 4p transition, with the selenium
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oxides exhibiting an intense, sharp white line feature as the electrons are withdrawn from
the 4p level by oxo moieties [24, 29].
Figure 4.4 displays spectra of the SeMet standards and protein samples. Linear combi-
nation analyses by Athena [30] show that overnight incubation of SeMet Tyr-less with 5 mM
GSH or 5 mM H2O2 does not affect the percentage of oxidized selenium. Treatment with
ONOO− resulted in destabilization and release of flavin (observed by UV-vis), which likely
increased solvent accessibility to the core of the protein and oxidized more SeMet residues.
Interestingly, the photoreduction of SeMet Tyr-less protein caused a change in the percent-
age of selenium oxides, suggesting that some selenomethioine residues may become oxidized
by photoreduction of the flavin cofactor (Supplemental Table 4.3).
(a) (b)
Figure 4.4: X-ray absorption Near Edge spectroscopy of SeMet Tyr-less VVD-III. (a) SeMet
standards in buffer incubated in glutathione, H2O2, or peroxynitrite overnight. Glutathione
treatment resulted in broad features between ∼ 12660− 12670 eV. Oxidation with H2O2 or
peroxynitrite was discernible by a sharp white line feature centered at ∼12663 eV along with
an additional small feature at ∼12674 eV. (b) SeMet Tyr-less VVD-III contained reduced
selenium regardless of reduction or oxidation conditions. Only peroxynitrite generated a
small amount of oxidation (dark green). Photoreduction by blue light slightly oxidized the
selenium, as determined by linear combination analyses (Supplemental Table 4.3).
Flavin fluorescence provides an additional means to investigate the effect of SeMet
residues on the photoactivation of the variant and lifetime of the excited singlet S1 state.
The initial intensity of the fluorescence emission from the S1 to S0 transition is dependent
on adjacent quenchers, including tyrosine, tryptophan, phenylalanine, cysteine, and histi-
dine residues, with the lifetime shortening as the quantity of quenchers increase [31]. For
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the canonical LOV domain, fluorescence kinetics can be indicative of the quenching of the
singlet state, usually through intersystem crossing to the triplet T1 state followed by rapid
formation of the cysteinyl-flavin bond [32], and thus is a direct measure of the efficiency of
adduct development. In LOV domain proteins lacking the active cysteine, formation of the
NSQ is thought to proceed from the T1 triplet state [33, 34]. The NSQ state has little to
no fluorescence at 502 nm [35], so the fluorescence signal is expected to decrease accord-
ingly during photoreduction. Indeed, the Tyr-less VVD-III protein after photoreduction by
laser light exhibits 1/7th of the original signal amplitude from the remaining unreduced
flavoquinone (data not shown).
Analysis of flavin fluorescence emission intensities indicate that the quantum yield of the
cofactor is not affected by the introduction of SeMet. For equal amounts of chromophore
(Abs450 nm = 0.15, 1 cm path length), excitation at 450 nm results in similar emission profiles
and amplitudes at 502 nm (Figure 4.5a). Neither replacing tyrosines nor methionines appears
to significantly alter the S1 state. However, fluorescence quenching kinetics differ remarkably
between the Met and SeMet proteins; for the latter, fluorescence intensities remain constant
over the course of an hour (Figure 4.5b). Owing to the lower intensity of excitation light
from the fluorimeter (compared to the 30-mW blue laser light used in UV-vis kinetics), the
SeMet variant demonstrates an extremely low sensitivity to blue light, which supports UV-
vis kinetics observations on the slower reactivity of this protein. Likely, the Met residues are
either directly involved in quenching or replacement with SeMet residues has affected the
placement of other unknown amino acid quenchers, though the latter is unlikely due to the
prevalence of using SeMet as an isosteric replacement for structure determination in protein
crystallography [36–38].
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(a) (b)
Figure 4.5: (a) Fluorescence emission of VVD mutants excited at 450 nm. (b) Fluorescence
quenching kinetics normalized to 1 at t = 0 s. Excitation was set at 450 nm and emission at
502 nm.
4.3.4 Transient difference FTIR of VVD variants
The conformational behavior of VVD mutants was probed by difference Fourier Trans-
form Infrared (FTIR) spectroscopy to gain further insight into the role of SeMet residues
in the variant. Firstly, WT VVD was compared to the reference protein aureochrome LOV
domain (modified construct has the A’α helix but lacks the C-terminal Jα helix; termed
LOV-A’α∆Jα) which has been studied and well-characterized by FTIR [39, 40]. Char-
acteristic bands from aureochrome were used to help assign the signals corresponding to
dimerization after adduct formation. In WT VVD, formation of the cysteinyl-flavin bond is
observed at 1552 and 1538 cm−1, which is accompanied by other large changes at 1648 cm−1
and 1682 cm−1 that reflect alterations in α helical content and turn structure, respectively
(Supplemental Figure 4.9a).
As a secondary control, Glu182 was replaced with Leu in VVD-III to inhibit photoac-
tivation, conformational changes, and oligomerization from occurring during reduction [7,
8]. In comparison to WT, the signature bands corresponding to secondary structure and
dimerization (1648 cm−1, 1656 cm−1, and 1682 cm−1) are absent. Similarly, the Tyr-less
VVD-III variant lack these signals and confirm its photoinactivity. The absence of these
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structural changes allows for clear observation of the chromophore signal (1547 cm−1 and
1532 cm−1) in the protein amide II region, which arises from flavin C4a-N5 and C10a=N1
stretches [40, 41] (Figure 4.6a).
However, photoreduction of this sample exhibited an NSQ signal at 1532 cm−1 after two
minutes of irradiation, and then surprisingly, the sample continued to convert in the dark to
a fully reduced state (1519 cm−1 and 1412 cm−1) (Supplemental Figure 4.9d). This behavior
is further verified in the VVD-III Q182L variant (Supplemental Figure 4.9c). Photoreduction
to a fully reduced hydroquionone has not been observed by UV-vis kinetics and may suggest
the presence of an internal reductant in the experiments. Importantly, in the Tyr-less VVD-
III, cysteine residues are not likely to be involved in the photoreduction of FAD to the NSQ
state, as the thiol band at 2561 cm−1 remains unaltered during illumination (Supplemental
Figure 4.9b).
Difference spectra of Tyr-less VVD-III and SeMet Tyr-less were compared to unmask
the thiol signatures of methionine residues during photoreduction. These data indicate
photoconversion of methionine residues that is absent in the SeMet-substituted variant owing
to the lack of S−C−H bending modes (1279 cm−1; Figure 4.6b) [42, 43]. A similar vibrational
band is seen in bacteriorhodopsin at 1284 cm−1 that is present in the WT and absent in the
SeMet-bacteriorhodopsin [43]. Additionally, flavin vibrational stretch bands at 1547 cm−1
and 1532 cm−1 appear upon photoreduction in both VVD samples, indicating NSQ formation
and confirming that the methionine conversion is indeed linked to the development of the
NSQ state.
120
(a) (b)
Figure 4.6: (a) Difference Fourier Transform Infrared spectra of WT VVD, VVD-III Q182L,
and Tyr-less VVD-III. (b) Comparison between Tyr-less VVD-III and SeMet Tyr-less. Note
the presence of the 1279 cm−1 band in the Met-containing variant, which indicates conversion
of methionine under illumination.
4.4 Conclusion
Previous reports on active cysteine-less VVD (see Chapter 3) reveal its partial photoad-
aptation capability in vivo and photoreduction to the NSQ state under blue light irradiation
[5–7]. The electron donor(s) to the flavin cofactor in these type of LOV systems has/have
been elusive. Establishing their identity is significant not only for generating null variants in
vivo, but also for augmenting the fluorescence lifetime of LOV domain reporter molecules.
Moreover, these findings may contribute toward the general understanding of how electrons
flow in proteins. Here, we report that tyrosine, tryptophan, cysteine, and glycine residues
are likely not the active electron donors in this system. WT VVD without tryptophan
and tyrosine residues exhibited no attenuation in photoreduction rate, and cysteine residues
have been determined spectroscopically to not convert under blue light irradiation. Glycine
residues could potentially behave as transient electron donors, but due to their importance
in structuring the flavin binding pocket, it is difficult to substitute them. However, extensive
spectroscopic probing of the methionine residues and the effects upon their replacement by
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SeMet residues gives credence to our suspicions that these residues are the key reductants
for generating the NSQ. Additionally, methionine residues can be potent flavin reductants
under anaerobic conditions and capable of increasing the photoreduction rate of riboflavin in
solution upon exposure to light [44–46]. Interestingly, if Met residues are the sole reductants,
replacement with SeMet should have increased photoreduction rates. Yet, the reduction po-
tential of excited state flavin is quite high, rising from −0.3 V to +1.9 V upon excitation to
the triplet state [47–49], and thus, the increased oxidation potential of the electron donors
would have minute effects on the observed rate of electron transfer. Interestingly, based upon
fluorescence emission and kinetics data, there may be another intermediary relay residue
that bridges the electron donation from the methionine residues to the flavin cofactor. This
residue may be the Gly180 that we have yet to successfully replace or even phenylalanine,
which has been shown to stabilize electron charges by the contribution of electron density
from a neighboring carbonyl-amide to the arene radical [50]. Overall, our findings highlight
the prevalence of relay residues and their underlying functionalities in LOV domain proteins.
Future protein designs should pay careful consideration to possible electron donation from
other redox-active side chains and not only tyrosine and tryptophan residues.
4.5 Materials and Methods
4.5.1 Mutagenesis
VVD-37 from Neurospora crassa was mutated to VVD-III (C108A:M135I:M165I) in
the pET-28a vector. The construct was further modified with Q182L to remove the co-
ordinating glutamine to the N5 nitrogen of flavin (VVD-III Q182L). The Tyr-less VVD-
III (all-Phe) variant was generated from VVD-III by replacing all nine Tyr with Phe
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(Y:40,45,50,87,94,98,126,175,177:F). Tyr-less VVD-III was further modified by overlap PCR
with either C76V or G180A/S (Tyr-less C76V, Tyr-less G180A/S, respectively).
LOV-HK constructs were generously gifted to us by the Goldbaum group (Leloir Institute
Foundation, Argentina). Mutations were implemented by overlap extension PCR to generate
the following three variants: S130G, C69A, and C69A:S130G. All constructs were placed in
the pET-24d vector.
4.5.2 Protein expression and purification
VVD constructs in a pET-28a vector was used to transform a CmpX13 strain modified
from E. coli C41 (DE3) with mannose permease gene manX exchanged to flavin transporter
RibM to improve flavin incorporation and protein yield [51] or to transform auxotrophic
B834 cells for the SeMet variant. Cells were grown either in LB-Miller or LeMaster media
with SeMet at 37 ◦C with 100 mg of riboflavin until OD600 ∼0.8. Temperature was lowered to
17 ◦C and protein expression was induced with 100 µM IPTG. After 18 h of expression, cells
were pelleted at 5000 G and either stored temporarily at −20 ◦C until ready for purification
or immediately resuspended in buffer (50 mM HEPES, 150 mM NaCl, 10% glycerol, pH 8)
and lysed. Resuspended cells were sonicated for three cycles of 2 min (2 s on, 2 s off) until
homogenous. Lysed cells were centrifuged at 20,000 RPM for 1 h at 4 ◦C, and the supernatant
loaded onto a Ni-NTA resin column. The bound protein was washed with buffer +20 mM
imidazole and eluted with buffer +200 mM imidazole. Elution was concentrated with a 10
kDa cut-off filter and loaded onto an equilibrated preparatory HiLoad 26/600 Superdex 75.
Colored fractions corresponding to ∼17 kDa were collected, concentrated, aliquoted, and
stored at −80 ◦C.
LOV-HK proteins were expressed in E. coli C41 (DE3) + RibM transporter [51] in LB-
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Miller media with 100 mg of riboflavin at 28 ◦C overnight. Cells were harvested and lysed in
20 mMTris, pH 8.0, 500 mM NaCl, 0.1% v/v Triton X-100, and 1 mM DTT. After removal of
detritus by centrifugation at 20,000 RPM for 1 h at 4 ◦C, proteins were purified by Ni-NTA
affinity chromatography, as delineated above.
4.5.3 Circular dichroism
Purified protein samples were buffer exchanged into 50 mM sodium phosphate, pH 8,
100 mM NaCl, and 10% glycerol. Stock concentrations were determined by Bradford assay
and diluted to ∼30 µM. Wavelength scans were collected from 200 − 260 nm at 25 ◦C.
Thermal melts were acquired at λ = 220 nm from 25 ◦C to 95 ◦C at +2 ◦C increments. All
measurements were acquired using Aviv Model 202-01. Thermal melt traces were fit with a
sigmoidal curve to quantify the melting temperatures more accurately.
f(x) =
a
1 + eb·(−x+c)
− d
4.5.4 UV-vis photoreduction kinetics
Samples were buffer exchanged into 50 mM HEPES, pH 8, 150 mM NaCl, 10% glycerol
and concentrated to A450 nm ∼0.1 to 0.2. Kinetic traces were collected every 0.5 s at 20 ◦C
while irradiating 10 µL of sample in a 0.2 cm path length cuvette using a 30-mW blue laser
(World Star). Exponential decays were fit to y = a · e−b·x + c with MatLab (Mathworks).
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4.5.5 Fluorescence emission spectroscopy
Samples at A450 nm ∼0.1 were prepared and added to quartz cuvettes of 0.3 cm path
length. Samples were measured in triplicate using a Varian Cary Eclipse coupled to a
Quantum Northwest temperature controller at 20 ◦C. Excitation wavelength was set to 450
nm with a bandwidth of 10 cm, and emission wavelength was 460 nm − 700 nm with a
bandwidth of 5 cm.
4.5.6 Difference Fourier Transform Infrared spectroscopy
Samples were purified and buffer exchanged into 50 mM sodium phosphate, 100 mM
NaCl, 10% glycerol, and 10 mM DTT, pH 8. Data were acquired by Elena Helman, Sabine
Oldemeyer, and Tilman Kottke (Bielefeld University, Germany).
4.5.7 Selenium K-edge X-ray Absorption Near Edge Spectroscopy
Standards were prepared by diluting 10 mM L-selenomethionine (Aldrich) into buffer
(50 mM HEPES, 150 mM NaCl, 10% glycerol, pH 8). Protein samples were concentrated
to ∼ 0.6 mM and buffer exchanged into fresh buffer (50 mM HEPES, 150 mM NaCl, 10%
glycerol, pH 8). To these stocks, 5 mM or 10 mM of either reduced glutathione (GSH),
H2O2, or 5 mM peroxynitrite (ONOO
−) was added and allowed to incubated overnight at 4
◦C. As ONOO− was stored in NaOH, an equivalent molar of HCl was added to neutralize the
basicity. Owing to the concentration of ONOO−, the selenomethionine standard was diluted
to 5 mM and the protein sample had to be concentrated down to ∼ 0.6 mM the following
morning. Protein samples were loaded into MiTeGen MicroRT capillaries (∼ 40 µL), stored
in cryovials with punctured holes, and flash frozen in liquid nitrogen.
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At the C1 beam line station (CHESS, Cornell University), capillaries were mounted into a
cold finger in a vacuum chamber and cooled to 100 K. Samples were translated and centered
in the beam for highest signal-to-noise and irradiated from 12.6 to 12.72 keV. Fluorescence
data were collected perpendicular to the incident beam using a Vortex detector over the fol-
lowing ranges with 10 s averaging times per point: 12.6−12.645 (5 eV steps); 12.645−12.675
(0.5 eV steps); 12.675− 12.705 (5 eV steps). Data were subsequently merged, calibrated to
12568 eV, and normalized in Athena [30]. As edges shifted randomly and inconsistently
by several eV (likely due to inhomogeneities) despite the use of an internal standard of
selenium-doped graphite, all edges were aligned and spectra analyzed qualitatively.
4.5.8 Proteomics - intact protein analysis
Purified protein in 50 mM HEPES, 150 mM NaCl, 5% glycerol, pH 8 were treated with
either 10− 20 mM glutathione or H2O2 overnight at 4 ◦C and subsequently diluted into 5%
acetonitrile and 0.1% formic acid. Samples were run on a Thermo UltiMate3000 RSLC on a
Thermo Scientific BioBasic-4 column at a flow rate of 200 µL/min in a solvent system of 0.1%
formic acid and 95% acetonitrile and 0.1% formic acid and a gradient of 15−75−95−15 %B.
The Orbitrap Elite was operated in ESI positive ion FT mode with Ion Max-S API source
under Xcalibur 2.2. All analyses were conducted with the Xcalibur 2.2 software package.
Samples were alternatively analyzed by positive electrospray ionization time-of-flight mass
spectrometry using a Synapt HDMS. To reduce selenomethionine oxidation, reduced samples
were treated with L-methionine and the trap column was flushed with EDTA and HPLC-
grade water before equilibrating in 5% acetonitrile and 0.1% formic acid [52].
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4.7 Supplemental Information
(a) (b)
Supplemental Figure 4.7: Comparisons by circular dichroism (CD) of structural stability.
All samples were at similar concentrations, as quantified by Bradford assay. (a) CD spectra
illustrate few differences in molar ellipticity between variants. (b) Thermal melts conducted
at λ = 220 nm exhibit similar melting temperatures, though VVD-III appears to melt more
homogeneously.
Variant a [θ] b [◦C−1] c [◦C] d [θ]
VVD-III 6113 0.302 57.7 8271
Tyr-less VVD-III 4210 0.242 55.5 6224
SeMet Tyr-less 5022 0.191 56.8 7923
Supplemental Table 4.2: Circular dichroism thermal melt fits using the sigmoidal function
f(x) = a
1+eb·(−x+c) − d. Parameter c is the melting temperature, which varies little between
protein samples, and a corresponds to the melting homogeneity.
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Sample % Std + GSH % Std + H2O2 % Std + ONOO
−
SeMet Tyr-less + GSH 90.4 ± 4.7 − 9.6 ± 7.6
SeMet Tyr-less + H2O2 90.5 ± 7.1 0.0 ± 9.0 9.5 ± 11.4
SeMet Tyr-less + ONOO− 49.9 ± 1.4 25.9 ± 1.8 24.2 ± 2.2
SeMet Tyr-less + photoreduced 78.3 ± 10.4 0.0 ± 13.1 21.7 ± 16.7
Supplemental Table 4.3: Linear combination analysis results of SeMet Tyr-less XAS
spectra. Components are XAS spectra of selenomethionine solution standards treated with
either GSH, H2O2 or ONOO
−. The flavin core appears to be fairly solvent inaccessible
and not easily oxidized by peroxide. Addition of ONOO− causes destabilization and flavin
release. Irradiation of protein sample with blue light appears to cause a small amount of Se
oxidation.
(a) (b)
(c) (d)
Supplemental Figure 4.8: (a−b) VVD-III samples after overnight incubation with 5
mM reduced glutathionine or hydrogen peroxide in buffer. Neither conditions resulted in
destabilization of the proteins nor release of the flavin, as observed by the distinctive features
of bound flavin. (c−d) Kinetic traces were obtained at 450 nm while irradiating samples
with 448-nm laser light at T = 20 ◦C and subsequently fit to biexponential curves. Graph
(c) compares the fast phase k1 rate constants, and graph (d) illustrates the differences in
slow phase k2.
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(a) (b)
(c) (d)
Supplemental Figure 4.9: Difference Fourier Transform Infrared spectra. (a) Comparison
of WT VVD photoconvertion to that of aureochrome LOV-A’α∆Jα domain. (b) Lack of
cysteine adduct formation in the Tyr-less VVD-III variant is observed by the absence of
the 2561 cm−1 band. (c−d) Photoreduction of VVD-III (C108A:M135I:M165I) Q182L and
Tyr-less VVD-III. Proteins continue to convert to the fully reduced state in the dark in the
absence of an external reductant.
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(a) (b)
(c) (d)
Supplemental Figure 4.10: UV-vis spectra of photoreduced LOV-HK proteins under
448-nm laser light at T = 20 ◦C. WT and S130G variants were irradiated through a neutral
density filter of 1.6.
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APPENDIX A
CONSTRAINTS ON THE RADICAL CATION CENTER OF
CYTOCHROME C PEROXIDASE FOR ELECTRON TRANSFER FROM
CYTOCHROME C ∗
A.1 Abstract
The tryptophan 191 cation radical of cytochrome c peroxidase (CcP) compound I (Cpd
I) mediates long-range electron transfer (ET) to cytochrome c (Cc). Here we test the effects
of chemical substitution at position 191. CcP W191Y forms a stable tyrosyl radical upon
reaction with peroxide and produces spectral properties similar to those of Cpd I but has low
reactivity toward reduced Cc. CcP W191G and W191F variants also have low activity, as do
redox ligands that bind within the W191G cavity. Crystal structures of complexes between
Cc and CcP W191X (X = Y, F, or G), as well as W191G with four bound ligands reveal
similar 1:1 association modes and heme pocket conformations. The ligands display structural
disorder in the pocket and do not hydrogen bond to Asp235, as does Trp191. Well-ordered
Tyr191 directs its hydroxyl group toward the porphyrin ring, with no basic residue in the
range of interaction. CcP W191X (X = Y, F, or G) variants substituted with zinc-porphyrin
(ZnP) undergo photoinduced ET with Cc(III). Their slow charge recombination kinetics that
result from loss of the radical center allow resolution of difference spectra for the charge-
separated state [ZnP+, Cc(II)]. The change from a phenyl moiety at position 191 in W191F
to a water-filled cavity in W191G produces effects on ET rates much weaker than the effects
of the change from Trp to Phe. Low net reactivity of W191Y toward Cc(II) derives either
from the inability of ZnP+ or the Fe-CcP ferryl to oxidize Tyr or from the low potential of
∗Reproduced with permission from T. M. Payne, E. F. Yee, B. Dzikovski, and B. R. Crane. Biochemistry
2016 55 (34), 4807-4822. Copyright 2016 American Chemical Society.
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the resulting neutral Tyr radical.
A.2 Introduction
The electron transfer (ET) partners cytochrome c peroxidase (CcP) and cytochrome c
(Cc) provide an important model system for understanding interprotein ET, protein−protein
interactions, and heme−oxygen chemistry.[1-6] The catalytic mechanism of CcP:Cc proceeds
as follows: Peroxide reacts with the Fe(III) heme of CcP to form compound I (Cpd I),
which consists of an Fe(IV) iron oxo species [Fe(IV)=O] and a radical cation localized on
neighboring Trp191 (W•+). Two Fe(II) Cc proteins sequentially reduce CcP Cpd I back to
Fe(III) and water. In the first step, W•+ is directly reduced by Cc(II). In the second step, the
remaining Fe(IV)=O center reoxidizes Trp191, which is subsequently reduced by Cc(II)[7-10]
(Scheme A.1). Thus, W•+ is the key electron acceptor for oxidation of Cc(II). Hoffman and
colleagues developed CcP:Cc as a model ET system by incorporating Zn-porphyrin (ZnP)
into either CcP or Cc in place of heme.[2, 11-16] The photoexcited ZnP triplet state injects
an electron across the molecular interface to reduce the Cc Fe(III) heme. ZnP+ and Cc(II)
then recombine to regenerate the ground state. Similar to the native reaction, back ET
between ZnP+ and Cc(II) is greatly accelerated by Trp191, which acts as a hole-hopping
site by localizing the cation radical closer to the Cc Fe(II) heme[3, 17-19] (Figure A.1).
Little of the charged separated state builds up in ZnCcP:Cc because the rate constant for
back ET (keb) is much greater than the rate constant for forward ET (ke). However, the
W191F substitution slows ET by at least 2 orders of magnitude and allows resolution of a
ZnP+ Cc(II) intermediate.[17, 20] In fact, charge recombination in W191F is slow enough to
compete with complex dissociation, which produces a second kinetic phase at long times.[20]
Recent theoretical studies support the involvement of Trp191 oxidation in ZnCcP:Cc reaction
kinetics.[3, 19] Importantly, the back reaction of the ZnP/W•+ center with Fe(II)Cc involves
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donor-acceptor states, redox potentials, and coupling pathways similar to those of the natural
ET reaction between Cpd I and Fe(II)Cc.[3]
Figure A.1: Photoinduced ET by ZnCcP:Cc. (A) The triplet state of zinc-porphyrin
(ZnP) bound to CcP (3ZnP) is produced by an 8 ns pulse of 532-560 nm light. 3ZnP CcP
will then either decay back to the ground state (rate constant kD in the absence of Cc)
or reduce Fe(III)Cc to Fe(II)Cc (rate constant ke) to produce a porphyrin radical cation
(ZnP+). The cation radical rapidly equilibrates between ZnP+ and a nearby aromatic side
chain at position 191. The charge-separated state will then recombine with rate constant
keb. Dissociation and reassociation of the charge-separated complex are not included in the
scheme. (B) Residue 191 resides between the CcP ZnP and Cc heme in the protein complex.
Fe(III)CcP + HOOH −→ Fe(IV)=O,W•+CcP + H2O
Fe(IV)=O,W•+CcP + Fe(II)Cc −→ Fe(IV)=O,W0CcP+Fe(III)Cc
Fe(IV)=O,W0CcP+H+ −→ Fe(III)-OH,W•+CcP
Fe(III)-OH,W•+CcP+Fe(II)Cc+H+ −→ Fe(III),W0CcP+Fe(III)Cc+H2O
Scheme A.1: Peroxidase Activity of CcP and Cc
Conformational processes and dynamic docking of the CcP:Cc complex have also at-
tracted much interest.[5, 9, 21-30] Photoinduced ET reactions in crystals confirm that the
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crystal association mode has ET kinetics similar those observed in solution.[18, 31, 32]
Nonetheless, conformational dynamics within the ZnCcP:Cc complex likely generate ET
competent states both in solution and in crystals.[5, 18, 31, 33, 34] Altered binding interac-
tions between CcP and Cc cause changes in ET kinetics that can be explained by accounting
for Trp191 radical formation, electron coupling between donor and acceptor sites, redox
potentials, and reorganization energies.[3]
Electron-hole hopping through aromatic residues is an important process in many re-
dox systems such as photosystem II, ribonucleotide reductase (RR), photolyase enzymes,
and cryptochromes.[35-41] Protein ET rate constants are exponentially dependent on the
distance of separation between electron donor (D) and acceptor (A) sites.[42] Thus, if the
acceptor can oxidize an intervening residue (the “hole”), one long ET step can be bro-
ken into two shorter “hops”.[37, 43-45] Introduction of appropriately placed Trp and Tyr
residues into modified blue copper proteins [44-46] and model systems [36, 47] demonstrates
the ability of aromatic residues to accelerate long-range ET. Incorporation of non-natural
variants of Tyr into RR has also probed the effects of redox potential on multistep tun-
neling reactions.[40] ZnCcP:Cc provides another system for exploring residue oxidation in
ET with the potential advantage of widening the reactivity of the hole-hopping site beyond
Tyr and Trp residues. In particular, Goodin and colleagues have demonstrated that the
Trp191Gly variant (W191G) produces a cavity in CcP within which heterocyclic cationic
compounds will bind.[48-51] One such compound, 2-aminothiazole, acts as a reductant of
the peroxide-oxidized heme.[50] Replacement of a segment of the CcP polypeptide with a
surrogate peptide allows for substitution of Trp191 with benzimidazole.[52] Despite being a
good structural mimic for the native residues, the surrogate peptide renders CcP inactive
because the benzimidazole moiety cannot form a stable radical upon reaction with perox-
ide.[52] Herein, we extend this general approach of CcP cavity complementation to examine
the ability of residue substitutions and exogenous compounds to support peroxidase activity
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and hole hopping in ZnCcP:Cc. Determinations of the structures of modified CcP:Cc com-
plexes provide constraints for the interpretation of reactivity. We find that despite wild-type
(WT)-like conformations and suitable redox potentials of various exogenous surrogates, only
the native Trp191 residue supports peroxidase activity with Cc and rapid back ET in the
ZnCcP system. Surprisingly, a Tyr191 variant also appears to form a Cpd I-like state but
does not oxidize Cc in the natural reaction or accelerate the photoinduced recombination
process.
A.3 Results
In the following experiments, CcP Trp191 was substituted with Phe,[68] Gly,[48] and
Tyr. For the W191G variant, a series of small molecules were also introduced into the cavity
created by removal of the residue 191 side chain. In all cases, crystal structures of the CcP:Cc
complexes were determined to aid interpretation of reactivity data. We then examined the
peroxidase activity of the variants, their ability to form Cpd I, and their photoinduced ET
reactions in the context of ZnCcP:Cc.
A.3.1 Structures of W191(Y,F,G) CcP
The structures of W191(Y,F,G) CcP in complex with Fe(III)Cc were determined at
resolutions that ranged from 2.0 to 2.4 A˚ (Table A.1). For each of the variants, both CcP and
Cc retained conformations nearly identical to those seen in the WT complex (Figure A.2).
In the absence of Cc, the W191G substitution causes enhanced flexibility in the 190−195
loop.[69] Because this loop resides at the binding interface with Cc, there was concern that
increased flexibility would impact the formation of the crystal complex. Nonetheless, W191G
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binds Cc in the expected position. The two copies of the CcP:Cc complex in the asymmetric
unit are very similar to each other in structure (designated as chains A and C for CcP and
chains B and D for Cc). Several of the Cc moieties were not well ordered in the complex
structures. As observed previously,[18] the interfaces between CcP and Cc are generally well-
defined, but electron density weakens at the periphery of the complexes, largely because of
Cc conformational variability within the lattice. This disorder is difficult to model well
and somewhat degrades the refinement statistics relative to those expected for an average
structure of similar resolution (Table A.1).
Figure A.2: Structures of CcP W191X variants with Cc. (A) Overlay of the CcP:Cc
W191X structures with the WT complex showing a high degree of similarity (WT, Protein
Data Bank entry 1U74, in white, W191Y in pink, W191F in blue, and W191G in yellow).
One of the two unique complexes in the asymmetric unit is shown. (B) Superposition of
residue 191 in the respective crystal structures showing that the aromatic side chains all
hold approximately the same position in each variant, with each side chain oriented in the
plane of coordinating His175. In WT CcP, Trp191 hydrogen bonds with Asp235. The side
chains of Tyr191 and Phe191 have no polar contacts. The peptide backbone of Gly191 has
the same conformation that Trp191 in WT does.
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W191F W191Y W191G W191G
with aniline
Data Collection
space group P21 P21 P21 P21
a, b, c (A˚) 44.8, 113.8, 88.2 45.5, 110.2, 88.2 45.4, 117.1, 88.9 45.4, 110.3, 87.9
β (deg) 105.3 104.3 105.1 105.5
no. of unique reflections 51828 21533 52508 27854
resolution (A˚) 2.01 2.4 2.06 2.5
last shell resolutiona (A˚) 2.03-2.01 2.44-2.40 2.13-2.06 2.54-2.5
completeness (%) 92.2/90.7 80.7/51.1 96.1/98.3 95.9/98.0
I/σ 14.9/3.8 8.4/2.0 9.2/2.7 7.3/2.0
Rmerge
b 0.222/0.488 0.135/0.670 0.121/0.46 0.158/0.537
Refinement
Rwork
c (%) 21.5/23.4 22.3/28.9 28.1/33.8 25.0/31.1
Rfree
c (%) 26.7/37.6 30.9/43.9 29.7/34.6 29.4/43.5
no. of atoms 7052 6560 6912 6657
no. of water molecules 534 40 324 55
mean B value (A˚2) 33.6 70.5 43.3 66.4
B value (waters) (A˚2) 35.9 55.4 44.3 52.0
B value (ligand) (A˚2) NA NA NA 59.9
rmsd for bonds (A˚) 0.004 0.003 0.003 0.003
rmsd for angles (deg) 0.8 0.7 0.8 1.0
φ/ψ stats (%)
most favored 97.6 94.5 96.8 96.1
outliers 0.13 0.25 0.25 0.0
Protein Data Bank entry 5CIF 5CIH 5CIG 5CIE
W191G
with o-toluidine
W191G
with 24dma
W191G
with 3abt
Data Collection
space group P21 P21 P21
a, b, c (A˚) 45.4, 111.9, 87.9 45.4, 107.5, 87.2 45.3, 117.5, 88.5
β (deg) 104.3 104.5 104.4
no. of unique reflections 20376 15317 51366
resolution (A˚) 2.76 3.0 2.10
last shell resolutiona (A˚) 2.59-2.76 3.05-3.00 2.14-2.10
completeness (%) 93.5/65.7 95.9/85.0 98.7/90.0
I/σ 17.1/3.2 17.2/3.4 14.2/4.7
Rmerge
b 0.092/0.388 0.123/0.512 0.096/0.402
Refinement
Rwork
c (%) 21.4/26.9 23.5/27.8 19.2/24.8
Rfree
c (%) 26.8/34.8 31.3/37.8 22.8/29.1
no. of atoms 6613 6606 7076
no. of water molecules 9 0 496
mean B value (A˚2) 70.2 60.1 45.2
B value (waters) (A˚2) 54.4 NA 45.7
B value (ligand) (A˚2) 76.3 57.5 46.3
rmsd for bonds (A˚) 0.005 0.003 0.005
rmsd for angles (deg) 1.0 0.8 0.9
φ/ψ stats (%) most favored 95.7 94.0 98.6
outliers 0.38 0.31 0.25
Protein Data Bank entry 5CID 5CIB 5CIC
Table A.1 Diffraction Data Collection and Structure Refinement Statistics
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aHighest-resolution range for compiling statistics follows slash.
bRmerge = (ΣiΣj|Ij − 〈Ii〉I)/[Σi(ΣjIj)], where Ij is the intensity of the jth observation of
reflection i, 〈Ij〉 is the average intensity of reflection i, and Ni is the redundancy of reflection
i.
cRwork or Rfree = (Σ|Fobs − Fcalc|)/(Σ|Fobs|).
In the CcP:Cc complexes, the altered side chains of W191F and W191Y occupy nearly
the same position as W191 in the WT (Figure A.2B), with the phenol group of W191Y and
the phenyl group of W191F aligning with the imidazole of His175, which coordinates the
heme and hydrogen bonds to Asp235.[70] There is no polar moiety within hydrogen bonding
range of the Tyr191 hydroxyl group (Figure A.2B) (the Thr180 side chain is within 3.3 A˚ of
the Tyr191 hydroxyl group, but the hydroxyl group hydrogen bonds with the backbone of
Gly189). Instead, the Tyr191 hydroxyl proton may be stabilized by the pi-electrons of the
heme itself. In the W191G Cc complex, difference electron density confirms the presence of
ordered water molecules in the cavity created by the loss of the W191 indole. However, the
water positions differ somewhat from those of uncomplexed CcP[48, 49] and vary between
chain A and chain C in these structures. No ordered water molecules were detected near the
side chains of Tyr191 or Phe191 in the respective structures.
A.3.2 Complementation of the W191G Pocket with Small
Molecules
To promote ligand binding in the W191G cavity, crystals were soaked with several redox-
active compounds at concentrations of 30 mM (Figure A.3). These compounds were selected
considering their structural similarity to aniline or indoline, each of which is a ligand demon-
strated to bind the pocket that has a solution redox potential similar to that of Trp.[71, 72]
Although the affinities of these compounds for W191G have not been measured, we reasoned
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that they would be in a range similar to those found for aniline and indoline (30 and 160
µM for CcP W191G, respectively[58]). Of the compounds tested, four bound to W191G as
evidenced by the presence of significant difference electron density in the cavity made vacant
by the W191G substitution [>2.0σ in a Fo−Fc electron density difference map (Figure A.4)].
Although the difference densities are changed relative to that seen in the water-filled cavity
of W191G, they are ambiguous in each case; hence, the compounds may bind with multiple
configurations (Figure A.4). Despite the demonstrated affinity of indoline for the cavity,
we did not observe any electron density for this compound in the crystal structures. Per-
haps Cc association prevents movement of the 190−195 loop that is required for this larger
ligand to access the pocket.[52, 69] A barrier to access may have also prevented binding
of indole and tryptophan, which were also not detected in the crystallization experiments.
Co-crystallization of the complex with these ligands was also unsuccessful. Indole binding
was possibly limited by its low solubility in the crystallization solutions.
Figure A.3: Compounds targeted at the W191G cavity. Compounds tested for binding
W191G cavity and their respective reduction potentials (tryptophan,[110] aniline,[111] in-
dole,[111] and aniline derivatives[90]).
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Figure A.4: Ligands bound in the W191G CcP cavity. The WT CcP:Cc structure
compared to the W191G CcP:Cc structure soaked with (B) nothing, (C) aniline, (D) 3-
aminobenzorufluoride, (E) 2,4-dimethylaniline, and (F) o-toluidine. Omit map difference
electron density is shown at 2.2 − 2.5σ for both unique complexes in the asymmetric unit
(chains A and C).
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A.3.3 Saturation Kinetics
WT CcP displayed the expected high peroxidase activity and typical Michaelis−Menten
behavior (Vmax/E0 = 1600 ± 100 s−1; Km = 30 ± 7 µM; 100 mM KPi) with respect to
Cc concentration at 100 mM KPi, where complicating factors from second-site binding are
negligible.[20, 73] (We note that the Km value for WT is ∼5 times higher than those of
previous studies,[63, 73, 74] perhaps because of the different buffer conditions used here.)
As expected,[48, 66, 68] W191F and W191G had little detectable peroxidase activity, above
that of Cc oxidation by hydrogen peroxide alone. The steady-state rate of Cc(II) oxidation
by W191F has previously been shown to be at least 103-fold lower than that by WT and
linear for only a few seconds.[66] We found similar behavior for both W191F and W191G,
with the lack of linearity making rates difficult to determine. Under our conditions, W191Y
also appeared to be largely inactive. Vmax/E0 was only 40 ± 20 s−1 but also showed a
peroxide dependence (see below).
To determine if the small-molecule compounds that bound in the W191G CcP cavity can
rescue peroxidase activity, the rate of Cc oxidation was measured for W191G and compared
to the value of W191F under the same conditions. As both W191G and W191F are inac-
tive and Phe191 blocks the cavity, any peroxidase activity of W191G above that seen for
W191F should reflect ligand binding. At ligand concentrations at least 1 order of magnitude
above the measured KD values (2 mM [58]), no detectable peroxidase activity of W191G
was observed in the presence of any of the compounds listed in Figure A.3. These results
corroborate previous studies of W191G complementation.[48]
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Figure A.5: Compound I formation in CcP by UV/vis. (A) UV/vis spectra of CcP before
(blue) and after (red) introduction of hydrogen peroxide. WT, W191F, and W191Y show
the typical Soret shift from 409 to 420 nm, and Q-bands indicative of Cpd I formation.
W191G shows a shift from 414 to 417 nm, with broad Q-bands that move toward those seen
in WT. (B) Peroxide-induced radicals in CcP. (Left) cw EPR spectra of CcP variants with
peroxide. Both WT and W191Y radical signals are much larger than those seen in W191G
or W191F (not shown). A small amount of organic radical is likely formed elsewhere in
W191G. Spectra recorded at X-band (9 GHz) with a 1 G modulation amplitude, a 100 kHz
modulation frequency, and a 25−30 dB modulation amplitude. Data were collected at 5,
12, and 50 K for each variant; WT is shown at 5 K, W191Y at 12 K, and W191G at 50
K. Temperature has no appreciable effect on the relative amplitudes of the signals. The
origin of the broad feature for W191Y at 3235 G is unknown but gives different saturation
behavior and is thus distinct from the main radical signal. (Right) Neutral tyrosyl radicals
were generated by UV photolysis and collected at ∼100 K. The sample exhibits similar line
shape features as in W191Y.
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A.3.4 Species Formed upon Reaction with Peroxide
CcP compound I formation is evidenced in the UV/vis absorbance spectrum of WT and
CcP W191Y by a shift in the Soret peak from 409 to 420 nm and the appearance of Q-bands
characteristic of the oxo-ferryl species (Figure A.5).[75] W191F also produces a similar Soret
peak shift, from 409 to 420 nm, but the Q-bands are less well-defined[50, 68] (Figure A.5A).
W191G displays the most unique spectrum with a 414 nm Soret peak for the ferric state.
Although previous studies of the W191G reaction with peroxide found pronounced ferryl
formation as indicated by a well-defined 414 nm Soret peak and Q-bands at 530 and 560
nm,[48, 50] we find only a modest shift in the W191G Soret band to 417 nm with similarly
small changes in the Q-bands (Figure A.5A). The reason for this difference is unknown but
could reflect the heme incorporation process during protein expression.
We also tested for the ability of WT, W191Y, and W191F to produce cw EPR spectra
characteristic of aromatic residue oxidation (Figure A.5B). As previously reported for W191G
in CcP[50] and related peroxidases,[76] we observe a small amount of organic radical forms
upon reaction with peroxide [∼ 1/10 of the WT signal (Figure A.5B)], presumably because
of the minor oxidation of aromatic residues remote from the active center.[50, 77-79] In
contrast, W191Y produces a strong EPR signal characteristic of a neutral Tyr radical[80,
81] with an amplitude similar to that seen with WT (Figure A.5B). Thus, despite its inability
to oxidize Cc(II), W191Y forms a Cpd I-like species containing an oxo-ferryl complex and a
tyrosine radical. Features of the W191Y radical species correspond well with those of free
tyrosyl radicals generated from UV photolysis (Figure A.5B).
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A.3.5 Oxidation of Cc(II) by W191Y Cpd I
To further investigate the inactivity of W191Y in the steady-state oxidation of Cc(II),
we examined the oxidation of W191Y Cpd I by Cc(II) under pseudo-first-order conditions
and compared the results to those for W191F.[66] W191F does not form a radical species at
position 191 upon reaction with peroxide and exhibits only very slow turnover under steady-
state conditions.[66] Titration of W191Y with hydrogen peroxide indicated that ∼2 equiv of
H2O2 was necessary to fully form Cpd I, which was then stable for at least 5 min on ice [it
is unclear why 2 equiv of H2O2 is needed for the initial formation of Cpd I; under multiple
turnovers by W191Y, one peroxide oxidizes two Cc(II) molecules (see below)]. Following the
same procedure used previously for W191F,[66] 30 µM Cc(II) was mixed with 2 µM CcP and
4 µM H2O2 was added to initiate the reaction, which was then monitored at 550 nm [Cc(II)],
540 nm (an isosbestic point for Cc oxidation), and 434 nm [Fe(IV)=O]. During the initial
buildup of the Fe(IV)=O species at 434 nm, there was an early phase of Cc(II) oxidation with
a k1 of 0.17 ± 0.03 s−1. Following the maximal absorbance at 434 nm [Fe(IV)=O peak], the
oxidation of Cc(II) was monophasic (Figure A.6A), giving a rate constant k2 of 0.08 ± 0.03
s−1. This behavior and value are similar to those for Cc(II) oxidation by the W191F ferryl
species under analogous conditions, which also shows a slow phase of Fe(IV)=O oxidation
with a k2 of 0.14 s
−1.[66] Furthermore, the spectral changes at 550 nm indicate that for
W191Y ∼1 equiv of Cc(II) (2.5 ± 0.5 µM) is oxidized by W191Y Cpd I on this time scale.
An equivalent of Cc(II) was also oxidized during the buildup of Cpd I in the initial phase of
the reaction.
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Figure A.6: Oxidation of Cc(II) by W191Y. (A) Single turnover of CcP W191Y Cpd I with
excess Cc(II). Reaction was initiated by mixing 4 µM H2O2 with 2 µM CcP W191Y and
30 µM Cc(II). After an initial phase in which Fe(IV)=O builds up at 434 nm, CcP oxidizes
1 equiv of Cc(II) with a rate constant k2 of 0.08 ± 0.03 s−1. Normalized absorbances are
shown for A434, A550, and A550 − A540. (B) Multiple turnovers of Cc(II) oxidation by CcP
W191Y. Reaction was initiated by mixing 10 µM H2O2 with 2 µM CcP and 30 µM Cc(II).
Absorbance traces are shown at 434 nm [Fe(IV)=O] and A550 − A540 [Cc(II)]. In the initial
phase, 22 ± 2 µM Cc(II) is consumed where the amount of Fe(IV)=O increases, until the
peroxide is depleted, at which point Fe(IV)=O is slowly reduced to Fe(III) by the remaining
Cc(II). The rate of the early phase is peroxide-dependent and exceeds that of Fe(IV)=O
reduction in a single turnover.
We then examined multiple turnovers of Cc(II) oxidation by reacting W191Y (1 µM) with
a 10-fold excess of peroxide (10 µM) and 30 µM Cc(II) (Figure A.6B). The resulting reactions
produced 2 equiv of oxidized Cc (22 ± 1 µM) and proceeded with a turnover number (V/E0)
of 0.29± 0.03 s−1,(1) which is greater than the rate constant for the analogous single-turnover
condition (0.08 ± 0.3 s−1). Notably, the amount of the ferryl species (434 nm) increases as
Cc(II) decreases and then decays slowly when the peroxide is extinguished, concomitant
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with a small amount of Cc(II) oxidation. This behavior is somewhat different from that seen
with W191F, where the CcP ferryl species remains constant until peroxide is depleted.[66]
For W191F, it was suggested that the ferryl species reacts directly with peroxide to oxidize
Cc(II), perhaps through the formation of additional protein-based radicals.
Fe(IV)=O CcP + HOOH + 2Cc(II) + 2H+ −→ Fe(IV)=O CcP + 2Cc(II) + 2H2O (A.1)
With W191Y, the ferryl appears to increase at 434 nm as the oxidation of Cc(II) slows,
suggesting that in the early phase peroxide [and Cc(II)] reacts with an intermediate that
precedes the ferryl in the reaction sequence. Furthermore, the multiple-turnover rate (0.29
s−1) is considerably faster than the single-turnover rate (0.08 s−1), and thus with excess
peroxide present, the reaction is not rate-limited by oxidation of Cc(II) by Fe(IV)=O. The
reaction rate did show a peroxide concentration dependence, but the relationship was com-
plex and not proportional. Although this behavior requires further investigation, it is clear
that the W191Y Cc(II) turnover rate is 103 − 104 times slower than that of WT CcP[82-84]
because of the altered reactivity of the Tyr radical.
Considering that W191Y does form a Tyr radical (Figure A.5B), there are two possibilities
for the reactivity of W191Y Cpd I. In the first case, Y• reacts quickly to oxidize 1 equiv of
Cc(II), but the remaining ferryl cannot reoxidize Y191 (as per eq A.3). The second oxidation
then involves reaction of the ferryl or some other intermediate with peroxide, which is fast
compared to oxidation of Cc(II) by Fe(IV)=O (eq A.1). In the second case, the Y• potential
is too low to oxidize Cc(II) at rates that greatly exceed the rate of oxidation by Fe(IV)=O
or reaction of an intermediate state with peroxide. If the Y• were especially stable, it may
be observable during the single-turnover experiment using EPR spectroscopy. However, no
Y• was observed in the presence of Cc(II) during decay of the ferryl species (20−30 s after
reaction with peroxide). Thus, the Y• species has reacted prior to the reduction of Fe(IV)=O.
Further investigation of Y• reactivity remains to be determined by methods with better time
resolution.
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A.3.6 Photoinduced ET of ZnCcP:Cc W191 Variants
We invoked the ZnCcP:Cc system to evaluate the ability of CcP position 191 to facilitate
long-range ET[2, 11-16] (Figure A.1). Zinc-protoporphyin IX (ZnP) provides a reactive,
long-lived triplet state (3ZnCcP) when excited with 532−560 nm light. In isolation, 3ZnCcP
will decay back to the ground state with a rate constant kD of ∼100 s−1,[14, 16, 32, 57]
whereas in complex with oxidized Cc, 3ZnCcP [Fe(III)Cc] is additionally quenched by heme-
to-heme ET to Cc Fe(III) with rate constant ke. The total quenching rate constant (kP =
kD + ke) is ∼260 s−1 for the 1:1 complex with yeast Cc, depending somewhat on ionic
strength, temperature, and pH.[12, 14, 15, 17, 20, 57] The resulting charge-separated state
containing the ZnP cation radical (ZnP+) and reduced Fe(II)Cc then recombines in an ET
process (keb) that involves oxidation of W191 to an indole cation radical [W
•+ (Figure
A.1)]. On the time scale of ET with Cc, the radical equilibrates extremely rapidly between
ZnP and W191 or may be considered delocalized between the two centers.[3] In the WT
system, keb greatly exceeds ke, and as a result, the charge-separated intermediate forms in
vanishingly small amounts. To characterize the ET reactivity of the ZnCcP:Cc complex,
we employed a multichannel analyzer that allowed time resolution of complete difference
spectra for the ZnCcP:Cc complex following photoexcitation. Global analysis of the data
sets defined reactive states and their kinetic parameters. A typical difference spectrum for
3ZnCcP in the absence of Cc is characterized by a broad, positive peak at 475 nm and two
negative Q-bands at 555 and 592 nm[85] (Figure A.7). A strong negative peak at 432 nm
also appears, consistent with triplet excited-state spectra of isolated Zn-porphyrins.[86] The
432, 555, and 592 nm features correspond to absorption maxima in the visible spectrum of
ZnCcP (Figure A.7), and their diminished intensity reflects changes in the electronic state
upon triplet formation.
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Figure A.7: Time-dependent difference spectra for photoexcited ZnCcP WT with and
without Cc. (A) Difference spectra for 3ZnCcP decay shown as a heat map. Red, orange,
and yellow colors reflect positive changes in absorption, whereas blue and green colors reflect
negative changes. The difference spectrum is strongest at t = 0 ms and decays over 40 ms
to a flat line. Initial time points are spaced 50 µs apart, and the time interval between
successive spectra increases over the course of the measurement. The exposure time for each
spectrum is 50 µs. (B) Excited-state decay of WT CcP with Fe(III)Cc added. The 3ZnCcP
excitation is much shorter-lived with Cc. (C) Difference spectrum of the excited state of
ZnCcP at time zero. Data are colored blue, with the component state extracted from the
global fit colored red. (D) Time dependence of absorbance at 475 nm for ZnCcP with and
without Cc. The fit for the decay rate of the principal state in panel C is superimposed.
Data shown for 100 mM KPi conditions.
All spectral features of 3ZnCcP alone decay with a rate constant kD of 114 ± 4 s−1 (Ta-
ble A.2). To study ET quenching of 3ZnCcP by Fe(III)Cc, we used both 100 mM KPi ionic
strength conditions that favor the 1:1 complex and limit secondary binding of an additional
Fe(III)Cc and 10 mM KPi conditions that stabilize the complex against dissociation but
permit some secondary-site binding.[20, 57] Although, both cases potentially bring compli-
cations, we find that changes in ionic strength do not greatly alter the kinetic parameters
(Table A.2). Under 100 mM KPi conditions, addition of Fe(III)Cc in 2-fold excess increases
the rate constant for triplet-state decay to kP = kD + ke = 230 ± 12 s−1 (Table A.2 and
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Figure A.7). The increased level of quenching primarily results from ET to Fe(III)Cc[14, 15,
32] (ke = kP − kD = 116 s−1), which is consistent with there being little change in rate con-
stant (<10 s−1) when reduced Fe(II)Cc is added. For WT ZnCcP:Cc, the keb indeed exceeds
ke, and thus, an intermediate state could not be resolved (for individual acquisition times as
low as 1 µs). Consequently, the system was best modeled with a single difference spectrum
corresponding to the formation and decay of 3ZnCcP. The kinetic parameters (Table A.2)
are in line with those determined from single-wavelength measurements in other studies.[14,
15, 32, 57]
kP (s
−1)a kD (s−1)b ke (s−1)c keb (s−1)d KPi buffer
WT 230 ± 10 114 ± 4 116 ± 13 NDe 100 mM
W191F 160 ± 7 102 ± 5 60 ± 10 40 ± 5 100 mM
W191F 170 ± 20 108 ± 2 60 ± 20 70 ± 10 10 mM
W191Y 200 ± 10 100 ± 2 100 ± 12 50 ± 20 100 mM
W191Y 180 ± 10 100 ± 2 80 ± 30 50 ± 10 10 mM
W191G 186 ± 10 113 ± 6 70 ± 10 16 ± 5 100 mM
Table A.2: akP is the
3ZnP decay constant in the presence of Cc(III).
bkD is the
3ZnP decay constant in the absence of Cc(III).
cke = kP − kD (the forward ET rate constant).
dkeb is the apparent back recombination ET rate constant. Note that under 100 mM con-
ditions where complex dissociation may compete with back ET, keb may not be strictly
first-order.
e Not determined.
In contrast to WT ZnCcP:Cc, W191F shows slower back ET[17, 20] (Table A.2). Here we
resolve difference spectra for the charge-separated state [ZnP+/W•+:Cc(II)]. Alone, W191F
CcP produces difference spectra identical to those of WT CcP and decays uniformly at the
same rate. However, in the presence of Fe(III)Cc, an additional spectral species is detected
(Figure A.8). At ∼10 ms, positive features begin to appear at 416, 550, and 625−690 nm.
The intensities of these absorption peaks increase while the intensity of the 3ZnP signal
diminishes and then subsequently decay back to zero (Figure A.8). Global analysis of the
data reveals two distinct evolution-associated difference spectra, or EADS[87] (Figure A.8),
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whose time-dependent linear combination effectively models the series of spectra.[87] EADS1
is identical to the triplet-state difference spectrum and fully describes the spectral features at
t = 0 ms (Figure A.7). EADS2 replaces EADS1 and is visible between 10 and 40 ms (Figure
A.8). EADS2 contains components characteristic of Fe(II)Cc (Soret peak at 416 nm and Q-
bands at 522 and 550 nm) and a ZnP+ pi-cation radical (625−690 nm) (Figure A.8) and thus
represents the charge-separated state. Global analysis predicts that the Fe(II)Cc and ZnP+
features rise and fall with the same kinetics. Thus, forward ET between 3ZnCcP(W191F)
and Fe(III)Cc produces ZnP+ and Cc(II), which then recombine charge on a slower time
scale (Table A.2). To investigate the involvement of an additional intermediate, the data
were modeled with three or more rate constants. However, any additional EADS was always
degenerate to the first two and produced no new species of unique spectral quality or time
evolution. Previous studies of W191F (performed at 10 mM KPi) found a second slower
kinetic phase for loss of ZnP+:Cc(II) that results from dissociation of the complex.[17, 20]
The overall time scale in our experiments (40 ms) is probably too short to characterize
such dissociation well, and thus, keb for intraprotein ET in the associated complex may be
slightly underestimated because the system does not account for this contribution. Complex
dissociation at an ionic strength of >30 mM is rapid[27] and could influence the apparent
keb, especially considering that the ∼10% yield of ET products in these experiments leaves a
majority of competing unreacted proteins.[20, 27] We thus also investigated the reaction at
a lower ionic strength (10 mM KPi) where the W191F complex is known to be stable in the
millisecond time range.[20] There was little change in the apparent rate constants between
100 and 10 mM KPi conditions (Table A.2), with both the 10 and 100 mM apparent keb
values (40−70 s−1) matching well with previously reported values of 40−74 s−1.[17, 20]
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Figure A.8: Detection of a charge-separated state in W191F(G) ZnCcP:Cc. (A) Time plots
of the difference spectra at various wavelengths for W191F, W191G, and W191Y; 475 nm
reflects 3ZnP, 550 nm Cc(II), and 690 nm ZnP+. (B) Progress curves for the two principal
states [3ZnP and ZnP+:Cc(II)] defined by single-value decomposition and global analysis of
the data. Traces for 3ZnP are colored blue, and those for the charge-separated state are
colored red (C) Difference-state spectra at t = 10 ms superimposed with the fits of the
associated EADS1 for 3ZnCcP. Recorded changes in absorbance are colored blue and fits
red. (D) Difference-state spectra at t = 18 ms superimposed with the fits of EADS2 for the
additional charge-separated intermediate in W191F, -G, and -Y. New peaks at 416 and 550
nm (arrows) correspond to Fe(II)Cc [spectra of Fe(II)Cc below], and the broad peak at ∼680
nm (arrow) is characteristic of ZnP+. Data shown for 100 mM KPi conditions.
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The ET behavior of ZnCcP W191G is similar to that of W191F (Table A.2). ZnP+:Cc(II)
builds up and decays with similar kinetics (Figure A.8); both ke and keb are smaller than
for WT but comparable to those for W191F. Thus, substitution of an aromatic group for a
water-filled cavity at position 191 has an only modest effect on the apparent forward and
reverse ET processes; however, weaker binding between CcP and Cc for the W191G cavity
mutant may increase dissociation kinetics, which could then contribute to the slightly lower
observed keb.
Tyr at position 191 does not reductively quench 3ZnP because the 3ZnP excited-state
decay rate is unaffected in the absence of Cc. Like W191F and W191G, Cc(III) produces a
modest increase in the 3ZnP decay rate (Table A.2), indicating quenching by ET to Cc(III).
Global analysis of the transient spectra in the presence of Cc(III) reveals two major EADS,
similar to that observed with W191F and W191G, with similar absorbance increases in the
625 nm range of EADS2 (Figure A.8). Consequently, there is no rate acceleration for the back
ET reaction in W191Y, which reacts like W191F(G) (Table A.2). Like W191F, high-ionic
strength (100 mM KPi) and low-ionic strength (10 mM KPi) conditions give very similar
ke and keb values (Table A.2). Unfortunately, we were unable to study how the substituted
anilines affect photoinduced ET with ZnCcP W191G because the ligands quenched 3ZnP in
a manner independent of binding to the W191G cavity.
A.4 Discussion
Trp191 oxidation is a key feature of the CcP peroxidase mechanism and also of the ZnCcP
photoinduced ET reactions. Here we report that Tyr, a similar redox-active residue at site
191, cannot support these activities, nor can a set of redox-active small molecules bound in
the W191G cavity. The Tyr is unable to rescue these reactions despite the fact that it forms
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a stable radical adjacent to the heme upon reaction with peroxide. The influence exerted by
Trp or Tyr oxidation on back ET depends on the structural and electrochemical properties
of the donor, acceptor, and hopping center. Indeed, the positioning and reduction potential
of a hole-hopping site must fall within certain ranges to enhance long-range ET rates.[37, 45,
88] When Cc(III) oxidizes 3ZnP, the resulting radical is distributed between ZnP+ and W•+,
with an equilibrium weighting (Kex) that depends on the difference in reduction potentials
(∆E◦).
Kex =
kexf
kexr
=
[ZnP0W•+]
[ZnP+W0]
= e−F∆E
◦/RT (A.2)
ET to ZnP+ from Cc(II) could conceivably take place with and without involvement of the
191 site:
ZnP0Cc(III)
k1eb←−− ZnP0W•+ k
ex
r←→
kexf
ZnP+W0Cc(II)
ZnP0Cc(III)
k2eb←−− ZnP+W0Cc(II)
If the electron exchange reaction between ZnP+ and W is much faster than the back electron
transfer reactions (i.e., kexf , k
ex
r  k1eb,k2eb) and the rate of ET to W•+ exceeds that to ZnP+
(k1eb  k2eb), the observed back ET rate constant (kobs) will be the rate constant for transfer
to W•+ weighted by the equilibrium constant for hole exchange between ZnP+ and W•+ (eq
A.3).
kobs = k
1
ebKex (A.3)
Known parameters justify the assumption of eq A.3. ET from Cc(II) to W•+ is much
faster (k1eb = 2 × 106 s−1)[8] than direct ET to ZnP+ [k2eb ∼ 101 − 102 s−1 (Table A.2)].[17]
Thus, k2eb sets a lower limit for any involvement of W191 to enhance ET from Cc(II). If the
equilibrium constant for hole exchangeKex < 10
−4 [i.e., ∆E◦ >240 mV (eq A.2)], there will be
little advantage to hole hopping through the 191 site. For solution and crystalline complexes
of ZnCcP with Cc(III), kobs ≥ 4000 s−1,[12, 18, 89] and thus, eq A.2 implies that 120 mV <
∆E◦ < 180 mV. This difference in potential is consistent with measurements of the isolated
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moieties: E◦(ZnP0/ZnP+) = 1.2 V,[15] whereas E◦(W0/W•+) = 1.1− 1.4 V.[45, 81, 90, 91]
It is worth noting that the actual reduction potentials of W191•+ and ZnP+ in CcP are likely
less than these values. W•+ potentials usually exceed 1 V,[45, 81, 90, 91] and most peroxidase
Cpd II [Fe(IV)=O] potentials are >0.9 V;(92, 93) however, in WT CcP:Cc, the two-electron
couple E◦[W•+Fe(IV)/W0Fe(III)] = 1/2{E◦(W•+/W0) + E◦[Fe(IV)/Fe(III)]} = 0.740 V.[94,
95] Thus, the protein environment may substantially lower the reduction potentials of the
191 side chain and the porphyrin moiety.[96, 97] Importantly, a lowered potential for W•+
is still consistent with a very small population of the charge-separated intermediate in the
WT ZnCcP:Cc system. Provided that the reduction potential of the hopping site remains
more than ∼200 mV higher than that of the donor Cc(II) [E◦(Cc) = 290 mV;[98, 99] i.e.,
∆G = −200 mV], the standard Marcus equation[42] {k ∼ keb(W•+)exp[−(λ+∆G)2/4λkT ]}
predicts that the back ET rate to a 191 radical will remain ∼100 times higher than the
forward rate of Cc(III) reduction [∼ 102 s−1 (Table A.2)]. [This estimate is based on a
reorganization energy (λ) of ∼0.7 V for ZnCcP:Cc back ET[3] and a keb(W•+) of 2 × 106
s−1 for ET to W191•+ that is close to activationless.[8]]
With the crystal structure of the W191Y complex ruling out any substantial structural
perturbations caused by the substitution, the inability of Tyr191 to accelerate back ET like
Trp may derive from one of the two considerations mentioned previously. First, although
E◦(Y•+/Y0) will likely be comparable to E◦(W•+/W0),[43, 90, 91, 100-102] even a redox
potential increase of 50-100 mV over that of Trp would decrease k1eb to the range of k
2
eb.
Unlike Trp191, which hydrogen bonds to Asp235, there is no hydrogen bond acceptor for
the Tyr hydroxyl, and thus, the Tyr redox potential may not be suitably reduced by the
protein environment. In this case, during reaction of Fe(III) CcP with peroxide, Cpd I may
react rapidly at Y• or Y•+ to oxidize 1 equiv of Cc(II), but then the remaining ferryl species
has insufficient potential to regenerate the Tyr radical. Oxidation of Cc(II) by the ferryl
or another intermediate species would be slow relative to the reaction of this intermediate
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with peroxide itself. In the case of ZnCcP, the potential of ZnP•+ would also be too low
to produce any appreciable amount of Y•. In the second case, the potential of neutral Y•
could be too low to oxidize Cc(II) at appreciable rates. The low pKa of Y
•+ (∼ −2)[43,
101] favors deprotonation to the neutral radical Y•. The W•+ pKa is considerably higher
than this at 3.2−4.5,[103] and furthermore, the CcP heme pocket is known to stabilize
the W•+ cation[104] by favorable electrostatics[96, 105] and hydrogen bonding with the
Asp235 carboxylate nitrogen.[96, 106] In support of this scenario, during several turnovers,
the ferryl species does not build up until peroxide and Cc(II) are depleted (Figure A.6B),
which suggests that direct reaction of peroxide with the ferryl is not rate-limiting (eq A.1).
However, the situation is complex and involves reaction of peroxide with something other
than the ferric enzyme because the multiple-turnover rate constant is faster than the single-
turnover rate constant. At this stage, we view the first scenario as more likely because
reduction of Y• in single-turnover experiments precedes that of the ferryl, and Y• is not
stable in the presence of Cc(II), albeit on relatively long time scales. Experiments with faster
time resolution will help resolve this issue. The inability of the W191F and W191Y ferryl
species to oxidize Cc(II) at rates comparable to that of WT CcP I supports the assertion
that for WT ET proceeds primarily to the W191•+ center after it has been re-formed by
reduction of Fe(IV)=O (Scheme A.1).
The aniline derivatives do not rescue the peroxidase activity of the W191G CcP variant,
even though they bind in the cavity and have potentials that should be in range of those
of Trp. Furthermore, the pKas of the resulting aniline cation radicals are likely higher than
those of Trp and Tyr (by 2−3 pKa units[71, 103]); hence, deprotonation of the radical
cations does not explain their inactivity. The inability of the ligands to hydrogen bond with
the Asp235 carboxylate may prevent the protein from sufficiently lowering their reduction
potentials. That said, the bound ligands have a potential range of ∼0.3 V (Figure A.3),
and thus, at least some of them should be susceptible to oxidation by ZnP+. Thus, the
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more likely explanation for their inactivity stems from disorder and/or weak binding in the
pocket. In particular, reorientation of the ligands in the W191G cavity, as evidenced by
their heterogeneous binding configurations in the crystals, may limit interactions conducive
to oxidation or destabilize any resulting radicals by promoting side reactions. Moreover, the
lack of covalent attachment to the protein may short circuit hopping as the ligands exchange
to solvent on the overall ET time scales. Similar results were found with the CcP Asp235Asn
substitution, which destabilizes the conformation of W191 and produces Cc turnover rates
similar to those of W191F.[107-109]
The near equivalence of the WT, W191Y, and W191F structures in complex with Cc
lends strong support to the involvement of Trp oxidation in the charge recombination re-
action. Interestingly, complete loss of the side chain in W191G produces kinetics similar
to that of W191F. Even if complex dissociation is enhanced in W191G (at 100 mM KPi),
the apparent keb values are not much less than those for W191F under conditions where
the complex is stable (10 mM KPi). Thus, when hopping is inoperative, the ET rates are
largely insensitive to large changes in the structure intervening between the donor and ac-
ceptor sites. Calculations suggest that although many different bonding networks contribute
to electron tunneling between the porphyrin centers, those that involve Trp oxidation are
the most effective at accelerating long-rang ET.[3, 19] The W191F to W191G comparison
supports the view that such effects are indeed large compared to those resulting from even
quite substantial structural perturbations.
We conclude that a functional ET hopping site must not only meet requirements of
potential and proton transfer but also maintain a degree structural stability that can be
best accomplished by covalent attachment or tight binding to the protein. Moreover, there
is a narrow redox potential range over which hopping will be effective at accelerating ET
rates, and thus, stringent conditions must be met for multistep ET pathways to accelerate
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net charge transfer in proteins.
A.5 Materials and Methods
A.5.1 Mutagenesis
Cytochrome c peroxidase (CcP) was subcloned into the ppSUMO vector,[53] a pET28
derivative vector that introduces a His-tagged version of the SUMO protein into the N-
terminus of CcP (obtained from H. Sondermann, Department of Molecular Medicine, Cornell
University). After a silent mutation (QuikChange, Agilent Technologies) was introduced to
remove a natural BamHI site in CcP, the CcP gene was amplified via polymerase chain reac-
tion and inserted between the BamHI and XhoI restriction sites of ppSUMO. Two N-terminal
Met-Ile residues were added to generate the “MI” version of CcP.[24] Point mutations were
introduced via QuikChange (Agilent Technologies).
A.5.2 Protein Purification
Cytochrome c was expressed and purified as described previously.[54] Escherichia coli
BL21(DE3) cells were transformed with the Cc gene in a PBTR-1 vector and expressed
overnight at 37 ◦C in lysogeny broth (LB) with 125 µg/mL ampicillin and 50 µg/mL ∆-
aminolevulenic acid to increase heme production. The PBTR1 vector[54] contains the trc
promoter, which is constitutively active and does not require induction. Cells were harvested
by centrifugation at 8000 rpm, and pellets were resuspended in 50 mM sodium phosphate (pH
8.0). The resuspended pellets were either frozen for storage or lysed by sonication. The lysate
was spun at 22000 rpm for 1 h to remove insoluble cell detritus, and the supernatant was
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loaded directly onto a HiPrep CMFF cation exchange column (GE Healthcare Life Sciences)
using an A¨KTA FPLC system (Amersham Pharmacia). The column was equilibrated and
washed with 50 mM sodium phosphate (pH 8), and Cc was eluted by a 5 column volume
gradient of a high-salt buffer [50 mM sodium phosphate (pH 8) and 500 mM NaCl]. All red-
colored fractions were collected and concentrated using Millipore Amicon Ultra centrifugal
concentrators (10 kDa cutoff) and then loaded onto a Superdex 75 size-exclusion column [50
mM sodium phosphate (pH 8) and 500 mM NaCl]. Red-colored fractions were concentrated,
flash-frozen, and stored at −80 ◦C.
Cytochrome c peroxidase was expressed in BL21(DE3) cells and grown at 37 ◦C in LB
with 50 µg/mL kanamycin. When the OD600 reached 0.8− 1.2, cells were induced with 100
µM isopropyl β-d-1-thiogalactopyranoside and overexpressed at 24 ◦C for ∼20 h. Cells were
harvested by centrifugation at 8000 rpm, and the pellets were resuspended in lysis buffer [50
mM HEPES (pH 7.0), 150 mM NaCl, and 5 mM imidazole]. Cells were lysed by sonication.
Insoluble cell detritus was separated out by centrifugation at 22000 rpm for 1 h. CcP was
purified with a Ni-NTA column (Qiagen). To cleave the SUMO tag, the ULP-1 protease was
added to the elution and incubated at 4 ◦C overnight. The eluent was then dialyzed into 100
mM potassium phosphate (KPi, pH 6) buffer and passed over the Ni-NTA resin to separate
the cleaved tag from the protein. CcP was loaded onto a HiPrep Q anion exchange column
(GE Healthcare Life Sciences) using an A¨KTA FPLC system. A 10-column-volume gradient
of 100 mM KPi against 500 mM KPi (pH 6.0) was used to separate the heme-containing CcP
(FeCcP) from the apo-CcP. The apo-CcP was collected for zinc-protoporphyrin IX (ZnP)
incorporation. FeCcP was concentrated and stored at −80 ◦C for enzymatic assays. To
improve the yield of heme incorporation, SUMO-cleaved CcP in 100 mM KPi (pH 6) was
gently stirred with 1 molar equivalent of hemin (stock dissolved in 0.1 M NaOH) at 4 ◦C
overnight. The reaction mixture was neutralized with 1 molar equivalent of 0.1 M acetic
acid afterward and centrifuged to remove the precipitate. The solution was run through
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an equilibrated Superdex 75 SEC column followed by anion exchange chromatography to
separate the iron-containing protein from the apoprotein.[55]
For ZnP incorporation, the apo-CcP concentration was determined using the absorbance
at 280 nm and a molar absorptivity coefficient 280 of 53 mM
−1 cm−1.[56] A 5-fold excess
of ZnP and carbonyl-diimidazole (1:1 molar ratio) was mixed with apo-CcP in THF or
DMF for 2 h. The solvent was removed by rotovap and the activated ZnP resuspended
in 500 µL of DMF. The ZnP solution was added to the apo-CcP and allowed to stir in
the dark for 5 days at 4 ◦C. The solution was then centrifuged to remove protein and
unbound ZnP that had precipitated. The sample was loaded onto the Superdex 75 size-
exclusion column in 100 mM KPi (pH 6.0) to increase purity and to remove nonspecifically
bound ZnP. The colored fractions were concentrated and loaded onto the HiPrep Q column
to separate the apoprotein from the ZnP-incorporated protein (ZnCcP) using the protocol
described previously to separate the apo-CcP from FeCcP. ZnP incorporation was evaluated
by comparing the UV−vis absorbance of the protein peak at 280 nm and the ZnCcP Soret
peak at 432 nm (432 = 196 mM
−1 cm−1).[13, 57] Fractions with an A432/A280 ratio of >2
were concentrated, flash-frozen, and stored at -80 ◦C for crystallization and spectroscopy.
Yields of ZnCcP were 80−90% of the initial apoprotein.
A.5.3 Crystallography
Prior to crystallization, Fe(III)CcP and Cc were combined in a 1:1 molar ratio at a final
concentration of 1 mM each. The protein mixture was buffer exchanged into H2O to reduce
the ionic strength and thereby increase the level of CcP/Cc binding. Initial crystal hits were
obtained using the Phoenix robot (Art Robbins Instruments). Larger crystals were grown by
vapor diffusion in either sitting or hanging drop trays against a reservoir containing 15−25%
polyethylene glycol 3350, 175 mM NaCl, 5 mM n-octyl β-d-glucoside, and 100 mM sodium
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acetate (pH 4.6−5.6). In some cases, streak seeding was used to increase size and crystal
quality.
A.5.4 Structure Determination
Diffraction data were collected at the Cornell High Energy Synchrotron Source (CHESS)
at beamlines A1 and F2 on an ADSC Quantum 210 CCD camera. A mixture of 4 parts
reservoir and 1 part ethylene glycol was used as a cryoprotectant for crystals. In soaking
experiments with CcP W191G crystals, the protocol described by Goodin et al.[58] was
followed. Briefly, potential small-molecule ligands were dissolved in 50% ethanol to make a
100 mM stock solution, with the exception of indole, which was dissolved in 100% ethanol.
The crystals were soaked in a drop of well solution with a final ligand concentration of 30 mM
for 30 s prior to soaking with cryoprotectant. Longer ligand soaks proved to be detrimental
to diffraction. All data were indexed and scaled with HKL2000.[59] All structures were
phased using molecular replacement in PHENIX.[60] Structures of CcP W191G were refined
using CNS,[61] and all other structures were refined with the PHENIX suite.[60] Building
and adjustments were made with COOT.[62] Translation/libration/screw (TLS) parameters
were applied in PHENIX to model Cc anisotropic disorder in the lattice.
A.5.5 Saturation Kinetics
The steady-state assay for CcP peroxidase activity was performed as previously de-
scribed.[63] Stock solutions of Cc were reduced on ice in the glovebox by incubation with 10
mM DTT for 1 h. DTT was then removed by buffer exchange into 100 mM KPi (pH 6.0),
either by PD-10 desalting columns or 10 rounds of concentration and dilution using Milli-
pore Amicon Ultra centrifugal filters (10 kDa cutoff). Samples containing 2 nM peroxidase,
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100 mM KPi (pH 6.0), and 0−75 µM Cc were then prepared anaerobically in a volume of
1800 µL in gastight cuvettes (StarnaCell). Samples were placed in a Hewlett-Packard 8909A
Peltier sample cooler kept at 24 ◦C and stirred at 500 rpm. Spectra were recorded with an
Agilent 8453 spectrophotometer. Samples were blanked prior to data acquisition to monitor
the change in absorbance over time. The reaction was initiated by addition of hydrogen
peroxide to a final concentration of 170 µM. Oxidation of Cc was monitored at 550 and
540 nm, and a constant baseline was set by normalizing to the absorbance at 750 nm. The
kinetics were monitored for 60 s, with data collected every 0.5 s. The initial range of data in
which the reaction progress is linear was chosen to represent the steady-state progress of the
reaction, where the Cc concentration greatly exceeded the enzyme concentration. A linear
fit was applied to this range, and the slope was taken as the reaction velocity (v0) for that
concentration. For every concentration of Cc, three samples were measured.
For measuring the effect of potential ligands on CcP activity, stock solutions of the ligands
were prepared in 50% ethanol, or 100% ethanol in the case of indole. Samples were prepared
as described above, with a Cc concentration of 30 µM, a ligand concentration of 2 mM,
and a final ethanol concentration of <10 mM. To determine Michaelis−Menten constants
Vmax and KM, the average v0 was plotted versus concentration and fit to the equation v =
(Vmax[Cc])/(KM + [Cc]) in Mathematica.[64] Steady-state parameters of W191G with ligands
were compared to those of W191F with ligands to identify effects not attributable to cavity
binding.
A.5.6 Cpd I Spectroscopic Characterization
For UV/vis spectroscopy, 30 µM CcP was prepared in 100 mM KPi (pH 6.0), and hydro-
gen peroxide was added to a final concentration of 1 mM. Stock solutions were diluted in 100
mM KPi (pH 6.0) to 1−4 µM for recording optical spectra on an Agilent 8453 spectropho-
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tometer. For continuous wave EPR spectroscopy, CcP was prepared at a concentration of
∼0.5 mM to obtain stronger signals. Prior to data collection, samples were diluted into a
buffer of 100 mM KPi (pH 6.0), 2 mM hydrogen peroxide, and 30% glycerol. Samples were
loaded into EPR tubes, flash-frozen minutes after addition of hydrogen peroxide, and mea-
sured with a Bruker EleXSys II spectrometer at 9 GHz with a 1.5 G modulation amplitude,
a 100 kHz modulation frequency, and a 25−30 dB microwave attenuation.
The L-tyrosine EPR standard was prepared as described previously.[65] L-Tyrosine was
dissolved in a sodium borate buffer (pH 10), degassed via three freeze−thaw cycles, and
flame-sealed in a quartz EPR tube. While frozen in liquid nitrogen in a finger dewar, the
sample was irradiated with a 600 W mercury lamp for 3−4 min to generate the free tyrosyl
radical.
A.5.7 CcP Turnover Experiments
Following the method used for W191F,[66] Cc(II) was reduced with dithionite and buffer
exchanged into 100 mM KPi (pH 6). While the sample was being continuously stirred at 25
◦C, 4 µM H2O2 was added to 2 µM CcP and 30 µM reduced Cc in 100 mM KPi (pH 6),
bringing the total volume to 1800 µL. Spectral changes were monitored at 550, 540, and 434
nm over 15 min with a single baseline set at 800 nm. The change in Cc(II) concentration
was determined spectrally by monitoring A550 − A540 and applying an extinction coefficient
of 19.2 mM−1 cm−1. Traces were fitted to a monoexponential equation using MATLAB (The
MathWorks, Inc., Natick, MA)
The offset t0 for the early phase was determined by an immediate drop in A550 − A540
after addition of peroxide. For the slow phase, the offset was established at the maximum
of A434. Traces were truncated from the onset of the early phase to the onset of the slow
166
phase to obtain kobs for the early phase. The kobs for the latter phase was determined from
data truncated from the onset of the slow phase to 40 s later. To determine the minimal
amount of peroxide required for CcP ferryl generation, 8 µM CcP in 100 mM KPi (pH 6)
was titrated with 8−24 µM H2O2 and the reaction monitored at 434 nm. Once formed, the
CcP ferryl was stable for at least 2 h on ice. The H2O2 concentration was determined by
titration with permanganate. Stock peroxide was diluted 10-fold, and 1 mL was combined
with approximately 30 mL of water and 10 mL of 3 M sulfuric acid. While the sample
was being stirred, a 0.025 M solution of KMnO4 was added by buret until the midpoint
was observed. The concentration of H2O2 was calculated from the volume dispensed. For
multiple-turnover experiments, Cc(II) was reduced with dithionite and buffer exchanged into
100 mM KPi (pH 6). While the sample was being continuously stirred at 25
◦C, 5− 10 µM
H2O2 was added to 1 µM CcP and 30 µM reduced Cc in 100 mM KPi (pH 6), bringing
the total volume to 1800 µL. Initial rate values were determined by fitting the data to a
monoexponential decay and then taking the first derivative at time zero. For examination
by cw EPR, reduced Cc and CcP W191Y were combined in a 15:1 ratio, with the final
concentration of CcP being ∼0.2 mM in a buffer of 100 mM KPi (pH 6) and 25% glycerol.
H2O2 was added to a final concentration of ∼0.4 mM, and the solution was rapidly mixed
by stirring or vortexing. At 30 and 60 s, ∼70 µL of sample was transferred to an X-band
EPR tube and flash-frozen in liquid nitrogen. Data were collected as described above.
A.5.8 Transient Absorption Spectroscopy
All preparations of spectroscopic samples were conducted under anaerobic conditions
to avoid quenching of 3ZnCcP by oxygen. ZnCcP was diluted into 10 or 100 mM KPi
(pH 7.0) to a concentration of 100−200 µM and combined with Fe(III)Cc in a 1:2 molar
ratio. Drops (4 µL) were placed on siliconized glass coverslips (Hampton) and glued to glass
167
slides using a ring of epoxy to form a gastight seal, with an average path length of ∼0.5
mm. Samples were placed in the path of a probe light, provided by a 75 W Xe-arc lamp.
Excitation light was provided either by an Opotek Opolette Nd:YAG laser tuned to 560 nm
with approximately 2 mJ of power per 8 ns pulse or by a Continuum Surelight Nd:YAG laser
providing light at 532 nm at approximately 5 mJ of power per 4 ns pulse. The fluorescent
efficiency at various excitation wavelengths was measured by tracking the light emitted at
600 nm. Samples were preferentially excited in the Q-bands at 560 nm, although there
was also sufficient cross section at 532 nm for sample excitation. The two excitation energies
produced identical kinetics, with both lasers firing at 20 Hz. Exposure to excitation light was
controlled by a Hamamatsu A6538 Optical Laser shutter, and the absorbance of the probe
light was measured with a Hamamatsu Photonic Multichannel Analyzer (PMA). Unless
otherwise specified, spectra recorded by the PMA were acquired from a 1−50 µs exposure
time and averaged 20−200 times, depending on the strength of the signal. The laser Q-
switch firing acted as the master trigger, with a Digital Delay Generator DG355 (Stanford
Research Systems) controlling timing between the other elements. Detection of scattered
laser light set t0 (time = 0 s). Subsequent time points were then sampled randomly with an
entire UV/vis spectrum collected for each exposure. The time delay points were acquired
in a random order to mitigate the effects of any photobleaching during data collection. To
record a given time point, N reference spectra were recorded at the specified delay time
(relative to t0), where N is the number of spectra being averaged. Next, the laser shutter
opened, and N excited spectra were recorded at the same delay. Difference spectra were
calculated as ∆A = log(excited/reference), accumulated, and averaged over N .
To process the data, data vectors across the wavelength range were reordered in time and
subjected to global analysis by Glotaran.[67] Data below 375 nm were discarded because little
light at those wavelengths was transmitted through the optics to the PMA, and data above
750 nm were discarded because of a lack of spectral features. A baseline correction at the
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triplet-state isosbestic point of 546 nm was applied.[17] Single-value decomposition (SVD) of
the multiwavelength data was conducted to reconstruct the minimal number of spectroscopic
(difference) states sufficient to describe the kinetic progress. In general, sequential reaction
kinetics were assumed, and as such, single- or double-exponential terms were used to connect
the spectroscopic states in time.
A.5.9 Accession Codes
Deposited in the Protein Data Bank as entries 5CIF (W191F), 5CIH (W191Y), 5CIG
(W1919G), 5CIE (W191G with aniline), 5CID (W191G with toluidine), 5CIB (W191G with
24dma), and 5CIC (W191G with 3abt).
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APPENDIX B
WHITE COLLAR-1: ENDEAVORS TO PREPARE ACTIVE, SOLUBLE
PROTEIN
B.1 The primary photoreceptor of White Collar-1
White Collar-1 (WC-1) is a multi-domain blue light photoreceptor in the fungus Neu-
rospora crassa that consists of Per-Arnt-Sim (PAS) domains important for protein-protein
interactions, a GATA zinc-finger DNA binding domain, and poly-glutamine activation re-
gions (Figure B.1; [1, 2]). Of the three PAS domains in the protein, PAS A has been
characterized as a light-oxygen-voltage (LOV) domain that confers photosensitivity to the
organism, as determined when researchers constructed a “blind” WC-1 by the introduction
of single point mutations to the flavin binding residues [3, 4]. It has also been found to
purify with a yellow flavin pigment and has a fluorescence absorption and emission profile
characteristic of flavin [4, 5]
WC-1 forms a heterodimeric complex with White Collar-2 (WC-2) known as the White
Collar Complex (WCC) and plays an essential role in all light-regulated responses. In par-
ticular, WCC activates transcription of the frequency gene by binding to the light regulatory
element. As levels of Frequency increase, Frequency along with Frequency-Interacting RNA
Helicase forms the FFC complex that represses WCC activity. Together these two complexes
comprise the positive and negative elements of the organism’s circadian clock and generate
an oscillatory rhythm. The FFC complex is important for resetting the circadian clock and
allows for photoentrainment [6, 7]. VVD also plays a role in responses to increasing inten-
sities of blue light, further repressing WCC activity and conferring sensitivity to changing
light levels [8].
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Reconstitution of this protein system has been fraught with challenges owing to protein
insolubility. WC-1 in particular has a well-behaved PAS C domain that binds to WC-2, but
the photoactive LOV domain alone typically purifies out of E. coli in inclusion bodies, as the
apoprotein tends to be poorly folded without the flavin cofactor. A homology model of WC-1
LOV shows the similarity to its proposed binding partner VVD. However, ligand binding
predictions show the PAS domain can easily bind to a molecule of heme and inhibit proper
flavin binding (Figure B.2). Incorporation of the flavin exogenously requires denaturation of
the inclusion bodies and proper refolding of the protein with the cofactor. Here, we delineate
our few successful attempts at reconstituting the WC-1-LOV domain.
Figure B.1: Domain map of White Collar-1.
Figure B.2: Comparison of WC-1 (blue) to WT VVD (green; PDB 2PD7). Homology
model of WC-1 generated by Phyre 2 [9] using 5VA1, 2PDT, 5SVU, 3UE6, 2WKQ,and
4WUJ, with 96% of the 180 residues modeled at >90% accuracy. Ligand prediction was
performed by 3DLigandSite [9] and predicted primarily flavin cofactors. The one heme
containing result from E. coli direct oxygen sensor (PDB 1S66) illustrates where heme could
potentially bind and interfere with the flavin binding pocket. Figures were prepared with
Chimera [10].
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Figure B.3: (a) Comparison of cofactors bound in WC-1 by UV-vis spectroscopy. Solution
protein elution typically has nonspecifically bound heme. WC-1(356−507; w42) was refolded
once with bound flavin, as distinguished by the characteristic peaks. WC-1 (348−535; w79)
was refolded successfully once and purified out in an adduct state (λ = 390 nm), but did
not reoxidize fully. (b) Photoreduction of w42 generates some neutral semiquinone state.
Further irradiation results in loss of flavin and protein precipitation, which can be seen by
the rising baseline. (c) w79 exhibited a small amount of conformational change in the light
by size exclusion chromatography. (d) Circular dichroism indicated refolded WC-1 proteins
had a considerable amount of helical content and little random coil. Comparison to Tyr-less
VVD-III highlights some differences. Due to uncertain protein concentrations, all spectra
were normalized.
B.2 Expression methods
WC-1 constructs (356−507; denoted w42) and (348−535; denoted w79) were ligated into
pET-28a vectors and expressed in various E. coli cell lines, including a CmpX13 strain mod-
ified from E. coli C41 (DE3) with a flavin transporter RibM to improve flavin incorporation
[11], ArcticExpress, and SoluBL21 cells. No one cell line drastically improved protein yield
or flavin incorporation. A variety of construct lengths were tested from (102−918) to shorter
constructs of solely the LOV domain and synthetic genes were also used in an effort to opti-
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mize codon usage. Different affinity tags were also tested, including maltose-binding protein,
SUMO, and trxA from pET32, with the idea that tags could increase solubility through a
passenger effect or aid in folding [12, 13]. Any soluble protein generally ends up binding
nonspecifically to heme (Figure B.3a).
Saccharomyces cerevisiae BY4741 cells were used for co-expressing WC-1 constructs with
either VVD or WC-2. The p423Gal1 + p426Gal1 and p423Met25 + p426Met25 vector pairs
were used for WC-1 LOV (297− 507) + VVD-37 and WC-1 (102− 918) + WC-2 (51− 456).
Co-expressions did not yield useable protein with bound flavin and and indicated that further
optimizations would be required. Protein expression by High Five insect cells were also
attempted (Kemp Biotechnology), with constructs in pFastBac-HTb vectors. Whereas a
significant amount of WC-1 was expressed (as determined by immunoblotting), isolation and
purification of the protein resulted in no bound flavin cofactor observed spectroscopically.
B.3 Refolding of the domain with flavin
After multiple failed attempts of soluble, flavin bound protein, cell pellets were dissolved
in either 6 M guanidine hydrochloride or urea. Undissolved components were centrifuged
down. His-tagged solubilized WC-1 was bound to Ni-NTA resin and isolated. The subsequent
elution was steadily dripped into refolding buffer (50 mM sodium phosphate, pH 7 − 8,
500 mM NaCl, 10% glycerol, 5 mM DTT) with excess flavin while stirring at 4 ◦C. After
overnight refolding, insoluble proteins were filtered or centrifuged out and soluble protein
extracted from the remaining solution by Ni-NTA resin. While bound to the resin, excess
flavin was gradually removed by washes with flavin-free buffer, and the refolded protein
eluted. Analysis by UV-vis generally shows a lack of bound flavin, though ocassionally the
cofactor is partially bound such that blue light irradiation causes reduction of the flavin to
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the hydroquinone state, however, no adduct state is observed, except in one case (Figure
B.3a). One refolding attempt resulted in properly bound flavin but photoreduction caused
formation of the neutral semiquinone state (Figure B.3b). To date, properly bound flavin
has been difficult and inconsistent, though refolded protein has a surprising amount of helical
content (Figure B.3d). For partially bound flavin, protein conformational changes appear to
occur in the presence of light, as determined by size exclusion chromatography (Superdex
75 HR 10/30; Figure B.3c). To reduce the variation in flavin binding, current work is aimed
at introducing residues that limit flexibility in the flavin binding pocket and to improve the
quantity of residues in contact with the cofactor.
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