Abstract. Let ℓ ∈ N with ℓ > 2 and I := Z/2ℓZ. In this paper we give a new realization of the crystal of affine sl ℓ using the modular representation theory of the affine Hecke algebras Hn of type A and their level two cyclotomic quotients with Hecke parameter being a primitive 2ℓth root of unity. We categorify the Kashiwara operators for the crystal as the functors of taking socle of certain two-steps restriction and of taking head of certain two-steps induction. For any irreducible module M ∈ Hn-mod, we prove that the irreducible submodules of res
Introduction
Let 1 < ℓ ∈ N. Let B(Λ 0 ) be the crystal of the integral highest weight module L(Λ 0 ) of affine sl ℓ and B(Λ 0 + Λ ℓ ) the crystal of the integral highest weight module L(Λ 0 + Λ ℓ ) of affine sl 2ℓ , whereΛ 0 and Λ 0 , Λ ℓ are the fundamental dominant weights of sl ℓ and sl 2ℓ respectively. By [24, (4.2) ], there is a natural embedding ι : B(Λ 0 ) ∪ {0} ֒→ B(Λ 0 + Λ ℓ ) ∪ {0} which is defined by
such that ι(B(Λ 0 )) ⊆ B(Λ 0 + Λ ℓ ).
The above embedding ι has some important combinatorial and representation theorietic implication. Recall that B(Λ 0 ) has a realization in terms of the set K 0 of ℓ-restricted partitions (or equivalently, Kleshchev partitions), while B(Λ 0 +Λ ℓ ) has a realization in terms of the set K 0,ℓ of Kleshchev bipartitions with respect to ( → ι(λ) is a path in Kleshchev's good lattice of K 0,ℓ . Furthermore, ι(B(Λ 0 )) coincides with the fixed point subset of B(Λ 0 + Λ ℓ ) under the automorphism "h" induced by the Dynkin diagram automorphism i → i + ℓ + 2ℓZ for all i ∈ Z/2ℓZ. The set K 0 (n) gives a labelling of irreducible modules for the Iwahori-Hecke algebra H ℓ √ 1 (S n ) of type A n−1 (i.e., associated to the symmetric group S n ) at a primitive ℓth root of unity ℓ √ 1, while the set K 0,ℓ (2n) gives a labelling of irreducible modules for the Iwahori-Hecke algebra of type B 2n at a primitive 2ℓth root of unity 2ℓ √
1. This gives a first clue on the connection between the modular representations of the Iwahori-Hecke algebra of type A and of type B at different root of unity via (1.1).
The second implication of (1.1) involves the Iwahori-Hecke algebras ( [12] ) of type D at root of unity. Let F be an algebraically closed field with char F = 2 and 1 = q ∈ F × . Recall that the Iwahori-Hecke algebra H q (B n ) of type B n is the unital associative F -algebra generated by T 0 , T 1 , · · · , T n−1 which satisfy the following relations: T 2 0 = 1, (T r − q)(T r + 1) = 0, ∀ 1 ≤ r < n, T i T i+1 T i = T i+1 T i T i+1 , ∀ 1 ≤ i < n − 1,
The F -subalgebra of H q (B n ) generated by T 0 T 1 T 0 , T 1 , · · · , T n−1 is isomorphic to the Iwahori-Hecke algebra H q (D n ) associated to the Weyl group of type D n . In a series of earlier works [6] , [7] , [9] , [10] , the second author has initiated the study of the modular representations of H q (D n ) using the Clifford theory between H q (B n ) and H q (D n ), with the aim of computing the decomposition numbers of H q (D n ) in terms of the decomposition numbers of H q (B n ). Let P(n) and P(n) be the set of bipartitions and partitions of n respectively. Let {S λ |λ ∈ P(n)} and {D λ |λ ∈ K (n)} be the set of Specht modules and simple modules of H q (B n ) respectively. In the semisimple case, S λ ↓ Hq(Dn) splits into a direct sum of two simple submodules S λ + ⊕ S λ − whenever λ = (λ, λ) for some λ ∈ P(n/2). By [6] , for each λ ∈ K (n), D λ ↓ Hq(Dn) either remains irreducible, or splits into a direct sum of two simple submodules D λ + ⊕ D λ − . Moreover, the most interesting and not well-understood case is the case when the Hecke parameter q is a primitive (2ℓ)th root of unity. In that case, K (n) = K 0,ℓ (n), D λ ↓ Hq(Dn) splits if and only if λ = h(λ), and if and only if λ = ι(µ) for some µ ∈ K 0 (n/2) (in particular, this happens only if n is even), and the set
is a complete set of pairwise non-isomorphic simple H q (D n )-modules, where λ ∼ µ if and only if µ = h(λ), and the second subset is understood as ∅ if n is not even. A major challenging problem in the understanding of the modular representations of H q (D n ) when n is even and q is a primitive 2ℓth root of unity is to understand the decomposition numbers [S + ], where λ is a partition of n/2 and µ is an ℓ-restricted partition of n/2. We suspect that (1.1) reveals not only the bijection between K 0 (n/2) with the set {λ ∈ K 0,ℓ (n)|D λ ↓ Hq(Dn) splits} (a fact which was first obtained in [3] ), but also indicates some possible connections between the following three (type A, type B and type D) decomposition numbers + ], where S λ , D µ are denoted the Specht module labelled by λ and the simple module labelled by µ of H ℓ dimensional representations of affine Hecke algebras of type A and of the quiver Hecke algebras of type A built in the work of [11] . We obtain the main results Theorems 6.23, 6.26 under the assumption that ℓ > 2 (which is needed in the proof of Lemma 3.12). However, we suspect that the main results might still be true when ℓ = 2. In view of the work [22] , it should also be possible to generalize the main results of this work to a Z-graded setting in the context of quiver Hecke algebras ( [18] , [26] ).
The content of the paper is organized as follows. In Section 2, we first recall some basic knowledge (like intertwining element, convolution product, the functor ∆ b etc.) about the non-degenerate affine Hecke algebra of type A. Then we introduce in Definitions 2.25 and 2.29 the notion of two-steps induction functors e i , the generalized Kato modules L( i m ) and the function ε i . We give in Lemmas 2.30, 2.33, 2.36 and Corollary 2.35 a number of results on the functor ∆ i m and the function ε i . In Section 3 we first recall the notion of real simple module and some of their main properties established in [15] . Then we give Lemmas 3.4, 3.7, 3.12, Corollary 3.10 which provide a number of new real simple modules and their nice properties. In particular, our Corollary 3.11 fixes a gap of [19, 6.3.2] in the case when p > 2, see [20] . In Section 4 we study the two-steps version e i , f i of the functors e i , f i of taking socle of i-restriction and taking head of i-induction. The main result in this section is Proposition 4.3, where we prove that the socle of e i e i+ℓ M is isomorphic to e i e i+ℓ M for any irreducible module M . In addition, we also give generalization in our "hat" setting of some results in [19] for the functors e i , f i , ∆ i a and the functions ε i . In Section 5 we give some new technical results. The hat versions of these technical results, given in Lemmas 6.5, 6.6, 6.7 and Proposition 6.8, will be the crucial part in our later inductive proof of Theorem 6.2 that the set B(∞) of simple modules is closed under our hat version e i , f i of Kashiwara operators. In Section 6 we give the first two main results Theorems 6.23, 6.26 of this paper, which give a new realization of the crystal of affine sl ℓ using the modular representation theory of the affine Hecke algebras H n of type A at a primitive 2ℓth root of unity. In Section 7 we give the third main result Theorem 7.9 of this paper, which give a new realization of the crystal of the integral highest weight module V (Λ 0 ) of affine sl ℓ using the modular representation theory of the Iwahori-Hecke algebra of type B at a primitive 2ℓth root of unity. We also obtain several multiplicity two results in Theorem 7.3 and Corollary 7.8 about certain two-steps restrictions and inductions.
Preliminary
Throughout this paper, let F be an algebraically closed field and 1 = q ∈ F × . Let H n := H n (q) be the non-degenerate type A affine Hecke algebra over F with Hecke parameter q. By definition, H n is the unital associative F -algebra with generators T 1 , . . . , T n−1 , X ±1 1 , . . . , X ±1 n and relations:
Note that one can also replace the last relation above with the following:
Let * be the anti-isomorphism of H n which is defined on generators by T * i = T i , X * j = X j for any 1 ≤ i < n, 1 ≤ j ≤ n. For any a, b ∈ N with 1 ≤ a < b, we denote by H {a+1,a+2,··· ,b} the affine Hecke algebra which is isomorphic to H b−a and whose defining generators and relations are obtained from that of H b−a by shifting all the subscript upwards by a. In particular, H n = H {1,2,··· ,n} . For later use, we need certain elements of H n which are called intertwining elements. [23] , [25] ) For each 1 ≤ k < n, we define the kth intertwining element Φ k to be:
k . Note that the element Φ k defined above is the same as Θ * k in the notation of [2, (4.10) ]. These elements have the following nice properties which are mostly easy to check. 
, and Φ k Φ j = Φ j Φ k for any 1 ≤ j < n with |j − k| > 1;
3) For any 1 ≤ k, j < n with j = k, k + 1, we have that
For any w ∈ S n and any reduced expression s i1 · · · s im of w, we define Φ w := Φ i1 · · · Φ im . Then Φ w depends only on w but not on the choice of the reduced expression of w because of the braid relations 3) in Lemma 2.10.
Proof. This follows from Lemma 2.10 3).
Corollary 2.12. Let w ∈ S n and 1 ≤ k < n.
Proof. It is clear that ws
By definition, we have
Let H n -mod be the category of finite dimensional H n -modules. For any M ∈ H n -mod, we denote by hd(M ) the head of M (i.e., the maximal semisimple quotient of M ), and by soc M the maximal semisimple submodule of M . Definition 2.13. Let m, n ∈ N. For each M ∈ H m -mod, N ∈ H n -mod, we define the convolution product M • N of M and N to be:
Let m, n, k ∈ N. It is well-known that for any M ∈ H m -mod, N ∈ H n -mod and K ∈ H k -mod, there is a canonical H m+n+k -module isomorphism:
Definition 2.15. Let σ be the automorphism of H n which is defined on generators as follows:
σ :
For any composition ν = (ν 1 , ν 2 , · · · , ν r ) of n, we define ν * := (ν r , · · · , ν 2 , ν 1 ) and
which is parabolic subalgebra of H n . If M ∈ H ν -mod, then we can twist the action with σ to get a new module M σ ∈ H ν * -mod.
Let 1 < e ∈ N, I := Z/eZ, and q is a primitive eth root of unity in F .
Definition 2.17. Let Rep I H n be the full subcategory of H n -mod consisting of all modules M such that all eigenvalues of X 1 , · · · , X n on M belongs to q I .
Note that Grojnowski and Vazirani's approach ( [4] , [5] ) works for both the non-degenerate type A affine Hecke algebras and the degenerate type A affine Hecke algebras. The theory for the non-degenerate case and for the degenerate case are parallel. Kleshchev [19] gives an excellent account and explanation of Grojnowski's approach in the case of degenerate type A affine Hecke algebras. In most of the time the results and their proof in Kleshchev's book [19] can be transformed into the case of non-degenerate affine Hecke algebras without any difficulty. In such case we shall simply cite them as "the non-degenerated version" of the corresponding result in [19] whenever we can not find a suitable reference elsewhere. Let M ∈ Rep I H n . For any a := (a 1 , · · · , a n ) ∈ I n , let
We define the character of M to be
For any 1 ≤ t ≤ n and
It is obvious that ∆ b M is H n−1,1 -stable. In general, note that though ∆ b M is still H t−1 -stable, it is not clear whether it is H t−1,n−t+1 -stable or not unless b t = · · · = b n−1 = b n . So in general ∆ b does not define a functor from H n -mod to H t−1,n−t+1 -mod. Following [4] and [19] , for any i ∈ I and any irreducible module M ∈ Rep I H n , we define 
Lemma 2.23. Let i, j ∈ I with i − j = ±1. There is an isomorphism of functors: e i e j ∼ = e j e i .
Proof. Since the case i = j is trivial, we assume that i = j. For any M ∈ Rep I H n , we use Φ : M → M to denote the map given by left multiplication with Φ n−1 . By Lemma 2.10, it is clear that Φ is an H n−2 -module homomorphism. We claim that Φ(e i e j M ) = e j e i M . In fact, for any x ∈ e i e j M , (
Therefore, using Lemma 2.10, for any k ≫ 0,
which implies that Φ(e i e j M ) ⊆ e j e i M . Similarly, Φ(e j e i M ) ⊆ e i e j M . To finish the proof, it suffices to show that left multiplication with Φ 2 n−1 defines an H n−2 -module automorphism of e i e j M . But this follows from Lemma 2.10 1) and the assumption that i − j = ±1 and q = e √ 1 for some e > 1.
Following [4] and [19] , for any i ∈ I and any irreducible module M ∈ H n -mod, we define
Lemma 2.24. Let i, j ∈ I with i − j = 0, ±1. For any irreducible module M ∈ H n -mod, we have that
Proof. 
As a result, we see that if N = e i M = 0 then
If e i M = 0, e i f j M = 0 by the shuffle lemma [5, Lemma 2.4] . In a word, we have e i f j M ∼ = f j e i M for any simple module M . Similarly, e j f i M ∼ = f i e j M for any simple module M . As a consequence,
> 0 by the last paragraph, and hence e i e j M = 0. In a similar way we show that e j e i M = 0. Thus in this case we have
which implies (by [4] and [19, Corollary 5.2.4] ) that e i e j M ∼ = e j e i M . And if either e i M = 0 or e j M = 0, then it is easy to see that e i e j M = 0 = e j e i M by the shuffle lemma [5, Lemma 2.4] . This completes the proof of the lemma.
From now on and until the end of this section, we assume that 1 < ℓ ∈ N, e = 2ℓ, I := Z/2ℓZ, and q := ξ is a primitive 2ℓth root of unity in F . To simplify notations, for any i ∈ I and j ∈ Z, we shall often write i + j ∈ I instead of i + j + 2ℓZ ∈ I. Definition 2.25. Let i ∈ I and set i := (i, i + ℓ) ∈ I 2 . If n ≥ 2 then we define the two-steps restriction functor
to denote the block of Rep I (H n ) corresponding to the central character determined by γ. Definition 2.26. For each i ∈ I and m ∈ N, we define
Lemma 2.27. Let i ∈ I and n ∈ N. For any permutation
is irreducible. By the same reasoning and using (2.28) and the transitivity of induction functors, we can deduce that for any permutation (i 1 , . . . , i 2n ) of i n ,
On the other hand,
which is irreducible as Definition 2.29. Suppose ℓ > 1. Let i ∈ I and n ∈ N. We call the H 2n -module L( i n ) a generalized Kato module.
Let µ = (µ 1 , µ 2 , · · · , µ r ) be a composition of n. We define 2µ := (2µ 1 , 2µ 2 , · · · , 2µ r ) which is a composition of 2n. We use π µ to denote the projection from Rep I H 2µ onto the block of Rep I H 2µ corresponding to the S 2µ -orbit of
Lemma 2.30. Let i ∈ I, n ∈ N and µ = (µ 1 , µ 2 , · · · , µ r ) be a composition of n. Suppose ℓ > 1. In the Grothendieck group of
] for some integer s > 0, and
Proof. The first equality follows from Lemma 2.27. Thus, any irreducible submodule of π µ res
. By the transitivity of the induction functor ind, we know that ind
Definition 2.31. Let i ∈ I and m ∈ N. We define
It is clear that for any M ∈ H n -mod, ∆ i m M is an H n−2m,2m -submodule of res n n−2m,2m M . So ∆ i m does define a functor Rep I H n → Rep I H n−2m,2m . We have a functorial isomorphism:
Definition 2.34. Let M be an irreducible module in Rep I H n . Let i ∈ I. We define 
Proof. By the definition of ε i we see that ε i (N ) ≤ ε − m. By (2.32) we get a nonzero (and hence 
Some real simple modules
Throughout this section, unless otherwise specified, we assume that 2 < e ∈ N, I := Z/eZ, and q is a primitive eth root of unity in F .
In [15] , Kang, Kashiwara et al. develop the theory of real simple modules for quantum affine algebras and for quiver Hecke algebras which is proved to be a very powerful tool. In [11, §5] , an equivalence between the category of finite dimensional (integral) representations of the affine Hecke algebras of type A and the category of finite dimensional representations of the quiver Hecke algebras of type A is built. It is shown in [11, (5.10) ] that the equivalence is compatible with the convolution products in both sides.
We mimic [15] to give the definition of real simple module in the category of finite dimensional modules over H n . 2
Proof. For 1) and 2), they follow from [15, Theorem 3. 
We remark that the notion of real simple modules can also be defined for the category of finite dimensional modules over the degenerate affine Hecke algebra of type A in a similar way, and the above lemma also holds in the context of the degenerate affine Hecke algebra of type A as the main results in [11] work for both the non-degenerate and the degenerate affine Hecke algebras of type A.
For the rest of this section, we fix i, j ∈ I.
Proof. Suppose i − j ∈ {±1} then by the non-degenerate version of [19, Theorem 6 
, from which the lemma follows at once.
We set γ := S 4 · (i, j, i, j). By the non-degenerate version of [19, Lemma 6 
Applying e j on the above exact sequence, we get a new exact sequence
On the other hand, by [4, Theorem 9.13],
where for each α, M α ∈ H 3 -mod is simple, c α ∈ N and ε j (M α ) = 0. However, by the above calculation, (3.5) and (3.6), we have that
Proof. If i−j ∈ {±1} then the lemma clearly holds because In this case, by Lemma 3.3 3),4) and Lemma 3.4, it suffices to prove the lemma for
•m and both L(i) and L(i, j) are real simple modules. By the non-degenerated version of [19, Lemmas 6.2.2], we can get that
which are both irreducible by Lemma 3.3 3). This proves the lemma.
Proof. By [5, Proposition 3.3] and the transitivity of induction functors,
. Therefore, by Lemma 3.7 and the result we obtained in the last paragraph,
This proves the second part of the lemma. Finally, note that
We see that L(j, i
. Now the first part of the lemma follows from the second part and the result we obtained in the last paragraph.
Proof. This follows from Lemma 3.7 and Lemma 3.4.
•k and L(j, i)
•k are real simple modules, it follows from Lemma 3.3 4) that both
Proof. This follows from Lemma 3.3 2) and Corollary 3.10.
We remark that the above corollary for the degenerate affine Hecke algebras also holds by the same argument. In particular, we partially fixes a gap of [19, Lemma 6.3.2] , see [20] . To be more precise, we prove that [19, Lemma 6.3.2] holds whenever either p > 2 in the degenerate affine Hecke algebra case or e > 2 in the non-degenerate affine Hecke algebra case.
Let ℓ ∈ N, I := Z/2ℓZ. Recall that for each i ∈ I, i := (i, i + ℓ). 
are all real simple modules, and there is a short exact sequence
such that L(i, j, j + ℓ, i + ℓ), L(j, i, j + ℓ, i + ℓ), L(j, i, i + ℓ, j + ℓ) are the only three composition factors of Ker ψ and each occur with multiplicity one. Moreover, the ε j function on any one of these three simple modules is zero.
Proof. 1) By Lemma 3.4, both L(i, j) and L(i + ℓ, j + ℓ) are real simple module. Since ℓ > 2, I = Z/2ℓZ, it is clear that for any a ∈ {i, j}, b ∈ {i + ℓ, j + ℓ}, we have a− b ∈ {±1}. Thus it follows from Lemma 3.3 4) and the non-degenerate version of [19, Theorem 6 
is a real simple module. Now by Lemma 2.24, we have that
Thus there is a natural surjection from 
is a real simple module. By the statement 1), L( i, j) is a real simple module. To prove the first isomorphism in the statement 2), it suffices (by Lemma 3.
But this is clear, because by Lemma 3.7, the assumption ℓ > 2 and the non-degenerate version of [19, Theorem 6 
In a similar way, we can prove the second isomorphism in the statement 2).
3) Since both
In a similar way, we can prove that
Using the non-degenerate version of [19, Theorem 6.1.4] and Lemma 3.3, we see that these three simple modules are real.
There is a natural surjection ψ from
it follows from some characters calculation that dim Ker ψ = 18.
has unique simple head and simple socle by Lemma 3.3 2). In particular, L( i) • L( j) is indecomposable. Using Lemma 2.24, the assumption ℓ > 2, it is easy to see that
is a complete set of pairwise non-isomorphic irreducible modules in the block to which L( i)•L( j) belongs. Furthermore, by some characters consideration and the fact that Ker ψ = 18, we can deduce that for any L ∈ {L(j, i, i + ℓ, j + ℓ), L(i, j, j + ℓ, i + ℓ), L(j, i, j + ℓ, i + ℓ)}, L occurs as a constituent of Ker ψ with multiplicity one (we can also use the non-degenerate version of [19, Lemma (iii) ] and dimension consideration to show this result) and ε j (L) = 0.
The operators e i , f i and their properties
In this section, we assume that 1 < ℓ ∈ N, q := ξ is a primitive 2ℓth root of unity in F . Proof. Since ℓ > 1, it follows from Lemma 2.24 that e i e i+ℓ M ∼ = e i+ℓ e i M .
Suppose that e i M = 0. By Lemma 2.23, we have that e i M = 0 = e i+ℓ M . Hence e i M = 0 = e i+ℓ (M ). This implies that ε i (M ) ≥ 1 ≤ ε i+ℓ (M ). We set N := e i+ℓ M = 0. Applying Lemma 2.24, we can deduce that ε i (N ) = ε i (M ) ≥ 1. Thus e i N = e i e i+ℓ M = 0 as required.
Conversely, if e i e i+ℓ M = 0 then e i e i+ℓ M = 0, and hence e i M = e i e i+ℓ M = 0. This completes the proof of the lemma.
Recall from Definition 2.34 and Corollary 2.35 that
. Using Lemma 3.12, we know that L( i m ) is a real simple module. Now 2) follows from Lemma 3.3. Proof. Being a center element of H n , X 1 + · · · + X n acts as a scalar c on M . Similarly, the center element 1≤i<j≤n X i X j acts as a scalar c ′ on M . Assume that e i M = 0. Let L ⊆ e i M be any irreducible H n−2 -submodule. Then the center element X 1 + · · · + X n−2 of H n−2 acts as the scalar c − q
Similarly, the center element 1≤i<j≤n−2 X i X j of H n−2 acts as a scalar on L. Since,
it follows that both X n−1 + X n and X n−1 X n act as scalars on L and these scalars is invariant when L varies by block consideration. This implies that both X n−1 + X n and X n−1 X n act as scalars on soc e i M . Note that both X n−1 and X n stabilize soc e i M , and q i is the only eigenvalue of X n−1 on soc e i M , −q i = q i+ℓ is the only eigenvalue of X n on soc e i M , it follows that X n−1 + X n act as 0 on soc e i M and X n−1 X n act as −q 2i on soc e i M . We claim that both X n−1 and X n act as scalars on soc e i M . Since X n commutes with X n−1 , they can be (upper)-triangularized on soc e i M simultaneously. Without loss of generality, we can assume that there is a basis of soc e i M under which the matrix of X n−1 is a Jordan normal form A with diagonal elements all being equal to q i , and under which the matrix of X n is a upper-triangular matrix B with diagonal elements all being equal to −q i = q i+ℓ , and A + B = 0, AB = −q 2i . If either A or B is a diagonal matrix, then it is immediate that both A and B are diagonal matrices and our claim follows. Suppose that this is not the case. Since A is a non-diagonal Jordan matrix, B is upper-triangular and A+B = 0, it is easy to see that if A(i, i+1) = 1 then B(i, i+1) = −1 and hence (AB)(i, i+1) = −2q i = 0 as char F = 2, a contradiction to the fact that AB = −q 2i . This proves our claim. Therefore, X n−1 acts as q i on soc e i M , and X n act as −q i on soc e i M . In particular, any constituent L of soc e i M contributes an irreducible submodule of res n n−2,1,1 M which is isomorphic to L⊠L(i)⊠L(i+ℓ). By Frobenius reciprocity, we have a surjective homomorphism
Since ℓ > 1, L(i, i+ℓ) is a real simple module by Lemma 3.4. It follows from Lemma 3.3 that L•L(i, i+ℓ) has a unique simple head. On the other hand, by definition and (2.21), there is a natural surjection:
Hence by [4] , the non-degenerate version of [19, Lemma 5.2.3] and Lemma 4.1, L ∼ = e i e i+ℓ M ∼ = e i+ℓ e i M .
Applying Frobenius reciprocity together with the proof in the above two paragraphs, we get that dim Hom Hn−2 ( e i e i+ℓ M, e i e i+ℓ M ) = dim Hom Hn−2,1,
Thus soc e i M ∼ = e i e i+ℓ M is irreducible.
Apply Lemma 2.36 to the case m = 1, we get ε i (soc e i M ) = ε i (M ) − 1.
Definition 4.4. Let i ∈ I and M an irreducible module in Rep I H n . We define 
Lemma 4.7. Let M be an irreducible module in Rep
is irreducible and N ∼ = ( e i e i+ℓ ) ε M by the result proved in 1). This proves 2).
Corollary 4.8. Suppose char F = 2. Let i, j ∈ I and M be an irreducible module in Rep I H n . Suppose i ∈ {j ± 1, j + ℓ ± 1}. Then
Proof. The first three isomorphisms follows from Lemma 2.24 and Corollary 4.5. The fourth equality follows from the fourth equality in Lemma 2.24 by noting that ε i (M ) = min{ε i (M ), ε i+ℓ (M )}.
Corollary 4.9. Suppose char F = 2. Let i, j ∈ I with i − j = ±1 and M be an irreducible module in
Proof. By definition and the Shuffle Lemma
If ε i (M ) = 0 then desired inequality clearly holds. Assume that ε i (M ) = ε > 0. Then by Lemma 2.24 and the non-degenerate version of [19, Lemma 6.3.3(i) ] and [20, Lemma 6.3.3 
as M has a unique simple head. Applying Lemma [5, Lemma 3.5], we can deduce that
This completes the proof of 2).
Some technical results
Throughout this section, we assume that 2 < e ∈ N, q := ξ is a primitive eth root of unity in F . We shall give some technical results which are needed in the proof of our main results in Section 6 and Section 7. For any a = (
m+n . For any i, j ∈ I and k ∈ N, we set
Let k ∈ N, i, j ∈ I with i − j = ±1, let N be an irreducible module in Rep I H n with ε :
Proof. We use induction on k. Assume k = 1. There is a natural surjections:
By the non-degenerate version of [19, Lemma 6.2.1(i)], there is a non-split short exact sequence 
as required. Now assume that k > 1 and the lemma holds when k is replaced by k − 1 and for any a satisfying ε j (L(a)) = 0. By induction hypothesis, we have L(a ∨ ij
. By Lemma 3.3 and Lemma 3.4, we know that
is a real simple module. Applying Lemma 3.7 and Corollary 3.10,
) is a real simple module and hence
which is a simple module by Corollary 3.11.
On the other hand, if we set
As a result, we can deduce that
Thus there is a natural surjection from
By the non-degenerate versions of [19, (5.4 
Hence
Note L 1 ▽L(j) is a simple module by Lemma 3.3. Using (5.2), we can deduce that either
Proof. In fact, note that ε j (L(a ∨ i ε )) = 0, except the second isomorphism, all the other isomorphisms above follow from Lemma 5.1 and a similar argument used in the proof of Lemma 5.
On the other hand, by Lemma 3.7 and Lemma 5.1,
is a real simple module. Applying Lemma 3.3, we can deduce that
This proves the second isomorphism.
Proof. Suppose ε ′ = 0. If ε = 1 the lemma follows from Lemma 5.1 and the Shuffle Lemma [5, Lemma 2.4]. Henceforth we assume ε > 1.
Using Lemma 5.1 and (5.6), we have
where in the third and the second last isomorphisms we have used the fact that
) is a real simple module (by Lemma 3.10) and there are surjective homomorphisms: 
(by Lemma 3.7 and Lemma 5.1)
(by the lemma in the case when ε
(by Corollary 3.10) 
Proof. We set
In this case we are in the situation (a) and hence we are done.
Henceforth, we assume ε j (L 0 ) > 0. Let ε ′ be the largest non-negative integer such that e
, where L(a) := L 1 and we are either in the situation (a) or in the situation (b) (with k := 0) as required.
Henceforth we assume that ε j (L 1 ) > 0. In particular, e ε ′ +1 j L 0 = e j L 1 = 0. By the maximality of ε ′ , it is easy to see that ε i ( e j L 1 ) > 0. If ε i ( e j L 1 ) > 1, then by the non-degenerate version of [20, Lemma 6.3.3(i)] (taking m := 0 and noting r ≤ 1 there) we can deduce that ε i (L 1 ) ≥ 1, which contradicts to our choice of ε ′ . Therefore, we can deduce that ε i ( e j L 1 ) = 1. Now we can write
and we are done. Therefore, it suffices to consider the case when ε j (L ′ ) > 0. We claim that ε i ( e j (L ′ )) = 1. In fact, suppose that this is not the case, then either 
In this case, applying Lemma 5.1 and Corollary 5.5, we get that
where the first isomorphism follows from the fact that L(ji) • L(j) is a real simple module and both
But this is impossible because ε i (L 1 ) = 0. This proves our claim. In other words,
). Now we return to the beginning of this paragraph. We repeat the same argument by replacing L 1 and a with L ′ and b respectively. This procedure must end after a finite step and eventually we will be either in the situation (a) or in the situation (b). This completes the proof of the lemma.
The crystal B(∞)
In this section we shall give the main results Theorem 6.23 and Theorem 6.26 of this paper. Throughout we assume that char F = 2, ℓ > 2, q := ξ ∈ F is a primitive 2ℓth root of unity in F , I := Z/2ℓZ.
We fix an embedding θ : Z/ℓZ ֒→ I, i + ℓZ → i + 2ℓZ for i = 0, 1, 2, · · · , ℓ − 1. By some abuse of notations, for any i ∈ I, we set i := θ(i) = (θ(i), θ(i) + ℓ + 2ℓZ) ∈ I × I. Definition 6.1. We define
For each i, j ∈ I and ε, k ∈ N, we define
The following result is a key step in the proof of our main results Theorem 6.23 and Theorem 6.26 of this paper.
and
Furthermore, if n ≥ 1 then e i M ∈ B(n − 1) if and only if ε i (M ) > 0.
The following three lemmas and one proposition are the "hat" analogues of Lemma 5.1, Corollary 5.5, Lemma 5.7, Lemma 5.8 and Proposition 5.9.
Lemma 6.5. Let i, j ∈ I and ε, k ∈ N with i − j = ±1 and ε ≥ 1. Let M ∈ B(n) be an irreducible module.
Lemma 6.6. Let i, j ∈ I and ε, ε ′ , k ∈ N with i − j = ±1 and ε
Lemma 6.7. Let i, j ∈ I and ε, ε ′ , k ∈ N with i−j = ±1 and ε
Proposition 6.8. Let i, j ∈ I, ε ∈ N with i − j = ±1 and ε ≥ 1. Let M ∈ B(n) be an irreducible module. Suppose that e j M = 0 and ε i ( e j M ) = ε. Then either
where a = ( a 1 , a 2 , · · · ) ∈ I 2n−4k−2ε
Proof of Theorem 6.2, Lemmas 6.5, 6.6, 6.7 and Proposition 6.8: It is clear that f i M ∈ B(n+1). We will prove the remaining statements in these theorem, lemmas and proposition simultaneously by induction on n. Furthermore, we assume that k ≥ 1 in Lemma 6.5 as the case when k = 0 is trivial. If n = 0 or n = 1, the theorem clearly follows from Lemma 2.24 because ch L(
Assume n > 1. Suppose that all the statements in these theorem, lemmas and proposition hold when n is replaced by any m < n. We set M := f in · · · f i1 1, N := e in M ∼ = f in−1 · · · f i1 1, j := i n .
If i ∈ {j ± 1, j + ℓ ± 1}, then the theorem follows from Lemma 2.24, Corollary 4.8 and induction hypothesis. Otherwise, without loss of generality, we may assume that i ∈ {j ± 1}, then i ∈ {j, j + ℓ, j + ℓ ± 1} because ℓ > 2.
Using the induction hypothesis on (6.3) and (6.4), one can show that Lemma 6.5-6.7 and Proposition 5.9 hold for any M ∈ B(n) by a similar argument as that were used in the proof of Lemma 5.1, Corollary 5.5, Lemma 5.7, Lemma 5.8 and Proposition 5.9. Therefore, it remains to show that (6.3) and (6.4) for any M ∈ B(n). By induction hypothesis, we can define ε := ε i (N ) = ε i (N ) = ε i+ℓ (N ). 
(4) ε * i+ℓ ( f i+ℓ M ) = ε * i+ℓ (M ) + 1. Proof. This follows from Lemma 6.10, Lemma 6.11.
Let sl 2ℓ be the affine Lie algebra of type A 2ℓ−1 ([13] ). Let {α i |i ∈ I} (resp., {h i |i ∈ I}) be the set of simple roots (resp., coroots) of sl 2ℓ . We define B(∞) := {L(i 1 , · · · , i n )|n ∈ N, i 1 , · · · , i n ∈ I}.
For any M = L(i 1 , · · · , i n ) ∈ B(∞), where i 1 , · · · , i n ∈ I, we define the weight function "wt" by wt(M ) := −γ such that γ = i∈I γ i α i , where γ i = # 1 ≤ j ≤ n i j = i , ∀ i ∈ I.
For each i ∈ I, we define ϕ i (M ) := ε i (M ) + h i , wt(M ) . Let sl ℓ be the affine Lie algebra of type A ℓ−1 . Let {α i |i ∈ Z/ℓZ} (resp., {ĥ i |i ∈ Z/ℓZ}) be the set of simple roots (resp., coroots) of sl ℓ . LetP ,Q be the weight lattice and root lattice of sl ℓ respectively. Let {Λ i |i ∈ Z/ℓZ} be the set of fundamental dominant weights of sl ℓ . For any a + ℓZ, b + ℓZ ∈ Z/ℓZ, we define a + ℓZ ∼ b + ℓZ ⇔ (a + 2ℓZ, a + ℓ + 2ℓZ) ∈ {(b + 2ℓZ, b + ℓ + 2ℓZ), (b + ℓ + 2ℓZ, b + 2ℓZ)}. Proof. This follows from Theorem 6.2 and Corollary 4.5 and the definitions of the functions ε i , ϕ i , wt.
Following [16] , for each i ∈ Z/ℓZ, we have the crystal B i = {b i (n)|n ∈ Z} with functions 
