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Abstract
Opto-mechanical interactions in photonic crystals (PC) require further investigation for their
realization in practical applications. In particular their dynamic response and opto-mechanical
coupling is not well understood. The static response of a thin-film 2D PC membrane was
studied and the mechanical sensitivity of a static pressure sensor was increased by a factor of
4.9 times. A novel model formulation, correctly accounting for the fluid-structure interaction
and the influence of nano-features, was developed to describe the dynamic response of a thin-
film 2D PC membrane. The model accurately predicted damping response to within 10% as
compared to experimental measurements. A novel 2D PC device was designed to evaluate
the different coupling regimes of the opto-mechanical interaction by altering mechanical (Γm)
and optical (κ) loss. A maximum bare opto-mechanical coupling coefficient of 12.78MHz was
obtained.
Keywords: Photonic crystals, dynamic mechanical resonance, opto-mechanical cou-
pling
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Chapter 1
Introduction
1.1 Silicon Photonics
Interest in silicon as a photonics platform has been around for a number of years. In the
1980’s, commercial interests such as Oclaro (formerly called Bookham) started investment
into research at Surrey University, to solve the problem of commercially manufacturing single-
mode silicon photonic waveguides [1]. Until then, silicon’s indirect bandgap and its centro-
symmetric crystal structure were major drawbacks to pursuing the material for a photonics
platform [2, 3]. However, the advantages offered by CMOS compatible manufacturing and the
electronic integration of silicon ensured contiued investment [4], resulting in in the develop-
ment of robust single-mode waveguides made on silicon-on-insulator (SOI) wafers [5], III-V
silicon hybrid lasers [6], integrated germanium photo-detectors [2], and a vast array of highly
precise sensors.
Some of the original drawbacks of silicon still exist. The indirect bandgap of silicon
makes it an incompatible material for creating photonic sources and III-V materials are not yet
commercially integrated into CMOS platforms. Its centro-symmetric structure gives it weak
electro-optic properties, discouraging its use for non-linear components. Significant advances
have been made using doping [7] and strain [8], but to be competitive with electronics still
leaves much to be desired.
1
2 Chapter 1. Introduction
1.2 Applications of Opto-mechanical Coupling in Silicon Pho-
tonics
Opto-mechanics is the general phenomenon of energy exchange between light and mechanics.
More specifically, opto-mechanical coupling can be defined as the non-linear interaction be-
tween light and mechanical vibrations (or acoustic phonons) caused by the inelastic scattering
of light [9]. It is a potential solution to the difficulty encountered in developing non-reciprocal
and electro-optic devices on silicon. As CMOS technology has improved, precise photonic
components can now be fabricated at the micro and nano-scale. At this scale and precision,
light can be confined to an extremely small volume in high quality optical micro-cavities, where
this inelastic scattering becomes significant.
Research in this field is built on the postulate that given high quality confinement of both
optical and mechanical modes, a large exchange of energy between the confined modes can
be achieved. Strong opto-mechanical coupling can solve some of the disadvantages of using
silicon as a photonics platform by introducing non-reciprocity [10] and enhancing non-linear
optical properties [11]. One increasingly relevant avenue to achieve this is the use of pho-
tonic crystals (PC), which are structures with a periodic arrangment of dielectric material [12].
PC’s have been used to create optical micro-cavities for several decades, but there is now in-
tense interest in developing PC’s on movable structures to allow coupling to the mechanical
vibrations of the system. Recently, 1D opto-mechanical PC’s have been used in a few appli-
cations to couple RF signals to the optical mode [13, 14], amplify the optical field through
cooling [15], and entangle classical-scale systems [16]. However there is a need to rigorously
investigate mechanically resonant systems in 2D PC’s and develop new designs that exploit
this phenomenon.
1.3 Photonic Crystals as Opto-mechanical Sensors
One of the largest applications of PC’s has been the development of highly sensitive micro-
sensors. The structure of a PC can effectively slow down light through scattering. The in-
creased time light has to interact with its surrounding environment has allowed PC’s to be
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used as sensors. Due to this increased interaction time, the transmission of light through the
PC is significantly affected by the change in effective refractive index of the optical medium.
This has been exploited to create sensors to detect the the presence of chemicals [17–21],
biomarkers [22–25], gases [26], vapours [27,28], humidity [29–31], along with a host of other
examples [32–34].
In all of the above applications, the sensing element has relied on a change in the effec-
tive refractive index of the optical medium brought about by interaction with the surrounding
environment. This prevents them from being used to sense certain fields because they do not
alter the refractive index of silicon or the surrounding environment significantly. One example
where this has had limited success is the development of opto-mechanical sensors. PC-based
opto-mechanical sensors have mainly been restricted to using stress to alter the refractive in-
dex [35, 36], strain to deform the PC [37–39], or displacement to shift the frequency of an
optical cavity mode [40–42]. Using these techniques have resulted in sensors that are either
not sensitive in the case when stress was used, or were affected significantly by variations in
fabrication in the case when cavity modes were used.
Within Dr. Sabarinathan’s research group at Western University, over the last ten years
significant research [43–50] has been done on the development of sensitive, stable opto-mechanical
sensors using PC’s fabricated on thin-film membranes. These previous works have relied on
the change in transmission through a PC waveguide brought about by the displacement of the
thin-film membrane in the vicinity of a fixed substrate [43–48] or fixed waveguides [49, 50].
These works overcome the limitations of other opto-mechanical sensing methods; the thin-film
membrane is sensitive to external forces and waveguides can be used for broadband operation.
These PC-based opto-mechanical membranes can also be very effectively used to detect
dynamic mechanical resonance exhibited by the membranes. Under these conditions, the sen-
sors can possess significantly increased sensitivity. With careful design of these resonating
membranes, it is possible then to sense fields like magnetic and electric fields, both difficult
to directly measure optically in silicon. By using mechanically resonant designs, these fields
harmonically excite the device, then use an opto-mechanical interaction to capture the infor-
mation.
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1.4 Thesis Motivation
Scattering prevalent in PC’s has enabled the development of devices where light can signifi-
cantly interact with its surrounding environment. There are, however, still domains in sensing
and applications such as non-reciprocity and electro-optics that are highly desirable yet diffi-
cult to achieve using silicon. The introduction of opto-mechanical sensing, mechanical reso-
nance, and opto-mechanical coupling in PC’s have the potential to achieve these breakthroughs.
The main motivation of this thesis is to investigate the dynamic response of PC-based opto-
mechanical sensors and explore the possibility of using opto-mechanical interactions to extend
the application of photonic crystal devices into these domains.
1.5 Objectives and Thesis Layout
The main objectives of this thesis are as follows:
• Improve the sensitivity of a line defect, PC thin-film membrane device proposed in [45]
by varying the arc length of supporting silicon structure
• Develop a model to simulate the dynamic response of an edge defect thin-film PC mem-
brane device developed in [50], correctly accounting for the fluid damping. This fluid
damping arises due to the squeeze film present between the fixed substrate and the mov-
ing membrane as well as due to the acoustic waves radiating from the membrane.
• Investigate opto-mechanical coupling in a novel edge defect, PC opto-mechanical device
design such that it can be operated in a range of coupling regimes to provide future
avenues for application.
Chapter 2 introduces the background material related to the topics considered in this
work, namely PC-based opto-mechanical sensors and opto-mechanical coupling using PC’s.
In Chapter 3, the static mechanical response of a line defect PC membrane pressure sensor is
investigated. A new design is developed that increases the sensitivity of the device, building
on work the previous work [43–48].
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Chapter 4 develops the formulation to study the dynamic response of an edge defect, PC
membrane pressure sensor design. The main contribution in this chapter is modelling the fluid-
structure interaction of the membrane, accounting correctly for the relevant modes of damping,
namely squeeze film and acoustic damping. In Chapter 5 the model formulated in Chapter 4 to
capture the dynamic response of the membrane is validated using measurements of the thermal
vibrations of the device. Based on this understanding, new device designs are proposed for
magnetic and acoustic sensing.
In Chapter 6, the understanding of the static and dynamic response of thin-film PC mem-
branes is applied to the design of a novel PC MOEMS device. The device is designed to allow
demonstration and investigation into the different regimes of opto-mechanical coupling. Fu-
ture experimental investigation of this design will potentially provide a full understanding of
the opto-mechanical interaction in this device. Finally, Chapter 7 summarizes the work com-
pleted in this thesis, its novel components, and the future avenues of investigation.
1.6 Contributions
All written material, expressions, simulations, code, and results (unless otherwise stated) in-
cluded in this thesis were done by myself.
Chapter 3 uses and adds to designs developed by [44–48]. Designs resulting from the
analysis in this chapter were discovered by myself. MATLAB code written and used to create
and perform analysis on these structures was written by myself under the guidance of Dr. Aref
Bakhtazad.
Structures used in Chapters 4 and 5 were obtained from earlier designs [49, 50] and
modified by me based on the analysis given in the chapters. The use of a FEM calculated
surface impedance for coupling of the two computational fluid domains outlined in this chapter
was first noted by myself and Dr. Ranga Sudarsan. The analysis of both acoustic and thin-
film fluid coupling to an oscillating PC MOEMS device was first addressed by myself and
Dr. Ranga Sudarsan. Use for acoustic sensing was first noted by me. The derivation of a
reduced-order model to extract both acoustic and thin-film gas damping used in Chapter 5
was developed by me based on the work of [51, 52]. Device fabrication was outsourced to
6 Chapter 1. Introduction
both IMEC and IME. Post-processing to etch thermal oxide layers on the SOI platform were
performed at the University of Western Ontario NanoFAB using a buffered hydroflouric (BHF)
process, done jointly by Michael Zylstra and me. Post-processing was also partially outsourced
to the University of Alberta for vapour HF etching. Thermomechanical measurements were
performed jointly by me and Michael Zylstra on the silicon photonic micro-systems integration
platform (SiPh-MIP).
In Chapter 6, the mechanically isolated, edge mode, hexagonal PC ring resonator was
proposed and designed by me based on the work of [53] and several line defect PC ring res-
onator structures, some examples of which are [54–56]. Lumerical scripts used to create,
run, and extract simulation data were written by me. The use of edge defect modes for opto-
mechanical coupling was first noted by me. Surface grating couplers were provided by UBC as
part of the Multi-Wafer-Project organized by CMC Microsystems and fabrication outsourced
to IME. Layout generation was written by me in Python, executed on KLayout, an open source
GDS editor, using the SiEPIC project where several tools were provided by their Python library.
The majority of this library was written by Chrostowski, Jhoja, Hammood, and several others
with contributions done by me as part of the open-source project (see https://github.com/lukasc-
ubc/SiEPIC-Tools/graphs/contributors) using the username bpoulse.
Chapter 2
Background
The key motivation of this work is the understanding and development of dynamically driven
opto-mechanical sensors and opto-mechanical coupling in silicon thin-film photonic crystal
(PC) devices. This aim of this chapter is to provide the background on these topics.
In Section 2.1, the mechanism of light propagation in PC’s is described. Sections 2.1.1
and 2.1.2 discuss how waveguides can be constructed by introducing defects into the photonic
crystal, namely defects in a line and along the edge of the PC respectively. In Section 2.2, a
review of the different sensing applications using line defect and edge defect modes of PC’s
is provided with a particular focus on opto-mechanical sensing. The different methods of
achieving opto-mechanical sensing: using stress, strain, or displacement are discussed. In
Section 2.3 the opto-mechanical coupling mechanism is reviewed. The regimes defining weak
and strong opto-mechanical coupling in the system and their applications to sensing, non-linear
optics, and quantum information experiments are described.
2.1 Photonic Crystals
Photonic crystals are formed by arranging dielectric materials with differing refractive index,
n, in a periodic pattern. Figure 2.1 illustrates a typical 2-dimensionally periodic PC with thick-
ness t, termed a 2D PC slab (later described in more detail). By introducing holes, a periodic
refractive index is introduced in the structure. When light propagates through the PC, peri-
odic scattering at the hole boundaries leads to constructive and destructive interference. If the
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Figure 2.1: Illustration of a slab 2D PC. The periodic arrangement of holes causes periodicity
in the refractive index. Depending on the lattice type, a large enough difference in refractive
indicies will cause a PBG, where the propagation of light is forbidden for a finite spectrum.
difference between the refractive indices is sufficiently large, destructive interference causes
photonic band gaps (PBG) to form across a finite spectral range where optical propagation is
forbidden through the medium. The formation of a PBG is specific to the type of periodic
lattice and its spectral size is proportional to the difference in refractive indices.
This phenomenon is described by Bloch’s theorem and is analogous to electron energy
band gaps that occur in crystal structures. In periodic dielectric media, a vector R defines the
translation along the periodic lattice (the spatial lattice) such that ~H(r) = ~H(r + R) where ~H
is the magnetic field. This condition is represented as a Bloch state for the electro-magnetic
fields in photonic crystals, as shown below [57]:
~Hk(r) = eik·ruk(r) (2.1)
where ~Hk(r) is the magnetic field, uk(r) is a Fourier series function with periodicity R on the
spatial lattice, k is the reciprocal lattice vector (also called the wavevector) with periodicity G.
The spatial and reciprocal lattice periodicity satisfy the relation R · G = 2π. The spatial lattice
periodicity, R is commonly represented as a magnitude a = |R| termed the lattice constant, and
the vector, R, is determined by specifying the lattice type. In this work, only 2D PC’s with
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Figure 2.2: From left to right: A photonic crystal lattice with shaded regions representing a
high refractive index. The reciprocal lattice and Brillouin zone construction. Due to rotational
and mirror symmetries, the Brillouin zone can be reduced to the irreducible Brillouin zone,
shown on the right.
a triangular lattice are considered, where R = a/2x̂ +
√
3a/2ŷ as shown in Figure 2.2a. This
results in a PBG for electro-magnetic fields when the electric field is oriented in the xy plane.
Eqn. 2.1 is formulated using the magnetic field because the relative magnetic permeabil-
ity, µr, is constant within the periodic dielectric medium, where the electric permittivity, εr, is
not. The change in εr is due to the introduction of the holes, and causes the periodic change in
the refactive index, n =
√
εr. Using the magnetic field simplifies the procedure for decoupling
Maxwell’s equations into a wave equation for the magnetic field because µr is constant. The
wave equation for the magnetic field is given by [12]:
O ×
1
ε(r)
O × ~Hk(r) =
(
ω(k)
c
)2
~Hk(r) (2.2)
where k is the reciprocal lattice vector, ω(k) is the angular frequency, c is the speed of light,
ε(r) is the periodic permittivity of the medium, and O is the del operator.
By decoupling Maxwell’s equations, the wave equation for the magnetic field can be
represented as eigenvalue problem by substituting Eqn. 2.1 into 2.2 [12]:
Θ̂kuk(r) =
(
ω(k)
c
)2
uk(r) (2.3)
where Θ̂k is a Hermitian operator given by:
Θ̂k = (ik + O) ×
1
ε(r)
(ik + O)× (2.4)
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Figure 2.3: Band diagram of a triangular lattice photonic crystal along the IBZ. Regions above
the lightcone (radiative) are greyed. The photonic band gap created by the PC is shaded in red.
where i is the imaginary number.
The solutions of Eqn. 2.3 are real and orthogonal because the operator, Θ̂k, is Hermitian
[12]. Due to the periodicity of uk the solutions to Eqn. 2.3 are only unique within one period
of the reciprocal lattice. In reciprocal space, this is referred to as the Brillouin zone as shown
in Figure 2.2b. For values of r · k larger than ±π/2 the solutions are redundant due to discrete
translational symmetry, also called zone-folding.
Due to rotational and mirror symmetry, the Brillouin zone can be further restricted to the
irreducible Brillouin zone (IBZ) as shown in Figure 2.2c with its points conventionally labelled
as Γ, K, and M for a hexagonal Brillouin zone.
When the problem is formulated in terms of Bloch’s theorem, the optical properties of
the PC produce a band structure [57]. PBG’s are created when the refractive index difference
between the dielectrics is large. This is due to the periodicity of ε(r). A sharp change in ε(r)
creates a discontinuity in the electric field amplitude. The larger the difference in refractive
index the sharper the discontinuity and results in spectral regions where propagation is forbid-
den.
At the boundaries of the Brillouin zone where r·k = ±π/2, there is symmetry at each side
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of this boundary, ~Hk(G + k) = ~Hk(G − k). So bands do not intersect at the Brillouin zone the
slope of the bands at the boundary necessarily becomes zero in order to satisfy orthogonality of
the eigenvalue problem. The slope of the band is referred to as the group velocity or dispersion,
given by ∂ω/∂k. When the group velocity approaches zero, the optical mode is termed a cavity
mode and has a standing wave pattern.
Figure 2.3 illustrates the solutions along the IBZ for a 2D, triangular lattice made of
silicon (nS i = 3.4757) and air holes (nair = 1) with radius r = 0.3a calculated using COMSOL.
The solutions are grouped into two polarizations, trans-electric (TE) and trans-magnetic (TM),
indicating the electric or magnetic field is oriented in the plane of the lattice respectively.
As shown in Figure 2.3 in shaded red, there is a gap in the allowed modes of the TE
polarization, which is called the photonic band gap, where propagation is forbidden and the PC
becomes perfectly reflective in this spectral range.
A 2D representation is effective in describing 2D photonic crystals, but is not physically
realizable. The 2D PC must have a finite thickness, t, and this is referred to as a 2D PC
”slab”. Along this axis, the optical modes can couple to radiative states. For confinement in
this direction, an optical mode must satisfy total internal reflection (TIR), confining the optical
mode in the 2D PC. Modes that satisfy TIR must additionally satisfy the inequality, k < ωc.
k = ωc forms a cone (in a 3D representation) and is referred to as the lightcone. When k is
larger than ωc, the mode radiates out of the slab and disperses. When k is smaller than ωc, the
optical modes are confined and guided by the slab. To determine the range of optical modes
satisfying TIR, the region above the lightcone is projected onto the band diagram as shown in
Figure 2.3, shaded grey (no guided modes). The relevant guided modes in the 2D PC slab are
below the lightcone.
2.1.1 Photonic Crystal Slab Line Defects
Photonic band gaps are regions where no light can propagate through the PC. However, if a
”defect” (slip in periodicity) is introduced in the periodic lattice, the defect can support local-
ized modes that lie within the PBG. In this way, a waveguide can be created by introducing a
line defect, as shown in Figure 2.4a.
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Figure 2.4: Types of defects in a 2D slab PC. a) Line defect with width w, introducing localized
continuous modes that can be used to create waveguides. b) Edge defect without a strip of
silicon, creating surface modes that are difficult to couple to and sustain as they are very lossy.
c) Edge defect with added silicon of thickness m, introducing edge modes that are much easier
to couple to than surface modes of a PC. d) Point defects introduce localized, discrete modes.
To illustrate this, consider once again a dielectric slab of thickness t. This slab has a
triangular lattice pattern with lattice constant a of air holes with radius 0.445a. Taking out a
line of these holes introduces a line defect as shown in Figure 2.4b, where discrete modes are
allowed to propagate and is guided in the plane of the lattice by the PBG. For confinement
normal to the PC lattice, propagation is restricted to modes that satisfy TIR. To determine the
guided states, the lightcone is projected on the band diagram. States above the lightcone couple
to radiative modes and dissipate.
Since the interest is in guided modes that only travel along the defect, the band structure
is projected along this axis only. Figure 2.5a shows the line defect modes pulled into the band
gap for TE polarized light, calculated using FEM.
2.1.2 Photonic Crystal Slab Edge Defects
Closely related to a line defect mode is another kind of defect called an edge defect (as shown
in Figure 2.4c) which introduces guided modes at the boundary of a PC. In section 2.1, Bloch’s
2.1. Photonic Crystals 13
Figure 2.5: Density of photonic states in a PC with a defect, computed using the finite element
method. The block of silicon where a hole has been removed leads to line (left) and edge (right)
defect modes.
theorem was used to compute the band structure of a PC. With it, it can be determined where a
PBG lies in frequency-momentum space. As a consequence of using Fourier analysis, this only
holds true for infinitely periodic structures. When a PC is terminated at some finite boundary,
within the Brillouin zone of the terminated row the conditions for the PBG are no longer
satisfied. Localized modes are created that can exist along the edge of the PC.
The edge states of a PC are more difficult to couple to and excite, however are more inter-
esting for some opto-mechanical sensor configurations. The difficulty in exciting these modes
can be relaxed somewhat by adding silicon at the PC termination, as shown in Figure 2.4d. The
introduction of more dielectric pushes the surface bands to lower frequencies and is confined
on three sides by TIR and the last by the PBG. The mode shape bears more resemblance to
conventional guided modes in strip or ridge waveguides. The shape of these modes make it
easier to couple to, as there will be a larger mode overlap with conventional waveguides which
are used to launch light into the PC edge defect waveguide.
This is illustrated in Figure 2.5b, depicting the band diagram of a dielectric slab of thick-
ness t. This slab has a triangular lattice pattern of air holes with lattice constant a and radius
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0.445a. Taking out a line of these holes at the edge of the PC introduces discrete propagating
modes confined to the edge of the crystal.
2.2 Photonic Crystal Sensors
The group velocity (governed by the slope of the bands, ∂ω/∂k) of a PC guided mode can be
significantly lower than in an unbounded medium. This is due to the shape of the bands in
the band structure of the PC. This extends the interaction time light has with the surrounding
environment, making it highly sensitive to changes in the effective refractive index. Exploiting
this, many groups have modified the environment surrounding the PC, changing the effective
refractive index, to create biosensors [22–25], chemical sensors [17–21], gas sensors [26], hu-
midity sensors [29–31] and temperature sensors [32]. Some of the most prominent examples of
PC sensors lie in the areas that require ultra-sensitive nano-scale or micro-scale measurements.
Recent designs have experimentally shown detection limits in the nano, pico, and femto scale
range of biomarkers, DNA, and proteins among several others [34].
2.2.1 Photonic Crystal Opto-mechanical Sensors
The ultra-sensitive response of PC’s allow them to be a good platform for opto-mechanical
sensing. Opto-mechanical sensing has been treated by many groups using stress [35,36], strain
[37], and displacement [38–50].
An early example of opto-mechanical sensing was published [40], consisting of two
stacked 2D slab PC’s as shown in Figure 2.6a. Coherent optical excitation normal to the slabs
excited Fabry-Perot modes in the cavity between them. Altering the distance changed the cav-
ity mode frequency, allowing displacement sensing of one slab relative to the other. The two
slab PC’s acted as highly reflective mirrors, allowing for a compact displacement sensor for
measuring nano-scale distances.
A similar concept was introduced by later groups [41, 42] using 2D PC slabs. Instead of
excitation normal to the PC slabs, they were arranged in parallel, with excitation provided by
line defect waveguides as shown in Figure 2.6b. This removed the complexity of fabricating
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Figure 2.6: a) Vertically stacked PC slabs. The PC’s act as highly reflective mirrors, creating
cavity modes dependent on the separation distance. b) Laterally aligned PC slab line defect
waveguides. A cavity mode is excited within the gap with a separation dependant frequency.
These figures were produced by myself to illustrate the mechansims of previous works [40–42].
stacked 2D slab PC’s, but the analysis [41] showed a high sensitivity to fabrication variance,
such as alignment of the line defect waveguides.
Other demonstrations [35, 36] utilized the stress-optic effect to realize PC-based opto-
mechanical sensors. In both works, a micro-cavity was introduced, excited by a line defect
waveguide. Inducing stress in the material changed the refractive index of silicon. The mode
of the micro-cavity was highly sensitive to this change, realizing a stress-sensing element. This
effect however, is weak and for both works, GPa range pressures were required.
Pursianien et. al. [37] used a 3D PC structure consisting of PMMA organized into an fcc
lattice. The flexibility of the PMMA allowed large strains to be introduced (0-13%), altering
the reflection-transmission spectra of the material by changing the shape of the unit cell. While
quite successful, this 3D structure is not compatible with standard CMOS practices and requires
a pliable material.
Other strain-based opto-mechanical sensors using slab 2D PC’s have been proposed on
silicon bridges [38] and cantilevers [39]. Designs utilized line defect waveguides coupled to a
micro-cavity resonator. Applied force on the structure induced strain in the PC. Deformation
of the micro-cavity, altering its cavity resonance frequency, provided high sensitivity to strain,
as low as 0.01% [39].
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The above works used displacement, stress, or strain to alter the band structure of the
bulk PC or defects embedded within the structure. The deformation ultimately led to a shift
in the measured optical transmission by changing the frequency of optical resonance, creating
a sensing element. While this can provide high sensitivity, the cavity resonance is also highly
sensitive to fabrication variance. In the next sections, the several works are discussed that in-
stead utilized vertical optical coupling [43, 45–48] and directional optical coupling [49, 50].
These works did not rely on optical cavity modes, significantly relaxing the sensitivity to fab-
rication variance.
2.2.1.1 Vertically Configured PC Opto-mechanical Sensing
A 2D slab PC displacement sensor has been previously reported [43, 44] using a line defect
waveguide on a thin-film square silicon membrane as shown in Figure 2.7a. The optical mode
guided by the line defect evanescently decays into the surrounding air. When the membrane
is in close proximity to the bottom substrate, evanescent field coupling occurs, resulting in a
trasmission loss through the waveguide as shown in Figure 2.7b. The optical response was
characterized by FDTD simulation [43] and experimentally validated [46, 47]. By changing
the distance to the substrate, the transmission through the waveguide is altered, creating a
displacement sensing element. Analysis showed the displacement sensitivity was significant
Figure 2.7: a) Vertically coupled displacement sensor designed and fabricated by [43], im-
age taken with permission. b) Operating mechanism of the sensor. When a force is applied,
evanescent field coupling to the bottom substrate results in a transmission change.
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only within 180nm from the bottom substrate [43].
The operating distance of 180nm introduced issues with stiction as it must be extremely
close to the bottom substrate. The design was based on a 220nm thick silicon membrane.
[48] determined that a partial etch of the membrane to 145nm decreases the confinement of
the optical mode, elongating the evanescent wave. By doing so, the operating distance was
increased to 280nm somewhat decreasing the risk of stiction.
Bakhtazad et al. published a device [45] in which semi-circular petals were added to two
sides of the square membrane design, supported by two silicon arcs. The increased surface
area increases the mechanical sensitivity to displacements caused by pressure. The large sur-
face area however, introduces stability issues. Chapter 3 of this thesis addresses the issues of
stiction to the bottom substrate through analysis of the supporting silicon arcs. This allows the
membrane surface area to be increased while mitigating stiction, extending the application of
the design into the low pressure range. The results of this analysis were published in [48] along
with the optical response of the partial etch described in the previous paragraph.
2.2.1.2 Directional Coupler based PC Opto-mechanical Sensing
A photonic crystal directional coupler (PCDC) has been previously proposed [49] and vali-
dated [50] using a 2D slab PC on a thin-film silicon membrane. In a directional coupler, two
waveguides are separated by a small gap (g). The proximity of the two waveguides allows en-
ergy to be exchanged from one to the other as an optical mode propagates through them. The
magnitude of the energy exchange is dependent on g. When one waveguide is fixed and the
other free to move, displacements of the free waveguide will alter the transmission through the
fixed waveguide, realizing a displacement sensor. The design used two edge defect PC waveg-
uides. The decreased group velocity resulted in stronger coupling between the two waveguides,
resulting in a thirteenfold decrease in the coupler length required [50], drastically reducing the
device footprint relative to conventional waveguides.
Figure 2.8a shows one of these sensors. The PCDC is excited optically by input and
output ridge waveguides. When coupling occurs between the two sides as shown in Figure
2.8b, there is a measurable change in transmission. The transmission is sensitive to changes in
the separation distance, which can be in the x or z directions.
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Figure 2.8: a) Fabricated PCDC displacement sensor [50], showing the input, coupling, and
output path the light would take. Image taken with permission. b) Coupling mechanism,
showing coupling between the two edge defect waveguides. Changing the separation distance
results in a change in the measured transmission.
2.2.1.3 Dynamic vs. Static Operation
The optical operation of the edge defect, PCDC design, as with vertical coupling, significantly
relax fabrication requirements relative to cavity-based sensors. Furthermore, by coupling lat-
erally the sensing element is no longer dependent on the distance to the substrate as opposed
to the vertically coupled design. This makes it a promising platform to explore dynamic me-
chanical operation as potential stiction has been eliminated. The described works above have
traditionally been designed assuming static mechanical changes. By instead focusing on dy-
namically excited mechanical systems, the opto-mechanical sensitivity can be greatly enhanced
due to increased mechanical displacement at resonance. Furthermore, this broadens its appli-
cation, as a number of different domains can harmonically excite the mechanical system.
To operate as a sensor driven dynamically, the dynamic mechanical response must first be
understood. This avenue has not yet been previously explored in these devices. In Chapter 4, a
novel model is formulated that describes the dynamic motion of the PCDC-based membrane.
The main influence on the membrane, the fluid-structure interaction, is investigated as it is not
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Figure 2.9: a) Sensitivity to small harmonic changes is maximum with a vertical bias of 260nm
[50]. b) Types of motion for the PCDC that change the PCDC transmission.
well understood in photonic crystal membranes. In Chapter 5, the fluid damping predicted by
the model is validated using thermomechanical measurements.
Due to the symmetry of the PCDC across the xy plane, the change in transmission is
more significant when this symmetry is broken (i.e. a mechanical bias is introduced in the z
direction). FDTD analysis showed that a vertical mechanical bias of 260nm resulted in max-
imum sensitivity to small oscillations as shown in Figure 2.9a. In Chapter 5 the mechanical
bias is utilized to further increase sensitivity. Small harmonic motion about this bias is termed
in-plane and out-of-plane for motion along the x and z directions respectively, as shown in
Figure 2.9b.
By exciting the membrane dynamically, a wide range of applications outside of displace-
ment sensing are possible. In this thesis two applications are considered: magnetic sensing and
acoustic sensing. By introducing conductive channels on the membrane, an AC current induces
Lorentz forces in the presence of a magnetic field. This harmonically displaces the membrane,
creating a magnetic sensing element. Without conductive channels, an acoustic source applies
a harmonic force on the membrane surface, achieving the same result. In Chapter 5, the val-
idated dynamic model is used and device geometries best suited for operation as a magnetic
sensor and acoustic sensor are evaluated.
20 Chapter 2. Background
2.3 Opto-mechanical Coupling in Photonic Crystals
Mechanical displacement, strain, and stress have been used for opto-mechanical sensing, as de-
scribed in previous sections. In these applications, the deformation of the mechanical structure
changes the optical properties of the device, creating the sensing element. Opto-mechanical
sensing can be enhanced by designing the structure for opto-mechanical coupling between
optical and mechanical cavity modes. This type of coupling arises from inelastic scattering
between photons and phonons. It is noted that this does not occur for static mechanical defor-
mations, but only for dynamic oscillations of the mechanical mode. Previously it was described
that dynamic motion of the mechanical mode can increase sensitivity. A second, more impor-
tant application for studying the dynamic mechanical response of PC membranes is to create
fully ”opto-mechanically coupled” devices.
In Chapter 6, opto-mechanical coupling is evaluated in a PC opto-mechanical device de-
sign. The aim of this chapter is to build on the understanding of dynamically excited PC mem-
branes investigated in Chapters 4 and 5, and use it to investigate opto-mechanical coupling in
a novel PC device design. The potential future application of this work is the modulation of
an optical mode using an RF signal. While there have been many demonstrations of optical
modulation using doping [7] and anisotropic strain [8] in silicon, it is anticipated that opto-
mechanical coupling can potentially produce much stronger modulation than what has been
previously accomplished. Furthermore, it would provide a completely new avenue for over-
coming the centro-symmetric cubic structure of silicon, which currently disallows its use for
intrinsically electro-active optical components.
To describe opto-mechanical coupling, it is helpful to describe mechanical oscillations
in terms of the different orthogonal eigenmodes of the mechanical structure, where each eigen-
mode is described by the harmonic oscillator equation:
me f f
∂2q(t)
∂t2
+ me f f Γm
∂q(t)
∂t
+ me f f Ω2mq(t) = Fext(t) (2.5)
where q(t) is the normal coordinate, the mechanical damping rate, Γm is defined as Ωm/Qm
where Ωm is the mechanical natural frequency and Qm is the quality factor, and the effective
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mass can be calculated as shown below [58]:
me f f = ρ
∫ (
|u|
γ
)2
(2.6)
where |u| is the displacement mode shape function and γ = max(|u|). This representation is
used several times throughout this work. In all cases of normalization, γ is used.
The coupling between an optical and mechanical mode is described by a pair of coupled
equations: on modelling the simplified view of the optical field envelope within the cavity,
and second being the mechanical harmonic oscillator driven by the optical force. It is required
in this formulation that the modes are cavity modes. The interaction is quantified by G, the
opto-mechanical coupling rate. G is a first order approximation, equal to the change in optical
frequency due to a parametric deformation G = dω/dγ. The semi-classical, Hamiltonian
formulation of the coupled equations are given below [9]:
∂〈E〉
∂t
= −
κ
2
〈E〉 + i(4 + Gq)〈E〉 +
√
κext〈E〉input
me f f
∂2q
∂t2
+ me f f Γm
∂q
∂t
+ me f f Ω2mq = ~G|E|
2
(2.7)
where 〈E〉, 4 = Ωin − Ω0, κext, and κ = κext + κcavity are the electric field amplitude, input laser
detuning (with respect to the optical cavity resonance frequency), optical input loss rate, and
total optical loss where κcavity is the loss associated with absorption, defects, transmission, etc.
(i.e. everything other than the input loss) respectively. For the optical mode, the coupling
introduces an imaginary term proportional to 4+Gq, which can amplify or dampen the optical
signal depending on the sign. The force experienced by the mechanical system is non-linearly
related to the electric field amplitude, |E|2.
The coupling rate G is proportional to displacements defined by the amplitude γ. For
eigenmodes this amplitude is arbitrary, as any eigenmode can be scaled by a factor. To normal-
ize the opto-mechanical coupling rate, so that the coupling rate of different mechanical modes
can be compared, the bare opto-mechanical coupling rate, g0 = G
√
~/2me f f Ωm, is traditionally
used [9] where me f f has been defined in Eqn. 2.6 and scales inversely with γ. g0 describes the
frequency shift of the optical cavity mode to the zero point fluctuations of displacement. In
other words, g0 is the shift in the optical cavity frequency due to a single phonon, whereas G is
dependent on the phonon number.
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Figure 2.10: Opto-mechanical interaction a) weak coupling where the mechanical mode is
driven externally and b) strong coupling where the mechanical mode can be excited by the
optical mode.
Between the optical and mechanical cavity modes, both weak and strong coupling can
occur. Weak coupling is a uni-directional transfer of energy between the two cavity modes.
When G < κ, the system is weakly coupled [9] as illustrated in Figure 2.10a. This results in a
modulation of the optical signal equal to the mechanical angular frequency, Ωm.
Strong opto-mechanical coupling occurs when system loss is low and there is bi-directional
exchange of energy between the optical and mechanical mode. Strong coupling provides an-
other motivation to studying the dynamics of PC membranes, as one of the largest sources of
mechanical damping can be due to the fluid-structure interaction. When G > κ strong coupling
occurs [9] as illustrated in Figure 2.10b. In this regime, the optical mode induces the oscilla-
tions of the mechanical mode, which in turn modulates the optical signal. Many publications
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have used various designs attempting to demonstrate strong opto-mechanical coupling. Exam-
ples include suspended micro-pillars [59], toroids [60,61], disks [62–66], and spheres [67,68],
silicon nanowires [69], and several variations of photonic crystals [15,16,58,66,70–72] demon-
strating bare coupling rates, g0 ranging from the tens of kHz to the tens of MHz.
In photonic crystals, interest has been due to the fact that, when properly designed, the
periodic structure can exhibit a phononic band gap (PnBG) [73, 74] as well as a PBG. When
centered in a PnBG, the mechanical mode is well confined, leading to longer lifetimes and
stronger coupling. The interest in PC’s in cavity opto-mechanics has centered around the
regime of g0 > κ [9], a constraint much more stringent than G > κ. In this thesis, this regime
is termed ”very strong coupling” for lack of a better description. In this regime, coupling is
strong enough to observe quantum effects and has led to cooling the mechanical oscillator to
its ground state [15] and the entanglement of two classical-scale devices [16]. Both of these
demonstrations among others have piqued interest for the application of opto-mechanical cou-
pling in quantum computing. This interaction between phonons and photons at the quantum
level could potentially allow quantum state transfer between stationary qubits using photons as
the medium.
2.4 Conclusion
In this chapter, the application of photonic crystals as opto-mechanical sensors was discussed.
Several designs, centering around using cavity resonance, vertical coupling, and directional
coupling were described. In Chapter 3, the redesign of a line defect, vertically configured
pressure sensor is given for static displacements to improve sensitivity. This provides a natural
stepping stone to studying the more complex dynamic systems in subsequent chapters. In
this chapter, it was concluded that directional coupler designs provide a promising avenue to
explore dynamically driven opto-mechanical sensors, described further in Chapters 4 and 5.
Opto-mechanical coupling and the regimes of weak and strong coupling were also in-
troduced. In Chapter 6, opto-mechanical coupling is investigated in further detail in a novel
PC MOEMS device. The device is intentionally designed to adjust the values of the opto-
mechanical coupling coefficient (G), optical loss, and mechanical loss to investigate regimes of
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weak coupling (G < κ), strong coupling (G > κ), and very strong coupling (g0 > κ) to provide
operation of the full opto-mechanical coupling regimes in a single structure.
Chapter 3
Static Mechanical Response of a Line
Defect Photonic Crystal Membrane
In this chapter, a line defect, 2D PC membrane pressure sensor proposed in [45] is fabricated
and the results of a preliminary, linear analysis of the mechanical sensitivity of the sensor are
presented. To address stiction concerns in the design, the analysis studies the mechanical sen-
sitivity with respect to a select geometric parameter affecting the sensor displacement; namely
the arc length of the supporting silicon structures. The design uses a line defect PC waveg-
uide on a circular shaped membrane, with the membrane suspended above a silicon substrate.
When the membrane is deflected by an applied pressure, it draws closer to the substrate, op-
tically coupling to it. This results in a transmission loss through the waveguide, enabling the
membrane to function as a pressure sensor. The design analyzed in this chapter has a circular
shape in contrast to the rectangular one detailed in [45]. The circular shape was proposed as a
possible choice of geometry to increase the surface area and sensitivity of the design.
The rectangular design [45] is modified to the circular design by adding two semi-circular
regions of silicon to each side of the rectangle. To support the extended membrane, silicon arcs
are added to support the added semi-circles. In addition to the change from a rectangular to
circular shape, in the design that is analyzed in this chapter, the thickness of the membrane was
reduced from 220 to 150nm as studied in [48]. This results in a weakly confined optical guided
mode, and allows the membrane to be further away from the substrate to operate as a pressure
sensor.
25
26 Chapter 3. StaticMechanical Response of a Line Defect Photonic CrystalMembrane
By changing the membrane thickness from 200nm to 145nm, the distance the membrane
must be from the substrate for maximum coupling to occur is increased from 180nm to 280nm.
This reduces the risk of stiction, however the membrane is still very close to the substrate. In
this chapter, steps are taken to further reduce the issue of membrane stiction. The pressure
sensitive region of the circular membrane, which contains the line defect PC waveguide, is at
the center of the membrane. However, under uniform applied pressure, the maximum deflec-
tion of the membrane occurs elsewhere, towards the edge of the membrane. This maximum
displacement and its location is sensitive to the arc length of the membrane supports. The aim
is to identify the arc length which minimizes the difference between maximum displacement
and displacement of the pressure sensing center region. This is believed to reduce the risk of
stiction, as no part of the membrane would be significantly displaced more than the center.
Fabrication of this design was done on a SOI platform with a 2µm oxide. After BHF
etching, the membrane must be displaced by at least 1.4µm to optically couple with the bottom
substrate and enable the membrane to function as a pressure sensor. Based on preliminary cal-
culation, this would put the operating pressure range of the pressure sensor in the range of 10Pa
for the largest fabricated device. This displacement is almost 10 times the membrane thickness
and hence would require a fully non-linear solid mechanics model to study the static deforma-
tion of the membrane under operating pressure range. In the study presented in this chapter,
instead of pursuing that path, focused is first on understanding how the reduced thickness of the
membrane (145nm from 220nm in the rectangular membrane) affects the displacement profile
of the membrane. To gain this understanding, the costlier non-linear solid mechanics simula-
tion is avoided and instead analysis is kept linear and a small applied pressure of 1Pa is used. It
is reasonable to expect that the optimum identified in the non-linear study will be in the vicinity
of the one identified from the linear study.
3.1 Mechanical Design
The device geometry considered in this chapter is depicted in Figure 3.1. This membrane is
145nm thick and it is suspended 2µm above a silicon substrate. Circular membranes with three
diameters, refered to as the pad size, were analysed in this study namely 30, 45, and 60µm.
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Figure 3.1a shows the two silicon arcs each spanning an angle 2θ added to support the semi-
circular additions. The angle θ was restricted to be between 40 and 80 degrees. Figure 3.1b
shows the location of the release holes which are arranged along the circumfrence of a family
of ellipses. To ensure isotropic BHF etching, the release holes are spaced to have no more than
2µm of silicon in between them. Along the outer edge of the semi-circles, the supporting silicon
arcs are connected at two points to the membrane. Additional release holes were added along
the continuation path of the silicon arcs past these connection points as shown in Figure 3.1c.
Figure 3.1d outlines the line defect PC waveguide in the center of the structure. The PC has a
hole radius r = 160nm and lattice constant a = 550nm as described in [48], resulting in a band
gap between 1415 and 1720nm. The line defect has a width w = 950nm, chosen to provide
efficient coupling to the input/output waveguides, as described in [48]. As in previous designs
put forward by [43, 45, 46] the input and output waveguides act both as the mean to optically
excite the waveguide was well as provide structural support when the device is under-etched to
form a membrane.
Figure 3.1: CAD top view of the device. a) Supporting silicon arcs with an arc angle of 2θ.
b) Release holes, positioned along a family of ellipses, spaced so that no region of silicon is
larger than 2µm. c) Release holes following the silicon arcs. d) The line defect waveguide of
width w = 950nm, excited through structurally supporting waveguides with PC dimensions of
hole radius r = 160nm and lattice constant a = 550nm.
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A linear static solid mechanics analysis using the finite element method (FEM) was con-
ducted for pad sizes of 30, 45, and 60µm using COMSOL Multiphysics. For each pad size,
the membrane displacement under static pressure loading was computed on the membranes for
values of θ between 40 and 80 degrees with a resolution of 0.5 degrees. A uniform pressure of
1Pa was applied normal to the membrane. Anisotropic silicon material properties, taken from
the COMSOL database, were used for the material model oriented along the (100) plane. A
combination of COMSOL Multiphysics Solid Mechanics interface and MATLAB was used to
perform the analysis. A mesh to resolve the PC by 8 to 9 elements per unit cell was used across
the xy plane of the entire membrane surface. This surface mesh was swept across the thickness
of the membrane with a resolution of one mesh element because the membrane has a very low
aspect ratio, behaving approximately as a two dimensional structure. Sweeping the arc length
between 40 and 80 degrees required subtraction of the release holes depicted in Figure 3.1c.
This discretely changing geometry was not well handled in COMSOL and a MATLAB script
was required to control the creation and analysis of the membrane solid model.
From the static analysis, the displacement at the pad center and the maximum membrane
displacement were extracted for each simulated θ value. A ”flatness” measure was defined as
the ratio of the center displacement of the pad divided by the maximum displacement:
Flatness(%) =
|u|center
γ
(3.1)
where u is the displacement field of the membrane and γ = max(|u|) is the same as that defined
in Eqn. 2.6. By choosing an arc length that maximizes this value, it can be ensured that
the maximum displacement of the pad does not deviate significantly from the displacement
experienced by the sensing element of the device under uniform pressure loading.
3.2 Results and Discussion
To allow for better visualization, the displacement values computed on one quarter of the struc-
ture were non-linearly transformed then normalized using Eqn. 3.2 and then plotted as shown
in Figures 3.2, 3.3, and 3.4 for sensor sizes of 30, 45 and 60µm respectively. For each sensor
size, profiles are shown in Figures 3.2, 3.3, and 3.4 for the angle θ = 40 and θ = 80 along with
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Figure 3.2: Displacement profile, non-linearly transformed by Eqn. 3.2, for a 30µm pad size
for arc angles of 40, 57, and 80 degrees. At 57 degrees, the center displacement and flatness
ratio are both maximum. Comparison of absolute values between contours should not be made
due to the non-linear transform and normalization.
Figure 3.3: Displacement profile, non-linearly transformed by Eqn. 3.2, for a 45µm pad size
for arc angles of 40, 65.5, and 80 degrees. At 65.5 degrees, the center displacement and flatness
ratio are both maximum. Comparison of absolute values between contours should not be made
due to the non-linear transform and normalization.
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Figure 3.4: Displacement profile, non-linearly transformed by Eqn. 3.2, for a 60µm pad size
for arc angles of 40, 70.5, and 80 degrees. At 70.5 degrees, the center displacement and flatness
ratio are both maximum. Comparison of absolute values between contours should not be made
due to the non-linear transform and normalization.
angle where the ”flatness” parameter attains a maximum. The profiles clearly depict that the
location where maximum deflection occurs changes as one varies the angle θ.
The non-linear transform used the amplify the displacement different across the mem-
brane and generate the variable that is plotted in the figures is given by:
|u|trans =
|u|λ
max {|u|λ}
(3.2)
where λ = 5. This transform has been motivated by Box-Cox transform [75] from statistical
analysis. The transformation done to generate these figures renders the actual profile values
generated for different theta values for the same pad sizes incomparable. It is important to note
that the primary intention is only to show how the displacement contour changes with respect
to varying θ.
As shown in Figures 3.2, 3.3, and 3.4, when θ = 40 the top corner of the semi-circle is
displaced more than the pressure sensing waveguide. At θ = 80, the maximum displacement
has shifted to the right edge of the semi-circle. Between these extremes, there is an angle
maximizing the flatness ratio occurring at θ = 57, 65.5, and 70.5 degrees for pad sizes of 30,
45 and 60µm respectively.
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Figure 3.5: Calculated center and maximum displacement for pad sizes of a) 30µm, b) 45µm,
and c) 60µm. At larger angles the pad is more sensitive due to decreased stiffness, but edges
of the membrane will touch the substrate before the center, where optical coupling occurs. d)
The ratio of the center displacement to maximum displacement as defined by Eqn. 3.1. As can
be seen, optimal angles of the supporting silicon arcs for 30µm, 45µm, and 60µm are 57, 65.5,
and 70.5 result in maximum flatness.
Figure 3.5a, b, and c shows the center and maximum displacement of the membrane for
pad sizes of 30, 45 and 60µm respectively. The center displacement for each pad size linearly
increases with θ. The maximum displacement non-linearly increases with θ. For the pad sizes
of 30, 45, and 60µm the center displacement (i.e. mechanical sensitivity) and flatness ratio is
maximum at θ = 57, 65.5, and 70.5 degrees respectively as shown in Figure 3.5d.
The mechanical sensitivity of the membrane under uniform pressure loading computed
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Table 3.1: Comparison of Sensitivity and Flatness of Membrane Designs
Device Type Size (µm) Mechanical Sensitivity (nm/Pa) Flatness (%)
Petal
30, θ = 57.0 0.01 100
45, θ = 65.5 3.21 96.6
60, θ = 70.5 16.54 95.7
Rectangular
45 1.11 98.1
60 3.37 99.2
at the arc angle where the flatness attains a maximum is shown in Table 3.1. A comparison to
the original square design is also provided. The determination of the optimal arc angle results
approximately an order of magnitude increase of mechanical sensitivity without significantly
displacing the edges of the membrane relative to the center displacement where the optical
sensing element is positioned. This decreases the risk of stiction while improving mechanical
sensitivity. In the case of the 60µm pad, the sensitivity is increased by a factor of 4.9 times
relative to the original square design.
3.3 Fabrication
These devices were fabricated as part of a multi-project-wafer run, organized and funded by
CMC, and fabricated using the triple-etch passive IMEC process at ePIXfab. The platform
was a 220nm SOI wafer with a 2µm insulating oxide layer between the top silicon and bottom
substrate. 20 of the original, square designs were fabricated. 10 were kept at a thickness of
220nm and 10 partially etched to a thickness of 145nm. This allowed testing of the optical
design in case the larger designs were unstable. 20 of the circular designs were fabricated. 10
of these were a pad size of 45µm, with 5 partially etched to a thickness of 145nm. The other
10 were a pad size of 60µm, with 5 partially etched to a thickness of 145nm. The 30µm pads
were not selected for fabrication due to low mechanical sensitivity.
Input and output ridge waveguides were used to couple the device to grating couplers,
where fibres are aligned during measurement for optical excitation. There is interest in testing
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Figure 3.6: 60µm pad fabricated using the IMEC process at ePIXfab. Vapour HF etching
removes the oxide underneath the silicon, suspending the membrane over the silicon wafer
substrate.
some of these devices by applying a point force using an AFM while performing optical mea-
surements. To allow enough space for the equipment, the devices were placed 500µm away
from the grating couplers.
To remove the oxide and suspend the membrane, vapour HF etching was used, conducted
at the University of Alberta. The surface tension of the liquid BHF process can pull down the
device to the substrate during drying, causing stiction and device failure. Using a vapour pro-
cess mitigates this risk of collapse during the etching process. Figure 3.6 shows the fabricated
silicon membrane with a 60µm pad size after vapour HF etching. Preliminary optical measure-
ments indicate the device performs as intended, but due to fabrication variance the dimensions
of the PC are slightly off their nominal values. The measurements need to be compared to
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simulations adjusted for the fabrication variance before quantitative conclusions can be made.
Currently, stiffness measurements using an AFM are planned to verify the choice of arc length.
3.4 Conclusion
The static mechanical response of a line defect PC pressure sensor was studied in this chap-
ter. Semi-circles were added to the square design by [43] as proposed in [45]. To support the
semi-circle additions, silicon arc supports were introduced as proposed in [45]. The membrane
with these semi-circular additions deform under uniform pressure loading in such a way that
the maximum displacement does not occur at the center of the membrane where the pressure
sensing element is located. For each pad size, the arc angle of the silicon supports was de-
termined based on maximizing the ”flatness” measure defined by Eqn. 3.1. This ensures that
the deviation from of the maximum membrane displacement relative to the displacement at
the center of the membrane is minimal. A static structural analysis using FEM was conducted
to identify this optimum arc length of the silicon supports. Arc angles of 57, 65.5, and 70.5
degrees were determined to provide maximum flatness for device sizes of 30, 45, and 60µm
respectively. This resulted in a minimum deviation of the maximum displacement relative to
the displacement experienced at the location of the sensing element. By doing so, the surface
area of the device could be considerably enlarged, increasing the mechanical sensitivity by a
factor of 4.9 times for the 60µm size device.
The designs were fabricated using the triple-etch IMEC process at ePIXfab. The fabri-
cation run was intended to validate the optical design given in [48] and the mechanical design
detailed here. 40 devices were made, consisting of 20 original square designs and 20 circular
designs. Two circular sizes of 45 and 60µm were made. Half of the designs were partially
etched to a thickness of 145nm to validate the optical and mechanical performance when com-
pared to the original 220nm thickness.
The next chapter details the model formulation of the dynamic response of a PCDC-based
MOEMS membrane as opposed to the vertically configured sensor detailed in this chapter. The
large surface area of the modified membrane design discussed in this chapter does not make it
an attractive platform for dynamic excitation as it will be very difficult to maintain displacement
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uniformity. For this reason, a directional coupler based membrane originally designed by [50]
is investigated for dynamic operation.
Chapter 4
Dynamic response of a PCDC-based
MOEMS Membrane: Model formulation
The details of the model formulation related to simulating the dynamic response of a photonic
crystal directional coupler (PCDC) based MOEMS membrane is given in this chapter. Under-
standing the dynamic response of the PCDC MOEMS membrane opens up the possibility of it
being used to sense a number of different fields like magnetic and acoustic fields. In this chap-
ter, focus is on magnetic field sensing. In the presence of a magnetic field, the MOEMS mem-
brane can be forced to oscillate harmonically under the influence of a time-varying Lorentz
force. This arises from the interaction of the magnetic field and an AC current passing through
the conductive channels introduced on the membrane. This oscillation of the membrane can be
measured by the PCDC-based displacement sensing mechanism designed and analyzed in the
previous work [50]. This allows the membrane to be used for sensing of the magnetic field am-
plitude and its direction. In this formulation, the magnetic field is restricted to being oriented
normal to the membrane, which would cause the membrane to oscillate vertically.
Modelling the dynamic response of the MOEMS membrane requires simulating the dy-
namics of the membrane under the combined action of the driving Lorentz forces and the
damping forces arising from different sources. Damping forces accounted for in this study
arise from the squeeze film trapped between the moving silicon MOEMS membrane and the
bottom substrate as well as from the acoustic waves radiating from the vibrating membrane.
It was assumed that the contribution from thermoelastic damping was negligible relative to
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squeeze film and acoustic damping as discussed in [76]. The formulation for modelling the
damping of MEMS structures arising from squeeze film and acoustic damping is detailed in
numerous publications as well as in book chapters (see detailed literature review on squeeze
film damping [77]). In the current study, however, the basic formulation needs to be extended to
accommodate the special effects arising from the nano-features present on the MOEMS struc-
ture, namely the nano-scale perforations from the PC and release holes, and the nano-vents
created by the PCDC gap and buckling compensation structures. In order to reduce damping
and fine tune the dynamic response of the membrane, in the study done in this chapter, the
basic design of the PCDC MOEMS membrane developed in previous work [50] was extended
by introducing a rectangular slot/window in the center of the membrane. Using the modelling
framework developed in this chapter, the effect of the size of this window on the membrane
dynamic response is studied in Chapter 5.
The outline for the rest of the chapter is as follows. In Section 4.1, a detailed description
of the PCDC-based MOEMS device features, its optical sensing mechanism and its driving
mechanism arising via interaction with the magnetic field are presented. Section 4.2 outlines
the formulation of the model equations used to simulate the dynamics of the membrane. Sec-
tion 4.2.2 provides a detailed description of the construction of the computational domain from
the physical domain along with the relevant equations solved in each of them using the Finite
Element Method(FEM) to simulate resistive forces arising from squeeze film damping, acous-
tic damping, the coupling between them. Special treatment is given to explain the coupling
between them and the special treatment employed in this study to account for the different
nano-features on the membrane. In Section 4.2.3, construction of a lumped or reduced-order
model from results of the FEM simulations aimed at reducing the computational workload is
given.
4.1 Description of Sensor
The membrane used to build this model is approximately 40µm by 40µm, fabricated on a thin-
film (220nm silicon, 2µm thermal oxide) SOI platform. Figure 4.1a shows a 3D CAD view
of the membrane along with the main features of the MOEMS sensor: a) buckling compen-
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sating nano-beam array, b) release hole lattice, c) two coupled photonic crystal edge defect
waveguides separated by a gap g (also referred to as a PCDC) along each membrane edge, d) a
central window, introduced in this work, to tune the dynamic response of the MOEMS mem-
brane, and e) an under-etched cavity extending approximately 2µm further from all openings
in the membrane, caused by wet buffered hydroflouric acid (BHF) etching of the thermal oxide
layer.
The fabrication of SOI leaves a significant amount of residual stress in the thin-film sil-
icon, causing it to buckle when released. The amount of residual stress that builds up is not
known a priori, resulting in a widely varying buckling amplitude on the membrane when it is
released. This causes difficulties in calibrating the membrane as a sensor as the PCDC sensitiv-
ity is dependent on this amplitude. As a result, to release these stresses, buckling compensation
Figure 4.1: 3D CAD image of one half of the silicon membrane geometry (darker) and sur-
rounding silicon/glass (lighter). The major components of the sensor are identified. a) A
nanoarray of silicon springs for buckling compensation, b) a release hole lattice for BHF etch-
ing of the thermal oxide, c1) and c2) the PCDC comprised of two identical PC edge mode
waveguides, d) a window, introduced to tune the fluid response, and e) cavity created due to
underetching.
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structures were designed and introduced in previous work [50]. These structures take the form
of nano-arrays of silicon depicted in Figure 4.1a and have been fabricated and verified to sig-
nificantly reduce the buckling amplitude of the released silicon membrane.
4.1.1 Optical Sensing Mechanism
The optical sensing mechanism of the device consists of a pair of coupled edge defect PC
waveguides. On this membrane, two pairs are present on opposite sides/edges of the mem-
brane. In each pair, one waveguide is fabricated on the membrane and free to move and the
other waveguide is fixed to the surrounding silicon. A detailed description of the mechanism
employed by the coupled edge defect PC waveguide was provided earlier in Chapter 2 and
hence is not repeated here. The two coupled edge defect PC waveguides, termed a Photonic
Crystal Directional Coupler (PCDC), are depicted in Figure 4.1c. The two waveguides of the
PCDC are separated by a gap g. In this work, gap sizes of g = 200, 250, or 300 nm are con-
sidered. The radius and lattice constant of the PC are r = 135nm and a = 450nm respectively.
When the edge defect PC waveguide attached to the membrane moves out-of-plane or in-plane
relative to the fixed PC waveguide, the transmission through the fixed waveguide is affected
(as described in Section 2.2.1), creating a displacement sensor. In this work, the focus is on
harmonic out-of-plane displacements caused by external forces. As previously described, the
PCDC has a maximum sensitivity of 0.51%/nm to harmonic, out-of-plane displacement when
there is a mechanical out-of-plane bias of 260nm. This out-of-plane bias can be achieved by
superimposing a small signal AC current on a DC current bias applied along the conductive
channels. This produces an oscillating Lorentz force about a non-zero mean value in the pres-
ence of a magnetic field, thereby causing the membrane to oscillate vertically.
4.1.2 Driving Mechanism
An AC current (with a DC component if a mechanical bias is needed) is passed along the
conductive channels introduced on the membrane to generate a Lorentz force in the presence of
a magnetic field. The conductive channels, as shown in the Figure 4.2, pass over the membrane
supports, buckle compensation nano-arrays, and along a 2µm rectangular strip oriented parallel
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to the PCDC on the membrane. In the presence of a magnetic field B, an applied AC current
induces Lorentz forces on the membrane (Florentz = I l × B). The application of the AC current
allows the magnetic field strength and its direction to be measured by inducing oscillations of
the membrane. For the dynamic response modelling done in this chapter, the force Florentz was
assumed to act normal the membrane surface, i.e., along z direction illustrated in Figure 4.2.
The membrane’s nano-array and release holes studied in this chapter were fabricated
at the Institute of Microelectronics (IME) located in Singapore as a part of a multi-project-
per-wafer arrangement organized and funded by CMC Microsystems. However, the design
of equipment required to concurrently provide a static magnetic field, AC current, and opti-
cal excitation and measurement were to be done locally at the University of Western Ontario.
The development of this setup is underway and could not be fully completed during the time
the modelling work outlined in this chapter was conducted. Hence, to validate the modelling
Figure 4.2: Driving mechanism of the device. An alternating current is applied to conductive
channels in the membrane supports, nanoarray, and 2µm strips. The presense of a magnetic
field will induce oscillations of the membrane, which can be measured optically.
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framework developed in this chapter, an earlier design of the membrane designed and fabri-
cated in previous work external to this thesis [50] was used. These structures do not have
buckling compensation nano-arrays or release holes and have buckled after BHF etching and
release.
The physical membrane measured in these validation studies (exact details of the valida-
tion study provided in the next chapter) was driven by random thermal fluctuations (also termed
Brownian motion) and measured using the optical sensing mechanism of the PCDC outlined
earlier in Section 4.1.1. For excitation via thermal fluctuation, the buckled membranes were
preferred in the place of the buckling compensated structures for reasons explained next. The
membrane oscillation amplitude under the thermal mode of excitation was expected to be very
small, requiring the MOEMS sensor to be operated in a region of high optical sensitivity. At-
taining this required high optical sensitivity was not possible without mechanically biasing the
membrane. The buckling of the membrane and the mechanical bias it induces increases the
optical sensitivity of the MOEMS sensor, enabling its use in sensing the membrane’s vibration
due to thermal excitation. It is important to note that although the structures used in the vali-
dation studies are different from those studied in this chapter, they prove sufficient to validate
the novel modelling features introduced in this model formulation.
4.2 Methods
4.2.1 Squeeze film and Acoustic Damping Mechanisms
The dynamic response of the MOEMS membrane was simulated under the combined action
of the driving Lorentz force and the reaction forces arising from the squeeze film and acoustic
damping mechanisms. The squeeze film damping forces act on the bottom surface of the
MOEMS membrane. Squeeze film damping forces arise when the MOEMS membrane located
very close to the fixed bottom substratum ”squeezes” the thin gas film trapped between them
when it oscillates. When the MOEMS membrane moves towards the substrate it increases
the pressure in the thin gas film between the membrane and the substrate. This forces the
gas out of the gap between the MOEMS membrane and fixed substrate, while motion in the
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opposite direction decreases the pressure in the gas film and draws air into the gap. The viscous
drag force due to the air flowing in and out of this gap creates damping forces on the bottom
surface of the MOEMS membrane. In addition, depending upon the frequency of oscillation of
the MOEMS membrane, compression and decompression of the air film also generates elastic
forces which act on the MOEMS membrane.
The MOEMS membrane vibrating in air generates acoustic waves which are then propa-
gated into the medium. The energy transferred to this acoustic radiation comes from the vibrat-
ing MOEMS membrane and this radiated energy loss appears as an acoustic damping term in
the MOEMS membrane governing equation. In this case, acoustic radiation results in acoustic
damping forces acting on the top surface of the MOEMS membrane. In addition, the viscosity
of air in the vicinity of the membrane adds a viscous acoustic damping term due to drag force it
exerts on the vibrating MOEMS membrane surface. Acoustic damping is primarily neglected
in most MEMS applications in comparison to squeeze film damping. This is primarily because
the layer surrounding the structure where viscous drag dominates is normally very small com-
pared to the characteristic dimension of the MEMS structure. Additionally, acoustic radiation
is normally included in high frequency applications where the wavelength of the propagated
acoustic wave becomes comparable to the characteristic size of the MEMS structure and its
contribution becomes comparable to other damping mechanisms.
In the simulations conducted in the current study, acoustic damping was included since
the features of the MOEMS membrane are comparable or smaller to the layer in which viscous
acoustic damping occurs. Moreover, with varying the window size, the contribution of acoustic
damping relative to squeeze film damping is expected to increase.
4.2.2 Multi-physics Finite Element Analysis using COMSOL
The fluid-structure interaction problem was simulated to obtain the dynamic response of the
MOEMS membrane. This was done using COMSOL Multi-physics [78], which is a cross-
platform finite element analysis (FEA), solver, and multi-physics simulation software. Within
the COMSOL Multi-physics framework, the equations that govern the structural mechanics of
the membrane are solved in conjunction with equations governing the acoustic damping and
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squeeze film damping. For each of these sub-problems, the governing equations, computational
domains, and finite element mesh on which the equations are solved is presented next. In ad-
dition, the details regarding how the governing equations solved in each of these sub-problems
are coupled inside COMSOL is detailed.
4.2.2.1 Structural Mechanics
The MOEMS membrane was modelled as a 3D linear elastic continuum. The equation that
governs its dynamic response in frequency space is given by:
−ω2ρu = O · σ + F f luid + Florentz (4.1)
where u, σ, F f luid, and Florentz are the displacement, stress tensor, surface damping forces due
to the fluid-structure interaction, and the driving Lorentz force active along the rectangular strip
parallel to PC hole array respectively. Thermoelastic damping was assumed to be negligible
relative to other modes of damping considered, for reasons as discussed in [76].
The material properties of silicon were approximated to be isotropic (calculated along
the (100) direction) with the Young’s modulus (E), Poisson’s ratio (υ) and shear modulus(G)
assigned values E = 170GPa, υ = 0.3, and G = 80GPa [79]. In such an isotropic case, the
stress tensor σ is related to linear strain tensor ε (both written in matrix form) via the elasticity
matrix D as shown below [80]:
σx
σy
σz
σxy
σyz
σzx

=
(
E
(1 + υ)(1 − 2υ)
)

1 − υ υ υ 0 0 0
υ 1 − υ υ 0 0 0
υ υ 1 − υ 0 0 0
0 0 0 1−2υ2 0 0
0 0 0 0 1−2υ2 0
0 0 0 0 0 1−2υ2


εx
εy
εz
2εxy
2εyz
2εzx

(4.2)
The MOEMS membrane has several nano-scale perforations related to the PC and release holes
on it which cover a large portion of the membrane. The PC holes and release holes are arranged
in the form of a regular, uniformly spaced triangular lattice and rectangular lattice respectively.
In order to simulate the dynamic response of such a MOEMS membrane accurately, a refined
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finite element mesh which resolves all these perforations on the membrane was essential. How-
ever, working with such a refined finite element mesh greatly increases the cost of simulating
the dynamic response of the membrane. This cost is increased more so in the context of a multi-
physics simulation where a fine mesh is also required to resolve fluid fields which contain extra
degrees of freedom. To overcome this computational constraint, an effective material property
approach was used, developed by Webb et. al. [81] as well as in other similar works [82–84].
The regions of the membrane containing these perforation lattices were replaced by a solid
continuum without these perforations. The effect of these perforations was accounted for by
using an effective anisotropic elasticity matrix D in these regions instead of an isotropic one.
The values of the different entries in the anisotropic elasticity matrix were computed following
the steps detailed by Webb et. al. [81], which are presented next.
For each of the triangular and rectangular lattice arrangements, the ligament efficiency η,
which characterizes the lattice, was computed given by:
η = 1 −
2r
a
(4.3)
where r is the radius of the hole and a is the lattice constant (its definition was provided in
Chapter 2). For the MOEMS membrane studied in this chapter, the values obtained for η for
the triangular and rectangular lattices were 0.4 and 0.6181 respectively. For this value of η,
values of the different ratio’s Exx/E, Eyy/E, Ezz/E, vxy, vyz, vxz, Gxy/G, Gyz/G, Gxz/G were
calculated via linear interpolation from the tabulated values available in Table 5 in [81] in the
case of the triangular lattice or from curves plotted in Figure 7 in [81] for the case of the
rectangular lattice.
Using these ratios, the values of the different entries in the effective anisotropic elasticity
matrix given below were computed and used as a material model in COMSOL [79, 80]:
D =

D11 D12 D13 0 0 0
D12 D22 D23 0 0 0
D13 D23 D33 0 0 0
0 0 0 D44 0 0
0 0 0 0 D55 0
0 0 0 0 0 D66

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D11 =
E2x(Ezvyz − Ey)
Ddenom
D22 =
E2y (Ezvxz − Ex)
Ddenom
D33 =
ExEy(Eyvxy − Ex)
Ddenom
D12 = −
(
ExEy(Ezvyzvxz + Eyvxy)
Ddenom
)
D13 = −
ExE2y (vxyvyz + vxz)Ddenom

D23 = −
(
EyEz(Eyvxyvxz + Exvyz)
Ddenom
)
D44 = Gxy
D55 = Gyz
D66 = Gxz
Ddenom = EyEzv2xz − ExEy + 2vxyvyzvxzEyEz + ExEzv
2
yz + E
2
yv
2
xy
In addition to using the anisotropic elasticity matrix in these perforation regions, the
density of material in these regions was also replaced by an effective density, ρe f f , calculated
according to a weighted average of the silicon and air within a unit cell given by:
ρe f f =
ρS iVS i + ρAirVAir
Vcell
(4.4)
where the volume terms in the numerator are respectively the volume of silicon and air within
the unit cell and Vcell is the total volume. The calculated values for ρe f f were 2000.6kg/m3 and
2063.1kg/m3 for the rectangular and triangular lattices respectively.
A mesh convergence study was conducted to arrive at the optimal finite element mesh to
use on the MOEMS membrane. The primary objective was to balance the competing concerns
of accuracy and computational speed. In this regard, special care was made to ensure that
the mesh sizes did not change rapidly in the boundaries between the regions with isotropic
and anisotropic material properties. Stress concentration and displacement were chosen as
measures which were monitored as the mesh was refined in different regions. As expected,
the regions of high stress were found at the anchor points and along the nano-array which was
introduced primarily for the purpose of stress absorption. Along the thickness of the MOEMS
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Table 4.1: Effective Material Model Error
Mode Eigenfrequency Full Model Eigenfrequency Effective Material Model Error
1 157,790.76 157,463.42 -0.21%
2 203,538.84 203,661.90 0.06%
3 984,634.46 982,630.70 -0.20%
4 1,259,697.23 1,256,771.33 -0.23%
5 1,533,639.93 1,529,018.06 -0.30%
6 2,678,827.83 2,675,327.33 -0.13%
membrane a total of three elements was used. This value was arrived at based on the results
from the mesh convergence study which indicated that using more elements along the thickness
resulted in only very little difference in range of few percent.
The effective anisotropic material model used in the current work [81] to handle regions
with perforations was derived based on an assumption of an infinitely periodic perforation.
In order to determine the validity and accuracy of this approach, a modal analysis study was
conducted on the membrane structure with PC and release hole lattices present with a well
refined mesh to handle them. Figure 4.3 shows the view of the refined mesh on which this
study was conducted. The results from this refined mesh study were compared with those
obtained using the effective anisotropic material model in the regions of the perforations.
Table 4.1 shows the first six eigenmodes computed using both of these approaches and
the calculated error. As can be observed, the maximum error is less than a percent, indicating
that the effective anisotropic material model approach used is accurate and suitable for use in
a full dynamics response simulation study. More importantly, it is to be pointed out that by
removing the need to handle the individual holes in the mesh, the size of the mechanical model
mesh has reduced by almost a factor of 10. This, in the context of a multi-physics simulation,
results in significant speed up of the simulation.
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Figure 4.3: Mesh required to resolve the PC and release hole lattices
4.2.2.2 Modelling of Squeeze Film Damping
The damping forces acting on the MOEMS membrane due to the squeezing of the thin film
between the membrane and the substrate below was obtained by solving the Reynolds equation.
The Reynolds equation was first derived by Osborne Reynolds in 1886 in the context of fluid
film lubrication where the analysis was restricted to the incompressible case and later it was
extended to accommodate effects of compressibility [85]. Reynolds equation takes the form of
a 2D partial differential equation which one can solve to obtain the pressure distribution in the
squeeze film.
In a MEMS application, it is solved on a 2D domain coincident with the bottom sur-
face of the moving membrane along with appropriate boundary conditions applied along the
edges of this domain (more on this later in the discussion). The Reynolds equations can be
derived from the Navier Stokes equations and the equation of continuity which govern viscous
hydrodynamics under the assumption of slow, viscous flow [85]. For a detailed derivation see
Chapter 7 of [85]. For MEMS applications, the use of the Reynolds equation requires the mod-
ified Reynolds number given by, R = ωρh2/µ, to be much smaller than unity [77], where ω is
the frequency of oscillation of the membrane, h is the spacing between the moving membrane
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Figure 4.4: A fluid bounded in two dimensions by no-slip walls, called a squeeze film. Os-
cillating the distance between these walls results in both viscous damping due to a velocity
gradient and stored spring energy due to compression.
and the fixed substrate, ρ and µ are the density and dynamic viscosity of the air. For the squeeze
film present in the current application under study, the spacing h between the membrane and
substrate has a value 2µm (i.e. the thickness of the etched oxide), the dynamic viscosity of
air µ at room temperature has a value 1.814 × 10−5Pa · s and density of air has a value ρ of
1.2043kg/m3. For these values of different parameters, the calculated Reynolds number was
0.86 at a frequency of 500kHz. The value of 0.86 approximately indicated the upper limit for
the validity of using the Reynolds equation to solve for the pressure distribution in the thin
squeezed film underneath the MOEMS membrane. The value of 500kHz was used as the upper
limit for the simulated frequency range as it was well within the range of interest in the current
study with the undamped resonance frequency of the vertically excited mode of the MOEMS
membrane having a value around 200kHz. For a lower frequency limit, 1kHz was used.
In resonant MEMS applications, typical displacement of the plate/membrane is normal
to the micro-machined plane and the thickness of the squeeze film underneath the membrane
or plate is uniform, i.e., h not function of x, y (as shown in Figure 4.4). In the model studied
in this work, the focus was on small harmonic vertical excitation of the membrane by Lorentz
forces. The displacement of the membrane was normal to the membrane. For such a case, the
compressible, isothermal Reynolds equation takes the form given by:
∂
∂x
(
p
h3
µ
∂p
∂x
)
+
∂
∂y
(
p
h3
µ
∂p
∂y
)
= 12
∂(ph)
∂t
(4.5)
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where p, h, and µ are the pressure, gas film thickness, and viscosity respectively. Eqn. 4.5 is
a simplified version of the Reynolds equation obtained by assuming fluctuations in tempera-
ture are negligible (i.e. the squeeze film is isothermal). The non-isothermal Reynolds equation
contains a density term, ρ, which is proportional to temperature and pressure. The isother-
mal assumption is equivalent to saying the squeeze film height h is much smaller than the
thermal conduction length of the gas. By using this isothermal assumption, density becomes
proportional to only pressure, allowing it to be replaced in the equation using the ideal gas
relation [85].
Equation 4.5 can be non-dimensionalized using the following normalized variables: P =
p/p0, X = x/L, Y = y/L, H = h/h0, and τ = ωt [77]. Substitution results in the following
non-dimensional Reynolds equation:
∂
∂X
(
PH3
∂P
∂X
)
+
∂
∂Y
(
PH3
∂P
∂Y
)
= σ
∂(PH)
∂τ
(4.6)
where p0, h0, and L are the ambient pressure, nominal fluid film height, and width of the
squeeze film respectively. From the non-dimensionalized Reynolds equation, a non-dimensional
parameter σ can be identified, referred to as the squeeze number which affects the solution of
the Reynolds equation. The squeeze number is given by:
σ =
12µωL2
h20 p0
(4.7)
The squeeze number quantifies the ratio between viscous damping and compression of
the squeeze film. In previous work [86] it was determined that for squeeze numbers under 0.2,
density fluctuations are negligible, and the compressible Reynolds equation can be reduced
to an incompressible Reynolds equation. This simplification makes the Reynolds equation
linear in pressure, which is easier to solve, thereby representing a significant simplification and
computational saving.
However, in later work [87] the conclusion of Starr [86] was revisited. The Reynolds
equation was solved using Green’s function approach for simple geometries with different
combinations of open (p = 0) and closed (4p = 0). They concluded that the validity of
incompressible Reynolds equation does not have a clearly defined upper limit. It was observed
that the range of validity in terms of the squeeze number decreases as the ratio of the length of
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the squeeze film domain boundaries with closed (4p = 0) to open (p = 0) boundary conditions
increases. For the frequency range 1kHz to 500kHz investigated in the study, the squeeze
number computed takes the values in the range between 0.001 and 0.675 respectively. This
indicated that the isothermal, compressible Reynolds equation (4.5) had to be used instead of
the incompressible Reynolds equation to account for fluid compression.
In the case of the Lorentz force mechanism used to harmonically excite the membrane in
the current study, the amplitude of the membrane oscillation was expected to be small. With
this known, it can be assumed that the change in height of the squeeze film relative to h0 as
well as the change in pressure relative to p0 are small values. Under such conditions, the
compressible Reynolds equation could be linearised assuming small perturbations of pressure
and height. Assuming these perturbations are harmonic around steady state values, p0 and h0,
and ignoring the higher order terms, the Eqn. 4.5 is linearised as shown below:
p = p0 + p̃
h = h0 + h̃
∂
∂x
(
(p0 + p̃)
(h0 + h̃)3
µ
∂(p0 + p̃)
∂x
)
+
∂
∂y
(
(p0 + p̃)
(h0 + h̃)3
µ
∂(p0 + p̃)
∂y
)
= 12
∂((p0 + p̃)(h0 + h̃))
∂t
∂
∂x
 (p0h30 + h30 p̃ + 3p0h20h̃)
µ
∂ p̃
∂x
 + ∂
∂y
 (p0h30 + h30 p̃ + 3p0h20h̃)
µ
∂ p̃
∂y
 = 12 [∂(p0h̃)
∂t
+
∂(h0 p̃)
∂t
]
∂2 p̃
∂x2
+
∂2 p̃
∂y2
=
12µ
p0h30
[
p0
∂h̃
∂t
+ h0
∂ p̃
∂t
]
(4.8)
Flow out of the squeeze film due to the vents, PC, and release hole lattice was treated by
introducing a pressure loss term introduced into the RHS of Eqn. 4.8. The pressure loss due to
these regions is most easily represented by using a lumped element formulation. In the present
case, the thickness of the vents, PC, and release holes are the same as the membrane thickness,
which is 220nm. The smallest acoustic wavelength considered in this study corresponding to
the largest frequency of 500kHz was 686µm. This value is almost 3500 times the vent and
perforation thickness. In such a case, it is valid to assume that the pressure drop across the
vents was negligible, implying that the flow within the vents was negligible. This does not
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imply that the pressure loss due to the vents is negligible, only that the pressure equalizes
outside of the vents and perforations.
In the present study, the lumped element model for flow in these regions can be repre-
sented by an impedance Z(x, y) that relates the pressure drop (p2 − p1) across the vent to the
volume flow rate (Qvent) through the vent. This can be expressed in the form equivalent to
Ohm’s law in electrical circuits given by: Z(x, y) = (p2 − p1)/v(x, y) [87]. If one assumes the
pressure at the top of the vent is the same as ambient pressure, then the pressure difference is
equal to p̃. Inserting this into the RHS of Eqn. 4.8 was how the vents and perforations were
accounted for as shown below:
∂2 p̃
∂x2
+
∂2 p̃
∂y2
=
12µ
p0h30
[
p0
∂h̃
∂t
+ h0
∂ p̃
∂t
+
p0 p̃
Z
]
(4.9)
where Z is the impedance. It is to be noted this term is active only along the regions occupied by
vent and perforation on the 2D surface over which the squeeze film equations are solved. Along
the rest of the surface on which squeeze film equations are solved (made up by bulk silicon),
the assumption of no-slip boundary conditions for the flow implies that Z ≈ ∞, making this
extra term disappear. The impedance is given subscripts and denoted by symbols Zv and Zp to
denote vent and perforation impedance respectively. It is noted that in the extra term, p0 which
is proportional to density shows up in the form p0 p̃/Z as one is dealing with the compressible
form of the Reynolds equation. Assuming a harmonic time dependence gives the final form of
the Reynolds equation solved in this study:
∂2 p̃
∂x2
+
∂2 p̃
∂y2
=
12µ
p0h30
[
iωp0h̃ + iωh0 p̃ +
p0 p̃
Z
]
(4.10)
In the current study, the above equation was solved on the surface which is coincident
with the bottom surface of the MOEMS membrane, but one which extended beyond the mem-
brane dimensions to include the under side of the silicon substrate, above the under-etch region,
and below the vent regions present in the PCDC gap as well as the in the nano-beam arrays.
This situation is unlike what is observed in other MEMS studies seen in the literature where the
2D domain over which the squeeze film equations are solved includes only the underside of the
oscillating membrane or plate. On the under-etched surface, the first term on the RHS of the
equation above is zero as the thickness of the gas film in the under etch region does not change
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with time. The details regarding how the vent impedance and the perforation impedance was
computed is presented next.
Computing Vent Impedance: Determining the correct way to handle the nano-scale
vent regions within the modeling framework was a challenging problem. In many of previ-
ous works done in the literature, the two most common boundary conditions used along the
boundary of the 2D domain while solving the Reynolds equation were p = 0 (open) or Op = 0
(closed). In the case of the setup studied in this work, for the vent regions, neither of these
two boundary conditions are valid and accurate. Moreover, due to the presence of the under-
etched cavity, previously shown in Figure 4.1e, the domain over which the squeeze film model
equations will be solved could not be terminated at the membrane edge. Previous work [88]
showed that for devices with surrounding side walls or other complicated geometry, the use of
these simple boundary conditions could result in error in the calculated viscous damping of the
squeeze film of over 200%. This indicated that proper treatment of the vents in the squeeze film
model as well as in the acoustic model described next was vital for correct model predictions.
One approach to treating vents in a squeeze film simulation and coming up with a correct
boundary condition is to apply along the boundaries of the 2D domain over which squeeze film
equations are solved an artificial length correction [89]. In this approach, one extends the de-
vice geometry such that the extra damping from the enlarged geometry accounts for damping
arising due to the vent. However, this approximation could only be applied for simple geome-
tries with high symmetry, specifically ones where changing this dimension did not change the
direction of flow in and out from the squeeze film. In the geometry studied in the current work,
the vent geometry and shape are both complex and so using the approach proposed in [89] was
not feasible.
Another approach to this problem is using acoustic impedance boundary conditions on
the squeeze film domain boundaries to approximate the effect of venting [77, 87, 90]. This
is accomplished by calculating the acoustic impedance of the vent and then applying it to the
squeeze film boundaries as a boundary condition. This choice is valid only for the case of small
oscillations of the fluid height, h, as it has been shown [91] that the linearised Navier-Stokes
equation in the acoustic limit reduces to the linearised Reynolds equation. The oscillations
of the MOEMS membrane in the current study were assumed to be small, indicating that the
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impedance boundary conditions could be used. [87] computed an impedance expression for
rectangular shaped vents located in the boundary of a squeeze film underneath a rectangu-
lar membrane. With this expression, the correct boundary condition to use along the bound-
aries of the squeeze film domain to mimic the effect of the vents was derived. [92] derived
an impedance expression for an array of slotted plates which could be applied to the buckle
compensation nano-array. With these two approaches [87, 92], one could account for all the
vents in the current model geometry. However, it has been shown [93] that these analytically
derived impedance expressions were not exactly valid for the current case, as they all assumed
”plug flow” to determine the acoustic mass of the displaced fluid. This assumption can produce
errors in the calculated acoustic impedance as large as 400% for micro-channels encountered
in MEMS.
In the current model studied in this work, the vents were even smaller than what was
considered in previous work [93]; 200nm in the case of the PCDC coupler gap. Moreover, [94]
extended the Green’s function solution to the Reynolds equation derived previously [87] to
incorporate impedance boundary conditions due to surrounding side walls for simple geome-
tries. The result showed that when vent size was decreased, the closer it was to fully closed
conditions, the larger the error in calculated damping. This indicated clearly that these derived
impedance expressions could not be used for the current case. For micro and nano-vents, the
exact solutions for acoustic impedance for several geometries have been described [93]. How-
ever, these analytical expressions are complex to use even for simple geometries and hence
are useless for the vent geometry surrounding the MOEMS membrane in this case as it has
bends and tapers. Since a closed form solution was not feasible for these complicated vent
structures, it was decided that the best solution was to include the calculation of the impedance
as a part of the numerical solution algorithm and once computed use them in conjunction with
the Reynolds equation like that shown in Eqn. 4.9. The details of how this was implemented is
provided in the further sections.
Computing Perforation Impedance: As described previously, the PC and release hole
regions were removed from the FEM model and treated using an effective material model.
However, it is still necessary to account for the small amount of flow escaping through these
surfaces. This was accomplished by using the impedance term, Zp, in the squeeze film equation
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previously given by Eqn. 4.9. Accounting for the presence of periodic perforations on the
moving membrane in a squeeze film modelling study has been treated by several works [95,96].
In the first [95], they provided a simple impedance expression, considering Poiseuille flow with
no additional mass due to the displaced air. In the second [96], they derived a more exact result
with displaced mass included, but showed that for ratios of the hole to unit cell surface area
resulting in values of 0.4 or less, consideration for the added mass was not required.
The perforations considered in this model had a maximum ratio of 0.36 and so the
impedance model constructed by Bao et. al. [95] was used, where the expression to use for
computing the impedance is given by:
Zp =
8µtm
β2r20
η(β)
η(β) = 1 +
3r40K(β)
16tµh3
K(β) = 4β2 − β4 − 4lnβ − 3
β =
r0
rc
(4.11)
where r0, rc, tm, and h are the hole radius, unit cell radius, membrane thickness, and squeeze
film height respectively. In the case of the MOEMS membrane in the current study, the hole
radius (r0 = 270nm) was comparable to the membrane thickness (tm = 220nm). To approximate
edge effects an effective membrane thickness, te f f = tm + 3πr08 , as suggested, [95] was used.
4.2.2.3 Modelling of Acoustic Damping
To compute the acoustic damping effect on the membrane, the acoustic equations were solved.
They require that the Mach number, Mn = v/c where v and c are the membrane velocity and
speed of sound respectively, be much less than one [97]. The acoustic equations are a lin-
earised version of the Navier-Stokes equation, continuity equation, energy equation, and the
equation of state for the fluid. The acoustic equations are solved within an hemispherical do-
main centered and sitting on top of the membrane as shown in Figure 4.5. The fluid within
the hemispherical domain above the membrane was divided into two concentric hemispheres.
For acoustic modelling, the fluid inside the inner hemisphere was modelled as a viscous, com-
pressible fluid, while the one inside the outer as an inviscid, compressible fluid. The inner
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hemisphere was given a radius large enough to capture the viscous forces present at the surface
of the vibrating MOEMS membrane. The outer hemisphere had a radius equal to the acoustic
wavelength to approximate spherical acoustic waves exiting at the hemisphere boundary. In
the acoustic domain, the thin strips of the fluid domain with a thickness equal to that of the
MOEMS membrane present in the PCDC coupler gap vents, in the spacing between the adja-
cent nano-arrays and in the central window were treated in a novel way. This treatment tries
to correctly capture the coupling role they perform between the acoustic hemispherical domain
sitting on top of the MOEMS membrane and the squeeze film 2D surface present underneath
the MOEMS membrane as can be seen in Figure 4.5. The way this coupling between the
acoustic domain and squeeze film domain was enforced is explained in the later subsection.
In much of the MEMS literature, acoustic contribution to damping is neglected and as-
sumed to be negligible when compared to the one from squeeze film damping. This is appropri-
ate, as acoustic loss is normally only large for high frequency oscillations and the squeeze film
damping by far dominates the interaction. However, results based on previous simulations and
experiments [98] show that the acoustic radiation should have a larger contribution for large
squeeze numbers. The results presented in the next chapter, in fact show acoustic contribution
is non-negligible for the case of the MOEMS membrane with nano-features investigated in this
study.
A detailed derivation of the acoustic equations can be found in textbooks [97]. The acous-
tic equations consist of the momentum equation, energy equation, and continuity equation, all
linearised assuming harmonic oscillations around steady state values:
iωρ0ṽ = O ·
(
−p̃I +
(
µOṽ + µ(Oṽ)T −
(
2µ
3
+ µB
)
(O · ṽ) I
))
ρ0CP(iωT̃ + ṽ · OT0) − T0αP(iω p̃ + ṽ · Op0) = −O · (−kOT̃ ) + Φ
iωρ̃ + O · (ρ0ṽ) = 0
(4.12)
where v, p, T , ρ, µ, µB, CP, αP, k, and Φ are the velocity, pressure, temperature, density, shear
viscosity, bulk viscosity, specific heat, volumetric thermal expansion, thermal conductivity, and
viscous dissipation function respectively. Variables with a tilde are the harmonic fluctuation
about the steady state, with steady state by denoted with a knot subscript. It is assumed that
the MOEMS membrane oscillates in a stationary medium, so steady state velocity of the fluid
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Figure 4.5: Cross section of the modeling domain (one half). Three domains are used to model
the fluid response on the membrane. The bottom cavity is collapsed into a 2D squeeze film
problem. The top is modeled as two concentric hemsipheres. The thin region separating the
squeeze film and hemispheres are openings from the window, PCDC gap, and nanoarray, and
act as coupling between the two domains.
in the acoustic domain was set to zero.
At the surface of a no-slip, isothermal boundary (the case for most solid structures), the
solutions to Eqns. 4.12 take the form of viscous and thermal evanescent waves (commonly
called boundary layers) with penetration depths given by [97]:
δv =
√
2µ
ωp0
δt =
√
2k
ωp0CP
(4.13)
where δv and δt are the viscous and thermal boundary layer lengths equalling wavelength of
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the evanescent fields. The gradient of the acoustic field values occurring within the boundary
layers captured by evanescent waves leads to the majority of energy losses within the fluid.
For the membrane considered in this work, immersed in air, the ratio of the viscous boundary
layer to the thermal boundary layer was Pr = 0.78 (referred to as the Prandtl number). The
viscous and thermal boundary layer lengths are the same order of magnitude as the size of the
characteristic features on the membrane geometry. Their comparable size makes it important
for one to accommodate their effects correctly, or at least verify they are negligible, while
modelling the dynamics of the MOEMS membrane and more importantly while computing the
effects of the acoustic damping.
Preliminary calculations were done using Eqn. 4.12 to model the propagation of acoustic
waves within the fluid inside the inner hemispherical domain sitting on top of the membrane
and (Figure 4.5) and within thin vents in contact with the squeeze film domain. From the
computed solution the viscous and thermal loss occurring in the vicinity of the MOEMS mem-
brane within the boundary layers was monitored. It was observed that in the range of MOEMS
membrane oscillating frequency investigated in this study, the loss due to thermal fluctuations
produced changes of less than or equal to 2%. In view of these findings, to save computational
costs, the temperature fluctuations as a degree of freedom solved at each node in finite element
mesh was dropped. The ambient temperature and pressure were assumed constant, leaving one
with the following set of equations to solve, namely:
iωρ0ṽ = O ·
(
−p̃I +
(
µOṽ + µ(Oṽ)T −
(
2µ
3
)
(O · ṽ) I
))
iωρ̃ + O · (ρ0ṽ) = 0
(4.14)
As temperature is no longer a dependent variable, the inner hemispherical domain is
referred to in text as the visco-acoustic domain and Eqn. 4.14 was solved within the inner
hemisphere. The radius of the inner hemisphere was made large enough to include all viscous
losses. It was chosen to be half the sensor length plus the viscous boundary layer thickness,i.e.,
Ls/2 + δv. The entire surface of the membrane and surrounding silicon were modelled with
no-slip and isotropic boundary conditions. A mesh convergence study was performed on this
domain to identify the optimal mesh sizes to use in the simulations. In the vent regions, to
sufficiently capture the pressure gradient, 20 elements were required along the z axis and a
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minimum element size of 175nm along the membrane edges. An element size of δv/2 was
required on the membrane surface, but to ensure element growth rates from the membrane
edge were not too large the maximum element size was made several times smaller than δv/2.
The simplifications done above meant there was little to no loss outside of the inner
hemisphere. To save computational cost, the outer hemisphere was assumed lossless and com-
pressible, the domain in text henceforth termed the pressure acoustic domain. The viscous
shear term in the momentum equation reduces to zero:
iωρ0ṽ = −O p̃
iωρ̃ + O · (ρ0ṽ) = 0
(4.15)
For the lossless case, the speed of sound relates pressure fluctuations to density fluctuations:
p̃ = c2ρ̃ [97]. The momentum and continuity equation can be rearranged into a Helmholtz
wave equation:
iωρ0ṽ + Op̃ = 0
iω
c2
p̃ + ρ0O · ṽ = 0
ω2
c2
p̃ + O · (Op̃) = 0
(4.16)
The wave equation given in 4.16 was that used in the outer hemisphere of the FEM
model.
4.2.2.4 Accounting for Rarefaction Effects in Models
In the preceding subsections, the modelling equations presented assumed that fluid could be
assumed to be a continuum. The validity of this assumption is judged based the value of the
Knudsen number and λm, the molecular mean free path of a fluid [99] both given by equations
below:
Kn =
λm
L
λm =
RT0
π
√
2d2NA p0
(4.17)
where L, R, T0, Na, p0 and d are the characteristic length, gas constant, ambient temperature,
Avogadro’s number, ambient pressure, and average molecular diameter respectively.
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The expression for λm is approximate for polyatomic gases, but for air it is consistent with
experimentally measured values [100]. Generally, three fluid regimes can be defined based
on the value of Knudsen number: the continuum regime (Kn < 0.01), the transition regime
(0.01 < Kn < 1), and the free molecular regime (Kn > 1). For cases in the transition regime,
equations based off of the Navier-Stokes equation can normally be used with modifications to
account for rarefaction, described in the next paragraphs. Within the free molecular regime,
there is not enough ”fluid”; these equations break down and governing equations derived from
statistical mechanics must be used.
Due to the non-linearity of the Reynolds equation, several works [101] have studied the
effect of changing pressure on the viscous and inertial characteristics of the fluid. Extensive
research has gone into studying damping of MEMS structures in the low pressure regime [77],
where the mean free path is large enough that rarefaction [102, 103] and slip [104] must be
taken into account. Treatment of these conditions is normally restricted to using an effective
viscosity or slip length. The use of these methods is not restricted to low pressures and can
also be applied at atmospheric pressures when the feature sizes are comparable to the mean
free path of the fluid. In the highly rarefied region, several groups [99, 105, 106] have used
statistical mechanics, Boltzmann transport, and free molecular models, but pursuit for accurate
methods is still a topic of active research.
For cases where the Knudsen number is roughly two to one orders of magnitude larger
than the molecular mean free path (transition regime), the no-slip condition at the surface of
solids can no longer be assumed. The interpretation here is that, there must be some mod-
ification to account for the decreased number of collisions the molecules of fluid have with
surfaces. In the following text, two methods used in the literature are discussed: slip length
and effective viscosity.
Slip length can be defined as an extrapolation from the solid surface to the point where
the fluid velocity v goes to zero. It encapsulates the non-zero velocity a gas can experience at
the surface of a boundary due to a variety of reasons such as rarefaction and the solid materials
surface chemistry. Generally, this procedure is used as a slip accommodation for complex
surface interactions and models are built from experimental data [104]. In this work, this
technique could not be utilized as the processing performed on our silicon chips leaves the
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surface state of the silicon somewhat ambiguous.
In the current study, an effective viscosity model was used to account for rarefaction
effects. The equations used to compute the effective viscosity is given by:
µe f f =
µ
QPR
(4.18)
where QPR is the flow rate coefficient. There have been many semi-analytic expressions derived
for QPR that are acceptable for different regions of the Knudsen number [103]. In this work,
the definition given below by [102] was used, which was derived and verified using torsionally
oscillating MEMS devices on SOI platforms:
QPR = 1 +
3a
√
π
1.4D
+ 6b(1.4D)c
D =
√
π
2Kn
(4.19)
where a = 0.01807, b = 1.35355, and c = −1.17468. Calculation of the Knudsen number
for the vents and perforations, with a thickness of 220nm, placed the flow through them in the
transition regime. For the flow through these regions, an effective viscosity was used in place
of µ where the flow rate coefficient is given by Eqn. 4.19.
4.2.2.5 Coupling Between Acoustic and Squeeze Film Domains
The computational domain over which the multi-physics based FEM model was solved was
made up of four distinct domains namely: mechanical, squeeze film, visco-acoustic, and pres-
sure acoustic. These domains require four coupling conditions to enable computation of the
dynamic response of the MOEMS membrane namely: mechanical to squeeze film coupling,
mechanical to visco-acoustic coupling, visco-acoustic to squeeze film coupling, and last the
visco-acoustic to pressure acoustic coupling.
Coupling between the mechanical and squeeze film computational domains was per-
formed by enforcing acceleration and stress continuity. Due harmonic analysis, acceleration
continuity can be written in terms of displacement. Stress continuity is written using a gas
damping model [107] implemented in COMSOL [80]. Both conditions are given below:
ũ · n̂ = h̃
iωũ · n̂ = O ·
(
h30
12µ
Op̃
) (4.20)
4.2. Methods 61
Figure 4.6: Coupling between the acoustic and squeeze film domains. The vent is partitioned
into a separate simulation, where a small Poiseuille flow is applied. The surface impedance is
calculated and applied to the squeeze film. The pressure differential within the vent is assumed
instantaneous due to the length scale relative to the acoustic wavelength. As a result the squeeze
film pressure can be applied to the acoustic domain.
where n̂ is the surface normal of the membrane, ũ is the mechanical displacement perturbation,
and h̃ is the squeeze film height perturbation.
The mechanical and visco-acoustic domains were coupled in the same manner, but be-
cause the visco-acoustic domain uses a fully vectorial description of velocity, not displacement,
it is written as:
iωũ = ṽ (4.21)
where ũ is the mechanical displacement and ṽ the fluid velocity.
Coupling between visco-acoustic and squeeze film domains was performed using the
impedance condition calculated for the vents. The process of coupling is described visually
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in Figure 4.6. The visco-acoustic domain was partitioned into the top hemisphere and vents.
An arbitrary, small pressure difference was applied across the vent by applying boundary con-
ditions of p = 0 at the top and p = δp at the bottom of the vent. The value of point vent
impedance, Zv(x, y) (see Figure 4.7 which shows the contour plot of inverse of the impedance
computed along the vent regions) was calculated at each node in the vent regions in the squeeze
film domain according to δp/v(x, y) where v is the fluid velocity within the vent. This surface
impedance was then applied to the squeeze film as a pressure loss term on the RHS of the
Reynolds equation given in Eqn. 4.9 as described in earlier sections.
To couple the acoustic domain at the top of the vent and the squeeze film domain at the
bottom of the vent the following assumption was made: It was assumed the pressure difference
between the top and bottom of the vent was arbitrarily small since the thickness of the vent is
much smaller than the acoustic wavelength in the range of frequencies considered in this work.
As a consequence, the calculated squeeze film pressure could be applied to the top hemispheri-
cal domain as shown in Figure 4.6. It is to be noted that the flow in the vent associated with the
membrane movement, Couette flow, was not accounted for in the calculated vent impedance.
Figure 4.7: Surface admittance (Z−1v ) at 200kHz of the (a) nano-features and (b) window that
act as coupling surfaces between the acoustic and squeeze film domains.
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The relatively small value of the thickness of the membrane and the membrane displacement
ensure that the errors arising from this assumption are negligible.
One component not yet addressed is the effect of the PC and release hole perforations on
the top inner hemisphere in the acoustic domain; i.e, the visco-acoustic domain. No pressure
condition was applied on the top surface of the perforated regions to account for the flow out of
the squeeze film. This decision was mainly one of argument, as the hole area is considerably
smaller than the area of silicon. The options available are approximations and in the current
study we have neglected them. The validity of this approximation was left to be answered by
calculating the error in damping, completed in Chapter 5, predicted by the model formulated
in this chapter. If the error in damping was low, this assumption can be assumed to be correct.
Coupling between the visco-acoustic and pressure acoustic domains required continuity
of normal acceleration and normal stress at the boundary of the two domains, resulting in the
following two relations:
−n̂ · (O · (O p̃l)) = n̂ · iωṽ
n̂p̃l = n̂
(
−p̃I + µ(Oṽ + (Oṽ)T −
(
2µ
3
)
(O · ṽ) I)
) (4.22)
where for clarity pressure in the pressure acoustic domain has been renamed to p̃l.
4.2.2.6 Multi-physics Solution Algorithm
The FEM model was partitioned into three simulations, with partitioning done for several rea-
sons. First, a fully coupled model with a well resolved mesh was deemed too computationally
expensive for the available computer resources. Second, the partitioning of the vents away
from the visco-acoustic hemisphere allowed them to be separately computed and the calculated
impedance could be applied to the squeeze film pressure calculation. Finally, to determine sep-
arately the contributions of the acoustic (top hemispheres) and squeeze film (bottom surface)
to the membrane dynamic response, they were simulated separately. The impedance of the
different vents was simulated first and this was applied as boundary condition to simulate the
squeeze film pressure. Following this, the squeeze film pressure was coupled to the acoustic
domain and the acoustic damping simulation was conducted. This sequence of operation al-
lowed the force on the membrane to be extracted easily, as it just required the evaluation of the
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Figure 4.8: Pressure profile of the squeeze film under the membrane at zero phase of the driving
force. At zero phase of the driving force the squeeze film pressure is entirely negative. The
coupler gap, g, is extremely small with a low admittance and flow, essentially acting like a
sealed surface.
surface integral of the normal and shear stress contribution from each simulation followed by
summation.
The MOEMS membrane dynamic response was simulated for a range of applied Lorentz
force frequencies in the frequency range of 1 to 500kHz. To span this frequency range, 25
simulations were done at different frequency points linearly spaced between 1 and 500kHz.
The membrane oscillations were driven by applying a harmonic vertical driving force along
conductive rectangular regions located next to the PC holes on the MOEMS membrane in
order to approximate a Lorentz force excitation.
Figure 4.8 shows the simulated result of the pressure field on the bottom surface of the
MOEMS membrane with a 20µm window at zero phase of the driving force. The phase of the
pressure field was included to show the phase difference of the top and bottom pressure. The
continuity of pressure across the directional couplers indicates that the coupler gap of 200nm
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Figure 4.9: Acoustic pressure profile at the top surface of the membrane at zero phase of the
driving force. A large pressure gradient exists at the edges of the membrane, where the air is
’sheared’ and represents the majority of viscous damping. The acoustic and squeeze film field
are out of phase with eachother. As the membrane is driven up, the acoustic pressure field is
positive and the squeeze film pressure field is negative.
is so small that it essentially acts as a sealed surface.
Figure 4.9 shows the simulated pressure field on the top surface of the MOEMS mem-
brane at zero phase of the driving force. At the membrane surface, large pressure gradients
exist along the MOEMS membrane edges, indicating the majority of acoustic damping occurs
along the edge.
Figure 4.10 shows the pressure profile at different distances from the membrane at zero
phase of the driving force. It can be seen that the edge pressure dissipates quickly as we move
away from the membrane, leaving an ”acoustic mass” that is displaced by the membrane. In
later chapters, the inertial component of the fluid is analysed to determine its contribution to
resonance.
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Figure 4.10: The acoustic pressure profile at various distances from the top membrane surface
at zero phase of the driving force. As the air is driven up, the membrane displaces a mass of
air.
4.2.3 Lumped Model
The computational cost of modelling the dynamic response of the MOEMS membrane was sig-
nificantly decreased by the several careful choices previously outlined in the chapter. However,
due to the multi-physics nature of the solution process, the wall clock time for obtaining a con-
verged solution at each driving frequency was still very high. Using such a setup to compute a
smooth frequency response required a debilitating amount of computing time. For this reason,
a lumped or reduced order model which would describe the dynamic response of the MOEMS
membrane in simpler terms was constructed from the computed full multi-physics FEM model
solution. This has been done in a number of previous works simulating fluid-structure interac-
tion in MEMS structures [51, 90, 108–110]. By constructing an accurate lumped model from
fewest number of full FEM solutions computed at select frequency points significant savings
in computational time can be achieved and a smooth frequency response can be obtained with
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the least amount of work [111]. Moreover, once a lumped model is in place, it allows better
understanding of how the top and bottom fluid interacts with the membrane individually.
The motivation for constructing a lumped model is to compress the information available
in the 3D solution computed using FEM into a set of 1D equations that can be solved far more
easily. To accomplish this, it was assumed that the dynamic response of MOEMS membrane
oscillating vertically can be modeled using the damped harmonic oscillator equation (Eqn. 2.5),
with damping arising due to the fluid structure interaction. It is also assumed that the excitation
was mainly in the vertical direction and there was negligible coupling of this excitation force
to the lateral directions. The thinness of the membrane allows one to also assume that the
vertical displacement of the membrane is constant along the z axis. The undamped, undriven
harmonic oscillator equation describing the vertical displacement of each mechanical mode of
the membrane can then be written, as described by [52]:
∂2q j(t)
∂t2
m je f f + q j(t)(Ω
j
m)
2m je f f = 0 (4.23)
where j is the subscript for the jth mechanical mode, m je f f is the effective modal mass defined
by Eqn. 2.6, Ω jm is the natural frequency, and q j(t) is termed the normal coordinate associated
with this mode.
The total vertical displacement can be written as summation of all the mode shapes with
each mechanical membrane mode multiplied by its normal coordinate [52]:
u(x, y, t) =
∞∑
j=1
q j(t)φ jz(x, y) (4.24)
where φ jz(x, y) is the z component of the mechanical mode shape, normalized in the same way
as m je f f (see Eqn. 2.6). The average vertical displacement was calculated according to:
〈u(t)〉 =
∞∑
j=1
q j(t)

φ
j
zdS
dS
(4.25)
where dS = dxdy and the integrals are across the membrane surface, neglecting its thickness.
The damping due to the fluid was extracted from the computed FEM model solution
using the relation:
Z f (x, y) =
p̃
ṽ(x, y)
· n̂ (4.26)
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where p̃, n̂, and ṽ are the fluid pressure, membrane surface normal, and membrane surface
velocity respectively. Z f is termed the fluid impedance on the membrane. The damping due to
fluid-structure interaction can be included into Eqn. 4.23 using this impedance value as follows.
The fluid impedance was inserted into the LHS of Eqn. 4.23 by calculating its contribution to
each mode and multiplying it by the time derivative of the normal coordinate:
∂q j(t)
∂t
	
Z f (x, y)φ jz(x, y)φ
i
z(x, y)dS (4.27)
where cross-coupling between modes is denoted by the presence of two subscripts i and j.
Cross-coupling was included because the pressure exerted by the fluid on the membrane sur-
face can excite more than one mode and in general is not orthogonal [52]. Previous work [112]
has shown that adding this cross-coupled fluid damping term leads to significant improvements
in the estimation of the membrane resonance amplitude. In the current study, inclusion of this
cross-coupling term led to a 5% reduction of Least Square Error (LSE) when the frequency
response obtained with the cross-coupling terms present was compared to the frequency re-
sponse computed directly from the solution obtained using the full multi-physics simulation.
The excitation force on each mode was calculated according to the following relation:	
Florentz(x, y, t)φ jz(x, y)dS (4.28)
Combining all the terms resulted in an equation for the normal coordinate:
∂2q j(t)
∂t2
m je f f +
∂q j(t)
∂t
	
Z f (x, y)φ jz(x, y)φ
i
z(x, y)dS + q j(t)(Ω
j
m)
2m je f f =
	
Fz(x, y, t)φ jz(x, y)dS
(4.29)
The displacement was known to be harmonic, using this the time dependence of the
normal coordinate was eliminated, and the equation reduced to one for the amplitude of the
normal coordinate:
−ω2m je f f q j + iωq j
	
Z fφ jzφ
i
zdS + (Ω
j
m)
2m je f f q j =
	
Fzφ jzdS
q j =

Fzφ
j
zdS
((Ω jm)2 − ω2)m
j
e f f + iω

Z fφ
j
zφizdS
(4.30)
where the surface integrals are over the membrane-fluid coupling boundaries.
Computing the frequency response of the device detailed in this chapter with a 20µm
window using the lumped model approximation produced a frequency response with a 10.5%
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least squares error (LSE) compared to the frequency response computed using the model where
the acoustic and squeeze film domains are fully coupled, as shown in Figure 4.11a. Although
the lumped model introduces some error, the individual components of damping, inertia, and
excitation force can be observed. This provided a clear understanding of how the fluid interacts
with the membrane and how strong the coupling is to each mode.
From testing a range of combinations of cross-coupling, it was determined that only one
fundamental vertical mode corresponding to j = 2 was required, and including cross-coupling
of the first three membrane modes (i = 1, 2, 3). Inclusion of additional terms resulted in a
negligible change in LSE of the lumped model.
To determine how the accuracy of the frequency response predicted by the lumped model
was affected by the number of full FEM model solutions (each corresponding to a frequency
point) used to construct the lumped model, the following tests were conducted. The frequency
response was computed using a lumped model constructed using 25 equally spaced frequency
points, and compared to one constructed using just 5 frequency points (each frequency point
corresponding to a fully coupled model simulation) as shown in Figure 4.11b. A Least Squares
Error (LSE) of 0.15% was determined comparing the lump model frequency response obtained
using 5 and 25 frequency points, showing a five-fold reduction of computation time can be
achieved if one can tolerate this minimal error. It is suspected that the number of points can be
further reduced, but this needs further study which has been reserved for future work.
4.3 Conclusion
In this chapter, model equations to simulate the dynamic response of a PCDC-based displace-
ment sensor were formulated. Care was taken to ensure that the coupling between the different
multi-physics domains occurring through the nano-features (vents and perforations) on the
sensor were included in a proper fashion in the model formulation. Results from preliminary
simulations indicated that for the coupler gap of 200nm there was minimal flow through the
vent, resulting in a nearly sealed surface. For the fluid above the membrane, the major contri-
bution to the damping was from the regions near the edges of the membrane next to the coupler
gap where a large pressure gradient occurred.
70Chapter 4. Dynamic response of a PCDC-basedMOEMS Membrane: Model formulation
Figure 4.11: Comparison of the average vertical displacement extracted from the FE model
and the lumped model with individually extracted parameters using 25 and 5 FEM simulated
frequency points. The LSE of the lumped model is 10.54 percent. The lumped model does not
change significantly as the number of points used is decreased.
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To decrease computational costs, a lumped or reduced order model separating the modal
contributions of damping on the different mechanical modes was derived to describe the dy-
namic response of the MOEMS membrane in vertically oscillating mode. It was demonstrated
that the lumped model constructed from solutions computed using the full FEM model solu-
tions at 5 frequency points was sufficiently accurate when compared to one which was con-
structed using 25 frequency points. Furthermore, the lumped model allows us to quantify the
separately the damping influence the fluids above and below the membrane. In the next chapter,
the model formulated in this chapter is validated by comparison with experiments and applied
to understand the effect of window size on the dynamic response of the MOEMS membrane
excited by Lorentz force.
Chapter 5
Dynamic Response of a PCDC-based
MOEMS Membrane: Validation and
Results
In this chapter, the model formulation detailed in Chapter 4 is validated by comparison with
experiments. Additionally, the results of a parametric study investigating the effect of the win-
dow size on the dynamic response is presented. The unified treatment of the nano-vents and
perforations, along with the coupling between the acoustic and squeeze film domains, were
novel features introduced in the formulation detailed in the previous chapter and they require
validation. In the last chapter, a reduced model was constructed and the dynamic response
of the membrane was separated into modal components. One advantage of this was that the
damping rate, Γm, in the harmonic oscillator equation, could be extracted for the fundamental
vertical mechanical mode, from which the quality factor could be computed using the rela-
tion Ωm/Γm. For reasons explained in 4.1.2, the validation was done for a buckled membrane
belonging to an older design previously fabricated in a work external to this thesis [50].
In Section 5.1, a validation is performed of the fluid damping predicted by the model
formulated in Chapter 4. The validation is performed by comparing the quality factor of the
simulated membrane and the quality factor computed from a fit to thermal spectral density
measurements of the membrane. A similar work [112] looked at the squeeze film damping of a
microphone, performed modal decomposition, and compared their spectral simulation results
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to the noise spectral density measured with an AFM. The fluid damping forces acting on the
membrane are the largest contributors to damping and hence, comparing the quality factor
computed from experiments and simulation can be used to validate the model formulation
developed in the previous chapter.
In Section 5.2, after validating the fluid damping predicted by the model, the chapter
transitions back to the device described in Chapter 4. The validated model is applied to the
device geometry for a range of window sizes. Using the simulation results, the acoustic and
squeeze film contributions to damping and resonance are calculated using the lumped model
and discussed.
5.1 Thermomechanical Measurements and Model Validation
In this section, a validation of the model formulated in Chapter 4 is accomplished by com-
paring the simulated quality factor to the quantify factor extracted from the thermal vibration
experiments conducted on the PCDC-based displacement sensor. As previously mentioned,
the device used for the validation study is different from the one described in Chapter 4, as it
was not sensitive enough to measure thermal vibrations due to the presence of buckling com-
Figure 5.1: a) Device used to verify the fluid-structure model. Due to the inability to currently
test the new devices, an older generation was used. b) Observed buckling in a long device. This
class of devices do not have buckling compensation, providing the mechanical bias needed to
measure the vertical mode thermomechanically.
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pensation structures. The device shown in Figure 5.1a, fabricated as a part of [50] was used in
this validation study. This class of devices do not have buckling compensation structures or a
window, but the PCDC-based optical sensing mechanism remains the same. Without buckling
compensation, the membrane in this class of devices have buckled upward after BHF etching
and release, creating the required mechanical bias as shown in Figure 5.1b. From optical micro-
scope measurements, it was estimated that the device in Figure 5.1a had buckled approximately
300nm upward.
Under thermal excitation, only a subset of the membrane mechanical modes will con-
tribute to the change in optical transmission through the PCDC. With a mechanical bias, the
optical sensitivity of the membrane is high enough to allow the measurement of these modes
under thermal vibrations at room temperature.
The device shown in Figure 5.1a was optically excited and measured using a photo-
detector and spectrum analyser. The thermal vibrations of the membrane were measured by
looking at the spectrum of the optical transmission. The thermal vibrations modulate the optical
signal, which are visible in the spectrum of the optical transmission. The measured spectrum
of the optical transmission through the device, with an input laser power of 5dBm, is shown
in Figure 5.2. It can be seen that there are approximately 5 peaks in the plot shown, which
correspond to resonances active under thermal excitation at room temperature. These occur at
frequencies of 241kHz, 505kHz, 660kHz, 760kHz, and 950kHz respectively.
The measured spectrum data in Figure 5.2 was fit to extract the damping rates of the
different resonance modes. In addition, the noise floor of the photo-detector and spectrum
analyser was measured and fit to a fourth order polynomial, as shown by a dashed black line in
Figure 5.2. The fit function is given by:
S n f (ω) = 5.9684 ∗ 10−37ω4 − 1.7042 ∗ 10−29ω3 + 1.7969 ∗ 10−22ω2
−8.5060 ∗ 10−16ω + 7.9809 ∗ 10−9
(5.1)
The dynamic response of a membrane for any given eigenmode can be modelled by a
harmonic oscillator equation, shown below:
me f f
∂2q
∂t2
+ me f f Γm
∂q
∂t
+ me f f Ω2mq = Fext (5.2)
where q(t) is the normal coordinate, the mechanical damping rate, Γm is defined as Ωm/Qm, and
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Figure 5.2: Thermal spectral density of Device 401 in Figure 5.1. Blue dots are measured
values, the red line the fit using Eqn. 5.6 and MATLAB. The black, dotted line is the noise
floor fit to a 4th order polynomial.
the effective mass can be calculated according to [58]:
me f f = ρ
∫ (
|u|
γ
)2
(5.3)
where |u| is the eigenmode displacement and γ = max(|u|). In Fourier space, the transfer
function for this harmonic oscillator can be written as:
T (ω) =
x(ω)
Fext(ω)
=
1
me f f (Ω2m − ω2) − ime f f Γmω
(5.4)
According to the fluctuation dissipation theorem, when the device is in thermal equilib-
rium, the only external force acting on it is the Langevin force arising from thermal fluctuations.
The transfer function given in Eqn. 5.4 can be related to the thermal noise spectral density, S xx,
as shown below [9]:
S xx(ω) =
2kBT
ω
= {T (ω)} =
2kBTΓm
me f f (Ω2m − ω2)2 + me f f Γ2mω2
(5.5)
Equation 5.5 can be written for each of the 5 resonances seen in Figure 5.2, each with its
own damping Γm and effective mass me f f . For each mode, the amplitude of S xx is dependent
on the measured optical power. The optical sensitivity, which is a measure of the change in
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transmission through the PCDC due to displacement, varies for each of the mechanical modes.
To account for this, Eqn. 5.5 written for each mode was multiplied by a value α that contains
the information for the mode dependent optical power and sensitivity.
Superimposing the thermal noise spectral density of each of the 5 resonance modes, along
with the spectral density of the noise floor gives the equation for the total thermal noise spectral
density:
S xx(ω) = S n f (ω) +
5∑
j=1
2α jkBTΓ
j
m
m je f f ((Ω
j
m)2 − ω2)2 + m
j
e f f (Γ
j
mω)2
(5.6)
where the subscript j denotes the jth mode in the measured spectrum and the values of α j,
m je f f , and Γ
j
m are yet to be determined. It is to be noted the number of coefficients in Eqn. 5.6
is 3 × 5 = 15, making the equation overdetermined. In Eqn. 5.6, α j and m
j
e f f only affect the
amplitude of each mode, while Γ jm, affects the resonance location. This indicates that the fit
error is more sensitive to Γ jm than it is to α j and m
j
e f f .
To determine the undetermined coefficients, the Eqn. 5.6 with 15 parameters was fit to
the measured thermomechanical spectrum via an optimization algorithm using the optimization
toolbox available in MATLAB. A constrained non-linear minimization solver with an interior
point algorithm was used. Error in the fit was estimated with a goodness of fit function which
calculated the mean squared error between the measurement data and fit estimate. To aid the
search optimization process, the following search constraints were placed on the variables:
1 × 10−14 ≤ m je f f ≤ 9 × 10
−14, 0.1 ≤ Ω jm/Γ
j
m ≤ 50, and 1 × 1015 ≤ α j ≤ 1 × 1018 for the
effective mass, quality factor (i.e. Ωm/Γm), and multiplying factor respectively. The seemingly
high values of α in the constraints comes from the optical sensitivity, which is on the order of
femtometers with our photo-detector. Figure 5.2 shows the fit in solid red after applying 40
iterations of the optimization algorithm. The values of the undetermined coefficients at the end
of this process are listed in Table 5.1.
To determine which of the 5 resonance peaks corresponded to the vertical mode, a modal
analysis using FEM was conducted to determine the natural resonance of the vertical mode. As
previously mentioned, from optical microscope measurements, it was estimated this structure
had buckled 300nm upward. In [50] an analysis was conducted to compute the buckling height
for different values of residual strain in these structures, which is present in this membrane
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Table 5.1: Parameters from Thermal Spectral Density Estimation
Parameter 1st Mode 2nd Mode 3rd Mode 4th Mode 5th Mode
f [kHz] 241 505 660 760 950
me f f [ f g] 67.70 36.36 58.53 47.22 49.21
Γm[kHz] 58.99 1462 834.4 226.6 919.7
Q (Ωm/Γm) 25.67 2.170 4.970 21.07 6.490
α[1016] 0.546 14.01 16.53 45.19 96.61
because buckling compensation is absent. From previous analysis [50], it was concluded that a
residual strain of 20MPa was enough to cause a 300nm buckling. An eigenmode study of the
structure with an initial strain of 20MPa was performed. The comparing the eigenmodes of the
non-stressed and stressed structure, it was observed that the vertical mode eigenfrequency had
shifted from 240kHz to 495kHz for a stress of 20MPa. This 495kHz corresponds to the second
mode in the thermal spectrum seen in Figure 5.2, indicating this was the vertical mode of the
membrane. After closer examination, it was concluded that the 3rd, 4th, and 5th modes in the
thermal spectrum approximately coincided with resonance shifted torsional and lateral modes,
leaving the 1st mode in the thermal spectrum undetermined. It is speculated that the buckling
introduced a new eigenmode that oscillates asymmetrically. As a result, it did not appear in the
linearised eigenmode analysis. Further investigation of this mode is reserved for future work,
which will require a non-linear analysis of the membrane.
The quality factor (Q = Ωm/Γm) for the buckled geometry was predicted using the model
formulated in Chapter 4. The buckling of the device described in Section 4.1.2 changes the
shape of the vent between the membrane and surrounding silicon as shown in Figure 5.3.
This buckled geometry could not be modelled using the approximations used in the model
formulation presented in Chapter 4. To account for the modified vent configuration in a buckled
membrane using the setup described in Chapter 4, a first order approximation can be used as
shown in Figure 5.3. The increased height was neglected and instead the gap between the
membrane and surrounding silicon was enlarged to
√
g2 + h2B where g is the real gap and hB
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Figure 5.3: The real geometry of the buckled membrane introduces a discontinuity in the
squeeze film height and an awkward vent geometry to partition and extract the surface
impedance. As a first order approximation, the membrane is assumed to be parallel to the
surrounding silicon with a gap separation equal to the distance magnitude of the buckled mem-
brane.
the buckling amplitude. This device with a gap of
√
g2 + h2B was simulated using the setup
explained in Chapter 4 and a lumped model constructed as described in Section 4.2.3. The
quality factor (Q = Ωm/Γm) of the fundamental vertical mode was computed from the lumped
model by calculating the damping rate:
Q jm =
Ω
j
m
Γ
j
m
∣∣∣∣∣
ωR
Γ jm = =
 i

Z fφ
j
zφ
i
zdS
m je f f

(5.7)
where ωR is the system resonance point. The calculated quality factor for the vertical mode was
2.365. Comparing this value to the quality factor of the buckled vertical mode (Q = 2.170)
extracted from the thermal spectral density measurements shows that it is approximately within
a 10% error. This error is acceptable in view of the number of possible discrepancies, the
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primary one being the fit to the thermal spectrum. As can be seen in Figure 5.2, the fit to the
buckled vertical mode slightly underestimates the sharpness of the peak. This can result in the
model predicting a slightly higher quality factor, which is what was observed.
In the future, once the experimental setup for excitation via a magnetic field and AC
current, additional measurements can be performed. In this way, direct comparison of the
displacement predicted by the formulated model versus measured values can be done for a
range of frequencies. From this validation exercise, it can be concluded that model formulation
given in Chapter 4 is in fact correct to within an acceptable degree of error.
5.2 Effect of Window Size on the Dynamic Response
The main motivation for studying the dynamics of the PCDC-based displacement sensor was to
extend the capability of the sensor originally designed for static displacement sensing through
design modification to allow the use of the device for sensing magnetic and acoustic fields.
One possible design modification was the introduction of a window on the membrane. This
was conducted to investigate how the size of this window affects the different damping modes
and through them, the dynamic response of the membrane.
The validated model was applied to study the dynamic response of the device with differ-
ent window sizes (Lw). Simulations were conducted with the following window length sizes: 0,
5, 10, 15, 20, 25 and 36µm respectively. The results of each of these simulations was extracted
using the lumped model described in Chapter 4. For constructing the lumped model described
earlier in Section 4.2.3, only 5 simulations at different frequencies was required per window
size. In addition, Eq.4.34 required only the fundamental vertical mechanical mode ( j = 2) and
cross-coupling of the first three mechanical modes (i = 1, 2, 3).
Figure 5.4 shows the membrane mechanical sensitivity in m/N for different window size
values from 0µm to 36µm for a coupler gap of 200nm. Window sizes between 25µm and 36µm
were not modelled as the anisotropic material model used for the regions with perforations
breaks down due to the lack of periodicity. For a window size of 36µm, the anisotropic material
model was removed as there were no release holes remaining on the silicon strip. As can be
seen in Figure 5.4, larger window sizes result in greater sensitivity due to decreased damping.
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Figure 5.4: Membrane sensitivity when sweeping the window length from 0 to 36µm with a
gap size of 200nm. As the window size increases, the decreased damping increases sensitivity
by four-fold.
A minimum window size of 1.5µm is needed for resonance. For window sizes greater than
1.5µm, the resonance location shifts to the right as the window size is increased further.
To determine the damping contributions of the acoustic and squeeze film fluid, the damp-
ing rate, Γm, was extracted from the lumped model for each window size. Figure 5.5a and b
shows the damping rates for the acoustic and squeeze film fluid respectively for the vertical
mode, calculated using:
Γm =
3∑
i=1
=
 i

Z fφzφizdS
2πme f f
 [Hz] (5.8)
where the j superscript has been dropped since there is only one term, j = 2, for the purpose
of clarity.
Figure 5.5a shows the acoustic damping rate verses frequency for various window sizes.
The variation in the acoustic damping rate shown in the figure can be explained as follows.
For all window sizes, there is an inflection point occurring at the location of membrane res-
onance. This is because the acoustic damping rate due to viscous damping is proportional to
the imaginary component of the membrane surface displacement, ={ũ}. At resonance of the
membrane the imaginary component is minimized, leading to a minimum in the viscous loss
5.2. Effect ofWindow Size on the Dynamic Response 81
Figure 5.5: a) Acoustic and b) squeeze film damping rates in units of kHz. The increased edge
shear by the introduction of the window increases the acoustic damping rate. As the window
gets larger, the decreased surface area plays a larger role. Squeeze film damping is reduced by
half with the introduction of even a small window.
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of the acoustic damping and hence the local dip in the acoustic damping rate. In the region
to the left of the resonance, the acoustic damping rate increases with window size. The fluid
velocity rapidly decays from the non-zero value it has on the surface of the membrane to a
zero value on the surrounding silicon substrate over a short distance. For frequencies greater
than the resonance frequency, the acoustic damping rate increases with omega but decreases
with increasing window size. This is in contrast to the behaviour observed to the left of the
resnonace frequency. This increase with frequency behaves as expected and is consistent with
the literature [98]. However, the decrease in the acoustic damping rate with increasing win-
dow size can be attributed to the decreasing surface area of the membrane, which is driving
acoustic radiation. Although the shear at the membrane edges increases with higher frequen-
cies, the effect is overcome by the decreasing surface area of the membrane as the window size
increases.
The squeeze film damping rate can be seen in Figure 5.5b. Squeeze film damping is due
to lateral viscous motion of the fluid and proportional to the surface area of the squeeze film.
The increasing window size decreases squeeze film damping approximately quadratically after
the window is introduced. This results in an increased role of acoustic damping, at large values
of ω and a 36µm window accounting for about 10% of the contribution.
The evaluation of damping rate shows that acoustic damping increases with the introduc-
tion of the window, whereas squeeze film damping decreases. In the frequency range investi-
gated, since the squeeze film damping contribution is larger than that from acoustic damping,
the net result of increasing the window size is an increase in sensitivity of MOEMS membrane.
In the frequency range investigated in this study acoustic damping is not dominant. In view
of this finding, a correct argument can be made that it can be neglected completely leading to
significant speed up of the simulation. However, acoustic damping and its effects need to be
included in the case of other geometries like the one studied in Chapter 6 where the oscillating
frequencies are much higher on the order of 600MHz. At these frequencies, acoustic damp-
ing can be expected to make a larger contribution. In analysing such a scenario, the model
formulation developed in Chapter 4 with the acoustic damping included will be beneficial.
Effect of Mechanical Bias and Window Size on Damping: As discussed in Figure 2.9
in Chapter 2, the optical sensitivity is increased by vertically offsetting the membrane by
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Figure 5.6: Dependence of quality factor and sensitivity on the gap size as the window length
is swept. Critical damping occurs at roughly 1.5µm. Diminishing returns of both the quality
factor and sensitivity occur after 25µm.
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260nm. This vertical offset can be accommodated in the model formulation using the first
order approximation as described in Section 5.1. Under this approximation, increasing the ver-
tical offset corresponds to increasing the gap size. To understand the effect of increasing the
gap size on the damping model, three different gap sizes were modelled: 200, 250, and 300nm
for each window size.
Figure 5.6a and b shows the dependence of quality factor and sensitivity on the gap and
window size respectively. From this figure, the following conclusions can be made:
• For a 36µm window, there is a linear increase in mechanical sensitivity (m/N) of 0.35 per
100nm of increase in gap size
• The case with a vertical offset of 260nm and gap size of 200nm can be accomodated
under the first order approximation approach by increasing the gap size from 200nm to
328nm. From the plot shown in Figure 5.6a, for this value of gap size, the interpolated
value of mechanical sensitivity is 4.45m/N. This value is 0.45m/N more than the value
obtained with a 200nm gap size, therefore resulting in a total maximum sensitivity of
4.45m/N.
From this it can be concluded that, by using a 36µm window and a 260nm vertical bias, the me-
chanical sensitivity can be increased by 3.87 times relative to a non-resonating structure. This
configuration is best suited for magnetic sensing. The vertical bias required for this mechanical
sensitivity can be achieved by superimposing a DC current on the membrane.
The device can also be used for acoustic sensing, for example like a microphone. For
acoustic sensing, a large window is not desirable since the membrane would have less surface
area to couple to an acoustic source. However, having no window at all is a poor choice as it
results in a low bandwidth due to fluid damping. A window size of 1.5µm results in a critically
damped system with a flat response up to 125kHz and a mechanical sensitivity of 1.25m/N.
Using a window size that provides a flat frequency response could allow the membrane to be
used as an optical microphone up to ultrasonic frequencies.
Figure 5.7a and b shows the frequency shift as a function of window size due to the
acoustic and squeeze film fluid for the vertical mode respectively. The plotted quantity for the
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Figure 5.7: The frequency shift caused by the (a) acoustic and (b) squeeze film normalized by
the natural frequency and plotted as a percentage.
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vertical mode is calculated according to the following relation:
ω f
Ωm
=
3∑
i=1
<
 iω

Z fφzφizdS
Ω2mme f f
 (5.9)
where ω f is termed the fluid resonance shift, which is the measure of the shift in the natural
frequency of the membrane occurring due to the presence of the fluid. Consistent with litera-
ture [98], the value of displaced air mass above the membrane due to oscillation increases with
frequency. As the window size increases the displaced air mass decreases. Since the natural
frequency is inversely proportional to the mass, the increasing window size results in a decrease
in the natural frequency as shown in 5.7a. The oscillation of the membrane results in compres-
sion of the squeeze film. As discussed in previous work [87], it has been shown that the closer
to closed boundary conditions the lower the frequency at which significant fluid compression
occurs. With a decreasing window the squeeze film domain boundary conditions approach
closed conditions, causing more compression of the squeeze film relative to a larger window
size. Compression of the squeeze film adds stiffness to the system, which is proportional to the
natural frequency. This results in an increase in the natural frequency of the membrane, which
can be observed in Figure 5.7b.
Their combined contributions can be seen in Figure 5.8. Without a window, the squeeze
film dominates, increasing the resonance point. With the window introduction, the role of the
squeeze film is reduced and the acoustic contribution dominates, leading to a decrease in the
resonance point.
5.3 Conclusion
In this chapter, the formulation derived in Chapter 4 was validated on a PCDC-based membrane
with no buckling compensation. The lack of buckling compensation allowed the thermal vibra-
tions of the vertical mode to be measured. This was compared to simulation and analysis of the
device geometry, made possible by the lumped model, showing a 10% error in the model. This
error can be attributed to the error in the fit of the experimental data, which underestimated the
sharpness of the resonance peak.
After model validation, the window and coupler gap of the new generation device was
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Figure 5.8: The combined frequency shift normalized by the natural resonance frequency of
the vertical mode. When there is no window, the squeeze film dominates and the resonance is
blue shifted. Membranes with windows have a larger acoustic contribution than squeeze film
and the resonances are red shifted.
varied to investigate the effect of window size on the dynamic response of the membrane. The
effect of the mechanical bias was accommodated with a first order approximation. From the
results obtained using this approximation, it was determined that a 36µm window with a 260nm
mechanical bias results in an almost a four-fold increase in sensitivity, making this design more
suitable for magnetic sensing. Use for acoustic sensing, based on analysis a 1.5µm window size
produces critical damping, which is ideal, and produces a flat frequency response up to 125kHz.
In the next chapter, the understanding gained from Chapters 3, 4, and 5 is used to develop an
edge defect PC device for opto-mechanical coupling.
Chapter 6
Opto-mechanical Coupling of an Edge
Defect PC Device
The previous three chapters have provided a rigorous description of the static and dynamic
mechanical response of 2D PC membranes. In this chapter, the above knowledge has been
applied to design a 2D edge defect PC opto-mechanical device to investigate the full opto-
mechanical ”coupling” mechanism.
As previously described in Chapter 2, opto-mechanical coupling is the non-linear ex-
change of energy between light and mechanics. This energy exchange becomes particularly
significant when the optical and mechanical systems exhibit cavity modes. Optical cavity
modes can be realized by introducing defects in PC’s. Mechanical cavity modes can be re-
alized by suspending the structure and mechanically isolating it, or by designing the PC to
also have a ”phononic” band gap (the mechanical analogue of a PBG). There is significant in-
terest in the applications of opto-mechanics, but before they can be explored the fundamental
interaction must be better understood.
Traditionally, non-reciprocity has been demonstrated using magneto-optic or electro-
optic media [10]. This requires the use of exotic materials that are incompatible with sili-
con CMOS fabrication techniques. Manipatruni et. al. [10] demonstrated that non-reciprocity
could be accomplished in silicon using opto-mechanical coupling. This can potentially be used
in photonic circuits to develop components such as all optical diodes.
Other applications of opto-mechanical coupling involve the use of coupled RF signals
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to modulate light [13, 14]. These works used a 1D PC on GaAs [14] and AlN [13] platforms.
These materials have a strong piezoelectric effect, which are used to excite the mechanical
system. The piezoelectric effect is not strongly present in silicon due to its cubic crystal sym-
metry, but anisotropic strain can be utilized instead [8]. Optical modulation in silicon using
opto-mechanical coupling, if successfully demonstrated, could provide a competitive alterna-
tive to traditional techniques such as doping. The doping of silicon allows charge injection into
doped optical waveguides [7], where the increased amount of charge carriers increases optical
absorption and hence decreases transmission.
One of the most intense areas of research into opto-mechanical coupling is the regime
of strong opto-mechanical coupling (a bidirectional, large exchange of energy) and low loss
of both the mechanical and optical system. Previous work [16] has demonstrated quantum
entanglement in two 1D PC cantilevers in silicon. This could potentially be applied to quan-
tum computing by allowing the transfer of a quantum state between qubits, forming a quantum
communication system. Other research [15] has demonstrated laser cooling of a 1D PC can-
tilever, cooling the 1D PC to its mechanical ground state. A potential application of such a
demonstration would be the localized, maintained cooling of a superconducting micro-device,
potentially removing the need for cryogenic cooling of the sealed chamber required for housing
the micro-device.
There are different regimes of operating in opto-mechanical coupling, quantified by the
opto-mechanical coupling coefficient G and the cavity losses of the optical system (κ) and
mechanical system (Γm) which include: weak (G < κ), strong (G > κ), and ”very strong”
(g0 > κ). The opto-mechancial coupling coefficient and coupling regimes were described in
Chapter 2 and hence is not repeated here. The published demonstrations have predominately
been restricted to suspended ”1D” PC designs. 2D PC’s have been used in a several instances
[72, 113–116], but have been mainly restricted to optical micro-cavities embedded in a 2D PC
slab. These embedded optical micro-cavities are extremely stiff and designs demonstrating a
large opto-mechanical coupling coefficients are difficult to achieve. Moreover, the 2D PC slab
is very lossy to the mechanical mode unless the PC is designed to also have a ”phononic”
band gap. Developing phononic band gaps is a non-trivial problem due to the extra degrees of
freedom relative to the optical mode.
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In this thesis, a suspended, edge defect 2D PC slab design is proposed that provides a
large opto-mechanical coupling coefficient with low mechanical loss. Parameters of the design
can be varied to realize the full range of opto-mechanical coupling regimes.
In Section 6.1, the conceptual design of the device is presented. Section 6.1.1 describes
the mechanical design. In Section 6.1.2, the optical design is described. Details of the PC
crystal design, edge defect waveguide, optical operating modes of the edge defect waveguide,
and optical coupling to the structure is given. In Section 6.2, the opto-mechanical coupling
coefficient is evaluated by fixing the parameters of the design to one set of values.
6.1 Proposed Design
A 2D PC slab device is designed that operates in the full range of opto-mechanical coupling.
There are three parameters affecting the strength of opto-mechanical coupling: the bare opto-
mechanical coupling coefficient g0, the optical loss rate κ, and the mechanical loss rate Γm.
To operate in the different regimes of opto-mechanical coupling the loss parameters κ and
Γm must be allowed to vary. The optical loss rate (κ) is primarily due to output coupling
loss and surface scattering in photonic crystals. Mechanical loss is primarily due to the fluid-
structure interaction as described in Chapter 4 and elastic radiation through anchor points.
Moreover, with a large bare opto-mechanical coupling coefficient (g0) experiments become
easier to perform as the coupling is intrinsically stronger and therefore easier to measure.
The design consists of a suspended the edge defect waveguide, which will provide very
large opto-mechanical coupling coefficients due to mechanical isolation and decreased stiffness
relative to embedded cavities. In order to achieve opto-mechanical coupling, the optical mode
must be a cavity mode. This implies the excited optical mode must be close to the Brillouin
zone of the PC, where the group velocity is low as discussed in Chapter 2. The device is illus-
tated in Figure 6.1. It consists of a hexagonally shaped PC with an edge of width m introduced
to create edge defect modes, and an inner circle with the PC removed that is anchored by a
supporting pillar of width dc. Excitation of the edge defect is through a strip input waveguide.
The radius of the inner circle with the PC removed was determined first, as this determines the
overall PC area.
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Figure 6.1: Proposed design of the hexagonal suspended edge defect 2D PC. An edge of width
m was introduced to introduce edge defect modes. The center of the PC has been removed to
serve as an anchor point, suspending the structure and providing mechanical isolation.
6.1.1 Mechanical Design
An edge defect can be mechanically isolated by suspending an edge defect 2D PC as shown in
Figure 6.1. Previous work has [54–56] demonstrated several variations of square and hexagonal
shaped ring resonators to create high efficiency, small footprint add-drop filters. However, there
have been few to no examples of a suspended, edge defect PC ring resonator and edge defect
PC waveguides have not yet been explored for opto-mechanical coupling. The closest similar
work [53] was an isolated PC micro-cavity, possessing edge-like modes but the structure was
too small with too few PC unit cells to possess a 2D PC band structure.
The supporting pillar of diameter dc required the removal of the PC in a circular region
in the center of the structure to create an anchor point. This circular region was chosen to be
4µm to allow for an adjustable pillar size.
The mechanical loss (Γm) can be modified by altering the diameter of the supporting
pillar shown in 6.1. It has been shown in previous work [66] that elastic radiation out of the
supporting pillar contributes significantly to damping. Adjusting the supporting pillar diameter
will change Γm by changing the amount of elastic radiation loss through the anchor point.
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6.1.2 Optical Design
6.1.2.1 Bulk Crystal Design
PBG’s can be created for a number of crystal lattice types. A detailed description of PC’s and
the creation of PBG’s was given in Chapter 2, and hence is not repeated here. Pennec et. al. has
provided a through analysis for different 2D unit cells and the band gaps created [74]. Using
that work, dimensions of a = 450nm lattice length and r = 150nm radius holes was chosen
with a triangular lattice. This resulted in a PBG for TE optical modes in the C-band (1490nm
to 1610nm).
Figure 6.2a shows the band diagram of the linear photonic crystal calculated using FEM.
This band structure was computed by solving for the eigenmodes of the linearised electro-
magnetic equations using a 2 dimensional model. The bends of the hexagonal structure were
not considered in this simulation as shown in Figure 6.2a, to the right of the band diagram. The
region between the shaded red regions illustrates the PBG in this structure. The bands within
the PBG, plotted in red and black, are the guided modes resulting from the edge defect.
The edge defect optical mode circulating around the edge of the PC device and separated
Figure 6.2: Photonic band diagram of the bulk crystal and edge defect bands from a 0.78 ∗ a
width edge. The edge defect guided band is plotted in red. Blue dots indicate where cavity
modes can be excited in the edge defect band. Electric field profiles of the b) fundamental, c)
2nd, and d) 3rd mode are shown on the right.
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from the central anchor point by six lattice periods in the radial direction to prevent optical
mode leakage. This resulted in a hexagonal PC device of 19 lattice periods per side and a total
length (corner to opposite corner) of about 19.5µm. 19 lattice periods was deemed sufficient to
create optical cavity states close to the Brillouin zone.
6.1.2.2 Optical Edge Modes
An edge defect of width m was introduced along edge of the crystal structure, introducing
photonic edge defect modes as shown in 6.1. It was determined the edge width m could be
within the range of 0.78 and 0.95 ∗a, and with lattice constant, a = 450nm, to create a TE band
within the C-band. The optical loss coefficient κ is partially dependent on surface scattering,
which can be adjusted by changing the edge width within the range of 0.78 and 0.95 ∗ a. By
increasing the edge width, surface scattering and κ are decreased.
The supporting pillar required the removal of the PC in the center of the structure to
create an anchor point. This anchor point was chosen to be 4µm to allow for an adjustable
pillar size. There must be a sufficient amount of PC unit cells to confine the edge defect mode
from this anchor point. To confine the edge defect mode, 6 unit cells between the edge defect
and the anchor point was deemed sufficient. This resulted 19 unit cells per side of the hexagonal
structure and a total length (corner to opposite corner) of about 19.5µm.
As previously discussed in Section 6.1, the aim was to excite cavity modes of the struc-
ture so opto-mechanical coupling can occur. To determine these cavity modes, one sixth of the
3D hexagonal structure was modelled using FEM with symmetric boundary conditions and the
eigenmodes of the structure were solved for. The blue points in Figure 6.2a depict the location
of these modes on the band diagram for an edge width of 0.78 ∗ a. Figures 6.2b, c, and d depict
the electric field profiles of these modes which can be termed the fundamental mode, 2nd and
3rd mode respectively. The fundamental mode of the device was chosen to be the mode fur-
ther investigated for opto-mechanical coupling as it was closest to the Brillouin zone with the
lowest group velocity.
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6.1.2.3 Optical Excitation of the Edge Defect Modes
To optically excite the structure, three different input optical waveguides were considered. Fig-
ure 6.3 illustrates the three considered options: a) a ridge waveguide with one ”wing” removed,
b) a mirrored edge defect PC, and c) a strip waveguide. Using a ridge waveguide to optically
couple to the isolated edge defect would require removing one of the ’wings’ of the ridge as
shown in Figure 6.3a, creating an asymmetry. FDTD analysis showed very poor optical cou-
pling to the edge defect by using the ridge waveguide structure depicted in Figure 6.3a due
to its asymmetry. The mirrored edge defect PC waveguide illustrated in Figure 6.3b does not
have a well matched effective refractive index to conventional waveguides, so exciting it with
a conventional waveguide causes significant reflections and Fabry-Perot resonances. Using a
strip input waveguide was deemed the best solution, as shown in Figure 6.3c.
To have effective excitation, it was required to match the effective index of the strip
mode to the PC edge defect. This was accomplished using a 2D FE model, computing the
eigenmodes for a cross section of the strip waveguide for widths between 200 and 500nm.
For an edge width of 0.78 ∗ a, a strip width of 289nm resulted in the same effective index
as the fundamental cavity mode and provided efficient coupling. The gap between the strip
waveguide and PC edge defect provides a second, stronger method of adjusting κ. Adjusting κ
by decreasing or increasing surface scattering has a limited range as there will always be some
loss through this mechanism. κ can be adjusted much more strongly by changing the distance
between the PC edge defect and the strip input waveguide.
Figure 6.3: Three structures were considered to optically excite the PC edge defect: a) an
asymmetric ridge waveguide, b) a mirrored edge defect waveguide, and c) a strip waveguide.
A strip input waveguide was deemed the best solution.
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Figure 6.4: Broadband and narrowband FDTD simulations of the PC edge defect mode trans-
mission, normalized by the input pulse, with a 200nm coupler gap. Simulation shows a quality
factor of about 3000 for this distance. The transmission through the edge defect shows a sig-
nificant portion of light couples to the PC edge defect without dissipating. This indicates the
gap distance can be much larger, decreasing κ significantly.
The full structure was simulated for 40,000 f s with a 0.78 ∗ a edge width, a strip input
waveguide tapered to 289nm, and separated by a distance of 200nm. Figure 6.4a shows the
broadband output power transmission spectrum through the port labelled transmission in Figure
6.5, normalized by the input optical pulse. The small section of blue peaks around 1.5µm,
which is in the band gap, indicate coupling to the edge defect modes. Figure 6.4b shows a
zoom in of these resonator modes. The calculated quality factor of the lowest frequency mode
is about 3000, but the mode propagates effectively through the edge defect, with less than 3dB
power loss.
Figure 6.5 shows the electric field profile of the largest peak shown in Figure 6.4 occur-
ring at a wavelength of 1.497µm, normalized and plotted in log scale. The strip input waveg-
uide mode couples to the PC edge defect, illustrating the device can support the calculated edge
defect modes.
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Figure 6.5: Normalized log-scale electric field profile of the 3D FDTD simulation of the struc-
ture depicted in 6.1 with a 4µm center region where the PC has been removed and 19 lattice
periods per side of the hexagon.
6.2 Opto-Mechanical Coupling
The bare opto-mechanical coupling rate, g0, to the fundamental optical mode was first esti-
mated in the static mechanical limit. Varying the geometry of the structure provided a rea-
sonable indication of how sensitive the optical cavity frequency was to parametric changes to
the geometry without calculating its mechanical eigenmodes. Consequently, searching for me-
chanical modes could be restricted to the geometric parameter whose symmetry allows for that
geometry change, namely the edge width m. Figure 6.6a shows the approximate bare coupling
rate for a swept edge width (m), calculated as ∂ω/∂γ using FEM, where ∂γ in this case is the
change in the edge width done in increments of 8.5nm. The result of about 1MHz implies
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Figure 6.6: a) The approximate bare coupling rate, calculating by sweeping the edge width
and determining the change in the frequency of the optical cavity mode. This only provides a
rough idea of the coupling rate to determine how changing this feature will result in frequency
changes. b) The real bare coupling rate calculated for a range of mechanical modes. The
strongest interaction occurs for the illustrated mechanical eigenmode with a bare coupling rate
of 12.78MHz.
strong coupling will occur for mechanical modes localized to the edge with a mode shape that
elongates the edge.
The opto-mechanical coupling coefficient (G) quantifies how sensitive the optical cavity
is to mechanical deformation. It comes from two separate contributions: radiation pressure
which deforms the device boundaries and the photoelastic effect which changes the refractive
index [70]. The contribution from the moving material boundaries due to radiation pressure
is given by a perturbation expression a small change in the boundary of two materials with
permittivity ε1 and ε2 [117], given below:
∂ω
∂γ
= −
Ω0
2
∮
(u · n̂)
[
4ε12
∣∣∣E‖0∣∣∣2 − 4(ε−121) ∣∣∣D⊥0 ∣∣∣] dS
〈E0 |ε| E0〉
(6.1)
where u is the displacement field normalized by γ, Ωo is the optical cavity resonance, 4ε12 =
ε1 − ε2, and 4(ε−112 ) = ε
−1
1 − ε
−1
2 . In the context of calculating G, γ is calculated from the
mechanical mode.
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The photoelastic effect alters the refractive index of the material due to strain. This
change in the refractive index can be approximated by adding a linearized term to the refractive
index of silicon [118]:
4ηi j = 4
(
1
n2
)
i j
= pi jS j
dni j = −
1
2
n34
(
1
n2
)
i j
(6.2)
where 4ηi j is the change in the optical impermeability tensor, S j is the strain tensor (indices
dropped due to cubic symmetry in silicon), and pi j is the strain-optic tensor, empirically mea-
sured [118] and for cubic symmetry is given by:
pi j =

p11 p12 p12 0 0 0
p12 p11 p12 0 0 0
p12 p12 p11 0 0 0
0 0 0 p44 0 0
0 0 0 0 p44 0
0 0 0 0 0 p44

(6.3)
where p11, p12, and p44 are −0.094, 0.017, and −0.0051 respectively. The photoelastic effect
renders the refractive index anisotropic. To calculate the contribution to G from the photoelastic
effect, [70] provides a perturbed expression given by:
∂ω
∂γ
= −
Ωo
2
〈E
∣∣∣∣ ∂ε∂γ ∣∣∣∣ E〉
〈E0 |ε| E0〉〈
E
∣∣∣∣∣∂ε∂γ
∣∣∣∣∣ E〉 = −ε0n4 ∫ [2Re{E∗xEy}p44S 4 + 2Re{E∗xEz}p44S 5 + 2Re{E∗y Ez}p44S 6
+ |Ex|2 (p11S 1 + p12(S 2 + S 3)
+
∣∣∣Ey∣∣∣2 (p11S 2 + p12(S 1 + S 3)
+ |Ez|2 (p11S 3 + p12(S 1 + S 2)
]
dV
(6.4)
where the perturbation, ∂ε/∂γ, is derived from Eqn. 6.2:
ε = ε0n2
∂ε
∂γ
= 2ε0n
∂n
∂γ
= −ε0n4 pi jS j
(6.5)
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The method of normalization (calculation of γ, given in Eqn. 2.6) stems from the definition of
effective mass and the choice of γ = max{|u|} is typically done in opto-mechanics. The choice
is arbitrary, but must be kept consistent across all usage including scaling of the strain tensor,
otherwise energy will not be conserved.
The bare coupling rate was calculated using one sixth of the structure. Mechanical eigen-
modes with even symmetry were calculated using FEM. The coupling rate was calculated ac-
cording to Eqns. 6.1 and 6.4 for the contributions of boundary deformation and photoelasticity
respectively, as shown in Figure 6.6b. The mechanical mode shown in Figure 6.6b possesses
the largest coupling coefficient of 12.78MHz, occurring at a frequency of 591MHz.
Coupling rates this high are rarely reported experimentally in PC’s and publications re-
porting g0 > 10MHz [11] have only become available in the past few years (a well cited re-
view [9] from 2014 reports g0 ≈ 1MHz as roughly the upper limit at that time), indicating the
proposed edge defect configuration will provide a very large opto-mechanical coupling coeffi-
cient. The mechanical modes with large coupling coefficients occur at frequencies on the order
of 600MHz. This indicated that acoustic damping of the mechanical mode will be significant
because of the high frequency oscillations as described in Chapter 5. This provides a future
avenue of investigation using the model formulated in Chapter 4 to determine the contribution
of acoustic damping to the system loss. Numerical evaluation of acoustic damping due to the
fluid-structure interaction has not previously been investigated for opto-mechanically coupled
PC’s.
6.3 Conclusion
This chapter has introduced a preliminary design of a novel, mechanically isolated, PC edge
defect device for investigating the different coupling regimes of the opto-mechanical interac-
tion. It was identified that the opto-mechanical coupling coefficient (g0) should be large to
make experimental measurements more pronounced. It was verified that the proposed edge
defect structure could produce opto-mechanical coupling with a very large opto-mechanical
coupling coefficient relative to the literature. Additionally, to allow operation in the different
coupling regimes, it was identified that the optical and mechanical loss must be adjustable
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which was achieved by varying the diameter of the supporting pillar. The optical loss could
be adjusted by altering the edge width due to altered surface scattering and/or changing the
gap between the optical strip input waveguide and PC edge defect waveguide. Finally, the
mechanical modes with large coupling coefficients were identified and these eigenmodes were
found to occur in the range of 600MHz. From the investigation conducted in Chapter 5, it
was determined that acoustic radiation should play a significant role in mechanical damping.
Acoustic radiation by an opto-mechanical coupler through the fluid-structure interaction has
not yet been investigated, providing a future application of the model formulated in Chapter 4
Future work on this design involves fabrication of the PC edge defect device detailed in
this chapter with a range of optical coupling lengths, edge widths, and pillar sizes to study the
opto-mechanical interaction within the device. This will allow experimentation of the range
of opto-mechanical coupling regimes, to be used for developing future applications for 2D
opto-mechanical PC’s.
Chapter 7
Conclusion
7.1 Summary
The work done in this thesis has provided an in-depth understanding of the dynamic response
and opto-mechanical coupling mechanism in thin-film 2D PC slab devices. These results will
allow for the development of opto-mechanical sensing and opto-mechanical coupling applica-
tions in the silicon photonics platform.
Chapter 2 introduced the background material related to the topics covered in this work,
namely PC-based opto-mechanical sensors and opto-mechanical coupling in PC’s.
In Chapter 3, the mechanical response of a thin-film line defect PC membrane was eval-
uated under a static load. The evaluation of this response led to optimization of the mechanical
sensitivity using the length of the membrane supports as a parameter. Determination of this
arc length allows this membrane to be used as a low pressure sensing device with minimized
stiction issues. The sensitivity of the pressure sensing device was improved by a factor of 4.9
times relative to the original design.
Chapter 4 presented the model formulation related to the simulation of the dynamic re-
sponse of a thin-film PC device. To dynamically drive the membrane, conductive channels
were introduced where an AC current could be applied. In the presence of a magnetic field, the
AC current induced Lorentz forces, harmonically exciting the membrane. A novel FEM model
to describe the dynamic motion of the membrane, correctly accounting for the fluid-structure
interaction, was constructed. The chapter detailed the handling of nano-scale vents and per-
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forations due to the PC, release holes, PCDC gap, and buckling compensation nano-arrays in
a novel way. To reduce the computational cost of the FEM model, a lumped model was con-
structed using simulation data from the FEM model and shown to reduce the number FEM
simulations required for a study by five-fold.
In Chapter 5, the fluid model presented in Chapter 4 was validated using thermome-
chanical spectral measurements of a buckled PCDC membrane. Using this thermomechanical
spectral data, the fluid damping predicted by the model was shown to be within 10% of the
real system. Following model validation, a window introduced to tune the fluid damping on
the membrane was parametrically studied. It was shown that the thin-film PC device, origi-
nally designed for static opto-mechanical sensing, could be used for magnetic sensing using a
window size of 36µm and a vertical mechanical bias of 260nm. Additionally, the parametric
study of the window size showed that critical damping of the system occurred with a window
size of 1.5µm. By using this window size, it was proposed that the membrane could be used as
an acoustic sensor for frequencies up to 125kHz.
Chapter 6 investigated opto-mechanical coupling in a newly proposed edge defect pho-
tonic crystal resonator. It was established that opto-mechanical coupling has not been fully
explored in 2D PC slab membranes and requires further investigation. The device was de-
signed such that the geometry could be tuned to allow operation under different regimes of
the opto-mechanical coupling. The opto-mechanical coupling coefficient of the optical cavity
mode to the mechanical bulk modes of the hexagonal structure was calculated, with a max-
imum calculated opto-mechanical coupling rate of 12.78MHz. It was established that this
obtained coupling rate, is of the same order of magnitude as the largest coupling rates currently
published in the literature.
7.2 Future Work
7.2.1 Experimental Validation of Static Operation
The analysis given in Chapter 3 needs to be validated. 2D AFM mapping of the devices,
fabricated at IME, is planned to determine stiffness uniformity of the design. To demonstrate
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operation, point displacements with an AFM in tandem with optical excitation is planned.
7.2.2 Application of Dynamically Excited PC Membranes
The main goal of Chapters 4 and 5 was quantifying and understanding the dynamics of a
resonant thin-film membrane with nano-features. The application of this model opens up a
previously designed static displacement sensor to a range of other energy domains that can
harmonically excite the membrane. Moreover, its application is not dependent on the mem-
brane itself, as demonstrated by applying it to a different geometry in Chapter 5. The future
work in this area now becomes using the results of the modelling to more quantitatively de-
sign and assess the sensitivity of new sensor geometries for applications in magnetic, acoustic,
and pressure sensing. The accurate analysis of damping rates, especially in frequency regimes
that transition between squeeze film and acoustic dominance is of key importance. This is
especially true for the relatively new research of devices exhibiting strong opto-mechanical
coupling.
For magnetic sensing, an non-metallic optical measurement stage has been designed by
me to provide a uniform static magnetic field whose orientation can be adjusted (Figure 7.1).
The design has been 3D printed at the University of Western Ontario machine shop and its
Figure 7.1: (a) Non-ferrous optical stage with vacuum chuck, designed by myself and made
at the UWO machine shop. Simulated (b) out-of-plane and (c) in-plane magnetic field profile
on the top surface of the stage, depending on the configuration. The design provides a very
uniform static magnetic field for magneto-optic measurements.
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magnetic field has been measured using a position dependent Gauss meter. Currently, work is
ongoing to excite the membrane optically and electrically in the presence of the field to validate
its use.
There is interest in exploring the buckled membrane designs further. This would require
non-linear analysis of the membrane mechanics and fluid dynamics. Such a problem renders
the acoustic equations invalid. Under the cavity, the Reynolds equation could likely still be
used, but once again not linearised. The computational expense of this approach would be
high, but several authors have explored modal decomposition by integrating over time domain
simulations with success. Usage of this technique would be required for any feasible analysis.
7.2.3 Measurements of Opto-mechanical Coupling
The designs put forward in Chapter 6 are currently being fabricated as part of the Multi-Wafer-
Project, silicon photonics IME run organized by CMC Microsystems. Upon receiving the
fabricated chips, BHF etching and membrane release is planned at the University of Western
Ontario NanoFAB. Optical measurements to validate the optical band gap, transmission, and
cavity modes will occur after processing. Estimates of the κ for different gap distances and edge
widths will be evaluated to determine if the design is suitable for opto-mechanical experiments.
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