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Musielak-Orlicz-Hardy Spaces Associated with Operators
Satisfying Reinforced Off-Diagonal Estimates
The Anh Bui, Jun Cao, Luong Dang Ky, Dachun Yang∗ and Sibei Yang
Abstract Let X be a metric space with doubling measure and L a one-to-one operator of
type ω having a bounded H∞-functional calculus in L
2(X ) satisfying the reinforced (pL, qL)
off-diagonal estimates on balls, where pL ∈ [1, 2) and qL ∈ (2,∞]. Let ϕ : X × [0,∞) →
[0,∞) be a function such that ϕ(x, ·) is an Orlicz function, ϕ(·, t) ∈ A∞(X ) (the class of
uniformly Muckenhoupt weights), its uniformly critical upper type index I(ϕ) ∈ (0, 1] and
ϕ(·, t) satisfies the uniformly reverse Ho¨lder inequality of order (qL/I(ϕ))′, where (qL/I(ϕ))′
denotes the conjugate exponent of qL/I(ϕ). In this paper, the authors introduce a Musielak-
Orlicz-Hardy space Hϕ,L(X ), via the Lusin-area function associated with L, and establish
its molecular characterization. In particular, when L is nonnegative self-adjoint and satisfies
the Davies-Gaffney estimates, the atomic characterization of Hϕ,L(X ) is also obtained.
Furthermore, a sufficient condition for the equivalence between Hϕ,L(R
n) and the classical
Musielak-Orlicz-Hardy space Hϕ(R
n) is given. Moreover, for the Musielak-Orlicz-Hardy
space Hϕ,L(R
n) associated with the second order elliptic operator in divergence form on
R
n or the Schro¨dinger operator L := −∆+ V with 0 ≤ V ∈ L1loc(Rn), the authors further
obtain its several equivalent characterizations in terms of various non-tangential and radial
maximal functions; finally, the authors show that the Riesz transform ∇L−1/2 is bounded
from Hϕ,L(R
n) to the Musielak-Orlicz space Lϕ(Rn) when i(ϕ) ∈ (0, 1], from Hϕ,L(Rn)
to Hϕ(R
n) when i(ϕ) ∈ ( nn+1 , 1], and from Hϕ,L(Rn) to the weak Musielak-Orlicz-Hardy
space WHϕ(R
n) when i(ϕ) = nn+1 is attainable and ϕ(·, t) ∈ A1(X ), where i(ϕ) denotes
the uniformly critical lower type index of ϕ.
1 Introduction
The real-variable theory of Hardy spaces Hp(Rn) with p ∈ (0, 1], introduced by Stein
and Weiss [70] and systematically developed in the seminal paper of Fefferman and Stein
[31], plays a center role in various fields of harmonic analysis and partial differential
equations (see, for example, [21, 66] and the references therein). One of the main features
of the Hardy space Hp(Rn) with p ∈ (0, 1] is their atomic decomposition characterizations
(see [20] for n = 1 and [54] for n > 1). Later, the theory of weighted Hardy spaces Hpw(Rn)
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2 The Anh Bui et al.
with Muckenhoupt weights w has been studied by Garc´ıa-Cuerva [33], and Stro¨mberg and
Torchinsky [69]. Furthermore, Stro¨mberg [68] and Janson [44] introduced the Orlicz-
Hardy space which play an important role in studying the theory of nonlinear PDEs (see,
for example, [36, 43, 13, 14, 16]). Recently, in [49], the last two authors of the present
paper studied Hardy spaces of Musielak-Orlicz type which generalize the Orlicz-Hardy
space in [68, 44] and the weighted Hardy spaces in [33, 69]. Furthermore, several real-
variable characterizations of the Hardy spaces of Musielak-Orlicz type were established
in [56, 42]. Moreover, the local Hardy space of Musielak-Orlicz type was studied in [73].
It is worth pointing out that Musielak-Orlicz functions are the natural generalization of
Orlicz functions (see, for example, [28, 29, 49, 59]) and the motivation to study function
spaces of Musielak-Orlicz type is attributed to their extensive applications to many fields
of mathematics (see, for example, [13, 14, 15, 16, 28, 29, 49, 50, 55] for more details).
However, it is now understood that there are many settings in which the theory of the
spaces of Hardy type can not be applicable; for example, the Riesz transform ∇L−1/2 may
not be bounded from H1(Rn) to L1(Rn) when L := −div(A∇) is a second order divergence
elliptic operator with complex bounded measurable coefficients (see, for example, [40]).
Recently, there has been a lot of studies which pay attention to the theory of func-
tion spaces associated with operators. In many applications, the very dependence on the
function spaces associated with the operators provides many advantages in studying the
boundedness of singular integrals which may not fall within the scope of the classical
Caldero´n-Zygmund theory. Here, we would like to give a brief overview of this research di-
rection. Let L be an infinitesimal generator of an analytic semigroup {e−tL}t>0 on L2(Rn)
whose kernels satisfy the Gaussian upper bound estimates. The theory on Hardy spaces
associated with such operators L was investigated in [5, 30]. Later, Hardy spaces associ-
ated with operators which satisfy the weaker conditions, so called Davies-Gaffney estimate
conditions, were treated in the works of Auscher et al. [8], Hofmann and Mayboroda [40]
and Hofmann et al. [39, 41]. In [46, 45, 47, 57, 71, 72, 73, 74], the authors studied the
Orlicz-Hardy spaces associated with operators and, in some sense, these results are exten-
sions to Hardy spaces associated with operators. Then, the weighted Hardy spaces asso-
ciated with operators were also considered in [67] and [17]. Recently, in [74], the last two
authors of this paper studied the Musielak-Orlicz-Hardy spaces associated with nonnega-
tive self-adjoint operators satisfying Davies-Gaffney estimates. Furthermore, some special
Musielak-Orlicz-Hardy spaces associated with the Schro¨dinger operator L := −∆+ V on
R
n, where the nonnegative potential V satisfies the reverse Ho¨lder inequality of order
n/2, were studied by the third author of this paper [51, 52, 53] and further applied to
the study of commutators of singular integral operators associated with the operator L.
Very recently, the authors of this paper [12] studied the weighted Hardy space associated
with nonnegative self-adjoint operators satisfying the reinforced off-diagonal estimates on
R
n (see Assumption (B) for their definitions in the present setting), which improves these
results in [67, 17, 74] in some sense by essentially extending the range of the considered
weights.
We would like to describe partly the results in [74] which may be closely related to this
paper. Let L be a nonnegative self-adjoint operator on L2(X ) satisfying Davies-Gaffney
estimates, where X denotes a metric space with doubling measure. Let ϕ : X × [0,∞)→
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[0,∞) be a function such that ϕ(x, ·) is an Orlicz function, ϕ(·, t) ∈ A∞(X ) (the class of
uniformly Muckenhoupt weights), its uniformly critical upper type index I(ϕ) ∈ (0, 1] and
ϕ(·, t) satisfies the uniformly reverse Ho¨lder inequality of order 2/[2−I(ϕ)] (see Subsection
2.2 below for these definitions). A typical example of such a ϕ is
(1.1) ϕ(x, t) := w(x)Φ(t)
for all x ∈ X and t ∈ [0,∞), where w ∈ A∞(X ) (the class of Muckenhoupt weights) and
Φ is an Orlicz function on [0,∞) of upper type 1 and lower type p ∈ (0, 1] (see Section
2.2 below for the definition of types). Let x0 ∈ X . Another typical and useful example of
such a ϕ is
(1.2) ϕ(x, t) :=
tα
[ln(e+ d(x, x0))]β + [ln(e+ t)]γ
for all x ∈ X and t ∈ [0,∞), with some α ∈ (0, 1], β ∈ [0, n) and γ ∈ [0, 2α(1 + ln 2)]
(see Section 2.2 for more details). Then, the last two authors of the present paper [74]
introduced a Musielak-Orlicz-Hardy spaceHϕ,L(X ), via the Lusin-area function associated
with L, and obtained two equivalent characterizations of Hϕ,L(X ) in terms of the atom
and the molecule. Hence, it is natural to raise the question when the condition ϕ(x, ·) ∈
RH2/[2−I(ϕ)](X ) can be relaxed. One of the main aims of this paper is to give an affirmative
answer to this question.
Moreover, motivated by [12, 74, 7, 18], in this paper, we consider more general oper-
ators by assuming that the considered operator satisfies Assumptions (A) and (B) in
Subsection 2.3 of this paper. Indeed, Assumption (A) is weaker than “the nonnegative
and self-adjoint” condition imposing on the operator L in [74]. Meanwhile, in Assumption
(B), we first introduce the notion of the reinforced (pL, qL,m) off-diagonal estimates on
balls in the spaces of homogeneous type (see Definition 2.7 below), which is quite wide
so that it can provide a framework to treat almost the results in previous works (see,
for example, [5, 30, 40, 39, 46, 45, 74, 12]). Under Assumptions (A) and (B), we first
introduce the Musielak-Orlicz-Hardy spaces Hϕ,L(X ) (see Definition 4.1 below), via the
Lusin-area function associated with L, and then characterize the spaces of Hϕ,L(X ) in
terms of the molecular with ϕ(x, ·) ∈ RH(qL/I(ϕ))′(X ) (see Theorem 4.8 below), where
(qL/I(ϕ))
′ denotes the conjugate exponent of qL/I(ϕ). In particular, when L is nonneg-
ative self-adjoint and satisfies the Davies-Gaffney estimates, the atomic characterization
of Hϕ,L(X ) is also obtained (see Theorem 5.4 below). It is important to notice that
RH2/[2−I(ϕ)](X ) ⊂ RH(qL/I(ϕ))′(X ) whenever qL > 2 and hence the results in this paper
improve significantly those in [74], by enlarging the range of the weights. In particular case,
if the heat kernels associated with {e−tL}t>0 satisfy the Gaussian upper bound estimate,
then pL = 1 and qL = ∞ and hence the class of ϕ can be extended to ϕ(x, ·) ∈ A∞(X ).
Moreover, we also give a sufficient conditions on L so that our Musielak-Orlicz-Hardy
space Hϕ,L(X ) coincides with the Musielak-Orlicz-Hardy space Hϕ(X ) introduced by the
third author of this paper in [49] when X := Rn (see Theorem 6.7 below). As applications,
we consider Musielak-Orlicz-Hardy spaces Hϕ,L(X ) in some particular cases, for example,
L being the second order elliptic operator in divergence form or the Schro¨dinger opera-
tor. More precisely, for the Musielak-Orlicz-Hardy space Hϕ,L(R
n) associated with the
4 The Anh Bui et al.
second order elliptic operator in divergence form on Rn with bounded measurable com-
plex coefficients or the Schro¨dinger operator L := −∆+ V , where 0 ≤ V ∈ L1loc(Rn), we
further obtain its several equivalent characterizations in terms of the non-tangential and
the radial maximal functions (see Theorems 7.5 and 8.3 below); finally, we show that the
Riesz transform ∇L−1/2 is bounded from Hϕ,L(Rn) to the Musielak-Orlicz space Lϕ(Rn)
when i(ϕ) ∈ (0, 1], from Hϕ,L(Rn) to Hϕ(Rn) when i(ϕ) ∈ ( nn+1 , 1], and from Hϕ,L(Rn)
to the weak Musielak-Orlicz-Hardy space WHϕ(R
n) when i(ϕ) = nn+1 is attainable and
ϕ(·, t) ∈ A1(X ) (see Theorems 7.8, 7.11, 8.5 and 8.6 below), where i(ϕ) denotes the uni-
formly critical lower type index of ϕ.
One of the new ingredients appeared in this paper is the introduction of the notion of
the reinforced (pL, qL,m) off-diagonal estimates on balls in spaces of homogeneous type
with m ∈ N := {1, 2, . . .}. We remark that, to study the weighted Hardy space Hpω(Rn)
on the Euclidean space Rn and to relax the range of the weight ω as wide as possible,
the authors introduced a notion of the reinforced (pL, qL) off-diagonal estimates in [12],
which is particular useful for studying the weighted Hardy space associated with various
differential operators of second order in the setting of Euclidean spaces. However, if we
consider the differential operators on some more general spaces (for example, the Laplace-
Beltrami operator on the Riemannian manifold with doubling property), the reinforced
(pL, qL) off-diagonal estimates in [12] seem no longer suitable (see Remark 2.9(a)). To
overcome this difficulty, we introduce the reinforced (pL, qL,m) off-diagonal estimates on
balls by combining the ideas of the reinforced (pL, qL) off-diagonal estimates from [12] and
the off-diagonal estimates on balls from [7]. Also, the orderm ∈ N makes many differential
operators of higher order fall into our scope (see Remark 2.9(c)). We also point out that,
in [39, 45], the authors introduced a Hardy space associated with operators L in the space
of homogenous type by assuming that L satisfies the so called Davies-Gaffney estimates.
However, due to the fact that Davies-Gaffney estimates are equivalent to L2-L2 off-diagonal
estimates on balls (see Remark 5.1(ii)), their Hardy spaces can be viewed as a special case
of ours.
Another interesting ingredient appeared in this paper is the discussion of the role of the
L2(X ) norm in the definitions of the Hardy space Hϕ,L(X ) and the atomic or the molec-
ular Hardy space. This discussion has two aspects, the first one is from [12], where the
authors asked the question that what happen if we replace L2(Rn) by Lq(Rn) with q 6= 2
in the definition of the Hardy space. For this question, in the present setting, we prove
that the space Hϕ,L(X ) is invariant when we do this replacement for all q ∈ (pL, qL) (see
Theorem 4.9), which coincides with the result obtained in [12] when ϕ(x, t) := tpw(x), for
p ∈ (0, 1]. The second aspect of this discussion can be reduced to the following question:
“what happen if we replace the L2(Rn)-convergence of the atomic (resp. molecular) rep-
resentation by the Ls(Rn)-convergence with s 6= 2 in the definition of the the atomic and
molecular Hardy space?” This question arises naturally when we study the boundedness
of the fractional integral between two different Hardy spaces. For this question, we prove
that the atomic and molecular Hardy spaces are invariant when we do this replacement
for all s ∈ (pL, qL) (see Theorems 5.9 and 4.8).
The organization of this paper is as follows. In Section 2, we discuss the settings
which are considered in this papers. This includes the assumptions for the function ϕ and
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the operator L. Then, we establish the results on the Lp(X )-boundedness of two square
functions which is useful in what follows.
Section 3 is dedicated to studying the Musielak-Orlicz tent spaces. Like the classical
result for the tent spaces, we also give out the atomic decomposition for the Musielak-
Orlicz tent spaces.
In Section 4, we first introduce the Musielak-Orlicz-Hardy spaceHϕ,L(X ) via the Lusin-
area function and prove that the operator πL,M (see (4.2) below for its definition) maps the
Musielak-Orlicz tent space Tϕ(X+) continuously into the space Hϕ,L(X ) (see Proposition
4.5 below), here and in what follows, X+ := X × (0,∞). By this and the atomic decom-
position of the space Tϕ(X+), we establish the molecular characterization of Hϕ,L(X ) (see
Theorem 4.8 below). Moreover, similar to [12, Theorem 3.4], we show that Hϕ,L(X ) is
invariant if we replace L2(X ) by Lq(X ) with q ∈ (pL, qL) in the definition of Hϕ,L(X ) (see
Theorem 4.9 below). As a consequence, we see that Ls(X )∩Hϕ, L(X ) is dense in Hϕ,L(X )
whenever s ∈ (pL, qL) (see Corollary 4.10 below).
If L is a nonnegative self-adjoint operator in L2(X ) satisfying the reinforced (pL, p′L, 1)
off-diagonal estimates on balls with pL ∈ [1, 2), in Section 5, we establish the atomic char-
acterization of the space Hϕ,L(X ) (see Theorem 5.4 below) by using the finite propagation
speed for the wave equation and a similar method used in Section 4.
The aim of Section 6 is to give an affirmative answer to the question “when do the
Musielak-Orlicz-Hardy spaces Hϕ,L(R
n) and Hϕ(R
n) coincide?”. More precisely, if the
distribution kernel of the heat semigroup {e−tL}t>0 satisfies the Gaussian upper bound
estimate, some Ho¨lder regularity and the conservation (see Assumption (C) below for
details), then the spaces Hϕ,L(R
n) and Hϕ(R
n) coincide with equivalent quasi-norms (see
Theorem 6.7 below).
In Section 7, as a special case, we further study the Musielak-Orlicz-Hardy space
Hϕ,L(R
n) associated with the second order elliptic operator in divergence on Rn with
complex bounded measurable coefficients. By making full use of the special structure
of the divergence form elliptic operator and establishing a good-λ inequality concerning
the non-tangential maximal function and the truncated Lusin-area function, we obtain
the radial and the non-tangential maximal function characterizations of Hϕ,L(R
n) (see
Theorem 7.5 below). We remark that the proof of Theorem 7.5 is similar to that of [74,
Theorem 7.4] (see also the proof of [72, Proposition 3.2]). Theorem 7.5 completely covers
[46, Theorem 5.2 and Corollary 5.1] by taking ϕ as in (1.1) with w ≡ 1 and Φ concave.
Moreover, we prove that the Riesz transform ∇L−1/2, associated with L, is bounded from
Hϕ,L(R
n) to Lϕ(Rn) when i(ϕ) ∈ (0, 1], from Hϕ,L(Rn) to Hϕ(Rn) when i(ϕ) ∈ ( nn+1 , 1],
and from Hϕ,L(R
n) to the weak Musielak-Orlicz-Hardy spaceWHϕ(R
n) when i(ϕ) = nn+1
and is attainable (see Theorems 7.8 and 7.11 below). We point out that Theorem 7.8
completely covers [46, Theorems 7.1 and 7.4] by taking completely cover [45, Theorems
5.1 and 5.2] by taking ϕ as in (1.1) with w ≡ 1 and Φ concave. Theorem 7.11 completely
covers [19, Theorem 1.2] by taking ϕ as in (1.1) with w ≡ 1 and Φ(t) := tn/(n+1) for all
t ∈ [0,∞).
In Section 8, we consider the Musielak-Orlicz-Hardy spaces Hϕ,L(R
n) associated with
the Schro¨dinger operator L := −∆+V , where 0 ≤ V ∈ L1loc (Rn). Similar to Section 7, we
establish several equivalent characterizations of Hϕ,L(R
n) in terms of the radial and the
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non-tangential maximal functions associated with the heat and the Poisson semigroups of
L (see Theorem 8.3 below). Moreover, we also study the boundedness of ∇L−1/2 on the
space Hϕ,L(R
n) (see Theorems 8.5 and 8.6 below). It is worth pointing out that Theorems
8.3 and 8.5, respectively, improve [74, Theorem 7.4] and [74, Theorems 7.11 and 7.15] by
extending the range of weights (see Remarks 8.4 and 8.7 below for details).
Finally we make some conventions on notation. Throughout the whole paper, we denote
by C a positive constant which is independent of the main parameters, but it may vary
from line to line. We also use C(γ,β,...) to denote a positive constant depending on the
indicated parameters γ, β, . . .. The symbol A . B means that A ≤ CB. If A . B and
B . A, then we write A ∼ B. The symbol ⌊s⌋ for s ∈ R denotes the maximal integer not
more than s. For any given normed spaces A and B with the corresponding norms ‖ · ‖A
and ‖·‖B , the symbol A ⊂ B means that for all f ∈ A, then f ∈ B and ‖f‖B . ‖f‖A. Also
given λ > 0, we write λB for the λ-dilated ball, which is the ball with the same center as
B and with radius rλB = λrB . We also set N := {1, 2, . . .} and Z+ := {0} ∪ N. For each
ball B ⊂ X , we set
S0(B) = B and Sj(B) = 2
jB \ 2j−1B
for j ∈ N. For any measurable subset E of X , we denote by E∁ the set X \ E and by χE
its characteristic function. For any θ := (θ1, . . . , θn) ∈ Zn+, let |θ| := θ1+ · · ·+ θn. For any
subsets E, F ⊂ X and z ∈ X , let
d(E,F ) := inf
x∈E,y∈F
d(x, y) and d(z,E) := inf
x∈E
d(z, x).
For 1 ≤ q ≤ ∞, we denote by q′ the conjugate exponent of q, namely, 1/q + 1/q′ = 1.
Finally, we use the notation
 
B
h(x)dµ(x) :=
1
µ(B)
ˆ
B
h(x)dµ(x).
2 Preliminaries
In Subsection 2.1, we first recall some notions on metric measure spaces and then,
in Subsection 2.2, we state some notions and assumptions concerning growth functions
considered in this paper and give some examples which satisfy these assumptions; finally,
we recall some properties of growth functions established in [49]. In Subsection 2.3, we
describe some basic assumptions on the operator L studied in this paper and then study
the Lp(X )-boundedness of two square functions associated with L.
2.1 Metric measure spaces
Throughout the whole paper, we let X be a set, d a metric on X and µ a nonnegative
Borel regular measure on X . For all x ∈ X and r ∈ (0,∞), let
B(x, r) := {y ∈ X : d(x, y) < r}
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and V (x, r) := µ(B(x, r)). Moreover, we assume that there exists a constant C ∈ [1,∞)
such that, for all x ∈ X and r ∈ (0,∞),
(2.1) V (x, 2r) ≤ CV (x, r) <∞.
Observe that (X , d, µ) is a space of homogeneous type in the sense of Coifman and
Weiss [23]. Recall that in the definition of spaces of homogeneous type in [23, Chapter
3], d is assumed to be a quasi-metric. However, for simplicity, we always assume that
d is a metric. Notice that the doubling property (2.1) implies that the following strong
homogeneity property that, for some positive constants C and n,
(2.2) V (x, λr) ≤ CλnV (x, r)
uniformly for all λ ∈ [1,∞), x ∈ X and r ∈ (0,∞). There also exist constants C ∈ (0,∞)
and N ∈ [0, n] such that, for all x, y ∈ X and r ∈ (0,∞),
(2.3) V (x, r) ≤ C
[
1 +
d(x, y)
r
]N
V (y, r).
Indeed, the property (2.3) with N = n is a simple corollary of the triangle inequality for
the metric d and the strong homogeneity property (2.2). In the cases of Euclidean spaces
and Lie groups of polynomial growth, N can be chosen to be 0.
Furthermore, for p ∈ (0,∞], the space of p-integrable functions on X is denoted by
Lp(X ) and the (quasi-)norm of f ∈ Lp(X ) by ‖f‖Lp(X ).
2.2 Growth functions
Recall that a function Φ : [0,∞) → [0,∞) is called an Orlicz function if it is non-
decreasing, Φ(0) = 0, Φ(t) > 0 for t ∈ (0,∞) and limt→∞Φ(t) = ∞ (see, for example,
[59, 62, 63]). The function Φ is said to be of upper type p (resp. lower type p) for some
p ∈ [0,∞), if there exists a positive constant C such that for all s ∈ [1,∞) (resp. s ∈ [0, 1])
and t ∈ [0,∞), Φ(st) ≤ CspΦ(t).
For a given function ϕ : X × [0,∞) → [0,∞) such that for any x ∈ X , ϕ(x, ·) is an
Orlicz function, ϕ is said to be of uniformly upper type p (resp. uniformly lower type p) for
some p ∈ [0,∞) if there exists a positive constant C such that for all x ∈ X , t ∈ [0,∞) and
s ∈ [1,∞) (resp. s ∈ [0, 1]), ϕ(x, st) ≤ Cspϕ(x, t). We say that ϕ is of positive uniformly
upper type (resp. uniformly lower type) if it is of uniformly upper type (resp. uniformly
lower type) p for some p ∈ (0,∞). Moreover, let
(2.4) I(ϕ) := inf{p ∈ (0,∞) : ϕ is of uniformly upper type p}
and
(2.5) i(ϕ) := sup{p ∈ (0,∞) : ϕ is of uniformly lower type p}.
In what follows, I(ϕ) and i(ϕ) are, respectively, called the uniformly critical upper type
index and the uniformly critical lower type index of ϕ. Observe that I(ϕ) and i(ϕ) may
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not be attainable, namely, ϕ may not be of uniformly upper type I(ϕ) and uniformly lower
type i(ϕ) (see below for some examples).
Let ϕ : X × [0,∞) → [0,∞) satisfy that x 7→ ϕ(x, t) is measurable for all t ∈ [0,∞).
Following [49], ϕ(·, t) is called uniformly locally integrable if, for all bounded sets K in X ,
ˆ
K
sup
t∈(0,∞)
{
ϕ(x, t)
[ˆ
K
ϕ(y, t) dµ(y)
]−1}
dµ(x) <∞.
Definition 2.1. Let ϕ : X ×[0,∞)→ [0,∞) be uniformly locally integrable. The function
ϕ(·, t) is said to satisfy the uniformly Muckenhoupt condition for some q ∈ [1,∞), denoted
by ϕ ∈ Aq(X ), if, when q ∈ (1,∞),
Aq(ϕ) := sup
t∈(0,∞)
sup
B⊂X
 
B
ϕ(x, t) dµ(x)
{ 
B
[ϕ(y, t)]−q
′/q dµ(y)
}q/q′
<∞,
where 1/q + 1/q′ = 1, or
A1(ϕ) := sup
t∈(0,∞)
sup
B⊂X
 
B
ϕ(x, t) dµ(x)
(
esssup
y∈B
[ϕ(y, t)]−1
)
<∞.
Here the first supremums are taken over all t ∈ (0,∞) and the second ones over all balls
B ⊂ X .
The function ϕ(·, t) is said to satisfy the uniformly reverse Ho¨lder condition for some
q ∈ (1,∞], denoted by ϕ ∈ RHq(X ), if, when q ∈ (1,∞),
RHq(ϕ) : = sup
t∈(0,∞)
sup
B⊂X
{ 
B
[ϕ(x, t)]q dµ(x)
}1/q { 
B
ϕ(x, t) dµ(x)
}−1
<∞,
or
RH∞(ϕ) := sup
t∈(0,∞)
sup
B⊂X
{
esssup
y∈B
ϕ(y, t)
}{ 
B
ϕ(x, t) dµ(x)
}−1
<∞.
Here the first supremums are taken over all t ∈ (0,∞) and the second ones over all balls
B ⊂ X .
Let A∞(X ) := ∪q∈[1,∞)Aq(X ) and define the critical indices of ϕ ∈ A∞(X ) as follows:
(2.6) q(ϕ) := inf {q ∈ [1,∞) : ϕ ∈ Aq(X )}
and
(2.7) r(ϕ) := sup {q ∈ (1,∞] : ϕ ∈ RHq(X )} .
Now we introduce the notion of growth functions.
Definition 2.2. A function ϕ : X × [0,∞) → [0,∞) is called a growth function if the
following hold true:
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(i) ϕ is a Musielak-Orlicz function, namely,
(i)1 the function ϕ(x, ·) : [0,∞)→ [0,∞) is an Orlicz function for all x ∈ X ;
(i)2 the function ϕ(·, t) is a measurable function for all t ∈ [0,∞).
(ii) ϕ ∈ A∞(X ).
(iii) The function ϕ is of positive uniformly upper type 1 and of uniformly lower type p2
for some p2 ∈ (0, 1].
Remark 2.3. From the definitions of the uniformly upper type and the uniformly lower
type, we deduce that, if the growth function ϕ is of positive uniformly upper type p1 with
p1 ∈ (0, 1], and of positive uniformly lower type p2 with p2 ∈ (0, 1], then p1 ≥ p2.
Clearly, ϕ(x, t) := ω(x)Φ(t) is a growth function if ω ∈ A∞(X ) and Φ is an Orlicz
function of lower type p for some p ∈ (0, 1] and of upper type 1. It is known that, for
p ∈ (0, 1], if Φ(t) := tp for all t ∈ [0,∞), then Φ is an Orlicz function of lower type p
and of upper type p; for p ∈ [12 , 1], if Φ(t) := tp/ ln(e + t) for all t ∈ [0,∞), then Φ is
an Orlicz function of lower type q for q ∈ (0, p) and of upper type p; for p ∈ (0, 12 ], if
Φ(t) := tp ln(e + t) for all t ∈ [0,∞), then Φ is an Orlicz function of lower type p and of
upper type q for q ∈ (p, 1]. Recall that if an Orlicz function is of upper type p ∈ (0, 1),
then it is also of upper type 1.
Another typical and useful example of the growth function ϕ is as in (1.2). It is easy
to show that ϕ ∈ A1(X ), ϕ is of uniformly upper type α, I(ϕ) = i(ϕ) = α, i(ϕ) is not
attainable, but I(ϕ) is attainable. Moreover, it worths to point out that such function ϕ
naturally appears in the study of the pointwise multiplier characterization for the BMO-
type space on the metric space with doubling measure (see [60, 61]); see also [50, 51, 52, 53]
for some other applications of such functions.
Throughout the whole paper, we always assume that ϕ is a growth function as in
Definition 2.2. Let us now introduce the Musielak-Orlicz space.
The Musielak-Orlicz space Lϕ(X ) is defined to be the set of all measurable functions f
such that
´
X ϕ(x, |f(x)|) dµ(x) <∞ with Luxembourg norm
‖f‖Lϕ(X ) := inf
{
λ ∈ (0,∞) :
ˆ
X
ϕ
(
x,
|f(x)|
λ
)
dµ(x) ≤ 1
}
.
In what follows, for any measurable subset E of X and t ∈ [0,∞), we let
ϕ(E, t) :=
ˆ
E
ϕ(x, t) dµ(x).
The following Lemma 2.4 on the properties of growth functions is just [49, Lemmas 4.1
and 4.2].
Lemma 2.4. (i) Let ϕ be a growth function as in Definition 2.2. Then ϕ is uniformly
σ-quasi-subadditive on X × [0,∞), namely, there exists a positive constant C such that,
for all (x, tj) ∈ X × [0,∞) with j ∈ N, ϕ(x,
∑∞
j=1 tj) ≤ C
∑∞
j=1 ϕ(x, tj).
(ii) Let ϕ be a growth function as in Definition 2.2. For all (x, t) ∈ X × [0,∞), as-
sume that ϕ˜(x, t) :=
´ t
0
ϕ(x,s)
s ds. Then ϕ˜ is a growth function, which is equivalent to ϕ;
moreover, ϕ˜(x, ·) is continuous and strictly increasing.
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(iii) Let ϕ be a growth function as in Definition 2.2. Then
´
X ϕ(x,
|f(x)|
‖f‖Lϕ(X) ) dµ(x) = 1
for all f ∈ Lϕ(X ) \ {0}.
We have the following properties for A∞(X ), whose proofs are similar to those in [34, 35].
Lemma 2.5. (i) A1(X ) ⊂ Ap(X ) ⊂ Aq(X ) for 1 ≤ p ≤ q <∞.
(ii) RH∞(X ) ⊂ RHp(X ) ⊂ RHq(X ) for 1 < q ≤ p ≤ ∞.
(iii) If ϕ ∈ Ap(X ) with p ∈ (1,∞), then there exists q ∈ (1, p) such that ϕ ∈ Aq(X ).
(iv) If ϕ ∈ RHq(X ) with q ∈ (1,∞), then there exists p ∈ (q,∞) such that ϕ ∈ RHp(X ).
(v) A∞(X ) = ∪p∈[1,∞)Ap(X ) ⊂ ∪q∈(1,∞]RHq(X ).
(vi) If p ∈ (1,∞) and ϕ ∈ Ap(X ), then there exists a positive constant C such that, for
all measurable functions f on X and t ∈ [0,∞),
ˆ
X
[M(f)(x)]p ϕ(x, t) dµ(x) ≤ C
ˆ
X
|f(x)|pϕ(x, t) dµ(x),
where M denotes the Hardy-Littlewood maximal function on X , defined by setting, for all
x ∈ X ,
M(f)(x) := sup
x∈B
1
µ(B)
ˆ
B
|f(y)| dµ(y),
where the supremum is taken over all balls B ∋ x.
(vii) If ϕ ∈ Ap(X ) with p ∈ [1,∞), then there exists a positive constant C such that,
for all balls B1, B2 ⊂ X with B1 ⊂ B2 and t ∈ [0,∞), ϕ(B2,t)ϕ(B1,t) ≤ C[
µ(B2)
µ(B1)
]p.
(viii) If ϕ ∈ RHq(X ) with q ∈ (1,∞], then there exists a positive constant C such that,
for all balls B1, B2 ⊂ X with B1 ⊂ B2 and t ∈ [0,∞), ϕ(B2,t)ϕ(B1,t) ≥ C[
µ(B2)
µ(B1)
](q−1)/q.
Remark 2.6. By Lemma 2.5(iii), we see that if q(ϕ) ∈ (1,∞), then ϕ 6∈ Aq(ϕ)(X ).
Moreover, there exists ϕ 6∈ A1(X ) such that q(ϕ) = 1 (see, for example, [48]). Similarly,
if r(ϕ) ∈ (1,∞), then ϕ 6∈ RHr(ϕ)(X ), and there exists ϕ 6∈ RH∞(X ) such that r(ϕ) =∞
(see, for example, [26]).
2.3 Two assumptions on the operator L
Before giving the assumptions on operators L, we first recall some notions of bounded
holomorphic functional calculus introduced by McIntosh [58].
For θ ∈ [0, π), the open and closed sectors, S0θ and Sθ, of angle θ in the complex
plane C are defined, respectively, by setting S0θ := {z ∈ C \ {0} : | arg z| < θ} and Sθ :=
{z ∈ C : | arg z| ≤ θ}. Let ω ∈ [0, π). A closed operator T in L2(X ) is said to be of type
ω, if
(i) the spectrum of T , σ(T ), is contained in Sω;
(ii) for each θ ∈ (ω, π), there exists a nonnegative constant C such that, for all z ∈ C\Sθ,∥∥(T − zI)−1∥∥L(L2(X )) ≤ C|z|−1,
where above and in what follows, for any normed linear space H, ‖S‖L(H) denotes the
operator norm of the linear operator S : H → H.
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For µ ∈ [0, π) and σ, τ ∈ (0, ∞), let H(S0µ) :=
{
f : f is a holomorphic function on S0µ
}
,
H∞(S0µ) :=
{
f ∈ H(S0µ) : ‖f‖L∞(S0µ) <∞
}
and
Ψσ, τ (S
0
µ) :=
{
f ∈ H(S0µ) : there exists a positive constant C such that
for all ξ ∈ S0µ, |f(ξ)| ≤ C inf{|ξ|σ , |ξ|−τ}
}
.
It is known that every one-to-one operator T of type ω in L2(X ) has a unique holo-
morphic functional calculus (see, for example, [58]). More precisely, let T be a one-to-one
operator of type ω, with ω ∈ [0, π), µ ∈ (ω, π), σ, τ ∈ (0, ∞) and f ∈ Ψσ,τ (S0µ). The
function of the operator T , f(T ), can be defined by the H∞-functional calculus in the
following way,
f(T ) :=
1
2πi
ˆ
Γ
(ξI − T )−1f(ξ) dξ,(2.8)
where Γ := {reiν : ∞ > r > 0} ∪ {re−iν : 0 < r < ∞}, ν ∈ (ω, µ), is a curve consisting
of two rays parameterized anti-clockwise. It is known that f(T ) in (2.8) is independent of
the choice of ν ∈ (ω, µ) and the integral in (2.8) is absolutely convergent in ‖ · ‖L(L2(X ))
(see [58, 38]).
In what follows, we always assume ω ∈ [0, π/2). Then, it follows, from [38, Proposition
7.1.1], that for every operator T of type ω in L2(X ), −T generates a holomorphic C0-
semigroup {e−zT }z∈S0
π/2−ω
on the open sector S0π/2−ω such that ‖e−zT ‖L(L2(X )) ≤ 1 for all
z ∈ S0π/2−ω and, moreover, every nonnegative self-adjoint operator is of type 0.
Let Ψ(S0µ) := ∪σ,τ>0Ψσ, τ (S0µ). It is well known that the above holomorphic functional
calculus defined on Ψ(S0µ) can be extended to H∞(S0µ) via a limit process (see [58]). Recall
that, for µ ∈ (0, π), the operator T is said to have a bounded H∞(S0µ) functional calculus
in the Hilbert space H, if there exists a positive constant C such that, for all ψ ∈ H∞(S0µ),
‖ψ(T )‖L(H) ≤ C‖ψ‖L∞(S0µ) and T is said to have a bounded H∞ functional calculus in the
Hilbert space H if there exists µ ∈ (0, π) such that T has a bounded H∞(S0µ) functional
calculus.
For any given f ∈ L1loc (X ), each ball B ⊂ X and j ∈ Z+, let 
Sj(B)
|f(x)|dµ(x) := 1
µ(2jB)
ˆ
Sj(B)
|f(x)|dµ(x).
Now we recall the notion of Lp − Lq off-diagonal estimates on balls, which was first
introduced in [7].
Definition 2.7. Let k ∈ N, p, q ∈ [1,∞] with p ≤ q, and {At}t>0 be a family of sublinear
operators. The family {At}t>0 is said to satisfy Lp − Lq off-diagonal estimates on balls
of order m, denoted by At ∈ Om(Lp − Lq), if there exist constants θ1, θ2 ∈ [0,∞) and
C, c ∈ (0,∞) such that, for all t ∈ (0,∞) and all balls B ⊂ X and f ∈ Lploc (X ),
(2.9)
{ 
B
|At (χBf) (x)|qdµ(x)
}1/q
≤ C
[
Υ
( rB
t1/2m
)]θ2 { 
B
|f(x)|p dµ(x)
}1/p
,
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and, for all j ∈ N with j ≥ 3,{ 
Sj(B)
|At (χBf) (x)|q dµ(x)
}1/q
(2.10)
≤ C2jθ1
[
Υ
(
2jrB
t1/2m
)]θ2
e
−c (2
jrB)
2m/(2m−1)
t1/(2m−1)
{ 
B
|f(x)|p dµ(x)
}1/p
and { 
B
|At(χSj(B)f)(x)|q dµ(x)
}1/q
≤ C2jθ1
[
Υ
(
2jrB
t1/2m
)]θ2
e
−c (2
jrB)
2m/(2m−1)
t1/(2m−1)
{ 
Sj(B)
|f(x)|p dµ(x)
}1/p
,
where Υ(s) := max{s, 1s} for all s ∈ (0,∞).
Similar to the comments below [7, Definition 2.1], we have the following properties on
Om(Lp − Lq).
Remark 2.8. (i) It is easy to see that, for p ≤ p1 ≤ q1 ≤ q,
Om(Lp − Lq) ⊂ Om(Lp1 − Lq1).
(ii) Similar to [7, Proposition 2.2], we see that At ∈ Om(L1 − L∞) if and only if the
associated kernel pt of At satisfies the Gaussian upper bound, namely, there exist
positive constants c and C such that, for all x, y ∈ X and t ∈ (0,∞),
|pt(x, y)| ≤ C
V (x, t1/2m)
exp
{
−c [d(x, y)]
2m/(2m−1)
t1/(2m−1)
}
.
(iii) At ∈ Om(Lp − Lq) if and only if its dual, A∗t , belongs to Om(Lq
′ − Lp′).
Now, we make the following two assumptions on operators L, which are used through
the whole paper.
Assumption (A). Assume that the operator L is a one-to-one operator of type ω in
L2(X ) with ω ∈ [0, π/2), has dense range in L2(X ) and a bounded H∞-calculus in L2(X ).
Assumption (B). Let m ∈ N. Assume that there exist pL ∈ [1, 2) and qL ∈ (2,∞],
depending on L, such that the family {(tL)ke−tL}t>0, with k ∈ Z+, satisfies the reinforced
(pL, qL, m) off-diagonal estimates on balls, namely, for all t ∈ (0,∞) and p, q ∈ (pL, qL)
with p ≤ q, (tL)ke−tL ∈ Om(Lp − Lq).
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Remark 2.9. (a) We first point that in Assumptions (A) and (B), if L is non-negative
self-adjoint, X is the Euclidean space Rn and m = 1, from [7, Proposition 3.2], it
follows that the notion of the reinforced (pL, qL, m) off-diagonal estimates on balls
is the same as the reinforced (pL, qL) off-diagonal estimates introduced in [12] (see
[11, 27, 32] and their references for the history of the off-diagonal estimates). Here,
we use the off-diagonal estimates on balls, because they coincide with the off-diagonal
estimates when X = Rn, and the off-diagonal estimates on balls seem more suitable
in a general space of homogeneous type. For example, the heat semigroup e−t∆ on
functions for general Riemannian manifolds with doubling property is not Lp − Lq
bounded when p < q unless the measure of any ball is bounded below by a power of
its radius. However, if we assume the Lp − Lq off-diagonal estimates, it then implies
the Lp − Lq boundedness (see also the discussions above [7, Proposition 3.2]).
(b) Denote by L∗ the adjoint operator of L in L2(X ). Let pL, qL be as in Assumption (B),
m ∈ N and k ∈ N. If (tL)ke−tL satisfies the reinforced (pL, qL, m) off-diagonal esti-
mates on balls, then (tL∗)ke−tL∗ also satisfies the reinforced (q′L, p
′
L, m) off-diagonal
estimates on balls. Recall that, for any p ∈ [1,∞], 1/p + 1/p′ = 1.
(c) Examples of operators which satisfy Assumptions (A) and (B) include:
(i) the second order divergence form elliptic operators with complex bounded coef-
ficients as in [40] (see also (7.1) below for its precise definition);
(ii) the 2m-order homogeneous divergence form elliptic operators
(−1)m
∑
|α|=m=|β|
∂β (aα,β∂
α)
interpreted in the usual weak sense via a sesquilinear form, with complex bounded
measurable coefficients aα, β for all multi-indices α and β (see, for example,
[10, 18]);
(iii) the Schro¨dinger operator −∆ + V on Rn with the nonnegative potential V ∈
L1loc(R
n) (see, for example, [39, 45] and related references);
(iv) the Schro¨dinger operator −∆+V on Rn with the suitable real potential V as in
[3];
(v) the nonnegative self-adjoint operators satisfying Gaussian upper bounds, namely,
there exist positive constants C and c such that, for all x, y ∈ X and t ∈ (0,∞),
|pt(x, y)| ≤ C
V (x, t1/2m)
exp
{
−c [d(x, y)]
2m/(2m−1)
t1/(2m−1)
}
,
where pt is the associated kernel of e
−tL and m ∈ N;
(d) We point out that the condition that L is one-to-one is necessary for the bounded
H∞ functional calculus on L2(X ) (see [58, 25]). Moreover, from [25, Theorem 2.3], it
follows that if T is a one-to-one operator of type ω in L2(X ), then T has dense domain
and dense range;
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(e) If L is nonnegative self-adjoint on L2(X ) satisfying the reinforced (pL, p′L, m) off-
diagonal estimates on balls, then the condition that L is one-to-one can be removed
and we can introduce another kind of functional calculus by using the spectral theorem.
More precisely, in this case, for every bounded Borel function F : [0, ∞) → C, we
define the operator F (L) : L2(X )→ L2(X ) by the formula
F (L) :=
ˆ ∞
0
F (λ) dEL(λ),
where EL(λ) is the spectral resolution of L (see [39] for more details). Observe also
that a one-to-one nonnegative self-adjoint operator is of type 0.
Assume that the operator L satisfies Assumptions (A) and (B). For all k ∈ N, the
vertical square function GL, k is defined by setting, for all f ∈ L2(X ) and x ∈ X ,
GL, k(f)(x) :=
{ˆ ∞
0
∣∣∣(t2mL)ke−t2mLf(x)∣∣∣2 dt
t
}1/2
,
which is bounded on L2(X ) (see, for example, [58]). When k = 1, we write GL instead of
GL, 1.
Theorem 2.10. Let L satisfy Assumptions (A) and (B), k ∈ N and, pL and qL be as in
Assumption (B). Then GL, k is bounded on L
p(X ) for all p ∈ (pL, qL).
To prove Theorem 2.10, we need the following two criteria, which are due to [4] (see
also [6]).
Lemma 2.11. Let p0 ∈ [1, 2) and {At}t>0 be a family of linear operators acting on
L2(X ). Suppose that T is a sublinear operator of strong type (2, 2). Assume that there
exists a sequence {α(j)}∞j=2 of positive numbers such that, for all balls B := B(xB , rB)
and f ∈ Lp0(X ) supported in B,
(2.11)
{ 
Sj(B)
|T (I −ArB )f(x)|2 dµ(x)
}1/2
≤ α(j)
{ 
B
|f(x)|p0 dµ(x)
}1/p0
when j ≥ 3, and
(2.12)
{ 
Sj(B)
|ArBf(x)|2 dµ(x)
}1/2
≤ α(j)
{ 
|f(x)|p0 dµ(x)
}1/p0
when j ≥ 2. If ∑∞j=2 α(j)2nj <∞, then T is of weak type (p0, p0).
Lemma 2.12. Let p0 ∈ (2,∞] and {At}t>0 be a family of linear operators acting on
L2(X ). Suppose that T is a sublinear operator acting on L2(X ). Assume that there exists
a positive constant C such that, for all balls B := B(xB , rB), y ∈ B and f ∈ Lp0(X )
supported in B,
(2.13)
{ 
B
|T (I −ArB )f(x)|p0 dµ(x)
}1/p0
≤ C [M(|f |2)(y)]1/2
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and { 
B
|TArBf(x)|p0 dµ(x)
}1/p0
≤ C[M(|Tf |2)(y)]1/2,
where M denotes the Hardy-Littlewood maximal function (see Lemma 2.5(vi)). Then T
is of strong type (p0, p0).
Now we prove Theorem 2.10 by using Lemmas 2.11 and 2.12.
Proof of Theorem 2.10. For the sake of simplicity, we only give the proof for k = 1. Since
GL is bounded on L
2(X ), we can assume that pL < 2 < qL. We now consider the following
two cases.
Case 1). p ∈ (pL, 2).
In this case, we apply Lemma 2.11 with ArB := I − (I − e−r
2m
B L)M , M ∈ N and
M > (n + θ1)/2m. From Assumption (B), we deduce that e
−tL ∈ Om(Lp − L2). Thus,
(2.12) holds. It remains to show that for all j ∈ N with j ≥ 3, balls B and f ∈ Lp(X )
supported in B, it holds that{ 
Sj(B)
∣∣∣GL(I − e−r2mB L)Mf(x)∣∣∣2 dµ(x)
}1/2
(2.14)
. 2−j(mM−θ1)
{ 
B
|f(x)|p dµ(x)
}1/p
.
First, we write{ 
Sj(B)
∣∣∣GL(I − e−r2mB L)Mf(x)∣∣∣2 dµ(x)}1/2(2.15)
=
{ 
Sj(B)
ˆ ∞
0
∣∣∣t2mLe−t2mL(I − e−r2mB L)Mf(x)∣∣∣2 dt
t
dµ(x)
}1/2
≤
{ 
Sj(B)
ˆ 2jrB
0
∣∣∣t2mLe−t2mL(I − e−r2mB L)Mf(x)∣∣∣2 dt
t
dµ(x)
}1/2
+
{ 
Sj(B)
ˆ ∞
2jrB
· · ·
}1/2
=: I + II.
We first estimate I. Write(
I − e−r2mB L
)M
=
ˆ rmB
0
· · ·
ˆ r2mB
0
LMe−(s1+···+sM )Lds1 · · · dsM .
Thus,
I ≤
{ 
Sj(B)
ˆ 2jrB
0
ˆ r2mB
0
· · ·
ˆ r2mB
0
∣∣∣t2mLM+1e−(t2m+s1+···+sM )Lf(x)∣∣∣2(2.16)
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×ds1 · · · dsM dt
t
dµ(x)
}1/2
.
By the fact that ((t2m + s1 + · · ·+ sM )L)M+1e−(t2m+s1+···+sM )L ∈ Om(Lp −L2), we know
that{ 
Sj(B)
∣∣∣t2mLM+1e−(t2m+s1+···+sM )Lf(x)∣∣∣2 dµ(x)}1/2
.
t2m
(t2m + s1 + · · ·+ sM )M+1 2
jθ1
[
t2m + s1 + · · ·+ sM
(2jrB)
2m
]M+1{ 
B
|f(x)|p dµ(x)
}1/p
. 2jθ1t2m(2jrB)
−2m(M+1)
{ 
B
|f(x)|p dµ(x)
}1/p
,
which, together with Minkowski’s integral inequality and (2.16), implies that
I .
ˆ 2jrB
0
ˆ r2mB
0
· · ·
ˆ r2mB
0
2jθ1t2m(2jrB)
−2m(M+1)ds1 · · · dsM dt
t
(2.17)
×
{ 
B
|f(x)|p dµ(x)
}1/p
. 2−j(2mM−θ1)
{ 
B
|f(x)|p dµ(x)
}1/p
.
Likewise, we also see that
II . 2−j(2mM−θ1)
{ 
B
|f(x)|p dµ(x)
}1/p
.
This, combined with (2.15) and (2.17), shows that (2.14) holds as long asM > (n+θ1)/2m.
Thus, as a direct consequence of Lemma 2.12 and interpolation, we conclude that GL is
bounded on Lp(X ) for all p ∈ (pL, 2).
Case 2). p ∈ (2, qL).
In this case, we first prove (2.13) for T := GL and ArB := I − (I − e−r
2m
B L)M with
M > (n + θ1)/2m. To do this, we decompose f =
∑∞
j=0 fj, where for each j ∈ Z+,
fj := fχSj(B). Then, by an argument similar to that used in the proof of Case 1),
we conclude that (2.13) holds true for T := GL and ArB := I − (I − e−r
2m
B L)M with
M > (n + θ1)/2m. We now claim that, for all f ∈ L2(X ), balls B := B(xB , rB) and
y ∈ B,
(2.18)
{ 
B
∣∣∣GL[I − (I − e−r2mB L)M ]f(x)∣∣∣p}1/p . [M(|Tf |2)(y)]1/2 .
Since I − (I − e−r2mB L)M = ∑Mj=1 c(j,M)e−jr2mB L, where {c(j,M)}Mj=0 are constants de-
pending on j and M , it follows that (2.18) is equivalent to that, for all j ∈ {1, . . . , M},
(2.19)
{ 
B
∣∣∣GLe−jr2mB Lf(x)∣∣∣p dµ(x)}1/p . [M(|Tf |2)(y)]1/2 .
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To see this, by Minkowski’s inequality, we conclude that{ 
B
∣∣∣GLe−jr2mB Lf(x)∣∣∣p dµ(x)}1/p
≤
{ˆ ∞
0
[ 
B
∣∣∣e−jr2mB L (t2mLe−t2mLf) (x)∣∣∣p dµ(x)]2/p dt
t
}1/2
.
Let g := t2mLe−t2mLf and gi := gχSi(B) with i ∈ Z+. Then, from the fact that e−jr
2m
B L ∈
Om(L2 − Lp), we deduce that, for all y ∈ B,
{ 
B
∣∣∣GLe−jr2mB Lf(x)∣∣∣p dµ(x)}1/p .

ˆ ∞
0
∑
i∈Z+
[ 
B
∣∣∣e−jr2mB Lgi(x)∣∣∣p dµ(x)]2/p dt
t

1/2
.
[M(|f |2)(y)]1/2 .
Thus, (2.19) holds and hence (2.18) holds true. By this and Lemma 2.12, we see that GL
is bounded on Lp(X ) for all p ∈ (2, qL), which completes the proof of Theorem 2.10.
For all k ∈ N, the non-tangential square functions SL, k is defined by setting, for all
f ∈ L2(X ) and x ∈ X ,
(2.20) SL, k(f)(x) :=
{ˆ ∞
0
ˆ
B(x,t)
∣∣∣(t2mL)ke−t2mLf(y)∣∣∣2 dµ(y)
V (x, t)
dt
t
}1/2
.
In particular case k = 1, we omit the subscript k to write SL. It is easy to show that, for
all f ∈ L2(X ), ‖SL, k(f)‖L2(X ) . ‖GL, k(f)‖L2(X ) and hence SL, k is bounded on L2(X ).
Moreover, we have the following boundedness of SL, k on L
p(X ).
Theorem 2.13. Let L satisfy Assumptions (A) and (B), k ∈ N and pL and qL be as in
Assumption (B). Then SL, k is bounded on L
p(X ) for all p ∈ (pL, qL).
Proof. Without the loss of generality, we may assume that k = 1. Similar to the proof of
Theorem 2.10, we also consider the following two cases for p.
Case 1). p ∈ (pL, 2).
In this case, we apply Theorem 2.11 to this situation for T := SL and ArB := I −
(I − e−r2mB L)M with M > (2n + θ1)/2m. Due to the fact that (tL)ke−tL ∈ Om(Lp − L2)
for all k ∈ Z+, we only need to show (2.12), namely, for all j ∈ N with j ≥ 3, balls
B := B(xB, rB) and f ∈ Lp(X ) supported in B, it holds that{ 
Sj(B)
∣∣∣SL(I − e−r2mB L)Mf(x)∣∣∣2 dµ(x)}1/2(2.21)
. 2−j(2mM−θ1)
{ 
B
|f(x)|p dµ(x)
}1/p
.
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To show this, we first write
 
Sj(B)
∣∣∣SL(I − e−r2mB L)Mf(x)∣∣∣2 dµ(x)
=
 
Sj(B)
ˆ d(x,xB)
4
0
ˆ
B(x,t)
∣∣∣t2mLe−t2mL(I − e−r2mB L)Mf(y)∣∣∣2 dµ(y)
V (x, t)
dt
t
dµ(x)
+
 
Sj(B)
ˆ ∞
d(x,xB)
4
· · · =: I1 + I2.
Let us first estimate I1. Let
Fj(B) :=
{
z ∈ X : there exists x ∈ Sj(B) such that d(x, z) < d(x, xB)
4
}
.
Then Fj(B) ⊂ Sj−1(B) ∪ Sj(B) ∪ Sj+1(B) =: Uj(B). This, together with the fact that´
d(x,y)<t
1
V (x,t)dµ(x) . 1, implies that
I1 ≤ 1
µ(2jB)
ˆ
Fj(B)
ˆ d(x,xB)
4
0
∣∣∣t2mLe−t2mL(I − er2mB L)Mf(y)∣∣∣2 dt
t
dµ(y)
.
1
µ(2jB)
ˆ
Uj(B)
ˆ 2jrB
0
∣∣∣t2mLe−t2mL(I − er2mB L)Mf(y)∣∣∣2 dt
t
dµ(y).
At this stage, by an argument used in Case 1) of the proof of Theorem 2.10, we conclude
that
I1 . 2
−2j(2mM−θ1)
{ 
B
|f(x)|p dµ(x)
}2/p
.
Likewise, for I2, we write
I2 ≤
 
Sj(B)
ˆ ∞
d(x,xB)
4
ˆ
B(x,t)
∣∣∣t2mLe−t2mL(I − e−r2mB L)Mf(y)∣∣∣2 dµ(y)
V (x, t)
dt
t
dµ(x)
.
1
µ(2jB)
ˆ ∞
2j−1rB
ˆ
X
∣∣∣t2mLe−t2mL(I − e−r2mB L)Mf(y)∣∣∣2 dµ(y)dt
t
.
1
µ(2jB)
ˆ ∞
2j−1rB
ˆ
4Bt
∣∣∣t2mLe−t2mL(I − e−r2mB L)Mf(y)∣∣∣2 dµ(y)dt
t
+
∞∑
j=2
1
µ(2jB)
ˆ ∞
2j−1rB
ˆ
Sj(Bt)
∣∣∣t2mLe−t2mL(I − e−r2mB L)Mf(y)∣∣∣2 dµ(y)dt
t
=: K +
∞∑
j=2
Hj ,
where Bt := B(xB, t).
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Notice that in this situation, B ⊂ Bt and hence f = fχBt . By an argument similar to
that used in the proof of Theorem 2.10 and the fact that (tL)ke−tL ∈ Om(Lp−L2) for all
k ∈ Z+, we see that{ 
4Bt
∣∣∣t2mLe−t2mL(I − e−r2mB L)Mf(y)∣∣∣2 dµ(y)}1/2
.
ˆ r2mB
0
· · ·
ˆ r2mB
0
{ 
4Bt
∣∣∣t2mLM+1e−(t2m+s1+···+sM )Lf(y)∣∣∣2 dµ(y)}1/2 d~s
.
ˆ r2mB
0
· · ·
ˆ r2mB
0
t2m
(t2m + s1 + · · ·+ sM )M+1d~s
{ 
4Bt
|f(x)|p dµ(x)
}1/p
.
r2mMB
t2mM
{ 
4Bt
|f(x)|p dµ(x)
}1/p
,
where d~s := ds1 · · · dsM . This implies that
K .
ˆ ∞
2j−1rB
r4mMB
t4mM
µ(Bt)
µ(2jB)
dt
t
{ 
B
|f(x)|p dµ(x)
}2/p
.
ˆ ∞
2j−1rB
r4mMB
t4mM
(
t
2jrB
)n dt
t
{ 
B
|f(x)|p dµ(x)
}2/p
. 2−j(4mM−n)
{ 
B
|f(x)|p dµ(x)
}2/p
.
Likewise, for all j ∈ N with j ≥ 2, we have{ 
Sj(Bt)
∣∣∣t2mLe−t2mL(I − e−r2mB L)Mf(y)∣∣∣2 dµ(y)}1/2
≤
ˆ r2mB
0
· · ·
ˆ r2mB
0
{ 
Sj(Bt)
∣∣∣t2mLM+1e−(t2m+s1+···+sM )Lf(y)∣∣∣2 dµ(y)}1/2 d~s
. 2jθ1
(
2jrBt
t
)θ2 ˆ r2mB
0
· · ·
ˆ r2mB
0
t2m
(t2m + s1 + · · ·+ sM )M+1 exp
{
−c(2
jrBt)
2m
t2m
}
d~s
×
{ 
Bt
|f(x)|p dµ(x)
}1/p
. 2−j(n+ǫ)
r2mMB
t2mM
{ 
Bt
|f(x)|p dµ(x)
}1/p
.
Therefore,
Hj . 2
−j(n+ǫ)
ˆ ∞
2j−1rB
r4mMB
t4mM
µ(2jBt)
µ(2jB)
{ 
B
|f(x)|p dµ(x)
}2/p
. 2−j(n+ǫ)
ˆ ∞
2j−1rB
r4mMB
t4mM
(
2jt
2jrB
)n
dt
t
{ 
B
|f(x)|p dµ(x)
}2/p
. 2−jǫ2−j(4mM−n)
{ 
B
|f(x)|p dµ(x)
}2/p
,
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where n is the dimension of X appearing in (2.2).
From these estimates of K and Hj , we deduce that (2.21) holds and hence SL is bounded
on Lp(X ) for all p ∈ (pL, 2).
Case 2). p ∈ (2, qL).
In this case, for any h ∈ L(p/2)′(X ), from Fubini’s theorem and Ho¨lder’s inequality, we
infer that
ˆ
X
[SLf(x)]
2h(x) dµ(x) =
ˆ
X
ˆ ∞
0
ˆ
B(x,t)
∣∣∣t2mLe−t2mLf(y)∣∣∣2 h(x) dµ(y)
V (x, t)
dt
t
dµ(x)
=
ˆ
X
ˆ ∞
0
ˆ
B(x,t)
∣∣∣t2mLe−t2mLf(y)∣∣∣2 h(x) dµ(x)
V (x, t)
dt
t
dµ(y)
.
ˆ
X
ˆ ∞
0
∣∣∣t2mLe−t2mLf(y)∣∣∣2M(h)(y) dt
t
dµ(y)
.
ˆ
X
[GLf(x)]
2M(h)(y) dµ(y) . ‖GL(f)‖2Lp(X ) ‖M(h)‖L(p/2)′ (X ) .
At this stage, using Theorem 2.10 and the fact that M is bounded on Lp(X ) for all
p ∈ (1,∞), we conclude that
ˆ
X
[SLf(x)]
2h(x) dµ(x) . ‖f‖2Lp(X )‖h‖L(p/2)′ (X ),
which implies that SL is bounded on L
p(X ) for all p ∈ (2, qL) and hence completes the
proof of Theorem 2.13.
3 Musielak-Orlicz tent spaces
In this section, we study the Musielak-Orlicz tent space associated with the growth
function. We first recall some notions as follows.
For any ν ∈ (0,∞) and x ∈ X , let Γν(x) := {(y, t) ∈ X+ : d(x, y) < νt} be the
cone of aperture ν with vertex x ∈ X , here and in what follows, we always assume that
X+ := X × (0, ∞). For any closed subset F of X , denote by RνF the union of all cones
with vertices in F , namely, RνF := ∪x∈FΓν(x) and, for any open subset O of X , denote
the tent over O by Tν(O), which is defined as Tν(O) := [Rν(O∁)]∁. It is easy to see that
Tν(O) = {(x, t) ∈ X+ : d(x,O∁) ≥ νt}. In what follows, we denote Γ1(x) and T1(O) simply
by Γ(x) and Ô, respectively.
For all measurable functions g on X+ and x ∈ X , define
A(g)(x) :=
{ˆ
Γ(x)
|g(y, t)|2 dµ(y)
V (x, t)
dt
t
}1/2
.
Coifman, Meyer and Stein [22] introduced the tent space T p2 (R
n+1
+ ) for p ∈ (0,∞), here and
in what follows, Rn+1+ := R
n × (0,∞). The tent space T p2 (X+) on spaces of homogenous
type was introduced by Russ [65]. Recall that a measurable function g is said to belong
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to the tent space T p2 (X+) with p ∈ (0,∞), if ‖g‖T p2 (X+) := ‖A(g)‖Lp(X ) < ∞. Moreover,
Harboure, Salinas and Viviani [37], and Jiang and Yang [45], respectively, introduced the
Orlicz tent spaces TΦ(R
n+1
+ ) and TΦ(X+).
Let ϕ be as in Definition 2.2. In what follows, we denote by Tϕ(X+) the space of all
measurable functions g on X+ such that A(g) ∈ Lϕ(X ) and, for any g ∈ Tϕ(X+), its
quasi-norm is defined by
‖g‖Tϕ(X+) := ‖A(g)‖Lϕ(X ) = inf
{
λ ∈ (0,∞) :
ˆ
X
ϕ
(
x,
A(g)(x)
λ
)
dµ(x) ≤ 1
}
.
Let p ∈ (1, ∞). A function A on X+ is called a (Tϕ, p)-atom if
(i) there exists a ball B ⊂ X such that supp a ⊂ B̂;
(ii) ‖A‖T p2 (X+) ≤ [µ(B)]1/p‖χB‖
−1
Lϕ(X ).
Furthermore, if A is a (Tϕ, p)-atom for all p ∈ (1,∞), we then call A a (ϕ,∞)-atom.
For functions in Tϕ(X+), we have the following atomic decomposition.
Theorem 3.1. Let ϕ be as in Definition 2.2. Then for any f ∈ Tϕ(X+), there exist
{λj}j ⊂ C and a sequence {Aj}j of (Tϕ, ∞)-atoms associated with {Bj}j such that, for
almost every (x, t) ∈ X+,
(3.1) f(x, t) =
∑
j
λjAj(x, t).
Moreover, there exists a positive constant C such that, for all f ∈ Tϕ(X+),
Λ({λjAj}j) := inf
λ ∈ (0,∞) : ∑
j
ϕ
(
Bj,
|λj|
λ‖χBj‖Lϕ(X )
)
≤ 1
(3.2)
≤ C‖f‖Tϕ(X+).
The proof of Theorem 3.1 is similar to that of [74, Theorem 3.1]. We omit the details
here.
Corollary 3.2. Let p ∈ (0,∞) and ϕ be as in Definition 2.2. If f ∈ Tϕ(X+) ∩ T p2 (X+),
then the decomposition (3.1) also holds in both Tϕ(X+) and T p2 (X+).
The proof of Corollary 3.2 is similar to that of [74, Corollary 3.5] and hence we omit
the details here.
In what follows, let T bϕ(X+) and T p, b2 (X+) with p ∈ (0,∞) denote, respectively, the set
of all functions in Tϕ(X+) and T p2 (X+) with bounded support. Here and in what follows,
a function f on X+ is said to have bounded support means that there exist a ball B ⊂ X
and 0 < c1 < c2 <∞ such that supp f ⊂ B × (c1, c2).
Proposition 3.3. Let ϕ be as in Definition 2.2. Then T bϕ(X+) ⊂ T 2, b2 (X+) as sets.
The proof of Proposition 3.3 is an application of the uniformly lower type p2 property
of ϕ for some p2 ∈ (0, 1], which is similar to that of [42, Proposition 3.5]. We omit the
details.
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4 The Musielak-Orlicz-Hardy space Hϕ,L(X ) and its molec-
ular characterization
In this section, we first introduce the Musielak-Orlicz-Hardy space Hϕ,L(X ) associ-
ated with the operator L via the Lusin-area function. Then we establish an equivalent
characterization of Hϕ,L(X ) in terms of the molecule. We begin with some notions and
notations.
Let L satisfy Assumptions (A) and (B), and m ∈ N be as in (2.9). For all f ∈ L2(X ),
the Lusin-area function SL is defined as in (2.20).
By Theorem 2.13, we know that, for any p ∈ (pL, qL), where pL and qL are as in
Assumption (B), there exists a positive constant C(p), depending on p, such that, for all
f ∈ Lp(X ),
(4.1) ‖SL(f)‖Lp(X ) ≤ C(p)‖f‖Lp(X ).
Now we introduce the Musielak-Orlicz-Hardy Hϕ,L(X ) via the Lusin-area function SL.
Definition 4.1. Let ϕ be as in Definition 2.2 and L satisfy Assumptions (A) and (B).
Assume that pL and qL are as in Assumption (B). A function f ∈ Lp(X ) with p ∈ (pL, qL)
is said to be in H˜ϕ,L, p(X ) if SL(f) ∈ Lϕ(X ) and, moreover, define
‖f‖Hϕ, L, p(X ) := ‖SLf‖Lϕ(X ) := inf
{
λ ∈ (0,∞) :
ˆ
X
ϕ
(
x,
SL(f)(x)
λ
)
dµ(x) ≤ 1
}
.
The Musielak-Orlicz-Hardy space Hϕ,L, p(X ) is defined to be the completion of H˜ϕ,L, p(X )
with respect to the quasi-norm ‖ · ‖Hϕ, L, p(X ).
In what follows, for the simplicity of the notation, we write Hϕ,L(X ) := Hϕ,L, 2(X ).
Remark 4.2. From the Aoki-Rolewicz theorem in [2, 64], it follows that, there exist a
quasi-morn ‖| · ‖| on H˜ϕ,L, p(X ) and γ ∈ (0, 1] such that, for all f ∈ H˜ϕ,L, p(X ), ‖|f‖| ∼
‖f‖Hϕ, L, p(X ) and, for any sequence {fj}j ⊂ H˜ϕ,L, p(X ),∥∥∥∥∥∥
∣∣∣∣∣∣
∑
j
fj
∥∥∥∥∥∥
∣∣∣∣∣∣
γ
≤
∑
j
‖|fj‖|γ .
By the theorem of completion of Yosida [75, p. 56], it follows that (H˜ϕ,L, p(X ), ‖| · ‖|) has
a completion space (Hϕ,L, p(X ), ‖| · ‖|); namely, for any f ∈ Hϕ,L, p(X ), there exists a
Cauchy sequence {fk}∞k=1 ⊂ H˜ϕ,L, p(X ) such that limk→∞ ‖|fk − f‖| = 0. Moreover, if
{fk}∞k=1 is a Cauchy sequence in H˜ϕ,L, p(X ), then there exists a unique f ∈ Hϕ,L, p(X )
such that limk→∞ ‖|fk− f‖| = 0. Furthermore, by the fact that ‖|f‖| ∼ ‖f‖Hϕ, L, p(X ) for all
f ∈ H˜ϕ,L, p(X ), we know that the spaces (Hϕ,L, p(X ), ‖ ·‖Hϕ, L, p(X )) and (Hϕ,L, p(X ), ‖| · ‖|)
coincide with equivalent quasi-norms.
To introduce the molecular Musielak-Orlicz-Hardy space, we first introduce the notion
of the molecule associated with the growth function ϕ.
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Definition 4.3. Let ϕ be as in Definition 2.2, L satisfy Assumptions (A) and (B), pL
and qL be as in Assumption (B). Let q ∈ (pL, qL), M ∈ N and ǫ ∈ (0,∞). A function
α ∈ Lq(X ) is called a (ϕ, q, M, ǫ)L-molecule associated with the ball B ⊂ X if, for each
k ∈ {0, . . . , M} and j ∈ Z+, it holds that∥∥∥(r−2mB L−1)k α∥∥∥
Lq(Sj(B))
≤ 2−jǫ[µ(2jB)]1/q‖χB‖−1Lϕ(X ).
Moreover, if α is a (ϕ, q, M, ǫ)L-molecule for all q ∈ (pL, qL), then α is called a
(ϕ, M, ǫ)L-molecule.
Definition 4.4. Let ϕ be as in Definition 2.2, L satisfy Assumptions (A) and (B), pL
and qL be as in Assumption (B). Assume that q ∈ (pL, qL), M ∈ N and ǫ ∈ (0,∞). The
equality f =
∑
j λjαj is called a molecular (ϕ, r, q, M, ǫ)-representation of f for some
r ∈ (pL, qL), if each αj is a (ϕ, q, M, ǫ)L-molecule associated to the ball Bj ⊂ X , the
summation converges in Lr(X ) and {λj}j satisfies that∑
j
ϕ
(
Bj, |λj |‖χBj‖−1Lϕ(X )
)
<∞.
Let
H˜M, q, ǫϕ,L (X ) := {f : f has a molecular
(ϕ, r, q, M, ǫ)− representation for some r ∈ (pL, qL)}
with the quasi-norm ‖ · ‖
HM, q, ǫϕ, L (X )
given by setting, for all f ∈ H˜M, q, ǫϕ,L (X ),
‖f‖
HM, q, ǫϕ, L (X )
:= inf
Λ({λjαj}j) : f =∑
j
λjαj is a molecular (ϕ, r, q, M, ǫ)-representation
 ,
where Λ({λjαj}j) is as in (3.2).
The molecular Musielak-Orlicz-Hardy space HM, q, ǫϕ,L (X ) is then defined as the comple-
tion of H˜M, q, ǫϕ,L (X ) with respect to the quasi-norm ‖ · ‖HM, q, ǫϕ, L (X ).
In what follows, let L2b(X+) denote the set of all functions f ∈ L2(X+) with bounded
support,M ∈ N andM > n2m [ q(ϕ)i(ϕ)+ θ1n − 2nqL ], where k, q(ϕ), i(ϕ), θ1 and qL are respectively
as in Definition 2.7, (2.6), (2.5), (2.10) and Assumption (B). For all f ∈ L2b(X+) and x ∈ X ,
define
(4.2) πL,M (f)(x) := C(m,M)
ˆ ∞
0
(t2mL)M+1e−t
2mL(f(·, t))(x) dt
t
,
where C(m,M) is a positive constant such that
(4.3) C(m,M)
ˆ ∞
0
t2m(M+2)e−2t
2m dt
t
= 1.
Here m is as in Definition 2.7.
For the operator πL,M , we have the following boundedness.
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Proposition 4.5. Assume that L satisfies Assumptions (A) and (B), and πL,M is as in
(4.2). Let ϕ be as in Definition 2.2 with ϕ ∈ RH(qL/I(ϕ))′(X ), where qL and I(ϕ) are,
respectively, as in Assumption (B) and (2.4). Then
(i) the operator πL,M , initially defined on the space T
p, b
2 (X+) with p ∈ (pL, qL), extends
to a bounded linear operator from T p2 (X+) to Lp(X );
(ii) the operator πL,M , initially defined on the space T
b
ϕ(X+), extends to a bounded linear
operator from Tϕ(X+) to Hϕ,L(X ).
Proof. The proof of (i) is similar to that of [46, Proposition 4.1(i)]. We omit the details.
Now we prove (ii). Let f ∈ T bϕ(X+). Then by Proposition 3.3, Corollary 3.2 and (i), we
know that
πL,Mf =
∑
j
λjπL,MAj =:
∑
j
λjαj
in L2(X ), where {λj}j and {Aj}j satisfy (3.1) and (3.2). Recall that for each j, suppAj ⊂
B̂j and Bj is a ball of X . Moreover, from the fact that SL is bounded on L2(X ), we deduce
that for almost every x ∈ X , SL(πL,M (f))(x) ≤
∑
j |λj |SL(αj)(x). This, combined with
Lemma 2.4(i), yields
ˆ
X
ϕ (x, SL(πL,M (f))(x)) dµ(x) .
∑
j
ˆ
X
ϕ (x, |λj |SL(αj)(x)) dµ(x).
We now claim that for some ǫ ∈ (nq(ϕ)/i(ϕ),∞), αj = πL,M (Aj) is a (ϕ, M, ǫ)L-
molecule, up to a harmless constant, associated to the ball Bj for each j. Indeed, assume
that A is a (Tϕ,∞)-atom associated to the ball B := B(xB , rB) and q ∈ (pL, qL). Since
for q ∈ (pL, 2), each (ϕ, 2, M, ǫ)L-molecule is also a (ϕ, q, M, ǫ)L-molecule, to prove the
above claim, it suffices to show that α := πL,M (A) is a (ϕ, q, M, ǫ)L-molecule, up to a
harmless constant, adapted to B with q ∈ [2, qL).
Let q ∈ [2, qL). When j ∈ {0, . . . , 4}, by (i), we know that
‖α‖Lq(Sj(B)) = ‖πL,MA‖Lq(Sj(B)) . ‖A‖T q2 (X+)(4.4)
. [µ(B)]1/q‖χB‖−1Lϕ(X ) ∼ 2−jǫ[µ(2jB)]1/q‖χB‖−1Lϕ(X ).
When j ∈ N with j ≥ 5, take h ∈ Lq′(X ) satisfying ‖h‖Lq′ (X ) ≤ 1 and supph ⊂ Sj(B).
Then from Ho¨lder’s inequality and q′ ∈ (q′L, 2], we infer that
|〈πL,MA,h〉|≤
ˆ
X
ˆ ∞
0
|A(x, t)(t2mL∗)M+1e−t2mL∗(h)(x)|dt
t
dµ(x)(4.5)
≤ ‖A(A)‖Lq(X )
∥∥∥A(χB̂(t2mL∗)M+1e−t2mL∗(h))∥∥∥Lq′ (X )
. ‖A‖T q2 (X+)[µ(B)]
1/q′−1/2
×
{ˆ
B̂
∣∣∣(t2mL∗)M+1e−t2mL∗(h)(x, t)∣∣∣2 dµ(x) dt
t
}1/2
.
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Moreover, by Assumption (B), we see that
ˆ
B̂
∣∣∣(t2mL∗)M+1e−t2mL∗(h)(x, t)∣∣∣2 dµ(x) dt
t
.
ˆ rB
0
{
2jθ1
[
Υ
(
2jrB
t
)]θ2
[µ(B)]1/2[µ(2jB)]−1/q
′
exp
[
−
(
2jrB
t
)2m/(2m−1)]}2
dt
t
. 22θ1jµ(B)[µ(2jB)]−2/q
′
ˆ rB
0
(
2jrB
t
)−2(ǫ+θ1) dt
t
. 2−2ǫjµ(B)[µ(2jB)]−2/q
′
,
which, together with (4.5), implies that
|〈πL,Ma, h〉| . 2−ǫj[µ(B)]1/q‖χB‖−1Lϕ(X ) . 2−ǫj [µ(2jB)]1/q‖χB‖−1Lϕ(X ).
From this and the choice of h, we deduce that, for each j ∈ N with j ≥ 5,
‖α‖Lq(Sj(B)) = ‖πL,M (a)‖Lq(Sj(B)) . 2−ǫj [µ(2jB)]1/q‖χB‖−1Lϕ(X ).(4.6)
Moreover, let k ∈ {1, . . . , M}. When j ∈ {1, . . . , 4}, take h ∈ Lq′(X ) satisfying
‖h‖Lq′ (X ) ≤ 1 and supph ⊂ Sj(B). Then it follows, from Ho¨lder’s inequality and the
Lq
′
(X )-boundedness of SL∗,M+1−k, that
|〈(r−2mB L−1)kπL,M (a), h〉|
.
ˆ rB
0
ˆ
B
(
t
rB
)2km
|a(x, t)|
∣∣∣(t2mL∗)M+1−ke−t2mL∗(h)(x)∣∣∣ dµ(x) dt
t
. ‖A(a)‖Lq(X ) ‖SL∗,M+1−k(h)‖Lq′ (X )
. ‖a‖T q2 (X+) . [µ(B)]
1/q‖χB‖−1Lϕ(X ) . 2−jǫ[µ(2jB)]1/q‖χB‖−1Lϕ(X ),
which implies that, for each k ∈ {1, . . . , M} and j ∈ {0, . . . , 4},∥∥∥(r−2mB L−1)kα∥∥∥
Lq(Sj(B))
. 2−jǫ[µ(2jB)]1/q‖χB‖−1Lϕ(X ).(4.7)
When j ∈ N with j ≥ 5, similar to the proof of (4.5), we know that, for each m ∈
{1, . . . , M}, ∥∥∥(r−2mB L−1)k α∥∥∥
Lq(Sj(B))
. 2−ǫj [µ(2jB)]1/q‖χB‖−1Lϕ(X ),
which, together with (4.4), (4.6) and (4.7), implies that α is a (ϕ, q, M, ǫ)L-molecule.
Let ǫ > nq(ϕ)/i(ϕ) and M ∈ N with M > n2m [ q(ϕ)i(ϕ) + θ1n − 2nqL ]. By ϕ ∈ RH(qL/I(ϕ))′(X ),
ǫ > nq(ϕ)/i(ϕ) and M > n2m [
q(ϕ)
i(ϕ) +
θ1
n − 2nqL ], we find that there exist p1 ∈ [I(ϕ), 1],
p2 ∈ (0, i(ϕ)), q0 ∈ (q(ϕ),∞) and q ∈ [2, qL) such that ϕ is of uniformly upper type p1
and lower type p2, ϕ ∈ Aq0(X ), ϕ ∈ RH(q/p1)′(X ), ǫ > nq0/p2 and M > n2m [ q0p2 + θ1n − 2nq ].
We now claim that, for any λ ∈ C and (ϕ, q, M, ǫ)L-molecule α associated with the ball
B ⊂ X ,
(4.8)
ˆ
X
ϕ(x, SL(λα)(x)) dµ(x) . ϕ
(
B,
|λ|
‖χB‖Lϕ(X )
)
.
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If (4.8) holds, from this, the facts that, for all λ ∈ (0,∞),
SL(πL,M (f/λ)) = SL(πL,M (f))/λ and πL,M (f/λ) =
∑
j
λjαj/λ,
and SL(πL,M (f)) ≤
∑
j |λj |SL(αj), it follows that, for all λ ∈ (0,∞),
ˆ
X
ϕ
(
x,
SL(πL,M (f))(x)
λ
)
dµ(x) .
∑
j
ϕ
(
Bj ,
|λj |
λ‖χBj‖Lϕ(X )
)
,
which, together with (3.2), implies that
‖πL,Mf‖Hϕ,L, 2(X ) . Λ({λjαj}j) . ‖f‖Tϕ(X+),
and hence completes the proof of (ii).
Now we prove (4.8). By the definition of α, we see that
ˆ
X
ϕ(x, SL(λα)(x)) dµ(x)(4.9)
.
∞∑
j=0
ˆ
X
ϕ
x,{ˆ rB
0
ˆ
B(x,t)
∣∣∣t2mLe−t2mL (λαχSj(B)) (y)∣∣∣2 dµ(y) dtV (x, t)t
}1/2 dx
+
∞∑
j=0
ˆ
X
ϕ
(
x,
{ˆ ∞
rB
ˆ
B(x,t)
∣∣∣t2mLe−t2mL(r2mB L)M (λχSj(B)(r2mB L)−Mα) (y)∣∣∣2
×dµ(y) dt
V (x, t)t
}1/2)
dx =:
∞∑
j=0
Ej +
∞∑
j=0
Fj .
For any j ∈ Z+, let Bj := 2jB. Then
Ej =
∞∑
i=0
ˆ
Si(Bj)
ϕ
(
x, |λ|
{ˆ rB
0
ˆ
B(x,t)
∣∣∣t2mLe−t2mL (αχSj(B)) (y)∣∣∣2
× dµ(y) dt
V (x, t)t
}1/2)
dx =:
∞∑
i=0
Ei, j.
When i ∈ {0, 1, . . . , 4}, by the uniformly upper type p1 and lower type p2 properties
of ϕ, we see that
Ei, j . ‖χB‖p1Lϕ(X )
ˆ
Si(Bj)
ϕ
(
x, |λ|‖χB‖−1Lϕ(X )
) [
SL
(
αχSj(B)
)
(x)
]p1
dµ(x)(4.10)
+‖χB‖p2Lϕ(X )
ˆ
Si(Bj )
ϕ
(
x, |λ|‖χB‖−1Lϕ(X )
) [
SL
(
αχSj(B)
)
(x)
]p2
dµ(x)
=: Gi, j +Hi, j .
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Now we estimate Gi, j. From Ho¨lder’s inequality, Theorem 2.13, ϕ ∈ RH(q/p1)′(X ) and
Lemma 2.5(vi), we deduce that
Gi, j . ‖χB‖p1Lϕ(X )
{ˆ
Ui(Bj)
[
SL
(
αχSj(B)
)
(x)
]q
dµ(x)
}p1/q
(4.11)
×
{ˆ
Si(Bj)
[
ϕ
(
x, |λ|‖χB‖−1Lϕ(X )
)](q/p1)′
dµ(x)
} 1
(q/p1)
′
. ‖χB‖p1Lϕ(X )‖α‖p1Lq(Sj(B))[µ(2
i+jB)]−p1/qϕ
(
2i+jB, |λ|‖χB‖−1Lϕ(X )
)
. 2−jp1[ǫ−nq0/p1]ϕ
(
B, |λ|‖χB‖−1Lϕ(X )
)
.
For Hi, j , similarly, we have
Hi, j . 2
−jp2(ǫ−nq0/p2)ϕ
(
B, |λ|‖χB‖−1Lϕ(X )
)
,
which, together with (4.10) and (4.11), implies that, for each j ∈ Z+ and i ∈ {0, 1, . . . , 4},
Ei, j . 2
−jp2(ǫ−nq0/p2)ϕ
(
B, |λ|‖χB‖−1Lϕ(X )
)
.(4.12)
For all j ∈ Z+ and x ∈ X , let
Hj(x) :=
{ˆ rB
0
ˆ
B(x,t)
∣∣∣t2mLe−t2mL (αχSj(B)) (y)∣∣∣2 dµ(y) dtV (x, t)t
}1/2
.
Now we estimate
´
Si(Bj)
[Hj(x)]
q dµ(x). For any i, j ∈ Z+, let
S˜i(Bj) :=
{
y ∈ X : 2i−32jrB ≤ d(y, rB) ≤ 2i+12jrB
}
.
It is easy to see that when i ≥ 5, d(Sj(B), Si(Bj)) & 2i+jrB. By M > n2m ( q0p2 + θ1n − 2nqL ),
we know that 2mMq + θ2q + q/2 + 1 > (
nq0
p2
+ 12 + θ1 + θ2)q − 1. Let s ∈ ([nq0p2 + 12 +
θ1 + θ2]q − 1, 2mMq + θ2q + q/2 + 1). Then by Ho¨lder’s inequality, Fubini’s theorem and
Assumption (B), we conclude that
ˆ
Si(Bj)
[Hj(x)]
q dµ(x)(4.13)
≤
ˆ
Si(Bj)
{ˆ rB
0
ˆ
B(x,t)
∣∣∣t2mLe−t2mL (αχSj(B)) (y)∣∣∣q dµ(y) dtV (x, t)tq/2
}
×
{ˆ rB
0
ˆ
B(x,t)
dµ(y) dt
V (x, t)
}(q−2)/2
dµ(x)
. r(q−2)/2B
ˆ rB
0
ˆ
S˜i(Bj)
∣∣∣t2mLe−t2mL (αχSj(B)) (y)∣∣∣q dµ(y) dttq/2
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. r(q−2)/2B
ˆ rB
0
{
2iθ1
[
Υ
(
2i+jrB
t
)]θ2
[µ(2i+jB)]1/q[µ(2jB)]−1/q
×e−( 2
i+jrB
t
)2m/(2m−1)‖α‖Lq(Sj(B))
}q
dt
tq/2
. r(q−2)/2B 2
iθ1q2−jǫq(2i+jrB)θ2q‖χB‖−qLϕ(X )µ(2i+jB)
×
{ˆ rB
0
(
t
2i+jrB
)s
t−(θ2q+q/2) dt
}
. 2−i[s−(θ1+θ2)q]2−j(s+ǫ−θ2q)µ(2i+jB)‖χB‖−qLϕ(X ).
By using (4.13), similar to the proof of (4.12), we know that for any j ∈ Z+ and i ∈ N
with i ≥ 5,
Ei, j . 2
−p2[s/q−(θ1+θ2)−nq0/p2]i2−p2(s/q+ǫ−θ2−nq0/p2)jϕ
(
B, |λ|‖χB‖−1Lϕ(X )
)
.(4.14)
Now we deal with Fj. Let
Fj =
∞∑
i=0
ˆ
Si(Bj)
ϕ
(
x, |λ|
{ˆ ∞
rB
ˆ
B(x,t)
∣∣∣∣t2mLe−t2mL(r2mL)M(χSj(B)
× (r2mB L)−M α) (y)∣∣∣2 dµ(y) dtV (x, t)t
}1/2)
dµ(x) =:
∞∑
i=0
Fi, j .
When i ∈ {0, 1, . . . , 4}, similar to the proof of (4.12), we conclude that
Fi, j . 2
−jp2(ǫ−nq0/p2)ϕ
(
B, |λ|‖χB‖−1Lϕ(X )
)
.(4.15)
For each j ∈ Z+ and all x ∈ X , let
Gj(x) :=
{ˆ ∞
rB
ˆ
B(x,t)
∣∣∣t2mLe−t2mL (r2mL)M (χSj(B) (r−2mB L−1)M α) (y)∣∣∣2 dµ(y) dtV (x, t)t
}1/2
.
Now we estimate
´
Si(Bj)
[Gj(x)]
q dµ(x). We first see that, for all x ∈ X ,
Gj(x) ≤
{ˆ 2i+j−3rB
rB
ˆ
B(x,t)
∣∣∣t2mLe−t2mL(r2mL)M (χSj(B) (r−2mB L−1)M α) (y)∣∣∣2(4.16)
× dµ(y) dt
V (x, t)t
}1/2
+
{ˆ ∞
2i+j−3rB
· · ·
}1/2
=: Gj, 1(x) + Gj, 2(x).
For Gj, 1, similar to (4.13), we conclude that, when i ∈ N with i ≥ 5,
ˆ
Si(Bj)
[Gj, 1(x)]
q dµ(x) . 2−i[s+1−(θ1+θ2+1/2)q](4.17)
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×2−j[s+1+ǫ−(θ2+1/2)q]µ(2i+jB)‖χB‖−qLϕ(X ).
For Gj, 2, by Theorem 2.13, we find that
ˆ
Si(Bj)
[Gj, 2(x)]
q dµ(x) .
r2mMqB
(2i+jrB)2mMq
ˆ
Si(Bj)
[
SL,M+1
(
χSj(B)(r
2m
B L)
−Mα
)
(x)
]q
dµ(x)
. 2−2mMq(i+j)
∥∥(r2mB L)−Mα∥∥qLq(Sj(B))
. 2−2mMqi2−j(2mMq+ǫq)jµ(2jB)‖χB‖−qLϕ(X ),
which, together with (4.16) and (4.17), implies thatˆ
Si(Bj)
[Gj(x)]
q dµ(x) . 2−i[s+1−(θ1+θ2+1/2)q]2−j[s+1+ǫ−(θ2+1/2)q]µ(2i+jB)‖χB‖−qLϕ(X ).
By using this estimate, similar to the proof of (4.14), we see that, for all j ∈ Z+ and i ∈ N
with i ≥ 5,
Fi, j . 2
p2[(s+1)/q−(θ1+θ2+1/2)−nq0/p2]2p2[(s+1)/q+ǫ−(θ1+1/2)−nq0/p2]ϕ
(
B, |λ|‖χB‖−1Lϕ(X )
)
,
which, together with (4.9) through (4.15) and s > [nq0p2 +
1
2 + θ1 + θ2]q − 1, implies that
(4.8) holds true, and hence completes the proof of Proposition 4.5.
Proposition 4.6. Let ϕ be as in Definition 2.2, L satisfy Assumptions (A) and (B),
ǫ ∈ (nq(ϕ)/i(ϕ),∞) and M ∈ N with M > n2m [ q(ϕ)i(ϕ) + θ1n − 2nqL ]. Then, for all f ∈
Hϕ,L(X ) ∩ L2(X ), there exist {λj}j ⊂ C and a sequence {αj}j of (ϕ, M, ǫ)L-molecules,
respectively, associated with the balls {Bj}j such that f =
∑
j λjαj in both Hϕ,L(X ) and
L2(X ). Moreover, there exists a positive constant C such that, for all f ∈ Hϕ,L(X ) ∩
L2(X ),
Λ({λjαj}j) := inf
λ ∈ (0,∞) : ∑
j
ϕ
(
Bj ,
|λj |
λ‖χBj‖Lϕ(X )
)
≤ 1
 ≤ C‖f‖Hϕ,L(X ).
Proof. Let f ∈ Hϕ,L(X ) ∩ L2(X ). Then by the H∞-functional calculi for L and (4.1), we
know that
f = C(m,M)
ˆ ∞
0
(t2mL)M+2e−2t
2mLf
dt
t
= πL,M
(
t2mLe−t
2mLf
)
in L2(X ). Moreover, from Definition 4.1 and the L2(X )-boundedness of SL, we infer that
t2mLe−t2mLf ∈ Tϕ(X+) ∩ T 22 (X+). Applying Theorem 3.1, Corollary 3.2 and Proposition
4.5 to t2mLe−t2mLf , we conclude that
f = πL,M (t
2mLe−t
2mLf) =
∑
j
λjπL,MAj =:
∑
j
λjαj
in L2(X )∩Hϕ,L(X ), and Λ({λjαj}j) . ‖t2mLe−t2mLf‖Tϕ(X+) ∼ ‖f‖Hϕ, L(X ). Furthermore,
by the proof of Proposition 4.5, we know that, for each j, αj is a (ϕ, M, ǫ)L-molecule up
to a harmless constant, which completes the proof of Proposition 4.6.
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The proofs of Propositions 4.5 and 4.6 imply immediately the following corollary.
Corollary 4.7. Let ϕ be as in Definition 2.2, L satisfy Assumptions (A) and (B), pL and
qL be as in Assumption (B), q ∈ (pL, qL) and M ∈ N satisfying M > n2m [ q(ϕ)i(ϕ) + θ1n − 2nq ],
where q(ϕ), i(ϕ) and θ1 are respectively as in (2.6), (2.5) and (2.10). Suppose that T is
a linear (resp. nonnegative sublinear) operator which maps L2(X ) continuously into weak
L2(X ). If there exists a positive constant C such that, for all λ ∈ C and (ϕ, q, M, ǫ)L-
molecule α associated with the ball B,
ˆ
X
ϕ (x, T (λα)(x)) dµ(x) ≤ Cϕ
(
B,
|λ|
‖χB‖Lϕ(X )
)
,
then T can extend to be a bounded linear (resp. sublinear) operator from HM, q, ǫϕ,L (X ) to
Lϕ(X ).
Theorem 4.8. Let ϕ be as in Definition 2.2 and L satisfy Assumptions (A) and (B).
Assume that q ∈ [2, qL) ∩ ([r(ϕ)]′I(ϕ), qL), M ∈ N with M > n2m [ q(ϕ)i(ϕ) + θ1n − 2nq ], ǫ ∈
(nq(ϕ)/i(ϕ),∞), where qL, r(ϕ), I(ϕ), q(ϕ) and i(ϕ) are, respectively, as in Assumption
(B), (2.7), (2.4), (2.6) and (2.5). Then Hϕ,L(X ) and HM, q, ǫϕ,L (X ) coincide with equivalent
quasi-norms.
Proof. We first prove that
H˜M, q, ǫϕ,L (X ) ∩ L2(X ) ⊂ H˜ϕ,L, 2(X )
and the inclusion is continuous. Let f ∈ H˜M, q, ǫϕ,L (X )∩L2(X ). Then there exist {λj}j∈N ⊂ C
and a sequence {αj}j∈N of (ϕ, q, M, ǫ)L-molecules such that f =
∑∞
j=1 λjαj , where the
summation converges in Lr(X ) for some r ∈ (pL, qL). By Theorem 2.13, we see that, for
each i ∈ N, SL(
∑i
j=1 λjαj−f)(x) ≤
∑∞
j=i+1 |λj |SL(αj)(x) for almost every x ∈ X , which,
together with (4.8) and f ∈ HM, q, ǫϕ,L (X ), implies that
(4.18) SL
 i∑
j=1
λjαj − f
 ∈ Lϕ(X )
and ∥∥∥∥∥∥SL
 i∑
j=1
λjαj − f
∥∥∥∥∥∥
Lϕ(X )
→ 0
as i→∞. Moreover, by the definition of (ϕ, q, M, ǫ)L-molecules, Ho¨lder’s inequality and
q ≥ 2, we conclude that for each j ∈ N, αj ∈ L2(X ), which, together with f ∈ L2(X ),
implies that, for any i ∈ N, f −∑ij=1 λjαj ∈ L2(X ). From this and (4.18), it follows that
f ∈ H˜ϕ,L, 2(X ). Furthermore, by the fact that SL(f) ≤
∑∞
j=1 |λj |SL(αj) and (4.8), we see
that
(4.19) ‖f‖Hϕ, L(X ) . ‖f‖HM, q, ǫϕ, L (X ).
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Now we prove that H˜ϕ,L, 2(X ) ⊂ H˜M, q, ǫϕ,L (X ) ∩ L2(X ) and the inclusion is continuous.
Let f ∈ H˜ϕ,L, 2(X ). Then by Proposition 4.6, we know that there exist {λj}j ⊂ C and
a sequence {αj}j of (ϕ, q, M, ǫ)L-molecules such that f =
∑
j λjαj in Hϕ,L(X ) ∩ L2(X )
and Λ({λjαj}j) . ‖f‖Hϕ, L(X ), which implies that f ∈ H˜M, q, ǫϕ,L (X ) ∩ L2(X ) and
‖f‖
HM, q, ǫϕ, L (X )
. ‖f‖Hϕ, L(X ).
From this and (4.19), we infer that H˜ϕ,L, 2(X ) = H˜M, q, ǫϕ,L (X ) ∩ L2(X ) and, for all f ∈
H˜ϕ,L, 2(X ),
‖f‖Hϕ, L(X ) ∼ ‖f‖HM, q, ǫϕ, L (X ).
To finish the proof of Theorem 4.8, it suffices to prove that H˜ϕ,L(X ) and H˜M, q, ǫϕ,L (X )∩
L2(X ) are dense in Hϕ,L(X ) and HM, q, ǫϕ,L (X ), respectively. Indeed, if these hold true,
by these and a standard density argument, we conclude that Hϕ,L, 2(X ) and HM, q, ǫϕ,L (X )
coincide with equivalent norms. Obviously, H˜ϕ,L, 2(X ) is dense in Hϕ,L(X ). Now we prove
that H˜M, q, ǫϕ,L (X ) ∩ L2(X ) is dense in HM, q, ǫϕ,L (X ). Let f ∈ H˜M, q, ǫϕ,L (X ). Then there exist
a sequence {λj}j∈N ⊂ C and a sequence {αj}j∈N of (ϕ, q, M, ǫ)L-molecules such that
f =
∑
j∈N λjαj in L
r(X ) with some r ∈ (pL, qL). For any N ∈ N, let fN :=
∑N
j=1 λjαj .
From the definition of (ϕ, q, M, ǫ)-molecules, q ≥ 2 and Ho¨lder’s inequality, we deduce
that, for all j ∈ N, αj ∈ L2(X ), which implies that, for any N ∈ N, fN ∈ L2(X ). Thus, for
any N ∈ N, fN ∈ H˜M, q, ǫϕ,L (X )∩L2(X ), and ‖f −fN‖HM, q, ǫϕ, L (X ) → 0 as N →∞. By this, we
see that H˜M, q, ǫϕ,L (X ) ∩ L2(X ) is dense in H˜M, q, ǫϕ,L (X ) and hence dense in HM, q, ǫϕ,L (X ). This
finishes the proof of Theorem 4.8.
Theorem 4.9. Let ϕ be as in Definition 2.2 and L satisfy Assumptions (A) and (B).
Assume that ϕ ∈ RH(qL/I(ϕ))′(X ). Then the spaces Hϕ,L(X ) and Hϕ,L, s(X ), with s ∈
(pL, qL), coincide with equivalent quasi-norms.
Proof. Let s ∈ (pL, qL). By the definitions of the spaces Hϕ,L(X ) and Hϕ,L, s(X ), we see
that H˜ϕ,L, 2(X )∩Ls(X ) and H˜ϕ,L, s(X )∩L2(X ) coincide with equivalent norms. Similar to
the proof of Theorem 4.8, we need to prove that H˜ϕ,L, 2(X )∩Ls(X ) and H˜ϕ,L, s(X )∩L2(X )
are dense in H˜ϕ,L, 2(X ) and H˜ϕ,L, s(X ), respectively.
We first prove that H˜ϕ,L, 2(X ) ∩ Ls(X ) is dense in H˜ϕ,L, 2(X ). Let f ∈ H˜ϕ,L, 2(X ).
Then by Proposition 4.5, we know that there exist {λj}j∈N ⊂ C and a sequence {αj}j∈N of
(ϕ, q, M, ǫ)L-molecules, with q ∈ (max{s, 2}, qL), such that f =
∑∞
j=1 λjαj in Hϕ,L(X )∩
L2(X ). From q ∈ (s, qL)∩[2,∞) and Ho¨lder’s inequality, we deduce that, for each j ∈ N, αj
is a (ϕ, 2, M, ǫ)L-molecule and also a (ϕ, s, M, ǫ)L-molecule, which implies that for any
N ∈ N, ∑Nj=1 λjαj ∈ L2(X ) ∩ Ls(X ). Moreover, by (4.8), we see that SL(∑Nj=1 λjαj) ∈
Lϕ(X ). Thus, for any N ∈ N, ∑Nj=1 λjαj ∈ H˜ϕ,L, 2(X ) ∩ Ls(X ). Furthermore, from
f =
∑∞
j=1 λjαj in Hϕ,L(X ), we infer that ‖f −
∑N
j=1 λjαj‖Hϕ, L(X ) → 0 as N →∞. Thus,
H˜ϕ,L, 2(X ) ∩ Ls(X ) is dense in H˜ϕ,L, 2(X ).
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Let f ∈ H˜ϕ,L, s(X ). By the definition ofHϕ,L, s(X ), we see that t2mLe−t2mLf ∈ Tϕ(X+).
For any N ∈ N, let fN := πL,M (t2mLe−t2mLfχON ), where
ON :=
{
(y, t) ∈ X × (0,∞) : d(y, x0) < N, t ∈ (N−1, N)
}
with some x0 ∈ X . Then from Proposition 3.3, we infer that t2mLe−t2mLfχON ∈ Tϕ(X+)∩
T 22 (X+), which implies that fN ∈ H˜ϕ,L, 2(X ). Moreover, by f ∈ Ls(X ) and the Ls(X )-
boundedness of SL, we conclude that SL(f) ∈ Ls(X ), which implies that t2mLe−t2mLf ∈
T s2 (X+). From this and the definition of T s2 (X+), it follows that t2mLe−t
2mLfχON ∈
T s, b2 (X+), which, together with proposition 4.5(i), implies that fN ∈ Ls(X ). Thus, fN ∈
H˜ϕ,L, 2(X ) ∩ Ls(X ). Moreover,
‖SL(fN − f)‖Hϕ, L, s(X ) .
∥∥∥t2mLe−t2mLfχ(ON)∁∥∥∥Tϕ(X+) → 0,
as N → ∞. Thus, H˜ϕ,L, s(X ) ∩ L2(X ) is dense in H˜ϕ,L, s(X ), which completes the proof
of Theorem 4.9.
As a corollary of Theorem 4.9, we have the following conclusion. We omit the details.
Corollary 4.10. Let L satisfy Assumptions (A) and (B), and ϕ be as in Definition 2.2
with ϕ ∈ RH(qL/I(ϕ))′(X ), where qL and I(ϕ) are respectively as in Assumption (B) and
(2.4). Then, for all s ∈ (pL, qL), the space Ls(X ) ∩Hϕ,L(X ) is dense in Hϕ,L(X ).
5 The atomic characterization of Hϕ,L(X )
In this section, we establish the atomic characterization of the Musielak-Orlicz-Hardy
space Hϕ,L(X ). To obtain the support condition of Hϕ,L(X ) atoms by using the finite
propagation speed for the wave equation, we have to restrict to a special case of operators
satisfying Assumptions (A) and (B). More precisely, throughout this section, we assume
that the considered operator L satisfies the following assumptions as in [12]:
Assumption (H1). L is a non-negative and self-adjoint operator in L
2(X ).
Assumption (H2). There exists a constant pL ∈ [1, 2) such that the semigroup {e−tL}t>0,
generated by L, satisfies the reinforced (pL, p
′
L, 1) off-diagonal estimates on balls as in
Assumption (B).
Remark 5.1. (i) It is easy to see that if an operator L satisfying Assumptions (H1) and
(H2) is one-to-one, then it falls in the scope of operators satisfying Assumptions (A) and
(B). For the more general case, by using the functional calculus via the spectral theorem,
all the results obtained in the above sections still hold true in this situation. Here, the
Hardy space Hϕ,L(X ) is defined as in Definition 4.1. This is a little different from the
version of Hofmann et al. in [39], where the dense subspace H2(X ) of the Hardy space is
defined to be the completion of the range of L in L2(X ), R(L) (see [39] for more details).
Recall that L2(X ) = N (L)⊕R(L), where N (L) denotes the kernel of L. We know that
Musielak-Orlicz-Hardy Spaces 33
these Hardy spaces are different from a kernel space N (L), which is not essential for our
purpose. We make this change in the definition of the Hardy space, because it brings us
some conveniences; for example, when p = 2, we obtain HpL(X ) = L2(X ).
(ii) The following definition of the Lq off-diagonal estimates is from [4]. For all q ∈
(1, ∞), a family {Tt}t>0 of operators is said to satisfy the Lq off-diagonal estimates, if
there exist two positive constants C and c such that
‖e−tLf‖Lq(F ) ≤ Ce−
[d(E,F )]2
ct ‖f‖Lq(E)
holds true for every closed sets E, F ⊂ X , t ∈ (0,∞) and f ∈ Lq(E). From [7], we deduce
that {Tt}t>0 ∈ O1(Lq − Lq) if and only if {Tt}t>0 satisfies the Lq off-diagonal estimates.
Thus, Assumption (H2) implies that {Tt}t>0 satisfies the Lq off-diagonal estimates.
To establish the atomic characterization of Hϕ,L(X ), we first introduce the notion of
the following atoms.
Definition 5.2. Let ϕ be as in Definition 2.2, L satisfy Assumptions (H1) and (H2), and
pL be as in Assumption (H2). Assume that q ∈ (pL, p′L), M ∈ N and B ⊂ X is a ball.
A function a ∈ Lq(X ) is called a (ϕ, q, M)L-atom associated with B, if there exists a
function b ∈ D(LM ) such that
(i) a = LMb;
(ii) for all k ∈ {0, . . . , M}, supp (Lkb) ⊂ B;
(iii) ‖(r2BL)kb‖Lq(X ) ≤ r2MB [µ(B)]1/q‖χB‖−1Lϕ(X ), where rB is the radius of B and k ∈
{0, . . . , M}.
Moreover, if a is a (ϕ, q, M)L-atom for all q ∈ (pL, p′L), then a is called a (ϕ, M)L-atom.
Based on this kind of atoms, we introduce the following atomic Musielak-Orlicz-Hardy
space.
Definition 5.3. Let ϕ be as in Definition 2.2, L satisfy Assumptions (H1) and (H2), and
pL be as in Assumption (H2). Assume that q ∈ (pL, p′L) and M ∈ N. For f ∈ L2(X ),
f =
∑
j λjaj is called an atomic (ϕ, q, M)L-representation of f , if, for all j, aj is a
(ϕ, q, M)L-atom associated with the ball Bj ⊂ X , the summation converges in L2(X )
and {λj}j ⊂ C satisfies that ∑
j
ϕ
(
Bj ,
|λj|
‖χBj‖Lϕ(X )
)
<∞.
Let
H˜M, qϕ,L, at(X ) := {f : f has an atomic (ϕ, q, M)L-representation}
with the quasi-norm given by
‖f‖
HM, qϕ, L, at(X )
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:= inf
Λ({λjaj}j) : f =∑
j
λjaj is an atomic (ϕ, q, M)L-representation
 ,
where the infimum is taken over all the atomic (ϕ, q, M)L-representations of f and
Λ
(
{λjaj}j
)
:= inf
λ ∈ (0, ∞) : ∑
j
ϕ
(
Bj,
|λj |
λ‖χBj‖Lϕ(X )
)
≤ 1
 .
The atomic Musielak-Orlicz-Hardy space HM, qϕ,L, at(X ) is then defined as the completion
of H˜M, qϕ,L, at(X ) with respect to the quasi-norm ‖ · ‖HM, qϕ, L, at(X ).
We have the following atomic characterization of the Musielak-Orlicz-Hardy space
Hϕ,L(X ).
Theorem 5.4. Let ϕ be as in Definition 2.2, L satisfy Assumptions (H1) and (H2), pL
be as in Assumption (H2) and M ∈ N satisfying M > n2 ( q(ϕ)i(ϕ) − 1p′L ), where q(ϕ) and
i(ϕ) are respectively as in (2.6) and (2.5). Assume further that q ∈ ([r(ϕ)]′I(ϕ), p′L) ∩
(pL, p
′
L), where r(ϕ) and I(ϕ) are, respectively, as in (2.7) and (2.4). Then, Hϕ,L(X ) and
HM, qϕ,L, at(X ) coincide with equivalent quasi-norms.
Remark 5.5. When X := Rn and for all x ∈ Rn and t ∈ [0,∞), ϕ(x, t) := tpw(x) with
p ∈ (0, 1] and w a Muckenhoupt weight, Theorem 5.4 is just [12, Theorem 3.8].
To prove Theorem 5.4, we need to introduce some operator πΦ, L, k, which can be viewed
as a retraction operator from the Musielak-Orlicz-tent space Tϕ(X+), introduced in Section
3, to Hϕ,L(X ). To this end, we first give some notations. In what follows, for any operator
T , we let KT be its integral kernel. Let cos(t
√
L) with t ∈ (0, ∞) be the cosine function
operator generated by L. By [24, Theorem 3.4] (see also [39, Proposition 3.4]), we know
that there exists a positive constant C0 such that
suppKcos(t
√
L) ⊂ {(x, y) ∈ X × X : d(x, y) ≤ C0t}.(5.1)
Moreover, let ψ ∈ C∞c (R) be even and suppψ ⊂ (−C−10 , C−10 ), where C0 is as in (5.1).
Let Φ denote the Fourier transform of ψ. Then, for all k ∈ N and t ∈ (0,∞), the kernel
of (t2L)kΦ(t
√
L) satisfies that
suppK(t2L)kΦ(t
√
L) ⊂ {(x, y) ∈ X × X : d(x, y) ≤ t}.(5.2)
Now, let M ∈ N with M > n2 ( q(ϕ)i(ϕ) − 1p′L ), where q(ϕ) and i(ϕ) are respectively as in
(2.6) and (2.5). Assume that Φ is as in (5.2). Then, for all k ∈ N, f ∈ L2b(X+) and x ∈ X ,
the operator πΦ, L, k is defined by
πΦ, L, k(f)(x) := C(Φ, k)
ˆ ∞
0
(
t2L
)k+1
Φ(t
√
L)(f(·, t))(x) dt
t
,
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where C(Φ, k) is a positive constant such that
(5.3) C(Φ, k)
ˆ ∞
0
t2(k+1)Φ(t)t2e−t
2 dt
t
= 1.
Using Minkowski’s integral inequality and the quadratic estimates (see also [39, (3.14)]),
we easily see that πΦ, L, k can be continuously extended from T
2(X+) to L2(X ). Moreover,
we have the following boundedness of πΦ, L,M , which can be viewed as an extension of [74,
Proposition 4.6].
Proposition 5.6. Let ϕ be as in Definition 2.2, L satisfy Assumptions (H1) and (H2), pL
be as in Assumption (H2), q ∈ (pL, p′L) andM ∈ N satisfyingM > n2 ( q(ϕ)i(ϕ)− 1p′L ), where q(ϕ)
and i(ϕ) are respectively as in (2.6) and (2.5). Assume further that ϕ ∈ RH(p′L/I(ϕ))′(X ),
where I(ϕ) is as in (2.4). Then the operator πΦ, L,M , initially defined on the space T
b
ϕ(X+),
extends to a bounded linear operator from Tϕ(X+) to Hϕ,L(X ).
Proof. Without loss of generality, we may only prove Proposition 5.6 under the assumption
that q ∈ [2, p′L). For the case when q ∈ (pL, 2), the following proof is still valid, only need
to make a few modifications when using Ho¨lder’s inequality. Let f ∈ T bϕ(X+). From
Proposition 3.3, Theorem 3.1, Corollary 3.2 and the fact that πΦ, L,M is bounded from
T 22 (X+) to L2(X ), we deduce that there exist a family {Aj}j of (Tϕ, ∞)-atoms associated
respectively to the balls {Bj}j and {λj}j ⊂ C such that
πΦ, L,M (f) =
∑
j
λjπΦ, L,M (Aj) =:
∑
j
λjaj
in L2(X ) and
Λ({λjAj}j) . ‖f‖Tϕ(X+),(5.4)
where Λ({λjAj}j) is as in (3.2). Moreover, since the square function SL is nonnega-
tive (which means that, for all f ∈ D(SL) and x ∈ X , SL(f)(x) ≥ 0), sublinear and
SL is bounded on L
2(X ), we know that, for almost every x ∈ X , SL(πΦ, L,M (f))(x) ≤∑
j λjSL(aj)(x). This, combined with Lemma 2.4(i), implies that, for all λ ∈ (0,∞),
(5.5)
ˆ
X
ϕ
(
x,
SL(πΦ, L,M (f))(x)
λ
)
dµ(x) .
∑
j
ˆ
X
ϕ (x, |λj |SL(λjaj(x)/λ)) dµ(x).
We first prove that, for each j, aj is a (ϕ, M)L-atom associated with Bj. Indeed, let
bj := C(Φ,M)
ˆ ∞
0
t2(M+1)LΦ(t
√
L)(Aj(·, t)) dt
t
,(5.6)
where C(Φ,M) is as in (5.3). From (5.2), we infer that, for all k ∈ {0, . . . , M}, suppLkbj ⊂
Bj, which is the support condition of a (ϕ, q, M)L-atom as in Definition 5.2.
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On the other hand, for any h ∈ Lq′(Bj) ∩ L2(Bj), By (5.6), Assumption (H1), Fubini’s
theorem, the fact that suppAj ⊂ B̂j and Ho¨lder’s inequality, we conclude that, for all
k ∈ {0, . . . , M},∣∣∣∣ˆX
(
r2BjL
)k
bj(x)h(x) dµ(x)
∣∣∣∣
∼
∣∣∣∣ˆ ∞
0
ˆ
X
Aj(x, t)
(
r2BjL
)k
t2(M+1)LΦ(t
√
L)h(x)
dµ(x) dt
t
∣∣∣∣
. r2MBj
ˆ ∞
0
ˆ
X
∣∣∣Aj(x, t) (t2L)k+1Φ(t√L)h(x)∣∣∣ dµ(x) dt
t
. r2MBj ‖A(Aj)‖Lq(X )
∥∥∥∥∥∥
[ˆ
Γ(x)
∣∣∣(t2L)k+1Φ(t√L)h(x)∣∣∣2 dµ(x) dt
V (x, t)t
] 1
2
∥∥∥∥∥∥
Lq′ (X )
.
Following the same argument as that used in the proof of [12, Lemma 5.3], we easily
see that, for all q′ ∈ (pL, p′L), πΦ, L, k is bounded on Lq
′
(X ). This, together with the
arbitrariness of h and the fact that Aj is a (Tϕ, ∞)-atom associated with Bj, implies that∥∥∥∥(r2BjL)k bj∥∥∥∥
Lq(X )
. r2MBj [µ(B)]
1/q‖χBj‖−1Lϕ(X ),
which is the size condition of a (ϕ, q, M)L-atom as in Definition 5.2(iii). Thus, we conclude
that, for each j, aj is a (ϕ, M)L-atom associated with Bj .
We claim that, to finish the proof of Proposition 5.6, it suffices to show that, for any
λ ∈ C and (ϕ, M)L-atom a associated with the ball B ⊂ X ,ˆ
X
ϕ (x, SL(λa)(x)) dµ(x) . ϕ
(
B,
|λ|
‖χB‖Lϕ(X )
)
.(5.7)
Indeed, if (5.7) holds, then by (5.5), we see immediately that, for all f ∈ T bϕ(X+) and
λ ∈ (0, ∞),
ˆ
X
ϕ
(
x,
SL(πΦ, L,M (f))(x)
λ
)
dµ(x) .
∑
j
ϕ
(
Bj,
|λj |
λ‖χBj‖Lϕ(X )
)
,
which, together with (5.4), implies that ‖πΦ, L,Mf‖ . Λ ({λjAj}j) . ‖f‖Tϕ(X+). Thus,
πΦ, L,M can be extended to a bounded operator from Tϕ(X+) to Hϕ,L(X ). This proves the
claim. By M > n2 (
q(ϕ)
i(ϕ) − 1p′L ), ϕ ∈ RH(p′L/I(ϕ))′(X ) and Lemma 2.5(iv), we know that there
exist q0 ∈ (q(ϕ),∞), p2 ∈ (0, i(ϕ)), p1 ∈ [I(ϕ), 1] and q ∈ (I(ϕ)[r(ϕ)]′, p′L)∩ (pL, p′L) such
that ϕ is of uniformly upper type p1 and lower type p2, ϕ ∈ Aq0(X ), M > n2 ( q0p2 − 1q ) and
ϕ ∈ RH(q/p1)′(X ).(5.8)
Now, for j ∈ {0, . . . , 4}, similar to the proof of (4.12), we conclude that
ˆ
Sj(B)
ϕ (x, SL(λa)(x)) dµ(x) . ϕ
(
B,
|λ|
‖χB‖Lϕ(X )
)
.
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Now, we turn to the case when j ∈ N and j ≥ 5. From the fact that ϕ is of uniformly
upper type p1 and lower type p2, we deduce thatˆ
Sj(B)
ϕ (x, SL(λa)(x)) dµ(x)
.
ˆ
Sj(B)
[
SL(a)(x)‖χB‖Lϕ(X )
]p1 ϕ(x, |λ|‖χB‖Lϕ(X )
)
dµ(x)
+
ˆ
Sj(B)
[
SL(a)(x)‖χB‖Lϕ(X )
]p2 ϕ(x, |λ|‖χB‖Lϕ(X )
)
dµ(x) =: Ij + Jj.
To estimate Ij, let I˜j := ‖SL(a)‖qLq(Sj(B)). By Ho¨lder’s inequality and (5.8), we find that
Ij . ‖χB‖p1Lϕ(X ) ‖SL(a)‖p1Lq(Sj(B))
{ˆ
Sj(B)
[
ϕ
(
x,
|λ|
‖χB‖Lϕ(X )
)]( q
p1
)′
dµ(x)
} 1
(
q
p1
)′
(5.9)
.
[
µ(2jB)
]− p1
q ‖χB‖p1Lϕ(X )˜I
p1
q
j ϕ
(
Sj(B),
|λ|
‖χB‖Lϕ(X )
)
.
To estimate I˜j, we write I˜j into
I˜j .
ˆ
Sj(B)
[ˆ d(x, xB)
4
0
ˆ
B(x,t)
∣∣∣t2Le−t2L(a)(y)∣∣∣2 dµ(y) dt
t V (x, t)
] q
2
dµ(x)(5.10)
+
ˆ
Sj(B)
[ˆ ∞
d(x, xB)
4
ˆ
B(x,t)
· · · dµ(y) dt
t V (x, t)
] q
2
dµ(x) =: Aj + Bj.
We first estimate Aj. For j ≥ 5, let
Gj(B) :=
{
y ∈ X : there exists x ∈ Sj(B) such that d(y, x) < 1
4
d(x, xB)
}
,
where xB denotes the center of B. Moreover, by the triangle inequality, we easily see
that, for all y ∈ Gj(B), d(y, xB) ≤ 2k+1rB and d(y, xB) ≥ 2k−2rB . Thus, Gj(B) ⊂
∪i+1i=j−1Si(B) =: ˜˜Sj(B). This, combining with Ho¨lder’s inequality, Fubini’s theorem, the
definition of the function b as in (5.6), Assumption (H2) and the fact that a is a (ϕ, M)L-
atom, implies that
Aj . (2jrB)
q
2
−1
ˆ
Sj(B)
[ˆ d(x, xB)
4
0
ˆ
B(x,t)
∣∣∣t2Le−t2L(a)(y)∣∣∣q dµ(y) dt
t
q
2 V (x, t)
]
dµ(x)(5.11)
. (2jrB)
q
2
−1
ˆ 2j−2rB
0
ˆ
˜˜
Sj(B)
∣∣∣(t2L)M+1 e−t2L(b)(y)∣∣∣q dµ(y) dt
tq(
1
2
+2M)
. (2jrB)
q
2
−1‖b‖qLq(B)
ˆ 2j−2rB
0
exp
{
−C [2
jrB ]
2
t2
}
dt
tq(
1
2
+2M)
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. 2−2jqMµ(B)‖χB‖−qLϕ(X ).
The estimate of Bj is similar to that of Aj and, via replacing Assumption (H2) by the
Lq(X )-boundedness of the family of operators {(t2L)Me−t2L}t>0, we conclude that
Bj . (2jrB)−4M(
q
2
−1)
ˆ
Sj(B)
[ˆ ∞
d(x,xB)
4
ˆ
B(x,t)
∣∣∣t2Le−t2L(b)(y)∣∣∣q dµ(y) dt
t4M+1 V (x, t)
]
dµ(x)
. (2jrB)
−4M( q
2
−1)‖b‖qLq(X )
ˆ ∞
2j−3rB
dt
t4M+1
. 2−2jqMµ(B)‖χB‖−qLϕ(X ),
which, together with (5.10) and (5.11), shows immediately that
I˜j . 2
−2jqMµ(B)‖χB‖−qLϕ(X ).
Thus, from this, (5.9) and Lemma 2.5(vii), we deduce that
Ij . 2
−2jp1M [µ(2jB)]− p1q µ(B)ϕ(Sj(B), |λ|‖χB‖Lϕ(X )
)
(5.12)
. 2−j[2p1M−n(q0−
p1
q
)]ϕ
(
B,
|λ|
‖χB‖Lϕ(B)
)
∼ 2−jǫ0ϕ
(
B,
|λ|
‖χB‖Lϕ(B)
)
,
where ǫ0 := 2p1M − n(q0 − p1/q). The estimate of Jj is similar to that of Ij. We only
need to point out that, from Lemma 2.5(ii) and the fact that ( qp2 )
′ < ( qp1 )
′, it follows that
ϕ ∈ RH( q
p2
)′(X ). Thus, we conclude that
Jj . 2
−j[2p2M−n(q0− p2q )]ϕ
(
B,
|λ|
‖χB‖Lϕ(X )
)
∼ 2−jǫ˜0ϕ
(
B,
|λ|
‖χB‖Lϕ(X )
)
,(5.13)
where ǫ˜0 := 2p2M−n(q0−p2/q). Let ˜˜ǫ0 := min{ǫ0, ǫ˜0} > 0. Combining (5.12) and (5.13),
we immediately conclude that
ˆ
X
ϕ (x, SL(λa)(x)) dµ(x) .
∑
j∈N
2−j˜˜ǫ0ϕ
(
B,
|λ|
‖χB‖Lϕ(X )
)
(5.14)
. ϕ
(
B,
|λ|
‖χB‖Lϕ(X )
)
,
which completes the proof of (5.7) and hence Proposition 5.6.
Before turning to the proof of Theorem 5.4, we introduce a sufficient condition which
guarantees a given operator to be bounded on the atomic Musielak-Orlicz-Hardy space.
Lemma 5.7. Let ϕ be as in Definition 2.2, L satisfy Assumptions (H1) and (H2), pL be as
in Assumption (H2), q ∈ (pL, p′L) and M ∈ N satisfying M > n2 ( q(ϕ)i(ϕ) − 1p′L ), where q(ϕ) and
i(ϕ) are respectively as in (2.6) and (2.5). Suppose that T is a linear (resp. nonnegative
sublinear) operator which maps L2(X ) continuously into weak-L2(X ). If there exists a
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positive constant C such that, for any λ ∈ C and (ϕ, q, M)L-atom a associated with the
ball B,
ˆ
X
ϕ (x, T (λa)(x)) dµ(x) ≤ Cϕ
(
B,
|λ|
‖χB‖Lϕ(X )
)
,(5.15)
then T can extend to be a bounded linear (resp. sublinear) operator from HM, qϕ,L, at(X ) to
Lϕ(X ).
The proof of Lemma 5.7 is similar to that of [74, Lemma 5.6]. See also the proof of [46,
Lemma 5.1] and [12, Lemma 4.1]. We omit the details here.
Now we prove Theorem 5.4 by using Proposition 5.6 and Lemma 5.7.
Proof of Theorem 5.4. By Definition 5.3, we see that, to show Theorem 5.4, it suffices to
prove that
L2(X ) ∩Hϕ,L(X ) = L2(X ) ∩HM, qϕ,L, at(X )(5.16)
with equivalent norms. We divide the proof of (5.16) into the following two steps.
Step 1. We first prove the inclusion L2(X )∩Hϕ, L(X ) ⊂ L2(X )∩HM, qϕ, L, at(X ). For any
f ∈ L2(X ) ∩Hϕ,L(X ), by the bounded functional calculus in L2(X ), we know that there
exists a positive constant C(Φ,M) such that
f = C(Φ,M)
ˆ ∞
0
(
t2L
)M+1
Φ(t
√
L)t2Le−t
2Lf
dt
t
= πΦ, L,M
(
t2Le−t
2Lf
)
in L2(X ). Moreover, from the fact that t2Le−t2Lf ∈ Tϕ(X+), we deduce that there exist
{λj}j ⊂ C and {Aj}j of (Tϕ, ∞)-atoms, respectively, associated with {Bj}j such that
t2Le−t
2Lf =
∑
j
λjAj
in Tϕ(X+)∩ T 22 (X+) and Λ({λjAj}j) . ‖t2Le−t
2Lf‖Tϕ(X+), which, together with Proposi-
tion 5.6, implies that
f = πΦ, L,M
(
t2Le−t
2Lf
)
=
∑
j
λjπΦ, L,M (Aj)
in L2(X ). This, together with the fact that πΦ, L,M (Aj) is a (ϕ, q, M)L-atom associated
with Bj , immediately shows that f ∈ L2(X ) ∩ HM, qϕ,L, at(X ). Thus, L2(X ) ∩ Hϕ,L(X ) ⊂
L2(X ) ∩HM, qϕ,L, at(X ).
Step 2. We now prove the inclusion L2(X )∩HM, qϕ,L, at(X ) ⊂ L2(X )∩Hϕ,L(X ). By (5.14),
we know that, for any λ ∈ C and (ϕ, q, M)L-atom a associated with the ball B, (5.15)
holds, with SL in place of T . Thus, by Lemma 5.7, we conclude that SL is bounded from
HM, qϕ,L, at(X ) to Lϕ(X ), which immediately implies that, for all f ∈ L2(X ) ∩ HM, qϕ,L, at(X ),
‖f‖Hϕ, L(X ) . ‖f‖HM, qϕ, L, at(X ). This shows that L
2(X ) ∩ HM, qϕ,L, at(X ) ⊂ L2(X ) ∩ Hϕ,L(X ),
which, together with Step 1, completes the proof of (5.16) and hence Theorem 5.4.
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Now, we consider the question of replacing the role of L2(X ) norm by the more gen-
eral Ls(X ) norm for s ∈ (pL, p′L), in the definition of the atomic Musielak-Orlicz-Hardy
space HM, qϕ,L, at(X ). We also introduce the following notion of the Ls(X )-adapted atomic
Musielak-Orlicz-Hardy space H˜M, q, sϕ,L, at(X ).
Definition 5.8. Let ϕ be as in Definition 2.2, L satisfy Assumptions (H1) and (H2),
and pL be as in Assumption (H2). Assume that q, s ∈ (pL, p′L) and M ∈ N. For f ∈
L2(X ), f = ∑j λjaj is called an atomic (ϕ, q, s, M)L-representation of f , if each aj is
a (ϕ, q, M)L-atom associated with the ball Bj ⊂ X , the summation converges in Ls(X )
and {λj}j ⊂ C satisfies that ∑
j
ϕ
(
Bj ,
|λj|
‖χBj‖Lϕ(X )
)
<∞.
Let
H˜M, q, sϕ,L, at(X ) := {f : f has an atomic (ϕ, q, s, M)L-representation}
with the quasi-norm given by
‖f‖
HM, qϕ, L, at(X )
:= inf
Λ({λjaj}j) : f =∑
j
λjaj is an atomic (ϕ, q, s, M)L-representation
 ,
where the infimum is taken over all the atomic (ϕ, q, s, M)L-representations of f and
Λ
(
{λjaj}j
)
:= inf
λ ∈ (0, ∞) : ∑
j
ϕ
(
Bj,
|λj |
λ‖χBj‖Lϕ(X )
)
≤ 1
 .
The atomic Musielak-Orlicz-Hardy space HM, q, sϕ,L, at(X ) is then defined as the completion
of H˜M, q, sϕ,L, at(X ) with respect to the quasi-norm ‖ · ‖HM, q, sϕ, L, at(X ).
From its definition, we know that the space HM, qϕ,L, at(X ) as in Definition 5.3 can be
viewed as the L2(X )-adapted atomic Musielak-Orlicz-Hardy space HM, q, 2ϕ,L, at(X ). Moreover,
we have the following equivalence between HM, q, sϕ,L, at(X ) and HM, qϕ,L, at(X ).
Theorem 5.9. Let ϕ be as in Definition 2.2, L satisfy Assumptions (H1) and (H2), pL
be as in Assumption (H2) and M ∈ N satisfying M > n2 ( q(ϕ)i(ϕ) − 1p′L ), where q(ϕ) and i(ϕ)
are respectively as in (2.6) and (2.5). Then, for all s ∈ (pL, p′L) and q ∈ (I(ϕ)[r(ϕ)]′, p′L),
where I(ϕ) and r(ϕ) are respectively as in (2.4) and (2.7), HM, q, sϕ,L, at(X ) and HM, qϕ,L, at(X )
coincide with equivalent quasi-norms.
To prove Theorem 5.9, we need a few lemmas. This first one is a variant of Lemma 5.7,
whose proof is similar. We omit the details.
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Lemma 5.10. Let ϕ be as in Definition 2.2, L satisfy Assumptions (H1) and (H2), pL
be as in Assumption (H2), q, s ∈ (pL, p′L) and M ∈ N satisfying M > n2 ( q(ϕ)i(ϕ) − 1p′L ),
where q(ϕ) and i(ϕ) are respectively as in (2.6) and (2.5). Suppose that T is a linear
(resp. nonnegative sublinear) operator which maps Ls(X ) continuously into weak-Ls(X ).
If there exists a positive constant C such that, for any λ ∈ C and (ϕ, q, M)L-atom a
associated with the ball B,
ˆ
X
ϕ (x, T (λa)(x)) dµ(x) ≤ Cϕ
(
B,
|λ|
‖χB‖Lϕ(X )
)
,
then T can extend to be a bounded linear (resp. sublinear) operator from HM, q, sϕ,L, at(X ) to
Lϕ(X ).
Lemma 5.11. Let ϕ be as in Definition 2.2, L satisfy Assumptions (H1) and (H2), pL be
as in Assumption (H2), q, s ∈ (pL, p′L) andM ∈ N satisfying M > n2 ( q(ϕ)i(ϕ)− 1p′L ), where q(ϕ)
and i(ϕ) are respectively as in (2.6) and (2.5). Assume further that ϕ ∈ RH(p′L/I(ϕ))′(X ),
where I(ϕ) is as in (2.4). Then, for all k ∈ N,
(i) the operator πΦ, L, k, initially defined on the space T
s, b
2 (X+), extends to a bounded
linear operator from T s2 (X+) to Ls(X );
(ii) for all t ∈ (0, ∞), the operator t2Le−t2L, initially defined on L2(X ), extends to a
bounded linear operator from Ls(X ) to T s2 (X+).
Proof. We first prove (i). Let f ∈ T s2 (X+) ∩ T 2, b2 (X+). For any g ∈ Ls
′
(X ) ∩ L2(X ), by
Fubini’s theorem, Assumption (H1), Ho¨lder’s inequality and the L
s′(X )-boundedness of
the square function SΦ, L, k, we conclude that∣∣∣∣ˆX πΦ, L, k(f)(x)g(x) dµ(x)
∣∣∣∣ = ∣∣∣∣ˆ ∞
0
ˆ
X
f(x, t)
(
t2L
)k
Φ(t
√
L)(g)(x)
dµ(x) dt
t
∣∣∣∣
. ‖Af‖Ls(X )‖SΦ, L, k(g)‖Ls′ (X ) . ‖f‖T s(X+)‖g‖Ls′ (X ),
which, together with the dual representation of Ls(X ) norm and a density argument,
implies that πΦ, L, k extends to a bounded linear operator from T
s
2 (X+) to Ls(X ). This
shows that (i) is valid.
We now turn to the proof of (ii). By the definition of the Hardy space HpL(X ) (with p ∈
(0, ∞)) associated with operators satisfying Assumptions (H1) and (H2) in [39], together
with an argument similar to that used in the proof of [41, Proposition 9.1(v)], we see
that, for all s ∈ (pL, p′L), HsL(X ) = Ls(X ). This, combined with the definition of HsL(X ),
immediately implies that the operator t2Le−t2L extends to a bounded linear operator from
Ls(X ) to T s2 (X+). This shows (ii), which completes the proof of Lemma 5.11.
We now turn to the proof of Theorem 5.9.
Proof of Theorem 5.9. The inclusion that HM, q, sϕ,L, at(X ) ⊂ HM, qϕ,L, at(X ) follows immediately
from Theorem 5.4, Lemma 5.11 and (5.7). We now prove the inclusion HM, qϕ,L, at(X ) ⊂
HM, q, sϕ,L, at(X ). To this end, we first recall the following Caldero´n reproducing formula,
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which is deduced from the bounded functional calculus in L2(X ). More precisely, let Φ be
as in (5.3). For any f ∈ L2(X ) ∩ Ls(X ) ∩HM, qϕ,L, at(X ), we see that there exists a positive
constant C(Φ,M) such that
f = C(Φ,M)
ˆ ∞
0
(
t2L
)M+1
Φ
(
t
√
L
)
t2Le−t
2Lf
dt
t
(5.17)
in L2(X ). Moreover, by Lemma 5.11(ii), we know that t2Le−t2Lf ∈ T s2 (X+) ∩ Tϕ(X+).
Thus, by a slight modification of the proof of [42, Corollary 3.4], we conclude that there
exist {λj}j ⊂ C and a sequence of (Tϕ, ∞)-atoms {Aj}j associated with the balls {Bj}j
such that
t2Le−t
2Lf =
∑
j
λjAj
in T s(X+) and Tϕ(X+). Now, let g ∈ L2(X ) ∩ Ls′(X ). From (5.17), Fubini’s theorem and
Assumption (H1), we deduce thatˆ
X
f(x)g(x) dµ(x) =
ˆ ∞
0
ˆ
X
t2Le−t
2Lf(x)
(
t2L
)M
Φ(t
√
L)g(x)
dµ(x) dt
t
(5.18)
=
∑
j
ˆ ∞
0
ˆ
X
λjAj(y, t)
(
t2L
)M
Φ(t
√
L)g(x)
dµ(x) dt
t
=
∑
j
ˆ
X
λj
ˆ ∞
0
(
t2L
)M
Φ(t
√
L)(Aj)(x)
dt
t
g(x) dµ(x)
=:
∑
j
ˆ
X
λjaj(x)g(x) dµ(x).
By the proof of Proposition 5.6, we conclude that, for each j ∈ N, aj is a (ϕ, q, M)L-
atom associated with Bj . This, together with (5.18), implies that f has a (ϕ, q, s, M)L-
atomic representation f =
∑
j λjaj as in Definition 5.8. Thus, f ∈ H˜M, q, sϕ,L, at(X ), which,
together with the fact that L2(X ) ∩ Ls(X ) ∩ HM, qϕ,L, at(X ) is dense in HM, qϕ,L, at(X ) and a
density argument, completes the proof of the inclusion HM, qϕ,L, at(X ) ⊂ HM, q, sϕ,L, at(X ) and
hence Theorem 5.9.
6 A sufficient condition for the equivalence between the
spaces Hϕ,L(R
n) and Hϕ(R
n)
In this section, we give a sufficient condition on the operator L, satisfying Assumptions
(A) and (B), such that Hϕ,L(R
n) and Hϕ(R
n) coincide with equivalent quasi-norms. We
first recall some notions and properties of Hϕ(R
n).
In what follows, we denote by S(Rn) the space of all Schwartz functions and by S ′(Rn)
its dual space (namely, the space of all tempered distributions). For m ∈ N, define
Sm(Rn) :=
{
φ ∈ S(Rn) : sup
x∈Rn
sup
β∈Zn+, |β|≤m+1
(1 + |x|)(m+2)(n+1) |∂βxφ(x)| ≤ 1
}
.
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Then for all x ∈ Rn and f ∈ S ′(Rn), the non-tangential grand maximal function f∗m of f
is defined by setting,
f∗m(x) := sup
φ∈Sm(Rn)
sup
|y−x|<t, t∈(0,∞)
|f ∗ φt(y)|,
where for all t ∈ (0,∞), φt(·) := t−nφ( ·t). When m(ϕ) := ⌊n[q(ϕ)/i(ϕ) − 1]⌋, where q(ϕ)
and i(ϕ) are, respectively, as in (2.6) and (2.5), we denote f∗m(ϕ) simply by f
∗.
Now we recall the definition of the Musielak-Orlicz-Hardy Hϕ(R
n) introduced by Ky
[49] as follows.
Definition 6.1. Let ϕ be as in Definition 2.2. The Musielak-Orlicz Hardy space Hϕ(R
n)
is defined to be the space of all f ∈ S ′(Rn) such that f∗ ∈ Lϕ(Rn) with the quasi-norm
‖f‖Hϕ(Rn) := ‖f∗‖Lϕ(Rn).
To introduce the molecular Musielak-Orlicz-Hardy space, we first introduce the notion
of molecules associated with the growth function ϕ.
Definition 6.2. Let ϕ be as in Definition 2.2, q ∈ (1,∞), s ∈ Z+ and ε ∈ (0,∞). A
function α ∈ Lq(Rn) is called a (ϕ, q, s, ε)-molecule associated with the ball B if
(i) for each j ∈ Z+, ‖α‖Lq(Sj(B)) ≤ 2−jε|2jB|1/q‖χB‖−1Lϕ(Rn);
(ii)
´
Rn
α(x)xβ dx = 0 for all β ∈ Zn+ with |β| ≤ s.
Definition 6.3. Let ϕ be as in Definition 2.2, q ∈ (1,∞), s ∈ Z+ and ε ∈ (0,∞).
The molecular Musielak-Orlicz Hardy space, Hq, s, εϕ,mol(R
n), is defined to be the space of
all f ∈ S ′(Rn) satisfying that f = ∑j λjαj in S ′(Rn), where {λj}j ⊂ C and {αj}j is a
sequence of (ϕ, q, s, ε)-molecules respectively associated to the balls {Bj}j , and∑
j
ϕ
(
Bj,
|λj|
‖χBj‖Lϕ(Rn)
)
<∞,
where, for each j, the molecule αj is associated with the ball Bj. Moreover, define
‖f‖Hq, s, εϕ,mol(Rn) := inf
{
Λ
(
{λjαj}j
)}
,
where the infimum is taken over all decompositions of f as above and
Λ
(
{λjαj}j
)
:= inf
λ ∈ (0,∞) : ∑
j
ϕ
(
Bj ,
|λj |
λ‖χBj‖Lϕ(Rn)
)
≤ 1
 .
Definition 6.4. Let ϕ be as in Definition 2.2.
(I) For each ball B ⊂ Rn, the space Lqϕ(B) with q ∈ [1,∞] is defined to be the set of
all measurable functions f on Rn, supported in B, such that
‖f‖Lqϕ(B) :=
 supt∈(0,∞)
[
1
ϕ(B, t)
ˆ
Rn
|f(x)|qϕ(x, t) dx
]1/q
<∞, q ∈ [1,∞),
‖f‖L∞(B) <∞, q =∞.
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(II) A triplet (ϕ, q, s) is said to be admissible, if q ∈ (q(ϕ),∞] and s ∈ Z+ satisfying
s ≥ ⌊n[ q(ϕ)i(ϕ) −1]⌋, where q(ϕ) and i(ϕ) are respectively as in (2.6) and (2.5). A measurable
function a on Rn is called a (ϕ, q, s)-atom, if there exists a ball B ⊂ Rn such that
(i) supp a ⊂ B;
(ii) ‖a‖Lqϕ(B) ≤ ‖χB‖−1Lϕ(Rn);
(iii)
´
Rn
a(x)xα dx = 0 for all α ∈ Zn+ with |α| ≤ s.
(III) The atomic Musielak-Orlicz Hardy space, Hϕ, q, s(Rn), is defined to be the space
of all f ∈ S ′(Rn) satisfying that f =∑j λjaj in S ′(Rn), where {λj}j ⊂ C and {aj}j is a
sequence of (ϕ, q, s)-atoms associated with {Bj}j , and∑
j
ϕ
(
Bj ,
|λj|
‖χB‖Lϕ(Rn)
)
<∞.
Moreover, let
Λ({λjaj}j) := inf
λ ∈ (0,∞) : ∑
j
ϕ
(
Bj ,
|λj|
λ‖χBj‖Lϕ(Rn)
)
≤ 1
 .
The quasi-norm of f ∈ Hϕ, q, s(Rn) is defined by ‖f‖Hϕ, q, s(Rn) := inf{Λ({λjaj}j)}, where
the infimum is taken over all the decompositions of f as above.
Then we have the following conclusion, which is just [42, Theorem 4.11].
Lemma 6.5. Let ϕ be as in Definition 2.2. Assume that (ϕ, q, s) is admissible, ǫ ∈
(max{n + s, nq(ϕ)/i(ϕ)},∞) and p ∈ (q(ϕ)[r(ϕ)]′,∞), where q(ϕ), i(ϕ) and r(ϕ) are,
respectively, as in (2.6), (2.5) and (2.7). Then Hϕ(R
n), Hϕ, q, s(Rn) and Hp, s, ǫϕ,mol(R
n)
coincide with equivalent quasi-norms.
Throughout this section, we always assume that the operator L satisfies the following
additional assumption.
Assumption (C). The distribution kernels ht of e
−tL satisfy that there exist positive
constants C, c˜, c ∈ (0,∞) and ν ∈ (0, 1] such that, for all t ∈ (0,∞) and almost every
x, y, h ∈ Rn with 2|h| ≤ t1/2m + |x− y|,
|ht(x, y)|+ |ht(y, x)| ≤ C
tn/2m
exp
{
−c|x− y|
2m/(2m−1)
t1/(2m−1)
}
,(6.1)
|ht(x+ h, y) − ht(x, y)|+ |ht(x, y + h)− ht(x, y)|(6.2)
≤ C
tn/2m
( |h|
t1/2m + |x− y|
)ν
exp
{
− c˜|x− y|
2m/(2m−1)
t1/(2m−1)
}
and ˆ
Rn
ht(x, y) dx ≡ 1 ≡
ˆ
Rn
ht(x, y) dy.(6.3)
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Remark 6.6. (i) If the operator L satisfies Assumption (C), then L satisfies Assumption
(B) with pL = 1 and qL =∞.
(ii) Let L := −div(A∇) be the divergence form elliptic operator in L2(Rn), where A
has real entries when n ≥ 3 and complex entries when n ∈ {1, 2}. By [9, Chapter 1], we
know that the operator L satisfies Assumptions (A) and (C).
We now in the position to state the main result of this section.
Theorem 6.7. Let ϕ be as in Definition 2.2 and L satisfy Assumptions (A) and (C).
Assume that q(ϕ) < n+νn and i(ϕ) ∈ (nq(ϕ)n+ν , 1], where ν, q(ϕ) and i(ϕ) are, respectively,
as in (6.2), (2.6) and (2.5). Then Hϕ,L(R
n) and Hϕ(R
n) coincide with equivalent quasi-
norms.
Proof. Let f ∈ Hϕ(Rn) ∩ L2(Rn) and q ∈ (q(ϕ)[r(ϕ)]′,∞). Then from Lemma 6.5, we
deduce that there exist {λj}j ⊂ C and a sequence {aj}j of (ϕ, q, 0)-atoms such that
(6.4) f =
∑
j
λjaj
in S ′(Rn) and
(6.5) ‖f‖Hϕ(Rn) ∼ Λ({λjaj}j).
Moreover, by f ∈ L2(Rn) and the proof of [49, Theorem 3.4], we know that (6.4) also
holds in L2(Rn). Thus, to prove f ∈ Hϕ,L(Rn), it suffices to show that, for any λ ∈ C and
(ϕ, q, 0)-atom a associated with the ball B,
(6.6)
ˆ
Rn
ϕ (x, SL(λa)(x)) dx . ϕ
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
.
Indeed, if (6.6) holds true, by (6.4) and (6.5), we see that ‖f‖Hϕ, L(Rn) . Λ({λjaj}j) ∼
‖f‖Hϕ(Rn).
Now we prove (6.6). From (6.2) and (6.3), we deduce that the kernel of t2mLe−t2mL,
qt2m , satisfies that, for any γ ∈ (0, ν), there exists a positive constant C1 such that for all
t ∈ (0,∞) and almost every x, y, h ∈ Rn with 2|h| ≤ t+ |x− y|,
|qt2m(x+ h, y)− qt2m(x, y)| + |qt2m(x, y + h)− qt2m(x, y)|(6.7)
.
1
tn
( |h|
t+ |x− y|
)γ
exp
{
−C1|x− y|
2m/(2m−1)
t2m/(2m−1)
}
and ˆ
Rn
qt2m(x, y) dx = 0 =
ˆ
Rn
qt2m(x, y) dy.
Write
(6.8)
ˆ
Rn
ϕ (x, SL(λa)(x)) dx =
ˆ
8B
ϕ (x, SL(λa)(x)) dx+
ˆ
(8B)∁
· · · =: I1 + I2.
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Moreover, since q > q(ϕ)[r(ϕ)]′, it follows that there exists p ∈ (1,∞) such that p >
[r(ϕ)]′ and q/p > q(ϕ), which implies that ϕ ∈ Aq/p(Rn). From this, Ho¨lder’s inequality
and Definition 2.1, we infer that
‖a‖p
Lp(B)
≤
{ˆ
B
|a(x)|qϕ
(
x, |λ|‖χB‖−1Lϕ(B)
)
dx
}p/q
×
{ˆ
B
[
ϕ
(
x, |λ|‖χB‖−1Lϕ(B)
)]− p
q
( q
p
)′
dx
}1/(q/p)′
. ‖a‖p
Lqϕ(B)
|B|,
which implies that
(6.9) ‖a‖Lp(B) . ‖a‖Lqϕ(B)|B|1/p.
By this, the uniformly upper type 1 property of ϕ, Ho¨lder’s inequality and the Lq(Rn)-
boundedness of SL, we see that
I1 .
ˆ
8B
ϕ
(
x, |λ|‖χB‖−1Lϕ(B)
) [
1 + ‖χB‖Lϕ(B)SL(a)(x)
]
dx(6.10)
.
[
1 + ‖χB‖Lϕ(B)|8B|−1/p‖a‖Lp(B)
]
ϕ
(
B, |λ|‖χB‖−1Lϕ(B)
)
. ϕ
(
B, |λ|‖χB‖−1Lϕ(B)
)
.
Now we estimate I2. For any x ∈ (8B)∁, we first write
[SL(a)(x)]
2 =
ˆ rB
0
ˆ
B(x,t)
∣∣∣∣ˆ
B
qt2k(y, z)a(z) dz
∣∣∣∣2 dy dtt +
ˆ ∞
rB
· · ·(6.11)
=: E1(x) + E2(x).
Notice that, for any x ∈ (8B)∁, y ∈ B(x, t) with t ∈ (0, rB) and z ∈ B, it holds that
|y − z| ≥ |x− z| − |x− y| ≥ |x− xB| − |z − xB | − rB(6.12)
≥ |x− xB | − 2rB ≥ 1
2
|x− xB |.
Moreover, similar the proof of (6.9), we see that
‖a‖L1(B) ≤ ‖a‖Lqϕ(B)|B|.(6.13)
Let s ∈ [n+ν,∞). Then from (6.12), (6.13) and (6.1), we deduce that, for all x ∈ (8B)∁,
E1(x) .
ˆ rB
0
ˆ
B(x,t)
[ˆ
B
1
tn
e−(
c˜|y−z|
t
)2m/(2m−1) |a(z)| dz
]2 dy dt
tn+1
(6.14)
.
ˆ rB
0
ˆ
B(x,t)
1
t2n
(
t
|x− xB |
)2s
‖a‖2L1(B)
dy dt
tn+1
.
r
2(s−n)
B
|x− xB |2s ‖a‖
2
L1(B) .
r2sB
|x− xB|2s ‖a‖
2
Lqϕ(B)
.
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Now we deal with E2(x). By n + ν > nq(ϕ)/i(ϕ), we know that there exist q0 ∈
(q(ϕ),∞), p0 ∈ (0, i(ϕ)) and γ ∈ (0, ν) such that n + γ > nq0/p0, which further implies
that there exists γ1 ∈ (0, γ) satisfying that
(6.15) n+ γ − γ1 > nq0/p0.
Moreover, for any x ∈ (8B)∁, y ∈ B(x, t) with t ∈ (rB ,∞), and z ∈ B, it holds that
t + |y − z| ≥ |x − z| ≥ 12 |x − xB |, which, together with
´
B a(x) dx = 0, (6.7) and (6.13),
implies that
E2(x) .
ˆ ∞
rB
ˆ
B(x,t)
[ˆ
B
|qt2m(y, z)− qt2m(y, xB)||a(z)| dz
]2 dy dt
tn+1
.
ˆ ∞
rB
ˆ
B(x,t)
[ˆ
B
|z − xB |γ
(t+ |y − z|)n+γ |a(z)| dz
]2 dy dt
tn+1
.
ˆ ∞
rB
ˆ
B(x,t)
[ˆ
B
rγB
tγ1 |x− xB |n+γ−γ1 |a(z)| dz
]2
dy dt
tn+1
.
r2γB
|x− xB |2(n+γ−γ1)
‖a‖2L1(B)
ˆ ∞
rB
t−2γ1−1 dt
.
r
2(γ−γ1)
B
|x− xB |2(n+γ−γ1)
‖a‖2Lqϕ(B)|B|
2 .
r
2(n+γ−γ1)
B
|x− xB |2(n+γ−γ1)
‖χB‖−2Lϕ(B).
From this, (6.11) and (6.14), it follows that, for all x ∈ (8B)∁,
SL(a)(x) .
rn+γ−γ1B
|x− xB |n+γ−γ1 ‖χB‖
−1
Lϕ(B),
which, together with the uniformly lower type p0 properties of ϕ, Lemma 2.5(vi) and
(6.15), implies that
I2 .
ˆ
(8B)∁
ϕ (x, |λ|SL(a)(x)) dx
.
ˆ
(8B)∁
ϕ
(
x,
rn+γ−γ1B |λ|
|x− xB |n+γ−γ1 ‖χB‖
−1
Lϕ(B)
)
dx
.
∞∑
j=3
ϕ
(
2jB, 2−(n+γ−γ1)j |λ|‖χB‖−1Lϕ(B)
)
.
∞∑
j=3
2−(n+γ−γ1)p0j+nq0ϕ
(
B, |λ|‖χB‖−1Lϕ(B)
)
. ϕ
(
B, |λ|‖χB‖−1Lϕ(B)
)
.
By this, (6.8) and (6.10), we see that (6.6) holds true.
Now we prove that Hϕ,L(R
n) ∩ L2(Rn) ⊂ Hϕ(Rn) ∩ L2(Rn). By Theorem 4.8 and
Lemma 6.5, we only need to show that, for any given (ϕ, p1, M, ǫ)L-molecule α, it holds
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that α is a (ϕ, p1, 0, ǫ)-molecule as in Definition 6.2, where p1 ∈ (q(ϕ),∞), M ∈ N with
M > nq(ϕ)2mi(ϕ) , and ǫ ∈ (nq(ϕ)/i(ϕ),∞). Indeed, compared with Definitions 4.3 and 6.2, we
know that, to show our conclusion, it suffices to prove that
(6.16)
ˆ
Rn
α(x) dx = 0.
By the H∞-bounded functional calculus, we know that, for all f ∈ Lp(Rn) with p ∈ (1, p1],
(I + L)−1f =
ˆ ∞
0
e−te−tLf dt,
which, together with Fubini’s theorem and (6.3), implies that, for all f ∈ Lp(Rn)∩L1(Rn),
(6.17)
ˆ
Rn
(I + L)−1f(x) dx =
ˆ ∞
0
e−t
ˆ
Rn
e−tLf(x) dx dt =
ˆ
Rn
f(x) dx.
Moreover, by the definition of α, we know that α ∈ L1(Rn) ∩ Lp(Rn) and there exists
b ∈ L1(Rn) ∩ Lp(Rn) such that α = Lb. From this and (6.17), we deduce that
ˆ
Rn
α(x) dx =
ˆ
Rn
(I + L)−1Lb(x) dx
=
ˆ
Rn
(I + L)−1(I + L)b(x) dx −
ˆ
Rn
(I + L)−1b(x) dx = 0,
which completes the proof of (6.16).
By the above proofs, we see that Hϕ,L(R
n) ∩ L2(Rn) and Hϕ(Rn) ∩ L2(Rn) coincide
with equivalent quasi-norms, which, together with the fact that Hϕ,L(R
n) ∩ L2(Rn) and
Hϕ(R
n) ∩ L2(Rn) are, respectively, dense in Hϕ,L(Rn) and Hϕ(Rn), and a density argu-
ment, implies that the spaces Hϕ,L(R
n) and Hϕ(R
n) coincide with equivalent quasi-norms.
This finishes the proof of Theorem 6.7.
7 The Musielak-Orlicz-Hardy space associated with the sec-
ond order elliptic operator in divergence form
In this section, we study the Musielak-Orlicz-Hardy spaceHϕ,L(R
n) associated with the
second order elliptic operator in divergence form on Rn with complex bounded measurable
coefficients. By making full use of the special structure of the divergence form elliptic
operator, we establish the radial and non-tangential maximal function characterizations
of Hϕ,L(R
n) based respectively on the heat and Poisson semigroups of L. Moreover, we
establish the boundedness of the associated Riesz transform on Hϕ,L(R
n).
7.1 Maximal function characterizations of Hϕ,L(R
n)
We begin this subsection by recalling some necessary notions and notation. Let A be
an n× n matrix with entries {ai, j}ni, j=1 ⊂ L∞(Rn, C) satisfying the ellipticity condition,
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namely, there exist constants 0 < λA ≤ ΛA < ∞ such that, for all ξ, ζ ∈ C and almost
every x ∈ Rn,
λA|ξ|2 ≤ ℜe〈A(x)ξ, ξ〉 and |〈A(x)ξ, ζ〉| ≤ ΛA|ξ||ζ|,
where 〈·, ·〉 denotes the inner product in C and ℜe ξ denotes the real part of the complex
number ξ. Then the second order elliptic operator L in divergence form is defined by
Lf := −div(A∇f),(7.1)
interpreted in the weak sense via a sesquilinear form. It is well known that there exists a
positive constant ω ∈ [0, π/2) such that the operator L is of type ω on L2(Rn) and L has
a bounded H∞-functional calculus on L2(Rn) (see, for example, [1, 41]). Moreover, let
(p−(L), p+(L)) be the interior of the maximal interval of exponents p ∈ [1, ∞] for which
the semigroup {e−tL}t>0, generated by L, is Lp(Rn) bounded. By [4, Proposition 3.2]
(see also [41, Lemma 2.25]), we conclude that, for all p−(L) < p ≤ q < p+(L), {e−tL}t>0
satisfy the Lp−Lq off-diagonal estimates. Thus, L satisfies Assumptions (A) and (B) with
k = 2. Therefore, a corresponding theory of the Musielak-Orlicz-Hardy space Hϕ,L(R
n),
including its molecular characterization (see Theorem 4.8) is already known.
We also recall the definitions of some maximal functions associated with L from [40].
Let f ∈ L2(Rn) and x ∈ Rn, the radial maximal functions, Rαh and RαP , respectively
associated with the heat semigroup and Poisson semigroup generated by L are defined by
setting, for all α ∈ (0, ∞), f ∈ L2(Rn) and x ∈ Rn,
Rαh(f)(x) := sup
t>0
{
1
(αt)n
ˆ
B(x, αt)
∣∣∣e−t2L(f)(y)∣∣∣2 dy} 12(7.2)
and
RαP (f)(x) := sup
t>0
{
1
(αt)n
ˆ
B(x, αt)
∣∣∣e−t√L(f)(y)∣∣∣2 dy} 12 .(7.3)
Similarly, the non-tangential maximal functions, Nαh and NαP , respectively associated with
the heat semigroup and Poisson semigroup generated by L are defined by setting, for all
α ∈ (0, ∞), f ∈ L2(Rn) and x ∈ Rn,
Nαh (f)(x) := sup
(y,t)∈Γα(x)
{
1
(αt)n
ˆ
B(y,αt)
∣∣∣e−t2L(f)(z)∣∣∣2 dz} 12(7.4)
and
NαP (f)(x) := sup
(y,t)∈Γα(x)
{
1
(αt)n
ˆ
B(y,αt)
∣∣∣e−t√L(f)(z)∣∣∣2 dz} 12 ,(7.5)
where above and in what follows, Γα(x) := {(y, t) ∈ Rn × (0,∞) : |x − y| < αt}. In
what follows, when α = 1, we remove the superscript α for simplicity. We also define
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the Lusin-area functions, Sh and SP , associated respectively to the heat semigroup and
Poisson semigroup by setting, for all f ∈ L2(Rn) and x ∈ Rn,
Sh(f)(x) :=
{ˆ
Γ(x)
∣∣∣t∇e−t2L(f)(y)∣∣∣2 dy dt
t
} 1
2
(7.6)
and
SP (f)(x) :=
{ˆ
Γ(x)
∣∣∣t∇e−t√L(f)(y)∣∣∣2 dy dt
t
} 1
2
.(7.7)
We first introduce the Musielak-Orlicz-Hardy space, defined via the above maximal
functions, as follows.
Definition 7.1. Let ϕ and L be respectively as in Definition 2.2 and (7.1), and SP as
in (7.7). The SP -adapted Musielak-Orlicz-Hardy space Hϕ, SP (R
n) is defined to be the
completion of the set{
f ∈ L2(Rn) : ‖f‖Hϕ, SP (Rn) := ‖SP (f)‖Lϕ(Rn) <∞
}
with respect to the quasi-norm ‖ · ‖Hϕ, SP (Rn).
In a similar way, the Sh-adapted, Rh-adapted, RP -adapted, Nh-adapted and NP -adapted
Musielak-Orlicz-Hardy spaces,
Hϕ, Sh(R
n), Hϕ,Rh(R
n), Hϕ,RP (R
n), Hϕ,Nh(R
n) and Hϕ,NP (R
n)
are also defined.
Following [4], let (q−(L), q+(L)) be the interior of the maximal interval of exponents
p ∈ [1, ∞], for which the family of operators, {√t∇e−tL}t>0, is Lp(Rn) bounded. From [4,
Proposition 3.7], it follows that q−(L) = p−(L) and q+(L) > 2. Moreover, by [4, Corollary
3.8 and Proposition 3.9], we know that, for all q−(L) < p ≤ q < q+(L), the family of
operators, {√t∇e−tL}t>0, satisfies the Lp − Lq off-diagonal estimates.
For the operator SP , we have the following boundedness.
Lemma 7.2. Let Sh and SP be respectively as in (7.6) and (7.7). Then, for all p ∈
(q−(L), q+(L)), both Sh and SP are bounded on Lp(Rn).
The proof of Lemma 7.2 follows from a similar method used for the vertical Lusin-area
function associated with the heat semigroup (see [4, Theorem 6.1]). We omit the details
here.
Lemma 7.3. Let ϕ and L be respectively as in Definition 2.2 and (7.1),
q ∈ (q−(L), min{q+(L), p+(L)})
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and M ∈ N. Then, there exists a positive constant C such that, for all t ∈ (0, ∞), close
sets E, F ⊂ Rn satisfying d(E, F ) > 0 and f ∈ Lq(Rn) with supp f ⊂ E,{ˆ ∞
0
∥∥∥∥s∇e−s2L (I − e−t2L)M f∥∥∥∥2
Lq(F )
ds
s
} 1
2
≤ C
[
t
d(E, F )
]2M
‖f‖Lq(E)(7.8)
and {ˆ ∞
0
∥∥∥∥s∇e−s2L (t2Le−t2L)M f∥∥∥∥2
Lq(F )
ds
s
} 1
2
≤ C
[
t
d(E, F )
]2M
‖f‖Lq(E).(7.9)
Proof. We first prove (7.8). To this end, by the change of variable, we write{ˆ ∞
0
∥∥∥∥s∇e−s2L (I − e−t2L)M f∥∥∥∥2
Lq(F )
ds
s
} 1
2
(7.10)
.
{ˆ t
0
∥∥∥∥s∇e−s2(M+1)L (I − e−t2L)M f∥∥∥∥2
Lq(F )
ds
s
} 1
2
+
{ˆ ∞
t
· · · ds
s
} 1
2
=: H + K.
For H, we deduce, from the binomial theorem, Assumption (B) and the fact when t ≥
s, (kt∇e−(kt)2L)(s∇e−s2(M+1)L) satisfies the Lq off-diagonal estimates in (kt)2 (see, for
example, [41, Lemma 2.22]), that
H .
{ˆ t
0
∥∥∥s∇e−s2(M+1)Lf∥∥∥2
Lq(F )
ds
s
} 1
2
(7.11)
+ sup
1≤k≤M
{ˆ t
0
∥∥∥(kt∇e−(kt)2L)(e−s2(M+1)L) f∥∥∥2
Lq(F )
s2ds
t2s
} 1
2
.
{[ˆ t
0
exp
{
− [d(E, F )]
2
s2
}
ds
s
] 1
2
+ sup
1≤k≤M
[ˆ t
0
exp
{
− [d(E, F )]
2
(kt)2
}
sds
t2
] 1
2
}
‖f‖Lq(E) .
[
t
d(E, F )
]2M
‖f‖Lq(E).
Similarly, we have
K .
{ˆ ∞
t
∥∥∥∥s∇e−s2L (e−s2L − e−(s2+t2)L)M f∥∥∥∥2
Lq(F )
ds
s
} 1
2
.
[ˆ ∞
t
exp
{
− [d(E, F )]
2
s2
}(
t2
s2
)2M
ds
s
] 1
2
‖f‖Lq(E)
.
[
t
d(E, F )
]2M
‖f‖Lq(E),
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which, together with (7.10) and (7.11), shows immediately that (7.8) holds. The proof of
(7.9) is similar to that of (7.8). We omit the details here.
Now, we are in the position to state our first main result in this section.
Proposition 7.4. Let ϕ and L be respectively as in Definition 2.2 and (7.1), Sh and SP
respectively as in (7.6) and (7.7). Assume further that ϕ ∈ RH(min{p+(L), q+(L)}/I(ϕ))′ (X ),
where I(ϕ) is as in (2.4). Then Hϕ, Sh(R
n), Hϕ, SP (R
n) and Hϕ,L(R
n) coincide with
equivalent quasi-norms.
Proof. We prove Proposition 7.4 by first showing that L2(Rn)∩Hϕ, SP (Rn) and L2(Rn)∩
Hϕ,L(R
n) coincide with equivalent quasi-norms, whose proof is divided into two different
directions of inclusions. We first prove the inclusion L2(Rn) ∩ Hϕ, SP (Rn) ⊂ L2(Rn) ∩
Hϕ,L(R
n). Let f ∈ L2(Rn) ∩Hϕ, SP (Rn). For all x ∈ Rn, let
S˜P (f)(x) :=
{ˆ
Γ(x)
∣∣∣t2Le−t√L(f)(y)∣∣∣2 dy dt
tn+1
} 1
2
.
From the proof of [40, Lemma 5.4], we deduce that, for all x ∈ Rn, S˜P (f)(x) . SP (f)(x),
which immediately implies that∥∥∥S˜P (f)∥∥∥
Lϕ(Rn)
. ‖SP (f)‖Lϕ(Rn).(7.12)
Moreover, by the L2(Rn)-boundedness of SP (see, for example, [40, (5.15)]), we know that∥∥∥S˜P (f)∥∥∥
L2(Rn)
. ‖SP (f)‖L2(Rn) . ‖f‖L2(Rn).
Thus, t2Le−t
√
Lf ∈ Tϕ(Rn+1+ ) ∩ T 22 (Rn+1+ ). Using the bounded H∞-functional calculus in
L2(Rn), we see that f = πL,M (t
2Le−t
√
Lf) in L2(Rn), where πL,M is as in (4.2), which,
combining with Proposition 4.5 and (7.12), implies that
‖f‖Hϕ, L(Rn) .
∥∥∥t2Le−t√Lf∥∥∥
Tϕ(R
n+1
+ )
∼
∥∥∥S˜P (f)∥∥∥
Lϕ(Rn)
. ‖f‖Hϕ, SP (Rn) <∞.
This shows f ∈ L2(Rn)∩Hϕ,L(Rn) and hence the inclusion L2(Rn)∩Hϕ,SP (Rn) ⊂ L2(Rn)∩
Hϕ,L(R
n).
Now, we prove the inclusion L2(Rn) ∩Hϕ,L(Rn) ⊂ L2(Rn) ∩Hϕ, SP (Rn). To this end,
it suffices to show that the operator SP is bounded from Hϕ,L(R
n) to Lϕ(Rn). Moreover,
by Corollary 4.7, we only need to show that, for any λ ∈ C and (ϕ, q, M, ǫ)L-molecule α
associated with B,
ˆ
Rn
ϕ (x, SP (λα)(x)) dx . ϕ
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
,(7.13)
where q ∈ (p−(L),min{p+(L), q+(L)}), ǫ ∈ (0, ∞) and M ∈ N can be chosen sufficiently
large.
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To prove (7.13), we first write
ˆ
Rn
ϕ (x, SP (λα)(x)) dx(7.14)
.
ˆ
Rn
ϕ
(
x, SP
(
I − e−r2BL
)M
(λα)(x)
)
dx
+
ˆ
Rn
ϕ
(
x, SP
[
I −
(
I − e−r2BL
)M]
(λα)(x)
)
dx =: I + J.
For I, let p1 ∈ [I(ϕ), 1] and p2 ∈ (0, i(ϕ)) such that ϕ is of uniformly upper type p1 and
lower type p2. By Minkowski’s inequality and Lemma 2.4(i), we conclude that
I .
∑
i∈N
∑
j∈N
ˆ
Sj(2iB)
ϕ
(
x, |λ|SP
(
I − e−r2BL
)M (
χSi(B)α
)
(x)
)
dx(7.15)
.
∑
i∈N
∑
j∈N
{ˆ
Sj(2iB)
[
SP
(
I − e−r2BL
)M (
χSi(B)α
)
(x)‖χB‖Lϕ(Rn)
]p1
×ϕ
(
x,
|λ|
‖χB‖Lϕ(Rn)
)
dx
+
ˆ
Sj(2iB)
[
SP
(
I − e−r2BL
)M (
χSi(B)α
)
(x)‖χB‖Lϕ(Rn)
]p2
×ϕ
(
x,
|λ|
‖χB‖Lϕ(Rn)
)
dx
}
=:
∑
i∈N
∑
j∈N
{
I˜i, j + I˜Ii, j
}
.
We first estimate I˜i, j in the case when j ∈ {0, . . . , 4}. Let q ≥ 2 and
q ∈ (I(ϕ)[r(ϕ)]′, [q+(L)]′) ∩ (p−(L), min{p+(L), q+(L)})(7.16)
such that (5.8) holds true. Let p˜ ∈ (q(ϕ), ∞). Then ϕ ∈ RH( q
p1
)′(R
n)∩Ap˜(Rn). This, to-
gether with Ho¨lder’s inequality, Lemma 7.3 and the Lq(Rn)-boundedness of the semigroup
{e−tL}t>0 for q ∈ (p−(L), p+(L)), implies that
I˜i, j .
{ˆ
Sj(2iB)
[
SP
(
I − e−r2BL
)M (
χSi(B)α
)
(x)‖χB‖Lϕ(Rn)
]q} p1q
×
{
1
|2i+jB|
ˆ
Sj(2iB)
[
ϕ
(
x,
|λ|
‖χB‖Lϕ(Rn)
)]( q
p1
)′
dx
} 1
(
q
p1
)′
× ∣∣2i+jB∣∣ 1( qp1 )′ ‖χB‖p1Lϕ(Rn)
. ‖α‖p1Lq(Si(B))‖χB‖
p1
Lϕ(Rn)
∣∣2i+jB∣∣− p1q {ˆ
Sj(2iB)
ϕ
(
x,
|λ|
‖χB‖Lϕ(Rn)
)
dx
}
.
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From this, Definition 4.3 and Lemma 2.5(vii), we deduce that
I˜i,j . 2
−ip1[ǫ+nq−nq˜p1 ]ϕ
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
,
when ǫ > n( q˜p1 − 1q ).
We now estimate I˜i, j in the case when j ≥ 5. Similar to the case when j ≤ 4, we first
have
I˜i, j . 2
−(i+j)n(p1
q
−q˜)‖χB‖p1Lϕ(Rn)|B|
− p1
q ϕ
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
(7.17)
×
{ˆ
Sj(2iB)
[
SP
(
I − e−r2BL
)M (
χSi(B)α
)
(x)‖χB‖Lϕ(Rn)
]q} p1q
=: 2−(i+j)n(
p1
q
−q˜)‖χB‖p1Lϕ(Rn)|B|−
p1
q ϕ
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
(Ai, j)p1 .
For Ai, j , since q ≥ 2, by the dual norm representation of the L
q
2 (Rn)-norm, we know that
there exists g ∈ L( q2 )′(Rn), with ‖g‖
L(
q
2 )
′
(Rn)
≤ 1, such that
Ai, j ∼

ˆ
Sj(2iB)
[ˆ
Γ(x)
∣∣∣∣t∇e−t√L (I − e−r2BL)M (χSi(B)α) (y)∣∣∣∣2 dy dttn+1
] q
2
dx

1
q
(7.18)
∼
{ˆ
Sj(2iB)
[ˆ
Γ(x)
∣∣∣∣t∇e−t√L (I − e−r2BL)M (χSi(B)α) (y)∣∣∣∣2 dy dttn+1
]
g(x) dx
} 1
2
.
{ˆ ∞
0
ˆ
Rn\(2i+j−2B)
∣∣∣∣t∇e−t√L (I − e−r2BL)M (χSi(B)α) (y)∣∣∣∣2
×M(g)(y) dy dt
t
} 1
2
+
j−2∑
k=0
{ˆ ∞
2i(2j−1−2k)rB
ˆ
Sk(2iB)
· · · dy dt
t
} 1
2
=: A˜i, j +
j−2∑
k=0
A˜i, j, k,
where M denotes the classical Hardy-Littlewood maximal function.
To estimate A˜i, j, we need the following subordination formula,
e−t
√
L = C
ˆ ∞
0
e−u√
u
e−
t2L
4u du,(7.19)
where C is a positive constant. By using Ho¨lder’s inequality, (7.19), Minkowski’s in-
tegral inequality, the L(
q
2
)′(Rn)-boundedness of the Hardy-Littlewood maximal function
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and Lemma 7.2, we conclude that
A˜i, j .

ˆ ∞
0
[ˆ
Rn\(2i+j−2B)
∣∣∣∣t∇e−t√L (I − e−r2BL)M (χSi(B)α) (y)∣∣∣∣q dy
] 2
q
dt
t

1
2
(7.20)
.
ˆ ∞
0
e−u
{ˆ ∞
0
∥∥∥∥ t√4u∇e− t24uL
(
I − e−r2BL
)M
× (χSi(B)α) (y)∥∥∥∥
Lq(Rn\(2i+j−2B))
dt
t
} 1
2
du
.
ˆ ∞
0
e−u
[
rB
2i+jrB
]2M
du‖α‖Lq(Si(B)) . 2−(i+j)M‖α‖Lq(Si(B)).
We continue to estimate A˜i, j, k. Similar to the estimates for A˜i, j , we first conclude that
A˜i, j, k .
ˆ ∞
0
e−u
{ˆ ∞
2i(2j−1−2k)rB
∥∥∥∥ t√4u∇e− t24uL
(
I − e−r2BL
)M
× (χSi(B)α) ∥∥∥∥2
Lq(Sk(2iB))
dt
t
} 1
2
du
.
ˆ ∞
0
e−u
{ˆ ∞
[2i(2j−1−2k)rB ]
2
4u(M+1)
∥∥∥∥∥√s∇e−sL
[
s
r2B
(
e−sL − e−(s+r2B)L
)]M
× (χSi(B)α) ∥∥∥∥2
Lq(Sk(2iB))
(
r2B
s
)2M
ds
s
} 1
2
du.
By the Lq off-diagonal estimates (similar to the estimates used in (7.11)) and the change
of variable (let s˜ := (2
i+jrB)
2
1+u
1
s ), we further find that
A˜i, j, k . ‖α‖Lq(Si(B))
ˆ ∞
0
e−u
{ˆ ∞
[2i(2j−1−2k)rB ]
2
4u(M+1)
exp
{
− [2
i+jrB ]
2
s(1 + u)
}(
r2B
s
)2M
ds
s
} 1
2
du
. ‖α‖Lq(Si(B))
ˆ ∞
0
e−u

ˆ 4u(M+1)
[2i(2j−1−2k)rB ]
2
(2i+jrB)
2
1+u
0
e−s
[
r2Bs(1 + u)
(2i+jrB)2
]2M
ds
s

1
2
du
. 22(i+j)M‖α‖Lq(Si(B))
ˆ ∞
0
(1 + u)Me−u
{ˆ 1
0
s2Me−s
ds
s
} 1
2
du
. 22(i+j)M‖α‖Lq(Si(B)),
which, together with (7.17), (7.18), (7.20) and Definition 4.3, implies that, when j ≥ 5,
I˜i, j . 2
−(i+j)n(p1
q
−q˜)‖χB‖p1Lϕ(Rn)|B|−
p1
q ϕ
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
(Ai, j)p1
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. 2−(i+j)p1[2M+n(
p1
q
−q˜)]‖χB‖p1Lϕ(Rn)|B|−
p1
q ϕ
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
‖α‖p1Lq(Si(B))
. 2−(i+j)p1[2M+n(
p1
q
−q˜)]
2−iǫp1ϕ
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
.
Similar to the estimates for I˜i, j , we see that
I˜Ii, j . 2
−(i+j)p2[2M+n(p2q −q˜)]2−iǫp2ϕ
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
,
which, combining with (7.15), implies that
I .
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
.(7.21)
Also, by following the same way as the estimates for I, we know that J . (B, |λ|‖χB‖Lϕ(Rn) ),
which, together with (7.14) and (7.21), shows that (7.13) holds true.
The proof for the equivalence of Hϕ, Sh(R
n) and Hϕ,L(R
n) is similar. We omit the
details here. This finishes the proof of Proposition 7.4.
Now, we state the maximal function characterizations of Hϕ,L(R
n) as follows.
Theorem 7.5. Let ϕ and L be respectively as in Definition 2.2 and (7.1), Rh, RP ,
Nh and NP respectively as in (7.2), (7.3), (7.4) and (7.5). Assume further that ϕ ∈
RH(min{p+(L), q+(L)}/I(ϕ))′ (X ), where I(ϕ) is as in (2.4). Then Hϕ,Rh(Rn), Hϕ,RP (Rn),
Hϕ,Nh(R
n), Hϕ,NP (R
n) and Hϕ,L(R
n) coincide with equivalent quasi-norms.
Remark 7.6. Theorem 7.5 completely covers [46, Theorem 5.2 and Corollary 5.1] by
taking ϕ as in (1.1) with w ≡ 1 and Φ concave.
To prove Theorem 7.5, we need a good-λ inequality concerning the non-tangential max-
imal function and the truncated Lusin-area function associated with the heat semigroup.
More precisely, let α ∈ (0, ∞) and 0 < ǫ < R < ∞. For all f ∈ L2(Rn) and x ∈ Rn, the
truncated Lusin-area function Sǫ,R, αh , associated with the heat semigroup, is defined by
setting,
Sǫ,R, αh (f)(x) :=
{ˆ
Γǫ, Rα (x)
∣∣∣t∇e−t2L(f)(y)∣∣∣2 dy dt
tn+1
} 1
2
,(7.22)
where Γǫ,Rα (x) := {(y, t) ∈ Rn × (ǫ, R) : |y − x| < αt}. We have the following good-λ
inequality.
Lemma 7.7. Let ϕ and L be respectively as in Definition 2.2 and (7.1). Assume that
ǫ, R ∈ (0,∞) with ǫ < R. Then, there exist positive constants ǫ0 and C, indepen-
dent of ǫ and R, such that, for all γ ∈ (0, 1], λ, s ∈ (0, ∞) and f ∈ L2(Rn) satisfying
‖Nh(f)‖Lϕ(Rn) <∞,
ϕ
({
x ∈ Rn : Sǫ,R,
1
20
h (f)(x) > 2λ, Nh(f)(x) ≤ γλ
}
, s
)
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≤ Cγǫ0ϕ
({
x ∈ Rn : Sǫ,R,
1
2
h (f)(x) > λ
}
, s
)
.
Proof. Lemma 7.7 can be proved by using the same method as in the proof of [72, Lemma
3.3], where a good-λ inequality was established in the setting of the strongly Lipschitz
domain of Rn. In the present situation, the proof is more simple, since we do not need to
take care of the boundary condition and the diameter of the domain. Here, in order to
avoid redundancy, we only give an outline for the proof of Lemma 7.7. Let
O := {x ∈ Rn : Sǫ,R,
1
20
h (f)(x) >∞}.
From the L2(Rn)-boundedness of Sh, we deduce that |O| < ∞. By using Whitney’s
covering lemma, we see that there exists a family {Qj}j of dyadic cubes, with the lengths
{lj}j , satisfying that
(i) O =
⋃
j Qj and {Qj}j are disjoint;
(ii) 2Qj ⊂ O and 4Qj ∩O∁ 6= ∅.
By this, to show the desired conclusion of Lemma 7.7, we only need to prove that, for all
j,
ϕ
({
x ∈ Qj : Sǫ,R,
1
20
h (f)(x) > 2λ, Nh(f)(x) ≤ γλ
}
, s
)
. γǫ0ϕ (Qj, s) .(7.23)
Moreover, for all x ∈ Qj and xj ∈ 4Qj ∩ O∁, using the fact that Γmax{10lj , ǫ}1
20
(x) ⊂
Γ
max{10lj , ǫ}
1
2
(xj) and the definition of O, we conclude that
S
max{10lj , ǫ}, R, 120
h (f)(x) ≤ λ.(7.24)
Thus, if ǫ > 10lj , we know that, for all x ∈ Qj, Sǫ,R,
1
20
h (f)(x) ≤ λ, which contracts with
the condition S
ǫ,R, 1
20
h (f)(x) > 2λ. This implies that Qj = ∅. Hence, (7.23) holds in this
case. If ǫ < 10lj , from the fact that, for all x ∈ Rn, Sǫ,R,
1
20
h (f)(x) ≤ S
ǫ, 10lj ,
1
20
h (f)(x) +
S
10lj , R,
1
20
h (f)(x), (7.24) and Lemma 2.5(viii), we deduce that, to prove (7.23), it suffices
to prove that, for all j,∣∣∣∣{x ∈ Qj ∩ F : Sǫ,R, 120h (f)(x) > λ}∣∣∣∣ . γ2|Qj|,(7.25)
where F := {x ∈ Rn : Nh(f)(x) ≤ γλ}. We prove (7.25) by dividing two cases. If
ǫ ≥ 5lj , then similar to the proof of [72, Lemma 3.4] (replace the strong Lipschitz domain
Ω and the non-tangential maximal function therein respectively by Rn and the present
version of the non-tangential maximal function in (7.4)), we conclude that, for all x ∈ Rn,
S
ǫ,R, 1
20
h (f)(x) . Nh(f)(x), which, combining with the definition of F , shows thatˆ
Qj∩F
[
S
ǫ, 10lj ,
1
20
h (f)(x)
]2
dx .
ˆ
Qj∩F
[Nh(f)(x)]2 dx . (γλ)2|Qj |.
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This, together with Chebyshev’s inequality, implies the validity of (7.25). For the case
when ǫ < 5lj , let G := {(y, t) ∈ Rn × (ǫ, 10lj) : d(y,Qj ∩ F ) < t20}. From (7.22) and
Fubini’s theorem, we infer that
ˆ
Qj∩F
[
S
ǫ, 10lj ,
1
20
h (f)(x)
]2
dx =
¨
G
t |∇u(y, t)|2 dy dt,
where u(y, t) := e−t2L(f)(y). To estimate
´
G t|∇u(y, t)|2 dy dt, we need to introduce some
smooth cut-off function defined on a fatter truncated cone. More precisely, let
G1 :=
{
(y, t) ∈ Rn ×
( ǫ
2
, 20lj
)
: d(y,Qj ∩ F ) < t
10
}
and η ∈ C∞0 (G1) satisfying η ≡ 1 on G, 0 ≤ η ≤ 1 and ‖∇η‖L∞(G1) . 1t (see also the
proof of [40, Lemma 5.4]). Then, by the ellipticity condition, we see thatˆ
G
t |∇u(y, t)|2 dy dt ≤
ˆ
G1
t |∇u(y, t)|2 η(y, t) dy dt
. ℜe
ˆ
G1
tA(y)∇u(y, t)∇u(y, t)η(y, t) dy dt =: ℜeI.
Using Leibniz’s rule, the definition of L and the fact that ∂tu(y, t) = −2tLu(y, t), we
know that
I =
ˆ
G1
tA(y)∇u(y, t)∇(ηu)(y, t) dy dt−
ˆ
G1
tA(y)∇u(y, t)u(y, t)∇η(y, t) dy dt
=
ˆ
G1
tLu(y, t)(ηu)(y, t) dy dt−
ˆ
G1
tA(y)∇u(y, t)u(y, t)∇η(y, t) dy dt
= −1
2
ˆ
G1
∂tu(y, t)(ηu)(y, t) dy dt−
ˆ
G1
tA(y)∇u(y, t)u(y, t)∇η(y, t) dy dt
=: −1
2
I1 − J.
Thus, from the fact that ∂t(|u(y, t)|2) = 2ℜe(∂tu(y, t))u(y, t), the integral by parts and
η ∈ C∞0 (G1), we deduce that
ℜeI = −ℜe1
2
I1 −ℜeJ
= −1
4
ˆ
G1
∂t
(|u(y, t)|2) η(y, t) dy dt−ℜeˆ
G1
tA(y)∇u(y, t)u(y, t)∇η(y, t) dy dt
=
1
4
ˆ
G1\G
|u(y, t)|2∂tη(y, t) dy dt−ℜe
ˆ
G1\G
tA(y)∇u(y, t)u(y, t)∇η(y, t) dy dt
=: I2 + I3.
The remainding estimates for I2 and I3 are obtained by using a decomposition of the set
G1 \ G, the properties of the cut-off function η, Besicovith’s covering lemma and a Cac-
cioppoli’s inequality (see, for example, [72, (3.29)-(3.33)] for the detail calculations). We
then conclude that I2+I3 . (γλ)2|Qk|. This, together with an application of Chebyshev’s
inequality, implies the validity of (7.25), which completes the proof of Lemma 7.7.
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With the help of Lemma 7.7, we now prove Theorem 7.5.
Proof of Theorem 7.5. We first prove the following equivalence relationships
Hϕ,Rh(R
n) = Hϕ,Nh(R
n) = Hϕ,L(R
n).
The proof is divided into the following three steps.
Step 1. L2(Rn)∩Hϕ,Nh(Rn) ⊂ L2(Rn)∩Hϕ,L(Rn). Let f ∈ L2(Rn)∩Hϕ,Nh(Rn). For
any 0 < ǫ < R < ∞ and γ ∈ (0, 1], by Lemma 2.4(ii), Fubini’s theorem and Lemma 7.7,
we conclude that
ˆ
Rn
ϕ
(
x, S
ǫ,R, 1
20
h (f)(x)
)
dx
∼
ˆ ∞
0
ϕ
({
x ∈ Rn : Sǫ,R,
1
20
h (f)(x) > t
}
, t
)
dt
t
∼
ˆ ∞
0
ϕ
({
x ∈ Rn : Sǫ,R,
1
20
h (f)(x) > t, Nh(f)(x) ≤ γt
}
, t
)
dt
t
+
ˆ ∞
0
ϕ ({x ∈ Rn : Nh(f)(x) > γt} , t) dt
t
. γǫ0
ˆ ∞
0
ϕ
({
x ∈ Rn : Sǫ,R,
1
2
h (f)(x) >
t
2
}
, t
)
dt
t
+
ˆ ∞
0
ϕ ({x ∈ Rn : Nh(f)(x) > γt} , t) dt
t
.
By the change of variables and the fact that ϕ is of uniformly upper type 1, we further
see that
ˆ
Rn
ϕ
(
x, S
ǫ,R, 1
20
h (f)(x)
)
dx(7.26)
. γǫ0
ˆ ∞
0
ϕ
({
x ∈ Rn : Sǫ,R,
1
2
h (f)(x) > t
}
, t
)
dt
t
+
1
γ
ˆ ∞
0
ϕ ({x ∈ Rn : Nh(f)(x) > t} , t) dt
t
. γǫ0
ˆ
Rn
ϕ
(
x, S
ǫ,R, 1
2
h (f)(x)
)
dx+
1
γ
ˆ
Rn
ϕ (x, Nh(f)(x)) dx.
Moreover, using an argument similar to that used in the proof of [74, Lemma 7.7], we
conclude that, for all 0 < α < β <∞ and s ∈ (0, ∞),
ˆ
Rn
ϕ
(
x, Sǫ, R, αh (f)(x)
)
dx ∼
ˆ
Rn
ϕ
(
x, Sǫ,R, βh (f)(x)
)
dx.
From this and (7.26) with γ sufficient small, it follows that
ˆ
Rn
ϕ
(
x, Sǫ,Rh (f)(x)
)
dx .
ˆ
Rn
ϕ (x, Nh(f)(x)) dx.
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Letting ǫ→ 0 and R→∞, we immediately know that
ˆ
Rn
ϕ (x, Sh(f)(x)) dx .
ˆ
Rn
ϕ (x, Nh(f)(x)) dx,
which implies that ‖f‖Hϕ, Sh(Rn) . ‖f‖Hϕ,Nh (Rn). Thus, L
2(Rn) ∩Hϕ,Nh(Rn) ⊂ L2(Rn) ∩
Hϕ,L(R
n).
Step 2. L2(Rn) ∩Hϕ,Rh(Rn) ⊂ L2(Rn) ∩Hϕ,Nh(Rn). Let f ∈ L2(Rn) ∩Hϕ,Rh(Rn).
By their definitions (see (7.2) and (7.3)), we see that N
1
2
h (f) ≤ Rh(f). Moreover, similar
to [46, Lemma 5.3], we conclude that, for any 0 < α < β <∞,
‖Nαh (f)‖Lϕ(Rn) ∼
∥∥∥N βh (f)∥∥∥
Lϕ(Rn)
,
which immediately implies that
‖Nh(f)‖Lϕ(Rn) ∼
∥∥∥∥N 12h (f)∥∥∥∥
Lϕ(Rn)
. ‖Rh(f)‖Lϕ(Rn) .
This establishes the inclusion L2(Rn) ∩Hϕ,Rh(Rn) ⊂ L2(Rn) ∩Hϕ,Nh(Rn).
Step 3. L2(Rn) ∩Hϕ,L(Rn) ⊂ L2(Rn) ∩Hϕ,Rh(Rn). Let f ∈ L2(Rn) ∩Hϕ,L(Rn). By
Theorem 4.9 and Lemma 5.7, it suffices to prove that, for any λ ∈ C and (ϕ, q, M, ǫ)L-
molecule α associated with the ball B,
ˆ
Rn
ϕ (x, Rh(λα)(x)) dx . ϕ
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
,(7.27)
where ǫ ∈ (0,∞) and M ∈ N can be chosen sufficient large. The estimate (7.27) can be
proved by using Assumption (B); see, for example, the proof of (4.8). We omit the details.
From Steps 1 though 3, we deduce that
L2(Rn) ∩Hϕ,L(Rn) = L2(Rn) ∩Hϕ,Nh(Rn) = L2(Rn) ∩Hϕ,Rh(Rn)
with equivalent quasi-norms, which, together with the fact that
L2(Rn) ∩Hϕ,L(Rn), L2(Rn) ∩Hϕ,Nh(Rn) and L2(Rn) ∩Hϕ,Rh(Rn)
are, respectively, dense in Hϕ,L(R
n), Hϕ,Nh(R
n) and Hϕ,Rh(R
n), and a density argu-
ment, then implies that the spaces Hϕ,L(R
n), Hϕ,Nh(R
n) and Hϕ,Rh(R
n) coincide with
equivalent quasi-norms The proof for the equivalence relationships that Hϕ,L(R
n) =
Hϕ,NP (R
n) = Hϕ,RP (R
n) is similar, we omit the details here. This finishes the proof
of Theorem 7.5.
7.2 Boundedness of the Riesz transform ∇L−1/2
In this subsection, we study the boundedness of the Riesz transform ∇L−1/2 associated
with L on Hϕ,L(R
n) for i(ϕ) ∈ ( nn+1 , 1], and the associated weak boundedness at the
endpoint i(ϕ) = nn+1 . Our main result is as follows.
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Theorem 7.8. Let ϕ and L be respectively as in Definition 2.2 and (7.1). Let I(ϕ), i(ϕ),
q(ϕ) and r(ϕ) be, respectively, as in (2.4), (2.5), (2.6) and (2.7).
(i) If r(ϕ) > (min{p+(L), q+(L)}I(ϕ) )
′, then ∇L−1/2 is bounded from Hϕ,L(Rn) to Lϕ(Rn).
(ii) If i(ϕ) ∈ ( nn+1 , 1], q(ϕ) < ni(ϕ)n+1 and r(ϕ) > (min{p+(L), q+(L)}q(ϕ) )′, then ∇L−1/2 is
bounded from Hϕ,L(R
n) to Hϕ(R
n).
To prove Theorem 7.8, we need a new molecular characterization of the classical
Musielak-Orlicz-Hardy space Hϕ(R
n).
Similar to [42, Theorem 4.11], we have the following molecular characterization of
Hϕ(R
n).
Proposition 7.9. Let ϕ be as in Definition 2.2 and q ∈ (1, ∞). Assume that s ∈ N
satisfying s ≥ ⌊n[ q(ϕ)i(ϕ) − 1]⌋, ǫ ∈ (max{n + s, n q(ϕ)i(ϕ) } − nq , ∞), q(ϕ) ∈ [1, q) and r(ϕ) >
q
q−q(ϕ) , where i(ϕ), q(ϕ) and r(ϕ) are respectively as in (2.5), (2.6) and (2.7). Then,
Hq, s, ǫϕ,mol(R
n) and Hϕ(R
n) coincide with equivalent quasi-norms.
The proof of Proposition 7.9 is similar to that of [42, Theorem 4.11]. We omit the
details here. Observe that, in [42, Theorem 4.11], the ranges of the exponents may be
different from those of Proposition 7.9. More precisely, in [42, Theorem 4.11], the authors
want to relax the range of the Musielak-Orlicz function ϕ, by narrowing the range of the
exponent q. However, in the present case, we need more wider range of q.
Proof of Theorem 7.8. The proof of (i) depends on Theorem 4.8 and Lemma 5.7. We
only need to show that, for any λ ∈ C and (ϕ, q, M, ǫ)L-molecule α (with M and ǫ large
enough) associated with the ball B,
ˆ
Rn
ϕ
(
x, ∇L−1/2(λα)(x)
)
dx . ϕ
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
.(7.28)
Using the Lq(Rn)-boundedness of ∇L−1/2 for all q ∈ (p−(L), q+(L)) and the following
off-diagonal estimates that∥∥∥∇L−1/2 (I − e−tL)M f∥∥∥
Lq(F )
.
{
t
[d(E, F )]2
}M
‖f‖Lq(E)
and ∥∥∥∇L−1/2 (tLe−tL)M f∥∥∥
Lq(F )
.
{
t
[d(E, F )]2
}M
‖f‖Lq(E)
for closed sets E, F ⊂ Rn with d(E,F ) > 0, we conclude (7.28) by using the same method
as in (5.7). This shows (i).
To prove (ii), let q ∈ (p−(L), p+(L)). For any (ϕ, q, M, ǫ)L-molecule α associated with
B, similar to [74, (7.34)], we infer that there exists a large enough positive constant ǫ0
such that, for all j ∈ Z+,∥∥∥∇L−1/2(α)∥∥∥
Lq(Sj(B))
. 2−jǫ0 |B| 1q ‖χB‖−1Lϕ(Rn).(7.29)
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Moreover, since 1 ≤ q(ϕ) < nn+1 i(ϕ), we know s := ⌊n[ q(ϕ)i(ϕ) − 1]⌋ = 0, which, together
with the fact that (see, for example, the proof of [46, Theorem 7.4] when ϕ is an Orlicz
function)
ˆ
Rn
∇L−1/2(α)(x) dx = 0,
immediately implies that, for each (ϕ, q, M, ǫ)L-molecule m associated with the ball B,
∇L−1/2(α) is a (ϕ, q, 0, ǫ)-molecule associated with the same ball B. This, together with
the assumptions q(ϕ) < nn+1 i(ϕ), r(ϕ) > (
min{p+(L), q+(L)}
q(ϕ) )
′ and Proposition 7.9, implies
that ∇L−1/2 is bounded from Hϕ,L(Rn) to Hϕ(Rn), which completes the proof of (ii) and
hence Theorem 7.8.
Now, we establish the weak boundedness of ∇L−1/2 at the endpoint i(ϕ) = nn+1 . Before
stating our conclusions, we first recall some necessary definitions.
Definition 7.10. Let ϕ be as in Definition 2.2, ψ ∈ S(Rn) satisfying suppψ ⊂ B(0, 1)
and
´
Rn
ψ(x) dx = 1. The weak Musielak-Orlicz-Hardy space WHϕ(R
n) is defined to be
the set {f ∈ S′(Rn) : ‖f‖WHϕ(Rn) <∞}, where
‖f‖WHϕ(Rn)
:=
∥∥∥∥∥ supt∈(0,∞)ψt ∗ f
∥∥∥∥∥
WLϕ(Rn)
:= inf
{
λ ∈ (0, ∞) : sup
η∈(0,∞)
ϕ
({
x ∈ Rn : sup
t∈(0,∞)
|(ψt ∗ f)(x)| > η
}
,
η
λ
)
≤ 1
}
and, for all t ∈ (0, ∞) and x ∈ Rn, ψt(x) := t−nψ(xt ).
Theorem 7.11. Let ϕ and L be respectively as in Definition 2.2 and (7.1). Assume that
i(ϕ), I(ϕ), q(ϕ) and r(ϕ) are respectively as in (2.5), (2.4), (2.6) and (2.7). If i(ϕ) = nn+1
is attainable, ϕ ∈ A1(Rn), I(ϕ) ∈ (0, 1) and r(ϕ) > (min{p+(L), q+(L)}q(ϕ) )′, then ∇L−1/2 is
bounded from Hϕ,L(R
n) to WHϕ(R
n).
Remark 7.12. Theorem 7.8 completely covers [46, Theorems 7.1 and 7.4] by taking ϕ as
in (1.1) with w ≡ 1 and Φ concave. Theorem 7.11 completely covers [19, Theorem 1.2] by
taking ϕ(x, t) := tn/(n+1) for all x ∈ Rn and t ∈ [0,∞).
To prove Theorem 7.11, we need the following superposition principle of weak type
estimates.
Lemma 7.13. Let ϕ be as in Definition 2.2 satisfying I(ϕ) ∈ (0, 1), where I(ϕ) is as in
(2.4). Assume that {aj}j is a sequence of measurable functions and {λj}j ⊂ C such that
there exists a sequence {Bj}j of balls, it holds that∑
j
ϕ
(
Bj ,
|λj |
‖χBj‖Lϕ(Rn)
)
<∞.
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Moreover, if there exists a positive constant C such that, for all η ∈ (0, ∞) and j ∈ N,
ϕ ({x ∈ Rn : |λjaj(x)| > η}, η) ≤ Cϕ
(
B,
|λj |
‖χBj‖Lϕ(Rn)
)
.(7.30)
Then, there exists a positive constant C˜ such that, for all η ∈ (0, ∞),
ϕ
x ∈ Rn : ∑
j
|λj ||aj(x)| > η
 , η
 ≤ C˜∑
j
ϕ
(
Bj,
|λj|
‖χBj‖Lϕ(Rn)
)
.
Proof. For any given η ∈ (0,∞), let E := ∪j{x ∈ Rn : |λj ||aj(x)| > η}. From (7.30), we
deduce that
ϕ (E, η) .
∑
j
ϕ ({x ∈ Rn : |λj||aj(x)| > η} , η) .
∑
j
ϕ
(
Bj ,
|λj |
‖χBj‖Lϕ(Rn)
)
,(7.31)
which is desired. On the other hand, taking p1 ∈ (I(ϕ), 1), then we know that ϕ is of
uniformly upper type p1. This, together with Chebyshev’s inequality and (7.30), implies
that
ϕ
E∁ : ∑
j
|λj||aj(x)| > η
 , η
 . 1
η
∑
j
ˆ
{x∈Rn: |λj ||aj(x)|≤η}
|λjaj(x)|ϕ(x, η) dx
.
1
η
∑
j
ˆ η
0
ϕ({x ∈ Rn : |λj||aj(x)| > η} , η) dt
.
1
η
ˆ η
0
(η
t
)p1
dt
∑
j
ϕ
(
Bj,
|λj |
‖χBj‖Lϕ(Rn)
)
.
∑
j
ϕ
(
Bj,
|λj|
‖χBj‖Lϕ(Rn)
)
,
which, together with (7.31), implies the desired estimates and hence completes the proof
of Lemma 7.13.
We now turn to the proof of Theorem 7.11.
Proof of Theorem 7.11. To prove this theorem, let q ∈ (p−(L), min{p+(L), q+(L)}). We
first claim that it suffices to show that, for all λ ∈ C and each (ϕ, q, ǫ, M)L-molecules α
associated with the ball B (with ǫ and M large enough) and all η ∈ (0, ∞),
ϕ
({
x ∈ Rn : sup
t>0
∣∣∣(ψt ∗ (∇L−1/2(λα)) (x))∣∣∣ > η} , η) . ϕ(B, |λ|‖χB‖Lϕ(Rn)
)
.(7.32)
Indeed, if (7.32) holds true, then for all f ∈ L2(Rn)∩Hϕ,L(Rn), by Theorem 4.8, we know
that, there exist a sequence {λj}j ⊂ C and a sequence {αj}j of (ϕ, q, M, ǫ)L-molecules
associated with the balls {Bj}j such that f =
∑
j λjαj in L
2(Rn) and ‖f‖Hϕ, L(Rn) ∼
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Λ({λjαj}j). Moreover, by the assumption that I(ϕ) < 1, the change of variable and
Lemma 7.13, we infer that∥∥∥∇L−1/2(f)∥∥∥
WHϕ(Rn)
= inf
{
λ ∈ (0, ∞) :
sup
η∈(0,∞)
ϕ
x ∈ Rn : supt∈(0,∞)
∣∣∣∣∣∣
ψt ∗
∑
j
λj∇L−1/2(αj)
 (x)
∣∣∣∣∣∣ > η
 , ηλ
 ≤ 1

= inf
{
λ ∈ (0, ∞) :
sup
η˜∈(0,∞)
ϕ
x ∈ Rn : supt∈(0,∞)
∣∣∣∣∣∣
ψt ∗
∑
j
λj
λ
∇L−1/2(αj)
 (x)
∣∣∣∣∣∣ > η˜
 , η˜
 ≤ 1

. inf
λ ∈ (0, ∞) : ∑
j
ϕ
(
Bj ,
|λj |
λ‖χBj‖Lϕ(Rn)
)
≤ 1
 ∼ Λ({λjαj}j) ∼ ‖f‖Hϕ, L(Rn),
which, together with a density argument, implies that ∇L−1/2 is bounded from Hϕ,L(Rn)
to WHϕ(R
n). This shows the claim.
Now, we turn to the proof of (7.32). Let p1 ∈ [I(ϕ), 1) be a uniformly upper type of ϕ.
Then
ϕ
({
x ∈ 16B : sup
t∈(0,∞)
∣∣∣(ψt ∗ [∇L−1/2(λα)]) (x)∣∣∣ > η
}
, η
)
.
ˆ
16B
ϕ
(
x, sup
t∈(0,∞)
∣∣∣(ψt ∗ [∇L−1/2(λα)]) (x)∣∣∣
)
dx
.
ˆ
16B
{
1 +
[
sup
t∈(0,∞)
∣∣∣(ψt ∗ [∇L−1/2(α)]) (x)∣∣∣ ‖χB‖Lϕ(Rn)
]p1}
×ϕ
(
x,
|λ|
‖χB‖Lϕ(Rn)
)
dx
.
ˆ
16B
ϕ
(
x,
|λ|
‖χB‖Lϕ(Rn)
)
dx
+
ˆ
16B
{
sup
t∈(0,∞)
∣∣∣(ψt ∗ [∇L−1/2α]) (x)∣∣∣ ‖χB‖Lϕ(Rn)
}p1
ϕ
(
x,
|λ|
‖χB‖Lϕ(Rn)
)
dx
=: A+ B.
Without loss of generality, we may only estimate B, the estimate for A being similar and
simpler. Let q ≥ 2 and q be as in (7.16) such that (5.8) holds true. Let q˜ ∈ (q(ϕ),∞
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Then ϕ ∈ RH( q
p1
)′(R
n)∩Aq˜(Rn). Moreover, from [4, Theorem 4.2], we know that∇L−1/2 is
bounded on Lq(Rn), which, together with Ho¨lder’s inequality and the Lq(Rn)-boundedness
of the Hardy-Littlewood maximal function M, implies that
B . ‖χB‖p1Lϕ(Rn)
{ˆ
16B
[
M
(
∇L−1/2(α)
)
(x)
]q
dx
} p1
q
×
{
1
|16B|
ˆ
16B
[
ϕ
(
x,
|λ|
‖χB‖Lϕ(Rn)
)]( q
p1
)′
dx
} 1
(
q
p1
)′
|B|
1
(
q
p1
)′
. ‖χB‖p1Lϕ(Rn)
{ˆ
16B
[α(x)]q dx
} p1
q
ϕ
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
|B|−
p1
q .
Using Definition 4.3, we further see that B . ϕ(B, |λ|‖χB‖Lϕ(Rn) ). Thus, we have
ϕ
({
x ∈ 16B : sup
t∈(0,∞)
∣∣∣(ψt ∗ [∇L−1/2(λα)]) (x)∣∣∣ > η} , η)(7.33)
.
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
.
Now, we turn to the case that x ∈ (16B)∁. For all i ∈ {5, 6, . . .}, let
Ii := ϕ
({
x ∈ Si(B) : sup
t∈(0, rB)
∣∣∣ψt ∗ [∇L−1/2(λα)] (x)∣∣∣ > η
2
}
, η
)
and
J := ϕ
({
x ∈ (16B)∁ : sup
t∈[rB ,∞)
∣∣∣ψt ∗ (∇L−1/2(λα)) (x)∣∣∣ > η
2
}
, η
)
.
Assume that S˜i(B) := 2
i+1B \ 2i−2B and ˜˜Si(B) := 2i+2B \ 2i−3B. It is easy to see that,
for all x ∈ Si(B), t ∈ (0, rB) and |y−x| < t, it holds that y ∈ S˜i(B). Thus, similar to the
estimate for B, we conclude that
Ii . ϕ
(
Si(B), M
(
χ
S˜i(B)
∇L−1/2 (λα)
)
(x)
)
.
{ˆ
S˜i(B)
∣∣∣∇L−1/2(α)(x)∣∣∣q dx}
p1
q ∣∣2iB∣∣− p1q ‖χB‖p1Lϕ(Rn) ϕ(2iB, |λ|‖χB‖Lϕ(Rn)
)
,
which, together with (7.29), further implies that
Ii . 2
−iǫ0p1 |B|
p1
q ‖χB‖−p1Lϕ(Rn)
∣∣2iB∣∣− p1q ‖χB‖p1Lϕ(Rn)ϕ(2iB, |λ|‖χB‖Lϕ(Rn)
)
. 2−i[ǫ0p1+
p1n
q
−nq˜]ϕ
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
,
66 The Anh Bui et al.
where ǫ0 ∈ (0,∞) is a sufficiently large constant. Thus, we conclude that∑
i∈N
Ii . ϕ
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
.(7.34)
We now estimate J. For all x ∈ Rn, let
Fi(x) := sup
t∈[rB ,∞)
∣∣∣∣∣
ˆ
Si(B)
1
tn
[
ψ
(
x− y
t
)
− ψ
(
x− xB
t
)]
∇L−1/2 (λα) (y) dy
∣∣∣∣∣ .
For all j ∈ N, y ∈ Si(B), t ∈ [2j−1rB, 2jrB), |x − y| < t or |x − xB | < t, we have
|x− xB| ≤ |x− y|+ |y− xB | < (2i +2j)rB . Thus, x ∈ (2i +2j)B. This, together with the
mean value theorem, Ho¨lder’s inequality and (7.29), implies that, there exists a sufficiently
large constant ǫ˜0 such that
Fi(x) . sup
j∈N
sup
t∈[2j−1rB , 2jrB)
χ(2i+2j)B(x)
ˆ
Si(B)
1
tn
‖∇ψ‖L∞(Rn)
|y − xB |
t
×
∣∣∣∇L−1/2 (λα) (y)∣∣∣ dy
. |λ| sup
j∈N
sup
t∈[2j−1rB, 2jrB)
χ(2i+2j)B(x)
2irB
(2jrB)n+1
∣∣2iB∣∣ 1q′ ∥∥∥∇L−1/2(α)∥∥∥
Lq(Si(B))
. |λ| sup
j∈N
sup
t∈[2j−1rB, 2jrB)
χ(2i+2j)B(x)2
−j(n+1)2−iǫ˜0 ‖χB‖−1Lϕ(Rn)
=: C0|λ| sup
j∈N
sup
t∈[2j−1rB, 2jrB)
χ(2i+2j)B(x)2
−j(n+1)2−iǫ˜0 ‖χB‖−1Lϕ(Rn) ,
where C0 is a positive constant independent of i and x. Let
j0 := max
{
j ∈ N : C0|λ|2−j(n+1)2−iǫ˜0 ‖χB‖−1Lϕ(Rn) >
η
2
}
.
We know that, for all x ∈ [(2i + 2j0)B]∁,
Fi(x) ≤ C0|λ|2−j(n+1)2−iǫ˜0 ‖χB‖−1Lϕ(Rn) ≤
η
2
,
which immediately implies that{
x ∈ (16B)∁ : |Fi(x)| > η
2
}
⊂ (2i + 2j0)B.
Thus, from the assumption that i(ϕ) is attainable and ϕ ∈ A1(Rn), we infer that
ϕ
({
x ∈ (16B)∁ : Fi(x) > η
2
}
, η
)
. ϕ
((
2i + 2j0
)
B, 2−j0(n+1)2−iǫ˜0
|λ|
‖χB‖Lϕ(Rn)
)
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. 2−j0(n+1)i(ϕ)2−iǫ˜0i(ϕ)
(
2i + 2j0
)n
ϕ
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
. 2−j0[(n+1)i(ϕ)−n]2−iǫ˜0i(ϕ)−nϕ
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
,
which, together with i(ϕ) = nn+1 , implies that
ϕ
({
x ∈ (16B)∁ : Fi(x) > η
2
}
, η
)
. 2−i(ǫ˜0i(ϕ)−n)ϕ
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
.
By this, together with Proposition 7.9 and the fact that
´
Rn
∇L−1/2(λ)(x) dx = 0, we find
that
J . ϕ
({
x ∈ (16B)∁ :
∞∑
i=5
sup
t∈[rB ,∞)
∣∣∣∣∣
ˆ
Si(B)
1
tn
[
ψ
(
x− y
t
)
− ψ
(
x− xB
t
)]
×∇L−1/2 (λα) (y)
∣∣∣∣ > η}, η
)
.
∞∑
i=5
2−i(ǫ˜0i(ϕ)−n)ϕ
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
∼ ϕ
(
B,
|λ|
‖χB‖Lϕ(Rn)
)
.
This, combined with (7.33) and (7.34), implies that (7.32) holds true, which completes the
proof of Theorem 7.11.
8 The Musielak-Orlicz-Hardy space associated with the
Schro¨dinger operator
In this section, we establish several equivalent characterizations of the Musielak-Orlicz-
Hardy space Hϕ,L(R
n) associated with the Schro¨dinger operator L := −∆+V , where 0 ≤
V ∈ L1loc (Rn), in terms of the Lusin-area function associated with the Poisson semigroup of
L, the non-tangential and the radial maximal functions associated with the heat semigroup
generated by L, and the non-tangential and the radial maximal functions associated with
the Poisson semigroup generated by L. Moreover, we also consider the boundedness of
the associated Riesz transform on Hϕ,L(R
n).
Let
(8.1) L := −∆+ V
be a Schro¨dinger operator, where 0 ≤ V ∈ L1loc (Rn). Since V is a nonnegative function,
from the Feynman-Kac formula, we deduce that the kernel of the semigroup e−tL, ht,
satisfies that, for all t ∈ (0,∞) and x, y ∈ Rn,
0 ≤ ht(x, y) ≤ (4πt)−n/2 exp
{
−|x− y|
2
4t
}
.
68 The Anh Bui et al.
Thus, L satisfies Assumptions (A) and (B) with k = 1, pL = 1 and qL =∞. Moreover, L
satisfies Assumptions (H1) and (H2) as in Section 5.
For all f ∈ L2(Rn) and x ∈ Rn, define the Lusin-area function SP associated with the
Poisson semigroup of L by
SP (f)(x) :=
{¨
Γ(x)
∣∣∣t√Le−t√Lf(y)∣∣∣2 dy dt
tn+1
}1/2
.
Similar to Definition 4.1, we introduce the space Hϕ, SP (R
n) as follows.
Definition 8.1. Let ϕ be as in Definition 2.2 and L as in (8.1). A function f ∈ L2(Rn)
is said to be in H˜ϕ, SP (R
n) if SP (f) ∈ Lϕ(Rn); moreover, define
‖f‖Hϕ, SP (Rn) := ‖SP (f)‖Lϕ(Rn) := inf
{
λ ∈ (0,∞) :
ˆ
Rn
ϕ
(
x,
SP (f)(x)
λ
)
dx ≤ 1
}
.
The SP -adapted Musielak-Orlicz-Hardy space Hϕ, SP (R
n) is defined to be the completion
of H˜ϕ, SP (R
n) with respect to the quasi-norm ‖ · ‖Hϕ, SP (Rn).
For any f ∈ L2(Rn) and x ∈ Rn, let
Nh(f)(x) := sup
y∈B(x,t), t∈(0,∞)
∣∣∣e−t2L(f)(y)∣∣∣ , NP (f)(x) := sup
y∈B(x,t), t∈(0,∞)
∣∣∣e−t√L(f)(y)∣∣∣ ,
Rh(f)(x) := sup
t∈(0,∞)
|e−t2L(f)(x)| and RP (f)(x) := sup
t∈(0,∞)
|e−t
√
L(f)(x)|.
Definition 8.2. Let L and ϕ be as in (8.1) and Definition 2.2, respectively. A function
f ∈ L2(Rn) is said to be in H˜ϕ,Nh(Rn) if Nh(f) ∈ Lϕ(Rn); moreover, let ‖f‖Hϕ,Nh(Rn) :=‖Nh(f)‖Lϕ(Rn). The Nh-adapted Musielak-Orlicz-Hardy space Hϕ,Nh(Rn) is defined to be
the completion of H˜ϕ,Nh(R
n) with respect to the quasi-norm ‖ · ‖Hϕ,Nh(Rn).
The spaces Hϕ,NP (R
n), Hϕ,Rh(R
n) and Hϕ,RP (R
n) are respectively defined in a similar
way.
Now, we give the following equivalent characterizations ofHϕ,L(R
n) in terms of maximal
functions associated with L.
Theorem 8.3. Assume that ϕ and L are as in Definition 8.2. Then
Hϕ,L(R
n), Hϕ,Nh(R
n) Hϕ,NP (R
n), Hϕ,Rh(R
n), Hϕ,RP (R
n) and Hϕ, SP (R
n)
coincide with equivalent quasi-norms.
Remark 8.4. Theorem 8.3 generalizes [74, Theorem 7.4] by extending the range of
the considered weights. More precisely, The radial and non-tangential maximal func-
tion characterizations of Hϕ,L(R
n) were obtained in [74, Theorem 7.4] under the as-
sumption ϕ ∈ RH2/[2−I(ϕ)](Rn). However, in the above Theorem 8.3, the assumption
ϕ ∈ RH2/[2−I(ϕ)](Rn) is not needed.
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Proof of Theorem 8.3. The proof of Theorem 8.3 is divided into the following six steps.
Step 1. H˜ϕ,L(R
n) ⊂ H˜ϕ,Nh(Rn). Let M and q be as in Theorem 5.4. By the proof
of Theorem 5.4, we know that H˜ϕ,L(R
n) and H˜M, qϕ,L, at(R
n) coincide with equivalent quasi-
norms. Thus, we only need to prove H˜M, qϕ,L, at(R
n) ⊂ H˜ϕ,Nh(Rn). To this end, similar to the
proof of (5.7), it suffices to show that, for any λ ∈ C and (ϕ, q, M)L-atom α associated
to the ball B, ˆ
Rn
ϕ (x,Nh(λα)(x)) dx . ϕ
(
B, |λ|‖χB‖−1Lϕ(Rn)
)
.
From the Lq(Rn)-boundedness of Nh, similar to the proof of (5.7), it follows that the
above estimate holds true. We omit the details here.
Step 2. H˜ϕ,Nh(R
n) ⊂ H˜ϕ,Rh(Rn), which is deduced from the fact that, for all f ∈
L2(Rn) and x ∈ Rn, Rh(f)(x) ≤ Nh(f)(x).
Step 3. H˜ϕ,Rh(R
n) ⊂ H˜ϕ,RP (Rn), whose proof is similar to that of Step 3 in the proof
of [74, Theorem 7.4]. We omit the details here.
Step 4. H˜ϕ,RP (R
n) ⊂ H˜ϕ,NP (Rn), whose proof is similar to that of Step 4 in the proof
of [74, Theorem 7.4], and hence we omit the details here.
Step 5. H˜ϕ,NP (R
n) ⊂ H˜ϕ,SP (Rn), whose proof is similar to that of [74, Proposition
7.6]. We omit the details here.
Step 6. H˜ϕ, SP (R
n) ⊂ H˜ϕ,L(Rn).
Let f ∈ H˜ϕ, SP (Rn). Then t
√
Le−t
√
Lf ∈ Tϕ(Rn+1+ ), which, together with Proposition
4.5(ii), implies that πL,M (t
√
Le−t
√
Lf) ∈ Hϕ,L(Rn)∩L2(Rn). Furthermore, from the H∞
functional calculus, we infer that
f =
C˜(M)
C(M)
πL,M (t
√
Le−t
√
Lf)
in L2(Rn), where C˜(M) is a positive constant such that C˜(M)
´∞
0 t
2(M+1)e−t2te−t dtt = 1
and C(M) is as in (4.3). This, combined with πL,M (t
√
Le−t
√
Lf) ∈ Hϕ,L(Rn), implies that
f ∈ Hϕ,L(Rn). Therefore, we know that H˜ϕ, SP (Rn) ⊂ H˜ϕ,L(Rn).
From Steps 1 though 6, we deduce that
H˜ϕ,L(R
n), H˜ϕ,Nh(R
n), H˜ϕ,Rh(R
n), H˜ϕ,RP (R
n), H˜ϕ,NP (R
n) and H˜ϕ, SP (R
n)
coincide with equivalent quasi-norms, which, together with the fact that
H˜ϕ,L(R
n), H˜ϕ,Nh(R
n), H˜ϕ,Rh(R
n), H˜ϕ,RP (R
n), H˜ϕ,NP (R
n) and H˜ϕ, SP (R
n)
are, respectively, dense inHϕ,L(R
n), Hϕ,Nh(R
n), Hϕ,Rh(R
n), Hϕ,RP (R
n), Hϕ,NP (R
n) and
Hϕ, SP (R
n), and a density argument, then implies that the spaces Hϕ,L(R
n), Hϕ,Nh(R
n),
Hϕ,Rh(R
n), Hϕ,RP (R
n), Hϕ,NP (R
n) andHϕ, SP (R
n) coincide with equivalent quasi-norms,
which completes the proof of Theorem 8.3.
From now on, we study the boundedness of ∇L−1/2 on Hϕ,L(Rn). Similar to Theorem
7.8, we have the following conclusions.
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Theorem 8.5. Let ϕ and L be as in Definition 2.2 and (8.1), respectively. Assume that
∇L−1/2 is bounded on Lr(Rn) for all r ∈ (1, p0) with some p0 ∈ (2,∞). Let i(ϕ), q(ϕ)
and r(ϕ) be, respectively, as in (2.5), (2.6) and (2.7).
(i) If r(ϕ) > (p0/I(ϕ))
′, then ∇L−1/2 is bounded from Hϕ,L(Rn) into Lϕ(Rn).
(ii) If i(ϕ) ∈ ( nn+1 , 1], q(ϕ)i(ϕ) ∈ (1, n+1n ) and r(ϕ) > (p0/q(ϕ))′, then ∇L−1/2 is bounded
from Hϕ,L(R
n) into Hϕ(R
n).
Proof. The proof of Theorem 8.5(i) is similar to that of Theorem 7.8(i). We omit the details
here. Now we prove (ii). Let f ∈ Hϕ,L(Rn) ∩ L2(Rn) and M ∈ N with M > n2 ( q(ϕ)i(ϕ) ).
Then there exist p2 ∈ (0, i(ϕ)) and q0 ∈ (q(ϕ),∞) such that M > n2 ( q0p2 ), ϕ is of uniformly
lower type p2 and ϕ ∈ Aq0(Rn). Moreover, by Proposition 5.4, we know that there exist
{λj}j ⊂ C and a sequence {aj}j of (ϕ, q, M)L-atoms such that f =
∑
j λjaj in L
2(Rn)
and ‖f‖Hϕ, L(Rn) ∼ ‖f‖HM, qϕ, at(Rn). Moreover, we know that ∇L
−1/2(f) =
∑
j λj∇L−1/2(aj)
in L2(Rn).
Let a be a (ϕ, q, M)L-atom associated with the ball B. For i ∈ Z+, let χi := χSi(B),
χ˜i := |Si(B)|−1χi, mi :=
´
Si(B)
∇L−1/2(a)(x) dx and Mi := ∇L−1/2(a)χi −miχ˜i. Then
we have
(8.2) ∇L−1/2(a) =
∞∑
i=0
Mi +
∞∑
i=0
miχ˜i.
For j ∈ Z+, let Nj :=
∑∞
i=jmi. By an argument similar to that used in the proof of [45,
Theorem 6.3], we know that
´
Rn
∇L−1/2(a)(x) dx = 0, which, together with (8.2), yields
∇L−1/2(a) =
∞∑
i=0
Mi +
∞∑
i=0
Ni+1 (χ˜i+1 − χ˜i) .
Obviously, for all i ∈ Z+,
(8.3) suppMi ⊂ 2i+1B and
ˆ
Rn
Mi(x) dx = 0.
When i ∈ {0, . . . , 4}, by Ho¨lder’s inequality and the Lq(Rn)-boundedness of ∇L−1/2,
we conclude that
‖Mi‖Lq(Rn) ≤
{ˆ
Si(B)
|∇L−1/2a(x)|q dx
}1/q
+
{ˆ
Si(B)
|miχ˜i(x)|q dx
}1/q
(8.4)
. ‖a‖Lq(Rn) . |B|1/q‖χB‖−1Lϕ(Rn).
Moreover, similar to (7.29), we know that, for all i ∈ N with i ≥ 5,
‖Mi‖Lq(Rn) .
∥∥∥∇L−1/2a∥∥∥
Lq(Si(B))
. 2−2Mi|B|1/q‖χB‖−1Lϕ(Rn).(8.5)
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Furthermore, by ϕ ∈ RH(p0/q(ϕ))′(Rn), we see that there exist q ∈ (2, p0) and q˜ ∈
(q(ϕ),∞) such that ϕ ∈ Aq˜(Rn) ∩ RH(q/q˜)′(Rn). From this, Ho¨lder’s inequality, (8.4) and
(8.5), it follows that, for all i ∈ Z+ and t ∈ (0,∞),[
ϕ(2i+1B, t)
]−1 ˆ
2i+1B
|Mi(x)|q˜ϕ(x, t) dx
≤ [ϕ(2i+1B, t)]−1{ˆ
2i+1B
|Mi(x)|q dx
} q˜
q
{ˆ
2i+1B
[ϕ(x, t)](
q
q˜
)′ dx
} 1
(q/q˜)′
. 2−2q˜iM |B| q˜q ‖χB‖−q˜Lϕ(Rn)|2k+1B|−
q˜
q ,
which implies that
‖Mi‖Lq˜ϕ(2i+1B) . 2
−(2M+n
q
)i‖χB‖−1Lϕ(B).(8.6)
Then by (8.3) and (8.6), we conclude that, for each i ∈ Z+, Mi is a constant multiple of
a (ϕ, q˜, 0)-atom. Moreover, from (8.5), it follows that
∑∞
i=0Mi converges in L
q(Rn).
Now we estimate ‖Ni+1(χ˜i+1 − χ˜i)‖Lq(Rn) with i ∈ Z+. By Ho¨lder’s inequality and
(8.4), we see that
‖Ni+1(χ˜i+1 − χ˜i)‖Lq(Rn) . |Ni+1||2iB|−
1
q′ .
∞∑
j=i+1
|mj+1||2iB|−
1
q′(8.7)
.
∞∑
j=i+1
|2iB|− 1q′ |2jB| 1q′ ‖∇L−1/2a‖Lq(Sj(B))
. 2−2kM |B| 1q ‖χB‖−1Lϕ(Rn).
From this and Ho¨lder’s inequality, similar to the proof of (8.6), we deduce that, for all
i ∈ Z+,
‖Ni+1(χ˜i+1 − χ˜i)‖Lq˜ϕ(2i+1B) . 2
−(2M+n
q
)i‖χB‖−1Lϕ(B),(8.8)
which, together with
´
Rn
(χ˜i+1(x) − χ˜i(x)) dx = 0 and supp (χ˜i+1 − χ˜i) ⊂ 2i+1B, implies
that, for each i ∈ Z+, Ni+1(χ˜i+1−χ˜i) is a constant multiple of a (ϕ, q˜, 0)-atom. Moreover,
by (8.7), we see that
∑∞
i=0Ni+1(χ˜i+1 − χ˜i) converges in Lq(Rn).
Thus, (8.2) is an atomic decomposition of ∇L−1/2a and, furthermore, by (8.6), (8.8),
the uniformly lower type p2 property of ϕ and M >
n
2 (
q0
p2
− 12), we know that∑
i∈Z+
ϕ
(
2i+1B, ‖Mi‖Lq˜ϕ(2i+1B)
)
+
∑
i∈Z+
ϕ
(
2i+1B, ‖Ni+1(χ˜i+1 − χ˜i)‖Lq˜ϕ(2i+1B)
)
(8.9)
.
∑
i∈Z+
ϕ
(
2i+1B, 2−(2M+
n
q
)i‖χB‖−1Lϕ(Rn)
)
.
∑
i∈Z+
2−(2M+
n
q
)p22knq0 . 1.
Replace a by aj and, consequently, we then denote Mi, Ni and χ˜i in (8.2), respectively,
by Mj, i, Nj, i and χ˜j, i. Similar to (8.2), we know that
∇L−1/2(f) =
∑
j
∞∑
i=0
λjMj, i +
∑
j
∞∑
i=0
λjNj, i+1(χ˜j, i+1 − χ˜j, i),
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where, for each j and i, Mj, i and Nj, i+1(χ˜j, i+1− χ˜j, i) are constant multiples of (ϕ, q˜, 0)-
atoms and the both summations hold true in Lq(Rn) and hence in S ′(Rn). Moreover, from
(8.9) with B,Mi, Ni+1(χ˜i+1−χ˜i) replaced, respectively, by Bj,Mj, i, Nj, i+1(χ˜j, i+1−χ˜j, i),
we deduce that
Λ ({Mj, i}j, i) + Λ ({Nj, i+1(χ˜j, i+1 − χ˜j, i)}j, i) . Λ ({λjaj}j) . ‖f‖Hϕ, L(Rn) .
By this, we conclude that ‖∇L−1/2(f)‖Hϕ(Rn) . ‖f‖Hϕ, L(Rn), which, together with the
fact that Hϕ,L(R
n) ∩ L2(Rn) is dense in Hϕ,L(Rn) and a density argument, implies that
∇L−1/2 is bounded from Hϕ,L(Rn) to Hϕ(Rn). This finishes the proof of Theorem 8.6.
Moreover, similar to Theorem 7.11, for the Riesz transform ∇L−1/2 associated with the
Schro¨dinger operator L, we also have the following endpoint boundedness.
Theorem 8.6. Let ϕ and L be respectively as in Definition 2.2 and (8.1), and i(ϕ), I(ϕ),
q(ϕ) and r(ϕ) be respectively as in (2.5), (2.4), (2.6) and (2.7). Assume that ∇L−1/2
is bounded on Lr(Rn) for all r ∈ (1, p0) with some p0 ∈ (2,∞), and ϕ ∈ A1(Rn) ∩
RH(p0/q(ϕ))′(R
n). If i(ϕ) = nn+1 is attainable and I(ϕ) ∈ (0, 1), then ∇L−1/2 is bounded
from Hϕ,L(R
n) to WHϕ(R
n).
Remark 8.7. (i) Theorem 8.5 improves [74, Theorems 7.11 and 7.15] by widening the
range of weights. More precisely, it was proved in [74, Theorems 7.11 and 7.15], respec-
tively, that ∇L−1/2 is bounded from Hϕ,L(Rn) to Lϕ(Rn) when ϕ ∈ RH2/[2−I(ϕ)](Rn), and
from Hϕ,L(R
n) to Hϕ(R
n) when ϕ ∈ RH2/[2−q(ϕ)](Rn). From the assumption p0 ∈ (2,∞),
it follows that (p0/I(ϕ))
′ < (2/I(ϕ))′ = 2/[2 − I(ϕ)] and (p0/q(ϕ))′ < (2/q(ϕ))′ =
2/[2− q(ϕ)], which, together with Lemma 2.5(iv), implies that
RH(2/q(ϕ))′(R
n) ⊂ RH(p0/q(ϕ))′(Rn).
Thus, Theorem 8.5 essentially improves [74, Theorems 7.11 and 7.15].
(ii) Theorem 8.6 completely covers [19, Corollary 1.1] by taking ϕ(x, t) := tn/(n+1) for
all x ∈ Rn and t ∈ [0,∞).
The proof of Theorem 8.6 is similar to that of Theorem 7.11. We omit the details here.
Acknowledgements. The authors would like to thank the referees for their careful
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