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Abstract
In this paper, we present several relations among the Kronecker product, the line digraph
operation, and isomorphic factorization. Using these relations, it is shown that a de Bruijn di-
graph B(dk ; D) has an isomorphic factorization into B(d; kD). Then, we generalize this result to
extended de Bruijn digraphs (the Kronecker product of de Bruijn digraphs). c© 2000 Elsevier
Science B.V. All rights reserved.
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1. Introduction
The de Bruijn digraph dened in [3] has been noted as an interconnection network
for massively parallel computers because of its good properties such as small diameter,
high connectivity and easy routing (see [1]). Besides these properties, the de Bruijn
digraph has many algebraic properties. One of the purposes of this paper is to oer
tools for algebraic manipulation of digraphs.
Let G be a digraph. The V (G) and A(G) denote the vertex set of G and the arc set of
G, respectively. A factor of G is a spanning subdigraph of G, that is, a subdigraph of
G whose vertex set is equal to V (G). If F0; F1; : : : ; Ft−1; t > 1 are pairwise arc-disjoint
factors of G such that
S
06i<t A(Fi)=A(G), then we write G=F0F1  Ft−1 =L
06i<t Fi and say that G is the arc sum of the factors F0; F1; : : : ; Ft−1. This arc sum
is called a factorization of G into F0; F1; : : : ; Ft−1. It Fi = H for 06i< t, then we
say that G has an isomorphic factorization into H and write H jG. When H jG; H
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is called an isofactor of G. Isomorphic factorizations of graphs or digraphs have been
extensively studied by Harary et al. (see [5{7]).
Let H be a digraph such that jV (H)j6jV (G)j. Let ’ be an injection from V (H) to
V (G). Then ’ denotes the injection from A(H) to V (G) V (G) dened as follows.
’((u; v)) = (’(u); ’(v)); (u; v) 2 A(H):
The image of A(H) by ’; f(’(u); ’(v)) j (u; v) 2 A(H)g is abbreviated to ’(A(H)). If
’(A(H))A(G), then ’ is called a packing function of H into G. Let ’0; ’1; : : : ; ’k−1
be packing functions of H into G. If
’i (A(H)) \ ’j (A(H)) = ;; 06i< j<k;
then, f’0; ’1; : : : ; ’k−1g is called a system of packing functions of H into G. Let
f’0; ’1; : : : ; ’k−1g be a system of packing functions of H into G. If
S
06i<k ’

i (A(H))=
A(G), then f’0; ’1; : : : ; ’k−1g is called a complete system of packing functions of H
into G. If jV (G)j= jV (H)j, then the statement that G has an isomorphic factorization
into H is equivalent to the statement that there exists a complete system of packing
functions of H into G.
The line digraph of G denoted by L(G), is dened as follows.
V (L(G)) = A(G);
A(L(G)) = f((u; v); (v; w)) j (u; v); (v; w) 2 A(G)g:
We can consider that L(G) is obtained from G by applying the line digraph operation
L. Then Lm(G) denotes the digraph obtained from G by applying the line digraph
operation m times. A vertex v of Lm(G) is corresponding to a walk of length m in
G and can be represented by the walk, i.e., v = (v0; v1; : : : ; vm), where vi 2 V (G) for
06i6m and (vi; vj+1) 2 A(G) for 06j<m. Then, there is an arc from (v0; v1; : : : ; vm)
to (v1; : : : ; vm; ) in Lm(G), where (vm; ) 2 A(G).
A digraph constructed from a complete symmetric digraph of order p by adding a
loop to each vertex is called a complete digraph and denoted by K+p . The de Bruijn di-
graph B(d;D) is dened by using the line digraph operations as follows. This denition
is due to Fiol et al. [4]:
B(d;D) = LD−1(K+d ):
The Kronecker product of G and H denoted by G⊗H , is dened as follows. (The
Kronecker product is also called the conjunction or the tensor product.)
V (G ⊗ H) = V (G) V (H);
A(G ⊗ H) = f((u1; v1); (u2; v2)) j (u1; u2) 2 A(G); (v1; v2) 2 A(H)g:
We often abbreviate G1⊗G2⊗   ⊗Gk to ⊗16i6kGi. Also, the Kronecker produce of
m copies of G is abbreviated to Gm.
The Kronecker product of de Bruijn digraphs is called an extended de Bruijn digraph.
An extended de Bruijn digraph
EB

d1; d2; : : : ; dk
D1; D2; : : : ; Dk

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means
B(d1; D1)⊗ B(d2; D2)⊗    ⊗ B(dk ; dk):
The order of
EB

d1; d2; : : : ; dk
D1; D2; : : : ; Dk

is dD11 d
D2
2   dDkk . Thus, for a given positive integer n, there are several extended de
Bruijn digraphs of order n. Let pr11 p
r2
2   prtt be the prime factorization of n. Then,
EB

p1; p2; : : : ; pt
r1; r2; : : : ; rt

is called the extended de Bruijn digraph corresponding to the prime factorization of n.
Other terminology and notation, we refer [2].
In Section 2, we present several relations among the Kronecker product, the
line digraph operation, and isomorphic factorization, which oer tools for algebraic
manipulation of de Bruijn digraphs. In Section 3, we show that B(dk ; D) has an
isomorphic factorization into B(d; kD). Also, we generalize this result to extended
de Bruijn digraphs. In Section 4, we mention applications of our results to fault-
tolerance of interconnection networks.
2. The Kronecker product, the line digraph operation, and isomorphic factorization
The Kronecker product has useful properties with other operations.
Lemma 2.1.

16i6h
Gi

⊗


16j6k
Hj

= 
16i6h;16j6k
(Gi ⊗ Hj):
Proof. Since A(Gi1 ) \ A(Gi2 ) = ; for i1 6= i2 and A(Hj1 ) \ A(Hj2 ) = ; for j1 6= j2;
A(Gi1 ⊗ Hj1 ) \ A(Gi2 ⊗ Hj2 ) = ; for (i1; j1) 6= (i2; j2).
Let G = 16i6hGi and H = 16j6kHj. Since
S
16i6h A(Gi) = A(G) and
S
16j6k
A(Hj) = A(H);
S
16i6h;16j6k A(Gi ⊗ Hj) = A(G ⊗ H).
Lemma 2.1 says that the Kronecker product and the arc sum satisfy the distributive
law. By setting Gi = G0 for 16i6h and Hj = H 0 for 16j6k in Lemma 2.1, the
following corollary is obtained.
Corollary 2.2. Let G;G0; H; and H 0 be digraphs such that G0 jG and H 0 jH . Then;
G0 ⊗ H 0 jG ⊗ H:
By applying Corollary 2.2 iteratively, the next proposition is induced.
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Proposition 2.3. Let Gi; Hi be digraphs such that Gi jHi for 16i6k. Then;
⊗
16i6k
Gi
 

⊗
16i6k
Hi

:
The distributive law is also satised on the line digraph operation and the Kronecker
product.
Lemma 2.4. Let G;H be digraphs. Then
L(G ⊗ H) = L(G)⊗ L(H):
Proof. Let f be a bijection from V (L(G⊗H)) to V (L(G)⊗L(H)) dened as follows:
f(((g1; h1); (g2; h2))) = ((g1; g2); (h1; h2)); (g1; g2) 2 A(G); (h1; h2) 2 A(H):
Then
f((((g1; h1); (g2; h2)); ((g2; h2); (g3; h3))))
=(((g1; g2); (h1; h2)); ((g2; g3); (h2; h3))):
Thus f is a bijection from A(L(G ⊗ H)) to A(L(G) ⊗ L(H)). That is, f is an iso-
morphism from L(G ⊗ H) to L(G)⊗ L(H).
By applying Lemma 2.4 iteratively, the following propositions is obtained.
Corollary 2.5.
Lm(G ⊗ H) = Lm(G)⊗ Lm(G):
If there exists a labeling of the vertices of G by numbers, 0; 1; : : : ; jV (G)j − 1 such
that the cyclic permutation (0; 1; : : : ; jV (G)j − 1) is an automorphism of G, then G
is called cyclic transitive. For example, the digraph in Fig. 1 is cyclic transitive. If
for any vertex v of G, the number of arcs incident from v and the number of arcs
incident to v are d, then G is called d-regular. The digraph obtained from G by adding
t isolated vertices is denoted by G [ tK1.
Fig. 1. A cyclic transitive digraph.
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Next, we present a result on isomorphic factorization of a Kronecker product of
iterated line digraphs of a d-regular cyclic transitive digraph.
Theorem 2.6. Let G be a d-regular cyclic transitive digraph of order n.
If m= p+ q+ 1; then
Lm(G) [ dm−1n(n− d)K1 jLp(G)⊗ Lq(G):
Proof. Since G is a cyclic transitive digraph, we can label the vertices of G by numbers
0; 1; : : : ; n−1 such that the permutation (0; 1; : : : ; n−1) is an automorphism of G. Assume
that the vertices of G are labeled in such a way.
Now we dene injections ’i; 06i<n, from V (Lm(G)) to V (Lp(G) ⊗ Lq(G)) as
follows: (Note that each vertex of Lm(G) corresponds to a walk of length m in G.)
’i((x0; : : : ; xp; y0; : : : ; yq)) = ((x0 + i; : : : ; xp + i); (y0; : : : ; yq)):
Then
’i (((x0; : : : ; xp; y0; : : : ; yq); (x1; : : : ; xp; y0; : : : ; yq; )))
=(((x0 + i; : : : ; xp + i); (y0; : : : ; yq));
((x1 + i; : : : ; xp + i; y0 + i); (y1; : : : ; yq; ))):
Since G is cyclic transitive, (x0 + i; : : : ; xp+ i), and (x1 + i; : : : ; xp+ i; y0 + i) are walks
in G. Thus,
((x0 + i; : : : ; xp + i); (x1 + i; : : : ; xp + i; y0 + i)) 2 A(Lp(G)):
Also,
((y0; : : : ; yq); (y1; : : : ; yq; )) 2 A(Lq(G)):
Therefore,
’i (A(L
m(G)))A(Lp(G)⊗ Lq(G)):
That is, ’i is a packing function of Lm(G) into Lp(G)⊗ Lq(G).
Let
e=(((w0; : : : ; wp); (z0; : : : ; zq)); ((w1; : : : ; wp; ); (z1; : : : ; zq; )))2A(Lp(G)⊗Lq(G)):
Also let   z0 + k (mod n). Now, consider
e0 = ((w0 − k; : : : ; wp − k; z0; : : : ; zq); (w1 − k; : : : ; wp − k; z0; : : : ; zq; )):
Since G is cyclic transitive, (w0 − k; : : : ; wp − k; z0; : : : ; zq) and (w1 − k; : : : ; wp − k;
z0; : : : ; zq; ) are walks in G. Therefore, e0 2 A(Lm(G)) such that ’k (e0) = e. That is,
e 2 ’k (A(Lm(G))). Thus,
A(Lp(G)⊗ Lq(G))
[
06i<n
’i (A(L
m(G))):
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Therefore,
A(Lp(G)⊗ Lq(G)) =
[
06i<n
’i (A(L
m(G))):
Since
jA(Lp(G)⊗ Lq(G))j
jA(Lm(G))j =
jA(Lp(G))j  jA(Lq(G))j
jA(Lm(G))j =
dp+1n  dq+1n
dm+1n
= n;
’i (A(L
m(G))); 06i<n, must be pairwise disjoint. That is, f’i j 06i<ng is a com-
plete system of packing functions of Lm(G) into Lp(G)⊗ Lq(G).
Since
jV (Lp(G)⊗ Lq(G))j − jV (Lm(G))j= dpn  dqn− dmn= dm−1n(n− d);
by adding dm−1n(n−d) isolated vertices to Lm(G), we obtain a result on an isomorphic
factorization of Lp(G)⊗ Lq(G).
3. Isomorphic factorization of de Bruijn digraphs
In this section, we apply the results of the previous section to de Bruijn digraphs
and then to extended de Bruijn digraphs.
Since B(d;D)=LD−1(K+d ) and K
+
d is d-regular cyclic transitive, from Theorem 2.6,
the following corollary shown in [9] is obtained.
Corollary 3.1.
B(d;D1 + D2) jB(d;D1)⊗ B(d;D2):
Since K+d1 ⊗ K+d2 = K+d1d2 , the following corollary is induced from Corollary 2.5.
Corollary 3.2.
B(d1; D)⊗ B(d2; D) = B(d1d2; D):
In [8], it has been shown that B(d; kD) is a spanning subdigraph of B(dk ; D). Using
the above two basic properties of de Bruijn digraphs, we can obtain a stronger result,
that is, B(d; kD) is an isofactor of B(dk ; D).
Theorem 3.3.
B(d; kD) jB(dk ; D):
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Fig. 2. An isomorphic factorization of B(4; 2) into B(2; 4).
Proof. Applying Corollary 3.1 and Proposition 2.3,
B(d; kD) j B(d; (k − 1)D)⊗ B(d;D)
j (B(d; (k − 2)D)⊗ B(d;D))⊗ B(d;D)
...
j B(d;D)⊗ B(d;D)⊗    ⊗ B(d;D) = B(d;D)k :
From Corollary 3.2, B(d;D)k = B(dk ; D).
For example, Fig. 2 shows an isomorphic factorization of B(4; 2) into B(2; 4) and
Fig. 3 shows each factor.
We can use Theorem 3.3 only for de Bruijn digraphs with the degree being a power
of an integer. Then, we generalize Theorem 3.3 to any de Bruijn digraphs.
Theorem 3.4. Any de Bruijn digraph B(d;D) has an isomorphic factorization into the
extended de Bruijn digraph corresponding to the prime factorization of dD.
Proof. Let pe11 p
e2
2   pett be the prime factorization of d. From Corollary 3.2,
B(d;D) = ⊗
16i6t
B(peii ; D):
By Theorem 3.3,
B(pi; eiD) jB(peii ; D); i = 1; 2; : : : ; t:
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Fig. 3. Factors of B(4; 2) isomorphic to B(2; 4).
From Proposition 2.3,
⊗
16i6t
B(pi; eiD) j ⊗
16i6t
B(peii ; D):
The left digraph is just the extended de Bruijn digraph corresponding to the prime
factorization of dD.
At last, we generalize Theorem 3.4 to extended de Bruijn digraphs.
Theorem 3.5. Any extended de Bruijn digraph of order n has an isomorphic
factorization into the extended de Bruijn digraph corresponding to the prime
factorization of n.
Proof. Let
EB = EB

d1; d2; : : : ; dk
D1; D2; : : : ; Dk

be an extended de Bruijn digraph of order n = dD11 d
D2
2 : : : d
Dk
k . From Theorem 3.4,
B(di; Di) has an isomorphic factorization into the extended de Bruijn digraph EBi cor-
responding to the prime factorization of dDii . From Proposition 2.3, it is known that EB
has an isomorphic factorization to the Kronecker product of EBi ; i= 1; 2; : : : ; k. Apply-
ing Corollary 3.1 to the Kronecker product of EBi , we can collect de Bruijn digraphs
with the same degree to get the extended de Bruijn digraph corresponding to the prime
factorization of n as an isofactor of EB.
As a corollary, a result on isomorphic factorizability of a complete digraph is ob-
tained.
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Corollary 3.6. A complete digraph of order n has an isomorphic factorization into
the extended de Bruijn digraph corresponding to the prime factorization of n.
These results show that the de Bruijn digraph B(p;D) with prime p is the most
basic de Bruijn digraph that cannot be isomorphically factorized by any other de Bruijn
digraph.
4. Concluding remarks
Isomorphic factorization of de Bruijn digraphs can be applied to fault-tolerance of
interconnection networks. From the fact that B(d; kD) is an isofactor of B(dk ; D), the
following fault-tolerant result on arcs is immediately obtained.
Proposition 4.1. Any B(dk ; D) with t faulty arcs contains a nonfaulty B(d; kD) if
t <dk−1.
Also, a decomposition result is induced from the fact that B(d; kD) jB(dk ; D) by
considering their line digraphs.
Corollary 4.2. B(dk ; D + 1) can be decomposed into dk−1 vertex-disjoint copies of
B(d; kD + 1).
Thus, the following fault-tolerant result on vertices is obtained.
Proposition 4.3. Any B(dk ; D + 1) with t faulty vertices contains a nonfaulty
B(d; kD + 1) if t <dk−1.
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