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Kurzfassung
Mit der Entwicklung moderner Epitaxieverfahren haben hochqualitative, planare Halb-
leitermikrokavita¨ten ein breites Anwendungsgebiet in der nichtlinearen Optik erschlos-
sen. Die in diesen Strukturen anregbaren Exziton-Polaritonen, halb photonische, halb ex-
zitonische Quasiteilchen, zeichnet eine starke Nichtlinearita¨t sowie eine lange Koha¨renz-
dauer aus. Die Mo¨glichkeit, ihre Parameter nach Bedarf maßschneidern zu ko¨nnen, macht
sie daru¨ber hinaus zu einem Kandidaten fu¨r eine Integration in optoelektronische An-
wendungen. Zu diesem Zweck ist allerdings ein detailliertes Versta¨ndnis ihrer komplexen
Wechselwirkungen und Dynamik erforderlich.
Die vorliegende Dissertation behandelt eine Vielzahl linearer und nichtlinearer optischer
Effekte, die in einem System koha¨renter Polaritonen auftreten ko¨nnen. Basierend auf ei-
ner mikroskopischen Halbleitertheorie, werden im Rahmen dieser Arbeit zwei qualitativ
unterschiedliche Anregungsfa¨lle modelliert und untersucht. Unsere Theorie wird dabei
gestu¨tzt durch die Ergebnisse verschiedener experimentell-theoretischer Kollaborationen
[1–3].
Im ersten Anregungsfall - einer beinahe resonanten und koha¨renten Anregung - unter-
suchen wir insbesondere stimulierte, phasenangepasste Streuprozesse, die oberhalb einer
kritischen Dichte zu einem spontanen Anwachsen nichtaxialer Felder fu¨hren ko¨nnen.
Einhergehend mit einem Symmetriebruch des Systems kommt es durch eine Wechsel-
wirkung dieser nichtaxialen Moden zur Bildung transversaler, optischer Muster [1, 4].
Insbesondere fu¨r eine linear polarisierte Anregung pra¨sentieren wir interessante polari-
sationsabha¨ngige Effekte, die u¨ber die Behandlung in einem skalaren Feld hinausgehen.
Wir zeigen, dass der Polarisationsfreiheitsgrad auch einen entscheidenden Einfluss auf
die Musterbildung hat, wie u.a. das Auftreten einer ra¨umlichen Orientierungsrichtung
senkrecht zur Polarisationsebene und ihrer so mo¨glichen, rein optischen Kontrolle.
Im zweiten hier behandelten Anregungsfall - einer stark verstimmten Anregung - bildet
sich ein koha¨rentes Polaritonkondensat indirekt u¨ber ein inkoha¨rentes Exzitonenreser-
voir. Obgleich diese Anregungsart weniger Feinabstimmung bedarf, ist ein offensichtli-
cher Nachteil der Verlust der Phaseninformationen (Frequenz und Impuls) des anregen-
den Lichts. Fu¨r ein skalares Feld zeigen wir, dass es durch die ra¨umliche Verteilung der
Anregungsgeometrie trotzdem mo¨glich ist, so entstehende Kondensate rein optisch zu
steuern, da die inkoha¨renten Exzitonen nicht nur als Quelle, sondern auch als ein absto-
ßendes Potential fungieren. Durch geeignete Anregungsgeometrien la¨sst sich so z.B. ein
Kondensatfluss erzeugen, der mit Hilfe weiterer Potentiallandschaften rein optisch ma-
nipuliert werden kann [3]. Die simultane, potentiell kaskadenartige Versta¨rkung dieses
Flusses macht dieses System zu einem vielversprechenden Kandidaten fu¨r rein optische
Schaltkreise.

Abstract
Accompanied by modern epitaxy methods, high-quality semiconductor-microcavities
provide a wide range of applications in nonlinear optics. Exciton-polaritons excited
in these structures - half-photonic, half-excitonic quasiparticles - are distinguished by a
strong nonlinearity and coherence on a long time scale. Furthermore, the possibility of
tailoring the parameters for specific purposes makes them a candidate for opto-electronic
devices. To this end, a detailed comprehension of their non-trivial interactions and dy-
namics is required.
This dissertation deals with a variety of linear- and non-linear optical effects, which
can arise in a system of coherent polaritons. Here, two qualitatively different kinds of
excitation are modelled and investigated based on a microscopic semiconductor-theory.
Our theory is proven by results of various experimental-theoretical collaborations [1–3].
In the first case of excitation - an almost resonant and coherent excitation - we deal in
particular with stimulated, phase-conjugated scattering-processes, which give rise to a
spontaneous growth of off-axis fields above a certain density-threshold. Accompanied by
spontaneous symmetry breaking, a formation of optical patterns [1, 4] arises as conse-
quence of interaction between these off-axis modes. In particular for a linearly polarized
excitation we present interesting polarization-dependent effects, which are beyond the
scope of the description of a scalar field. We show that the polarization degree of freedom
has a crucial influence on the pattern formation, as among others a spatial orientation
perpendicular to the polarization-plane, allowing an all-optical control of these patterns.
The second case of excitation presented here is a distinct off-resonant excitation: Here, a
coherent polariton condensate arises indirectly driven by an incoherent exciton-reservoir.
Despite this kind of excitation requires less fine-tuning, an obvious disadvantage is the
loss of the phase-information (i.e. frequency and momentum) of the exciting light.
For a scalar field, we demonstrate that it is still possible to control such condensates
all-optically, since the incoherent excitons do not only provide a gain-medium, but a
repulsive potential, too. Using suitable spatial excitation geometries allows for example
to direct a condensate flow, which can be controlled all-optically once more with further
potential landscapes [3]. The simultaneous, potentially cascadable amplification of this
flow makes this system a promising candidate for all-optical circuits.
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Kapitel 1
Einleitung
Die Erfindung des Lasers leitete 1960 das Zeitalter der nichtlinearen Optik ein. Mit
starken optischen Feldern lassen sich seither Effekte in einer Vielzahl nichtlinearer Me-
dien untersuchen, die u¨ber das ledigliche “Abtasten” des Materials durch eine schwache
Anregung hinausgehen [5]. So wurden u¨ber die vergangenen Jahrzehnte auch die nicht-
linearen optischen Eigenschaften von auf Halbleiterheterostrukturen basierenden Quan-
tenfilmen (“quantum wells”, QWs) intensiv erforscht [6], die aufgrund vieler Anwen-
dungsmo¨glichkeiten, z.B. in Diodenlasern [7], aus dem Alltag nicht mehr wegzudenken
sind. Die Licht-Materie-Wechselwirkung in nichtlinearen Medien ermo¨glicht prinzip-
iell auch die Realisierung rein optischer Schalter, wie bereits 2005 in einem Gas aus
Rubidiumatomen gezeigt werden konnte [8]. Eine starke Nichtlinearita¨t und die mech-
anischen Vorteile eines QW warfen die Frage auf, ob sich diese Strukturen nicht auch
als passives Medium fu¨r die Realisierung rein optischer Schalter eignen ko¨nnten [9, 10].
Die Licht-Materie-Wechselwirkung in einem QW erfolgt bei Anregungsenergien nahe
der Bandlu¨cke maßgeblich durch die Anregung von Wannier-Mott-Exzitonen. Jedoch
fu¨hrt bei resonant angeregten Exzitonen eine hohe Dichte zu einer anregungsinduzierten
Dephasierung (“excitation induced dephasing”, EID) und somit zu einem Verlust der
Koha¨renz, die fu¨r den oben genannten Zweck jedoch beno¨tigt wird.
Eine Lo¨sung dieses Problems bietet eine Einbettung der QWs in planare Mikrokavita¨ten:
Die Kopplung der Exzitonen an die Photonen fu¨hrt zur Bildung neuer Quasiteilchen,
den Exziton-Polaritonen. Diese ko¨nnen spektral deutlich unterhalb des Exzitonenbandes
angeregt werden, wodurch die EID im Vergleich zu einem QW ohne Kavita¨t deutlich re-
duziert wird [11, 12], was Koha¨renz auf einer langen Zeitskala ermo¨glicht. Bestehend aus
einem photonischen und exzitonischen Anteil, erfolgt die Anregung und die Detektion der
Polaritonen rein optisch u¨ber die photonische Komponente, wa¨hrend die nichtlinearen
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Abbildung 1.1: a: Schema einer Mikrokavita¨t in Transmissionsgeometrie. Zur Ver-
anschaulichung ist nur ein einziger Halbleiterquantenfilm illustriert. Im Falle einer
OPO wird der optische Pump (orange) mit nichtaxialen Moden u¨berlagert (gelb), die
die Kavita¨t unter endlichem Austrittswinkel verlassen. b: Normalmodenaufspaltung
im Fall einer starken Exziton-Photon-Kopplung. Im Rahmen einer OPO streuen ver-
stimmt angeregte Pumppolaritonen paarweise und resonant auf den LPB, wie durch
die Pfeile markiert. Der Energienullpunkt wurde auf das als dispersionslos gena¨herte
Exzitonenband gelegt.
optischen Effekte auf der Wechselwirkung zwischen den Exzitonen basieren. Die spez-
ifischen Parameter des Systems, z.B. die photonische und exzitonische Zusammenset-
zung, lassen sich durch gezieltes Probenwachstum (Material und Schichtdicken) der
Halbleitermikrokavita¨t mit modernen Epitaxieverfahren kontrollieren, wodurch sie fu¨r
ihren Anwendungszweck maßgeschneidert werden ko¨nnen. Diese und weitere Vorteile,
die im Verlauf dieser Arbeit deutlich werden, machen Exziton-Polaritonen in Halbleit-
ermikrokavita¨ten zu einem eigensta¨ndigen Themengebiet in der nichtlinearen Optik
[13, 14].
Die in dieser Arbeit untersuchten, planaren Mikrokavita¨ten bestehen im Wesentlichen
aus zwei gegenu¨berliegenden Bragg-Spiegeln (“distributed Bragg reflector”, DBR), die
sich wiederum aus vielen planaren Schichten mit alternierendem Brechungsindex zusam-
mensetzen [14], wie in Abb. 1.1 a gezeigt ist. Diese Anordnung modifiziert die photoni-
sche Zustandsdichte im Inneren in einer Dimension auf diskrete Moden, sodass die Mikro-
kavita¨t effektiv als zweidimensionales System beschrieben werden kann. Innerhalb des so
entstandenen Resonators ko¨nnen zusa¨tzlich in die Antiknoten der optischen Grundmode
Halbleiterquantenfilme eingebettet werden, in denen durch einen koha¨renten Energieaus-
tausch mit dem optischen Feld Heavy-Hole-Exzitonen angeregt werden. Die Theorie, die
im Rahmen dieser Arbeit vorgestellt wird, la¨sst sich prinzipiell fu¨r jedes Halbleitermate-
rial adaptieren, allerdings werden aufgrund einer weitgehend sto¨rstellenfreien Epitaxie
in der Praxis ha¨ufig GaAs-Heterostrukturen bevorzugt. Einhergehend mit einer schma-
len Bandlu¨cke dieser Strukturen ist die exzitonische Bindungsenergie jedoch gering (nur
wenige meV). Dies macht fu¨r den Betrieb eine Ku¨hlung auf wenige Kelvin, z.B. mit
3flu¨ssigem Helium, notwendig, da die Exzitonen sonst rasch thermisch dissoziiert werden
wu¨rden. In Zukunft wa¨re jedoch auch der Einsatz ZnO-basierter Strukturen [15] oder
gar organischer Halbleiter [16] denkbar, die durch eine ho¨here Bindungsenergie einen Be-
trieb auch bei Raumtemperatur und somit auch Anwendungen in der Praxis ermo¨glichen
ko¨nnten. Das optische Feld innerhalb der Mikrokavita¨t ist an die Interbandpolarisation
der Exzitonen gekoppelt. Ist diese Kopplung nicht zu stark, la¨sst sich auf Grundlage
dieses Systems ein Oberfla¨chenemitter (“vertical-cavity surface-emitting laser”, VCSEL)
realisieren, bei dem die Halbleiterquantenfilme als aktives Medium fungieren [17, 18].
U¨bersteigt die Kopplung jedoch die natu¨rliche Linienbreite, verlieren Photonen und
Exzitonen ihre Identita¨t als eigensta¨ndige Teilchen - es kommt zu einer Normalmode-
naufspaltung der Dispersionen in zwei Polaritonzweige, einen energetisch tiefer (“lower
polariton branch”, LPB) und ho¨her gelegenen (“upper polariton branch”, UPB, siehe
Abb. 1.1 b). Aufgrund der parabolischen Dispersion der Photonen in zwei Dimensionen
ergibt sich fu¨r die Polaritonen in der Mikrokavita¨t ein Energiegrundzustand, wodurch
sich diese von Bulk-Polaritonen wesentlich unterscheiden.
Die vorliegende Arbeit behandelt neben den linearen vor allem die nichtlinearen op-
tischen Eigenschaften koha¨renter Polaritonen. Ein Fokus liegt dabei auf der optischen
parametrischen Oszillation (OPO) [19–25], der phasenangepasste Wellenmischprozesse
zu Grunde liegen. Das Prinzip einer OPO ist in Abb. 1.1 b veranschaulicht: Mit einer
Pumpfrequenz oberhalb des Energiegrundzustandes wird ein Ensemble wechselwirken-
der Polaritonen bei k = 0 verstimmt angeregt. Diese Polaritonen ko¨nnen aufgrund ihrer
Wechselwirkung zu einer paarweisen, resonanten Streuung auf den unteren Polariton-
zweig stimuliert werden. Ab einer kritischen Exzitonendichte kann dieser Prozess spon-
tan eintreten, was in der Regel zu einem Symmetriebruch des Systems fu¨hrt. Da das
urspru¨ngliche Feld durch die OPO nun mit nichtaxialen Moden u¨berlagert wird und
diese Moden durch Streuprozesse ho¨herer Ordnung zusa¨tzlich untereinander wechsel-
wirken, kommt es zur Bildung eines transversalen, optischen Musters [4, 9, 10, 26–28].
Die nichtaxialen Polaritonen verlassen die Kavita¨t u¨ber ihre photonische Komponen-
te unter einem endlichem Winkel (Abb. 1.1 a) und sind dadurch als Fernfeldmuster
nachweisbar. Im Rahmen einer mikroskopischen Theorie [11, 12, 29, 30] fu¨r die Exzi-
tonen, die alle Nichtlinearita¨ten bis zur dritten Ordnung umfasst, und der klassischen
Lichttheorie fu¨r die Photonen [14] wird diese Musterbildung in Kap. 2 fu¨r skalare Polari-
tonfelder untersucht. Damit einher geht auch die Analyse anderer nichtlinearer Effekte,
u.a. des bekannten Vierwellenmischens [31]. Bezieht man den Polarisationsfreiheitsgrad
in das System mit ein, erha¨lt das Polaritonfeld sowohl durch die photonische (TE-TM-
Aufspaltung [32]) als auch durch die exzitonische Komponente (spinabha¨ngige Wechsel-
wirkung [11, 12]) einen Spinorcharakter, der in Kap. 3 untersucht wird. Hierbei fu¨hrt
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insbesondere eine linear polarisierte Anregung zu interessanten Pha¨nomenen, die in ei-
nem skalaren Feld nicht auftreten: Unter anderem kann es bereits im optisch linearen Fall
zum optischen Spin-Hall-Effekt [33–37] kommen - einem Spinfluss, der aufgrund der TE-
TM-Aufspaltung senkrecht zur Propagationsrichtung der Polaritonen eintritt. Im nicht-
linearen Fall fu¨hrt die spinabha¨ngige Wechselwirkung zu unterschiedlichen Signaturen
- Pra¨ferenzen und Auswahlregeln - bei entarteten und nichtentarteten Wellenmischpro-
zessen. Beide Effekte wirken sich bei einer spontanen OPO erheblich auf die Musterbil-
dung aus. Das spontane Muster orientiert sich an der Polarisationsebene des anregenden
Lichts, wodurch es von außen steuerbar wird: Die Orientierung der Polarisation wird auf
diese Weise direkt in einen ra¨umlichen Freiheitsgrad u¨bersetzt. Ferner kommt es zu ei-
nem neuartigen Symmetriebruch des Systems [27], der sich sowohl auf die Polarisation
als auch auf die Frequenz der nichtaxialen Felder bezieht. Abschließend pra¨sentiert Kap.
3 die Ergebnisse einer theoretisch-experimentellen Zusammenarbeit [1, 2]. Diesbezu¨glich
wird auch auf eine rein optische Kontrolle der Muster eingegangen.
Die in Kap. 2 und 3 behandelten Effekte beruhen auf einer koha¨renten Anregung. Ein
resonantes (oder beinahe resonantes) Pumpen der Polaritonen setzt jedoch eine aus ex-
perimenteller Sicht aufwendige Feinabstimmung voraus. Eine Alternative zu dieser Art
der Anregung ist ein stark verstimmtes Pumpen von Elektron-Loch-Paaren, die zuna¨chst
zu einem inkoha¨renten Exzitonenreservoir abku¨hlen. Daraufhin streuen die Exzitonen
durch phononassistierte Streuprozesse stimuliert in ein koha¨rentes Polaritonkondensat
ein, das sich dadurch spontan im Grundzustand des Systems bildet [38–40]. Bei dieser
Art der Anregung geht allerdings die Phaseninformation des anregenden Lichts verlo-
ren, was eine direkte Kontrolle so entstehender Polaritonen erschwert. Als Ergebnis einer
weiteren experimentell-theoretischen Zusammenarbeit [3] zeigen wir in Kap. 4 fu¨r ein
skalares Feld, dass sich ein so entstandenes Kondensat durch eine geeignete ra¨umliche
Verteilung der simultan erzeugten Exzitonen rein optisch manipulieren la¨sst. Die Eigen-
schaften des inkoha¨renten Reservoirs sowohl als Quellterm fu¨r die Polaritonen, als auch
als abstoßendes Potential, fu¨hren zu einer interessanten Dynamik [41], die sich durch
die spezifische Potentiallandschaft steuern la¨sst. Experimentell lassen sich verschiedene
Anregungsgeometrien mit Hilfe eines “Spatial-Light Modulators” verwirklichen. Mit
Hilfe von Simulationen, die die Experimente qualitativ gut wiedergeben, demonstrieren
wir wahlweise das Einfangen des Kondensates in einer rein optischen Potentialfalle wie
auch einen gerichteten Kondensatfluss aus einer halboffenen Falle hinaus. Weiterhin
kann durch zusa¨tzliche, simultan angeregte Potentialformen der so entstandene Fluss
erneut rein optisch manipuliert und potentiell kaskadenartig versta¨rkt werden, was eine
Verwendung dieser Kondensate in rein optischen Schaltkreisen ermo¨glichen ko¨nnte.
Kapitel 2
Nichtlineare optische
Eigenschaften und spontane
Musterbildung in einem skalaren
Polaritonfeld
Bevor in Kap. 3 die polarisationsabha¨ngigen optischen Eigenschaften eines Systems
wechselwirkender Exziton-Polaritonen behandelt werden, bietet dieses Kapitel einen
U¨berblick u¨ber die optischen Eigenschaften eines skalaren Polaritonfeldes ohne Polarisa-
tionsfreiheitsgrad. Wie in Kap. 3 gezeigt wird, ist diese Vereinfachung in guter Na¨herung
fu¨r eine Anregung mit zirkular polarisiertem Licht gu¨ltig. Die Dynamik der Polaritonen
beschreiben wir in Abschn. 2.1 durch ein semiklassisches Modell mit gekoppelten Be-
wegungsgleichungen fu¨r Photonen und Exzitonen. Das Lichtfeld wird hierbei klassisch,
das Polarisationsfeld der Exzitonen mikroskopisch beschrieben. Aus den Bewegungsglei-
chungen leiten wir in Abschn. 2.2 optisch lineare Eigenschaften - wie die Normalmoden-
aufspaltung in Polaritonzweige - und in Abschn. 2.3 nichtlineare Eigenschaften her. Zu
letzteren za¨hlen ein kubischer Zusammenhang zwischen Polaritondichte und Pumpinten-
sita¨t (S-Kurve), blauverschobene Resonanzen, vor allem aber phasenangepasstes Wellen-
mischen, das bei hohen Dichten spontan auftreten und damit eine optische Instabilita¨t
des Polaritonfeldes hervorrufen kann. Mit einer linearen Stabilita¨tsanalyse pra¨sentieren
wir in Abschn. 2.4 eine Methode, mit der die optische Stabilita¨t eines Feldes analytisch
beurteilt werden kann. Im Falle optischer Instabilita¨t fu¨hrt das Anwachsen bestimmter
Moden zu einem spontanen Symmetriebruch und zur Bildung transversaler Muster, wie
sie in Abschn. 2.5 diskutiert werden.
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2.1 Theoretische Grundlagen zur Untersuchung von
Exziton-Polaritonen
Die Wechselwirkung eines a¨ußeren optischen Feldes mit einer Halbleitermikrokavita¨t
la¨sst sich unterteilen in (i) die Kopplung des externen Feldes an das Feld innerhalb der
Kavita¨t und (ii) die Kopplung dieses internen Feldes an die Polarisation in den einge-
betten Halbleiterquantenfilmen (folglich in eine Licht-Materie-Wechselwirkung). Fu¨r das
externe Feld bewirkt die Kavita¨t, a¨hnlich einer Polarisation, eine Inhomogenita¨t in der
mikroskopischen Wellengleichung [4]:
n2s
c2
∂2
∂t2
E −∇2E = ~tc
0c2
δ(z)
∂2
∂t2
E cav. (2.1)
Hierbei ist E das mikroskopische, externe E-Feld, c die Lichtgeschwindigkeit, ns der Bre-
chungsindex des Substrates, das die Mikrokavita¨t umgibt und 0 die Dielektrizita¨tskons-
tante im Vakuum. Das Feld innerhalb der Kavita¨t, E cav, ist u¨ber die Kopplungskon-
stante tc an das externe Feld gekoppelt. Die Kavita¨t wird in diesem Modell als unendlich
du¨nne Struktur angenommen, welche sich u¨ber die gesamte x-y-Ebene erstreckt.
Im k-Raum la¨sst sich die Dynamik des internen Feldes Ek in Quasimodenna¨herung
beschreiben, bei der ein von außen eindringendes, effektives Feld Ek ,eff als Quellterm
wirkt. Fu¨r eine Kavita¨t ohne Halbleiterquantenfilme gilt [4, 9, 10]:
i~
∂
∂t
Ek = ~ωckEk + ~tcEk ,eff . (2.2)
Die Amplitude Ek ist hierbei ein skalares, mikroskopisches Feld, dessen Betragsquadrat
gerade der Photonendichte entspricht. ~ωck =
~c
nb
√
k2x + k
2
y + k
2
z ist die photonische Dis-
persion, wobei nb der Brechungsindex des Materials innerhalb der Kavita¨t ist. Durch die
Bragg-Spiegel wird die photonische Zustandsdichte in z-Richtung auf diskrete Moden kz
eingeschra¨nkt [14]. Die Wellenzahlen1, die die Ebene der Kavita¨t aufspannen, kx und ky,
bleiben indes kontinuierlich, wodurch das System effektiv zweidimensional wird. Mit k =
(kx, ky) bzw. k
2 = k2x+k
2
y wird im Folgenden nur der zweidimensionale Anteil bezeichnet.
Fu¨r ein festes kz ist ~ωck = ~ωc0 cos−1 ϑ vom polaren Einfallswinkel ϑ abha¨ngig, wobei
~ωc0 = ~ckzn
−1
b dem Scheitelpunkt der Dispersion entspricht. Fu¨r kleine Einfallswinkel
ergibt eine Taylor-Entwicklung bis zur zweiten Ordnung:
~ωck ≈ ~ωc0
(
1 +
1
2
ϑ2
)
≈ ~ωc0
(
1 +
k2
2k2z
)
≡ ~ωc0 +
~2k2
2mc
. (2.3)
1Nachfolgend auch Impulse genannt.
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Aufgrund der na¨herungsweise parabolischen Dispersion ~ωck la¨sst sich den Photonen die
effektive Masse mc = ~nbkzc−1 zuordnen.
Nehmen wir des Weiteren an, dass das anregende Licht2 nur aus einer Richtung auf die
Kavita¨t einfalle. Das effektive Feld Ek ,eff = Ek ,inc−Ek ,refl entspricht dann als transmit-
tiertes Feld gerade der Differenz aus einfallendem Ek ,inc und reflektiertem Feld Ek ,refl.
Mit Hilfe von Gleichung 2.1 la¨sst sich ein Zusammenhang zwischen Ek ,refl und Ek her-
leiten, es gilt:
Ek ,refl = − ~tc
20cns
∂
∂t
Ek . (2.4)
Die ausfu¨hrliche Herleitung von Gl. 2.4 ist in Quelle [4] zu finden. Unter der Annahme,
dass Ek sehr viel schneller mit der Pumpfrequenz ωp oszilliert, als sich die Einhu¨llende
a¨ndert, kann die zeitliche Ableitung in Gl. 2.4 gena¨hert werden zu ∂∂tEk ≈ −iωpEk . Fu¨r
das effektive Feld folgt daraus:
Ek ,eff = Ek ,inc − i ~tcωp
20cns
Ek . (2.5)
Mit Gl 2.5 la¨sst sich Gl. 2.2 schreiben als
i~
∂
∂t
Ek = (~ωck − iγc)Ek + Ek ,pump, (2.6)
wodurch sich mit Ek ,pump ≡ ~tcEk ,inc ein Quell- und mit γc ≡ ~
2t2cωp
20cns
ein Zerfallsterm fu¨r
Ek ergibt. Klassisch la¨sst sich γc als Da¨mpfung eines Oszillators interpretieren, mikro-
skopisch als die Zerfallsrate der Photonen: Sie stehen dem System durch das Entweichen
aus der Kavita¨t nicht mehr zur Verfu¨gung. Aus dem Zerfallsterm la¨sst sich ein einhei-
tenloses Maß fu¨r die Gu¨te einer Kavita¨t ableiten, der Q-Faktor Q = ~ωp (2γc)−1. Er
setzt die Energie eines Photons ~ωp in Bezug zu der Linienbreite γc und steht somit
fu¨r die Anzahl der Schwingungen, die ein Photon bis zu seinem Zerfall durchla¨uft. Auf
dem heutigen technologischen Stand lassen sich Kavita¨ten mit Q-Faktoren von bis zu
105 herstellen [13].
Beru¨cksichtigt man nun die Licht-Materie-Wechselwirkung innerhalb der Kavita¨t u¨ber
die Kopplung des Feldes Ek an die Polarisation pk in einem eingebetteten Halbleiter-
quantenfilm3, wird Gl. 2.6 erweitert zu [4, 9, 10]:
i~
∂
∂t
Ek = (~ωck − iγc)Ek − Ωkpk + Ek ,pump. (2.7)
2Auch Pump genannt.
3Vereinfachend wird nur ein einzelner Quantenfilm in der Kavita¨t betrachtet.
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Die mikroskopische Interbandpolarisation
pk (t) = φ
∗
1s(0)〈ah(−k , t)ac(k , t)〉 (2.8)
entsteht im Halbleiterquantenfilm durch das Anregen eines Valenzbandelektrons in das
Leitungsband [11, 12]. Bei Energien von ungefa¨hr ~ωp ≈ 1.5 eV geht diese Polarisation
mit der Anregung von Wannier-Mott-Exzitonen [42] einher. Ferner werden nur Heavy-
Hole-Exzitonen im Grundzustand (1s) betrachtet. In Gl. 2.8 ist φ∗1s(0) die exzitonische
1s-Wellenfunktion bei r = 0. ah und ac bezeichnen die Vernichtungsoperatoren von
Lo¨chern im Valenzband bzw. Elektronen im Leitungsband. Die Dichte der Exzitonen im
k-Raum betra¨gt gerade |pk |2. Der Kopplungsparameter Ωk in Gl. 2.7 ist durch
Ωk = e〈r〉ehφ∗1s(0)fγ(zQW)
√
~ωck/0b (2.9)
gegeben [4]. Hierbei ist e〈r〉eh das Interband-Dipolmatrixelement und b die Permitti-
vita¨t im Halbleitermaterial. Der Term fγ(zQW) ist ein einheitenloser Normierungsfaktor,
der von der z-Position zQW des planaren Quantenfilms innerhalb der Kavita¨t abha¨ngt.
Dieser (und somit Ωk ) wird maximal, wenn der Quantenfilm gerade auf einem Wellen-
bauch des internen Feldes positioniert ist, wa¨hrend fγ(zQW) fu¨r eine Position auf einem
Wellenknoten verschwindet. Weiterhin fließt in Ωk die photonische Dispersion ~ωck ein.
Da diese fu¨r kleine polare Einfallswinkel nur schwach variiert, wird die k -Abha¨ngigkeit
von Ωk vernachla¨ssigt und Ωk durch Ωx ≡ Ωk=0 gena¨hert.
Eine Bewegungsgleichung fu¨r pk la¨sst sich u¨ber die Heisenberggleichung herleiten:
i~
∂
∂t
pk = φ
∗
1s(0)〈[ah(−k , t)ac(k , t),H]〉. (2.10)
Der Hamiltonoperator H = H0 + Hopt + Hint umfasst hierbei die Einteilchenbeitra¨ge
von Lo¨chern und Leitungsbandelektronen H0, den Beitrag Hopt durch Kopplung an
das optische Feld Ek sowie die gesamten Vielteilchen-Wechselwirkungen (Loch-Loch,
Elektron-Elektron, Elektron-Loch) Hint. Dieser Wechselwirkungsbeitrag fu¨hrt in Gl. 2.10
zu einem Hierarchieproblem, eine Lo¨sung ist somit nur noch na¨herungsweise mo¨glich.
Eine Abbruchbedingung fu¨r diese Hierarchie bietet die Methode “Dynamics controlled
truncation” (DCT), die in Quelle [43] beschrieben wird. Diese Methode beru¨cksichtigt
alle auftretenden kubischen (χ(3)) Nichtlinearita¨ten in pk . Fu¨r eine ausfu¨hrliche Her-
leitung und Diskussion der Bewegungsgleichung von pk sei auf die Quellen [11] und [12]
verwiesen. Unter Vernachla¨ssigung des Spins in der Exziton-Exziton-Wechselwirkung
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und in Mean-Field-Na¨herung ergibt sich die Bewegungsgl. [4, 9, 10]:
i~
∂
∂t
pk = (
x
k − iγx) pk − ΩxEk
+
1
L2
∑
k ′k ′′
p∗k ′+k ′′−kpk ′ (αPSFΩxEk ′′ + VHFpk ′′) . (2.11)
Hierbei ist xk = 
x
0 +
~2k2
2mx
die Einteilchen-Dispersion der Exzitonen, die aufgrund der ho-
hen Masse der Exzitonen mx im Vergleich zu ~ωck sehr flach ist. Der pha¨nomenologische
Zerfallsterm γx vernachla¨ssigt eine dichteabha¨ngige Dephasierung [12, 44]. Der Kopp-
lungsparameter Ωx wird wie in Gl. 2.7 konstant angenommen. U¨ber die Kopplung findet
ein koha¨renter Energieaustausch zwischen dem exzitonischen Feld pk und dem opti-
schen Feld Ek statt. Die nichtlinearen Terme in Gl. 2.11 umfassen die Summe u¨ber alle
mo¨glichen, impulserhaltenden Streuprozesse. Getrieben werden diese einerseits von der
auf dem Pauli-Blocking basierenden Phasenraumfu¨llung (αPSF), andererseits von einer
abstoßenden Coulomb-Wechselwirkung (VHF) auf Hartree-Fock-Ebene. L2 ist die Nor-
malisierungsfla¨che der Kavita¨t. Im weiteren Verlauf dieser Arbeit wird dieser Term im k-
Raum vor Streumatrixelementen weggelassen. Die hier verwendeten Parameter betragen
αPSF = 4pia
2
0/7 und VHF = 2pi
(
1− 315pi2/4096) a20Eb [10], wobei a0 den exzitonsichen
Radius und Eb die exzitonische Bindungsenergie bezeichnet. Typische (GaAs-)Parameter
sind diesbezu¨glich Eb = 13 meV und a0 = 17 nm, damit betra¨gt VHF = 5.69 · 10−3 meV
µm2 und αPSF = 5.188 · 10−4 µm2. Die Wechselwirkung mit inkoha¨renten Exzitonen
wird in Gl. 2.11 vernachla¨ssigt.
Gln. 2.7 und 2.11 bilden zusammen ein gekoppeltes Gleichungssystem fu¨r Ek und pk .
Nach einer Fouriertransformation in den Ortsraum ergibt sich:
i~
∂
∂t
E(r , t) = (Hc − iγc)E(r , t)− Ωxp(r , t) + Epump(r , t) (2.12)
i~
∂
∂t
p(r , t) = (Hx − iγx) p(r , t)− Ωx
(
1− αPSF|p(r , t)|2
)
E(r , t)
+VHF|p(r , t)|2p(r , t). (2.13)
Hierbei ist r = (x, y) der Ortsraumvektor in zwei Dimensionen. Die Dispersionen im k-
Raum, ~ωck und xk , werden im Ortsraum jeweils zu den Operatoren Hc = ~ωc0− ~
2
2mc
∆ und
Hx = x0− ~
2
2mx
∆ mit dem zweidimensionalen Laplaceoperator ∆ = ∂
2
∂x2
+ ∂
2
∂y2
. Na¨hert man
die exzitonische Dispersion als ein dispersionsloses Band (da mx vier Gro¨ßenordnungen
schwerer ist als mc [13]), ist Hx ≈ x0 . Die kubischen Nichtlinearita¨ten in Gl. 2.11 werden
in Gl. 2.13 lokal im Ortsraum und ha¨ngen nur noch von der Exzitonendichte |p(r , t)|2 ab,
was eine numerische Implementierung erheblich erleichtert. In dieser Form wird bereits
auch ein Sa¨ttigungseffekt sichtbar:
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Die Phasenraumfu¨llung fu¨hrt fu¨r hohe Pumpintensita¨ten zu einer Sa¨ttigung von p(r , t),
sodass die Exzitonendichte auf einen Wert von ca. |p(r , t)|2 ≈ 20 · 1010 cm−2 beschra¨nkt
wird, weil dann 1− αPSF|p(r , t)|2 = 0 betra¨gt.
2.2 Lineare Polariton-Optik
Im Grenzfall schwacher Anregung ko¨nnen die nichtlinearen Terme in Gl. 2.11 ver-
nachla¨ssigt werden, was die gekoppelte Bewegungsgl. fu¨r Photonen und Exzitonen zu
einer linearen Schro¨dingergleichung im k-Raum vereinfacht:
i~
∂
∂t
(
Ek
pk
)
=
(
~ωck − iγc −Ωx
−Ωx xk − iγx
)(
Ek
pk
)
+
(
Ek ,pump
0
)
. (2.14)
Fu¨r eine starke Kopplung Ωx  γc, γx verlieren Photonen und Exzitonen ihre Merkma-
le als eigensta¨ndige Teilchen und formen stattdessen Exziton-Polaritonen [13, 14], die
sich aus einer photonischen und einer exzitonischen Komponente zusammensetzen. Die
Energie der Polaritonen erha¨lt man durch die Diagonalisierung der Matrix4 in Gl. 2.14.
Hierbei kommt es fu¨r jedes k zu einer Normalmodenaufspaltung in einen energetisch
tiefer (LPB) und ho¨her gelegenen Polaritonzweig (UPB) mit den Dispersionen:

UPB
LPB
k =
1
2
(xk + ~ωck )±
1
2
√(
xk − ~ωck
)2
+ 4Ω2x. (2.15)
Experimentell beobachtet wurde diese Normalmodenaufspaltung erstmals 1992 von Weis-
buch et al. [45].
Der photonische und exzitonische Anteil der Polaritonen la¨sst sich u¨ber die zu UPBk und
LPBk geho¨renden Eigenvektoren
(
CUPBk , X
UPB
k
)T
und
(
CLPBk , X
LPB
k
)T
bestimmen. CUPBk ,
XUPBk , C
LPB
k und X
LPB
k werden auch als Hopfield-Koeffizienten bezeichnet. Nach Quelle
[39] gilt auf dem unteren Polaritonzweig fu¨r den photonischen |CLPBk |2 und exzitonischen
Anteil |XLPBk |2:
|CLPBk |2 =
1
2
1 + xk − ~ωck√(
xk − ~ωck
)2
+ 4Ω2x
 (2.16)
|XLPBk |2 =
1
2
1− xk − ~ωck√(
xk − ~ωck
)2
+ 4Ω2x
 . (2.17)
Abb. 2.1 zeigt die Polaritonzweige UPBk und 
LPB
k sowie die Zusammensetzung der Po-
laritonen auf dem LPB, |CLPBk |2 und |XLPBk |2, fu¨r drei verschiedene Verstimmungen.
4Unter Vernachla¨ssigung der Zerfallsterme
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Abbildung 2.1: Die linke Spalte (a,c,e) zeigt die Normalmodenaufspaltung in LPB
und UPB fu¨r eine bei k = 0 resonante photonische Dispersion ~ωc0 = x0 (a) und eine
um jeweils 3 meV positiv (c) und negativ (e) verstimmte. Die rechte Spalte (b,d,f)
zeigt die photonische und exzitonische Zusammensetzung der LPB-Polaritonen.
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Hierbei wurde mit einer Kopplung von Ωx = 6.5 meV und einer effektiven Masse von
mc = 3.78 · 10−5 me gerechnet, wobei me die Elektronenmasse ist.
Abb. 2.1 a zeigt die Dispersionen einer resonanten Kavita¨t, d.h. der Scheitelpunkt von
~ωck beru¨hrt bei k = 0 das als dispersionslos gena¨herte Band xk . Der energetische Null-
punkt wurde dabei gerade auf xk = const. gelegt. Die Normalmodenaufspaltung in LPB
und UPB betra¨gt bei k = 0 jeweils ±Ωx und die Polaritonen sind zu gleichen Anteilen
photonisch und exzitonisch (Abb. 2.1 b). Ist die Kavita¨t jedoch entweder positiv (Abb.
2.1 c) oder negativ (Abb. 2.1 e) verstimmt, u¨berwiegt bei k = 0 der exzitonische (Abb.
2.1 d) bzw. photonische Anteil (Abb. 2.1 f). Die Verstimmung zum Exzitonenband ha¨ngt
vom spezifischen Probenwachstum ab, sodass die Polaritonen im Grundzustand durch
die Epitaxie je nach Bedarf entweder mehr exzitonisch oder mehr photonisch gestimmt
werden ko¨nnen. Diese Arbeit wird sich in Kap. 2 und Kap. 3 auf eine resonante Kavita¨t
beschra¨nken.
Fu¨r k →∞ na¨hert sich in allen drei Fa¨llen UPBk asymptotisch ~ωck , wa¨hrend LPBk gegen
xk konvergiert. Der LPB
5 wird mit ansteigendem k somit immer exzitonischer, wie man
in Abb. 2.1 b,d,f am verschwindenden photonischen und am zunehmenden exzitonischen
Anteil erkennt.
Wird Gl. 2.14 fu¨r ein monochromatisches cw-Pumpfeld Ek ,pump(t) = Ek ,pump exp(−iωpt)
numerisch gelo¨st, pendeln sich nach wenigen Pikosekunden stationa¨re Dichten fu¨r |Ek |2
und |pk |2 ein. Die Felder Ek und pk u¨bernehmen, da koha¨rent angeregt, sowohl die
Frequenz ωp als auch den Impuls k des anregenden Lichtes. Ferner bilden die drei Felder
Ek ,pump, Ek und pk eine feste Phasenbeziehung zueinander aus. Der Zusammenhang
zwischen der Pumpintensita¨t |Ek ,pump|2 und den Dichten |Ek |2 und |pk |2 ist linear. Lo¨st
man, unter Vernachla¨ssigung der nichtlinearen Terme, Gln. 2.12 und 2.13 simultan fu¨r
ein vorgegebenes, ra¨umliches Anregungsprofil Epump(r), erben zudem die stationa¨ren
Felder E(r) und p(r) die gleiche ra¨umliche Verteilung, sofern sich Epump(r) auf einer
µm-Skala nicht zu abrupt a¨ndert und somit die Wirkung des Differenzialoperators Hc
vernachla¨ssigbar wird.
2.3 Nichtlineare Polariton-Optik und Vierwellenmischen
Fu¨r gro¨ßer werdende Exzitondichten |p(r)|2 gilt der lineare Zusammenhang zur Pum-
pintensita¨t nicht mehr. Um die nun auftretenden nichtlinearen Effekte analytisch zu
beschreiben, bietet es sich an, die Gln. 2.12 und 2.13 in die Eigenbasis des Systems,
d.h. ΨLPB und ΨUPB, zu transformieren: Damit einhergehend la¨sst sich das System
5Fu¨r den UPB nehmen exzitonischer und photonischer Anteil jeweils die vertauschten Rollen ein.
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na¨herungsweise mit einer einkomponentigen Bewegungsgleichung, der Gross-Pitaevskii-
Gleichung, beschreiben.
2.3.1 Die Gross-Pitaevskii-Gleichung
Fu¨r eine resonante Kavita¨t lassen sich die Polaritonen des unteren bzw. oberen Polariton-
zweiges fu¨r k = 0 schreiben als Ψ
LPB
UPB = 1√
2
(E ± p), sodass fu¨r E = 1√
2
(
ΨLPB + ΨUPB
)
und fu¨r p = 1√
2
(
ΨLPB −ΨUPB) gilt. Liegt die Pumpfrequenz ~ωp energetisch nah am
LPB-Scheitelpunkt, lassen sich die auf dem UPB angeregten Polaritonen vernachla¨ssigen.
Mit dieser Na¨herung la¨sst sich u¨ber eine Basistransformation von Gl. 2.12 und 2.13 fu¨r
die Polaritonen auf dem unteren Zweig Ψ(r , t) ≡ ΨLPB(r , t) die Bewegungsgleichung
i~
∂
∂t
Ψ(r , t) = (Hp − iγp) Ψ(r , t) + α|Ψ(r , t)|2Ψ(r , t) + Ψpump(r , t) (2.18)
herleiten (Anhang A.1). Der Operator Hp = x0 − Ωx − ~
2
2mp
∆ entspricht im Ortsraum
der Dispersion des unteren Polaritonzweiges, der - aufgrund von ~ωck - am Scheitel-
punkt ebenfalls na¨herungsweise parabolisch ist. Diesem la¨sst sich daher eine effekti-
ve Polaritonmasse mp = 2mc zuordnen, wobei hier mx  mc angenommen wurde.
Die Zerfallsrate der Polaritonen γp =
1
2 (γc + γx) ist gerade das arithmetische Mit-
tel zwischen photonischem und exzitonischem Zerfallsterm. Die abstoßende Polariton-
Polariton-Wechselwirkung α = 14 (VHF + αPSFΩx), die sich aus der Coulomb-Wechselwir-
kung und der Phasenraumfu¨llung zusammensetzt, erbt das Polaritonfeld aus der exzi-
tonischen Komponente. Der Quellterm Ψpump =
1√
2
Epump stammt hingegen aus dem
photonischen Anteil. Die Abha¨ngigkeit dieser neu eingefu¨hrten Parameter von der Zu-
sammensetzung der Polaritonen (den Hopfield-Koeffizienten) - und somit von k - wird
hierbei vernachla¨ssigt.
Gl. 2.18 ist auch als Gross-Pitaevskii-Gleichung (GPE) bekannt und wird - in dieser oder
in erweiteter Form - ha¨ufig in der Literatur verwendet [13, 39, 41, 69, 76–79, 87, 88, 92,
93, 96]. Die Reduktion auf diese einfache Form bietet die Mo¨glichkeit, die nichtlinearen
Eigenschaften eines Polaritonfeldes auch analytisch zu behandeln, was fu¨r das komplette
und gekoppelte Gleichungssystem rasch unu¨bersichtlich werden wu¨rde.
2.3.2 Nichtlineare Abha¨ngigkeit der stationa¨ren Polaritondichte
Auf der Suche nach stationa¨ren Lo¨sungen von Gl. 2.18 wird nun vereinfachend angenom-
men, dass der optische Pump Ψpump(r , t) = Ψpump,0 exp (ikp · r − iωpt) homogen u¨ber
die gesamte x-y-Ebene ausgedehnt ist und senkrecht auf die Kavita¨t einfalle (kp = 0).
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Abbildung 2.2: Gezeigt ist die Abha¨ngigkeit der Polaritondichte |Ψ0|2 von der
Pumpintensita¨t Ipump fu¨r eine Frequenz, die 2 meV unterhalb (a) bzw. oberhalb (b)
des unteren Polaritonzweiges liegt. Letzterer Verlauf bildet eine S-Kurve.
Dieser regt das Polariton-Feld Ψ(r , t) = Ψ0 exp (−iωpt) an, das ebenfalls u¨ber die gesam-
te Kavita¨t ausgedehnt ist und mit der gleichen Frequenz ωp oszilliert. Fu¨r die stationa¨re
Amplitude Ψ0 ergibt sich, eingesetzt in Gl. 2.18, die kubische Gleichung
(
~ωp − p0 + iγp − α|Ψ0|2
)
Ψ0 = Ψpump,0. (2.19)
Hierbei ist p0 = 
x
0 −Ωx gerade das Energieminimum des LPB. Je nach Parameterwahl,
sind fu¨r Ψ0 maximal drei verschiedene Lo¨sungen mo¨glich. Der Verlauf der Polariton-
Dichte |Ψ0|2 in Abha¨ngigkeit von der Pumpintensita¨t Ipump ist in Abb. 2.2 fu¨r zwei
Pumpfrequenzen dargestellt, gerechnet wurde hierbei mit typischen GaAs-Parametern
(α = 0.0024 meVµm2, γc = 0.8 meV und γx = 0.2 meV). Fu¨r eine Frequenz unterhalb
von p0 (~ωp = 
p
0 − 2 meV) steigt |Ψ0|2 monoton mit Ipump (Abb. 2.2 a). Oberhalb von
p0 (~ωp = 
p
0 + 2 meV) kann dieser Verlauf jedoch eine S-Kurve bilden (Abb. 2.2 b), die
Zuweisung Ipump → |Ψ0|2 ist daher nicht mehr eindeutig: Einer einzigen Intensita¨t Ipump
ko¨nnen innerhalb der S-Kurve bis zu drei verschiedene Dichten |Ψ0|2 zugeordnet werden.
Dieser spezielle Verlauf tritt ab einer Frequenz ~ωp > p0 +
√
3γp auf [13], wie sich durch
eine Analyse von Gl. 2.19 zeigen la¨sst (Anhang A.2). Der mittlere Ast der S-Kurve in
Abb. 2.2 b ist stets instabil, weshalb dieser Verlauf auch als Bistabilita¨t bezeichnet wird
[98] (die Stabilita¨t der Lo¨sungen |Ψ0|2 wird allgemein in Abschn. 2.4.2 diskutiert).
Diejenige Dichte, die das System tatsa¨chlich annimmt, folgt einer Hystere [13]: Na¨hert
man sich mit der Intensita¨t vom unteren Ast der S-Kurve, verbleibt |Ψ0|2 auf dem
unteren Ast, und springt nach dessen Ende (oder, wenn die Lo¨sungen auf dem unteren
Ast ebenfalls nicht mehr stabil sind) abrupt in den oberen. Befindet sich |Ψ0|2 jedoch
auf dem oberen Ast, bleibt die Dichte auch bei sinkender Intensita¨t auf dem oberen Ast,
und springt bei dessen Ende abrupt in den unteren. In der Optoelektronik bietet diese
Bistabilita¨t eine Anwendung als rein optischer Transistor [46]: Fu¨r eine Anregung unter
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einem bestimmten Winkel (kp 6= 0) und fu¨r eine Pumpintensita¨t innerhalb der S-Kurve
kann durch ein zusa¨tzliches, schwaches Eingangssignal zwischen unterem und oberem
Ast geschaltet werden.
Fu¨r die in Abb. 2.2 gezeigte Pumpintensita¨t Ipump gilt nach [4]:
Ipump = 20cns|E0,inc|2, (2.20)
wobei E0,inc = (~tc)−1Epump dem in die Kavita¨t eindringenden E-Feld entspricht (siehe
Abschn. 2.1). Durch Umstellen von γc =
~2t2cωp
20cns
nach ~2t2c und Einsetzen in Gl. 2.20,
la¨sst sich zwischen der physikalischen Pumpintensita¨t Ipump und dem mikroskopischen
Quellterm |Ψpump|2 der Zusammenhang
Ipump = 2
ωp
γc
|Ψpump|2 (2.21)
herstellen. Benutzt wurde hierbei, dass |Epump|2 = 2|Ψpump|2.
2.3.3 Entartetes Vierwellenmischen
Beru¨cksichtig man u¨ber k = 0 hinaus noch weitere Moden, ko¨nnen die Polaritonen auf-
grund ihrer abstoßenden Wechselwirkung untereinander phasenangepasst streuen. In-
nerhalb unserer χ(3)-Halbleitertheorie [30] fu¨hrt dies zu dem in der nichtlinearen Optik
bekannten Vierwellenmischen (“four-wave mixing”, FWM) [31, 47–50], das experimen-
tell u.a. dazu verwendet werden kann, die Lebensdauer einer koha¨renten Polarisation in
einem nichtlinearen Medium zu bestimmen. Im Rahmen dieser Arbeit ist das Vierwel-
lenmischen jedoch der grundlegende Mechanismus fu¨r optische Instabilita¨t und Muster-
bildung, weshalb es hier - vorerst in einem optisch stabilen Feld - ausfu¨hrlich untersucht
wird.
Beim Vierwellenmischen bilden drei u¨berlagerte, optische Felder mit den Impulsen k1,
k2, und k3 ein viertes Feld mit k fwm = k1 + k2 − k3. Vorraussetzung ist hierbei eine
Koha¨renz der Polarisation in dem nichtlinearen Medium. Sind zwei der auftreffenden
Felder identisch, spricht man auch von entartetem Vierwellenmischen. Ein Spezialfall,
der in diesem Abschnitt behandelt wird, ist die Anwesenheit eines optischen Pumpfeldes
kpump, das eine starke Polarisation anregt, und eines wesentlich schwa¨cheren Probefeldes
mit kprobe. Die U¨berlagerung beider erzeugt ein Vierwellenmisch-Signal mit k fwm =
2kpump − kprobe.
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Abbildung 2.3: a zeigt den optischen Aufbau zur Untersuchung von Vierwellenmi-
schen fu¨r einen Pump im axialen und einen Probe im nichtaxialen Einfall. Die Refle-
xionen von Pump und Probe an der Beschichtung wurden vernachla¨ssigt. b zeigt den
als parabolisch gena¨herten LPB und den durch die Pumppolaritonen blauverschobe-
nen LPB mit Pump, resonantem Probe und FWM.
Um diesen Fall bei Exziton-Polaritonen zu untersuchen, bietet es sich an, Gl. 2.18 im
k-Raum zu betrachten. Nach einer Fouriertransformation folgt:
i~
∂
∂t
Ψk =
(
pk − iγp
)
Ψk + α
∑
k ′k ′′
Ψ∗k ′+k ′′−kΨk ′Ψk ′′ + Ψk ,pump, (2.22)
wobei pk = 
p
0 +
~2k2
2mp
der als parabolisch gena¨herten Dispersion des LPB entspricht. Die
lokale Nichtlinearita¨t in Gl. 2.18 wird, vgl. Gl. 2.11, zu einer Doppelsumme u¨ber alle
besetzten Moden k ′, k ′′. Diese beinhaltet alle mo¨glichen phasenangepassten (impulser-
haltenden) Streuprozesse von k ′ und k ′′ nach k ′ + k ′′ − k und k .
Ein starker cw-Pump, der senkrecht in die Kavita¨t eindringt (kpump = 0) und ein
schwacher cw-Probe unter schra¨gem Einfall mit einem endlichen Impuls kprobe regen
nun die Felder Ψ0 und Ψkprobe an. Fu¨r das Vierwellenmisch-Feld Ψk fwm bei k fwm =
2kpump − kprobe = −kprobe ergibt sich die Bewegungsgl.
i~
∂
∂t
Ψk fwm =
(
pk fwm + 2α|Ψ0|2 − iγp
)
Ψk fwm + αΨ
2
0Ψ
∗
kprobe
, (2.23)
wobei die Doppelsumme aus Gl. 2.22 fu¨r die Impulse kpump = 0, kprobe und k fwm aus-
gewertet wurde. Unter der Annahme |Ψ0|  |Ψkprobe | wurden in Gl. 2.23 alle auftreten-
den quadratischen und kubischen Terme in Ψkprobe und Ψk fwm vernachla¨ssigt. Die hohe
Dichte an Pumppolaritonen |Ψ0|2 bildet ein abstoßendes Potential, aufgrund dessen die
Dispersion pk fwm eine Blauverschiebung um 2α|Ψ0|2 erfa¨hrt.
Der Term αΨ20Ψ
∗
kprobe
ist der Quellterm fu¨r das Feld Ψk fwm , das fu¨r stationa¨re Dichten
mit der Frequenz ωfwm = 2ωp−ωprobe oszilliert. Nachfolgend nehmen wir an, dass Pump-
und Probefrequenz identisch sind, sodass auch ωfwm = ωpump = ωprobe. Da der Quellterm
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αΨ20Ψ
∗
kprobe
quadratisch mit dem Pump, jedoch linear mit Probe skaliert, nennen wir den
hier untersuchten Prozess auch “Lineares Vierwellenmischen”(LFWM).
Abb. 2.3 a zeigt den optischen Aufbau eines Vierwellenmisch-Experiments mit einem
auf die Kavita¨t senkrecht einfallenden (axialen) Pump und einem schra¨g einfallenden
(nichtaxialen) Probe. Das FWM verla¨sst die Kavita¨t u¨ber die photonische Komponente
der Polaritonen in entgegengesetzter Richtung zum Probe. Abb. 2.3 b zeigt ein Bei-
spiel fu¨r Pump, Probe und FWM im ω-k-Raum, auf das wir uns im Nachfolgenden
beschra¨nken werden: Der Pump bei k = 0 liegt hier oberhalb des Energieminimums p0.
Probe und FWM haben die gleiche Energie (in der Abb.: ~ωp = p0 +2 meV), liegen aber
resonant und entgegengesetzt auf der blauverschobenen Polaritondispersion.
Der Probe stimuliert die Pumppolaritonen zu paarweiser energie- und impulserhaltender
Streuung, wie sie mit den horizontalen Pfeilen in Abb. 2.3 b dargestellt ist. Bei diesem
Prozess streut ein axiales Polariton in die Mode k fwm und erzeugt das FWM-Signal
Ψk fwm , wa¨hrend ein zweites nach −k fwm = kprobe streut, um den Probe Ψkprobe zu
versta¨rken. Diese Versta¨rkung wird an der Ru¨ckkopplung von Ψk fwm in der Bewegungsgl.
von Ψkprobe deutlich:
i~
∂
∂t
Ψkprobe =
(
pkprobe + 2α|Ψ0|2 − iγp
)
Ψkprobe + αΨ
2
0Ψ
∗
k fwm
+Ψprobe. (2.24)
Wie in Gl. 2.23 wurden auch hier alle quadratischen und kubischen Terme in Ψkprobe
und Ψk fwm vernachla¨ssigt. Ebenso wie fu¨r Ψk fwm wird die Polaritondispersion 
p
k durch
die Pumppolaritonen blauverschoben. Abgesehen von der externen Quelle Ψprobe, wird
Ψkprobe durch den Term αΨ
2
0Ψ
∗
k fwm
versta¨rkt - und somit u¨ber das eigene FWM. Diese
Versta¨rkung des Probefeldes fu¨hrt zu einer weiteren Versta¨rkung des Vierwellenmischens,
was wiederum zu einer sta¨rkeren Ru¨ckkopplung fu¨hrt, usw. Innerhalb der χ(3)-Theorie
treten darum immer auch Nichtlinearita¨ten beliebig hoher Ordnung auf, wenn die Gln.
2.23 und 2.24 konsistent gelo¨st werden.
2.3.4 Nichtentartetes Vierwellenmischen
Fu¨r den Fall eines nichtentarteten Vierwellenmischens betrachten wir wieder einen op-
tischen Aufbau mit einem starken Pump bei kpump = 0, mit allerdings nicht nur einem,
sondern zwei Probes in verschiedenen Moden kprobe1 und kprobe2. Durch den zweiten
Probe werden fu¨r das Vierwellenmischen auch Kombinationen ho¨herer Ordnung, z.B.
k fwm = kprobe1 + kprobe2 − kpump = kprobe1 + kprobe2 mo¨glich.6
6Hier sind auch andere Kombinationen mo¨glich, z.B. bei k fwm = k0 +kprobe1−kprobe2. Aus Gru¨nden
der U¨bersichtlichkeit beschra¨nken wir uns nur auf die hier beschriebene.
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Abbildung 2.4: Schematisch zu sehen sind Streuprozesse verschiedener Ordnun-
gen im Rahmen des χ(3)-Modells. Der schwarze Kreis markiert einen Querschnitt des
LPB fu¨r eine Energie oberhalb des Energieminimums. Die gru¨nen Pfeile symbolisieren
einen Einstreu-, die blauen einen Ausstreuvorgang in dem jeweiligen Prozess. Eine
a¨hnliche Grafik findet sich in Quelle [4].
Analog zu Gl. 2.23 la¨sst sich fu¨r diese Art des Vierwellenmischens eine Bewegungsgl. fu¨r
Ψk fwm herleiten:
i~
∂
∂t
Ψk fwm =
(
pk fwm + 2α|Ψ0|2 − iγp
)
Ψk fwm + 2αΨ
∗
0Ψkprobe1Ψkprobe2 , (2.25)
wobei in der Doppelsumme in Gl. 2.22 nur die Impulse kpump = 0, kprobe1 und kprobe2
und k fwm beru¨cksichtigt wurden. Vernachla¨ssigt wurden bei der Auswertung alle kubi-
schen Terme in Ψkprobe1 , Ψkprobe2 , Ψk fwm und alle Mischterme der eben genannten. Der
Quellterm von Ψk fwm skaliert linear im Pump, dafu¨r aber bilinear in den schwachen
Feldern Ψkprobe1 und Ψkprobe2 . Deswegen wird Ψk fwm auch als “sekunda¨res”[2] oder “qua-
dratisches Vierwellenmischen”[4] (QFWM) bezeichnet. Der Quellterm oszilliert mit einer
Frequenz von ωfwm = ωprobe1 +ωprobe2−ωp, wobei wir auch hier desweiteren annehmen,
dass alle vier Frequenzen identisch sind.
So wie das lineare Vierwellenmischen als ein stimulierter Streuvorgang zweier Pump-
polaritonen in zwei nichtaxiale Moden zu verstehen ist, so kann man das quadratische
Vierwellenmischen als ein stimuliertes Streuen zweier nichtaxialer Moden in eine an-
dere nichtaxiale und in die axiale Mode verstehen. Abb. 2.4 zeigt einen schematischen
U¨berblick u¨ber den in Abschn. 2.3.3 diskutierten linearen Prozess (a), den hier soeben
behandelten quadratischen Prozess (b) und einen Prozess kubischer Ordnung (c), bei
dem zwei nichtaxiale Polaritonen in zwei andere nichtaxiale Moden streuen.
Wa¨hrend ein resonanter, linearer Streuprozess lediglich durch einen resonanten Pro-
be stimuliert werden kann, herrscht fu¨r den quadratischen Prozess eine geometrische
Einschra¨nkung: Hier mu¨ssen nicht nur die beiden Probes resonant sein, sondern auch
aufgrund der Impulserhaltung k fwm = kprobe1 + kprobe2 in einer hexagonalen Geometrie
2.3. NICHTLINEARE POLARITON-OPTIK UND VIERWELLENMISCHEN 19
liegen, damit fu¨r k fwm die Resonanzbedingung ebenfalls erfu¨llt ist. Eine solche hexago-
nale Geometrie ist in Abb. 2.4 b dargestellt: kprobe1, kprobe2 und k fwm bilden zusammen
drei benachbarte Punkte eines regula¨ren Hexagons. Fu¨r den kubischen Prozess gilt eine
solche Einschra¨nkung wiederum nicht. Eine ausfu¨hrliche Beschreibung dieses Streupro-
zesses findet sich in Quelle [4].
Um das anhand der vereinfachten GPE diskutierte Vierwellenmischen numerisch zu
untersuchen, lassen sich die gekoppelten Gln. 2.12 und 2.13 mit Hilfe des Runge-Kutta-
Verfahrens vierter Ordnung [51] auf einem Gitter im Ortsraum lo¨sen. Im Falle des linea-
ren Vierwellenmischens setzen wir fu¨r den Pump den Ansatz
Epump(r , t) =
(
Epump,0 + Eprobee
ikprobe·r
)
e−iωpt (2.26)
ein, fu¨r das quadratische Vierwellenmischen
Epump(r , t) =
(
Epump,0 + Eprobe1e
ikprobe1·r + Eprobe2eikprobe2·r
)
e−iωpt. (2.27)
Hierbei sind Epump,0, Eprobe, Eprobe1 und Eprobe2 endliche Ortsraumprofile. Fu¨r die De-
tails zur numerischen Implementierung von Gl. 2.12 und 2.13, siehe Anhang B.
Abb. 2.5 zeigt die Ergebnisse fu¨r stationa¨re Dichten im Orts- und k-Raum in den beiden
untersuchten Fa¨llen, ferner die Phase der Felder im k-Raum zu einem beliebig gewa¨hlten
Zeitpunkt. Gerechnet wurde auf einem Gitter mit 300 Stu¨tzstellen und einer Ausdeh-
nung L = 60 µm in beiden Richtungen. Die Dichten wurden hierbei in weniger als 100
ps stationa¨r. Die verwendete Kopplungskonstante betrug wie in Abschn. 2.2 Ωx = 6.5
meV, die Zerfallsraten γc = 0.8 meV und γx = 0.2 meV. Die Frequenz ~ωp = x0 − 4.0
meV wurde 2.5 meV u¨ber dem LPB-Minimum gewa¨hlt, was (inklusive Blauverschie-
bung) einer Resonanz bei ungefa¨hr k ≈ 2.3 µm−1 entspricht. Die Pumpintensita¨t liegt
im Maximum des Ortsraumsprofils |Epump,0|2 bei Ipump = 25.52 kWcm−2, was einer
maximalen Exzitondichte von |p|2 = 0.36 · 1010 cm−2 entspricht.7 Fu¨r die Details der
numerischen Implementierung, siehe Anhang B.
Abb. 2.5 a zeigt die Exzitonendichte |p|2 im Ortsraum fu¨r eine Rechnung mit nur einem
einzelnen Probe, der in vertikaler Richtung auf die Kavita¨t auftrifft. Die Intensita¨t des
Probes betra¨gt |Eprobe|2 = 10−4|Epump|2. Aufgrund der Interferenz mit dem Pumpfeld
bildet sich ein horizontales Streifenmuster. Im k-Raum (Abb. 2.5 c) ist (in logarith-
mischer Skala) neben dem Pump bei k = 0 und dem Probe bei k = (0|2.3) µm−1
auch das LFWM bei k = (0| − 2.3) µm−1 zu sehen. Um das quadratische Vierwellen-
mischen zu untersuchen, wurde die Intensita¨t der beiden Probes, Probe1 und Probe2,
mit |Eprobe1|2 = |Eprobe2|2 = 0.04|Epump|2 ho¨her gewa¨hlt. Die Probes liegen, wie in
7Fu¨r eine Rechnung ohne Probe.
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Abbildung 2.5: Simulationen zum linearen (a,c,e) und quadratischen (b,d,f) Vier-
wellenmischen. Die stationa¨re Dichte |p|2 wird zur Zeit t = 200 ps sowohl im Orts-
raum (a,b) als auch logarithmisch im k-Raum (c,d) dargestellt. e und f zeigen die
Phase von p, die eine feste Beziehung zwischen Pump, Probe(s) und FWM ausbildet.
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Abb. 2.4 gezeigt, in hexagonaler Geometrie. Im Ortsraum (Abb. 2.5 b) ist als Lo¨sung
fu¨r diesen Fall nun ein komplizierteres Muster zu erkennen, da sich mehrere Felder
u¨berlagern. Im k-Raum sieht man die beiden Probes bei k = 2.3
(
cos pi6 | sin pi6
)
µm−1
und k = 2.3
(− cos pi6 | sin pi6 ) µm−1, dazu die linearen Vierwellenmisch-Felder LFWM1
und LFWM2 in jeweils entgegengesetzter Richtung. Das QFWM liegt wie erwartet bei
k = (0|2.3) µm−1.
Die Phasenbeziehung zwischen Pump, Probe und FWM wurde bislang noch nicht dis-
kutiert. Diese analysieren wir basierend auf den Gln. 2.23 und 2.25: Fu¨r eine stationa¨re
Dichte |Ψk fwm |2 oszilliert die Phase mit der Pumpfrequenz, daraus folgt i~ ∂∂tΨk fwm =
~ωpΨk fwm . Im Falle einer resonanten Anregung entspricht die Frequenz gerade ~ωp =
pk fwm + 2α|Ψ0|2. Eingesetzt in Gl. 2.23 und 2.25 ergeben sich die Beziehungen
iγpΨ
L
k fwm
= αΨ20Ψ
∗
kprobe
(2.28)
iγpΨ
Q
k fwm
= 2αΨ∗0Ψkprobe1Ψkprobe2 (2.29)
fu¨r die Amplitude des linearen (ΨLk fwm) bzw. quadratischen Vierwellenmischens (Ψ
Q
k fwm
).
Mit i = ei
pi
2 lassen sich aus den Gleichungen 2.28 und 2.29 die Phasenbeziehungen
ΦLfwm = 2Φ0 − Φprobe −
pi
2
+ 2pin (2.30)
ΦQfwm = Φprobe1 + Φprobe2 − Φ0 −
pi
2
+ 2pin (2.31)
herleiten. Hierbei sind ΦLfwm und Φ
Q
fwm jeweils die Phasen von Ψ
L
k fwm
und ΨQk fwm und
die Phasen Φ0, Φprobe, Φprobe1 und Φprobe2 geho¨ren jeweils zu den Feldern Ψ0, Ψkprobe ,
Ψkprobe1 und Ψkprobe2 . Die Phase ist bis auf ein Vielfaches von 2pi eindeutig, so dass n in
den Gln. 2.31 und 2.31 eine ganze Zahl ist.
In Abb. 2.5 e und f sind die Phasen der Exzitonen im k-Raum aufgetragen. Fu¨r das
lineare FWM (Abb. 2.5 e) ergibt sich im Bogenmaß: Φ0 = 2.75, Φprobe = 1.33 und
ΦLfwm = 2.50. Setzt man Φ0 = 2.75 und Φprobe = 1.33 allerdings in Gl. 2.31 ein, ergibt
sich mit ΦLfwm = 2.60 eine leichte Abweichung. Fu¨r das quadratische FWM (Abb. 2.5 f)
lassen sich die Werte Φ0 = −1.39 und Φprobe1 = Φprobe2 = 3.14 ablesen. Das quadratische
FWM hat eine Phase von ΦQfwm = −0.11, wobei sie theoretisch (Gl. 2.31) ΦQfwm =
−0.18 betragen mu¨sste. Die Abweichungen in der Gro¨ßenordnung von 0.1 in beiden
Fa¨llen ergeben sich einerseits aus den Na¨herungen in der Theorie (Vernachla¨ssigung
der quadratischen und kubischen Terme), andererseits in mo¨glichen Abweichungen von
der Resonanz. Die in Abschn. 2.3.3 diskutierte Ru¨ckkopplung wurde ebenfalls nicht in
Betracht gezogen. Eine weitere Fehlerquelle sind speziell im quadratischen Fall die fu¨r
das QFWM vernachla¨ssigten Beitra¨ge von LFWM1 und LFWM2 (Abb. 2.5 d).
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Abbildung 2.6: QFWM als UND-Gatter. Gezeigt sind die drei mo¨glichen Fa¨lle
an/aus (a und b), aus/an (c und d) und an/an (e und f). Jeweils links ist eine Mo-
mentaufnahme im k-Raum zu sehen, jeweils rechts der zeitliche Verlauf der Intensita¨t
der Ein- und Ausgangssignale.
Abgesehen von einigen quantitativen Abweichungen ist die Gross-Pitaevskii-Gl. (Gl.
2.18) somit sehr geeignet, nichtlineare Effekte analytisch zu beschreiben. Sie wird zu
diesem Zweck in dieser Arbeit darum ha¨ufiger verwendet, wa¨hrend fu¨r die numerischen
Rechnungen das gekoppelte System bestehend aus E und p-Feld (Gln. 2.12 und 2.13)
gelo¨st wird.
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2.3.5 Quadratisches Vierwellenmischen als optisches UND-Gatter
Da fu¨r das quadratische Vierwellenmischen zwei Probes no¨tig sind, la¨sst es sich prinzipiell
als Kontrollsignal fu¨r die Realisierung eines UND-Gatters in rein optischen Schaltkrei-
sen verwenden. Zu diesem Zweck betrachten wir ein konstant gepumptes Polaritonfeld
bei k = 0, aber zeitlich gepulste Probes als Eingangssignale mit einer Halbwertsbrei-
te von 50 ps. Diese sind in hexagonaler Geometrie angeordnet und ko¨nnen wahlweise
vereinzelt oder gemeinsam auf die Kavita¨t auftreffen. Ein durch das quadratische Vier-
wellenmischen erzeugter Kontrollpuls (QFWM) entsteht jedoch nur fu¨r ein gleichzeitiges
Auftreffen beider Probes.
Abb. 2.6 (a,c,e) zeigt eine Momentaufnahme der photonischen Komponente von Probe(s)
und Fwm im k-Raum kurz nach Eintreffen der Eingangspulse. Der Pump bei k = 0 ist
der U¨bersicht wegen ausgeblendet. Ist nur ein Eingangssignal an (Probe1 in Abb. 2.5
a oder Probe2 in Abb. 2.5 c) bildet sich nur das lineare Vierwellenmischen (LFWM1
bzw. LFWM2), wa¨hrend das Kontrollsignal aus bleibt. kprobe1 und kprobe2 schließen
dabei einen Winkel von 60o ein. Im Falle beider Eingangssignale (Abb. 2.5 c) bildet
sich ein Hexagon bestehend aus Probe1, Probe2, LFWM1, LFWM2 und zwei Kontroll-
signalen (QFWM). Abb. 2.6 (b,d,f) zeigt die zeitabha¨ngigen Intensita¨ten von Probe1,
Probe2 und einem QFWM. Fu¨r eine in Vergleich zu Abb. 2.5 ho¨here axiale Polariton-
dichte (|p|2 = 0.74 · 1010 cm−2) werden die linearen und quadratischen Streuprozesse
sta¨rker. Die Kontrollsignale erreichen dadurch nahezu die selbe Gro¨ßenordnung wie die
Eingangssignale. In dem gezeigten Beispiel ist das QFWM, das sich nur um wenige ps
verzo¨gert bildet, nur noch um einen Faktor 2.5 schwa¨cher.
2.4 Lineare Stabilita¨tsanalyse (LSA)
Die durch den linearen Streuprozess verursachte Ru¨ckkopplung des LFWM (vgl. Absch.
2.3.3) kann - abha¨ngig von der Pumpintensita¨t - den Zerfall eines flu¨chtigen, nichtaxi-
alen Polaritonfeldes relevant verlangsamen. Diese “Verlangsamung” kann auch als eine
effektive Reduktion der polaritonischen Zerfallsrate γp zu γ
eff
p aufgefasst werden. Dieser
Abschnitt stellt, anhand der Gross-Pitaevskii-Gl. fu¨r ein homogenes Pumpfeld mit sta-
tiona¨rer Dichte, eine quantitative Bestimmung von γeffp vor: Die lineare Stabilita¨tsanal-
yse (LSA), die bereits in den Quellen [10, 52, 53] angewandt wurde.
“Stabilita¨tsanalyse” darum, weil mit ihrer Hilfe auch die optische Stabilita¨t homogener
Polaritonfelder bewertet werden kann: Ist der lineare Streuprozess so stark, dass er
nichtaxiale Felder u¨ber ihren Zerfall hinaus versta¨rkt, wird γeffp < 0, was zu einem
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exponentiellen Anwachsen kleiner Sto¨rungen fu¨hrt. Kann dieser Prozess eintreten, so
spricht man von optischer Instabilita¨t [54, 55].
2.4.1 LSA anhand der Gross-Pitaevskii-Gleichung
Um die optische Stabilita¨t zu untersuchen, nehmen wir ein axiales und homogenes Po-
laritonfeld Ψ0 an, dass durch ein schwaches Rauschen Ψnoise mit einem beliebigen, aber
festen Impuls k gesto¨rt wird. Weiterhin nehmen wir an, dass Ψnoise mit der selben
Frequenz ωp oszilliert. Zusa¨tzlich zu Ψnoise wird Ψ0 auch mit Ψfwm als dem Vierwellen-
mischen mit einem Impuls k fwm = −k u¨berlagert (Abschn. 2.3.3).
Folglich gilt fu¨r das gesamte Feld:
Ψ(r, t) =
(
Ψ0 + Ψnoisee
ikr + Ψfwme
−ikr
)
e−iωt. (2.32)
Setzt man diesen Ansatz in die Gross-Pitaevskii Gl. 2.18 ein, la¨sst sich unter bestimm-
ten Na¨herungen eine gekoppelte Bewegungsgl. fu¨r Ψnoise und Ψfwm herleiten. Diese
Na¨herungen sind: (i) Das homogene Feld Ψ0 bleibt zeitlich konstant, da es durch das
Rauschen nicht wesentlich beeinflusst wird. (ii) Das axiale Feld ist wesentlich sta¨rker
als jegliche Sto¨rung (|Ψ0|2  |Ψnoise|2 bzw. |Ψfwm|2). Aufgrund dieser Na¨herung ko¨nnen
Terme, die quadratisch oder kubisch in Ψnoise und in Ψfwm auftreten und a¨quivalente
Mischterme vernachla¨ssigt werden.
Die Dynamik von Ψnoise und Ψfwm la¨sst sich dann durch die lineare Differentialgleichung
~
∂
∂t
(
Ψnoise
Ψ∗fwm
)
= −i
(
∆k αΨ
2
0
−αΨ∗20 −∆∗k
)(
Ψnoise
Ψ∗fwm
)
≡M
(
Ψnoise
Ψ∗fwm
)
(2.33)
beschreiben. Hierbei ist der Realteil von ∆k = 
p
k + 2α|Ψ0|2 − ~ωp − iγp die Frequenz-
verstimmung zur blauverschobenen Polaritondispersion, der Imagina¨rteil entspricht der
negativen Zerfallsrate −γp der Polaritonen. Fu¨r eine Herleitung von Gl. 2.33 siehe An-
hang A.3. Die Eigenwerte von M = M(k) lauten:
β±(k) = −γp ±
√
α2|Ψ0|4 − (<∆k )2. (2.34)
Ein Spezialfall von Gl. 2.33 liegt dann vor, wenn (Ψnoise,Ψ
∗
fwm)
T gerade ein Eigenvektor
der Matrix M ist. Die effektive Wachstumsrate β(k) ≡ −γeffp (k), mit der die Felder
Ψnoise und Ψ
∗
fwm (je nach Vorzeichen) entweder gleichma¨ßig anwachsen oder abklingen,
entspricht in diesem Fall dem dazugeho¨rigen Eigenwert. Die Diskriminante in Gl. 2.34,
α2|Ψ0|4−(<∆k )2, wird maximal fu¨r <∆k = 0, d.h. wenn der Impuls k des Feldes Ψnoise
gerade auf der blauverschobenen Dispersion liegt. In diesem Fall wirdM auch hermitesch,
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Abbildung 2.7: Mit der LSA nach Gl. 2.34 bestimmte Wachstumsraten β±(k) (nur
Realteil) fu¨r verschiedene Dichten |Ψ0|2. Zur Unterscheidung zwischen stabilen und
instabilen Feldern Ψ0 wurde die Nulllinie schwarz gekennzeichnet.
was den Vorteil hat, dass die Eigenvektoren eine Orthonormalbasis von C2 bilden, in die
sich jeder beliebige Vektor (Ψnoise,Ψ
∗
fwm)
T zerlegen la¨sst: Diese Eigenvektoren sind fu¨r
ein reelles Ψ0 jeweils
1√
2
(∓i, 1)T.
Fu¨r den ho¨heren Eigenwert reduziert sich fu¨r <∆k = 0 die effektive Zerfallsrate in
Gl. 2.34 zu γeffp = γp − α|Ψ0|2. Der dazugeho¨rige Eigenvektor 1√2 (−i, 1)
T erfu¨llt ge-
rade die Phasenbedingung Φfwm = 2Φ0 − Φnoise − pi2 fu¨r eine Ru¨ckkopplung zwischen
Ψnoise und Ψfwm, wie sie in Abschn. 2.3.4 diskutiert wurde. Die Phasenbeziehung fu¨r
den Eigenvektor des niedrigeren Eigenwerts, 1√
2
(i, 1)T, entspricht hingegen einer de-
struktiven Ru¨ckkopplung: Bei dieser schwa¨chen die stimulierten Streuprozesse Ψnoise
und Ψfwm durch destruktive Interferenz ab, wodurch sich die effektive Zerfallsrate auf
γeffp = γp + α|Ψ0|2 erho¨ht.
Falls (<∆k )2 > α2|Ψ0|4, wird β±(k) komplexwertig. Der auftretende Imagina¨rteil ent-
spricht einer Verschiebung ~∆ω =
√
(<∆k )2 − α2|Ψ0|4 der Frequenzen ωnoise = ωp±∆ω
und ωfwm = ωp∓∆ω. Diese Verstimmung wird fu¨r polarisationsabha¨ngige Felder in Kap.
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3 diskutiert. Abb. 2.7 zeigt die Realteile von β±(k) in Abha¨ngigkeit von k fu¨r vier ver-
schiedene Dichten |Ψ0|2. Die Frequenz liegt wie in Abb. 2.3 b ~ωp = p0+2 meV u¨ber dem
LPB, so dass resonantes Streuen in nichtaxiale Moden ermo¨glicht wird. In Abb. 2.7 a ist
bereits bei einer geringen Dichte die Aufspaltung in <β+ und <β− fu¨r k ≈ 1.7 µm−1 zu
erkennen. Die effektive Zerfallsrate γeffp weicht nur in diesem kleinen Bereich von γp = 0.5
meV ab. Fu¨r steigende Dichten nimmt die Aufspaltung immer weiter zu, wobei sich auf-
grund der sta¨rker werdenden Blauverschiebung die Scheitelpunkte von <β+ und <β− zu
kleineren k verschieben. Oberhalb einer Schwelldichte |Ψ0|2 > α−1γp wird β+ erstmals
positiv (Abb. 2.7 b). Die einstreuenden Pumppolaritonen werden hierbei so zahlreich,
dass die Feldsta¨rke von Ψnoise und Ψfwm aufgrund ihrer gegenseitigen Ru¨ckkopplungen
divergiert. Da in diesem Fall geringe Dichtefluktuationen bei k ≈ 1.2 µm−1 beginnen,
exponentiell anzuwachsen, kann das homogene Feld Ψ0 als instabil bewertet werden. Ab
einer Dichte von
|Ψ0|2 = 2
3
~ωp − p0
α
−
√
1
9
(
~ωp − p0
α
)2
− 1
3
(γp
α
)2
(2.35)
ist ein neuer Bereich hervorzuheben: Hier ist <β+ schon bei k = 0 gro¨ßer als 0 (Abb.
2.7 c). Das hat zur Folge, dass Ψ0 bereits fu¨r homogene Dichteschwankungen instabil
wird, sodass es nicht mehr durch ein Filtern nichtaxialer Moden stabilisiert werden kann.
Wir bezeichnen diese Art der Instabilita¨t auch als axiale Instabilita¨t. Bei noch ho¨heren
Dichten |Ψ0|2 kann die Blauverschiebung den LPB u¨ber das energetische Niveau der
Frequenz ~ωp hinaus erho¨hen. Das hat zur Folge, dass die Pumppolaritonen nicht mehr
resonant streuen ko¨nnen. Daher wird Ψ0 ab einer Dichte von
|Ψ0|2 = 2
3
~ωp − p0
α
+
√
1
9
(
~ωp − p0
α
)2
− 1
3
(γp
α
)2
(2.36)
wieder stabil: Wie in Abb. 2.7 d zu sehen, gilt wieder u¨berall <β+ < 0. Der Dichtebereich
fu¨r die optische Instabilita¨t hat daher eine untere und eine obere Grenze.
2.4.2 LSA fu¨r die gekoppelten Bewegungsgleichungen
Eine lineare Stabilita¨tsanalyse la¨sst sich nicht nur fu¨r die Gross-Pitaevskii-Gl., sondern
auch fu¨r die gekoppelten Bewegungsgln. der Photonen und Exzitonen (Gln. 2.12 und
2.13) durchfu¨hren. Anstelle des homogenen Polaritonfeldes Ψ0 betrachten wir dazu die
homogenen Felder E0 und p0, die in einer festen Gro¨ßen- und Phasenbeziehung zuein-
ander stehen und u¨ber ein homogenes Feld Epump angeregt werden. Das Sto¨rfeld Ψnoise
la¨sst sich ebenfalls in einen photonischen (Enoise) und exzitonischen Anteil (pnoise) zer-
legen. Bezieht man analog zu Gl. 2.32 das Vierwellenmischen (Efwm und pfwm) mit ein,
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Abbildung 2.8: Mit der LSA fu¨r die gekoppelten Gln. bestimmte Wachstumsraten
fu¨r den unteren (βLPB± ) und oberen (β
UPB) Polaritonzweig (nur Realteil). Betrach-
tet wurden verschiedene Exzitonendichten |p0|2. Wie in Abb. 2.7 wurde die Nulllinie
schwarz markiert.
la¨sst sich die Superposition dieser Felder schreiben als:
E(r, t) =
(
E0 + Enoisee
ikr + Efwme
−ikr
)
e−iωt (2.37)
p(r, t) =
(
p0 + pnoisee
ikr + pfwme
−ikr
)
e−iωt, (2.38)
wobei auch hier angenommen wurde, dass alle Felder mit der selben Frequenz ωp os-
zillieren. Wie fu¨r Ψnoise und Ψ
∗
fwm in Gl. 2.33, la¨sst sich unter Vernachla¨ssigung aller
quadratischen und kubischen Terme in Sto¨r- und Vierwellenmischfeldern ebenfalls eine
lineare Differentialgleichung fu¨r Enoise, pnoise, E
∗
fwm und p
∗
fwm herleiten:
~
∂
∂t

Enoise
E∗fwm
pnoise
p∗fwm
 = −i

∆~ωck 0 −Ωx 0
0 −∆~ωc∗k 0 Ω∗x
−Ω˜x 0 ∆xk U
0 Ω˜∗x −U∗ −∆x∗k

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Enoise
E∗fwm
pnoise
p∗fwm
 (2.39)
28 KAPITEL 2. SKALARE POLARITONFELDER
Hierbei sind ∆~ωck = ~ωck−~ωp−iγc und ∆xk = xk−~ωp−iγx+αPSFΩxp∗0E0+2VHF|p0|2
die Energieverstimmungen zu der photonischen bzw. zu der blauverschobenen exzitoni-
schen Dispersion. Die nichtdiagonalen Elemente betragen Ω˜x = Ωx
(
1− αPSF|p0|2
)
und
U = VHFp
2
0 + αPSFΩxp0E0, wobei Ω˜x eine um die Phasenraumfu¨llung reduzierte Kopp-
lungskonstante ist und U strukturell den nichtdiagonalen Elementen in Gl. 2.33 gleicht.
Die Eigenwerte der Matrix in 2.39, die wie in Gl. 2.33 nur vom Betrag k abha¨ngen, lassen
sich numerisch bestimmen. Diese spalten hierbei in zwei LPB-artige Zweige βLPB± (k) und
zwei UPB-artige Zweige βUPB± (k) auf, wobei in dem hier untersuchten Frequenzbereich
die Zweige βUPB± (k) fu¨r alle k entartet sind.
Abb. 2.8 zeigt analog zu Abb. 2.7 den Realteil von βLPB± (k) und βUPB± (k) in Abha¨ngigkeit
von k. Statt der Polaritondichte |Ψ0|2 wurden hier allerdings die exzitonischen Dichten
|p0|2 betrachtet. Fu¨r geringe Dichten (Abb. 2.8 a) entsprechen die Zerfallsraten bei k = 0
fu¨r alle vier Zweige (−<βLPB± und −<βUPB± ) dem arithmetischen Mittel 12 (γc + γx), da
hier sowohl der LPB als auch der UPB halb photonisch und halb exzitonisch zusam-
mengesetzt sind (vgl. Abschn. 2.2). Liegt k resonant auf dem blauverschobenen LPB,
spaltet <βLPB± , wie in Abschn. 2.4.1 diskutiert, in ein <βLPB+ und ein <βLPB− auf. Da die
Pumpfrequenz unterhalb des UPB liegt und daher keine resonanten Streuprozesse auf
diesen mo¨glich sind, findet eine solche Aufspaltung fu¨r <βUPB± nicht statt. Fu¨r gro¨ßer
werdende k gehen <βLPB± → −γx und <βUPB± → −γc, da der LPB immer exzitonischer,
der UPB immer photonischer wird.
Fu¨r ho¨here Dichten (Abb. 2.8 b) u¨berschreitet <βLPB+ (bei k ≈ 1.8µm−1) die Nulllinie.
Somit wird auch in diesem Modell die Schwelle zur optischen Instabilita¨t erreicht, bei
der spontane, nichtaxiale Moden durch ihren exponentiellen Anstieg die homogenen Fel-
der E0 und p0 kollabieren lassen ko¨nnen. Fu¨r noch ho¨here Dichten (Abb. 2.8 c) kommt
es, aufgrund der starken Blauverschiebung, zu der wie bereits in Abschn. 2.4.1 disku-
tierten axialen Instabilita¨t (<βLPB+ (k = 0) > 0). U¨berschreitet die Dichte einen oberen
Grenzwert (Abb. 2.8 d), so werden auch hier die Felder E0 und p0 wieder stabil, da
die Blauverschiebung die Pumpfrequenzverstimmung ~ωp − LPB0 u¨bersteigt. Die Pola-
ritonen erben die Blauverschiebung aus der exzitonischen Komponente. Darum ist fu¨r
derart hohe Dichten wie in Abb. 2.8 d das exzitonische Band gegenu¨ber der photonischen
Dispersion stark verstimmt, was bei k = 0 zu einem ho¨heren photonischen Anteil auf
dem LPB und zu einem ho¨heren exzitonischen Anteil auf dem UPB fu¨hrt, mit den hier
gezeigten Auswirkungen auf die Zerfallsraten der Polaritonen.
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Abbildung 2.9: Gezeigt ist die Abha¨ngigkeit der Photonendichte |E0|2 (a) und Ex-
zitonendichte |p0|2 (b) von der Pumpintensita¨t Ipump. Der gru¨n (schwarz) markierte
Bereich entspricht nicht-axial (axial) instabilen Feldern.
2.4.3 Bistabilita¨t
Wie in Abschn. 2.3.2 diskutiert, bildet der Verlauf der Polaritondichte in Abha¨ngigkeit
von der Pumpintensita¨t einen S-fo¨rmigen Verlauf, sofern die Pumpfrequenz deutlich
oberhalb des LPB liegt. Im gekoppelten Modell berechnet (Gln. 2.12 und 2.13), folgen
auch die photonischen (|E0|2) und exzitonischen Dichten (|p0|2) einer solchen S-Kurve,
wie in Abb. 2.9 gezeigt ist. Wa¨hrend fu¨r sehr hohe Dichten die photonische Dichte
wieder linear mit dem Pump skaliert, erreicht die exzitonische Dichte bei |p|2 = α−1PSF
einen Sa¨ttigungswert auf Grund der diskutierten Phasenraumfu¨llung.
Zusa¨tzlich zu den Zuweisungen E0 → Epump und p0 → Epump wurde in Abb. 2.9 zu jedem
Paar E0 und p0 eine lineare Stabilita¨tsanalyse durchgefu¨hrt. Der instabile Bereich wurde
in der Abbildung farblich sichtbar gemacht, wobei allerdings auch zwischen nichtaxialer
(gru¨n) und axialer (schwarz) Instabilita¨t unterschieden wurde. Beide Bereiche liegen
innerhalb der S-Kurve, wobei der axial instabile Bereich den gesamten mittleren Ast
der S-Kurve einnimmt. Wenn man die nichtaxiale Instabilita¨t nicht mit einbezieht, sind
daher maximal nur zwei stabile Lo¨sungen mo¨glich, weshalb man auch in der Literatur
von einer Bistabilita¨t [42, 98] spricht.
2.5 Nichtaxiale Instabilita¨t und Musterbildung
Motiviert vom vorherigen Abschnitt, der die optische Stabilita¨t homogener Polaritonfel-
der zum Thema hatte, dra¨ngt sich die Frage nach der Dynamik in einem optisch instabi-
len Fall auf. Folglich pra¨sentieren wir eine numerische Studie fu¨r diverse instabile Felder
E und p, indem wir ihre gekoppelten Differentialgln. so lange u¨ber die Zeit integrieren,
bis die Dichten |E|2 und |p|2 im Ortsraum stationa¨r geworden sind. Um die Symmetrie
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des Systems beim Anwachsen nichtaxialer Moden zu brechen (und somit einen durch die
spezifische Numerik gesteuerten spontanen Symmetriebruch zu vermeiden), fu¨hren wir
allerdings vorab ein (physikalisch fundiertes) Sto¨rstellenpotential ein. Wir finden heraus,
dass die LSA auch die Instabilita¨t von Feldern mit endlicher Ortsraumverteilung akurat
beschreibt.
2.5.1 Sto¨rstellen und resonante Rayleigh-Streuung
In dem bislang betrachteten Modell wurde die Kavita¨t als eine perfekt gleichma¨ßige,
zweidimensionale Struktur behandelt. In einer realen Kavita¨t werden jedoch in Experi-
menten Signaturen von Defekten sichtbar: Es handelt sich um eine resonante Rayleigh-
Streuung (RRS) der Polaritonen an diesen [56–62]. Eine ausfu¨hrliche Theorie zu diesem
Effekt bietet Quelle [61]: Obwohl auch die Exzitonen Defekte spu¨ren, resultiert diese
Streuung u¨berwiegend aus dem photonischen Anteil der Polaritonen. Im Zuge des epi-
taktischen Wachstumsprozesses der Kavita¨t kommt es aufgrund unvermeidbarer Unge-
nauigkeiten zu leichten Schwankungen in der Schichtdicke. Diese wirken sich lokal auf die
Grundmode kz,tot(r) = kz+δkz(r) aus, wodurch auch das photonische Energieminimum
~ωc0,tot(r) = ~ωc0 + δ~ωc0(r) ra¨umlich variiert.
Diese Fluktuation in der Energie la¨sst sich im Ortsraum u¨ber ein zusa¨tzliches, statisches
Potential Vd(r) ≡ δ~ωc0(r) beschreiben. Die gekoppelten Bewegungsgln. 2.12 und 2.13
fu¨r Photonen und Exzitonen werden somit erweitert zu:
i~
∂
∂t
E(r , t) = (Hc + Vd(r)− iγc)E(r , t)− Ωxp(r , t) + Epump(r , t) (2.40)
i~
∂
∂t
p(r , t) = (Hx − iγx) p(r , t)− Ωx
(
1− αPSF|p(r , t)|2
)
E(r , t)
+VHF|p(r , t)|2p(r , t). (2.41)
Das Sto¨rstellenpotential Vd(r) ist eine ra¨umlich korrelierte Zufallsgro¨ße, die sich durch
ein mittleres Betragsquadrat V 20 ≡ 〈V 2d 〉 und eine Korrelationsla¨nge ξ beschreiben la¨sst.
In der Literatur werden Korrelationsfunktionen wie 〈Vd(r)Vd(r ′)〉 = V 20 exp(−|r−r ′|/ξ)
[59] oder 〈Vd(r)Vd(r ′)〉 = V 20 exp(−|r − r ′|2/ξ2) [62] verwendet. Jedoch ist die Berech-
nung mit Hilfe einer Korrelationsmatrix fu¨r viele Stu¨tzstellen sehr aufwendig. Wir ver-
einfachen daher die Korrelation, indem wir auf einem Ortsraumgitter mit unkorrelierten
Zufallszahlen fu¨r jeden einzelnen Gitterpunkt u¨ber einen Radius ξ mitteln.
Eine so erzeugte, typische Potentiallandschaft Vd(r) ist fu¨r typische Werte V0 = 0.05
meV und ξ = 1 µm [61] in Abb. 2.10 a dargestellt. Mit diesem Potential lassen sich
nun die Bewegungsgln. 2.40 und 2.41 berechnen. Die fu¨r die Simulation verwendeten
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Abbildung 2.10: Zu sehen sind das fu¨r die Simulation verwendete
Sto¨rstellenpotential (a), die Intensita¨t des Pumps im Ortsraum (b) und die Ergeb-
nisse fu¨r die stationa¨re Photonendichte |E|2 im Ortsraum (c) wie im k-Raum (d).
Aus Gru¨nden der U¨bersicht wurde der Pump bei k = 0 in (d) ausgeblendet.
Parameter sind, bis auf die Pumpintensita¨t, die selben wie in Abschn. 2.3.4. Die Orts-
raumdichte der cw-Anregung Ipump(r , t) liegt unterhalb der Instabilita¨tsschwelle und ist
in Abb. 2.10 b zu sehen. Der Bereich um r = 0, bei dem Ipump(r = 0) = 55.84 kW
cm−2 maximal wird, wurde zu einem Plateau abgeflacht. Abb. 2.10 c zeigt die stationa¨r
gewordene Photonendichte im Ortsraum: Auf dem zentralen Plateau sind deutliche Si-
gnaturen der Sto¨rstellen sichtbar. Die Photonendichte im k-Raum (Abb. 2.10 d) zeigt
eine zufa¨llig verteilte Besetzung nichtaxialer Moden, die jedoch resonant auf dem LPB
besonders ausgepra¨gt ist.
2.5.2 Musterbildung als Folge optischer Instabilita¨t
In diesem Abschnitt wird die optische Musterbildung behandelt, die auch in anderen
Systemen mit optischer Instabilita¨t auftreten kann [8, 63, 64]. Fu¨r die Musterbildung
in skalaren Polaritonfeldern sei auf die Quellen [26, 65] und auf unsere Publikation [4]
verwiesen.
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Abbildung 2.11: Prozess der optischen Musterbildung fu¨r eine Kavita¨t mit
Sto¨rstellen oberhalb der Instabilita¨tsschwelle. Gezeigt ist die Photonendichte |E|2
im Ortsraum (a,c,e) und k-Raum (b,d,f) zu drei verschiedenen Zeiten: Fu¨r jeweils 100
ps nach Rechnungsbeginn (a,b), sowie fu¨r 700 ps (c,d) und fu¨r 2000 ps (e,f).
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Die durch die Rayleigh-Streuung zufa¨llig besetzten Moden lassen sich als Sto¨rfelder
Enoise, pnoise des um r = 0 homogenen Polaritonfeldes auffassen. Fu¨r eine hohe Pum-
pintensita¨t stimulieren diese die axialen Polaritonen zu einem paarweisen Einstreuen in
ihre Moden. In einer Simulation, in der wir die Pumpexzitondichte |p0|2 = 0.98 · 1010
cm−2 innerhalb der optischen Instabilita¨t (Abschn. 2.4.2) wa¨hlen, wachsen die in Abb.
2.10 d gezeigten resonanten, nichtaxialen Felder mit der Zeit stark an. Abb. 2.11 a und
b zeigen die photonische Dichte jeweils im Orts- und k-Raum zum Zeitpunkt t = 100 ps.
Die Signaturen der Sto¨rstellen haben sich im Ortsraum markant ausgepra¨gt, wa¨hrend
die nichtaxialen Dichten im k-Raum um bis zu eine Gro¨ßenordnung gewachsen sind.
Dieses Anwachsen a¨ndert sich qualitativ, wenn die nichtaxialen Dichten so hoch gewor-
den sind, dass nun auch quadratische Streuprozesse (Abschn. 2.3.4) wichtig werden. Da
diese eine hexagonale Geometrie bevorzugen, kristallisiert sich im k-Raum ein Hexagon
heraus, wie in Abb. 2.11 d zum Zeitpunkt t = 700 ps zu erkennen ist. Da das Hexa-
gon eine bevorzugte Geometrie hat, verdra¨ngt es die restlichen Moden, so dass durch
Sa¨ttigung ein regula¨res Hexagon bei t = 2000 ps auskonvergiert ist (Abb. 2.11 f). Hinzu
kommt eine Stabilisierung der hexagonalen Struktur durch auftretende kubische Streu-
prozesse. Einem Hexagon im k-Raum entspricht ein periodisch hexagonales Muster im
Ortsraum (Abb. 2.11 e). Signaturen des Sto¨rstellenpotentials sind nach erfolgter Muster-
bildung weder im Ortsraum noch im k-Raum erkennbar. Die Orientierung des Hexagons
richtet sich nach den Impulsen der anfangs besonders ausgepra¨gten Moden, deren Rich-
tung durch das Sto¨rstellenpotential zufa¨llig festgelegt ist. Fu¨r ho¨here Pumpintensita¨ten
wird auch die Wachstumsrate der nichtaxialen Moden ho¨her, sodass der Prozess der
Musterbildung schneller erfolgt. Die Intensita¨t der Hexagonpunkte im k-Raum wa¨chst
aufgrund der sta¨rkeren Streuprozesse ebenso mit einer ho¨heren Pumpintensita¨t.
2.5.3 Instabilita¨t des Musters und U¨bergang in den oberen Ast der
S-Kurve
Allerdings ist der Dichtebereich, in dem sich ein stabiles Hexagon bilden kann, stark
eingeschra¨nkt. Fu¨r eine gering ho¨here Pumpexzitondichte (1.016 · 1010 cm−2) pra¨sen-
tieren wir eine Simulation, in der sich zwar anfangs ein Hexagon wie in Abschn. 2.5.2
ausbildet, sich im weiteren Verlauf jedoch wieder auflo¨st. Dazu zeigt Abb. 2.12 die pho-
tonischen Dichten zu verschiedenen Zeitpunkten in einer logarithmischen Darstellung:
Durch die ho¨here Anfangsdichte hat sich bereits nach 200 ps ein Hexagon ausgebildet
(Abb. 2.12 a). Der Radius des Hexagons beginnt jedoch zu schrumpfen, wa¨hrend der
k-Raum zeitgleich von weiteren, zufa¨llig verteilten nichtaxialen Feldern besetzt wird
(Abb. 2.12 b). Die Besetzung dieser Moden steigt weiter an, wa¨hrend das Hexagon be-
ginnt, sich “aufzulo¨sen” (Abb. 2.12 c). Letzlich “verschmelzen” die nichtaxialen Felder
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Figure 2.12: “Kollaps” eines Hexagons zu verschiedenen Zeitpunkten im k-Raum.
Aufgetragen sind die photonischen Dichten in logarithmischer Skala. Ein Hexagon,
das spontan entstanden ist (a), schrumpft (b) und geht auf in einer chaotischen
Anordnung nichtaxialer Moden (c). Am Ende dieses Prozesses bleibt erneut ein sta-
biles, axiales Feld (d).
zu einer azimutalsymmetrischen Verteilung um das Pumpfeld bei k = 0. Dieser er-
staunliche Prozess geht mit einem U¨bergang des unteren Astes der S-Kurve in den oberen
Ast einher: Abb. 2.13 zeigt die dazugeho¨rigen photonischen Dichten im Ortsraum fu¨r
verschiedene Zeitpunkte (a-c). Die Photonendichte befindet sich fu¨r ein periodisches
Hexagons bei t = 200 ps (Abb. 2.13 a) noch in der Gro¨ßenordnung des unteren Astes,
wa¨hrend sie im Verlauf des oben beschriebenen, chaotischen Prozesses stetig steigt (Abb.
2.13 b), bis das Feld bei t = 900 ps die Dichte auf dem oberen Ast der S-Kurve annimmt
(Abb. 2.13 c). Dieser U¨bergang innerhalb der S-Kurve ist in Abb. 2.13 d mit einem
Pfeil schematisch dargestellt.
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Figure 2.13: a-c: Zeitpunkte zum Kollaps eines periodisch hexagonalen Musters im
Ortsraum. Dieser ist mit einem U¨bergang in den oberen Ast der S-Kurve verbunden
(d).
2.6 Zusammenfassung
In diesem Kapitel wurden mit einer semiklassischen Theorie verschiedene lineare und
nichtlineare Eigenschaften einer Halbleiter-Mikrokavita¨t untersucht. Mit Hilfe der Gross-
Pitaevskii-Gleichung, einer nichtlinearen Verallgemeinerung der Schro¨dingergleichung,
konnten wir nichtlineare Effekte wie die Bildung einer S-Kurve, lineares und quadratische
Vierwellenmischen und das Auftreten von optischer Instabilita¨t analytisch beschreiben.
Begleitet wurde die Diskussion numerisch durch das Lo¨sen einer gekoppelten Differ-
entialgl. fu¨r das interne E-Feld und die Polarisation p im Halbleiterquantenfilm. Im
na¨chsten Kapitel werden diese Eigenschaften ebenso wie die Musterbildung fu¨r ein
Spinorfeld, d.h. ein Polaritonfeld mit Polarisationfreiheitsgrad, behandelt.

Chapter 3
Nichtlineare optische
Eigenschaften und spontane
Musterbildung in einem
Polariton-Spinorfeld
Nach der Untersuchung eines skalaren Polaritonfeldes im vorherigen Kapitel behan-
delt dieses Kapitel nun die polarisationsabha¨ngigen Eigenschaften der Polaritonen. Das
bisherige Modell wird dabei um den Polarisationsfreiheitsgrad zu einem Spinorfeld er-
weitert, wodurch im Wesentlichen zwei Effekte auftreten: Zum einen eine longitudinal-
transversale Modenaufspaltung (TE-TM-Aufspaltung) in der photonischen Komponente,
zum anderen eine unterschiedliche Wechselwirkung zwischen Exzitonen mit gleichem und
entgegengesetztem Spin1. Wa¨hrend sich diese Effekte auf zirkular polarisierte Polari-
tonen nur geringfu¨gig auswirken (die dadurch na¨herungsweise mit dem skalaren Modell
beschrieben werden ko¨nnen), bewirken sie bei linear polarisierter Anregung interessante
neue Eigenschaften: Die bisher azimutale Symmetrie des Systems wird bereits im optisch
linearen Fall aufgehoben. Bei ho¨heren Dichten ko¨nnen die Polaritonen im Zuge paar-
weiser Streuung in einen anderen Polarisationskanal streuen. Daru¨ber hinaus kommt es
zu Auswahlregeln bei Streuprozessen ho¨herer Ordnung. Diese Eigenschaften wirken sich
im optisch instabilen Fall erheblich auf die Musterbildung aus.
Nach der Erweiterung der Bewegungsgleichungen um den Polarisationszustand in Ab-
schn. 3.1 diskutieren wir in Abschn. 3.2 die Musterbildung in einem zirkular polar-
isiertem Polaritonfeld. Ab Abschn. 3.3 beschra¨nken wir uns auf linear polarisierte
Polaritonen und behandeln die optisch linearen Eigenschaften fu¨r diesen Anregungsfall.
1Eine sehr ausfu¨hrliche Beschreibung dieser Effekte ist in den Quellen [66] und [67] zu finden.
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Wir zeigen, dass die TE-TM-Aufspaltung analog zu einem magnetischen Feld auf den
Spinzustand nichtaxialer Polaritonen Einfluss nimmt. Das polarisationsabha¨ngige Vier-
wellenmischen wird in Abschn. 3.4 diskutiert und auch eine LSA wird in Abschn. 3.5 fu¨r
das Spinormodell durchgefu¨hrt. Mit Hilfe dieser Analyse la¨sst sich im optisch instabilen
Fall die Musterbildung entschlu¨sseln (Abschn. 3.6), die sich im Vergleich zum skalaren
Modell wesentlich verkompliziert. Abschließend pra¨sentieren wir das Ergebnis einer
theoretisch-experimentellen Zusammenarbeit mit der Arbeitsgruppe um Je´roˆme Tignon
von der E´cole normale supe´rieure in Paris (Abschn. 3.7). Diese Kollaboration gliedert
sich im Wesentlichen in zwei Teile: Zum einen wurden im optisch stabilen Fall polar-
isationsselektive Vierwellenmisch-Experimente durchgefu¨hrt, die die von uns vorherge-
sagten Charakteristika zeigten. Zum anderen konnte oberhalb der Instabilita¨tsschwelle
das Auftreten eines hexagonalen Fernfeldmusters besta¨tigt werden.
3.1 Theorie polarisationsabha¨ngiger Polaritonen
Die Polarisation eines nichtaxial einfallenden Pumps (kpump 6= 0) la¨sst sich in einen longi-
tudinalen Anteil (parallel zur Einfallsrichtung) und einen transversalen Anteil (senkrecht
zur Einfallsrichtung) zerlegen, wie in Abb. 3.1 a gezeigt ist. Die transversale Mode wird
dabei auch als transversal elektrische (TE-Mode), die longitudinale Mode als transversal
magnetische (TM-Mode) bezeichnet, da jeweils das elektrische bzw. magnetische Feld
transversal zur Ausbreitungsrichtung kpump schwingt. Aufgrund unterschiedlicher Ein-
dringtiefen in die DBR-Schichten fu¨r TE- und TM-polarisiertes Licht [32] kommt es zu
einer TE-TM-Aufspaltung in zwei photonische Dispersionen, die wir ebenso parabolisch
na¨hern ko¨nnen: Anstelle von ~ωck treten die Dispersionen ~ωTEk = ~ωc0 +
~2k2
2mTE
und
~ωTMk = ~ωc0 +
~2k2
2mTM
auf, wobei die dazugeho¨rigen effektiven Massen mTM und mTE
leicht voneinander abweichen. Die TE-TM-Aufspaltung in ~ωTEk und ~ωTMk ist in Abb.
3.1 b fu¨r eine nicht verstimmte Kavita¨t gezeigt. Die TM-Dispersion ist sta¨rker gekru¨mmt
als die TE-Dispersion, da mTE > mTM [68]. Die skalare Bewegungsgleichung fu¨r Ek in
Quasimodenna¨herung (Gl. 2.7) wird durch diese Aufspaltung vera¨ndert zu:
i~
∂
∂t
E
TE
TM
k = ~ω
TE
TM
k E
TE
TM
k − Ωxp
TE
TM
k + E
TE
TM
pump,k . (3.1)
Hierbei entsprechen E
TE
TM
pump,k ,E
TE
TM
k und p
TE
TM
k jeweils den TE- und TM-Anteilen der nun
vektoriellen Felder Epump,k , Ek und pk . Erwa¨hnt sei hier, dass die Kopplung an
das Dipolmoment der Exzitonen Ωx ebenfalls eine TE-TM-Aufspaltung entha¨lt [52]:
Wa¨hrend die Kopplung ΩTEx (k) = Ω
TE
x (k = 0) der transversalen Mode an p
TE
k un-
abha¨ngig vom Einfallswinkel ist, tra¨gt zur Kopplung ΩTMx (k) = Ω
TM
x (k = 0) cos(ϑk )
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Figure 3.1: a: Die Polarisation eines schief einfallenden Pumps (mit polarem
Winkel ϑ) la¨sst sich relativ zur Einfallsebene (ϕk ) in einen longitudinalen (eTM)
und einen transversalen Anteil (eTE) zerlegen (Grafik aus Quelle [52]). b: Zur Ve-
ranschaulichung sind die Dispersionen der TE- und TM-Mode fu¨r eine u¨bertrieben
große TE-TM-Aufspaltung (mTE = 1.25 ·mTM) eingezeichnet.
zwischen ETMk und p
TM
k nur der auf die x-y-Ebene projizierte Anteil des Polarisationsvek-
tors bei, wodurch ΩTMx (k) mit steigendem Einfallswinkel abnimmt. In Gl. 3.1 wurde
diese Abha¨ngigkeit jedoch vernachla¨ssigt und auch im weiteren Verlauf bezeichnen wir
mit TE-TM-Aufspaltung nur die Aufspaltung der photonischen Dispersion.
Im Hinblick auf die Dynamik der Exzitonen wird es sich als geschickter erweisen, Gl.
3.1 in die zirkular polarisierte Basis zu transformieren. Den links- bzw. rechtszirkular
polarisierten Anteil des E-Feldes, E+k bzw. E
−
k , erha¨lt man durch E
±
k =
1√
2
(
Exk ∓ iEyk
)
sowie Exk = cosϕkE
TM
k − sinϕkETEk und Eyk = − sinϕkETMk + cosϕkETEk . Insgesamt
ergibt sich die Basistransformation zu(
E+k
E−k
)
=
1√
2
(
e−iϕk −ie−iϕk
eiϕk ieiϕk
)(
ETMk
ETEk
)
. (3.2)
Fu¨hrt man diese fu¨r Gl. 3.1 durch, erha¨lt man
i~
∂
∂t
E±k = ~ω
c
kE
±
k + ∆
±
k E
∓
k − Ωxp±k + E±pump,k . (3.3)
Die fu¨r beide Anteile identische Dispersion ~ωck = ~ωc0 +
~2k2
4
(
1
mTM
+ 1mTE
)
ergibt sich
dabei aus dem arithmetischen Mittel von ~ωTMk und ~ωTEk . Die TE-TM-Aufspaltung
bewirkt allerdings eine Kopplung zwischen E+k und E
−
k u¨ber das nichtdiagonale Element
∆±k =
~2
4
(
1
mTM
− 1mTE
)
(kx ∓ iky)2. Die Dynamik von E±k ha¨ngt damit nicht nur vom
Betrag k, sondern zusa¨tzlich von der Richtung ϕk ab. Die angeregten Exzitonen p
±
k
erhalten aufgrund der Drehimpulserhaltung einen Spin, den wir ebenfalls mit + bzw. −
bezeichnen und daher von links- bzw. rechtszirkular polarisierten Exzitonen sprechen.
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In Quelle [12] wurde die Exziton-Exziton-Korrelation u¨ber die in Kap. 2 beschriebene
Mean-Field-Na¨herung hinaus untersucht: Unter Beru¨cksichtigung aller koha¨renten χ(3)-
Nichtlinearita¨ten und Einbeziehung des Spins ergibt sich im Ortsraum die Bewegungs-
gleichung [12]
i~
∂
∂t
p±(t) = (Hx − iγx) p±(t)− Ωx
(
1− αPSF|p±(t)|2
)
E±(t)
+p±∗(t)
∫ ∞
−∞
dt′T++(t− t′)p±(t′)p±(t′)
+p∓∗(t)
∫ ∞
−∞
dt′T+−(t− t′)p∓(t′)p±(t′). (3.4)
Verglichen mit Gl. 2.13 erha¨lt man verschiedene Streumatrixelemente T++(t − t′)
und T+−(t − t′) fu¨r Exzitonen mit parallelem bzw. entgegengesetztem Spin. Durch
die Zeitabha¨ngigkeit von T++ und T+− beinhaltet Gl. 3.4 auch Retardierungseffekte.
Vereinfachen wir diese zu einer instantanen Wechselwirkung, so bleibt zu beru¨cksichti-
gen, dass T++ und T+− immer noch stark von der Pumpfrequenz ~ωp abha¨ngen. In
dem hier untersuchten Frequenzbereich (mehrere meV unterhalb des Exzitonenbandes)
sorgt T++ ≈ VHF fu¨r eine abstoßende Wechselwirkung, wa¨hrend T+− < 0 jedoch einer
anziehenden, biexzitonischen Korrelation entspricht [11, 12]. Fu¨r beide Matrixelemente
la¨sst sich fu¨r diesen Frequenzbereich der Imagina¨rteil vernachla¨ssigen.
Transformiert man Gl. 3.3 ebenfalls in den Ortsraum und nimmt man in Gl. 3.4
T++(t−t′) = T++δ(t−t′) und T+−(t−t′) = T+−δ(t−t′) an, erhalten wir die gekoppelten
Bewegungsgleichungen
i~
∂
∂t
E± = (Hc + Vd − iγc)E± +H±E∓ − Ωxp± + E±pump (3.5)
i~
∂
∂t
p± = (Hx − iγx) p± − Ωx
(
1− αPSF|p±|2
)
E±
+T++|p±|2p± + T+−|p∓|2p±. (3.6)
Hierbei wurde auch wieder ein Sto¨rstellenpotential Vd beru¨cksichtigt. Verglichen mit
den Gln. fu¨r den skalaren Fall, Gl. 2.12 und 2.13, wird die photonische Dispersion
zu Hc = ~ωc0 − ~
2
4
(
1
mTM
+ 1mTE
)(
∂2
∂x2
+ ∂
2
∂y2
)
. Die Fouriertransformierte der TE-TM-
Aufspaltung2 ∆±k ergibt sich in Gl. 3.5 zu H
± = −~24
(
1
mTM
− 1mTE
)(
∂
∂x ∓ i ∂∂y
)2
.
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Figure 3.2: Stationa¨re Dichten im Orts- (a,c) und k-Raum (b,d) nach erfolgter
Musterausbildung fu¨r eine Anregung mit zirkular polarisiertem Licht. a und b zeigen
die Dichten |E+|2, c und d die Dichten |E−|2.
3.2 Musterbildung in einem zirkular polarisierten Polari-
tonfeld
Wie bei einem skalaren Feld kommt es auch beim Spinorfeld oberhalb einer kritischen
Exzitonendichte zu optischer Instabilita¨t und Musterbildung. Abb. 3.2 zeigt ein solches
stationa¨res Muster fu¨r den Fall einer σ+-polarisierten Anregung (E+pump 6= 0, E−pump = 0).
Die Parameter fu¨r die Rechnung und das Sto¨rstellenpotential sind bis auf die Folgen-
den aus Abschn. 2.5.2 u¨bernommen: Die effektive Massen der photonischen Dispersion
betragen mTE = 0.215 meV ps
2µm−2 und mTM = 1.05 · mTE. Die Abweichung von
5 % la¨sst sich mit Hilfe experimenteller Messungen gut rechtfertigen3. Das Streuma-
trixelement T++ = VHF fu¨r kozirkular polarisierte Exztionen entspricht ungefa¨hr der
Coulomb-Wechselwirkung auf Hartree-Fock-Ebene. Fu¨r Exzitonen mit entgegengeset-
ztem Spin ist die Wechselwirkung anziehend, vom Betrag her jedoch deutlich schwa¨cher
2 Ein solcher nichtdiagonaler Operator fu¨r ein Spinorfeld wurde u.a. auch in den Quellen [68] und
[69] verwendet.
3Siehe dazu Abschn. 3.7.2 und Quelle [1]
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[11, 12]. Hier wurde mit T+− = −T++/5 gerechnet. Das Maximum der Pumpfeldsta¨rke
E+pump im Ortsraum wurde so gewa¨hlt, dass die Exzitonendichte vor dem Anwachsen
nichtaxialer Moden maximal |p+|2 = 1010cm−2 betrug.
Durch das Sto¨rstellenpotential Vd wird die azimutale Symmetrie des Systems aufge-
brochen, sodass sich ein Muster entlang einer Vorzugsrichtung ausbildet (vgl. Abschn.
2.5.2). Nach erfolgter Ausbildung dieses stationa¨ren Musters unterscheidet sich die Ort-
sraumdichte |E+(r)|2 der σ+-Photonen (Abb. 3.2 a) sowie die k-Raumdichte |E+k |2
(Abb. 3.2 b) nur geringfu¨gig vom Ergebnis des skalaren Feldes in Abschn. 2.5 (jeweils
Abb. 2.11 e und f): Zu sehen sind im k-Raum sechs Moden in hexagonaler Geometrie
und einem Radius k = 1.5 µm−1, was einer Resonanz auf dem um 2T++|p+0 |2 blauver-
schobenen LPB entspricht. Der Pump bei k = 0 ist aus Gru¨nden der Sichtbarkeit aus-
geblendet. Aufgrund von Streuprozessen ho¨herer Ordnung werden jedoch auch nichtres-
onante Moden angeregt, die ein um 30o gedrehtes Hexagon bei einem gro¨ßeren Radius
(k = 2.6 µm−1) bilden. Die Anordnung der resonanten Moden bezeichnen wir im Folgen-
den als “prima¨res Hexagon”, die Anordnung der nichtresonanten Moden als “sekunda¨res
Hexagon”. Der rechtszirkular polarisierte Anteil ist fu¨r die Ortsraumdichte |E−(r)|2 in
Abb. 3.2 c, fu¨r die k-Raumdichte |E−k |2 in Abb. 3.2 d dargestellt. Der Bereich bei
k = 0 wurde in Abb. 3.2 d nicht ausgeblendet: Da die TE-TM-Aufspaltung quadratisch
von k abha¨ngt, entfa¨llt sie fu¨r die Pumppolaritonen (k = 0) ga¨nzlich. Zu sehen sind
jedoch die σ−-Anteile des prima¨ren und des sekunda¨ren Hexagons, wobei das sekunda¨re
wesentlich sta¨rker ausgepra¨gt ist. Dieses u¨berraschende Ergebnis hat zwei Ursachen:
Zum einen ist der Radius des sekunda¨ren Hexagons gro¨ßer, was zu einer gro¨ßeren TE-
TM-Aufspaltung fu¨hrt. Zum anderen erfa¨hrt der LPB fu¨r σ−-Licht (im Gegensatz zu
σ+-Licht) eine Rotverschiebung um T+−|p+0 |2, wie sich aus Gl. 3.6 fu¨r p− leicht nachvoll-
ziehen la¨sst. Das fu¨hrt zu einer deutlichen Verschiebung der Resonanz zu ho¨heren k.
Die Dichten der σ−-polarisierten Polaritonen sind um 3 Gro¨ßenordnungen kleiner als
die der σ+-Polaritonen, wodurch die Potentiale T++|p−|2 und T+−|p−|2 keine nen-
nenswerten Rollen spielen. Somit findet auch keine nichtlineare Ru¨ckkopplung an E+
und p+ statt, sodass die Musterbildung nur auf der Dynamik der σ+-Polaritonen basiert.
Sie kann daher auch mit dem skalaren Modell (wie in Abschn. 2.5) beschrieben werden.
3.3 Lineare Optik und optischer Spin-Hall-Effekt
Anders verha¨lt es sich bei Anregung mit linear polarisiertem Licht: Diese bietet schon
im optisch linearen Fall neue Effekte, die u¨ber die Physik in einem skalaren Feld hin-
ausgehen. Maßgeblich hierfu¨r ist die Rolle der TE-TM-Aufspaltung in der photonischen
Dispersion (Gl. 3.1). Diese fu¨hrt u¨ber die photonische Komponente der Polaritonen zu
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Figure 3.3: Gezeigt ist in a die TE-TM-Aufspaltung der photonischen Dispersion
und des unteren Polaritonzweiges (LPB). Zur Verdeutlichung wurde ein u¨bertrieben
hoher Unterschied in den effektiven Massen (mTE = 1.25 ·mTM) gewa¨hlt. Die Sta¨rke
dieser Aufspaltung ~ωTMk − ~ωTEk und TMk − TEk ist fu¨r ein realistischeres Massen-
verha¨ltnis (mTE = 1.05 ·mTM) in b gezeigt.
einer Aufspaltung der Polaritonzweige (Abb. 3.3 a). Da die TE-TM-Aufspaltung der
Photonen quadratisch in k ansteigt, der LPB bei ho¨heren k jedoch immer exzitonischer
wird, erreicht die TE-TM-Aufspaltung der Polaritonen in einen longitudinalen (TMk )
und einen transversalen Zweig (TEk ) ein Maximum fu¨r ein endliches k (Abb. 3.3 b).
Diese maximale Aufspaltung liegt in der Gro¨ßenordnung von ca. 100 µeV.
Im Fall einer schwachen Anregung erbt das Polaritonfeld, wie in Kap. 2 ero¨rtert, Fre-
quenz, Impuls und die ra¨umliche Form des Anregungsprofils E±pump(r). Ist die optische
Pumpintensita¨t homogen u¨ber die Kavita¨t verteilt und trifft der Pump senkrecht auf
(kpump = 0), erhalten die Polaritonen auch den Polarisationszustand der Anregung.
Fu¨r endliche Impulse kpump 6= 0 gilt dies nicht in jedem Fall, wie anhand einer linear
polarisierten Anregung gezeigt wird.
Wie in Abschn. 3.1 besprochen, wird die TM-Mode fu¨r eine Einfallsrichtung parallel
zur Polarisationsebene (∆ϕk = ϕk − ϕ = 0, pi) und die TE-Mode fu¨r eine Einfallsrich-
tung senkrecht zur Polarisationsebene (∆ϕk =
pi
2 , 3
pi
2 ) angeregt. Die fu¨r skalare Felder
geltende azimutale Symmetrie des Systems reduziert sich dadurch auf eine zweiza¨hlige.
Um die Dynamik der Polaritonen fu¨r beliebige Einschlusswinkel ∆ϕk zu untersuchen,
zerlegen wir das E-Feld in eine zur Polarisationsebene der Anregung parallele (E
‖
k ) und
senkrechte (E⊥k ) Polarisationskomponente. Die so entstandene neue Basis bezeichnen
wir als ‖-⊥-Basis. E‖k und E⊥k erha¨lt man aus den Eigenmoden durch die Basistransfor-
mation (
E
‖
k
E⊥k
)
=
(
cos ∆ϕk − sin ∆ϕk
sin ∆ϕk cos ∆ϕk
)(
ETMk
ETEk
)
. (3.7)
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Figure 3.4: Gezeigt sind die Dichten |E‖k |2 (a), |E⊥k |2 (b), |E+k |2 (c) und |E−k |2 (d)
fu¨r eine gleichma¨ßige, x-polarisierte Anregung aller Moden. Abha¨ngig von ϕk kommt
es durch die TE-TM-Aufspaltung zu y-polarisierten Beitra¨gen E⊥k und zu Ungle-
ichgewichten zwischen E+k und E
−
k .
Eine Transformation von Gl. 3.1 in die ‖-⊥-Basis fu¨hrt zu der Bewegungsgl.
i~
∂
∂t
E
‖
k =
(
~ωck + cos(2∆ϕk )∆TLk − iγc
)
E
‖
k + sin (2∆ϕk ) ∆
TL
k E
⊥
k − Ωxp‖k + E‖pump,k
i~
∂
∂t
E⊥k =
(
~ωck − cos(2∆ϕk )∆TLk − iγc
)
E⊥k + sin (2∆ϕk ) ∆
TL
k E
‖
k − Ωxp⊥k . (3.8)
Die TE-TM-Aufspaltung ∆TLk =
1
2
(
~ωTMk − ~ωTEk
)
fu¨hrt zu einer Kopplung zwischen
E
‖
k und E
⊥
k , welche durch den Faktor sin (2∆ϕk ) richtungsabha¨ngig wird: Fu¨r ∆ϕk =
0, pi entspricht E
‖
k gerade der TM-, fu¨r ∆ϕk =
pi
2 , 3
pi
2 der TE-Mode, wodurch die
Kopplung an E⊥k verschwindet. Fu¨r jeden anderen Winkel fu¨hrt eine endliche Kopplung
zu einer Dichte |E⊥k |2 6= 0, wodurch der Polarisationszustand der Anregung E‖pump,k
nicht erhalten bleibt.
Abb. 3.4 a und b zeigen jeweils die Dichten |E‖k |2 und |E⊥k |2 fu¨r eine Pumppolarisation
in x-Richtung und einen u¨ber den ganzen k-Raum homogen verteilten Pump E
‖
pump,k =
const. Die Intensita¨t wa¨hlen wir hinreichend schwach, so dass die nichtlinearen Terme
αPSF|p±|2, T++|p±|2 sowie T+−|p∓|2 vernachla¨ssigt werden ko¨nnen. Die Bewegungs-
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gleichungen fu¨r die Exzitonen vereinfachen sich dadurch zu
i~
∂
∂t
p
‖
⊥
k = (
x
k − iγx) p
‖
⊥
k − ΩxE
‖
⊥
k . (3.9)
Ist die TE-TM-Aufspaltung geringer als die Linienbreite γc, erreicht das System im
Laufe der Zeit stationa¨re Dichten, sodass i~ ∂∂t → ~ωp. E
‖
k , E
⊥
k , p
‖
k und p
⊥
k lassen sich
mit diesem Ansatz durch die Inversion einer u¨ber die Gln. 3.8 und 3.9 aufgestellten
Kopplungsmatrix bestimmen. Die verwendeten Parameter entsprechen hierbei denen
aus Abschn. 3.2. Zur grafischen Veranschaulichung wurden aber - entgegen der ur-
spru¨nglichen Annahme - eine viel sta¨rkere TE-TM-Aufspaltung (mTE = 1.25 · mTM)
und kleinere Linienbreiten γc = γx = 0.1 meV verwendet.
Fu¨r eine Anregung der TM- oder TE-Mode wird |E‖k |2 maximal (Abb. 3.4 a), wobei TM-
und TE-Mode aufgrund der TE-TM-Aufspaltung bei verschiedenen Radien k resonant
sind. |E⊥k |2 verschwindet in genau diesen Fa¨llen und nimmt Maxima an, wenn ∆ϕk
einem ungeraden Vielfachen von pi4 entspricht. Dabei ist E
⊥
k sowohl auf der TM- als
auch auf der TE-Dispersion resonant, was zu einer Aufspaltung in jeweils zwei Sicheln
zu verschiedenen Radien fu¨hrt (siehe Abb. 3.4 b). Durch einen Phasenunterschied
zwischen E
‖
k und E
⊥
k - begru¨ndet durch endliche γc - kommt es daru¨ber hinaus zu einer
Elliptisierung der Polarisation und somit zu lokal unterschiedlichen Dichten |E+k |2 und
|E−k |2. Dies wird in Abb. 3.4 c und d veranschaulicht: |E+k |2 ist auf der Geraden
kx = −ky besonders ausgepra¨gt, |E−k |2 auf der Geraden kx = ky.
Streuen also TM-polarisierte Polaritonen, bspw. durch resonante Rayleigh-Streuung,
zu endlichen Winkeln ∆ϕk, werden sie je nach Vorzeichen von ∆ϕk links- bzw. recht-
szirkular polarisiert, wodurch es zu einem Spinfluss senkrecht zur Propagationsrichtung
kommt. Dieser Effekt hat eine Analogie zum extrinsischen Spin-Hall-Effekt4 und wird
daher als optischer Spin-Hall-Effekt (OSHE) bezeichnet. Dieser wurde 2005 von Kavokin
et al. [33] vorhergesagt und erstmals 2007 von Leyder et al. experimentell nachgewiesen
[34]. Um den OSHE zu beschreiben, fasste Kavokin den Polarisationszustand eines
Polaritons als Pseudospin auf, der in einem effektivem Magnetfeld pra¨zediert, das auf-
grund der TE-TM-Aufspaltung entsteht. Der Pseudospin liegt dabei im Falle einer
linearen Polarisation in der x-y-Ebene, fu¨r zirkulare Polarisation in z-Richtung. Um
diesen Formalismus herzuleiten, la¨sst sich die Bewegungsgleichung 3.3 in die Form einer
Schro¨dingergleichung
i~
∂
∂t
(
E+k
E−k
)
= Hˆ
(
E+k
E−k
)
+
(
E+pump,k
E−pump,k
)
(3.10)
4Beim Spin-Hall-Effekt kommt es aufgrund von Streuung an Defekten zu einem Spinstrom in
senkrechter Richtung zu einem Ladungsstrom. Theoretisch von Dyakonov und Perel vorhergesagt, wurde
er 2004 von Kato et al. in Halbleitern nachgewiesen [35].
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u¨berfu¨hren. Die Kopplung an die Exzitonen p± ist fu¨r den OSHE nicht ausschlaggebend
und wird daher nicht aufgefu¨hrt. Der Hamiltonoperator Hˆ ergibt sich dabei zu
Hˆ = (~ωck − iγc)
(
1 0
0 1
)
+ ∆TLk
(
0 e−2iϕk
e2iϕk 0
)
(3.11)
und la¨sst sich auf die Form
Hˆ = (~ωck − iγc)1 + µBg (σ ·Heff) (3.12)
bringen. Dabei ist µB das Bohrsche Magneton und g ein beliebiger gyromagnetischer
Faktor. Der Vektor σ = (σx, σy)
t setzt sich aus den Paulimatrizen σx und σy zusammen
und Heff =
~
µBg
Ωk ist ein k-abha¨ngiges Magnetfeld. Die Komponenten des Vektors
Ωk = (Ωx,Ωy)
t sind Ωx =
∆TLk
~
(
cos2 ϕk − sin2 ϕk
)
und Ωy = 2
∆TLk
~ cosϕk sinϕk. Diese
Notation entspricht Quelle [33].
Zusammen mit Gl. 3.12 beschreibt Gl. 3.10 einen Spin in einem Magnetfeld, dessen
Dynamik sich mit den gewo¨hnlichen Bloch-Gleichungen beschreiben la¨sst. Ist ein freier
Spin entlang der Magnetfeldachse ausgerichtet, bleibt er erhalten, wa¨hrend er anderen-
falls anfa¨ngt, um die Magnetfeldachse zu pra¨zedieren. Diese Pra¨zession wurde 2007
von Langbein et al. [37] experimentell nachgewiesen, wobei die Polarisation ballistisch
propagierender Polaritonen in einer gepulst angeregten Kavita¨t eine zeitliche Oszillation
mit der Larmorfrequenz ∆TLk /~ aufwies. Bei einer kontinuierlichen Anregung erreichen
die Dichten |E+|2 und |E−|2 hingegen in guter Na¨herung stationa¨re Werte, solange die
TE-TM-Aufspaltung relativ zur Linienbreite nicht zu groß wird.
3.4 Vierwellenmischen in einem Polariton-Spinorfeld
Wa¨hrend die TE-TM-Aufspaltung in der photonischen Mode zu einer Vera¨nderung des
Polarisationszustandes fu¨hrt, kommt es aufgrund der spinselektiven Wechselwirkung in
der exzitonischen Komponente zu Auswahlregeln beim Vierwellenmischen. Um diesen
Effekt qualitativ und ohne Verschra¨nkungen mit dem OSHE zu untersuchen, betra-
chten wir in diesem Abschn. das Polaritonfeld ohne TE-TM-Aufspaltung. Fu¨r eine
analytische Behandlung wird analog zur skalaren GPE (Abschn. 2.3) eine vektorielle
Gross-Pitaevskii-Gleichung hergeleitet.
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3.4.1 Die Polarisationsabha¨ngige Gross-Pitaevskii-Gleichung
Analog zu Kap. 2 lassen sich die gekoppelten Bewegungsgleichungen fu¨r das Spinorfeld,
bestehend aus E± und p± (Gl. 3.6), in die Polaritonbasis ΨLPB,± und ΨUPB,± trans-
formieren. Fu¨r eine nicht verstimmte Kavita¨t setzt sich Ψ± ≡ ΨLPB,± =
√
1
2 (E
± + p±)
bei k = 0 zu gleichen Anteilen aus E± und p± zusammen. Vernachla¨ssigen wir die
k-Abha¨ngigkeit der Hopfield-Koeffizienten und vernachla¨ssigen wir eine Besetzung auf
dem UPB, ergibt sich fu¨r die Polaritonen die Bewegungsgleichung
i~
∂
∂t
Ψ± = (Hp − iγp) Ψ± +H±p Ψ∓ + α++|Ψ±|2Ψ±
+α+−|Ψ∓|2Ψ± + Ψ±pump. (3.13)
Hierbei entspricht Hp = x0 − Ωx − ~
2
4
(
1
mTM,p
+ 1mTE,p
)
∆ dem kinetischen Anteil des
Hamiltonoperators und γp =
1
2 (γc + γx) der polaritonischen Zerfallsrate. Wie in Gl.
3.3 koppelt H±p = −~
2
4
(
1
mTM,p
− 1mTE,p
)(
∂
∂x ∓ i ∂∂y
)2
Ψ+ an Ψ−. Die effektiven Polari-
tonmassen ergeben sich aus den photonischen zu mTM,p = 2mTM und mTE,p = 2mTE.
Die Wechselwirkung zwischen kozirkular polarisierten Polaritonen ist durch das Matrix-
element α++ = 14 (T
++ + αPSFΩx) und zwischen entgegengesetzt zirkular polarisierten
Polaritonen durch α+− = 14T
+− gegeben. Die Pumpfeldsta¨rke erha¨lt man aus dem
optischen Pump mittels Ψ±pump =
√
1
2E
±
pump.
Um Wellenmischprozesse zu untersuchen, bietet sich eine Fouriertransformation von Gl.
3.13 an. Fu¨r die Dynamik von Ψ±k ergibt sich dabei:
i~
∂
∂t
Ψ±k =
(
pk − iγp
)
Ψ±k + ∆
p,±
k Ψ
∓
k + Ψ
±
pump
+
∑
k ′,k ′′
(
α++Ψ±∗
k ′+k ′′−kΨ
±
k ′Ψ
±
k ′′ + α
+−Ψ∓∗
k ′+k ′′−kΨ
∓
k ′Ψ
±
k ′′
)
. (3.14)
Hierbei ist pk = 
x
0 − Ωx + ~
2k2
4
(
1
mTM,p
+ 1mTE,p
)
die Dispersion der Polaritonen und
∆p,±k =
~2
4
(
1
mTM,p
− 1mTE,p
)
(kx ∓ iky)2 die Fouriertransformierte von H±p .
3.4.2 Entartetes und nichtentartetes Vierwellenmischen
Zur Vereinfachung der Diskussion der Wellenmischprozesse wird fu¨r diesen Abschn.
mTM,p = mTE,p und folglich ∆
p,±
k = 0 angenommen. Bei Anregung eines axialen
Pumpfeldes Ψ±0 und einer U¨berlagerung mit einem schwachen, nichtaxialen Probe Ψ
±
kprobe
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(vgl. Abb. 2.3) la¨sst sich fu¨r das Vierwellenmischen Ψ±k fwm bei k fwm = −kprobe die Be-
wegungsgleichung
i~
∂
∂t
Ψ±k fwm =
(
pk fwm + 2α
++|Ψ±0 |2 + α+−|Ψ∓0 |2 − iγp
)
Ψ±k fwm
+α++Ψ±20 Ψ
±∗
kprobe
+ α+−Ψ±0 Ψ
∓
0 Ψ
∓∗
kprobe
+ α+−Ψ∓∗0 Ψ
±
0 Ψ
∓
k fwm
(3.15)
herleiten. Wie fu¨r das skalare Vierwellenmischen (Gl. 2.23) wurden dabei quadratische
und kubische Terme in Ψ±kprobe und Ψ
±
k fwm
vernachla¨ssigt und in die Doppelsumme in Gl.
3.14 fanden nur k = 0, kprobe und k fwm Eingang. Die Dispersion 
p
k fwm
wird in Gl. 3.15
um das Potential 2α++|Ψ±0 |2 + α+−|Ψ∓0 |2 verschoben. Im Falle eines σ+-polarisierten
Pumpes (d.h. Ψ−0 = 0) kann lediglich ein σ
+-polarisiertes Vierwellenmischen Ψ+k fwm
durch einen σ+-polarisierten Probe Ψ+kprobe angeregt werden. Wie schon in Abschn. 3.2
diskutiert, beschra¨nkt sich die Dynamik rein zirkular polarisierter Polaritonen auf nur
einen Polarisationskanal und kann daher als Skalarfeld beschrieben werden.
Der Spinorcharakter der Polaritonen kommt jedoch im Fall linear polarisierter Felder zur
Geltung. Um diesen Fall zu untersuchen, transformieren wir Gl. 3.15 in die ‖-⊥-Basis
und erhalten
i~
∂
∂t
Ψ
‖
k fwm
=
(
pk fwm +
(
α++ + α+−
) |Ψ‖0|2 − iγp)Ψ‖k fwm
+
1
2
(
α+− + α++
)
Ψ
‖2
0 Ψ
‖∗
kprobe
(3.16)
i~
∂
∂t
Ψ⊥k fwm =
(
pk fwm + α
++|Ψ‖0|2 − iγp
)
Ψ⊥k fwm
+
1
2
(
α+− − α++)Ψ‖20 Ψ⊥∗kprobe . (3.17)
Wie erwartet, kann ein ‖-polarisierter Probe Ψ‖kprobe ein ‖-polarisiertes FWM Ψ
‖
k fwm
anregen - ein ⊥-polarisierter Probe Ψ⊥kprobe la¨sst jedoch auch ein ⊥-polarisiertes Vier-
wellenmischen Ψ⊥k fwm zu. Somit kann ein nichtaxiales, ⊥-polarisiertes Polaritonfeld zwei
‖-polarisierte Pumppolaritonen zum Streuen stimulieren, die ihren Polarisationszus-
tand im Zuge der paarweisen Streuung von ‖ nach ⊥ a¨ndern. U¨berraschenderweise
ist dieser Streuprozess effektiver als eine Streuung ‖-polarisierter Pumppolartionen in
‖-polarisierte Moden, da α+− < 0.
Das in Abschn. 2.3.4 behandelte, skalare QFWM la¨sst sich ebenfalls fu¨r ein Spinorfeld
untersuchen. Wird ein axiales Pumpfeld Ψ0 von zwei nichtaxialen Probes Ψkprobe1 und
Ψkprobe1 u¨berlagert, ergibt sich fu¨r das quadratische Vierwellenmisch-Signal bei
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.
Figure 3.5: Zu sehen sind jeweils die Dichten |Exk |2 und |Eyk |2 fu¨r zwei x-polarisierte
Probes (a und b), einem x- und einem y-polarisierten Probe (c und d) und zwei y-
polarisierten Probes (e und f) in hexagonaler Anordnung. Das quadratische Vier-
wellenmischen ist abwechselnd x- und y-polarisiert (a, d und e).
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k fwm = kprobe1 + kprobe2:
i~
∂
∂t
Ψ
‖
k fwm
=
(
pk fwm +
(
α++ + α+−
) |Ψ‖0|2 − iγp)Ψ‖k fwm
+
(
α+− + α++
)
Ψ
‖∗
0 Ψ
‖
k1
Ψ
‖
k2
+
(
α+− − α++)Ψ‖∗0 Ψ⊥k1Ψ⊥k2 (3.18)
i~
∂
∂t
Ψ⊥k fwm =
(
pk fwm + α
++|Ψ‖0|2 − iγp
)
Ψ⊥k fwm
+α++Ψ
‖∗
0
(
Ψ⊥k1Ψ
‖
k2
+ Ψ
‖
k1
Ψ⊥k2
)
. (3.19)
Wie in Gl. 3.16 und 3.17 wurden dabei alle Felder in ihre ‖- und ⊥-polarisierten Anteile
zerlegt. Aus den Gln. 3.18 und 3.19 lassen sich drei Schlussfolgerungen ziehen: Das
QFWM ist (i) fu¨r zwei ‖-polarisierte Probes ‖-polarisiert, (ii) fu¨r zwei ⊥-polarisierte
Probes ebenfalls ‖-polarisiert und (iii) ⊥-polarisiert, wenn jeweils ein Probe ‖-, der
andere ⊥-polarisiert ist.
Diese Auswahlregeln werden anhand einer numerischen Simulation fu¨r die gekoppel-
ten Gln. in Abb. 3.5 besta¨tigt. Damit das QFWM resonant angeregt wird, liegen
kprobe1 = 1.92
(
cos 5pi6 , sin
5pi
6
)t
µm−1, kprobe2 = 1.92
(
cos pi6 , sin
pi
6
)t
µm−1 und k fwm =
(0, 1.92)t µm−1 in hexagonaler Geometrie. Gezeigt ist eine logarithmische Darstellung
der photonischen Dichte im k-Raum fu¨r eine Anregung getreu Fall (i) (a und b), Fall
(ii) (c und d) und Fall (iii) (e und f), jeweils fu¨r den ‖- und ⊥-Polarisationskanal.
Fu¨r die Rechnungen wurden Gln. 3.5 und 3.6 fu¨r einen x-polarisierten Pump und
(je nach Fall) x- oder y-polarisierten Probes gelo¨st. Die Dichte der Pumppolaritonen
|p+|2 = |p−|2 = 0.64 · 1010cm−2 lag dabei im optisch stabilen Bereich. Die restlichen Pa-
rameter entsprechen (bis auf die ausgeschaltete TE-TM-Aufspaltung) denen in Abschn.
3.2. Die linearen Vierwellenmischfelder, LFWM1 und LFWM2, erben in jedem Fall die
Polarisation ihres Probes (jeweils Probe1 und Probe2). Das quadratische Vierwellenmis-
chen ist, wie erwartet, fu¨r Fall (i) und (iii) x-polarisiert (a bzw. c), fu¨r Fall (ii) jedoch
y-polarisiert (d).
Obgleich beim linearen Wellenmischprozess die Pumppolaritonen bevorzugt in den ⊥-
Kanal streuen, wird die Ausbildung eines hexagonalen Musters, dessen Moden vollsta¨ndig
⊥-polarisiert sind, durch die Auswahlregeln ausgeschlossen. Bevor die dadurch wesentlich
kompliziertere Musterbildung fu¨r einen linear polarisierten Pump in Abschn. 3.6 disku-
tiert wird, behandelt der folgende Abschnitt die optische Stabilita¨t homogener Polari-
tonfelder mit linearem Polarisationszustand.
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3.5 Lineare Stabilita¨tsanalyse im Spinorfeld
Abschn. 2.4 bot mit der LSA eine Methode, den effektiven Zerfall γeffp nichtaxialer
Polaritonen zu bestimmen, bei dem sich deren Zerfallsrate γp durch ein stimuliertes Ein-
streuen von Pumppolaritonen effektiv vermindert. Eine negative effektive Zerfallsrate
γeffp < 0 fu¨hrt dabei zwangsla¨ufig zu einem instabilen Pumppolaritonfeld, da beliebig
kleine nichtaxiale Felder anfangen, exponentiell anzuwachsen. Die lineare Stabilita¨ts-
analyse erweitern wir in diesem Abschnitt um den Polarisationsfreiheitsgrad, wobei wir
uns wiederum auf eine linear polarisierte Anregung beschra¨nken. Unsere Arbeit repro-
duziert und erweitert die Ergebnisse aus Quelle [53].
Wir gehen auch hier wieder von einem homogenen Polaritonfeld (zusammengesetzt aus
E±0 und p
±
0 ) aus, das von einem beliebigen nichtaxialen Feld (E
±
noise und p
±
noise) und dem
dazugeho¨rigen Vierwellenmischfeld (E±fwm und p
±
fwm) u¨berlagert wird:
E±(r, t) =
(
E±0 + E
±
noisee
ikr + E±fwme
−ikr
)
e−iωt (3.20)
p±(r, t) =
(
p±0 + p
±
noisee
ikr + p±fwme
−ikr
)
e−iωt. (3.21)
Der Impuls k ist hierbei beliebig, aber fest. Einsetzen von Gl. 3.21 in Gln. 3.5 und
3.6 ergibt eine gekoppelte Bewegungsgleichung fu¨r E±noise, p
±
noise, E
±∗
fwm und p
±∗
fwm. Aus
Gru¨nden der U¨bersichtlichkeit gruppieren wir alle optischen Felder zu einem Vektor
E =
(
E+noise, E
−
noise, E
+∗
fwm, E
−∗
fwm
)t
und alle exzitonischen Felder zu
P =
(
p+noise, p
−
noise, p
+∗
fwm, p
−∗
fwm
)t
. In dieser Notation folgt fu¨r die Dynamik von E und P:
~
∂
∂t
(
E
P
)
= −i
(
MEE MEp
MpE Mpp
)(
E
P
)
≡M(k)
(
E
P
)
. (3.22)
Analog zu Abschn. 2.4 wurden bei der Herleitung alle quadratischen und kubischen
Terme in den nichtaxialen Feldern vernachla¨ssigt. MEE , MEp, MpE und Mpp sind 4x4
Blockmatrizen. Die Kopplung zwischen E und E wird in Gl. 3.22 durch
MEE =

∆~ωck ∆
+
k 0 0
∆−k ∆~ω
c
k 0 0
0 0 −∆~ωc∗k −∆+∗k
0 0 −∆−∗k −∆~ωc∗k
 (3.23)
beschrieben, wobei ∆~ωck = ~ωck − ~ωp − iγc die Verstimmung der photonischen Mode
zur Pumpfrequenz ist. Die TE-TM-Aufspaltung ∆±k fu¨hrt zu einer Kopplung zwischen
E+noise und E
−
noise sowie zwischen E
+∗
fwm und E
−∗
fwm. Komplizierter ist die Matrix Mpp, die
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P an P koppelt:
Mpp =

∆x+k U
+ V + W+
U− ∆x−k W
− V −
−V +∗ −W+∗ −∆x+∗k −U+∗
−W−∗ −V −∗ −U−∗ −∆x−∗k
 . (3.24)
Die Diagonaleintra¨ge ∆x±k = 
x
k + αPSFΩxp
±∗
0 E
±
0 + 2T
++|p±0 |2 + T+−|p∓0 |2 − ~ωp − iγx
entsprechen der Frequenzverstimmung zu einem blauverschobenen Exzitonenband. Der
Term U± = T+−p∓∗0 p
±
0 bezeichnet eine Kopplung zwischen verschieden zirkular po-
larisierten Komponenten p+noise und p
−
noise bzw. zwischen p
+∗
fwm und p
−∗
fwm, wa¨hrend die
Terme V ± = αPSFΩxp±0 E
±
0 + T
++
(
p±0
)2
und W± = T+−p∓0 p
±
0 die nichtaxialen Polari-
tonen an ihre Vierwellenmischfelder koppeln. Letztlich wird die Kopplung zwischen E
und P durch die Matrizen
MEp =

−Ωx 0 0 0
0 −Ωx 0 0
0 0 Ωx 0
0 0 0 Ωx
 ,MpE =

−Ω˜+x 0 0 0
0 −Ω˜−x 0 0
0 0 Ω˜+x 0
0 0 0 Ω˜−x
 (3.25)
beschrieben, wobei Ω˜±x = Ωx
(
1− αPSF|p±0 |2
)
die um die Phasenraumfu¨llung reduzierte
Photon-Exziton-Kopplung ist.
Fu¨r eine Bewertung der Stabilita¨t ist der Eigenwert der Matrix M (Gl. 3.22) mit dem
gro¨ßten Realteil β(k) = max(<(eig(M(k)))) ausschlaggebend. Durch die TE-TM Aufs-
paltung ist dieser jedoch nicht nur vom Betrag k (vgl. Abschn. 2.4), sondern auch von
der Richtung ϕk abha¨ngig. Um die unterschiedlichen Einflu¨sse der TE-TM-Aufspaltung
und der polarisationsabha¨ngigen Wechselwirkung getrennt zu entschlu¨sseln, zeigt Abb.
3.6 β(k) im k-Raum fu¨r drei verschiedene Fa¨lle: (i) Ohne TE-TM-Aufspaltung und mit
T+− = 0 (a und b), (ii) mit TE-TM-Aufspaltung und mit T+− = 0 (c und d) und (iii)
mit TE-TM-Aufspaltung und mit T+− < 0 (e und f). Die Polarisation der Pumppolari-
tonen zeigt in x-Richtung. Um die auftretenden Effekte deutlich darstellen zu ko¨nnen,
wurden kleine Linienbreiten γc = γx = 0.1 meV und eine große TE-TM-Aufspaltung
gewa¨hlt (mTE = 1.25 ·mTM). Die Exzitonendichte |p±0 |2 = 0.25 ·1010cm−2 liegt fu¨r diese
Parameter u¨ber der Instabilita¨tsschwelle, so dass es in allen drei Fa¨llen Bereiche mit
β(k) > 0 gibt. Die restlichen Parameter entsprechen denen aus Abschn. 3.2 und 3.4.
Ohne TE-TM-Aufspaltung und fu¨r T+− = 0 ha¨ngt β(k) nur vom Betrag k ab. Die
Auswahl β(k) > 0 markiert einen Kreis (Abb. 3.6 a), dessen Radius einer Resonanz
auf dem (ggf. blauverschobenen) LPB entspricht. Außerhalb dieses Bereiches spiegelt
β(k) die polaritonische Zerfallsrate wider (-0.1 meV). Die Polarisation der nichtaxialen
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Figure 3.6: Die maximale effektive Wachstumsrate β(k) nichtaxialer Polaritonen
wird fu¨r die beschriebenen Fa¨lle im k-Raum gezeigt (a,c,e). Die Polarisation der
entsprechenden Eigenmoden ist fu¨r die interessanten Bereiche in der rechten Spalte
(b,d,f) zu sehen. Der Wert 0 entspricht hier einer reinen x-, der Wert 1 einer reinen
y-Polarisation. Zwischenwerte entsprechen nicht unbedingt linearen Polarisation-
szusta¨nden.
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Polaritonen ist in diesem Fall fu¨r β(k) ohne Bedeutung: Eine Projektion der Eigenmoden
von β(k) > 0 auf den y-Polarisationskanal ergibt einen y-polarisierten Anteil von 12
(Abb. 3.6 b). Schaltet man die TE-TM-Aufspaltung ein, bricht diese die azimutale
Symmetrie auf, der Kreis spaltet sich parallel und senkrecht zur Polarisationsrichtung
in zwei Kreisabschnitte mit unterschiedlichen Radien (Abb. 3.6 c) auf. Entlang der
Polarisationsrichtung werden die Pumppolaritonen entweder zu Streuprozessen auf die
TM-Mode (geringerer Radius) oder auf die TE-Mode (gro¨ßerer Radius) stimuliert (bei
einer Streuung senkrecht zur Polarisationsrichtung umgekehrt), was die x- bzw. y-
Polarisation der jeweiligen Kreisabschnitte erkla¨rt (Abb. 3.6 d). Die Kreisabschnitte
bei ϕk =
pi
4 , 3
pi
4 , 5
pi
4 und 7
pi
4 bleiben jedoch gemischt polarisiert: Diese entsprechen einer
paarweisen Streuung jeweils eines Pumppolaritons in die TM-Mode und des anderen in
die TE-Mode. Fu¨r eine resonante Streuung wird das eine energetisch rot-, das andere
energetisch blauverschoben (nicht gezeigt). Fu¨r T+− < 0 wird das Einstreuen in den
y-Polarisationskanal effektiver, wie in Abschn. 3.4 beschrieben wurde. Somit wird β(k)
fu¨r y-polarisierte Moden gro¨ßer, fu¨r x-polarisierte Moden kleiner (Abb. 3.6 e). Die
vierza¨hlige Symmetrie in Abb. 3.6 c wird dadurch auf eine zweiza¨hlige reduziert. Die
Polarisation der Moden bleibt gegenu¨ber Abb. 3.6 d unvera¨ndert (Abb. 3.6 f).
3.5.1 LSA mit der polarisationsabha¨ngigen GPE
Fu¨r eine analytische Behandlung bietet es sich analog zu Abschn. 2.4 an, die LSA mit
Hilfe der polarisationsabha¨ngigen GPE (Gl. 3.13) durchzufu¨hren. Mit dem Ansatz
Ψ±(r, t) =
(
Ψ±0 + Ψ
±
noisee
ikr + Ψ±fwme
−ikr
)
e−iωt, (3.26)
erhalten wir in vo¨lliger Analogie zu Gl. 3.22 die gekoppelte Bewegungsgl.
~
∂
∂t

Ψ
‖
noise
Ψ
‖∗
fwm
Ψ⊥noise
Ψ⊥∗fwm
 = −i
(
MXX MXY
MYX MYY
)
Ψ
‖
noise
Ψ
‖∗
fwm
Ψ⊥noise
Ψ⊥∗fwm
 . (3.27)
Ψ
‖
noise, Ψ
‖∗
fwm, Ψ
⊥
noise, und Ψ
⊥∗
fwm bezeichnen die Rausch- und Vierwellenmischfelder in der
in Abschnitt 3.3 eingefu¨hrten ‖-⊥-Basis. Die 2x2 Blockmatrizen MXX, MYY, MYX und
MYY bewirken jeweils eine Kopplung zwischen den Polarisationskana¨len ‖ und ‖, ⊥ und
⊥, sowie die letzteren zwischen ‖ und ⊥. Fu¨r diese gelten
MXX =
(
∆
p‖
k + Γk cos(2∆ϕk )
1
2 (α
++ + α+−) Ψ‖20
−12 (α++ + α+−) Ψ
‖∗2
0 −∆p‖∗k − Γk cos(2∆ϕk )
)
, (3.28)
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MYY =
(
∆p⊥k − Γk cos(2∆ϕk ) −12 (α++ − α+−) Ψ
‖2
0
1
2 (α
++ − α+−) Ψ‖∗20 −∆p⊥∗k + Γk cos(2∆ϕk )
)
(3.29)
sowie
MXY = MYX =
(
Γk sin(2∆ϕk ) 0
0 −Γk sin(2∆ϕk )
)
. (3.30)
Hierbei sind ∆
p‖
k = 
p
k+(α
++ + α+−) |Ψ‖0|2−~ωp−iγp, ∆p⊥k = pk+α++|Ψ‖0|2−~ωp−iγp
und Γk =
~2k2
4
(
1
mTM,p
− 1mTE,p
)
. Betra¨gt der Einschlusswinkel zwischen Polarisation-
sebene und Einfallsebene ∆ϕk ganzzahlige Vielfache von
pi
2 , wird sin(2∆ϕk ) = 0 und
die Matrix in Gl. 3.27 wird blockdiagonal. Das Eigenwertspektrum setzt sich dann aus
den Eigenwerten von MXX (βXXk ) und MYY (βYYk ) zusammen, was die Problemstellung
erheblich erleichtert.
Eine einfache Rechnung ergibt die Eigenwerte
βXX±k = −γp ±
√
1
4
(α++ + α+−)2 |Ψ‖0|4 −<∆p‖k − Γk · sgn. (3.31)
und
βYY±k = −γp ±
√
1
4
(α++ − α+−)2 |Ψ‖0|4 −<∆p⊥k + Γk · sgn. (3.32)
Das Vorzeichen sgn nimmt den Wert 1 fu¨r ∆ϕk = 0 oder pi und -1 fu¨r ∆ϕk =
pi
2 oder
3pi2 an.
Liegt die Pumpfrequenz oberhalb der blauverschobenen Polaritonzweige (siehe die Diskus-
sion in Abschn. 2.4), wird βXX+k fu¨r <∆p‖k + Γk · sgn = 0 maximal, βYY+k jedoch fu¨r
<∆p,⊥k − Γk · sgn = 0, wodurch es zu der charakteristischen Aufspaltung der in Abb.
3.6 gezeigten Kreisabschnitte kommt.
Die Maxima betragen jeweils max
(
βXX+
)
= −γp + 12 (α++ + α+−) |Ψ
‖
0|2 sowie
max
(
βYY+
)
= −γp + 12 (α++ − α+−) |Ψ
‖
0|2. Fu¨r α+− < 0 wird somit max
(
βYY
)
>
max
(
βXX
)
, was der bevorzugten Streuung in y-polarisierte Moden und dem Resultat in
Abb. 3.6 e entspricht.
3.6 Musterbildung in einem linear polarisierten Spinorfeld
Im Falle einer nichtaxialen Instabilita¨t la¨sst sich die Ausbildung optischer Muster mit
Hilfe numerischer Rechnungen wie in Abschn. 2.5.2 simulieren. Als erster Fall (Ab-
schn. 3.6.1) wird fu¨r eine lineare Polarisation eine Musterbildung in einem System
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Figure 3.7: Stationa¨re Muster fu¨r T+− > 0 im Orts- (a) und k-Raum (b) im x-
Polarisationskanal. Abgebildet sind die photonischen Dichten |Ex|2. Der Pump bei
k = 0 ist ausgeblendet.
mit verschwindend geringer TE-TM-Aufspaltung diskutiert, wobei zwischen dem hypo-
thetischen Fall T+− > 0 und T+− < 0 unterschieden wird. Eine Musterbildung mit
signifikanter TE-TM-Aufspaltung wird in Abschn. 3.6.2 untersucht. Bei dieser spielen
neben den Auswahlregeln im quadratischen Vierwellenmischen auch der im Rahmen der
LSA gezeigte Symmetriebruch eine entscheidende Rolle.
3.6.1 Musterbildung ohne TE-TM-Aufspaltung
Um die Musterbildung fu¨r diese Fa¨lle zu untersuchen, wurden die Gln. 3.5 und 3.6 wie
in Abschn. 3.2 numerisch gelo¨st5, allerdings fu¨r eine x-polarisierte Anregung (E+pump =
E−pump). Fu¨r diesen Abschnitt wurde eine verschwindend geringe TE-TM-Aufspaltung
gewa¨hlt (mTM = 1.00001 ·mTE). Aufgrund seines axialen Einfalls (kpump = 0) erzeugt
der Pump bei k = 0 ein ebenso x-polarisiertes Polaritonfeld, bestehend aus E+ = E−
und p+ = p−. Bei einer Exzitonendichte von |p+|2 + |p−|2 = 1.77 · 1010cm−2 ist
dieses (der LSA zufolge) instabil. Abb. 3.7 zeigt ein stationa¨res Muster zum Zeitpunkt
t = 4 ns, das sich im Fall einer abstoßenden Wechselwirkung (T+− = T++/5) zwis-
chen kozirkular polarisierten Exzitonen gebildet hat. Das Ortsraummuster (a) und das
hexagonale k-Raummuster (b) a¨hneln, bis auf ho¨here Dichten, den Mustern fu¨r eine
zirkular polarisierte Anregung (Abb. 3.2), sind aber x-polarisiert. Die Orientierung des
Hexagons ist dabei willku¨rlich, ein Symmetriebruch erfolgt in der Rechnung durch das
Sto¨rstellenpotential.
Aufgrund von T+− = T++/5 > 0 streuen, wie in Abschn. 3.4 diskutiert, die Pumppo-
laritonen bevorzugt in x-polarisierte Moden. Aufgrund der quadratischen Streuprozesse,
5Das Sto¨rstellenpotential und die Parameter wurden, wenn nicht anders angegeben, aus diesem Ab-
schnitt u¨bernommen.
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Figure 3.8: Stationa¨re Muster fu¨r T+− < 0 im Orts- (a,c) und k-Raum (b,d) und
aufgelo¨st nach x- (a,b) und y-Polarisationskanal (c,d). Das Pumpfeld bei k = 0 wurde
nur in Abb. b ausgeblendet.
die zwischen x-polarisierten Polaritonen polarisationserhaltend sind, kristallisiert sich
im Laufe der Musterbildung ein x-polarisiertes Hexagon heraus. Die Pha¨nomenologie
sieht jedoch anders aus, wenn die nichtaxialen Moden y-polarisiert anwachsen, wie es
fu¨r T+− = −T++/5 < 0 der Fall ist. Hier widerspricht ein vollsta¨ndig y-polarisiertes
Muster den in Abschn. 3.4 diskutierten Auswahlregeln: Kommt es bei einer hinreichend
hohen Dichte zu relevanten quadratischen Streuprozessen, erzeugen zwei y-polarisierte
Felder in hexagonaler Geometrie resonant ein x-polarisiertes QFWM. Im optisch insta-
bilen Fall bildet sich dadurch ein hexagonales Muster im k-Raum, von dem vier Moden
y-polarisiert sind, zwei gegenu¨ber liegende jedoch x-polarisiert, wie in Abb. 3.8 gezeigt
ist. Aufgrund des sta¨rkeren Einstreuens der Pumppolaritonen sind die y-polarisierten
Dichten ho¨her.
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3.6.2 Musterbildung mit TE-TM-Aufspaltung
Durch eine starke TE-TM-Aufspaltung (mTE = 1.05 · mTM) wird die Musterbildung
wesentlich verkompliziert. Die azimutale Symmetrie ist durch sie bei linear polar-
isierter Anregung bereits aufgehoben ist, daher betrachten wir in diesem Abschnitt ein
System mit einem nur marginalen Sto¨rstellenpotential (um den Faktor 10−2 verklein-
ert). Die Wechselwirkung zwischen Exzitonen mit unterschiedlichem Spin sei anziehend
(T+− = −T++/5 < 0). Der Symmetriebruch durch die TE-TM-Aufspaltung erfolgt im
Wesentlichen auf zwei Ebenen: Zum einen werden nichtaxiale Polaritonen abha¨ngig von
∆ϕk unterschiedlich stark y-polarisiert, wie es in Abschn. 3.3 diskutiert wurde. Zum
anderen streuen die Pumppolaritonen - ebenso abha¨ngig von ∆ϕk - unterschiedlich stark
in die y-polarisierten Moden, wie anhand der LSA in Abschn. 3.5 untersucht wurde.
Eine Verschra¨nkung beider Effekte sorgt fu¨r einen interessanten Prozess der Muster-
bildung, wie er anhand von k-Raumdichten fu¨r verschiedene Zeiten in Abb. 3.9 ve-
ranschaulicht wurde: Durch ein endliches Ortsraumprofil setzt sich das x-polarisierte
Polaritonfeld auch aus endlichen nichtaxialen Moden zusammen, die durch die TE-TM-
Aufspaltung einen y-polarisierten Anteil erhalten. Diese sind auf dem LPB bei k ≈ 2
µm−1 resonant, wie zu einem Zeitpunkt t = 40 ps im y-Polarisationskanal zu sehen ist
(Abb. 3.9 a). Die Photonendichte |Ey|2 ist allerdings nicht gleichfo¨rmig verteilt, sondern
ist mit | sin (2ϕk ) |2 moduliert und wird somit entlang beider Raumdiagonalen maximal.
Die Pumppolaritonen streuen jedoch bevorzugt in die TE- oder TM-Mode und somit
in Richtungen, in denen anfangs kein stimulierendes y-polarisiertes Feld vorhanden ist.
Somit ergibt sich ein bevorzugtes Anwachsen der entlang der x- und y-Achse nahe gele-
genen Moden, wodurch sich aus den vier Sicheln in Abb. 3.9 a insgesamt acht Punkte
herauskristallisieren, die aus vier gegenu¨berliegenden Paaren bestehen (Abb. 3.9 b).
Diese wachsen aufgrund des geringen Sto¨rstellenpotentials ungleichma¨ßig stark an, bis
sie von einem entlang der y-Achse orientiertem Paar verdra¨ngt werden (Abb. 3.9 c).
Aufgrund der quadratischen Wellenmischprozesse beginnt ab einer hinreichend hohen
Dichte die Bildung eines Hexagons, das sich an diesen Punkten orientiert (Abb. 3.9 d).
Abb. 3.9 e und f zeigen die nach ca. 3 ns auskonvergierten Dichten, projiziert auf ihren
jeweils x- und y-polarisierten Anteil6. Charakteristisch ist die Aufteilung des Musters
in die zwei intensiven, u¨berwiegend y-polarisierten Punkte entlang der y-Achse und in
die vier schwa¨cheren, gemischt polarisierten. Von den vier schwa¨cheren Punkten sind
wiederum zwei sta¨rker (fu¨r kx < 0) und zwei schwa¨cher y-polarisiert (fu¨r kx > 0). Die
Orientierung dieses u¨berraschenden Symmetriebruchs ist jedoch willku¨rlich und ha¨ngt
in jeder Rechnung vom Sto¨rstellenpotential ab.
6Alle sechs Punkte sind grundsa¨tzlich elliptisch polarisiert. Aus Gru¨nden der U¨bersicht wurde auf
eine genauere Aufschlu¨sselung, z.B. durch Bestimmung der Stokesparameter, verzichtet.
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Figure 3.9: a-d: Entwicklung der photonischen Dichte |Ey|2 fu¨r verschiedene Mo-
mentaufnahmen im k-Raum. Abb. e und f zeigen die stationa¨ren Dichten |Ex|2 und
|Ey|2. Der Bereich um k = 0 ist in Abb. e ausgeblendet.
60 CHAPTER 3. VEKTORIELLE POLARITONFELDER
Figure 3.10: a: Frequenz der in Abb. 3.9 e und f relevanten Felder. Der Energien-
ullpunkt wurde hierbei auf das Exzitonenband gelegt. b: Streuprozess der Pumppo-
laritonen in die schwa¨cheren nichtaxialen Moden. Die paarweise Streuung ist mit den
blauen Pfeilen markiert. Zur Verdeutlichung wurde die TE-TM-Aufspaltung und die
Frequenzverstimmung stark u¨bertrieben.
Figure 3.11: Momentaufnahmen der nichtstationa¨ren Ortsraumdichten |Ex|2 und
|Ey|2 bei t = 3200 ps. Der weiße Pfeil markiert die Driftrichtung.
Abb. 3.10 a zeigt die Frequenzen der nichtaxialen Moden: Wa¨hrend die auf der Orien-
tierungsachse (y-Achse) gelegenen Felder mit der Pumpfrequenz (~ωp = x0−4 meV) os-
zillieren, sind die schwa¨cheren vier um ∆~ω = ±0.025 meV verstimmt (jeweils links bzw.
rechts von der y-Achse). Beide Seiten des Symmetriebruchs - die unterschiedliche Po-
larisation und die Frequenzverstimmung - lassen sich durch ein Auftreten bei festen Im-
pulsen k erkla¨ren, die den schwa¨cheren vier nichtaxialen Feldern im Zuge der quadratis-
chen Streuprozesse aufgezwungen werden. Damit zwei Pumppolaritonen anna¨hernd res-
onant in diese Moden streuen ko¨nnen, streut ein Pumppolariton zu einer tieferen Fre-
quenz (und damit na¨her zur TE-Mode), ein anderes energetisch ho¨her (und damit na¨her
zur TM-Mode), um der Energieerhaltung gerecht zu werden. Dieser asymmetrische
Streuprozess ist in Abb. 3.10 b skizziert.
Die Frequenzverstimmung fu¨hrt dazu, dass sich im Ortsraum kein stationa¨res Muster
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Figure 3.12: Schematische Skizze einer Doppelkavita¨t. Zwei Teilkavita¨ten teilen
sich einen zentralen Bragg-Spiegel. Markiert ist ein axial eintreffender Pump (orange)
und emittierte, nichtaxiale Moden (gelb).
ausbildet, sondern ein gleichma¨ßig in x-Richtung driftendes. Abb. 3.11 zeigt eine Mo-
mentaufnahme der Ortsraumdichten aufgeteilt in |Ex|2 (a) und |Ey|2 (b) zu den in Abb.
3.9 e und f gezeigten k-Raumdichten. Die Bewegungsrichtung und Geschwindigkeit ist in
beiden Polarisationskana¨len dieselbe und jeweils mit einem weißen Pfeil markiert. Dieses
u¨berraschende Pha¨nomen wurde unabha¨ngig von uns von Egorov et al. entdeckt und
2014 publiziert [27]. Es la¨sst sich als Folge des Symmetriebruchs anhand eines einfachen
Modells erkla¨ren: Angenommen, ein homogenes Feld Ψ0 wird von zwei nichtaxialen
Feldern Ψ1 und Ψ2 mit einer Frequenzverstimmung von jeweils ±∆ω u¨berlagert. Ψ1
und Ψ2 haben die entgegengesetzten Impulse kx und −kx, so dass fu¨r das gesamte Feld
Ψ gilt:
Ψ = Ψ0 + Ψ1e
i(kxx−∆ωt) + Ψ2ei(−kxx+∆ωt). (3.33)
Die Ortsraumdichte |Ψ|2 weist als Folge der Interferenz mit den nichtaxialen Feldern
ein Streifenmuster auf. Maxima z.B. liegen bei konstruktiver Interferenz vor, d.h. wenn
kxx −∆ωt = 0. Das Muster wird somit zeitabha¨ngig und bewegt sich mit einer Drift-
geschwindigkeit vd = ∆ω/kx. In unserem Fall betra¨gt kx = 1.6 µm
−1 und ∆ω = 0.038
ps−1, woraus vd ≈ 24 nm/ps folgt. Dieser Wert stimmt auch mit einer direkten Auswer-
tung der Geschwindigkeit im Ortsraum u¨berein.
3.7 Experimente zu Vierwellenmischen und Musterbildung
Um die komplexe Theorie eines linear polarisierten Polaritonfluids mit experimentellen
Daten zu vergleichen, pra¨sentiert dieser Abschnitt die Ergebnisse einer theoretisch-
experimentellen Kollaboration mit der Arbeitsgruppe von Prof. Je´roˆme Tignon von der
ENS Paris. Diese umfasste Vierwellenmischexperimente fu¨r LFWM und QFWM, das
Auftreten hexagonaler Fernfeldmuster sowie durch Anisotropie erzeugte U¨berga¨nge zwis-
chen verschiedenen Mustern [1]. Ferner gehen wir in diesem Abschnitt auf Schaltprozesse
ein [4]. Das in den Experimenten untersuchte System war jedoch keine Kavita¨t, wie sie in
den vorangegangenen Abschnitten behandelt wurde, sondern eine aus zwei Teilkavita¨ten
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Figure 3.13: a: Aufspaltung der photonischen Dispersion in eine symmetrische (Es)
und antisymmetrische Mode (Ea). b: Weitere Normalmodenaufspaltung in zwei un-
tere (LPB1, LPB2) und obere Polaritonzweige (UPB1, UPB2).
bestehende Doppelkavita¨t. Bevor die Ergebnisse der Zusammenarbeit pra¨sentiert wer-
den, diskutieren wir im folgenden Unterabschnitt dieses System und erweitern unser
theoretisches Modell dementsprechend.
3.7.1 Doppelkavita¨ten
Doppelkavita¨ten bestehen aus zwei Einzelkavita¨ten (hier mit dem Index 1 und 2 verse-
hen), die u¨ber einen zentralen Bragg-Spiegel miteinander verbunden sind (Abb. 3.12).
Zwischen beiden Teilkavita¨ten findet ein koha¨renter Energieaustausch statt, der einer
Kopplung zwischen den optischen Feldern E1 und E2 entspricht [32, 62]. Fu¨r die Dy-
namik in einer Doppelkavita¨t folgt somit fu¨r jede Mode k :
i~
∂
∂t
(
E1,k
E2,k
)
=
(
~ωck − iγc −Ωc
−Ωc ~ωck − iγc
)(
E1,k
E2,k
)
+
(
Epump1,k
Epump2,k
)
(3.34)
Hierbei wurden zwei identische Teilkavita¨ten mit derselben photonischen Dispersion ~ωck
und derselben Zerfallsrate γc angenommen. Epump1,k und Epump2,k entsprechen den
externen Quelltermen von E1,k bzw. E2,k . Anders als in Quelle [62] wurde hier die k-
Abha¨ngigkeit des Kopplungsparameters Ωc vernachla¨ssigt. Die Kopplung der optischen
Felder an die Polarisation ist in Gl. 3.34 vorerst nicht beru¨cksichtigt.
Die Kopplung zwischen den Kavita¨ten fu¨hrt zu einer Normalmodenaufspaltung der Dis-
persion in ~ωsk = ~ωck − Ωc und ~ωak = ~ωck + Ωc, wie sich durch eine Diagonalisierung
der Matrix in Gl. 3.34 zeigen la¨sst. Die Indizes “s” und “a” stehen hierbei jeweils fu¨r
“symmetrisch” und “antisymmetrisch”. Diese Bezeichnungen ergeben sich aufgrund
einer zu ~ωsk und ~ωak geho¨renden symmetrischen Eigenmode Es,k =
1√
2
(E1,k + E2,k )
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Abbildung 3.14: a: Linearer Streuprozess resonanter Pumppolaritonen in resonante
Moden stimuliert durch einen externen Probe. b: Schematische k-Raumskizze eines
Vierwellenmischexperimentes mit linearer Pumppolarisation. Der Pfeil markiert den
Schnitt der Polarisationsebene mit der Ebene der Kavita¨t.
bzw. antisymmetrischen Eigenmode Ea,k =
1√
2
(E1,k − E2,k ). Beru¨cksichtigt man die
Kopplung an die Exzitonen und den Polarisationsfreiheitsgrad, erweitern sich die Bewe-
gungsgleichungen einer Einzelkavita¨t, Gln. 3.5 und 3.6, zu:
i~
∂
∂t
E±i = (Hc − iγc)E±i +H±E∓i − Ωxp±i − ΩcE±j + E±i,pump (3.35)
i~
∂
∂t
p±i = (Hx − iγx) p±i − Ωx
(
1− αPSF|p±i |2
)
E±i
+T++|p±i |2p±i + T+−|p∓i |2p±i . (3.36)
Der Index i und j stehen fu¨r die Kavita¨t 1 bzw. 2, wobei i 6= j gilt. E±i und p±i sind das
optische bzw. exzitonische Feld in der Kavita¨t i und E±i,pump der Quellterm. In Abb. 3.13
a ist zuna¨chst die Aufspaltung der photonischen Dispersion in eine symmetrische und
antisymmetrische Mode mit TE-TM-Aufspaltung dargestellt (mTE = 1.25·mTM). Durch
die Kopplung an die Exzitonen erfahren beide eine weitere Normalmodenaufspaltung in
symmetrische (LPB1 und UPB1) und antisymmetrische Polaritonzweige (LPB2 und
UPB2), die in Abb. 3.13 b zu sehen sind. Durch die unterschiedliche Verstimmung von
Es und Ea (jeweils ±Ωc) zu x0 sind LPB1 und UPB2 bei k = 0 u¨berwiegend photonisch,
wa¨hrend LPB2 und UPB1 bei k = 0 u¨berwiegend exzitonisch sind. Dies erkennt man
deutlich an der unterschiedlich starken TE-TM-Aufspaltung zwischen LPB1 und LPB2.
3.7.2 Entartetes Vierwellenmischen im Experiment
Die Doppelkavita¨t bietet durch seine zwei unteren Polaritonzweige einen entscheidenen
Vorteil gegenu¨ber einer Einzelkavita¨t: Ein axialer Pump kann die Kavita¨t resonant auf
dem LPB2 anregen, wa¨hrend die Pumppolaritonen ebenso resonant auf den LPB1 in
64 CHAPTER 3. VEKTORIELLE POLARITONFELDER
nichtaxiale Moden streuen ko¨nnen, was in Abb. 3.14 a veranschaulicht wurde. Diese
stimulierten Streuprozesse treten oberhalb der optischen Instabilita¨tsschwelle spontan
auf, lassen sich unterhalb der dafu¨r kritischen Exzitonendichte jedoch gezielt im Rah-
men eines Vierwellenmisch-Experiments ansteuern, wie in Abschn. 3.4 fu¨r den Fall einer
linearen Polarisation diskutiert ist. Da in einem realen System die azimutale Symme-
trie aufgrund der TE-TM-Aufspaltung aufgehoben ist, bietet sich ein wie in Abb. 3.14 b
skizziertes Experiment an: Wa¨hrend ein Probe zu einem festen Polarwinkel resonant den
LPB1 anregt, wird zu jedem Azimutwinkel ϕk die Intensita¨t des in entgegengesetzter
Richtung auftretenden Vierwellenmischens gemessen. Der Winkel ϕk ist dabei der Ein-
schlusswinkel mit der Pumppolarisationsebene, die wir im Folgenden auf die x-z-Ebene
legen.
Um Aufschluss u¨ber die Polarisationsabha¨ngigkeit zu erhalten, erfolgte jede Messung
fu¨r vier verschiedene Anordnungen: Der Probe war entweder parallel (x-) oder senkrecht
(y-) zum Pump polarisiert. Zusa¨tzlich dazu wurde mit Hilfe eines Polarisationsfilters die
Intensita¨t des Vierwellenmischens nach x- und y-polarisiertem Anteil detektiert. Diese
vier Anordnungen bezeichnen wir mit XX, YY, YX und XY, wobei der erste Buchstabe
fu¨r die Polarisation des Probes, der zweite fu¨r die Polarisation der Detektion steht.
Zusa¨tzlich wurde die Detektion in Abha¨ngigkeit von k bestimmt, sodass sich zu jedem
Winkel ϕk Resonanzspektren ergaben, die als vertikale Streifen aneinandergereiht in
Abb. 3.15 dargestellt sind. Die linke Spalte (a, c, e, g) zeigt numerische Simulationen,
die rechte Spalte (b, d, f, h) die experimentellen Messungen.
Um die experimentellen Ergebnisse zu simulieren, wurden die Gln. 3.35 und 3.36 mit ei-
nem axialen Pump und einem Probe mit gleicher Frequenz und einem Impuls kprobe = 3.4
µm−1 gelo¨st. Pump, Probe und Vierwellenmischfeld wurden nach ca. 100 ps stati-
ona¨r. Die Kopplung zwischen den Kavita¨ten betrug Ωc = 5.5 meV, die Pumpfrequenz
~ωp = x0 − 4.25 meV. Angenommen wurden geringe Linienbreiten γc = γx = 0.05 meV,
sodass das Vierwellenmischen schon bei einer Exzitonendichte |p|2 ≈ 0.1 · 1010cm−2 aus-
gepra¨gt war. Da die genauen Gro¨ßen- und Phasenbeziehungen zwischen E±1,pump und
E±2,pump zum Zeitpunkt der Zusammenarbeit nicht vorlagen, wurden fu¨r die im Rahmen
dieser Arbeit gezeigten Rechnungen symmetrische Felder E±1,pump = E
±
2,pump angenom-
men. Eine genauere Untersuchung der Doppelkavita¨ten diesbezu¨glich ist Gegenstand
zuku¨nftiger Arbeiten.
Abb. 3.15 a und b zeigen die Ergebnisse fu¨r eine x-polarisierte Anregung und eine x-
polarisierte Detektion (XX). Das LFWM ist bei ϕk = 0,
pi
2 , pi und 3
pi
2 resonant, wobei
der Radius k abwechselnd einer Anregung der TM- (ϕk = 0, pi) und TE-Mode (ϕk =
pi
2 ,
3pi2 ) entspricht. Fu¨r die Anordnung YY (Abb. 3.15 c und d) ergibt sich ein a¨hnliches
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Abbildung 3.15: Aufgetragen ist die Intensita¨t des Vierwellenmischens in
willku¨rlichen Einheiten u¨ber k zu jedem Winkel ϕk. Die linke Spalte zeigt Simula-
tionen, die rechte experimentelle Messungen fu¨r die Anordnungen XX, YY, YX und
XY. Die Einheiten sind willku¨rlich, doch fu¨r jede Spalte fest.
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Bild, allerdings wird die TM-Mode (geringerer Radius) bei ϕk =
pi
2 , 3
pi
2 und die TE-
Mode (gro¨ßerer Radius) bei ϕk = 0, pi angeregt. Obwohl XX experimentell eine gute
U¨bereinstimmung mit den Rechnungen liefert, ist dies bei YY nicht der Fall, vermutlich
weil das System bei dieser Messung zeitweise die Schwelle zur optischen Instabilita¨t
u¨bertrat. Numerisch bilden sowohl XX als auch YY direkt die Ergebnisse der LSA
ab, wie sie in Abschn. 3.5 behandelt wurden: Ein x- oder y-polarisierter Probe, dessen
Einfallsrichtung parallel oder senkrecht zur Polarisationsebene verla¨uft, stimuliert x-
polarisierte Pumppolaritonen zu Streuung in x- bzw. y-polarisierte Moden. Die Streuung
in y-polarisierte Moden ist dabei effektiver, was durch ein sta¨rkeres Signal in YY auch
experimentell besta¨tigt wird.
Eine x-polarisierte Detektion bei einem y-polarisierten Probe fu¨hrt zu einem Verschwin-
den des Signals fu¨r Vielfache von pi2 (e und f). Die Resonanz bei ungeraden Vielfachen
von pi4 la¨sst sich auf zwei Effekte zuru¨ckfu¨hren: Zum einen streut bei diesen Winkeln ein
Pumppolariton paarweise in die TM-, ein anderes in die TE-Mode, zum anderen wird die
Polarisation der Felder durch die TE-TM-Aufspaltung schon im optisch linearen Fall am
sta¨rksten vera¨ndert (vgl. Abschn. 3.3). Fu¨r den Fall YX u¨berwiegt der erste Effekt (was
am konstanten Radius k erkennbar ist) und fu¨r XY (g und h) der zweite: Fu¨r ungerade
Vielfache von pi4 wird die y-Polarisation des Feldes maximal, wa¨hrend der stimulierte
Streuprozess fu¨r Vielfache von pi2 am sta¨rksten ist. Es kommt zu der in Abb. 3.15 g
und f zu sehenden leichten Aufspaltung in insgesamt acht Maxima. Das LFWM ist in
YX-Anordnung sta¨rker als in XY, worin Simulation und Experiment u¨bereinstimmen.
3.7.3 Quadratisches Vierwellenmischen im Experiment
Experimentell ließ sich nicht nur das lineare, sondern auch das quadratische Vierwellen-
mischen (QFWM) nachweisen, um es in Hinblick auf die in Abschn. 3.4 aufgestellten
Auswahlregeln zu untersuchen. Dazu wurde in hexagonaler Geometrie resonant mit ei-
nem zweiten Probe angeregt, wie anhand einer Messung in Abb. 3.16 zu sehen ist.
Der Pump war dabei wie im vorherigen Abschnitt parallel zur x-Achse polarisiert, die
Azimutwinkel der beiden Probes betrugen pi6 und 5
pi
6 . Das QFWM tauchte dadurch in
hexagonaler Geometrie auf der y-Achse auf, wie in dem roten Ka¨stchen zu sehen ist.
Beide Probes konnten nun x- oder y-polarisiert sein und auch das QFWM konnte x-
oder y-polarisiert detektiert werden, wodurch sich sechs verschiedene Anordnungen er-
geben: XXX, XXY, XYX, XYY, YYX und YYY. Die beiden ersten Buchstaben stehen
dabei fu¨r die Polarisation der Probes und der letzte fu¨r die Polarisation der Detektion.
In Abb. 3.16 wurde somit mit zwei y-polarisierten Probes angeregt, wa¨hrend die De-
tektion x-polarisiert erfolgte. Die Anordnungen YXX und YXY sind zu XYX und XYY
a¨quivalent und sind daher nicht gesondert aufgefu¨hrt.
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Abbildung 3.16: Experimentelle Messung zum quadratischen Vierwellenmischen im
k-Raum.
Abb. 3.17 zeigt Rechnungen (a-f) und Messungen (g-l) fu¨r alle sechs Fa¨lle, wobei der
k-Raum nur auf den Bereich um das QFWM eingeschra¨nkt wurde. Die Auswahlregeln
fu¨r die Streuprozesse schließen im Prinzip einen QFWM-Beitrag in XXY, XYX und
YYY aus. Durch die TE-TM-Aufspaltung jedoch werden diese Regeln aufgeweicht, da
der Polarisationszustand der angeregten Polaritonen in den nichtaxialen Moden (x oder
y) nicht erhalten bleibt. Dies fu¨hrt zu endlichen Beitra¨gen in XXY, XYX und YYY,
wobei das Signal in XXX, XYY und YYX jeweils sta¨rker ist. Es gibt jedoch einen
qualitativen Unterschied zwischen XYX und YYY bzw. XXY: Wa¨hrend sich fu¨r XYX
ein QFWM bei kx = 0 bildet, baut es in sich in den Fa¨llen YYY bzw. XXY nur in der
Umgebung von kx = 0 auf, was zu der in d und f gezeigten Aufspaltung fu¨hrt. Theoretisch
ließe sich dieser Effekt nutzen, um im Experiment eine hexagonale Geometrie genau
einzujustieren. Doch obwohl das Experiment die Theorie sonst qualitativ besta¨tigt, ließ
sich diese Aufspaltung, vermutlich aufgrund von Rayleighstreuung an Sto¨rstellen, nicht
nachweisen.
3.7.4 Musterbildung in Experiment und Theorie
Die Ergebnisse der theoretisch-experimentellen Zusammenarbeit zum Thema Musterbil-
dung wurden 2013 in Quelle [1] vero¨ffentlicht: U¨berschreitet die Leistung des Pump-lasers
im Experiment einen gewissen Schwellwert (150 mW fu¨r eine Profilbreite von 50 µm),
fu¨hrt das Anwachsen nichtaxialer Moden zur Bildung eines hexagonalen Musters, wie es
schon in Abschn. 3.6.2 diskutiert wurde. Dieses besteht - wie im Fall einer einfachen Ka-
vita¨t - ebenfalls aus zwei helleren Punkten, die eine Orientierungsrichtung senkrecht zur
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Abbildung 3.17: Rechnungen und Messungen zum quadratischen Vierwellenmischen
mit TE-TM-Aufspaltung im k-Raum in willku¨rlichen Einheiten.
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Abbildung 3.18: Gerechnetes (a) und experimentell gemessenes Fernfeldmuster (b)
im ⊥-Polarisationskanal. In der Simulation ist nur der photonische Anteil gezeigt, die
Einheiten sind willku¨rlich. Die Polarisationsrichtung des Pumps ist mit einem gelben
Pfeil markiert.
Polarisationsebene des Pumps vorgeben, und vier dunkleren. Abb. 3.18 zeigt ein fu¨r eine
Doppelkavita¨t berechnetes k-Raummuster (a) und ein gemessenes Fernfeldmuster (b).
Fu¨r die Rechnung wurden die Gln. 3.35 und 3.36 fu¨r eine optisch instabile Exzitondichte
gelo¨st. Das spontan entstandene Muster ist nach 2 ns auskonvergiert. Die Kopplungskon-
stante betrug Ωc = 5 meV, die Pumpfrequenz ~ωp = x0−4.5 meV, T++ = −T+−/3 und
die Zerfallsraten γc = γx = 0.2 meV. Die restlichen Parameter entsprechen den Werten
in Abschn. 3.6.2. Die Pumppolarisation war wie im Experiment entlang der Raumdiago-
nalen x = −y ausgerichtet (gelber Pfeil in Abb. 3.18) und die Detektion des Musters ist
senkrecht zur Pumppolarisation erfolgt. Ein wesentlicher Unterschied zum gerechneten
Muster ist im Experiment ein Hintergrundring, auf dem die Hexagonpunkte zu Sicheln
elongieren. Dies ist vermutlich auf resonante Rayleighstreuung zuru¨ckzufu¨hren, obgleich
ein Sto¨rstellenpotential (unabha¨ngig von Potentialho¨hen und Korrelationsla¨ngen) auf
die numerische Rechnung keinen derartigen Einfluss nimmt (siehe dazu Abschn. 2.5.2).
Andererseits wurde der in Abschn. 3.6.2 diskutierte, entlang der Orientierungsachse auf-
tretende Symmetriebruch experimentell noch nicht nachgewiesen - und somit auch kein
driftendes Ortsraummuster. Abb. 3.19 zeigt das gerechnete Muster im k-Raum ebenso
fu¨r den ‖-Polarisationskanal (a) und die nichtstationa¨ren Ortsraumbilder fu¨r ‖ (c) und ⊥
(d). Die Bewegungsrichtung des Musters ist mit einem Pfeil markiert. Bis auf eine Dre-
hung des Koordinatensystems um 45o gleichen diese Ergebnisse qualitativ der Rechnung
fu¨r die Einzelkavita¨t (vgl. mit Abb. 3.9 und 3.11).
3.7.5 Rotation des Musters durch Rotation der Polarisationsebene
Da die Orientierung des Musters durch die Polarisationsebene vorgegeben ist, dreht
sich das Hexagon durch eine Drehung der Polarisationsebene simultan mit, wie in Abb.
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Abbildung 3.19: Stationa¨res Muster im k- (a,b) sowie Momentaufnahmen im Orts-
raum (c,d) jeweils im ‖- und ⊥-Polarisationskanal. Der Pump in a ist ausgeblendet.
Die Driftrichtung ist in c und d durch einen weißen Pfeil gekennzeichnet.
3.20 anhand einer weiteren Rechnung fu¨r mehrere Zeitpunkte gezeigt wurde. In dieser
Rechnung bleibt die Polarisationsebene nicht konstant, sondern dreht sich dynamisch
im Uhrzeigersinn mit einer Winkelgeschwindigkeit ωrot = 0.0003 ps
−1. Wa¨hrend das
Hexagon zu Beginn der Rotation entlang der Raumdiagonalen orientiert ist, fu¨hrt es
innerhalb 5 ns eine Drehung um 90o durch. Aufgrund der Stabilita¨t der hexagonalen
Musterstruktur erfolgt ein Anpassen an die neue Polarisationsrichtung jedoch nicht in-
stantan, sondern verzo¨gert. Aufgrund dieser “Tra¨gheit” darf eine Drehung der Polarisa-
tionsebene nicht zu schnell erfolgen, wenn die Orientierungsachse des Musters “mitge-
dreht” werden soll.
3.7.6 Phasenu¨berga¨nge infolge externer Anisotropie
Bislang wurden nur Fa¨lle untersucht, in denen der Pump senkrecht auf die Kavita¨t auf-
traf (kpump = 0). Eine schra¨ge Einfallsrichtung bietet jedoch eine einfache Mo¨glichkeit,
die Symmetrie durch eine externe Anisotropie aufzubrechen oder eine Vorzugsrichtung
zu versta¨rken, falls sie bereits aufgebrochen ist. Hier untersuchen wir einen Fall, in dem
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Abbildung 3.20: Rotation des Hexagons durch die Rotation der Polarisationsebene.
Die Polarisationsrichtung, die sich zeitlich a¨ndert, ist weiß eingezeichnet. Dargestellt
ist die Photondichte im ⊥-Polarisationskanal. Die Einheiten sind willku¨rlich.
wir den Pump entlang der Orientierungsachse des Hexagons und somit senkrecht zur Po-
larisationsrichtung verkippen. Dies fu¨hrt zu einem U¨bergang des hexagonalen Musters
in ein reines Zweipunktmuster, wie in Abb. 3.21 experimentell (a,b) und numerisch (c,d)
gezeigt ist. Dieser verla¨uft nicht kontinuierlich, sondern tritt abrupt ab einem Schwell-
wert von kpump ein, der wiederum von anderen Parametern abha¨ngt. Dies fu¨hrt zu einer
Phasengrenzlinie, sodass wir diesen U¨bergang auch als “Phasenu¨bergang”bezeichnen.
Im Experiment betra¨gt dieser Schwellwert kpump ≈ 0.1 µm−1, in den Rechnungen tritt
der Phasenu¨bergang erst bei kpump = 0.33 µm
−1 auf, wie in Abb. 3.22 gezeigt ist. Fu¨r
die Abb. wurde zu jedem kpump eine Simulation gestartet. Nachdem eine Rechnung
auskonvergiert war, wurde jeweils die Intensita¨t der beiden helleren und der vier dunk-
leren Hexagonpunkte gemittelt und u¨ber kpump aufgetragen. Sichtbar ist eine Schwelle
bei kpump = 0.33 µm
−1, ab der die vier dunkleren Punkte verschwinden und sich das
hexagonale Muster zu einem Zweipunktmuster reduziert. Die Anisotropie bewirkt eine
Verstimmung der Resonanz der quadratischen Streuprozesse, sodass ab dieser Schwel-
le ein Hexagon im k-Raum nicht mehr maßgeblich bevorzugt wird. Aufgrund der nun
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Abbildung 3.21: Messungen (a,b) und Rechnungen (c,d) zu einem Phasenu¨bergang
des Hexagons (a,c) in ein Zweipunktmuster (b,d). Die Polarisation des Pumps ist da-
bei jeweils mit einem gelben Pfeil und die Richtung, in die der Pump verkippt wurde,
mit einem orangenen Pfeil gekennzeichnet.
fehlenden, versta¨rkenden Ru¨ckkopplung durch die quadratischen und kubischen Streu-
prozesse nimmt auch die Intensita¨t der verbleibenden beiden Punkte ab.
3.7.7 Schaltprozesse
Das nach einem Phasenu¨bergang verbleibende Zweipunktmuster la¨sst sich als Grundlage
fu¨r einen reversiblen, rein optischen Schaltprozess verwenden, wie es anhand einer he-
xagonalen Schaltgeometrie fu¨r skalare Muster z.B. in den Quellen [4, 10, 70] vorgestellt
wurde. Aufgrund der leicht gebrochenen vierza¨hligen Symmetrie unseres Systems bietet
sich jedoch ein Schaltprozess dieses Zweipunktmusters in ein Muster an, das gegenu¨ber
dem Anfangsmuster um 90o verdreht ist. Dieses wird extern durch einen schwachen,
⊥-polarisierten Probe in dieser Geometrie stimuliert, wie in Abb. 3.23 dargestellt ist.
Der Probe und sein Vierwellenmischen u¨berlagern sich nicht nur mit dem anfa¨nglichen
Muster (a), sondern verdra¨ngen es (b), bis das Initialmuster vollsta¨ndig verschwindet
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Abbildung 3.22: Phasenu¨bergang zwischen Hexagon und Zweipunktmuster, indu-
ziert durch eine Verkippung des Pumps la¨ngs der Orientierungsachse. Aufgetragen
ist die Intensita¨t der beiden helleren Hexagonpunkte (blau, gemittelt) und die In-
tensita¨t der vier dunkleren Punkte (gru¨n, gemittelt). Ab einem bestimmten Wert
(kpump = 0.33 µm ) verschwinden die vier dunkleren Punkte abrupt, sodass nur die
helleren Punkte verbleiben.
(c). Dieser Prozess ist jedoch reversibel: Nach Ausschalten des Probes kehrt das System
wieder in seinen anfa¨nglichen Zustand zuru¨ck (d).
Der Verlauf des ganzen Schaltprozesses ist in Abb. 3.24 dargestellt. Obwohl der externe
Probe abrupt einsetzt, dauert es mehrere 100 ps, bis das Zielmuster stationa¨r wird.
3.8 Zusammenfassung
Dieses Kapitel behandelte eine Vielzahl linearer und nichtlinearer optischer Eigenschaf-
ten in einem System mit Polarisationsfreiheitsgrad. Ein Fokus lag hierbei auf der Anre-
gung mit einem linear polarisierten Pump: In diesem Fall treten Effekte auf, die u¨ber die
Beschreibung in einem skalaren Polaritonfeld hinausgehen. Wir fanden, dass der optische
Spin-Hall-Effekt und eine polarisationsabha¨ngige Polaritonstreuung einen interessanten
Einfluss auf den Prozess einer Musterbildung haben, der in Kap. 2 schon fu¨r ein ska-
lares Feld diskutiert wurde: Durch einen Bruch der Symmetrie folgt die Orientierung
des Hexagons der Polarisationsrichtung des anregenden Feldes, sodass sie dynamisch
vera¨ndert werden kann. Desweiteren bietet die leicht aufgebrochene, vierza¨hlige Sym-
metrie des Systems zwei senkrecht zueinander stehende Vorzugsachsen. Diese Geometrie
ermo¨glicht z.B. reversible Schaltprozesse zwischen zwei Mustern mit unterschiedlicher
Orientierung. Eine genauere Behandlung rein optischer Schaltvorga¨nge bietet sich fu¨r
zuku¨nftige Arbeiten an.
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Abbildung 3.23: Momentaufnahmen eines reversiblen Schaltprozesses im k-Raum.
Zu sehen ist im ⊥-Polarisationskanal das Anfangsmuster (a), eine anfa¨ngliche
U¨berlagerung mit dem externen Probe (b), das Zielmuster (c) sowie das anfa¨ngliche
Muster nach Ausschalten des Probes (d).
Abbildung 3.24: Gezeigt ist die Intensita¨t des Anfangsmusters und des Zielmusters
u¨ber der Zeit. Der externe Probe wird nach 140 ps an-, nach 1160 ps ausgeschaltet.
Kapitel 4
Rein optisches Steuern von
Polaritonkondensaten unter stark
verstimmter Anregung
Eine resonante (oder beinahe resonante) Anregung eines Polaritonfelds, wie sie Gegen-
stand der vorangegangenen Kapitel war, bietet den Vorteil koha¨rent erzeugter Polarito-
nen: Deren Energie und Impuls lassen sich in diesem Fall unmittelbar u¨ber das anregende
Licht kontrollieren. Im Fall nichtresonant gepumpter Polaritonkondensate ist dies nicht
der Fall: Es entsteht ein Bose-Einstein-Kondensat koha¨renter Polaritonen indirekt u¨ber
ein inkoha¨rentes, optisch erzeugtes Exzitonenreservoir [38–40]. Frequenz und Einfalls-
winkel des Lasers mu¨ssen bei dieser Form der Anregung zwar weniger genau eingestellt
werden. Die Phaseninformationen des anregenden Lichts gehen bei diesem Prozess je-
doch verloren. Wir zeigen, dass es mit Hilfe von simultan und rein optisch erzeugten
Potentialen trotzdem mo¨glich ist, den Fluss so erzeugter Kondensate zu steuern und
pra¨sentieren anhand numerischer und experimenteller Daten das in Quelle [3] publizier-
te Ergebnis einer Zusammenarbeit mit der Gruppe von Professor Manfred Bayer von
der TU Dortmund.
4.1 Bose-Einstein-Kondensation von Polaritonen
Als u¨berwiegend bosonische Quasiteilchen gehorchen Polaritonen der Bose-Einstein-
Statistik und ko¨nnen somit prinzipiell ein Bose-Einstein-Kondensat - also ein vollsta¨ndig
entartetes Quantengas ununterscheidbarer Teilchen [71] - bilden. Voraussetzung fu¨r die-
sen Phasenu¨bergang ist, dass die Materiewellenla¨nge der Bosonen, die fu¨r gewo¨hnlich
sehr klein ist, die Gro¨ßenordnung der mittleren freien Wegla¨nge erreicht. Mo¨glich wird
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Abbildung 4.1: Schematische Skizze einer koha¨renten und einer stark verstimmten
Anregung von Polaritonen. a: Ein fast resonanter Pump erzeugt direkt ein koha¨rentes
Polaritonfeld. b: Ein energetisch stark verstimmter Pump erzeugt ein heißes Elektron-
Loch-Plasma, das zu inkoha¨renten Exzitonen relaxiert (breite Pfeile). Oberhalb der
Kondensationsschwelle entsteht ein Kondensat im Grundzustand durch stimuliertes
Einstreuen.
dies nur bei tiefen Temperaturen und hohen Dichten. Die Teilchen befinden sich dann in
nur einem einzigen quantenmechanischen Zustand und ko¨nnen somit durch eine makro-
skopische Wellenfunktion beschrieben werden. Streng genommen handelt es sich jedoch
bei dem hier behandelten Prozess nicht um eine Bose-Einstein-Kondensation im ther-
modynamischen Sinne, da ein zweidimensionales System vorliegt, der Prozess außerhalb
eines thermodynamischen Gleichgewichts stattfindet und die Polaritonen eine geringe
Lebensdauer von nur wenigen Pikosekunden haben [72]. Allerdings wird der Termi-
nus “Bose-Einstein-Kondensation” fu¨r das hier beschriebene Pha¨nomen in der Liter-
atur ha¨ufig verwendet, da sich eine spontane Koha¨renz auf einer makroskopischen Skala
bildet.
Die Kondensation von Polaritonen in Halbleitermikrokavita¨ten wurde experimentell erst-
mals um die Jahrtausendwende von Deng et al. nachgewiesen [38] und ist bis heute
Gegenstand aktueller Forschung [73–88]. Im Vergleich zu atomaren Gasen (z.B. Rubi-
dium, bei dem die Bose-Einstein-Kondensation das erste mal u¨berhaupt nachgewiesen
werden konnte [89]) ermo¨glicht die wesentlich geringere Masse der Polaritonen eine Kon-
densation bei relativ hohen Temperaturen von 19 K [38, 40]. Beobachtet wird, dass die
Photolumineszenz stark verstimmt angeregter Polaritonen im Grundzustand (k = 0) ab
einer bestimmten Pumpleistung Pthr abrupt ansteigt. Damit einhergehend bildet sich
spontan eine ra¨umliche Koha¨renz u¨ber makroskopische Distanzen aus. Bei diesem Pha-
senu¨bergang kondensieren die optisch erzeugten, inkoha¨renten Exzitonen spontan in den
Grundzustand. Wie weiter unten erkla¨rt, geschieht dieser Prozess maßgeblich u¨ber ein
stimuliertes Einstreuen der Exzitonen in das Kondensat [90].
Der Unterschied zu einem resonanten Anregungsschema ist am Beispiel einer einfachen
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Kavita¨t in Abb. 4.1 dargestellt: Wa¨hrend bei einer beinahe resonanten Anregung die
Pumpfrequenz nur wenige meV u¨ber dem Scheitelpunkt des LPB liegt, wird bei der
stark verstimmten Anregung deutlich oberhalb der Exzitonen-Resonanz angeregt. Da-
bei wird ein heißes Elektron-Loch-Plasma generiert, das jedoch rasch zu gebundenen
Exzitonen abku¨hlt [13]. Das so entstandene Reservoir verliert dabei seine Koha¨renz. Die
Exzitonen ku¨hlen u¨ber Phononen-Emission weiter bis in den Grundzustand ab, wodurch
bereits eine Photolumineszenz messbar wird. Die Polaritonen leuchten, aufgelo¨st nach
Impuls- und Frequenzkomponenten, nahezu den gesamten LPB aus, so dass die Emissi-
on unter einem großen O¨ffnungswinkel erfolgt. Der Unterschied zur Kondensation wurde
sehr deutlich 2006 von Kasprzak et al. in Quelle [40] veranschaulicht: Oberhalb der Kon-
densationsschwelle Pthr wird die Emission auf einen engen Bereich um den Grundzustand
bei k = 0 eingeschra¨nkt. Der Grundzustand wird, nicht nur durch die langsame Rela-
xation der Exzitonen besetzt wie im ersten Fall, sondern zusa¨tzlich durch eine spontane
Kondensation, indem die schon vorhandenen, koha¨renten Polaritonen die inkoha¨renten
Exzitonen zu resonanten Streuprozessen stimulieren, wie in Abb. 4.1 veranschaulicht
wird. Erst ab der Pumpleistung Pthr ist die Anzahl dieser so ins Kondensat einstreuen-
den Exzitonen hoch genug, um die hohe Zerfallsrate der Polaritonen auszugleichen.
Eine Bewegungsgleichung fu¨r das Kondensat unter Beru¨cksichtigung der Wechselwirkung
mit dem Reservoir la¨sst sich, wie in der mikroskopischen Vielteilchentheorie u¨blich [42,
91], na¨herungsweise u¨ber eine Dyson-Gleichung herleiten [92]: Setzen wir als Ansatz
fu¨r eine wechselwirkungsfreie Dynamik eine skalare, quellenfreie Gross-Pitaevskii-Gl.
(vgl. Kap. 2) voraus, wird diese bei Beru¨cksichtigung der Wechselwirkung um einen
komplexen, temperaturabha¨ngigen Streuterm Σx−c erweitert. Im Ortsraum gilt fu¨r das
Polaritonfeld Ψ(x, y, t):
i~
∂
∂t
Ψ =
(
H− iγp + Σx−c
)
Ψ + α1|Ψ|2Ψ. (4.1)
Wie in Kap. 2 ist H = p0 − ~
2
2mp
∆ der Hamiltonoperator mit der effektiven Masse mp
und γp die Zerfallsrate. Die repulsive Wechselwirkung zwischen den Polaritonen wird
hier jedoch mit α1 bezeichnet. Die neu eingefu¨hrte Streuamplitude Σ
x−c beinhaltet alle
mo¨glichen Streuprozesse zwischen Reservoir x und Kondensat c. Beru¨cksichtigt man nur
die Wechselwirkung u¨ber akustische und longitudinal-optische Phononen [92], ist Σx−c
proportional zur Exzitonendichte nR, sodass wir auch Σ
x−c = Sx−cnR schreiben ko¨nnen.
Die ortsabha¨ngige Dichte nR = nR(x, y, t) spiegelt gleichzeitig die ra¨umliche Geometrie
des Anregungsbereichs wider. Trennt man nun Sx−c in Real- und Imagina¨rteil auf, wird
aus Gl. 4.1:
i~
∂
∂t
Ψ =
(
H+ i
(γ
2
nR − γp
))
Ψ + α1|Ψ|2Ψ + α2nRΨ, (4.2)
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wobei wir hier die Parameter γ = 2= (Sx−c) und α2 = < (Sx−c) eingefu¨hrt haben. U¨ber
die Form von Gl. 4.2 la¨sst sich der Einfluss des Reservoirs folgendermaßen beschreiben:
Der Term γ2nR beschreibt das Einstreuen der Exzitonen in das Kondensat, das den
Zerfall der Polaritonen γp effektiv vermindert. Dieses Einstreuen wird allerdings erst
durch das Kondensat Ψ stimuliert, wodurch sich das Reservoir deutlich von externen
Quellen (Ψpump) unterscheidet. Der Term α2nR beschreibt die abstoßende Coulomb-
Wechselwirkung der Exzitonen. Wie ein externes Potential bewirkt das Reservoir zum
Zeitpunkt der Anregung eine Blauverschiebung der Polaritonen. Ab einer Dichte nR >
2γpγ
−1 wird das Kondensat u¨ber seinen Zerfall hinaus versta¨rkt. Dieser Wert bietet
jedoch nur eine untere Abscha¨tzung fu¨r die Kondensationsschwelle. Zum einen, weil es fu¨r
die Kondensation einer makroskopischen Phasensynchronisation bedarf. Zum anderen,
weil aufgrund der repulsiven Wechselwirkung nicht unerheblich viele Polaritonen aus
dem Anregungsbereich herausbeschleunigt werden [41] und fu¨r die Stimulation nicht
mehr zur Verfu¨gung stehen.
U¨ber die Teilchenzahlerhaltung la¨sst sich fu¨r die Exzitonendichte nR die Bewegungsglei-
chung
~
∂
∂t
nR = −γXnR − γ|Ψ|2nR + P (4.3)
herleiten. Anders als in Gl. (4.2) handelt es sich hierbei um eine reellwertige Gleichung
fu¨r eine Teilchendichte. Die Dynamik in Gl. (4.3) setzt sich zusammen aus (i) einem
pha¨nomenologischen Zerfall der Exzitonen γX , (ii) dem Versta¨rken des Kondensats durch
das Einstreuen der Exzitonen γ|Ψ|2, die dem Reservoir auf diese Weise verloren gehen
und (iii) der optischen Anregung P . Gln. 4.2 und 4.3 beschreiben somit eine gekoppelte
Bewegungsgleichung zwischen Kondensat und Reservoir.
Vernachla¨ssigt wurde bislang, dass die Exzitonen nR nicht unmittelbar nach Anregung
kondensieren ko¨nnen, da Energie- und Impulserhaltung fu¨r ein Einstreuen in das Kon-
densat anfangs nicht gegeben sind [79]. Um diese Dynamik zu beru¨cksichtigen, teilen
wir die Exzitonen auf in ein “aktives” Reservoir nA - bestehend aus Exzitonen, die bere-
its kondensieren ko¨nnen und ein “inaktives” Reservoir nI , bestehend aus den restlichen
Exzitonen. Vereinfachend wird angenommen, dass alle inaktiven Exzitonen “aktiviert”
werden, sich das aktive Reservoir also aus dem inaktiven speist. Die Bewegungsgleichun-
gen fu¨r dieses Zwei-Reservoir Modell lauten [79]:
~
∂
∂t
nA = −γAnA − γ|Ψ|2nA + τnI (4.4)
~
∂
∂t
nI = −γInI − τnI + P. (4.5)
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Verglichen mit dem Ein-Reservoir-Modell (Gl. 4.3) streuen nur die aktiven Exzitonen
nA in das Kondensat Ψ, wa¨hrend das inaktive Reservoir als Quelle τnI fu¨r das aktive
dient. Der hier neu eingefu¨hrte Parameter τ ist die Rate, mit der die Exzitonen akti-
viert werden. Der optische Pump P regt nur das inaktive Reservoir nI an. γA ist die
Zerfallsrate der aktiven Exzitonen. Neben dem pha¨nomenologischen Zerfall γI der in-
aktiven Exzitonen gehen dem Reservoir nI gerade diejenigen Exzitonen verloren, die in
das aktive Reservoir u¨bergehen.
Bei einer kontinuierlichen Anregung (P (x, y, t) = P (x, y)) erreichen allerdings nI so wie
auch nA schon bald stationa¨re Dichten. Damit kann jedoch τnI ebenso als eine konti-
nuierliche Quelle fu¨r das aktive Reservoir gesehen werden, wodurch ein kontinuierlich
gepumptes System effektiv durch ein Ein-Reservoir-Modell beschrieben werden kann,
was auch in der Literatur u¨blich ist [41, 76, 78, 92, 95].
Im Fall einer gepulsten Anregung
(
P (x, y, t) = P0(x, y) exp
(
−t2
2σ2
))
gilt diese Na¨herung
nicht mehr: Durch einen Lichtpuls mit einer Breite σ im Femtosekundenbereich wird
ein Reservoir inaktiver Exzitonen (nI(x, y, t = 0)) bevo¨lkert, das als Anfangsbedin-
gung fu¨r Gl. 4.5 angenommen werden kann. Es zerfa¨llt daraufhin monoton, wa¨hrend
sich das aktive Reservoir zuerst aus dem inaktiven aufbaut, dann jedoch in das (kurz-
lebige) Kondensat u¨bergeht. Diese Dynamik ist daher wesentlich komplizierter als bei
einer kontinuierlich gepumpten Anregung. Systeme, die gepulst angeregt werden, wer-
den daher in der Regel mit einem Zwei-Reservoir-Modell [3, 79, 93, 94] oder gar einem
Multi-Reservoir-Modell [96] beschrieben.
4.2 Rein optisches Einfangen und Steuern von Polariton-
kondensaten
Beru¨cksichtigen wir in Gl. 4.2 einen Relaxationsmechanismus [94–96] fu¨r die Polaritonen
und ein Sto¨rstellenpotential [56, 57, 59–61], erhalten wir zusammen mit Gln. 4.4 und
4.5 einen vollsta¨ndigen Satz an gekoppelten Bewegungsgleichungen fu¨r das Kondensat
Ψ und die Reservoire nA und nI :
i~
∂
∂t
Ψ =
(
H+ i
(γ
2
nA − γp
)
+ Vd
)
Ψ +
(
α1|Ψ|2 + α2nA + α3nI
)
Ψ
−iΛ (nA + nI)HΨ (4.6)
~
∂
∂t
nA = −γAnA − γ|Ψ|2nA + τnI (4.7)
~
∂
∂t
nI = −γInI − τnI + P. (4.8)
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Wie in Abschn. 2.5 modellieren wir das Sto¨rstellenpotential Vd durch eine zufa¨llig
erzeugte Potentiallandschaft im Ortsraum mit einer Amplitude von 0.2 meV “root mean
square” und einer Korrelationsla¨nge von 1 µm (vgl. [61]). Ferner verliert das Kondensat
bei der Propagation durch das Exzitonenreservoir kinetische Energie durch Streuprozes-
se: Diese Relaxation [94–96] wird mit Hilfe des Terms −iΛ (nA + nI)HΨ modelliert (vgl.
Quelle [94]). Obwohl im Zwei-Reservoir-Modell das Kondensat nur u¨ber das aktive Re-
servoir nA gespeist wird, geht eine abstoßende Wechselwirkung (α3nI) sowie ein Beitrag
zur Relaxation auch vom inaktiven Reservoir nI aus. Fu¨r unsere Rechnungen verwenden
wir fu¨r die effektive Masse mp = 0.35 · 10−4me und fu¨r die Zerfallskonstanten γp = 0.1
meV, γA = 0.01 meV und γI = 0.0013 meV. Fu¨r die Coulomb-Matrixelemente wurde
α1 = 0.0024 meV µm
2 und α2 = α3 = 0.008 meV µm
2 angenommen, ferner rechnen wir
mit γ = 0.004 meV µm2, τ = 0.1 meV und Λ = 0.00025 µm−2.
Die Eigenschaften der Exzitonen als Quelle, aber auch als abstoßendes Potential fu¨r das
Polaritonkondensat, fu¨hren zu einer nichttrivialen, aber interessanten Dynamik: So wer-
den propagierende Polaritonen an optisch generierten, exzitonischen Potentialbarrieren
einerseits reflektiert, andererseits versta¨rkt [94]. Aber auch die Dynamik des aus dem
Reservoir entstehenden Kondensates ha¨ngt stark von dem Ortsraumprofil der Anregung
P0(x, y) ab [41, 74]: Fu¨r starke Potentialgefa¨lle wird die potentielle Energie rasch in
kinetische Energie der Polaritonen umgewandelt, was den Kondensaten einen endlichen
Impuls verleiht. So ko¨nnen diese aus dem Anregungsbereich hinauspropagieren. Auch
wird durch eine geeignete Anregungsgeometrie das Einfangen eines Polaritonkondensa-
tes in einem Potentialminimum von α2nA(x, y) +α3nI(x, y) mo¨glich [82]. Das wiederum
ermo¨glicht grundsa¨tzlich, den Anregungsbereich P0(x, y) ra¨umlich vom Bereich des Kon-
densats Ψ(x, y) zu trennen. Wie noch diskutiert wird, spielt der Relaxationsmechanismus
hierfu¨r eine entscheidende Rolle. Wir zeigen, dass es nicht nur mo¨glich ist, ein Konden-
sat in einem Potentialminimum einzufangen, sondern auch, Kondensate gerichtet aus
einer Potentiallandschaft herausfließen zu lassen und den so entstandenen Fluss weiter
zu manipulieren.
Im Nachfolgenden beschra¨nken wir uns dazu auf den Fall einer gepulsten Anregung.
Experimentell1 wurde hierfu¨r ein Titanium-Saphir Laser mit einer Wellenla¨nge von 727
nm (1705 meV) und einer Wiederholrate von 75 MHz verwendet [3]. Das Erzeugen
geeigneter Potentialgeometrien kann experimentell durch einen “Spatial Light Modula-
tor” (SLM) erreicht werden, indem man die Intensita¨t der anregegenden Pulse ra¨umlich
moduliert. Wie oben bereits diskutiert, ko¨nnen wir diesen Anregungsfall modellieren,
indem wir an Stelle der expliziten Anregung P von einem anfangs erzeugten Reservoir
1Die Experimente wurden von der Gruppe um Prof. Manfred Bayer an der TU Dortmund
durchgefu¨hrt.
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Abbildung 4.2: Gezeigt sind zeitintegrierte Messungen (a-c,g-i) und Rechnungen
(d-f,j-l) der Polaritonkondensate fu¨r verschiedenene Anregungsgeometrien. Die Poten-
tiallandschaft in a und d fu¨hrt zu einem eingefangenen Kondensat im Ortsraum (b
und e) und im k-Raum (c und f). Eine halboffene Geometrie (g und j) fu¨hrt zu einem
gerichteten Fluss im Ortsraum (h und k) und im k-Raum (i und l). Die weißen Kreise
und Halbkreise markieren die Potentialmulden, in denen sich das Kondensat bildet.
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nI(x, y, t = 0) als Anfangsbedingung fu¨r Gl. 4.8 ausgehen: Vernachla¨ssigen wir Sa¨tti-
gungseffekte, ko¨nnen wir annehmen, dass nI(x, y, t = 0) ungefa¨hr das Ortsraumprofil
des Laserpulses P0(x, y) abbildet.
Abb. 4.2 zeigt zeitintegrierte Messungen und Rechnungen fu¨r verschiedene Potentialgeo-
metrien sowie die gemessenen und berechneten Kondensate im Orts- und k-Raum. Fu¨r
die Messungen zeigt die Abbildung das Intensita¨tsprofil des anregenden Lichtes und die
(nicht polarisationsaufgelo¨ste) Photolumineszenz der Polaritonen, fu¨r die Rechnungen
das angeregte exzitonische Potential nI sowie die direkte, zeitintegrierte Polaritondichte
|Ψ|2. Die zu sehenden experimentelle Daten sind eine Mittelung u¨ber viele einzelne Pul-
se. Analog dazu zeigen die Abbildungen fu¨r die gerechneten Werte jeweils Mittelungen
u¨ber 30 Einzelrechnungen u¨ber jeweils 80 ps. Ein u¨ber die Ebene der Kavita¨t zufa¨llig
verteiltes, komplexes Polaritonfeld als Anfangsbedingung fu¨r Ψ wurde fu¨r jeden die-
ser Durchla¨ufe neu generiert (fu¨r ein konstant gehaltenes Sto¨rstellenpotential Vd), was
zu jeweils unterschiedlichen Kondensatdichten fu¨hrte. Angenommen wurden anfa¨ngliche
Polaritondichten in der Gro¨ßenordnung von 106 cm−2 rms mit einer Korrelationsla¨nge
von 1 µm.
Die erste interessante Geometrie, die wir betrachten, fungiert als eine rein optische Falle,
um das Kondensat in einem ringfo¨rmigen Gebiet einzufangen (Abb. 4.2 a und d). Diese
Geometrie besteht aus einem Gaußprofil in der Mitte mit einer Breite von ca. 2 µm.
Dieses geometrische Maximum umschließt ein konzentrischer Ring mit einem Radius
von ungefa¨hr 7 µm. Die maximale Intensita¨t des Rings ist deutlich geringer als die des
Maximums. Im Experiment liegt die Anregungsleistung bei der 18-fachen Kondensati-
onsschwelle P = Pthr (Abb. 4.2 a), in den Rechnungen rechnen wir mit einer maximalen
Exzitonendichte von max(nI) = 1.1 · 1011 cm−2 (Abb. 4.2 d). Das Polaritonkondensat
bildet sich fu¨r diese Geometrie in der ringfo¨rmigen Mulde zwischen Peak und Ring, in
der das exzitonische Potential ein lokales Minimum aufweist (4.2 b und e). Obwohl die
Exzitondichte wa¨hrend der Kondensation stetig abnimmt, kann die durch sie erzeug-
te Potentiallandschaft lange genug bestehen, um das Kondensat einzuschließen. Durch
die Wechselwirkung mit dem Reservoir relaxiert dieses Kondensat in den Grundzustand
nach k = 0, wie in den Impulsraumbildern gezeigt (4.2 c und f). Ohne einen Relaxa-
tionsmechanismus ha¨tten die im Zentrum dieser Anordnung entstehenden Polaritonen
genug Energie, um die a¨ußere Potentialbarriere zu u¨berwinden. Ein Einfangen innerhalb
des a¨ußeren Ringes wa¨re daher nicht mo¨glich.
Ersetzt man in der Geometrie in Abb. 4.2 a und d den Ring durch einen Halbkreis
(Abb. 4.2 g und j), “o¨ffnet” man die bestehende Falle. Das ermo¨glicht es dem Konden-
sat, aus den nun vorhandenen O¨ffnungen hinauszupropagieren. Um das Potentialgefa¨lle
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Abbildung 4.3: Demonstriert ist die Manipulation eines gerichteten Polaritonflusses
mit Hilfe zusa¨tzlicher Potentialgeometrien mittels Messungen (a-d) und Rechnungen
(e-h) wie in Abb. 4.2. Ein zusa¨tzlicher, symmetrisch angeordneter Halbkreis (a und
e) kann das Kondensat blockieren und sammeln (b und f). Ein versetzt angeordneter
Halbkreis (c und g) kann das ausstro¨mende Kondensat umleiten (d und h).
in die so erzeugte Vorzugsrichtung zu erho¨hen, haben wir in den Rechnungen den sym-
metrischen Gauß-Spot zu einer Ellipse deformiert. Die Coulomb-Abstoßung fu¨hrt zu
einem gerichteten Fluss aus beiden O¨ffnungen dieser halboffenen Falle (Abb. 4.2 h und
k). Die Polaritonen erhalten endliche Impulsbeitra¨ge (Abb. 4.2 i und l) und propagieren
u¨ber eine Distanz von mehr als 10 µm.
Ist ein so gerichteter Fluss erst einmal erzeugt, ko¨nnen wir ihn durch das Hinzufu¨gen
weiterer Potentiallandschaften manipulieren. Diese werden simultan mit der bestehen-
den halboffenen Falle angeregt. Wir pra¨sentieren hier zwei Beispiele (Abb. 4.3): (i) U¨ber
einen zusa¨tzlichen, nach oben geo¨ffneten und nach unten versetzten Halbkreis (Abb.
4.3 a und e) wird der Polaritonfluss, der von der halboffenen Falle ausgestoßen wird,
blockiert und gesammelt (Abb. 4.3 b und f). Da wa¨hrend dieses Prozesses Exzitonen
in das Kondensat einstreuen, wird das Kondensat gleichzeitig versta¨rkt. Der blockier-
te Fluss bildet stehende Wellen aus, wodurch ein charakteristisches Interferenzmuster
entsteht. (ii) Ist derselbe Halbkreis wie in Abb. 4.3 c und g noch zusa¨tzlich nach links
versetzt, kann dieses zusa¨tzliche Potential den links austretenden Polaritonfluss um bei-
nahe 180o umlenken (Abb. 4.3 d und h). Dieser wird auch in diesem Fall durch die
teilweise Propagation durch das Reservoir versta¨rkt.
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Abbildung 4.4: Zu sehen sind verschiedene Momentaufnahmen der Polaritondichte
|Ψ|2 (a-c) und der gesamten Exzitondichte nA + nI (d-f) im Ortsraum fu¨r eine Ein-
zelrechnung: Im Anfangszustand bei t = 9 ps (a und d), auf dem Ho¨hepunkt der Kon-
densation bei t = 25 ps (b und e) und, nachdem das Kondensat bereits abgeklungen
ist, bei t = 80 ps (c und f).
4.3 Dynamik der Polaritonkondensation in rein optischen
Fallen
Die bisher gezeigten Abbildungen 4.2 und 4.3 zeigen zeitintegrierte Daten und geben
somit keinen Einblick in die Dynamik der Kondensation. Am Beispiel einer Einzelrech-
nung fu¨r die geschlossene Falle (4.2 a und d) gehen wir hier auf den Entstehungsprozess
des Kondensates genauer ein. Abb. 4.4 zeigt hierzu die Kondensat- und Reservoirdichte
zu verschiedenen Zeitpunkten. Bei Anregung (t = 0) wird das inaktive Reservoir nI auf-
gefu¨llt, das aktive Reservoir ist zu Beginn leer. Baut sich dieses mit der Zeit auf, wird
das anfa¨ngliche Polaritonfeld Ψ(x, y, t = 0) (siehe Abschnitt 4.2) durch das Einstreuen
aktiver Exzitonen stimuliert versta¨rkt. Bis die Gro¨ßenordnung des aktiven Reservoirs je-
doch relevant wird, sind die Polaritonen durch die Wechselwirkung mit dem u¨berwiegend
inaktiven Reservoir bereits nach wenigen Pikosekunden in das lokale Potentialminimum
relaxiert (Abb. 4.4 a). Zu diesem Zeitpunkt ist fast die gesamte Exzitonendichte - ab-
gesehen von einer geringen Zerfallsrate - in ihrer Form erhalten geblieben (Abb. 4.4 d).
Es werden jedoch immer mehr Exzitonen aktiviert. Erreicht das aktive Reservoir nach
ca. 15 ps die Kondensationsschwelle, steigt die Dichte der im Potentialminimum verblie-
benen Polaritonen abrupt an, bis diese nach ca. 25 ps ihr Maximum erreicht (Abb. 4.4
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Abbildung 4.5: Gesamte Anzahl der Polaritonen in der Kavita¨t fu¨r den Anregungs-
fall aus Abb. 4.4 in Abha¨ngigkeit von der Zeit.
b). Die maximale Dichte liegt hier bei etwa 2.5 · 1010 cm−2. Durch diese Kondensati-
on werden die Exzitonen u¨berwiegend im Kondensationsbereich und dessen Umgebung
aufgebraucht (Abb. 4.4 e). Die Form des Kondensates ist, bedingt durch die zufa¨llige An-
fangsbedingung und das Sto¨rstellen-Potential Vd, ungleichma¨ßig u¨ber den ringfo¨rmigen
Bereich verteilt und von Rechnung zu Rechnung verschieden.
Nachdem bereits die meisten aktiven Exzitonen kondensiert sind, reicht der Nachschub
durch das mittlerweile wesentlich schwa¨cher gewordene inaktive Reservoir nicht mehr
aus, um die hohe Polaritondichte zu erhalten. Diese klingt somit wieder ab. Bei t = 80 ps,
also zu einem Zeitpunkt, an dem bereits fast alle Polaritonen wieder zerfallen sind (Abb.
4.4 c), bleibt immer noch ein nicht unerheblicher Anteil des Reservoirs zuru¨ck (Abb.
4.4 f), der als Potentialbarriere wirkt. Auf diese Weise bleibt das Kondensat wa¨hrend
seiner gesamten Lebensdauer durch die rein optische Falle eingefangen. Nach Abklang
des Kondensats zerfa¨llt das restliche Reservoir nur noch langsam mit den exzitonischen
Zerfallsraten γA und γI .
Abb. 4.5 zeigt erga¨nzend zu Abb. 4.4 die Zeitabha¨ngigkeit der Gesamtanzahl der koha¨renten
Polaritonen. Hierbei wurde zu jedem Zeitschritt die Polaritondichte |Ψ|2 u¨ber die gesam-
te x-y-Ebene integriert. Zu sehen ist (i) der steile Anstieg der Dichte ab 15 ps, (ii) das
Maximum bei 25 ps und (iii) der allma¨hliche Abklang des Kondensats. Nach ca. 60 ps
ist nahezu das gesamte Kondensat wieder zerfallen.
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Abbildung 4.6: Zu sehen sind zwei zeitintegrierte Einzelrechnungen fu¨r die halbof-
fene Falle (Abb. 4.2 d) im Ortsraum (a und b) und Interferenzmuster im k-Raum (d
und e). U¨ber viele Einzelrechnungen integriert (hier: 30), mitteln sich die Interferenz-
effekte weg (c und f).
4.4 Interferenzeffekte koha¨renter Polaritonen
Die Koha¨renz und die endliche Wellenla¨nge eines gerichtet propagierenden Polariton-
kondensates kann prinzipiell zu Interferenzeffekten fu¨hren. Wir zeigen dies am Beispiel
von zeitintegrierten Einzelrechnungen fu¨r die halboffene Falle aus Abb. 4.2 j. Aufgrund
ihrer Geometrie und einer de-Broglie-Wellenla¨nge der Polaritonen von ca. 6.5 µm wirkt
diese auf den Polaritonfluss wie ein klassischer Doppelspalt: Das links austretende Kon-
densat interferiert mit dem rechts austretendem, sobald beide Teilkondensate die Po-
tentiallandschaft verlassen haben. Die ungleichma¨ßige Entstehung des Kondensats, ver-
ursacht durch verschiedene Anfangsbedigungen fu¨r Ψ0(x, y) (vgl. Abschnitt 4.3), fu¨hrt
jedoch zu einem fu¨r jede Rechnung anderen Gangunterschied zwischen dem linken und
rechten Teilkondensat, wodurch sich fu¨r jede Einzelrechnung ein anderes Interferenzmu-
ster ausbildet. Wir zeigen dies in Abb. 4.6 anhand zweier Einzelrechnungen. Durch die
unterschiedlichen Anfangsbedingungen sind nicht nur die Ergebnisse im Ortsraum (Abb.
4.6 a und b) verschieden: Bei der ersten Rechnung interferieren beide Teilkondensate
konstruktiv bei kx = 0, was man unschwer an dem charakteristischem Beugungsmuster
im k-Raum (Abb. 4.6 d) erkennt: Sichtbar ist auf einer Ho¨he von ky = −0.75 µm−1
ein Hauptmaximum bei kx ≈ 0 µm−1 (gru¨nes Ka¨stchen) und zwei Nebenmaxima bei
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kx ≈ ±0.65 µm−1 (rote Ka¨stchen). Die zweite Rechnung (Abb. 4.6b und e) zeigt, eben-
falls bei ky = −0.75 µm−1, ein Beugungsmuster einer destruktiven Interferenz bei kx = 0,
jedoch zwei ungefa¨hr gleich hohe Maxima bei kx ≈ ±0.32 µm−1 (gru¨ne Ka¨stchen).
Ein Interferenzmaximum ist im Fall eines Doppelspaltes dann zu beobachten, wenn der
Gangunterschied beider durch die Spalte propagierender Teilwellen ein Vielfaches der
Wellenla¨nge betra¨gt. Fu¨r den Winkel α, unter dem man das Maximum erster Ordnung
beobachtet, gilt mit der Wellenla¨nge λ und dem Spaltabstand a: sin(α) = λa . Im k-Raum
gilt fu¨r diesen Winkel unter Beru¨cksichtigung unserer Geometrie tan(α) =
(
∆kx
|ky |
)
, wobei
∆kx der Abstand zweier Maxima ist. Mit einem Abstand a = 10 µm zwischen linker
und rechter O¨ffnung der Anregungsgeometrie gilt fu¨r den Abstand zwischen zwei Maxima
∆kx = tan
(
sin−1(0.65)
) ·0.75 µm−1 = 0.64 µm−1. Diese Abscha¨tzung stimmt sowohl fu¨r
das erste (Abb. 4.6 d) als auch das zweite (Abb. 4.6 e) Interferenzmuster gut u¨berein.
Bildet man ein arithmetisches Mittel u¨ber viele Rechnungen (und somit u¨ber viele Gang-
unterschiede), mitteln sich die Interferenzeffekte heraus (Abb. 4.6c und f). Das erkla¨rt,
wieso auch experimentell keine Beugungsmuster zu beobachten sind (Abb. 4.2 g und k).
4.5 Streuung von Polaritonkondensaten an Potentialhin-
dernissen
Ein gerichteter Polaritonfluss kann durch Potentialgeometrien nicht nur umgeleitet oder
eingefangen werden, wie in Abb. 4.3 gezeigt, sondern an solchen auch gestreut werden.
Eine Streuung an Potentialhindernissen bietet die Mo¨glichkeit, hydrodynamische Effekte
wie Verwirbelungen auch in Polaritonkondensaten zu beobachten [97].
Im Rahmen dieser experimentell-theoretischen Zusammenarbeit demonstrieren wir die
Streuung eines Kondensats an einem gaußfo¨rmigen, rein optisch erzeugten Potential. Die
hierbei verwendete Potentialgeometrie ist in Abb. 4.7 a und b dargestellt. Wie in Abb.
4.2 und 4.3 ist bei den experimentellen Werten die Intensita¨t gezeigt, bei den numeri-
schen hingegen das exzitonische Potential. Zwei nach oben geo¨ffnete, vertikal versetzte
Halbkreise erzeugen bei Kondensation einen gerichteten Fluss parallel zur y-Achse. Die-
se so erzeugte halboffene Falle ist fu¨r die numerischen Rechnungen asymmetrisiert, um
den Fluss des rechten Teilkondensats zu bevorzugen. An einem simultan erzeugten,
zusa¨tzlichen gaußfo¨rmigen Spot (“Target”) wird das ausstro¨mende Kondensat gestreut.
Abb. 4.7 c,e,g zeigen die zeitintegrierten Messungen, Abb. 4.7 d,f,h die zeitintegrierten
Rechnungen der Kondensate im Ortsraum fu¨r drei verschiedene Targetintensita¨ten. Die
numerischen Werte fu¨r die Polaritonendichte sind u¨ber zehn Einzelrechnungen gemit-
telt. Abb. 4.7 c und d zeigen den Kondensatfluss ohne Target. Das Kondensat kann frei
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Abbildung 4.7: Zu sehen ist das Anregungsprofil (a) bzw. die Potentiallandschaft
(b) fu¨r das Streuexperiment bzw. die Simulation. Die Streuung am Target ist fu¨r drei
verschiedene Targetintensita¨ten demonstriert. In der linken Spalte sind die experi-
mentellen Photolumineszenzen (c,e,g), in der rechten Spalte die numerisch bestimm-
ten zeitintegrierten Polaritondichten gezeigt (d,f,h). Die eingezeichneten Pfeile zeigen
in die Richtungen des geteilten Polaritonflusses.
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Abbildung 4.8: Gezeigt ist die Abha¨ngigkeit des Streuwinkels α von der Targetin-
tensita¨t, experimentell (links) und numerisch (rechts).
propagieren. In Abb. 4.7 e und f wurde ein schwaches Target eingeschaltet. Im Experi-
ment wurde dies mit 90% der Leistung angeregt, die zur Kondensation no¨tig ist (P = 0.9
Pthr), in der Simulation betrug das Targetpotential 2.64 meV. Durch die Coulombab-
stoßung bewirkt dieses Target eine Aufspaltung des Kondensats in zwei Teilkondensate,
deren Fluss jeweils um den Winkel ±α von der y-Richtung abgelenkt wird. Dieser
Winkel wird fu¨r ho¨here Targetintensita¨ten gro¨ßer, wie in Abb. 4.7 g und h zu sehen
ist (bei einer Target-Leistung P = 6.9Pthr im Experiment und einer Potentialho¨he von
8.8 meV in der Simulation). Wie auch in Abschnitt 4.2 wird das Kondensat durch das
Einstreuen aktiver Exzitonen versta¨rkt.
Die Abha¨ngigkeit des Streuwinkels α von der Targetintensita¨t ist fu¨r Experiment und
Simulation in Abb. 4.8 zu sehen. Zur Bestimmung der Winkel wurden die Ergebnisse im
Ortsraum fu¨r verschiedene Targetintensita¨ten ausgewertet. Aufgetragen ist der Winkel
α u¨ber die Leistung bzw. bei den numerischen Werten u¨ber das exzitonische Potential
des Targets. Der Winkel α steigt zuna¨chst abrupt an, um dann eine Sa¨ttigung bei ca.
60o im Experiment und bei ca. 55o in der Simulation, zu erreichen. Anders als im Expe-
riment, gibt es in den Simulationen fu¨r geringe Targetintensita¨ten einen Bereich, in dem
das Kondensat nicht relevant am Potentialhindernis streut, sondern durch dieses hin-
durchpropagiert. Es wird daher erst ab einem Schwellwert des Targetpotentials (dieser
betra¨gt hier 2.64 meV) in zwei Teilkondensate aufgespalten. Die Diskrepanz zum Expe-
riment, bei dem kein solcher Schwellwert ablesbar ist, erkla¨rt sich wahrscheinlich durch
die ho¨here kinetische Energien der Polaritonen in den Simulationen und dem geringeren
Abstand zum Target.
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4.6 Zusammenfassung
In diesem Kapitel haben wir in U¨bereinstimmung mit Experimenten gezeigt, dass es
mit Hilfe von Potentiallandschaften mo¨glich ist, einen gerichteten Polaritonfluss unter
nichtresonanter Anregung rein optisch zu erzeugen und zu steuern. Der Kondensatfluss
entstand hierbei u¨ber die Coulomb-Wechselwirkung der Polaritonen mit einer optisch
angeregten exzitonischen Potentiallandschaft. Eine Beschreibung des Systems mit Hilfe
eines Gleichungssystems, basierend auf der Gross-Pitaevskii-Gleichung, die die Wechsel-
wirkung der Polaritonen mit den Exzitonen im Rahmen eines Zwei-Reservoir-Modells
enthielt, lieferte gute U¨bereinstimmung mit den experimentellen Daten. Im Rahmen
dieser Kollaboration wurden neben einer geschlossenen und offenen Kondensatfalle auch
das Blockieren und Umlenken des Kondensatflusses (Abschnitt 4.2) wie auch die Streu-
ung an Potentialhindernissen (Abschnitt 4.5) untersucht. Aus den Simulationen lassen
sich jedoch auch Erkenntnisse gewinnen, die experimentell nur schwer zuga¨nglich sind.
Das betrifft unter anderem die Dynamik des Kondensationsprozesses (Abschnitt 4.3)
und auch die Bildung von vereinzelten Interferenzmustern (Abschnitt 4.4).
Ein mo¨glicher Ansatzpunkt fu¨r zuku¨nftige Arbeiten wa¨re unter anderem eine Erweite-
rung des skalaren Modells um den Polarisationsfreiheitsgrad [84], den wir hier noch
nicht beru¨cksichtigt haben und eine detailliertere Untersuchung der Streuung an Poten-
tialhindernissen.
Kapitel 5
Zusammenfassung und Ausblick
Diese Arbeit pra¨sentierte den derzeitigen Stand unserer theoretischen Forschung an
Exziton-Polaritonen in Halbleitermikrokavita¨ten. Die Untersuchung eines skalaren Sys-
tems unter koha¨renter Anregung in Kap. 2 umfasste eine Herleitung gekoppelter Bewe-
gungsgleichungen fu¨r die Licht-Materie-Wechselwirkung in einer Mikrokavita¨t, die auf
einer semiklassischen Theorie beruhte und als Grundlage zur Beschreibung verschiedener
optisch linearer und nichtlinearer Effekte Eingang fand. Untersucht wurden hierbei
insbesondere phasenangepasste Streuprozesse dritter Ordnung, auch bekannt als OPO.
Eine fundierte analytische Untersuchung dieser Wellenmischprozesse wurde mit Hilfe
von Vierwellenmischsimulationen besta¨tigt und veranschaulicht.
Basierend auf einem stimulierten Einstreuen der Pumppolaritonen bewirkt ein Vierwellen-
misch-Signal eine konstruktive Ru¨ckkopplung an sein erzeugendes Probefeld, sodass ein
Probe durch sein eigenes Vierwellenmischen versta¨rkt wird. Diese Versta¨rkung la¨sst
sich auch als eine effektive Verminderung der intrinsischen Zerfallsrate γp interpretieren.
Im Rahmen einer linearen Stabilita¨tsanalyse ließen sich, abha¨ngig von der Pumppolari-
tondichte und anderen Parametern, “effektive Zerfallsraten” fu¨r axiale und nichtaxiale
Moden berechnen. Da Moden mit einer negativen Zerfallsrate spontan anwachsen, bot
diese Methode ein Verfahren, um die optische Stabilita¨t eines homogenen Polaritonfeldes
zu beurteilen. Im Fall einer optischen Instabilita¨t fu¨hrte ein exponentielles Anwachsen
nichtaxialer Felder zu einem Bruch der Symmetrie und zur Bildung eines hexagonalen
Musters, wie durch Simulationen gezeigt wurde. Fu¨r diese Simulationen wurde ein
der Realita¨t nachempfundenes Sto¨rstellenpotential modelliert, wie es durch eine leicht
fluktuierende Schichtdicke der Mikrokavita¨t auftritt. Die hexagonale Geometrie wurde
dabei durch die Resonanz sog. “quadratischer Streuprozesse” bewirkt, an denen mehrere
nichtaxiale Moden involviert waren. Wir fanden, dass die Ausbildung eines derartigen
Musters allerdings nur in einem beschra¨nkten Dichteintervall stattfinden kann, da sonst
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ein U¨bergang in einen erneut optisch stabilen Zustand eintritt. Die Entschlu¨sselung
dieses Pha¨nomens wa¨re ein Ausblick fu¨r eine zuku¨nftige Forschung. Desweiteren wa¨re
eine Untersuchung der hier behandelten Wellenmischprozesse, der optischen Stabilita¨t
und der Musterbildung auch fu¨r nichtaxiale Pumppolaritonen oder fu¨r andere Arten der
Anisotropie von großem Interesse.
In Kap. 3 wurde das Modell um den Polarisationsfreiheitsgrad erweitert. Nachdem die
Analogie zwischen der Musterbildung in einem skalaren Feld und in einem zirkular polar-
isierten Feld behandelt wurde, wurden die in Kap. 2 beschriebenen Eigenschaften sukzes-
siv fu¨r ein System mit linear polarisierter Anregung diskutiert. Dabei kam es auch schon
im optisch linearen Fall zu neuen Effekten, wie der durch die TE-TM-Aufspaltung verur-
sachte optische Spin-Hall-Effekt. Diesbezu¨glich ist ein Ausblick - und Gegenstand jet-
ziger Forschung - die Untersuchung nichtlinearer Einflu¨sse auf den OSHE. Eine Analyse
entarteter und nichtentarteter Vierwellenmischprozesse ergab ein bevorzugtes Streuen
x-polarisierter Pumppolaritonen in y-polarisierte Moden. Jedoch entdeckten wir fu¨r die
“quadratischen Prozesse” polarisationsselektive Auswahlregeln, die einer Musterbildung
mit lediglich y-polarisierten, nichtaxialen Feldern entgegenstanden. Beiden nichtlin-
earen Effekten lag eine spinabha¨ngige Exziton-Exziton-Wechselwirkung zugrunde. Die
Erweiterung der LSA auf ein System linear polarisierter Pumppolaritonen hat einen
Bruch der in Kap. 2 diskutierten azimutalen Symmetrie aufgezeigt. Das hexagonale
Muster, dass sich fu¨r optisch instabile Felder bildete, bekam aufgrund der TE-TM-
Aufspaltung eine Vorzugsrichtung, die fest mit der Polarisationsrichtung der Pump-
polaritonen verknu¨pft war. Die Orientierungsachse eines solchen Musters ließ sich so
mit der Polarisationsrichtung “mitdrehen”. Ein Symmetriebruch entlang der Orien-
tierungsachse, Frequenzverschiebungen und das Auftreten eines beweglichen Ortsraum-
musters waren zusa¨tzliche Effekte, die in einem skalaren Modell nicht auftraten.
Im Rahmen einer theoretisch-experimentellen Zusammenarbeit konnte unsere Theo-
rie durch polarisationsabha¨ngige Vierwellenmisch-Experimente qualitativ besta¨tigt wer-
den, auch wurde die Existenz eines Fernfeldmusters oberhalb einer Intensita¨tsschwelle
nachgewiesen und die feste Ausrichtung dieses Musters zur Polarisationsebene des Pumps.
Experimentell konnte jedoch das dynamische Ortsraummuster bislang nicht beobachtet
werden werden. Eine weitere Diskrepanz lag in der Elongation des experimentell
beobachteten Fernfeldmusters, vermutlich verursacht durch resonante Rayleigh-Streuung
an Sto¨rstellen. Ein solcher Effekt eines Sto¨rstellenpotentials auf das hexagonale Muster
konnte numerisch bislang nicht besta¨tigt werden. Neben der Erkla¨rung dieser Unter-
schiede wa¨re auch die genauere Untersuchung von Schaltprozessen, insbesondere unter
dem Gesichtspunkt ihrer Performance, ein Ausblick fu¨r eine zuku¨nftige Forschung. Eine
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detaillierte Untersuchung der Phasenbeziehungen, der Wellenmischprozesse und der Muster-
bildung in Doppelkavita¨ten ist bereits heute Gegenstand einer aktuellen Zusammenar-
beit.
In Kap. 4 wurde der Prozess der Polaritonkondensation fu¨r eine nichtresonante und
gepulste Anregung untersucht. Nach der Herleitung eines Zwei-Reservoir-Modells fu¨r
inkoha¨rente Exzitonen haben wir mit Hilfe numerischer Rechnungen die Kondensation
fu¨r verschiedene, rein optische Anregungsgeometrien untersucht. So erzeugte Poten-
tiallandschaften konnten bspw. das entstehende Kondensat in einem Potentialminimum
einfangen oder aber gerichtet aus der Geometrie herausfließen lassen. Der so entstandene
Fluss konnte nachtra¨glich mit Hilfe weiterer, simultan erzeugter Anregungsgeometrien
gesteuert werden, was wir anhand einer geeigneten Geometrie fu¨r eine Blockade und
einer Umleitung des Kondensates gezeigt haben. Die Ergebnisse unserer Simulatio-
nen stimmten hierbei qualitativ gut mit experimentell gemessenen Photolumineszensen
u¨berein, jedoch ergaben sich auch hier quantitative Unterschiede: So propagiert das
Kondensat im Experiment u¨berraschenderweise u¨ber eine la¨ngere Distanz. Ein Aus-
blick weiterer Forschung auf diesem Gebiet wa¨re die Beru¨cksichtigung des Polarisations-
freiheitsgrades und eine Verwendung gekoppelter Bewegungsgleichungen fu¨r E- und p-
Feld. Letztere wu¨rde auch die Untersuchung des spezifischen nichtlinearen Einflusses
von Coulomb-Wechselwirkung und Phasenraumfu¨llung ermo¨glichen.

Anhang A
Details zur Analyse
A.1 Herleitung der Gross-Pitaevskii-Gleichung
Die gekoppelten Bewegungsgln. fu¨r E- und p-Feld lauten:
i~
∂
∂t
E = (Hc − iγc)E − Ωxp+ Epump (A.1)
i~
∂
∂t
p = (Hx − iγx) p− Ωx
(
1− αPSF|p|2
)
E + VHF|p|2p. (A.2)
Mit diesen kann nun fu¨r den unteren Polaritonzweig ΨLPB = 1√
2
(E + p) eine Bewe-
gungsgleichung fu¨r ΨLPB hergeleitet werden:
√
2i~
∂
∂t
ΨLPB = (Hc − iγc)E + (Hx − iγx) p− Ωx (E + p)
+αPSFΩx|p|2E + VHF|p|2p+ Epump. (A.3)
Fu¨r E und p gelten E = 1√
2
(
ΨLPB + ΨUPB
)
und p = 1√
2
(
ΨLPB −ΨUPB). Unter Ver-
nachla¨ssigung der Besetzung auf dem UPB gilt somit E = p = 1√
2
ΨLPB. Damit wird Gl.
A.3 zu
i~
∂
∂t
ΨLPB =
[
1
2
(Hc +Hx)− Ωx − i
2
(γc + γx)
]
ΨLPB
+
1
4
(αPSFΩx + VHF) |ΨLPB|2ΨLPB + 1√
2
Epump. (A.4)
Mit Hp ≡ 12 (Hc +Hx) − Ωx, γp ≡ 12 (γc + γx), α ≡ 14 (αPSFΩx + VHF), Ψ ≡ ΨLPB und
Ψpump =
1√
2
Epump folgt die Gross-Pitaevskii-Gleichung
i~
∂
∂t
Ψ = (Hp − iγp) Ψ + α|Ψ|2Ψ + Ψpump. (A.5)
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A.2 Auftreten einer S-Kurve infolge kubischer Nichtlinea-
rita¨t
Betrachtet man ein homogenes Polaritonfeld mit einer stationa¨ren Dichte, vereinfacht
sich die GPE zu:
(
~ωp − p0 + iγp − α|Ψ0|2
)
Ψ0 = Ψpump,0. (A.6)
Bildet man fu¨r beide Seiten von Gl. A.6 das Betragsquadrat, ergibt fu¨r die Polariton-
dichte np ≡ |Ψ0|2 und die Intensita¨t I ≡ |Ψpump,0|2 die kubische Gleichung:[
(~ωp − p0 − αnp)2 + γ2p
]
np = I. (A.7)
Mit ∆~ωp ≡ ωp − p0 folgt
α2n3p − 2α∆~ωpn2p +
(
∆~2ω2p + γ2p
)
np = I. (A.8)
Man kann somit jeder Dichte np eine eindeutige Intensita¨t I = I(np) zuweisen. Fu¨r
α 6= 0 ist die Funktion I(np) ein Polynom dritter Ordnung und genau dann nicht mehr
bijektiv, wenn I mehr als eine Extremstelle hat. Um ein Kriterium dafu¨r herzuleiten,
bilden wir die erste Ableitung I ′(np):
I ′(np) = 3α2n2p − 4α∆~ωpnp + ∆~2ω2p + γ2p . (A.9)
Fu¨r eine Extremstelle gilt I ′(np) = 0, sodass
np =
2∆~ωp ±
√
∆~2ω2p − 3γ2p
3α
. (A.10)
I hat somit nur dann zwei Extremstellen, wenn ∆~2ω2p − 3γ2p > 0. Somit bildet der
Verlauf I → np eine S-Kurve, wenn ~ωp > p0 +
√
3γp.
A.3 Herleitung der LSA
Hier leiten wir die lineare Stabilita¨tsanalyse fu¨r ein skalares, einkomponentiges Polari-
tonfeld her. Die Herleitung der LSA fu¨r kompliziertere Fa¨lle erfolgt analog. Ein Polari-
tonfeld setzt sich, wie in Abschn. 2.4 diskutiert, aus einem axialen und zwei nichtaxialen
Anteilen zusammen:
Ψ(r , t) =
(
Ψ0 + Ψnoisee
ikr + Ψfwme
−ikr
)
e−iωpt. (A.11)
A.3. HERLEITUNG DER LSA 97
Einsetzen in die Gross-Pitaevskii-Gleichung
i~
∂
∂t
Ψ(r , t) = (Hp − iγp) Ψ(r , t) + α|Ψ(r , t)|2Ψ(r , t) + Ψpump(r , t) (A.12)
ergibt durch die Auswertung der linken Seite einerseits:
i~
∂
∂t
Ψ(r , t) = ~ωpΨ(r , t) + i~
(
∂
∂t
Ψnoisee
ikr +
∂
∂t
Ψfwme
−ikr
)
e−iωpt. (A.13)
Dabei wurde angenommen wurde, dass Ψ0 zeitlich konstant bleibt. Andererseits ergibt
sich durch Auswertung der rechten Seite:
i~
∂
∂t
Ψ(r , t) =
((
pk − iγp
)
Ψnoisee
ikr +
(
p−k − iγp
)
Ψfwme
−ikr
)
e−iωpt
+α
(
|Ψ0|2Ψ0 + 2|Ψ0|2
(
Ψnoisee
ikr + Ψfwme
−ikr
))
e−iωpt
+αΨ20
(
Ψ∗noisee
−ikr + Ψ∗fwme
ikr
)
e−iωpt + Ψpump, (A.14)
wobei alle quadratischen und kubischen Terme in Ψnoise und Ψfwm vernachla¨ssigt wurden.
Gleichsetzen der Gln. A.13 und A.14 und ein Anwenden von
∫
dr exp(−ik · r) ergibt:
i~
∂
∂t
Ψnoise =
(
pk + 2α|Ψ0|2 − ~ωp − iγp
)
Ψnoise + αΨ
2
0Ψ
∗
fwm. (A.15)
Ein Anwenden von
∫
dr exp(ik · r) auf Gln. A.13 und A.14 mit einer anschließenden
komplexen Konjugation ergibt:
i~
∂
∂t
Ψ∗fwm = −
(
pk + 2α|Ψ0|2 − ~ωp + iγp
)
Ψ∗fwm − αΨ∗20 Ψnoise. (A.16)
In den Gln. A.15 und A.16 wurde dabei pk = 
p
−k ≡ pk verwendet. Mit ∆k = pk +
2α|Ψ0|2 − ~ωp − iγp ergeben Gln. A.15 und A.16 in Matrixschreibweise
~
∂
∂t
(
Ψnoise
Ψ∗fwm
)
= −i
(
∆k αΨ
2
0
−αΨ∗20 −∆∗k
)(
Ψnoise
Ψ∗fwm
)
≡M
(
Ψnoise
Ψ∗fwm
)
(A.17)
das Ergebnis in Abschn. 2.4 .

Anhang B
Numerische Details
Die in Kap. 2 und 3 verwendeten Anregungsprofile bestehen aus einem runden, kon-
stanten Plateau um den Ursprung des Koordinatensystems mit einem Radius r0 und
einer gaußfo¨rmigen Verteilung (exp(−(r− r0)2/(2σ21))) außerhalb dieses Bereiches. Die-
se fa¨llt fu¨r gro¨ßere Radien mit der Funktion exp(−(r − r0)6/(2σ62)) ab, wobei ein stetig
differenzierbarer U¨bergang stattfindet. Um Reflektionen der Polaritonen am Rand der
Kavita¨t zu vermeiden, wurde in der Na¨he der Ra¨nder die Zerfallsrate γc kontinuierlich
erho¨ht. Zur Lo¨sung der Differentialgleichungen wird das Runge-Kutta-Verfahren vierter
Ordnung [51] mit Zeitschritten von ca. 5 fs verwendet. Als Anfangsbedingung fu¨r E
und p wurden zum Pump formgleiche Felder eingesetzt, wie sie im optisch stabilen Fall
na¨herungsweise zu erwarten gewesen wa¨ren.
Die Differentialoperatoren, die in der Bewegungsgleichung fu¨r das E-Feld
i~E˙± = (H− iγc)E± +H±E∓ − Ωxp± + E±pump (B.1)
vorkamen, d.h. der Diagonalanteil
H = −~
2
4
(
m−1TM +m
−1
TE
)( ∂2
∂x2
+
∂2
∂y2
)
(B.2)
und der durch die TE-TM-Aufspaltung bedingte nichtdiagonale Operator
H± = −~
2
4
(
m−1TM −m−1TE
)( ∂2
∂x2
− ∂
2
∂y2
∓ 2i ∂
∂x
∂
∂y
)
(B.3)
wurden auf einem diskreten N ×N -Ortsraumgitter folgendermaßen implementiert: Das
zweidimensionale Feld E±(x, y) entspricht einem diskretisierten Feld E±m,n ≡ E±(xm, yn),
wobei xm und yn die Gitterpunkte sind. Dieses zweidimensionale Feld wurde nun in ein
eindimensionales transformiert, was u¨ber die Zuweisung E±m,n → E±i mit i = m ·N + n
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geschah. Die Ableitungen im Ortsraum, ∂2/∂x2 und ∂2/∂y2 sind damit
∂2
∂x2
E±i = δ
−2 (E±i+N + E±i−N − 2E±i ) (B.4)
und
∂2
∂y2
E±i = δ
−2 (E±i+1 + E±i−1 − 2E±i ) , (B.5)
wobei δ den Abstand zweier benachbarter Gitterpunkte bezeichnet, die wir fu¨r x- und
y-Richtung gleichgesetzt haben. Die gemischte Ableitung wird auf dem Ortsraumgitter
zu
∂
∂x
∂
∂y
E∓i = (2δ)
−2 (E∓i+N+1 − E∓i+N−1 − E∓i−N+1 + E∓i−N−1) . (B.6)
Somit ist (
∂2
∂x2
+
∂2
∂y2
)
E±i = δ
−2 (E±i+N + E±i−N + E±i+1 + E±i−1 − 4E±i ) (B.7)
und(
∂2
∂x2
− ∂
2
∂y2
∓ 2i ∂
∂x
∂
∂y
)
E∓i = δ
−2 (E∓i+N + E∓i−N − E∓i+1 − E±i−1) (B.8)
∓0.5iδ−2 (E∓i+N+1 − E∓i+N−1 − E∓i−N+1 + E∓i−N−1) .
Ortspunkte, die u¨ber den Rand der Kavita¨t hinausgegangen wa¨ren, fanden keinen Ein-
gang in Gl. B.7 und B.8.
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