Abstract -The identification of multiple bad data, especially when mutually interacting, may be difficult to handle, since the well known procedures based on the normalized or weighted residuals may become faulty. In such a case, successive elimination of the measurement with the largest normalized residual may result in the suppression of correct measurements instead of the bad data. Then the problem of identifying bad data is considered as a combinatorial decision procedure. In this paper, binary PSO is used for the identification of multiple bad data in the power system state estimation. The proposed binary PSO based procedures behave satisfactorily in the identifying multiple bad data. The test is carried out with reference to the IEEE-14 bus system.
Introduction
Since the beginning of state estimation studies, the problem of detecting the presence of errors within a given measurements and that of correcting or eliminating these bad data have been recognized importantly [1] . The basic identification procedures may rely on successive elimination of suspect bad data [2] or on the use of nonquadratic criteria in carrying out the state estimation [3, 4] .
The use of the normalized residual vector is a very common approach of identification by elimination. In particular, the largest normalized residual (LNR) had problems in correctly identifying multiple interacting bad data especially when they are of the confirming type. In such a case, successive elimination of the measurement with the largest normalized residual may result in the suppression of correct measurements instead of the bad data [5] .
In the identification of multiple interacting bad data is reformulated as a combinatorial problem which is tackled by a branch-and-bound method. Recently, non-deterministic approaches such as artificial neural network, tabu search, and genetic algorithm have been proposed in as a viable strategy for the solution of the bad data identification problem [6] [7] [8] .
A particle swarm optimization (PSO) is one of the modern heuristic algorithms [9] ; it can be applied to nonlinear and discontinuous optimization problems with continuous variables. However, a binary PSO is introduced where the positions of particles in search space can only take on values form the set {0, 1} [10] . However, these heuristic optimization methods based on populations require a lengthy computing time to find an optimal solution.
In parallel processing, problems are divided into several sub problems, and allocated to each processor. This can reduce computing time and enhance computation efficiency [11] . To realize parallel processing, parallel computers like the transputer have been introduced. However, these computers are costly to use. Recently, PC-clustering, one of the types of parallel or distributed processing systems, which is composed of a collection of interconnected workstations or PCs working together as a single, integrated computing resource has been used for parallel computing [12] . In this paper, we used the binary PSO to identify multiple bad data in power system estimation. To overcome the shortcomings of heuristic optimization methods, we proposed parallel processing of the PSO algorithm based on the PC cluster system. The proposed approach was tested in the IEEE-14 bus systems. From the simulation results, we found that binary PSO behave satisfactorily in the identifying multiple bad data.
Formulation of the problem
Following [5] , the identification of multiple interacting bad data can be handled as an optimization problem of combinatorial nature. 
Handling problem constraints
The formulation of the bad data identification problem is well suited to the characteristics of binary PSO, because the unknown vector b does not need any particular coding since it is already a binary valued vector. The constraints of problem may be handled by penalty techniques, whereby problem can be reformulated as the unconstrained minimization of the following objective function:
where K 1 is a penalization coefficient, while K 2 introduces a large penalization term when the measurement layout, corresponding to the decision vector b, makes the system unobservable. In the proposed procedures K 1 has been taken equal to 1 and K 2 equal to 1000.
Implementation Issues
The computation burden is proportional to the number of state estimation computations. For this reason, two methods aiming at reducing the number of state estimations have been designed.
Parallel PSO Algorithm
The population size is one of the key factors that will affect the search performance of the PSO algorithm for seeking the optimal solution. A larger population size can guarantee a higher chance of obtaining the optimal solution. However, it is obvious that more computing time is needed. To reduce the computing time with the same quality of solutions, a parallel PSO algorithm is proposed and paralleled by the PC cluster system.
The most important issue of parallelizing the PSO algorithm is the exchange model of evolution information. Different methods will result in different performances. The proposed configuration is a kind of parallel algorithm based on the coarse grain model, in which the population is divided into sub-populations that evolve independently. Each sub-population exchanges the required information only between two neighboring sub-populations connected by arrowed lines, as shown in Fig. 1 .
Fig. 1. Configuration of parallel processing.
Each sub-population is allocated in each processor involved in parallel computing. With each processor that can communicate with the neighboring sub-populations, the best solution of each processor is transferred to the neighboring processors by a migration operation with every generation. The major procedures of the parallel PSO algorithm are as follows:
1) Initialize population: Randomly initialize the total population. This initial population is divided into N sub-populations and allocated to each processor 2) Evaluate fitness function: Evaluate the fitness value of each particle in the sub-population. Record the pbest and gbest of the sub-population. 3) Information exchange: The global best of each subpopulation is exchanged between neighboring subpopulations by the migration operation. 4) Update position of each particle: After exchanging the evolution information, update every particle in the sub-population
PC Cluster Systems
PC cluster systems are very competitive with parallel machines in terms of the ratio of cost to performance because clustering is one of the types of parallel or distributed processing systems, and is composed of a collection of interconnected low cost PCs working together as single and integrated computing resource. Also, it is easy to add processors in constructing the PC cluster. A basic construction diagram for the PC cluster is shown in Fig. 2.   Fig. 2 . Structure of PC cluster system. The PC cluster system implemented in this paper is composed of 8 processors. Table 1 gives the specifications of the 8-processor PC cluster system developed in this paper. 
Reducing the search space
The adopted bad data identification approach is formulated as a search problem, in which all the measurement data could be considered for elimination, at least in principle. The search space would contain as many as m 2 points and working with artificial particles of length m would be the simplest choice in view of a PSO implementation. A better efficiency can be achieved by reducing the search space, taking into account that, in actual operation, the number of bad data is not generally large.
After carrying out the first state estimation computation, with the original data set, the vector of normalized residuals is evaluated and re-arranged in decreasing order of absolute values. The bad data are searched within the subset S of measurements with the p largest normalized residuals and the artificial particle length is similarly reduced to p. parameter p is taken in the range between 10 and 20. The objective functions (1) and (3) have to be modified to reflect the change in vector b
Case Study
The program has been tested in the identification of multiple bad data with reference to IEEE-14 bus systems. All tests have been carried out on an Intel Core 2 2.33GHz and Visual C++. Figure 3 is IEEE-14 bus system and the set of multiple bad data shown in Table 2 has tested. The repeated LNR method fails in this case because of the conforming nature of the four bad data.
Repeated LNR starts by removing the correct measurement P 21 which looks bad because the bad data on P 12 and P 1 are consistent. Correct measurements on real power flows P 15 , P 51 are similarly eliminated by the LNR algorithm together with the bad data on P 12 and P 1 . Reactive power flows Q 21 , Q 15 and Q 51 are removed together with the bad data on Q 12 while the bad data on Q 1 is not recognized by this algorithm.
The proposed procedures successfully identify the four bad data within 200 iterations. In Fig. 4 , the fitness of the best individual is plotted against the iteration number. A nice feature of the proposed binary PSO is that a feasible solution of problem is generally found after very few generations. This means that the system operator can be given a clean state estimation solution, with all the bad data removed very soon during the identification process, possibly leaving time to the binary PSO based procedure to find improved solutions. Such a bad data free solution is generally found within 4s.
Conclusion
In this paper, binary PSO for identifying multiple bad data are considered in the framework of the least squares state estimation. The identification of bad data is formulated as a combinatorial optimization problem. Its solution gives a binary valued decision vector denoting the erroneous measurements.
To overcome the shortcomings of heuristic optimization methods, we proposed parallel processing of the PSO algorithm based on the PC cluster system.
The proposed approach was tested in the IEEE-14 bus systems. From the simulation results, we found that binary PSO behave satisfactorily in the identifying multiple bad data.
