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Abstract
The Multiscale Spectral Generalized Finite Element Method (MS-GFEM) was de-
veloped in recent work by Babuška and Lipton. The method uses optimal local
shape functions, optimal in the sense of the Kolmogorov n-width, to approxi-
mate solutions to a second order linear elliptic partial differential equation with
L∞ coefficients. In this dissertation an implementation of MS-GFEM over a two
subdomain partition of unity is outlined and several numerical experiments are
presented. The method is applied to compute local fields inside high contrast par-
ticle suspensions. The method’s performance is evaluated for various examples
with different contrasts between reinforcement particles and matrix material. The
numerical experiments are shown to agree with a new theoretical estimate that
shows the convergence rate is independent of the elastic properties of particles and
matrix materials.
A new domain decomposition method based on MS-GFEM is presented. Nu-
merical computations using this iterative method are discussed and the theoretical
convergence rate is provided. It is shown that the convergence rate is given by the
same near-exponential bound given for MS-GFEM.
A systematic method for identifying the worst case load amongst all boundary
loads of a fixed energy is introduced. Here the worst case load delivers the largest
fraction of input energy into a prescribed subdomain of interest. This leads to an
eigenvalue problem, for which the largest eigenvalue is the maximum fraction of
energy which concentrates in the subdomain. The associated eigenfunctions are the
worst case solutions. These eigenfunctions are related back to the MS-GFEM shape




The topic of this dissertation is the computation of displacement, stress, and strain
fields in multiscale composite materials. To motivate the topics we focus here on
carbon fiber composites. Carbon fiber composites are composed of fibers of carbon,
typically 5-10µm thick, woven together in the form of a textile (just like with
clothing) and embedded in another material, such as epoxy resin. Due to their
high level of strength relative to weight, carbon fiber composites have become a
popular structural material amongst airplane manufacturers as well as car and
ship manufacturers. The Boeing 787 Dreamliner, for example, is composed of 50%
carbon fiber composites by weight (www.Boeing.com). Knowledge of the stress and
strain fields within a material (internal forces and deformations) is used to predict
where damage may occur when the material is subjected to external forces. There
is an increasing demand for the numerical simulation of these fields in science and
industry to mitigate the costs of experiments and to aid in design and analysis.
The computation of these fields within carbon fiber composites is dependent upon
several different length scales, starting from the scale of the fibers themselves, to
the next level of the weave and layout of the fibers, up to the layering of plies, and so
on up to the length scale of, for instance, an airplane wing. The multiscale nature
of the problem makes the numerical computations challenging and expensive as
each length scale must be resolved in the model resulting in a large number of
degrees of freedom.
The linear elliptic partial differential equation modeling infinitesimal strain lin-
ear elasticity in a body Ω ⊂ Rd, d = 2, 3, with displacement u(x) ∈ Rd is given
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by
− div(A(x)∇u(x)) = f(x) in Ω (1.1)
for A the symmetric tensor of elasticity and f(x) a body force with Dirichlet
boundary data
u(x) = h(x) in ΓD ⊂ ∂Ω (1.2)
or Neumann boundary data
n · A∇u = g(x) in ΓN ⊂ Ω. (1.3)
The solution u is sought in the Sobolev space H1(Ω) through the weak formula-
tion of the above equations. In this work we study and implement the recently
introduced Multiscale Spectral Generalized Finite Element Method (MS-GFEM).
We implement the method using a partition of unity with two subdomains in the
context of the two-dimensional conductivity problem assuming knowledge of the
material properties A(x) throughout the material domain Ω. This work has been
carried out in collaboration with Michael Stuebner of the University of Dayton
Research Institute, Robert Lipton of Louisiana State University, and Ivo Babuška
of the University of Texas at Austin.
One of the most popular methods of computing stress and strain fields is the
celebrated Finite Element Method (FEM). In FEM, a set of prescribed functions
called shape functions is used to approximate the actual fields. This allows for
simple computations using classical linear algebra techniques. The drawback is
that the computation is only as good as the given shape functions, that is, the
FEM is limited to approximating the behavior that is modeled well by the shape
functions. The practitioner is left to choose the appropriate FEM with specified
shape functions.
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The Generalized Finite Element Method (GFEM) is an attempt at relieving
this drawback while maintaining the usage of simple linear algebra techniques.
GFEM allows specific knowledge of the problem at hand to be used to choose
shape functions with greater approximation capabilities in different regions of the
material. This can result in the reduction in problem size by reducing the number
of degrees of freedom in the problem for achieving a desired level of accuracy. The
MS-GFEM is a GFEM with a particular choice of shape functions.
The GFEM is a type of partition of unity method (PUM), in which the problem
domain Ω is separated into overlapping subdomains Ω = ∪Ni=1ωi. On each subdo-
main local shape functions may be selected and recombined using a partition of
unity over the subdomains to create global shape functions. The PUM was de-
veloped by Melenk and Babuska [27] and uses the partition of unity concept to
introduce enrichment functions into local approximation spaces for the solution
of partial differential equations. The GFEM, also called the extended finite ele-
ment method (XFEM), uses traditional FEM techniques while alleviating several
challenges in FEM by allowing for the use of typical finite element shape functions
while also allowing for the enrichment of the approximation space with shape func-
tions for the specific problem at hand. These enrichment functions could contain
information about the local microstructure and material properties or of cracks
and defects in the material. For example, the Heaviside step function is frequently
used to model a crack. A mathematical survey of GFEM is given in [2] and a review
of the method for material modeling is given in [4]. These works also contain large
lists of references detailing the historical development of GFEM.
The ability of GFEM to include a multitude of enrichment functions introduces
a new problem; which enrichment functions are the best for the problem at hand?
In [33], several specific handbook functions are computed for local geometries con-
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taining inclusions and cracks. These handbook functions are used as the local
enrichment functions. A different approach is taken in the development of MS-
GFEM in [6] and [5], in which the shape functions are computed for the problem
at hand through oversampling over the subdomains. Here oversampling refers to
selecting functions over extended subdomains ω∗i ⊃ ωi and restricting them to ωi.
This approach is motivated by the Cacciopoli inequality and St. Venant’s princi-
ple, which roughly stated says that the difference in the effects of two different
but statically equivalent loads becomes small away from where the load is applied.
This oversampling results in optimal local shape functions in the sense of the Kol-
mogorov n-width. The formulation of the oversampling problem with n-widths
results in a spectral problem, with the associated eigenfunctions of this spectral
problem being the optimal local shape functions used in MS-GFEM. These lo-
cal shape functions display exponential convergence properties with the associated
eigenvalues bounding the local and global errors.
In chapter 2 of this dissertation an alternate motivation for the shape function
of MS-GFEM is found through the study of a worst case loading problem. It is a
natural question to ask how much elastic energy will concentrate in a given sub-
domain of interest within a material. To illustrate this idea, consider an airplane
wing. When subjected to a critical load, damage is likely to begin near a structural
feature such as a bolt hole. Knowledge of how much elastic energy will concentrate
in this subdomain of interest is required. Here the subdomain of interest is the
region of the wing around the bolt hole and the elastic energy that concentrates
in this domain is the product of the stress and strain fields within the domain.
Further complicating the matter is that the actual loads a wing is subjected to
have a random nature (varying wind patterns, for instance). Thus, we arrive at
the problem of determining which boundary load, amongst all possible loads, con-
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centrates the most elastic energy in the subdomain of interest. This boundary load
is identified as the worst case boundary load.
Rather than directly identifying the worst case boundary load, we can instead
identify the worst case solution of the underlying partial differential equation as-
sociated to that boundary load. We take the worst case solution as that which
maximizes the fraction of elastic energy in the subdomain of interest. The varia-






: div (A(x)∇u(x)) = 0
}
(1.4)
with ω the subdomain of interest within the material domain Ω. In chapter 2
the solution to this problem is presented in Theorems 2.1 and 2.3 for Dirichlet
and Neumann boundary conditions, respectively. There it is seen that this worst
case load is none other than the first eigenvalue-eigenfunction pair corresponding
to the spectral problem from MS-GFEM. Therefore, we see that the use of these
optimal local shape functions are physically motivated by being the functions which
concentrate elastic fields within a subdomain. Restricting these functions to the
subdomain results in shape functions which carry a maximal amount of information
about the local fields, making them an obvious candidate for usage as local shape
function in the context of a GFEM. These theoretical results are supported with
numerical simulations for several domains with circular inclusions and holes.
In chapter 3 a full numerical implementation of MS-GFEM is presented along
with numerical results for a model problem. A convergence study is presented which
compares the rate of convergence of solutions with respect to the number of local
shape functions used with varying contrasts between material properties. Compu-
tations are carried out for a large range of contrast between particle and matrix
conductivities. The matrix material refers to the material in which the particles
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are embedded. For inclusions that do not touch and have smooth boundary our
computations show that the MS-GFEM approximations converge exponentially
independently of the elastic contrast between phases. This is consistent with the
simulations for scalar problems given in [33] for a medium with separated holes.
This is also consistent with the more recent numerical investigation carried out for
scalar and elastic problems using the optimal local basis functions in [30]. In com-
puting the optimal local shape functions a spectral problem on each subdomain
ωi must be constructed and solved. All computations are independent and may
be performed in parallel, however this still presents a large computational cost. A
method to reduce the cost of generating local basis functions is presented and it is
shown that this method retains accuracy while reducing the computational work
necessary to generate local bases.
The present work is completed in chapter 4 in which a two-level domain decom-
position method using the optimal local shape functions of MS-GFEM is presented.
The method is presented for the iterative solution of the conductivity problem
with Neumann boundary conditions. An exponential convergence estimate for the
method is provided and proven. The proof utilizes the exponential convergence
estimate of MS-GFEM proven in [6]. This iterative method is placed in the con-
text of domain decomposition methods, see [36] and [31] for an introduction and
references. This iterative method leverages all the computations performed during
a run of the MS-GFEM algorithm to iterate the solution and increase its accuracy
geometrically in terms of the MS-GFEM exponential bounds. It is anticipated
that this will allow for a reduction in the number of optimal local shape functions
required to compute for achieving a desired numerical accuracy.
6
Chapter 2




Composite materials often fail near structural features where stress can concen-
trate. Examples include neighborhoods surrounding lap joints or bolt holes where
composite structures are fastened or joined [34]. Large boundary loads deliver en-
ergy to the structure and can increase the overall energy near structural features
and initiate failure. These considerations provide motivation for a better under-
standing of energy penetration and concentration inside structures associated with
boundary loading. One possible approach is to apply the Saint-Venant principle
[29], [25], [35], [26] to characterize the rate of decay of the magnitude of the stress
or strain away from the boundary and study its effect on interior subdomains. This
type of approach provides theoretical insight for homogeneous materials. However
for composite structures the decay can be slow and far from exponentially decreas-
ing away from the boundary [17]. With this in mind we attempt a more refined
analysis and address the problem from an energy based perspective. In this chapter
we examine the proportion of the total energy that is contained within a prescribed
interior domain of interest in response to boundary displacements or traction loads
imposed on the composite structure.
We introduce a computational method for identifying the worst case load defined
to be the one that delivers the largest portion of a given input energy to a pre-
scribed interior domain of interest. The interior domain ω can surround bolted or
bonded joints where stress can concentrate. Here the interior domain is taken to be
a positive distance away from the part of the external boundary of the structural
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domain ω∗ where the loads are applied. We show here that it is possible to quantify
the effects of a worst case load that concentrates the greatest proportion of energy
onto ω by a suitably defined concentration eigenvalue problem. The largest eigen-
value for the eigenvalue problem is equal to the maximum fraction of total elastic
energy that can be imparted to the subdomain over all boundary loads. The dis-
placement field associated with the worst case load is the eigenfunction associated
with the largest eigenvalue. This eigenvalue problem is related to the eigenvalue
problems associated with finding the optimal local basis, see [6], [5]. This is also
related to the notion of the penetration function and best choice of optimal basis
introduced in [7].
As an application we use the concentration eigenvalue problem to bound the
fraction of energy imparted on a prescribed subdomain by the worst case load
associated with an ensemble of random loads. While it is possible to consider
any type of random boundary loading we illustrate the ideas for boundary loads
described by a second order random process specified in terms of its covariance
function and ensemble average.
We conclude noting that related earlier work provides bounds on the local stress
and strain amplification generated by material microstructure. Of interest is to
identify minimum stress microstructures with the lowest field amplification over all
microstructures [1], [10]. These results enable the design of graded microstructures
for suppression of local stress inside structural components [20], [22].
2.2 Energy Concentration Inside Composite Structures
In this section we develop the notion of energy penetration and its associated
concentration within a composite structure. The structural domain ω∗ is made
of a composite material and described by the elastic tensor A(x) taking different
values inside each component material. The composite structures addressed here
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are general and include fiber reinforced laminates or particle reinforced composites.
We suppose that the composite structure is subjected to an ensemble of boundary
loads applied to either part or to all of the boundary of the structural domain ω∗.
We are interested in the energy concentration around features such as a bolt holes
or lap joints contained within a known subdomain ω of the structural domain ω∗.
Here it is assumed that the boundary of the subdomain ω is of positive distance
away from the part of the structural boundary where loads are being applied.
The notion of energy concentration applies to both Dirichlet and traction bound-
ary loading. To fix ideas we first consider Dirichlet loading. The elastic displace-
ment u is assigned the Dirichlet data g on the exterior boundary of the domain
ω∗ denoted by ∂ω∗. The structural domain ω∗ may be taken to be a bracket or
fastener and contain bolt holes away from the exterior boundary where loads are
applied. The boundaries of these holes are assumed clamped and have zero elastic
displacement. The collection of these interior boundaries is denoted by ∂ω∗I , see
Figure 2.1. The elastic displacement is the solution of the linear elastic system
inside the structural domain ω∗ given by
div (A(x)e(u(x))) = 0, (2.1)
where e(u(x)) is the elastic strain e(u(x)) = (∇u(x)+∇u(x)T )/2 and the elasticity
tensor A satisfies the standard ellipticity and boundedness conditions:
λ|ζ|2 ≤ A(x)ζ : ζ ≤ Λ|ζ|2, (2.2)
where ζ is any constant strain tensor, 0 < λ < Λ and A(x)ζ : ζ is the elastic energy
density given by









FIGURE 2.1: Boundary ∂ω∗ and interior domain ω surrounding bolt hole.
The work done on the boundary ∂ω∗ delivers the total elastic energy inside the




Ae(u)n · g ds =
∫
ω∗
Ae(u) : e(u) dx, (2.4)
where n is the outward pointing unit normal and Ae(u)n is the traction and g is
the boundary displacement.
Now fix a subdomain ω of interest with boundary a positive distance away from
the structural boundary subjected to loading. Here the domain ω can be selected
to contain a bolt hole or other interior feature of the structure, see Figure 2.1. The




A(x)e(u) : e(u) dx, (2.5)




Ae(u) : e(u) dx. (2.6)
The energy norms for the subdomain and structure are written as
‖u‖2E(ω) = (u, u)E(ω) (2.7)
and
‖u‖2E(ω∗) = (u, u)E(ω∗) = E(g). (2.8)
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and the fraction of the total elastic energy in the structure that is contained inside








We define P (g) to be the energy concentration function associated with the bound-




: with div (A(x)e(u(x))) = 0 and u = g on ∂ω∗ . (2.10)
We proceed to identify the worst case displacement over all boundary data g
associated with solutions of the elastic system that have square integrable dis-
placements and strain tensors on ω∗. On the interior boundary ∂ω∗I we assume
clamped boundary conditions for the elastic displacement. We denote this space
of displacements by H1I0(ω
∗) and the associated boundary displacements on ∂ω∗
reside in the space H1/2(∂ω∗). It is well known that each boundary displacement
in H1/2(∂ω∗) corresponds to a unique solution u of the elastic system in H1I0(ω
∗),
see [15]. Conversely every solution u of the elastic system in H1I0(ω
∗) has bound-
ary values in H1/2(∂ω∗). The worst case displacement g̃ on ∂ω∗ for the domain ω
delivers the maximum energy concentration
P (g̃) = max
{
P (g) : g in H1/2(∂ω∗)
}
. (2.11)
We now state the theorem which identifies the worst case displacement g̃ in
H1/2(∂ω∗).





: u in H1I0(ω
∗) with div (A(x)e(u(x))) = 0
}
(2.12)
has a maximum ũ and the maximum energy concentration inside ω is given by
V = P (g̃) = max
{




where the worst case displacement is given by the boundary value of ũ on ∂ω∗.
Moreover, the stationary point ũ and stationary value V are identified as the eigen-
function eigenvalue pair associated with the solution to the penetration eigenvalue
problem given by:
Find u and λ for which u belongs to H1I0(ω
∗) and is a solution of
div (A(x)e(u(x))) = 0, for x in ω∗, (2.14)
and
λ(u, v)E(ω∗) = (u, v)E(ω) (2.15)
for all trial fields v belonging to H1I0(ω
∗) that satisfy div (A(x)e(v(x))) = 0.
Remark 2.2. The maximum ũ may not be unique. If the eigenspace corresponding
to the largest eigenvalue of (2.15) has dimension greater than 1, then the maximum
V is attained by any vector u in this eigenspace.
It is clear from the formulation that V does not depend on boundary load but
is instead dependent only on the geometry of the boundary of the specimen ω∗,
the shape and location of ω, and the microstructure associated with the composite
material contained inside the structure. A simple example illustrating the nature
of V is given by the anti-plane shear problem associated with a homogeneous
prismatic shaft with circular cross-section ω∗ of radius 1. The shaft is made from
homogeneous isotropic elastic material with specified shear and bulk moduli. On
choosing ω to be a disk of radius r centered inside ω∗ a simple calculation shows
that V = r. What is notable is that the maximum fraction of energy that can be
delivered to ω scales as r as opposed to the area fraction of the disk which scales
as r2.
Next we consider the computation of the worst case traction load and its associ-
ated energy concentration. Traction loading t = Ae(u)n is applied to the boundary
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of the domain ∂ω∗ and the elastic displacement is the solution of the linear elastic
system inside the structural domain ω∗ given by
div (A(x)e(u(x))) = 0. (2.16)
For this case one considers all traction loads t belonging to the space H−1/2(∂ω∗).
This space corresponds to all traction boundary values associated with H1I0(ω
∗)
solutions of (2.16). The work done against the applied traction t is equal to the




t · uds =
∫
ω∗
Ae(u) : e(u) dx = ‖u‖2E(ω∗). (2.17)
The fraction of the total elastic energy in the structure that is contained inside the








Here we refer to P (t) as the energy concentration function associated with the
boundary traction t. The maximum energy concentration inside ω is given by
P (t̃) = max
{
P (t) : t in H−1/2(∂ω∗)
}
(2.19)
We now proceed as before and state the theorem which identifies the worst case
traction t̃ in H−1/2(∂ω∗).





: u in H1I0(ω
∗) with div (A(x)e(u(x))) = 0
}
(2.20)
has a maximum ũ and the maximum energy concentration inside ω is given by
V = P (t̃) = max
{
P (t) : t in H−1/2(∂ω∗)
}
(2.21)
and the worst case traction is given by Ae(ũ)n on ∂ω∗.
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Moreover the maximizer ũ and V are the same eigenfunction eigenvalue pair
associated with the solution to the concentration eigenvalue problem (2.15).
Remark 2.4. It is important to note that Theorems 2.1 and 2.3 apply to the
concentration of energy inside ω associated with work done on the boundary so ũ
and V are the same for the cases of applied traction and applied displacement.
In this chapter we will compute the worst case boundary loads and associated
maximum energy concentration through the numerical solution of the concentra-
tion eigenvalue problem (2.15). Theorems 2.1 and 2.3 identify the space of test
and trial functions for use in the computation of the maximum energy concentra-
tion V and associated elastic field ũ. This space is denoted by HA(ω
∗) and is the
space of all functions belonging to H1I0(ω
∗) that are solutions of div(Ae(u)) = 0.
In Section 2.4 we provide a numerical method for computing the maximum energy
concentration and worst case load by finding u in HA(ω
∗) and λ for which
λ(u, v)E(ω∗) = (u, v)E(ω). (2.22)
for all trial fields v belong to HA(ω
∗).
Remark 2.5. We conclude noting that the concentration eigenvalue problem (2.22)
corresponds to the largest singular value of the restriction operator P defined by
P(u) = u for x in ω where P acts on the space HA(ω∗), see [6] and [5]. It is shown
there that the associated set of singular values decay nearly exponentially and that
the associated eigenfunctions of P∗P are a complete orthogonal system for the the
space HA(ω
∗).
2.3 Energy Concentration Due to Random Boundary Data
In this section we introduce random loading on the boundary of the domain ω∗
and describe the expected value of the energy concentration associated with the
ensemble of random loads. We show that this quantity is bounded above by the
14
maximum energy concentration obtained through the solution of the eigenvalue
problem (2.22). It is possible to consider any type of random boundary loading;
however, to fix ideas we assume in this treatment that the loading is a second
order random process with specified covariance and expectation. In what follows
we apply the Kosambi-Karhunen-Loeve (KKL) expansion (cf. [14]) of the random
boundary displacement, g with average, ḡ(x), and mean zero fluctuation, α(x, θ),
as
g(x, θ) = ḡ(x) + α(x, θ). (2.23)
We assume, with no loss of generality, that ḡ(x) and α(x, θ) belong to H1/2(∂ω∗).
Where α(x, θ) is a zero mean, second order stochastic process with covariance
function C(x1, x2) defined for points x1 and x2 on ∂ω
∗. The corresponding KKL
expansion of g(x, θ) is given by





where the deterministic functions g̃n(x) and parameters µn are the eigenfunctions
and eigenvalues of the integral equation∫
∂ω∗
C(x1, x)ĝn(x, θ) ds = µnĝn(x1, θ), for x1 on ∂ω
∗, (2.25)
where ds is the surface measure with respect to the x variable. The mean zero







α(x, θ)ĝn(x) ds (2.26)
and the functions ψn(θ) and ĝn(x) satisfy the orthonormality conditions
〈ψm(θ)ψn(θ)〉 = δmn (2.27)∫
∂ω∗
ĝm(x) · ĝm(x) ds = δmn (2.28)
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for the Kronecker delta function, δmn, and expectation value, 〈·〉. The set of all
random boundary conditions g(x, θ) associated with mean ḡ(x) and covariance
C(x1, x2) is denoted by R(∂ω∗). Using the KKL expansion (2.24) in (2.1), and by
linearity, we have an expansion of the solution





where ū(x) is the solution of
divAeū = 0 in ω∗
ū = ḡ on ∂ω∗
(2.30)
and ûn(x, θ) is the solution of
divAeûn = 0 in ω∗
ûn = ĝn on ∂ω
∗
(2.31)






is the displacement due to the random fluctuations in the boundary data. The
boundary data is approximated by truncating (2.24) after N terms giving the
approximate solution





The expectation value of the energy of u over ω∗ is denoted by E(ω∗). For this case










Truncating the sum afterN terms gives the approximation uN and the approximate
expected value of the energy is given by




The expected value of the energy, E(ω), which concentrates within the domain of
























is a measure of the expected proportion of energy that is contained within the






We now consider the maximum energy concentration P (R) into the subdomain
ω associated with the worst possible load g(x, θ) in R(ω∗). The maximum energy
concentration is defined as
P (R) = max {P (g) : g = g(x, θ) in R(∂ω∗)} (2.40)
where P (g) is the energy concentration associated with the boundary displacement
given by (2.10). It is evident from Theorem 2.1 that we have the inequalities
P ≤ P (R) ≤ V. (2.41)
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From the definition of P (R) we have
‖u‖2E(ω) ≤ P (R)‖u‖
2
E(ω∗). (2.42)
Applying the expectation 〈·, ·〉 the first inequality in (2.41) follows.
In the following sections we obtain bounds on the maximum energy concentration
P (R) by computing V . The maximum energy concentration V is computed through
the solution of the eigenvalue problem (2.22). In Section 2.5 we compare computed
values of the expected energy concentration P with the computed values of V for
different structural components made from reinforced composite materials.
2.4 Computational Approach
In this section we outline our method for computing the expected energy concen-
tration P associated with random boundary loading as well as the computation
of the maximum energy concentration V through the solution of the eigenvalue
problem (2.22). We illustrate the method for the antiplane shear problem. For this
case u is the out of plane displacement inside a long prismatic shaft and ω∗ is the
shaft cross-section. For the purpose of computation we consider polygonal domains
ω∗. The out of plane deformation u is the solution of
div (c(x)∇u(x, θ)) = 0 in ω∗
u(x, θ) = g(x, θ) on ∂ω∗
u(x, θ) = 0 on ∂ω∗I
(2.43)
where the coefficient c(x) is the shear modulus taking different values inside each
component material. From (2.24) the random boundary displacement is given by







and we choose the Markovian covariance function
C(x1, x2) = e
−|x1−x2|/b (2.45)
where b is the correlation length with the same units as x. The domain of interest
ω has boundary a positive distance away from ∂ω∗. Closed form solutions for the
sequence {ĝn}∞n=1 appearing in (2.44) are obtained through the solution of∫ a
−a
C(x, x1)ĝn(x, θ) dx = µnĝn(x1, θ), for x1 on (−a, a), (2.46)


















where c = 1/b and γn, γ
′
n ≥ 0 are solutions to the equations
c− γ tan(γa) = 0
γ′ + c tan(γa) = 0.
(2.48)
The random boundary data on ∂ω∗ is provided by mapping the one dimensional
KKL solutions (2.47) defined on the interval (−a, a) onto the boundary of ω∗. The













where ûn and û
′
n are the solutions to (2.43) with mapped boundary data ĝn and
ĝ′n, respectively. In the simulations we apply the standard finite element method













Next we outline the strategy for numerical solution of the eigenvalue problem
(2.22).
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1. In the first step we build a suitably large finite dimensional subspace of
HA(ω
∗). An n-dimensional basis {ψ1, ψ2, . . . , ψn} of discreet solutions to
div(c(x)∇u(x)) = 0 for x in ω∗
is generated from FE solutions associated with a suitable n-dimensional set of
linearly independent boundary data posed over ∂ω∗. Here the n-dimensional
basis of boundary data is generated by hat functions supported on ∂ω∗. On
the interior boundary ∂ω∗I the discrete solutions satisfy the clamped bound-
ary condition u = 0.
2. The second step is to employ the n-dimensional basis of discrete solutions as
n-dimensional test and trial spaces in the finite dimensional discretization of
the eigenvalue problem (2.22). This delivers the finite dimensional generalized
eigenvalue problem
λAx = Bx,
where x is the coordinate vector associated with the basis {ψ1, ψ2, . . . , ψn}
and the stiffness matrices are given by
Aij = (ψi, ψj)E(ω∗) and Bij = (ψi, ψj)E(ω).
3. The third step solves the generalized eigenvalue problem using standard pro-
cedures. Since the matrix A is symmetric and positive definite we apply a
Cholesky factorization, A = UTU , where U is an upper triangular matrix.
Then we write the generalized problem as a standard eigenvalue problem
Cy = λy where C = (UT )−1BU−1 and y = Ux. This problem is solved using
a divide-and-conquer eigenvalue algorithm. The eigenvalues of the standard
problem are the same as for the general problem. The eigenvectors x are com-
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puted by solving Ux = y. For all operations routines from the Intel Math
Kernel Library [19] are used.
The associated eigenfunction ũn(x) =
∑n
i=1 xiψi(x) and eigenvalue λ = V deliver
the numerical approximation of the worst case load and the maximum energy
concentration inside ω.
2.5 Numerical Simulations
We carry out numerical approximations of the expected energy concentration P̄N
and the worst case energy concentration V for (2.43) over four different geometries
with Dirichlet boundary conditions. For each geometry we specify the parameters
a, b, and c(x) and follow the procedures laid out in Section 2.4. The parameter
a defines the one dimensional domain of the random boundary loads which are
mapped to the boundary of each geometry, so a is half the perimeter of the ge-
ometry. Each geometry is defined by a cross-sectional area with a hole and several
heterogeneities. The geometries are defined below in Sections 2.5.1-2.5.4. The ge-
ometries and the average ensemble load are displayed in Figures 2.2a-2.5a. The
computational results for each geometry are displayed in Figures 2.6-2.9. All fields
portrayed are normalized by the square root of the work done at the boundary of
each geometry. Table 2.1 shows the computed values of V and P̄N for each geome-
try as well as the number of functions from the KKL expansion for g(x, θ) that are
used. All units are dimensionless. Mixed quadrilateral and triangle elements with
bilinear and linear shape functions, respectively, are used for each computation.
2.5.1 Geometry 1
Geometry 1 is a square with a central hole as shown in Figure 2.2a. The domain
of interest ω is an annulus around the hole. The square has side length 2, the hole
radius 0.3, and ω radius 0.7. The parameter a=4, and b=1. The shear modulus
c(x) = 1000 in the inclusions and c(x) = 1 in the matrix. The ensemble average
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boundary displacement ḡ(x) = ±0.1, positive along the edges marked with dotted
circles in Figure 2.2b and negative along edges marked with crossed circles, and
ḡ(x) = 0 along the interior boundary ∂ω∗I in Figure 2.2b. In Figure 2.6 the worst
case energy concentration and the associated strain and stress fields are compared







FIGURE 2.2: Geometry 1. (a) The cross sectional layout. (b) The ensemble averaged
Dirichlet boundary conditions for random loading. Crosses represent displacement
into the page, dots out of the page.
2.5.2 Geometry 2
Geometry 2 is a rectangle with hole to one end as shown in Figure 2.3a. The domain
of interest ω is an annulus around the hole. The rectangle has height 6 and width
2, the hole radius 0.5, and ω radius 0.85. The parameter a=8, and b=1. The shear
modulus c(x) = 1000 in the inclusions and c(x) = 1 in the matrix. The ensemble
average boundary displacement ḡ(x) = ±0.1 or 0 as shown in Figure 2.3b. Here
diagonal lines along edges indicate portions of the outer boundary where u = 0.
The computed fields are displayed in Figure 2.7.
2.5.3 Geometry 3
Geometry 3 is a cross with holes at all four ends as shown in Figure 2.4a. The
domain of interest ω is an annulus around the top hole. The cross has a central








FIGURE 2.3: Geometry 2. (a) The cross sectional layout. (b) The ensemble averaged
Dirichlet boundary conditions. Crosses represent displacement into the page, dots
out of the page.
and ω radius 2.5. The parameter a=40, and b=1. The shear modulus c(x) = 1000
in the inclusions and c(x) = 1 in the matrix. The ensemble average boundary
displacement ḡ(x) = ±0.1 or 0 as shown in Figure 2.4b. The computed fields are







FIGURE 2.4: Geometry 3. (a) The cross sectional layout. (b) The ensemble averaged
Dirichlet boundary conditions. Crosses represent displacement into the page, dots
out of the page.
2.5.4 Geometry 4
Geometry 4 is an L shaped bracket with hole at the top leg as shown in Figure 2.5a.
The domain of interest ω is an annulus around the hole. The bracket has long edges
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of length 6, short edges of length 4, and legs of width 2, the hole has radius 0.35,
and ω radius 0.85. The parameter a=12, and b=1. The shear modulus c(x) = 1000
in the inclusions and c(x) = 1 in the matrix. The ensemble average boundary
displacement ḡ(x) = ±0.1 or 0 as shown in Figure 2.5b. The computed fields are







FIGURE 2.5: Geometry 4. (a) The cross sectional layout. (b) The ensemble averaged
Dirichlet boundary conditions. Crosses represent displacement into the page, dots
out of the page.
TABLE 2.1: Computations of energy concentration for each geometry. The final
column shows the number of functions used from the closed form KKL expansion
given by (2.47)
Geometry V P̄N ĝn, ĝ
′
n
1 0.604 0.136 20, 17
2 0.695 0.149 36, 25
3 0.576 0.029 65, 63
4 0.686 0.072 54, 31
2.5.5 Observations
Figures 2.7a, 2.8a, and 2.9a show, as expected, that the worst case load concentrates
energy around the portion of the boundary near the domain of interest. The overall
shape of the concentration for the worst case load is influenced by the placement
of the heterogeneities.
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(a) ũ(x) (b) ū(x)
(c) |∇ũ(x)| (d) |∇ū(x)|
(e) |c(x)∇ũ(x)| (f) |c(x)∇ū(x)|
FIGURE 2.6: Cross-section of Geometry 1. The worst case solution (a) ũ and the
corresponding (c) strain and (e) stress compared to the ensemble averaged solution
(b) ū and the corresponding (d) strain and (f) stress.
The expected energy concentration P̄N is seen to be well below the worst case
energy concentration V , as seen in Table 2.1. This large deviation is expected since
the Markovian covariance leads to periodic boundary fluctuations (2.47) which dis-
tribute the random loads equally along the boundary. A less well-behaved covari-
ance could close this gap somewhat; however, the expected energy concentration
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(a) ũ(x) (b) ū(x)
(c) |∇ũ(x)| (d) |∇ū(x)|
(e) |c(x)∇ũ(x)| (f) |c(x)∇ū(x)|
FIGURE 2.7: Cross-section of Geometry 2. The worst case solution (a) ũ and the
corresponding (c) strain and (e) stress compared to the ensemble averaged solution
(b) ū and the corresponding (d) strain and (f) stress.
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(a) ũ(x) (b) ū(x)
(c) |∇ũ(x)| (d) |∇ū(x)|
(e) |c(x)∇ũ(x)| (f) |c(x)∇ū(x)|
FIGURE 2.8: Cross-section of Geometry 3. The worst case solution (a) ũ and the
corresponding (c) strain and (e) stress compared to the ensemble averaged solution
(b) ū and the corresponding (d) strain and (f) stress.
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(a) ũ(x) (b) ū(x)
(c) |∇ũ(x)| (d) |∇ū(x)|
(e) |c(x)∇ũ(x)| (f) |c(x)∇ū(x)|
FIGURE 2.9: Cross-section of Geometry 4. The worst case solution (a) ũ and the
corresponding (c) strain and (e) stress compared to the ensemble averaged solution
(b) ū and the corresponding (d) strain and (f) stress.
28
falls considerably below the largest possible energy concentration associated with
a particular ensemble of loads.
2.6 Conclusions
We present a novel method for computing the worst case boundary load that im-
parts the maximum possible fraction of total energy onto a prescribed domain
of interest contained within a composite structure. The method works for both
Neumann or Dirichlet boundary conditions. The solution of the maximal energy
concentration problem is given by an eigenvalue eigenfunction pair for the concen-
tration eigenvalue problem. To illustrate the ideas this method is applied to four
distinct geometries in the context of anti-plane shear. The the worst case loads are
compared with the expected energy concentration of a random ensemble of load-
ings specified by a Markovian covariance with closed form solution using a KKL
expansion. The expected energy penetration of the random loadings for Markovian
covariance were seen to be substantially less than the maximal energy concentra-
tion associated with the worst case load. The method presented here provides a
novel way to recover a rigorous upper bound on how ’bad’ a random ensemble
of loadings could be. The methods developed here can be used in evaluating and
identifying worst case random loads with large energy concentration.
Alternatively one can apply these methods to evaluate the ability of a composite
geometry, such as a functionally graded composite, to prevent energy penetration
to a particular interior subdomain. This approach can then be used as a design




GFEM and Optimal Oversampling
3.1 Introduction
In chapter 2 the motivation for computing stress and strain fields within multiscale
composite materials was given. In this chapter we investigate a particular method
for the computation of these fields via the Generalized Finite Element Method
(GFEM) introduced in [3] and expanded on in [2], [8], and [32]. The GFEM is
a partition of unity method (PUM), which allows for many independent local
computations over the entire domain to be performed and brought back together
through a partition of unity. The local computations are performed on overlapping
subdomains, or patches, ωi, i = 1, . . . , N , over which local approximation spaces
Vωi , which carry local information, may be constructed.
A natural question to ask is what local basis functions should be used. One
approach is to use optimal oversampling spaces which concentrate the greatest
amount of energy in an expanded patch ω∗i ⊃ ωi into the smaller patch ωi. The
problem of solving for these functions given a domain ω∗i and subdomain ωi was
precisely the topic of chatper 2. Using the aforementioned local basis functions
in the context of the GFEM leads to the Multiscale Spectral Generalized Finite
Element Method (MS-GFEM) introduced in [6] for the conductivity problem and
extended to elasticity in [5].
The core concepts of the GFEM are briefly outlined and the optimal local shape
functions from chapter 2 are redefined in the context of this method. The MS-
GFEM algorithm is outlined and an implementation of the method is presented
along with an example problem computed by this code. A method for speeding up
the computations of the local basis functions is proposed and a numerical study
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illustrating the method is discussed. Finally, a recently proven theorem of Lipton
showing that the convergence rate of these local basis functions is independent of
contrast is presented and a numerical convergence study supporting the theorem
is discussed.
3.2 Problem Formulation
In this section we will formulate the problem in the variational form and the finite
dimensional form for use with a finite element method.
3.2.1 Variational Formulation of the Problem
To fix ideas we consider the scalar problem over a bounded domain, Ω ⊂ R2 with
piecewise C1-boundary, given by
− div(A(x)∇u(x)) = f(x), x ∈ Ω (3.1)
with Neumann boundary conditions prescribed on the boundary ∂ΩN ⊂ ∂Ω
n · A(x)∇u(x) = g(x), x ∈ ∂ΩN , (3.2)
where n is the unit outer normal vector, and Dirichlet boundary conditions on
∂ΩD ⊂ ∂Ω
u(x) = h(x), x ∈ ∂ΩD, (3.3)
such that ∂ΩD∩∂ΩN = ∅ and ∂ΩD∪∂ΩN = ∂Ω. Here A(x) is the 2×2 conductivity
matrix with measurable coefficients aij(x) ∈ L∞(Ω), and satisfies ellipticity and
boundedness conditions
0 ≤ αv · v ≤ A(x)v · v ≤ βv · v <∞, ∀x ∈ Ω and v ∈ R2 (3.4)





f dx = 0. (3.5)
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The weak solution u ∈ H1D(Ω) = {u ∈ H1(Ω) : u = h on ∂ΩD} of (3.1) satisfies
B (u, v) = F (v) (3.6)











The energy norm is given by ‖u‖E(Ω) = (B(u, u))1/2.
3.2.2 Finite Dimensional Problem
The solution to (3.6) is computed here using MS-GFEM. In this section we out-
line the key concepts of the method. To fix ideas, we consider a computational
domain Ω ⊂ R2 containing smooth inclusions separated by a minimum distance.
The GFEM is a domain decomposition given by a partition of unity of overlapping
subdomains. Over each subdomain a local approximation space of shape functions
is constructed. In the MS-GFEM the local shape functions are characterized by an
optimal local approximation space obtained from oversampling. The local compu-
tations associated with construction of local approximation spaces are independent
and can be performed in parallel. The resulting global stiffness matrix can be sev-
eral orders of magnitude smaller than the stiffness matrix obtained by applying
FEM directly ([6]).
We now describe the partition of unity. Let {ωi}mi=1 be a collection of open sets
covering the domain Ω such that ∪Ni=1ωi = Ω and let φi ∈ C1(ωi), i = 1, . . . ,m,
be a partition of unity subordinate to the open covering. The partition of unity
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functions satisfy the following properties:
0 ≤ φi ≤ 1, i = 1, . . . , N, (3.8)
φi(x) = 0, x ∈ Ω\ωi, i = 1, . . . , N, (3.9)∑
i
φi(x) = 1 ∀x ∈ Ω, (3.10)
max
x∈Ω






, i = 1, . . . , N, (3.12)
where C1 and C2 are bounded positive constants and diam(ωi) is the diameter of
the set ωi. The partition of unity functions are chosen to be flat-topped so that local
approximation spaces are linearly independent and for ensuring good conditioning
of the global stiffness matrix ([16]).
Let {ω∗i }Ni=1 be a second covering such that each ωi is compactly contained within





In what follows we will refer to the subdomains ωi and ω
∗
i as patches.
The local approximations are separated into local particular solutions and a local
approximation space V miω∗i . Here the dimension of the local space is denoted by mi.
On each subdomain ωi the local approximation space is created by constructing a
finite dimensional space of functions on ω∗i and restricting them to ωi. The local
shape functions describing a basis for V miω∗i are eigenfunctions associated with the
singular values of the restriction operator (see section 3.2.3). The local functions
are A-harmonic, i.e., they satisfy
− div(A(x)∇ξ(x)) = 0 on ω∗i . (3.13)
The space of A-harmonic functions is written HA(ω
∗
i ). These functions are chosen
such that they are equivalent up to a constant. The associated quotient space
is written HA(ω
∗
i )/R. If ∂ωi ∩ ∂Ω 6= ∅, the local functions are further restricted
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such that they satisfy homogeneous Dirichlet boundary conditions on ∂ω∗i ∩ ∂ΩD
and homogeneous Neumann conditions on ∂ω∗i ∩∂ΩN . For interior subdomains and
boundary subdomains with Neumann boundary conditions the local approximation
space is augmented with the constant functions. In all cases the dimension of the
local approximation space over ωi is denoted by mi. The global approximation





φiξi : ξi ∈ V miω∗i
}
. (3.14)
Local particular solutions χi ∈ H1(ω∗i ) are defined by
− div(A(x)∇χi(x)) = f(x), x ∈ ω∗i , (3.15)
with Dirichlet data χi = 0 on ∂ω
∗
i for interior patches. For boundary patches,
χi = 0 on ∂ω
∗
i ∩Ω and χi satisfies the boundary data (3.2) and (3.3) on ∂ω∗i ∩ ∂Ω.





The finite dimensional approximate solution of (3.6) is posed over the convex
space KN = V N + uF . The problem becomes a variational inequality over the
convex space KN . Here we seek a solution uG ∈ V N(Ω) to the following problem
for all v ∈ V N
B(uG, v) = F (v)−B(uF , v). (3.17)
The MS-GFEM approximate solution to (3.6) is given by u0 = u
G + uF . The exis-
tence of a unique solution u0 ∈ KN follows from the standard theory of variational
inequalities see, e.g., [12].
3.2.3 Optimal Local Approximation Spaces and MS-GFEM
The global space V N is defined by pasting together optimal local subspaces defined
over the subdomains ωi ⊂ Ω, 1 ≤ i ≤ N . This optimal local approximation space
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was developed in [6] for the scalar problem (3.1), and extended to elasticity in [5].
We begin by restricting attention to a single subdomain ω and omit the subscript.
The oversampling problem is defined over the larger subdomain ω∗ ⊃ ω and the
local solution space is decomposed as
H1(ω∗) = H0A(ω
∗)⊕H10 (ω∗)⊕ R, (3.18)
where H0A(ω
∗) is the space of zero-average A-harmonic functions defined as
H0A(ω
∗) = {v ∈ H1(ω∗) : B(v, w) = 0 for all w ∈ H10 (ω∗) and
∫
ω∗




∗)/R are isometric to each other and are orthogonal
to R in L2(ω∗). The spaces H0A(ω∗) and H10 (ω∗) are orthogonal with respect to the
energy inner product (·, ·)E(ω∗) = B(·, ·). Elements u of H0A(ω∗) restricted to ω are
approximated using an optimal local basis. The restriction operator P is defined
by Pu(x) = u(x) for x in ω. The restriction is a compact map from H0A(ω
∗) into
H0A(ω) and the optimal local basis on ω is given by the span of the eigenfunctions
{ξj}∞i=1 associated with the singular values {λj}∞j=1 of the restriction operator
P ∗Pξj = λjξj, (3.20)
see [6]. This space provides local shape functions and we see that MS-GFEM is
a spectral approximation method. The optimality of this oversampling space is
seen from the theory of Kolmogorov n-widths, [28]. How well an n-dimensional
subspace S(n) ⊂ H0A(ω) approximates an oversampled function u ∈ H0A(ω∗) over











The optimal subspace achieving the infimum of (3.21) for n = m is written as
V mω and is defined as the span of the first m eigenfunctions satisfying (3.20), see
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[28]. These eigenfunctions can be computed explictly and are characterized in the
following theorem.
Theorem 3.1 ([6], Theorem 3.2). The optimal approximation space is given by
V mω = span{ξ1, . . . , ξm}, where ξj = Pφj and λj and φj are the largest m eigen-
values and corresponding eigenfunctions that satisfy
(φj, δ)E(ω) = λ
j(φj, δ)E(ω∗) ∀δ ∈ H0A(ω∗). (3.22)
The functions {φj}∞j=1 form a complete orthonormal set in H0A(ω∗).
We introduce the positive constant L defined by














where α, β are defined as in (3.4) d = 2, 3 is the dimension of the domain Ω ⊂ Rd,
γd is the volume of the unit d-ball, and ρ is the ratio of side lengths σ, σ
∗ of the
square or cube patchs ω ⊂ ω∗, respectively, such that (1 + ρ)σ = σ∗. Then for
0 < γ < 1/d we have the exponential decay given by








For uA ∈ H0A(ω∗) there exists ξ ∈ V mω such that
‖uA − ξ‖E(ω) ≤ λm+1‖uA‖E(ω∗). (3.26)
With the above results and optimal local bases from oversampling on each of the
subdomains {ωi}Ni=1, the space V N , constructed as in (3.14), has global error on Ω
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controlled by local errors (Theorem 3.2) on the subdomains ωi and has a bound
on the decay of the relative error measured in the energy norm provided by the
following theorem.
Theorem 3.3 ([6],Theorem 3.10). For all m > L, there exists uG ∈ V N and a
constant K independent of m such that the approximation u0 = uG + uF ∈ KN
satisfies











It is evident that L depends on the contrast ratio β/α through K. We see
that exponential decay holds rigorously for approximation spaces with dimensions
larger than L. However L increases with the square root of the contrast ratio,
i.e., (β/α)1/2. Thus the a priori estimates indicate that exponential decay occurs
for approximation spaces of progressively larger dimension depending on contrast.
On the other hand we can obtain contrast independent exponential convergence
if we restrict the class of coefficients to matrix-inclusion composites. No assump-
tion on the shape of the inclusions is made other than they have a differentiable
boundary with Lipschitz continuous first derivative. Here “the matrix” refers to
the connected phase that surrounds the included phase. It is assumed that there is
a prescribed minimum distance δ separating the inclusions and that the boundary
of any inclusion is at least distance δ from the boundary of ω∗. The coefficient is
taken to be piecewise constant and given by
A(x) =

αI, inside the inclusions,
βI, inside the matrix.
(3.29)
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Our numerical experiments show an immediate exponential decay of the n-width
functions for this class of coefficients, see section 3.4.5. The numerical experiments
also show that the relative global approximation error is exponentially decaying
independent of contrast, see sections 3.4, 3.6.
These numerical results are corroborated theoretically, in forthcoming work by
Lipton, in which an exponential convergence independent of material contrast is
demonstrated for inclusions having lower conductivity than the surrounding matrix
material, i.e., α < β. The result is stated here and will appear with proof in
forthcoming work by Lipton, Sinz, and Stuebner.
Theorem 3.4 (Lipton 2017).
dm(ω, ω
∗) ≤ e−mγ/(γ+1) , (3.30)
for 0 ≤ γ < 1
d








Here L̃ is independent of contrast and depends on the geometry of the oversam-
pling domains ω and ω∗, as well as on the geometry of the composite explicitly
through the constant C, which depends on the shape of the inclusions, the mini-
mum distance δ separating inclusions from each other and from the boundary.With
this we have the contrast independent convergence of the global GFEM approxi-
mations.
Theorem 3.5 (Lipton 2017). For matrix-inclusion composites with α < β and
0 < γ < 1/d one has for all N > L̃, a uG ∈ V N and a constant K independent of
N such that the approximation u0 = u
G + uF ∈ KN satisfies












The eigenfunctions which are the optimal approximation functions, also called
n-width functions, are computed for the particular geometry and microstructure
Ω. They carry information about the local fields and allow for a reduction in
the dimension of the global stiffness matrix by several orders of magnitude. The
operation count is on the order of the number of inclusions in the domain Ω, see
[5].
3.3 Computational Method
We now outline the implementation of MS-GFEM. We list the main steps in the
algorithm and describe the construction of the global stiffness matrix, particular
solutions, and right hand side of the global Galerkin scheme.
Recall that we wish to solve (3.6) using the optimal local bases pasted together
over the computational domain Ω ⊂ R2. Here we are given a matrix of material
properties A(x) together with Neumann and Dirichlet boundary conditions speci-
fied over the boundary of Ω. We begin by first creating a standard finite element
mesh on the entire domain Ω, and the algorithm uses this mesh. Future imple-
mentations will use independent meshes over each patch ωi enhancing the parallel
nature of the local computations.
The steps in the MS-GFEM algorithm are as follows:
1. Define a covering of Ω by square patches {ωi}Ni=1 and expand each patch
{ω∗i }Ni=1 such that ωi ⊂ ω∗i are concentric and the ratio of side edges of ωi to
ω∗i is greater than 0.
2. Construct partition of unity functions {φi}Ni=1 subordinate to {ωi}Ni=1. In this
work we use the standard linear and bilinear shape functions over triangles
and squares to construct the partition of unity functions.
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3. Solve local particular solutions {χi}Ni=1 satisfying (3.15). The boundary data
on interior patches is given by χi = 0 on ∂ω
∗
i . On boundary patches χi
satisfies Neumann boundary data (3.2) or Dirichlet data (3.3) on ∂ω∗i ∩ ∂Ω
with χi = 0 on ∂ω
∗
i ∩ Ω.
4. Construct right hand side of (3.17), denoted as r.




i ), using piecewise
linear hat functions as boundary data.
6. Construct and solve the finite dimensional local spectral problems on ω∗i to
build the local spectral bases spanning the spaces V miωi .
7. Construct the global stiffness matrix G in (3.17) with entries given by B(u, v)
for u, v ∈ V N .
8. Solve the Galerkin formulation given by Gx = r.
9. The approximate solution to (3.17) is given by u = uG + uF .
We elaborate on the elements of this algorithm below and illustrate the compu-
tations for a simple partition of unity comprised of two subdomains in section 3.4.
For computational generation of finite dimensional subspaces of H0A(ω
∗
i ) and the
generation local spectral bases, see section 3.5.
3.3.1 Construction of Local Solution Spaces, Smiω∗i .
The material domain Ω is covered by square or hexahedral patches ω1, . . . , ωN with
an expanded covering ω∗1, . . . , ω
∗
N such that ωi ⊂ ω∗i . We use the following notations.
Let H = {Ee}nele=1 be a finite element mesh of Ω, with elements Ee, which conforms
to the boundaries of each patch ωi and ω
∗
i , i = 1, . . . , N . The piecewise linear and
bilinear shape functions are denoted Hn(α) where α = (α1, α2) are coordinates on
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the reference element and x = (x1, x2) are the Cartesian coordinates on the domain
Ω. The map αe : Ee →  is the change of coordinates map from the e-th element
Ee to the reference element . An approximate solution space S
mi
ω∗i
⊂ H0A(ω∗i ) is
constructed from local FEM solutions of
− div(A(x)∇wki (x)) = 0 for x ∈ ω∗i
wki (x) = h
k
i (x) for x ∈ ∂ω∗i .
(3.33)
Here hki (x) is the k-th hat function defined by h
k
i = 1 at the k-th boundary
node on ∂ω∗i ∩ Ω and hki = 0 at all other boundary nodes. For boundary patches,
∂ω∗i ∩∂Ω 6= ∅, only hat functions corresponding to interior nodes, ∂ω∗i ∩Ω, are used
as boundary data, and hki (x) satisfies homogeneous Neumann data on ∂ω
∗
i ∩ ∂ΩN
and homogeneous Dirichlet data on ∂ω∗i ∩ ∂ΩD. We write the k-th A-harmonic






wk,li,eHl(αe (x)) , (3.34)
where wki,e is the nodal displacement vector at the e-th element, 1 ≤ e ≤ nel,
contained in ω∗i , with w
k,l
i,e the component at the l-th node, 1 ≤ l ≤ nen.
3.3.2 Construction of Local Spectral Bases, V miω∗i
Now we construct the space local approximation spaces V miω∗i = span {ξ
1
i , . . . ξ
mi
i },
where the ξji are the eigenfunctions corresponding to the mi largest eigenvalues of
Qix = λPix. (3.35)






















(n · A∇wji )wki ds, (3.37)




i ) in the local spectral
problems defined by (3.22). The k-th entry of the vector x in (3.35) is defined to be
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the coefficient of the k-th basis function wki (x) ∈ S
mi
ω∗i
. Thus, the q-th, 1 ≤ q ≤ mi,







with coefficients xk = ξ
q,k
i . Here the n-width functions are listed as {ξ1i , ξ2i , . . . , ξ
mi
i },
where the corresponding eigenvalues are listed in descending order 1 > λ1i ≥ λ2i ≥
· · ·λmii > 0 (Pi and Qi are symmetric positive definite).
Combining (3.34) and (3.38) gives the n-width functions written in terms of the











3.3.3 Global Stiffness Matrix and Right Hand Side
Using the bases for the local trial fields V miω∗i , which are augmented by the constant
functions for interior patches or patches with Neumann boundary conditions, the
global trial field V N is defined as in (3.14) by






For boundary patches on which Dirichlet boundary conditions are enforced, ∂ωi ∩
∂ΩD 6= ∅, the rigid body motions need not be added to V miω∗i . The galerkin dis-
cretization defined by (3.17) gives the matrix equation Gx = r where the stiffness













. The iq-th element of the unknown vector x is then the coefficient of the
global trial function φiξ
q
i , so that we have the part of the solution corresponding
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Likewise, the right hand side of (3.17) is written entrywise as
riq = F (φiξ
q


















With Gx = r defined as above, solving for x gives the A-harmonic part of the
solution (3.42). The approximate solution to (3.1) is given by
u0 = u











3.4 Numerical Implementation for a Benchmark Problem
For the implementation of the MS-GFEM multiple partial differential equations
have to be solved. Here any method to solve PDEs can be used. The finite element
method is used in this implementation. Our problem domain has an underlying
finite element mesh and overlapping patches are defined in terms of that mesh. In
this implementation integration is done over the finite elements.
3.4.1 Problem Formulation
For demonstration of the numerical implementation we consider the following prob-
lem.
− div(A∇u(x1, x2)) = 1, (x1, x2) ∈ Ω (3.45)
where Ω is a square (−1, 1)×(−1, 1). On the left and on the right there are Dirichlet
boundary conditions applied
u(x1, x2) = 0, (x1, x2) ∈ ∂ΩD, (3.46)
and the top and bottom are free
−n · A∇u(x1, x2) = 0, (x1, x2) ∈ ∂ΩN . (3.47)
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The problem was chosen because it has Neumann and Dirichlet boundary condi-





The mesh consists of 6400 linear rectangular elements, 6561 nodes, and 2 patches
are used.
3.4.2 Construction of Partition of Unity
We define a two patch covering {ω1, ω2} of Ω by a square patch ω1 = (−0.6, 0.6)×
(−0.6, 0.6) and a square annulus ω2 = Ω− ([−0.4, 0.4]× [−0.4, 0.4]). The expanded
patches are defined as ω∗1 = (−0.8, 0.8) × (−0.8, 0.8) and ω∗2 = Ω − ([−0.2, 0.2] ×
[−0.2, 0.2]). The covering is shown in Figure 3.1.




2 (left to right). Red indicates the subdo-
main, green is the area of Ω outside the subdomain.
To construct the partition of unity function φ1 over ω1, the overlap between ω1
and ω2 is determined and split into two sets as shown in Figure 3.2. In the middle
square (−0.2, 0.2)× (−0.2, 0.2) ⊂ ω1 the partition of unity function is 1, outside ω1
it is 0. On the overlap shown on the left of Figure 3.2, φ1 is linear. On the corners
of the overlap, shown on the right, it is bilinear. The values of φ1 are computed
at the nodes and after that interpolated to the integration points using the finite
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element shape functions. The partition of unity function φ2 is then just φ2 = 1−φ1.
The partition of unity functions and their derivatives are shown in Figure 3.3.
FIGURE 3.2: Sets in the overlap of ω1 ∩ ω2 shown in red. On the left region φ1 is
linear. On the right φ1 is bilinear.
FIGURE 3.3: The partition of unity function φ1 (left) and the derivatives with
respect to x1 (center) and x2 (right) over Ω.
3.4.3 Local Particular Solutions





boundaries of the patches ∂ω∗i which do not coincide with the outer boundary
∂Ω we enforce χi = 0 and on boundaries which coincide with outer boundaries
the given boundary conditions (3.46) and (3.47) are applied. For ω∗1 the problem
becomes 
− div(A∇χ1(x1, x2)) = 1, (x1, x2) ∈ ω∗1
χ1(x1, x2) = 0, (x1, x2) ∈ ∂ω∗1.
(3.50)
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For ω∗2 the problem becomes
− div(A∇χ2(x1, x2)) = 1, (x1, x2) ∈ ω∗2
χ2(x1, x2) = 0, (x1, x2) ∈ ∂ω∗2 ∩ Ω
χ2(x1, x2) = 0, (x1, x2) ∈ ∂ω∗2 ∩ ∂ΩD
−n · A∇χ2(x1, x2) = 0, (x1, x2) ∈ ∂ω∗2 ∩ ∂ΩN .
(3.51)
The two particular solutions are shown in Figure 3.4. The two finite element anal-
yses for χ1 and χ2, which includes the stiffness matrices and right hand sides, are
saved so that their content is available for later computations.




3.4.4 Construction of Local Solution Spaces, Smiω∗i
Next we construct local solution spaces Smiω∗i using piecewise linear hat functions as
boundary data. At each of the 1 ≤ j ≤ m1 nodes on ∂ω∗1 a uniform displacement
is applied and the following problem is solved.
− div(A∇wj1(x, y)) = 0, (x, y) ∈ ω∗1
wj1(x, y) = 0.1, on the j-th node of ∂ω
∗
1







consists of functions corresponding to hat functions on ∂ω∗2 ∩ Ω as
boundary data. Homogeneous Dirichlet and Neumann conditions are enforced on
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∂ω∗2 ∩ ∂ΩD and ∂ω∗2 ∩ ∂ΩN , respectively. For each of the 1 ≤ j ≤ m2 nodes on
∂ω∗2 ∩ Ω the following problem is solved.
− div(A∇wj2(x, y)) = 0, (x, y) ∈ ω∗2
wj2(x, y) = 0.1, on the j-th node of ∂ω
∗
2 ∩ Ω
wj2(x, y) = 0, everywhere else on ∂ω
∗
2 ∩ Ω
wj2(x, y) = 0, (x, y) ∈ ∂ω∗2 ∩ ∂ΩD
−n · A∇wj2(x, y) = 0, (x, y) ∈ ∂ω∗2 ∩ ∂ΩN .
(3.53)





FIGURE 3.5: Two of the computed functions wj1(x, y) (left) and w
j
2(x, y) (right)
shown over ω∗1 and ω
∗
2, respectively, using a hat function with a single node as
support for boundary data.
shows that the functions wji (x, y) are localized and decay rapidly away from the
boundary when the hat function used as boundary data has support of only one
node. A computation using a hat function with support over 11 nodes instead of
one is shown in Figure 3.6. In section 3.5 we investigate using hat functions of
different width supports to generate the local solution spaces, which reduces the
number of problems to solve.
The stiffness matrices and right hand sides saved from the computations of (3.50)
and (3.51) are used with modified boundary conditions. The systems are solved
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FIGURE 3.6: An example of A-harmonic functions wji on ω
∗
1 (left) and ω
∗
2 (right)
using a hat function with 11 nodes as support for boundary data.
directly. The functions wji are saved at the nodes of the underlying finite element
mesh and represented by finite element shape functions.
3.4.5 Construction of Local Spectral Bases
Now we construct the space V miω∗i = {ξ
1
i , . . . ξ
mi
i }, where the ξ
j
i are the eigenfunctions
corresponding to the mi largest eigenvalues of
Qix = λPix (3.54)
with entries of P and Q defined as in (3.36) and (3.37). For this study the integra-
tion is performed over the domain rather than the boundary using the underlying
finite elements, and, due to symmetry, only for the entries j ≥ k. Equation (3.36)









where T denotes the transpose, N eωi is the number of elements in patch ωi, w
j
i,e




i at the element
e, and Ke is the element stiffness matrix. The integral (3.37) over ω
∗
i is computed
by adding (3.55) to the integral over the set ω∗i − ωi. The summation is done in
parallel using OpenMP. To ensure that the matrix Pi is positive definite, each row




FIGURE 3.7: Log plot of eigenvalues for ω1 (left) and ω2 (right).
The generalized eigenvalue problems are then solved using routines from the
Intel R© Math Kernel Library (MKL). The problems are reduced to standard sym-
metric eigenvalue problems. In the following description of the methodology, we
neglect the index i keeping in mind that the problem has to be solved for each
patch. Considering that the matrix P is symmetric and positive definite, a Cholesky
factorization is performed
P = UTU (3.56)
where U is an upper triangular matrix. Equation (3.56) is then inserted in (3.54)
Qx = λUTUx. (3.57)
The inverse of UT is computed and multiplied on both sides. On the left side there
is also an identity matrix I = U−1U inserted between Q and x
UT
−1
QU−1Ux = λUx. (3.58)
With y = Ux and C = UT
−1
QU−1 (3.58) becomes a standard eigenvalue problem
Cy = λy. (3.59)
The eigenvalues for problem (3.59) are the same as for (3.54), the eigenvectors x
are obtained by solving Ux = y.
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The eigenvalues for the two patches are shown in Figure 3.7. Eigenfunctions
corresponding to eigenvalues which are smaller than 10−16 are discarded. One can
see in the graph on the right that the eigenvalues come in pairs, due to symmetry,






2 , and ξ
6
2 . In addition to
the local spectral basis functions, V m1ω∗1 is augmented by the constant functions.
FIGURE 3.8: Local spectral basis functions ξ41 (top left) and ξ
8
1 (top right) over ω
∗
1
and ξ12 (bottom left) and ξ
6
2 (bottom right) over ω
∗
2.
3.4.6 Solving the Global System, Gx = r
The global stiffness matrix and right hand side entries, (3.41) and (3.43), are
computed using integration on the underlying finite element mesh similarly to
(3.55) using the saved element stiffness matrices from the particular solution runs.
The constructions of the global stiffness matrix and right hand side are performed
in parallel using OpenMP.
The global system Gx = r is solved using the Pardiso solver from the Intel R©
MKL. The solution vector x is used to recover uG as in (3.42). The solution uG
is shown in Figure 3.9 (left). The particular solution uF over the whole domain
Ω consisting of the particular solutions over the patches glued together with the
partition of unity functions is shown in Figure 3.9 (right).
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FIGURE 3.9: The solutions uG (left) and uF (right).
The final solution is then recovered from u0 = u
G + uF shown in Figure 3.10
(left). The solution provided directly by a finite element method is displayed in
Figure 3.10 (right) for comparison with the MS-GFEM solution. The MS-GFEM
FIGURE 3.10: The final solution u0 computed by the MS-GFEM (left) and an FEM
(right).
computed solution has energy ‖u0‖2E(Ω) = 0.0133077. The analytic solution (3.49)
has energy given by ‖u‖2E(Ω) = 0.0133333. The relative error of the MS-GFEM
solution compared to the analytic solution is given by
‖u− u0‖E(Ω)
‖u‖E(Ω)
= 4.2403318× 10−8. (3.60)
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3.5 Computing Finite Dimensional Subspaces of HA(ω
∗
i ) and
Reduction of Computational Work
Generating the local solution spaces Smiω∗i ⊂ HA(ω
∗
i ) can be computationally expen-
sive for fine meshes. Defining the boundary data in (3.33) to use a single node for
the support of the hat function hji results in as many problems to solve as there
are boundary nodes on ∂ω∗i . Additionally, we see from Figure 3.5 that the resulting
function wji has very small support. In Figure 3.6 A-harmonic functions with hat
function boundary data having 11 nodes as support are shown, the functions wji
still have relatively small support. Each of these local problems (3.33) take approx-
imately the same amount of time to solve. This motivates the usage of wider hat
functions with more nodes for support. This results in fewer problems to solve, but
also results in smaller spectral matrices in (3.35), since the number of A-harmonic
functions wji is equivalent to the number of hat functions used for boundary data.
The number of local spectral basis functions ξji could therefore be reduced, how-
ever we see from Theorem 3.2 that the eigenvalues, which bound the local errors,
decay at worst exponentially. For the example of section 3.4, the eigenvalues decay
rapidly, seen in Figure 3.7, and numerical errors result past 100 and 50 for ω1 and
ω2, respectively, so some eigenfunctions need to be discarded. We may therefore
solve for fewer eigenfunctions and can use smaller P and Q matrices, meaning we
do not need as many A-harmonic functions in the space Smiω∗i .
If the number of hat functions is reduced from N to M by defining the hat
functions over larger supports then the computational time for constructing Smiω∗i
is reduced by a factor of M
N
. The time for computing each entry of the matrices
(3.36) and (3.37) is approximately the same. Because of symmetry of the matrices
only the upper triangular part and the diagonal need to be computed. If N hat
functions were used then N(N+1)
2
entries have to be computed. If that number is
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. The number of hat functions used for each successive widening progresses
as {N,N/2, N/3, N/4, . . .}. For example, if the support of the hat functions is
increased from 1 to 3 nodes, then the total number of boundary value problems
(3.33) to solve is M = N/2 and the time to fill the spectral matrices is about 1/4
the time as with single node hat functions. We illustrate these observations with
the following example.
We solve the problem
− div(A(x1, x2)∇u(x1, x2)) = 0, (x1, x2) ∈ Ω
u(x1, x2) = 0, (x1, x2) on the left of ∂Ω
u(x1, x2) = 1, (x1, x2) on the right of ∂Ω
n · A∇u(x1, x2) = 0, (x1, x2) on the top and bottom of ∂Ω.
(3.63)
on the domain shown in Figure 3.11 using hat functions with varying widths to
generate the local solution spaces Smiω∗i . The domain Ω is a 20×10 rectangle with 100
circular inclusions. We label solutions uk, k = 1, 3, 5, 7, 9, . . . , where k represents
the number of nodes in the support of the hat function used as boundary data
for problem (3.33). The matrix material has conductivity A1 and the inclusion
material has conductivity A2. We compute solutions to (3.63) using two different









FIGURE 3.11: Rectangular domain of size 20× 10 with 100 inclusions for problem
(3.63).








The computations are done on a mesh with 201760 elements. The relative error of






The errors are reported in Table 3.1 and are graphed in Figure 3.12. The table
also shows the execution time of the entire MS-GFEM algorithm for computing
the solution uk as well as the size of the spectral matrices and the number of
eigenfunctions used in the computation of uk. Figure 3.13 shows the relative errors







where Ejki is the relative error of the j-th eigenvalue of patch i corresponding to
uk with respect to the j-th eigenvalue corresponding to u1.
In this example the eigenvalues show good agreement for the first three wider
width hat functions (3, 7, and 9 nodes) in Figure 3.13, and it is for these wider hat
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TABLE 3.1: Relative error for solutions using hat functions with different numbers
of boundary nodes for support. The first column indicates the number of nodes
in the support of the hat functions. The error is measured in the energy norm for
Case 1 in which the matrix material has conductivity 1 and the inclusions 100,
and Case 2 the reverse conductivities. Execution time for entire MS-GFEM run
using different width hat functions. Also the size of the spectral matrices (number






# Error 1 Error 2 Time (s) ω1 ω2 ω1 ω2
1 0 0 9668 1373 343 121 49
3 9.86E-08 6.04E-09 3323 686 172 122 49
5 8.35E-08 4.86E-09 1969 457 115 122 49
7 1.41E-07 4.64E-09 1466 343 86 122 48
9 8.22E-08 1.12E-08 1187 272 69 121 50
11 8.88E-08 8.18E-09 1046 228 58 119 46
13 1.54E-07 1.30E-08 905 196 49 116 45
15 1.90E-07 1.33E-08 826 171 43 116 42
17 1.79E-07 1.58E-08 747 152 39 108 38
19 1.96E-07 1.60E-08 685 137 35 101 35
21 2.14E-07 1.72E-08 628 124 32 93 32
23 2.56E-07 2.44E-08 589 114 29 88 29
25 2.98E-07 1.99E-08 553 105 27 83 27
FIGURE 3.12: Plots of relative error versus the number of nodes in the support of
the hat functions used for material properties defined by Case 1 and Case 2.
functions that the greatest reduction in execution time is observed in Figure 3.14.
The agreement in the eigenvalues suggests that the local spectral bases are also in
reasonable agreement. The number of eigenfunctions computed by the code remains
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FIGURE 3.13: Plots of relative error of eigenvalues for hat functions of widths 3,
5, and 7 for Case 1 over ω1 (left) and ω2 (right).
FIGURE 3.14: Plots of execution time of the MS-GFEM code against k, the width
of hat functions used for Case 1 (left) and Case 2 (right).
the same for the first few wider hat functions. The relative error is observed to grow
roughly linearly with respect to the widening of the hat functions in Figure 3.12.
Collecting these observations, we conclude that this method of generating the local
A-harmonic space Smiω∗i is an effective method to reduce computational costs while
maintaining acceptable error tolerance.
3.6 Contrast Independent Convergence Study
We discuss below numerical results indicating that the constant for the convergence
rate in Theorem 3.4 is independent of contrast between material properties of the
matrix material and the material of the separated circular inclusions.
3.6.1 High Conductivity Matrix with Low Conductivity Inclusions
To demonstrate the contrast independent convergence rate we consider again prob-
lem (3.63) but over a different domain Ω. In this example Ω is the 20 × 10 rect-
angular domain with 1000 circular inclusions shown in Figure 3.15. The matrix
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FIGURE 3.15: Problem (3.63) domain Ω with 1000 inclusions for convergence study.









where the constant α takes the values 2, 10, 100, 1,000, 10,000, 100,000, and
1,000,000 for each case in the study. The computations are carried out on a
mesh with 74799 elements. The errors are computed relative to an overkill so-
lution u0 = u
30
76 which uses 76 local spectral shape functions for ω1 and 30 for ω2.







where i and j are the number of local basis functions used from ω1 and ω2, respec-
tively, used in computing the solution uji of (3.63). We compute solutions u
j
i for
(i, j) = (5, 2) and increment i by 5 and j by 2 for each additional solution up to
u2870. The decimal logarithm of the errors are shown in Table 3.2. A graph of the
data is shown in Figure 3.16.
We observe that the error decays exponentially in Figure 3.16 up until (35, 14)
local basis functions are used, at which point the error levels out. This is likely
due to the swift decay of the eigenvalues which bound the local errors, indicating
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TABLE 3.2: Logarithm of the error for different contrasts for a high conductivity
matrix and low conductivity inclusions computed on a mesh of 74799 elements.
ω1 ω2 2 : 1 10 : 1 10
2 : 1 103 : 1 104 : 1 105 : 1 106 : 1
5 2 -1.944 -1.834 -1.819 -1.817 -1.816 -1.816 -1.816
10 4 -3.035 -2.859 -2.897 -2.910 -2.912 -2.912 -2.912
15 6 -3.704 -3.400 -3.545 -3.581 -3.586 -3.586 -3.586
20 8 -4.166 -3.907 -4.071 -4.111 -4.116 -4.116 -4.116
25 10 -4.771 -4.511 -4.672 -4.709 -4.713 -4.714 -4.714
30 12 -5.318 -5.160 -5.194 -5.197 -5.198 -5.198 -5.198
35 14 -5.910 -5.597 -5.491 -5.472 -5.471 -5.471 -5.471
40 16 -5.943 -5.628 -5.531 -5.513 -5.513 -5.512 -5.512
45 18 -6.001 -5.687 -5.576 -5.555 -5.554 -5.554 -5.554
50 20 -6.109 -5.754 -5.615 -5.591 -5.589 -5.589 -5.589
55 22 -6.142 -5.781 -5.646 -5.620 -5.619 -5.619 -5.619
60 24 -6.265 -5.842 -5.695 -5.668 -5.667 -5.667 -5.667
65 26 -6.482 -6.162 -6.039 -5.999 -5.997 -5.997 -5.997
70 28 -6.572 -6.529 -6.565 -6.471 -6.471 -6.471 -6.471
FIGURE 3.16: Log plot of error versus number of local basis functions used from
ω1. Each line is for a different contrast of material properties.
that the local basis functions past (35, 14) make only a small contribution to the
overkill solution u0 and most of the local field information is carried by the first
(35, 14) local basis functions. The figure clearly indicates that the convergence rate
is independent of material contrast.
3.6.2 Low Conductivity Matrix with High Conductivity Fibers
Here we again solve problem (3.63) over the domain shown in Figure 3.11 with 100
inclusions. The matrix material has property A1 and the inclusion material has
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where the constant β takes the values 2, 5, 10, 20, 50, 100, 200, and 500. The
computations are done on a mesh with 201760 elements. An overkill solution u0
uses 101 shape functions from ω1 and 40 from ω2. Solutions u
j
i are computed for
(i, j) = (5, 2) with i incrementing in steps of 5 and j in steps of 2 ending at
(i, j) = (80, 32). The errors are computed using (3.69). The decimal logarithm is
then taken. The graphs are shown in Figure 3.17. The convergence rates seem to
be contrast dependent. That suggests to use a finer mesh to compute the gradients.
In a second attempt a mesh with 588483 elements is used. The computations are
repeated and the results are shown in Figure 3.18 and Table 3.3.
FIGURE 3.17: Logarithmic energy error for different contrasts.
The convergence rate ceases to be dependent on contrast once (60, 24) local basis
functions are used to compute the global solution. This supports Theorem 3.3 which
states that the exponential bound and convergence rate only hold once the total
number of local shape functions on all patches exceeds some constant L.
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FIGURE 3.18: Logarithmic energy error for different contrasts.
TABLE 3.3: Logarithm of the error for different contrasts for a low conductivity
matrix and high conductivity inclusions computed on a mesh of 588483 elements.
ω∗1 ω
∗
2 1 : 2 1 : 5 1 : 10 1 : 20 1 : 50 1 : 100 1 : 200 1 : 500
5 2 -1.900 -1.495 -1.152 -0.764 -0.205 0.150 0.403 0.682
10 4 -2.645 -1.956 -1.532 -1.155 -0.709 -0.405 -0.122 0.221
15 6 -3.816 -2.974 -2.524 -2.100 -1.538 -1.112 -0.701 -0.211
20 8 -3.942 -3.004 -2.582 -2.242 -1.833 -1.534 -1.241 -0.855
25 10 -4.888 -4.006 -3.524 -3.292 -3.105 -3.310 -2.911 -2.467
30 12 -5.306 -4.702 -4.531 -4.428 -4.287 -4.144 -3.969 -3.717
35 14 -5.438 -4.837 -4.700 -4.643 -4.553 -4.452 -4.332 -4.176
40 16 -5.945 -5.506 -5.291 -5.188 -4.873 -4.719 -4.587 -4.460
45 18 -6.245 -5.854 -5.642 -5.485 -5.236 -5.057 -4.902 -4.743
50 20 -6.351 -6.024 -5.811 -5.662 -5.541 -5.581 -5.415 -5.222
55 22 -6.378 -6.095 -5.933 -5.894 -5.907 -5.963 -5.992 -5.955
60 24 -6.485 -6.322 -6.208 -6.250 -5.976 -6.068 -6.137 -6.060
65 26 -6.513 -6.348 -6.234 -6.299 -6.277 -6.264 -6.283 -6.255
70 28 -6.545 -6.576 -6.340 -6.562 -6.385 -6.340 -6.364 -6.361
75 30 -6.535 -6.680 -6.449 -6.587 -6.547 -6.488 -6.500 -6.466
80 32 -6.539 -6.801 -6.567 -6.620 -6.730 -6.584 -6.543 -6.498
85 34 -6.679 -6.490 -7.096 -6.465 -6.701 -6.587 -6.496 -6.439
90 36 -7.043 -6.650 -7.210 -6.742 -6.824 -6.644 -6.758 -6.684
3.7 Conclusions
We have presented a numerical results showing that the local spectral basis func-
tions developed in [6] and [5] have a convergence rate independent of material
contrast for the conductivity problem with isolated inclusions having lower con-
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ductivity than the surrounding matrix material. These results corroborate a re-
cent theoretical result by Lipton, and further suggest that exponential convergence
holds for the reverse contrast case as well. It was observed that the dependence on
the underlying finite element mesh is more sensitive for the latter case.
The MS-GFEM numerical method was shown to be a viable method for the
computation of local fields in heterogeneous materials of any contrast of material
properties. A full implementation of the method along with the theoretical founda-
tion of the method were discussed. A method for reducing computational costs in
computing local trial fields was presented along with numerical results supporting
the idea. In future work the implementation of MS-GFEM discussed here will be
further parallelized for use on large scale computers. For much larger problems
with many patches greater savings from computational costs are anticipated by
using coarser hat functions. We finish by noting that in [30] similar work has been
concurrently carried out showing contrast independence of the local spectral ba-
sis functions on their domains rather than of the global solutions, and the local
spectral basis functions are shown to outperform other local trial fields.
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Chapter 4
A Two-Level Domain Decomposition
Method
4.1 Introduction
The Multiscale Spectral Generalized Finite Element Method (MS-GFEM) devel-
oped in [6] involves computing local solutions on every patch of the partition as
well as constructing and solving large local spectral problems. In this chapter we
show that these local computations may be leveraged through a two-level domain
decomposition procedure allowing for the mitigation of some of these expensive
upfront costs. We provide a near-exponential convergence estimate. In the prior
chapter we showed that the method converges exponentially with respect to using
more local basis functions. With this iterative procedure, we propose using fewer
local basis functions for the global solve and iterate the solution to obtain a geomet-
ric convergence rate based on the exponential convergence properties of the local
basis functions. The need for fewer local basis functions will allow for savings on the
local subdomains through ending iterative computations of the spectral problems
sooner, and on the global domain through a smaller global stiffness matrix.
4.2 Problem Formulation
We use the same problem formulation as in chapter 3 using pure Neumann bound-
ary conditions. We briefly restate the key components here for convenience. Let
Ω ⊂ R2, be a bounded domain with piecewise smooth boundary. We study the
following linear elliptic equation in which we seek u ∈ H1(Ω) satisfying

− div(A(x)∇u(x)) = f(x) on Ω
n · A(x)∇u(x) = g(x) on ∂Ω
(4.1)
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where f ∈ (H1(Ω))∗, the dual space of H1(Ω), and g ∈ H−1/2(∂Ω). Here A has








for all v ∈ H1(Ω). We fix a covering {ωi}Ni=1, a partition of unity {φi}Ni=1 subordi-
nate to the covering, and an expanded covering {ω∗i }Ni=1 with ωi ⊂ ω∗i . The local
particular solution χi on interior patches ∂ω
∗
i ∩ ∂Ω = ∅ satisfies
− div(A∇χi) = f on ω∗i




and on boundary patches ∂ω∗i ∩ ∂Ω 6= ∅ satisfies
− div(A∇χi) = f on ω∗i
n · A∇χi = g on ∂ω∗i ∩ ∂Ω = ΓNi
χi = 0 on ∂ω
∗
i ∩ Ω = ΓDi .
(4.4)
The MS-GFEM problem is posed over the convex space KN0 = V
N + uF0 , where
uF0 =
∑N
i=1 φiχi and V
N = {
∑N
i=1 φiξi : ξi ∈ V
mi
ω∗i
}. The problem is to find uG0 ∈ V N
such that
(uG0 , v)E(Ω) =
∫
Ω
fv dx− (uF0 , v)E(Ω) for all v ∈ V N . (4.5)




0 ∈ KN0 .












i ) = {u ∈ HA(ω∗i ) : n · A∇u = 0 on ∂ω∗i ∩ ∂Ω}. (4.7)
63
We define the solution operator of (4.5) as AC . In implementation of MS-GFEM,




j )E(Ω). Forming this
matrix involves building the approximation space HA(ω
∗
i ) and solving the associ-
ated spectral problem over each ω∗i , and then computing cross products (u, v)E(Ω) to
fill in the stiffness matrix. We seek to leverage all this work that goes into forming
AC by iterating the right hand side of the MS-GFEM problem (4.5). This is done
by iterating uF , which we will identify as the fine grid correction. Since MS-GFEM
provides excellent approximation of the A-harmonic part of the solution, uG, we
improve the fine grid part of the solution with this information and resolve (4.5) to
create a coarse grid correction. Algorithm 4.3 assumes uF0 is given. The find grid
smoother, AFi , could be given by any typical finite element stiffness matrix, for
example. In this method, we solve for the coarse grid correction uG0 given by
(uG0 , v)E(Ω) = (f, v)L2(Ω) − LC(uF0 )v for v ∈ V N , (4.8)
which is the Galerkin formulation of the MS-GFEM problem.
4.3 Domain Decomposition Method Preliminaries
In this section we introduce the two-level method based on MS-GFEM. We begin
by defining the A-harmonic projection maps.
On interior patches we have the decomposition
H1(ω∗i ) = HA(ω
∗
i )⊕H10 (ω∗i ) (4.9)
and on boundary patches we have
H1(ω∗i ) = HA,0(ω
∗





(ω∗i ) = {v ∈ H1(ω∗i ) : v = 0 on ΓDi } (4.11)
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and orthogonality is with respect to the energy inner product defined as
(u, v)E(ω∗i ) =
∫
E(ω∗i )
A∇u · ∇v dx. (4.12)
The orthogonal projection onto HA(ω
∗
i ) for an interior patch ω
∗
i is written as
PAi : H1(Ω)→ HA(ω∗i ) (4.13)
where v = PAi u is the function satisfying
− div(A∇v) = 0 on ω∗i
v = u on ∂ω∗i .
(4.14)
The orthogonal projection onto HA,0(ω
∗
i ) for a boundary patch ω
∗
i is written as
PA,0i : H1(Ω)→ HA,0(ω∗i ) (4.15)
where v = PA,0i u is the function satisfying
− div(A∇v) = 0 on ω∗i
n · A∇v = 0 on ∂ω∗i ∩ ∂Ω = ΓNi
v = u on ∂ω∗i ∩ Ω = ΓDi .
(4.16)
After an initial application of the MS-GFEM algorithm we have the initial so-




















φi(χi + PAi u0) +
∑
i∈B
φi(χi + PA,0i u0) (4.18)
where I is the set of indices such that ω∗i is an interior patch, and B the the set of
indices corresponding to boundary patches.
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We define the convex space KN1 = V
N + uF1 and solve for u
G
1 ∈ V N satisfying
the Galerkin formulation
(uG1 , v)E(Ω) =
∫
Ω
fv dx− (uF1 , v)E(Ω) for all v ∈ V N . (4.19)













φi(χi + PAi u0) +
∑
i∈B
φi(χi + PA,0i u0). (4.20)











and we arrive at the algorithm




0 as defined above.







2. Solve for uGk satisfying
(uGk , v)E(Ω) =
∫
Ω


























Theorem 4.2. Using the two-level MS-GFEM algorithm, we have the a priori







with C depending on the number of patches, their size, and the chosen partition
of unity. It is assumed here that the local particular solutions χi are given exactly.
The dimension d = 2, 3 for Ω ⊂ Rd.
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Proof. By using (3.26) from Theorem 3.2 and the fact that Piu = u− χi, we have
for the first iteration u1







































Here C is used to absorb all constants at each step. Usage of (3.26) is justified
since uG0 is the solution to the Galerkin formulation (3.26), implying that
‖uA − uG1 ‖E(Ω) = inf
uG∈V N
‖uA − uG‖E(Ω), (4.24)
where uA ∈ H1(Ω) is the exact solution of (4.19). The k-th step follows inductively.
4.4 Domain Decomposition Method
Having established the near-exponential convergence estimate of the method in-
troduced in section 4.3, we proceed to translate the method into the standard
parlance of domain decomposition methods. We state the updated algorithm then
define the necessary terms.
Algorithm 4.3. Let uF0 =
∑N




for interior patches and χi = Ã−1Fi f for boundary patches. Then the algorithm
proceeds as
1. Solve ACuG0 = Pf − LC(uF0 )




0 the 0-th approximate solution
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Solve ACuGk = Pf − LC(uFk )




k the k-th approximate solution.
In this algorithm we have the fine grid initialization given by uF0 , composed of
the local particular solutions. The coarse grid correction is given by uG0 , the global
contribution to the solution consisting of the optimal local basis functions. The
fine grid smoother is given by AFi and ÃFi . The restriction operator taking the
coarse grid of patches to the fine grid on ωi is LFi . The prolongation operator is
given by LC which takes the fine grid to the coarse grid. Lastly the operator P
takes elements of the dual to the solution space on the fine grid to the dual of the
solution space on the coarse grid. We define these operators rigorously below.
The coarse grid solution operator is defined as AC : V N → (V N)∗ such that for
u ∈ V N
AC(u) = (u, ·)E(Ω) (4.25)
is the operator acting on V N . The existence of AC and its inverse is guaranteed
by the Lax-Milgram theorem.
The restriction operator LC : H1(Ω)→ (V N)∗ is defined such that for u ∈ H1(Ω)
LC(u) = (u, ·)E(Ω) (4.26)
is the linear functional acting on V N .
The operator P : (H1(Ω))∗ → (V N)∗ is defined such that for f ∈ (H1(Ω))∗
Pf = (f, ·)L2(Ω) (4.27)
is the linear functional acting on V N .
68
Substituting (4.25), (4.26), and (4.27) into Algorithm 4.1 gives the coarse grid
correction at the k-th step as
AC(uGk ) = Pf − LC(uFk ). (4.28)
We define the prolongation operators and fine grid smoothers in two cases, first
over interior patches then boundary patches.
4.4.1 Interior Patches
Using the decomposition (4.9) for interior patches we define the orthogonal pro-
jection
P0i : H1(Ω)→ H10 (ω∗i ) (4.29)
such that the identity onH1(Ω) is written I = PAi +P0i . Then we have for u ∈ H1(Ω)
that P0iu = w ∈ H10 (ω∗i ) is the function satisfying
− div(A∇w) = − div(A∇u) on ω∗i
w = 0 on ∂ω∗i .
(4.30)
The weak formulation of (4.30) is given for w ∈ H10 (ω∗i ) by
(w, v)E(ω∗i ) = (u, v)E(ω∗i ) (4.31)
for all v ∈ H10 (ω∗i ). Using the left hand side of (4.31) the fine grid smoother is
defined as
AFi(w) = (w, ·)E(ω∗i ) (4.32)
acting on H10 (ω
∗
i ) where




∗ the dual space of H10 (ω
∗
i ). The right hand side of (4.31) gives the
prolongation operator as
LFi(u) = (u, ·)E(ω∗i ) (4.34)
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acting on H10 (Ω) such that
LFi : H1(Ω)→ (H10 (ω∗i ))∗. (4.35)
Then (4.31) becomes
AFi(w) = LFi(u) (4.36)
and P0i = w = A−1Fi LFi(u). We compute P
A
i as
PAi u = (I − P0i )u (4.37)
for any u ∈ H1(Ω), from which it follows that
PAi u = (I − A−1Fi LFi)u. (4.38)
We see from (4.3) that AFiχi = LFiχi = LFiu = f , thus
χi = A−1Fi f. (4.39)




φiA−1Fi (f − LFi(uk−1)) +
∑
i∈B





We follow the exact same lines as for interior patches except now we use the
decomposition (4.10) and define the projection
P0,Γi : H1(Ω)→ H1ΓDi (ω
∗
i ) (4.41)
such that the identity on H1(Ω) is written I = PA,0i + P
0,Γ
i . Then we have for
u ∈ H1(Ω) that P0,Γi u = w ∈ H1ΓDi (ω
∗
i ) is the function satisfying
− div(A∇w) = − div(A∇u) on ω∗i
w = 0 on ∂ω∗i ∩ Ω = ΓDi
n · A∇w = n · A∇u on ∂ω∗i ∩ ∂Ω = ΓNi .
(4.42)
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The weak formulation of (4.42) is given for w ∈ H1
ΓDi
(ω∗i ) by
(w, v)E(ω∗i ) = (u, v)E(ω∗i ) (4.43)
for all v ∈ H1
ΓDi
(ω∗i ). Using the left hand side of (4.31) the fine grid smoother is
defined as




ÃFi : H1ΓDi (ω
∗




The right hand side of (4.43) gives the prolongation operator as









ÃFi(w) = L̃Fi(u) (4.48)
and P0,Γi = w = Ã−1Fi L̃Fi(u). We compute P
A,0
i as
PA,0i u = (I − P
0,Γ
i )u (4.49)
for any u ∈ H1(Ω), from which it follows that
PAi u = (I − Ã−1Fi L̃Fi)u. (4.50)
We see from (4.4) that ÃFiχi = L̃Fiχi = L̃Fiu = f , thus
χi = Ã−1Fi f. (4.51)
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Substituting (4.51) and (4.49) into (4.40) gives
uFk = uk−1 +
∑
i∈I
φiA−1Fi (f − LFi(uk−1)) +
∑
i∈B
φiÃ−1Fi (f − L̃Fi(uk−1)) (4.52)
where we have used
∑N
i=1 φi = 1 to recover uk−1. With (4.52) substituted into
Algorithm 4.1 we recover the fine grid smoothing of Algorithm 4.3 and the domain
decomposition method is fully defined.
4.5 Conclusion
An iterative method based on MS-GFEM was presented and shown to converge
with a rate related to the near-exponential convergence bounds provided by MS-
GFEM. The iterative method utilized the optimal local spectral functions by pro-
jecting on this part of the iterated solution to the right hand side of the solution
by adding it to uF and then improving the residual on the coarse grid with the
spectral functions again. The method was reformulated into a domain decomposi-
tion method in which the necessary operators for switching between the two levels
of the method were defined.
We finish by observing that this method can, in principle, be applied to any
GFEM method similar to MS-GFEM in the following sense. For any GFEM ap-




i ), if the a priori error estimate
‖Piu− ξ‖E(ωi) ≤ τC‖u‖E(ω∗i ) (4.53)
holds for τC < 1, ξ ∈ V mω∗i , i = 1, . . . , N , then we can apply this two-level method.
The method can be applied in any setting in which the following two proper-
ties hold. First, the decomposition of the local solution spaces must be given by
H1(ω∗i ) = HA(ω
∗
i ) ⊕ H10 (ω∗i ), where orthogonality is with respect to the energy
inner product. Secondly, the approximation property (4.53) must hold for each
of the local bases in HA(ω
∗
i ). Therefore, if it is desirable to use another class of
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local basis functions besides the spectral functions provided by MS-GFEM, then
this two-level method will be adaptable to the other proposed class of functions
provided that it has a favorable oversampling approximation property similar to
the local spectral basis.
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