Simultaneous recordings were collected from between two and four buildup neurons from the left and right superior colliculi in rhesus monkeys in a simple two-choice brightness discrimination task. The monkeys were required to move their eyes to one of two response targets to indicate their decision. Neurons were identified whose receptive fields were centered on the response targets. The functional role of inhibition was examined by conditionalizing firing rate on a high versus low rate in target neurons 90 ms to 30 ms before the saccade and examining the firing rate in both contralateral and ipsilateral neurons. Two models with racing diffusion processes were fit to the behavioral data, and the same analysis was performed on simulated paths in the diffusion processes that have been found to represent firing rate. The results produce converging evidence for the lack of a functional role for inhibition between neural populations corresponding to the two decisions.
Introduction
In both psychology and neuroscience, theories of decision processes have been developed that assume that evidence is gradually accumulated over time (Boucher, Palmeri, Logan, & Schall, 2007; Churchland, Kiani, & Shadlen, 2008; Ditterich, 2006; Gold & Shadlen, 2001 Grinband, Hirsch, & Ferrera, 2006; Hanes & Schall, 1996; Mazurek, Roitman, Ditterich, & Shadlen, 2003; Platt & Glimcher, 1999; Purcell et al., 2010; Ratcliff, Cherian, & Segraves, 2003; Ratcliff, Hasegawa, Hasegawa, Smith, & Segraves, 2007; Roitman & Shadlen, 2002; Shadlen & Newsome, 2001; . In these studies, cells in the lateral intraparietal cortex (LIP), frontal eye field (FEF), and the superior colliculus (SC) exhibit behavior that corresponds to a gradual buildup in activity that matches the buildup in evidence in making simple perceptual decisions (see also Munoz & Wurtz, 1995; Basso & Wurtz, 1998; Horwitz & Newsome, 2001; Schall, 2003) .
The neural populations that exhibit buildup behavior in LIP, FEF, and SC prior to a decision have been studied extensively. There is debate about where exactly the accumulation takes place, but it is clear that at least these three structures are part of a circuit that is involved in implementing the decision. For example, Hanes and Wurtz (2001) have shown that in spite of direct links between the FEF and oculomotor centers in the brain stem, it is the indirect, serial pathway from FEF to SC to brain stem oculomotor centers that is the most important for the control of eye movements. There are pathways that project back from the SC to the FEF, but Berman, Joiner, Cavanaugh, and Wurtz (2009) showed that although activity in the SC can modulate activity in the FEF, activity in the FEF prior to a saccade does not originate in the SC. LIP neurons project to both the FEF and SC, but Ferraina, Paré, and Wurtz (2001) found no neurons in LIP that were activated antidromically by both FEF and SC neurons, which means that they found few neurons that projected from LIP to both FEF and SC. These studies so far support the notion of a flow of information from LIP to FEF and then to SC prior to a decision. This suggests that if there is inhibition between populations of cells corresponding to the two decisions, then this inhibition should be seen where it occurs and then farther down the processing stream. For example, if there was inhibition between FEF neural populations, it would be seen in SC neural populations.
Although several studies have identified the types of neurons that make connections between LIP, FEF, and SC (Ferraina, Paré, & Wurtz, 2002; Paré & Wurtz, 1997a , 1997b Segraves & Goldberg, 1987; Sommer & Wurtz, 2000) , few have examined the synaptic effects of these projections (Helminski & Segraves, 2003) . With the exception of long-range inhibitory projections from the substantia nigra to SC (Hikosaka & Wurtz, 1983; Liu & Basso, 2008) , all of these long-range intracortical and subcortical projections are believed to be excitatory, with inhibition mediated by interneurons within the target structure.
We can speculate that buildup cells in the SC implement threshold crossing in this decision system because, barring the demonstration of activity related to decision making in the brain stem targets of the SC, they are the last place in the flow of information prior to a categorical choice in the oculomotor system. Chemical inactivation and microstimulation studies demonstrate that beyond its role in commanding the actual eye movement, the SC plays an essential role in selecting targets for both saccadic and smooth pursuit eye movements (Carello & Krauzlis, 2004; McPeek & Keller, 2004; Nummela & Krauzlis, 2010) . In two-alternative forced-choice tasks, there is competitive activity in the buildup neurons in cells that correspond to the two decisions, with increased activity in neurons corresponding to the alternative not chosen as a function of difficulty. Although it has been shown that simultaneous activity in separate populations of burst neurons occurs when saccades follow one another in quick succession, for the single saccades generated in our task, the consensus is that when the population of buildup cells reaches criterion, categorical activity follows in burst cells in which only cells corresponding to the decision made are active (McPeek & Keller, 2002) .
In models of the neurobiology of the decision process, a number apply to a range of different tasks. They all have the common theme that they assume evidence is accumulated to a decision criterion, or boundary, and that accumulated evidence corresponds to activity in populations of neurons corresponding to the decision alternatives. The models considered here have been explicitly proposed as models of oculomotor decision making in monkeys or argued to describe the evidence accumulation process in humans or monkeys. The models fall into several classes , including those that assume accumulation of a single evidence quantity taking on positive and negative values (Gold & Shadlen, 2000 Ratcliff, 1978; Ratcliff & McKoon, 2008; Ratcliff et al., 2003; Ratcliff, Van Zandt, & McKoon, 1999; Smith, 2000) and those that assume that evidence is accumulated in separate accumulators corresponding to separate decisions (Churchland et al., 2008; Ditterich, 2006; Mazurek et al., 2003; Ratcliff et al., 2007; Usher & McClelland, 2001) . In this latter class of models, accumulation can be independent in separate accumulators, or it can be interactive, so that as evidence grows in one accumulator, it inhibits evidence accumulation in the other accumulator. The single accumulator model can be seen as implementing perfect inhibition because a positive increment toward one boundary is an increment away from the other boundary.
The models with separate accumulators have the advantage in that the two accumulators can be used to represent growth of activity in the populations of neurons corresponding to the two decisions. In the single diffusion process models, if the single process represented the aggregate activity in the two populations, then the growth of activity in the two populations would have to be perfectly negatively correlated. This is plausible if the resting activity level is relatively high in the neural populations (Roitman & Shadlen, 2002) , but it is less plausible in populations in which the resting level is low (Hanes & Schall, 1996; Ratcliff et al., 2007) . However, the two classes of models mimic each other at a behavioral level (Ratcliff, 2006; , and although the choice of models with racing diffusion processes is superior in application in oculomotor responses in monkeys, this does not rule out the viability of the single accumulator model for human behavioral and neural data (Philiastides, Ratcliff, & Sajda, 2006; Ratcliff, Philiastides, & Sajda, 2009) .
In understanding the models that have separate accumulators corresponding to the separate decisions, it is important to distinguish between inhibition in evidence in the process and competition in inputs to the accumulators. Inhibition increases in one accumulator if the evidence in the other accumulator increases. It is written mathematically as a term that subtracts evidence from one accumulator as a function of the amount of evidence in the other accumulator. Usher and McClelland (2001) presented a model for perceptual decision making that assumes evidence is accumulated in separate accumulators-one for each decision. Each process is a diffusion model with leakage (an Ornstein-Uhlenbeck process) with inhibition between the accumulators. The model, and especially the notion of inhibition between the accumulation units corresponding to the separate decisions, has been widely used in modeling simple two-choice decisions (Bogacz, Brown, Moehlis, Holmes, & Cohen, 2006; Boucher et al., 2007; Machens, Romo, & Brody, 2005; Wong & Wang, 2006; Vorberg, Mattler, Heinecke, Schmidt, & Schwarzbach, 2003) .
In contrast to inhibition, competition occurs in inputs to the accumulators from earlier stages. In some models, evidence (drift rates) to the two accumulators is assumed to sum to a constant. This means that when a stimulus represents strong evidence for one alternative, evidence for the other alternative is low. But when a stimulus provides relatively weak evidence for one alternative, evidence for the other alternative is much stronger. This means that support for one alternative is also evidence against the other alternative, as in the single-process diffusion process. Technically, having the inputs sum to a constant means the overall evidence entering the system is a constant. In other models, the inputs to units that implement the decision process are from earlier processing units. For example, in models for the motion discrimination paradigm (Ditterich, 2006; Mazurek et al., 2003; Niwa & Ditterich, 2008) , area MT encodes sensory information, and it feeds information to LIP such that evidence from MT for one direction provides positive input to LIP for the choice corresponding to that direction, and it also provides negative evidence for inputs to other directions. Ratcliff et al. (2007) applied a dual diffusion model with competition at input (drift rates summed to a constant) but no inhibition to a brightness discrimination task. The model fit the full complexity of the behavioral data, accuracy, and RT distributions for correct and error responses over a range of levels of difficulty. When the parameters from the fits to behavioral data were used, simulated paths of the process were generated, and these provided numerical predictions for the behavior of the firing rates in SC neurons that matched most, but not all, of the effects in the data. Specifically, Ratcliff et al. examined data from two rhesus monkeys for a task in which they decided whether patches of pixels were dark (more black pixels) or bright (more white pixels). The monkeys indicated their decisions by moving their eyes to one or the other of two response target dots of light, one to the right of a fixation point and the other to the left (see Figures 1A and  1B ). There were six stimulus conditions as shown in Figure 1B : two easy and four more difficult.
As the monkeys performed the task, on a proportion of the sessions, activity was recorded from buildup cells in the left and the right SC simultaneously. The data reported here are the subset of the data with simultaneously Figure 1 : (A) Representative trials of the task for leftward/bright and rightward/dark responses. Each trial was initiated by fixation of a central spot for 500 to 1000 ms. Next, two peripheral targets appeared-one in each hemifield. After continued fixation of 800 ms, the brightness stimulus (a square) was presented at the fixation point. Beginning with the appearance of the stimulus, the monkey was required to make a saccade, within 500 ms, to one of the peripheral targets, based on a discrimination of the brightness stimulus. For bright stimuli, saccades to the leftward target were rewarded, and for dark stimuli, saccades to the rightward target were reinforced. (B) Left: Brightness stimuli. Task difficulty was manipulated by varying the percentage of white and black pixels. Numbers beneath the stimuli reflect the percentage of white pixels in the stimulus. Right: The pair of peripheral target locations was adjusted to place one target in a neurons response field (RF, shaded). The remaining target was positioned at a symmetric location in the opposite hemifield. (C) Dual-diffusion model for the two-choice task. The model shows two racing diffusion processes with decision criteria c a and c b , accumulation rates v a and v b (v a + v b = v sum ), starting points x a and x b (uniformly distributed across trials and negatively correlated so that x a = s x − x b + x I , where x I is a baseline starting point), and decay rate (−βx). The equation for the update of evidence in accumulator i( x i ) at the bottom of the page has time steps of size h (= t), set to 1 ms in the fits of the model to the behavioral data. Variability in processing within a trial is normally distributed with standard deviation σ (where η is a random number drawn from a normal distribution with mean 0 and SD 1). Across trials, the nondecision components are uniformly distributed with mean T er and range s t . The leaky competing accumulator has variability in starting points that are uncorrelated, and the equation includes the inhibition term −κ x j in which the increment to evidence is reduced as a function of activity in the other accumulator (x j ). (D) Sample paths for four examples of the accumulation of evidence for two racing diffusion process. The dashed line at the top of the figure is the decision criterion. The black line is for one process, the gray line for the other one. recorded neurons from the experiment reported in Ratcliff, et al.; in that study, only single-cell recordings were considered. Here we examine the firing rate in one neuron of the pair conditioned on the firing rate from the other neuron of the pair just prior to the saccade. If single-cell firing rate is representative of a population and if there is inhibition between colliculi that depends on activity levels, then a high firing rate in one cell should correspond to a lower firing rate in the cell from the other colliculus. We sorted the data into halves based on the firing rate in one cell of the pair, high versus low, and then determined whether a high firing rate in one group corresponded to a low firing rate in the other group and vice versa.
In addition to recording from the two colliculi, on a number of trials, we were able to record from two neurons close together in the same colliculus from the single electrode in that colliculus. From these recordings, we were able to conduct another conditional analysis: if the trials are sorted into halves based on the firing rate of one cell, high versus low, then the firing rate on the other cell from the same electrode should be high versus low, respectively. This same-side analysis is important for the opposite-side analysis because although the population of cells might differ in overall firing rates from trial to trial, the behavior of a single cell might be too noisy to be predictive of the population activity. If the firing rates of two cells recorded simultaneously are positively correlated and it is possible to detect such correlations, this serves as a control on any null effects found on the opposite-side analysis. That is, if there were inhibition between colliculi reflected in a negative correlation, the method would have the power to detect it. We were also able to conduct a cross-correlation analysis on the data collected simultaneously from the two neurons recorded on the same electrode. The analysis allows us to determine whether if neuron 1 fired, it is more likely that neuron 2 fired within a short time, that is, more likely than if the two neurons were independent.
We examined predictions for the behavioral data from the two models (see Figure 1C) ; the leaky competing accumulator (LCA) model (Usher & McClelland, 2001) , which assumes inhibition between the two accumulators, and the dual diffusion (DD) model (Ratcliff et al., 2007) , which does not. Figure 1D shows simulated paths from the DD (similar to ones from the LCA model) demonstrating high variability in the paths. The assumption linking the models to neural firing rate data is that position in the decision process represents the population firing rate (Ratcliff et al., 2007) . This means that variability in the paths in the models represents variability in the population firing rate.
Both models assume that the two accumulators compete for evidence. If the rate of evidence accumulation (drift rate) in one accumulator is v a , then the rate for the other is a constant minus that value: v sum −v a (i.e., the sum below the horizontal line in Figure 1C ). The constant is the same across conditions of a task that vary in difficulty. This means that as the drift rate for one accumulator decreases from easier to more difficult stimuli, the drift rate for the other increases, leading to more competition between inputs. In contrast, inhibition would operate on the values of evidence in the models (firing rate in neural data), x i , in Figures 1C and 1D .
We present experimental data and model analyses that suggest that inhibition has little or no functional role in the competition between units representing the two alternatives in simple two-choice perceptual decision making. Below we present a summary of the experimental methods that are more fully described in Ratcliff et al. (2007) .
Method
2.1 Animals and Surgery. Two female adult rhesus monkeys (Macaca mulatta) were used for these experiments. Northwestern University's Institutional Animal Care and Use Committee approved all procedures for training, surgery, and experiments performed. Each monkey received preoperative training followed by an aseptic surgery to implant a subconjunctival wire search coil, a plastic cilux recording cylinder aimed at the superior colliculus, and a titanium receptacle to allow the head to be held stationary during behavioral and neuronal recordings. All of these methods have been described in detail elsewhere (Dias & Segraves, 1999; Helminski & Segraves, 2003) . Surgical anesthesia was induced with the short-acting barbiturate thiopental (5-7 mg/kg IV), and maintained using isoflurane (1.0-2.5%) inhaled through an endotracheal tube.
Behavioral Task.
We used the REX system (Hays, Richmond, & Optican, 1982) based on a PC computer running QNX (QNX Software Systems, Ottawa, Ontario), a real-time UNIX operating system, for behavioral control and eye position monitoring. Visual stimuli were generated by a second PC controlled by the REX machine and rear-projected onto a tangent screen in front of the monkey by a CRT video projector (Sony VPH-D50, 75 Hz noninterlaced vertical scan rate, 1024 pixels by 768 pixels resolution).
Each monkey was trained to make a left or right saccade based on a brightness discrimination (see Figure 1A ). After the monkey had fixated a small central spot (yellow spot; 0.25 degrees diameter) for 500 ms to 1000 ms, two peripheral response targets appeared and remained on for the duration of the trial. The targets were located opposite one another, with one in the left hemifield and the other in the right hemifield. After an additional 800 ms of fixation, a brightness stimulus was presented at the central fixation point. The brightness stimulus consisted of a 2 × 2 degrees square of white and black pixels. The ratio of black and white pixels was adjusted to create three levels of difficulty for both bright and dark stimuli (easy, middle, and hard, e.g., 98%, 65%, 55% white or black pixels for six conditions) (see Figure  1B , left). The gray-colored background luminance was set to be the same as would be achieved with a 50% white pixels stimulus. These conditions were run in a pseudorandom fashion, using a shuffling algorithm to ensure a nearly equal number of trials for each condition. The monkey was free to make a saccade to one of the targets as soon as the stimulus appeared and was allowed up to 500 ms after stimulus appearance to complete the saccade. A saccade to the target in the left hemifield was linked to discrimination of a bright stimulus, and a saccade to the target in the right hemifield was linked to discrimination of a dark stimulus. A correct response was rewarded with a drop of water. Trials with saccades made to either response target light were scored as valid and included in the data used for this report, regardless of whether the saccade was rewarded. Trials on which the monkey failed to make a saccade, made a saccade that did not terminate at either response target, or made a saccade in less than 120 ms were rejected. During training, we presented nine pairs of target locations that were in three orientations (45 degree spacing) at three eccentricities (5, 10, and 15 degrees away from the fixation point) in separate blocks (see Figure 1B , right). Additional details regarding the training regimen for this task are in Ratcliff et al. (2007) .
A gap saccade task was used to aid in the classification of neurons. The gap task began with a variable period of fixation. After the disappearance of the fixation light, a gap period of 400 ms was inserted before the appearance of the peripheral target light. When the peripheral target appeared, the monkey was required to make a saccade to it within 500 ms and was rewarded after the completion of the correct movement. The gap task was also used to map the response field (RF) within which the maximal response was obtained. The neurons included in this study were all located in the saccade-related region of the superior colliculus and were chosen in part based on their lack of responsiveness to a central visual stimulus. After the RF was defined by checking the online histograms in the REX system, we switched the task to the brightness discrimination task in which we presented one target in the RF (preferred location) and the other at a nonpreferred location set to the same amplitude and rotated 180 degrees from the preferred location (see Figure 1C ). Every difficulty condition for both bright and dark stimuli was tested more than 30 times per session.
2.3 Recording. The location of the SC was confirmed by stereotaxic coordinates, the response properties of isolated neurons, and the characteristics of its topographically organized visual-motor map. We recorded from neurons in the deep layers of the SC. We define deep layers as all collicular layers located below the superficial layers (superficial gray and stratum opticum), including the intermediate and deep gray layers. Assurance that the neurons included in this study were confined to the deep layers of the SC is based on the fit of our electrode penetrations to the highly reproducible map of the SC, the ability to evoke saccades from our recording sites with current intensities of less than 50 μA, and the match of recorded activity to established cell activity types in these layers. To match the primarily left-right symmetry of the brightness task (see Figure 1B , right), we selected recording sites close to the SC's horizontal meridian representation and avoided sites where the representation included a strong vertical component. The recording of single and multiunit activity was done with tungsten microelectrodes (A-M Systems) introduced through stainless steel guide tubes that pierced the dura, using a Crist grid system. A 16-channel Plexon system was dedicated to online spike discrimination and the generation of pulses marking action potentials, which were stored by the REX system. The Plexon system could isolate two neuron waveforms from each electrode. We normally used one or two electrodes for recording from a maximum of four neurons. When two electrodes were used, each was positioned independently by a separate hydraulic microdrive (Narishige). The base for the microdrives was modified so that it would support both microdrives for introduction of electrodes into the same SC cylinder.
When two neurons were isolated from the signal recorded from a single electrode, our spike discrimination system was unable to identify spikes from those neurons when they occurred simultaneously. When the waveforms of both spikes are superimposed, none of the contributing individual waveforms are recognized. This is a common problem with templatematching spike sorters and limits somewhat the analysis of simultaneous recording from cells in the same receptive field. Specifically, if the firing rates are high for both cells and two cells fire in the same millisecond, one or both of the spikes will be missed, leading to an underestimation of firing rates and a reduced cross-correlation. At the firing rates in this study, the effect is very small for the analyses we present. At a firing rate of 150 spikes per second, there is only a .15 2 = .023 probability of two spikes being coincident in the same millisecond. In conditional analyses presented later, we add spikes back into the data based on the statistics of the firing rate functions and presented data both with and without this correction. For a cross-correlation analysis between two spike trains recorded on the same electrode, the cross-correlation will be zero when the two spike trains are temporally exactly aligned. However, there is no loss of spikes when two different electrodes are used to record from neurons corresponding to the two different targets in the two colliculi.
Our analyses are based on data from the two rhesus monkeys performing the simple brightness discrimination task (see Figure 1A ; Ratcliff et al., 2007) . We identified buildup neurons in one SC and determined their receptive field (see Figure 1B, right) . We then attempted to find a buildup neuron in the contralateral SC whose receptive field center was of equal amplitude but 180 degrees from the first. We were able to record simultaneously from neurons in both colliculi for 10 sessions (because multiple neurons were recorded in a session, there were 26 neuron pair combinations in this analysis) and from pairs of neurons in the same colliculus for 24 sessions, with most sessions taking between 60 and 90 minutes. Response targets were placed in the two receptive fields of the neurons corresponding to the two response targets and firing rates (in spike per second) were recorded as the monkeys performed the task (Munoz & Wurtz, 1995) . In this study, we were concerned only with examining the behavior of buildup cells in the SC. Buildup activity was monitored during the final 200 ms of the gap period, before the appearance of the target light, in the gap saccade task, and compared for significant increases (Wilcoxon sign-rank test, p < 0.05) above fixation period activity measured during the final 200 ms before the disappearance of the fixation light and beginning of the gap period. When another kind of cell was isolated, it was discarded, and the electrode was moved to attempt to find a buildup cell. This means we have no distributional information about the population of cell types in the areas of the SC we examined.
Results
We performed four analyses on the data from simultaneous recording of neuron pairs and two model-based analyses. We first asked whether a high firing rate predicted a low firing rate in the other neuron recorded simultaneously. One analysis was performed for pairs of neurons recorded in opposite colliculi, and another analysis was performed for pairs of neurons recorded on the same electrode. Model analyses were then performed for simulated data for the population behavior for the opposite-side analyses from the DD and LCA models using parameter values from fits to the behavioral data. Following this, cross-correlation analyses between the neuron pairs were performed.
Behavioral Fits.
We fit the LCA and DD models as in Ratcliff et al. (2007) . Figure 2 shows the fits of the model to the behavioral data. The fits are not perfect but match those in Ratcliff et al. (2007) .
Firing Rate Analyses.
For the firing rate analyses, when the firing rates in both neurons of a pair are relatively high, there is a significant probability of both neurons spiking in the same millisecond, with the result that both of the spikes will be missed. To address this, we performed an analysis in which we added spikes back in based on the probabilities of the spikes occurring at each millisecond time step. For example, if neuron 1 is firing at 100 spikes per second and neuron 2 at 80 spikes per second, there is a .1 × .08 probability of simultaneous spikes: 0.8% of the trials will have simultaneous spikes. When the firing rate is high for the same-side analysis, the average firing rate 30 ms before the saccade is 120 spikes per second, which gives a probability of 1.4% of simultaneous spikes. For some neurons, the spike rate is much higher, with probabilities around 4% or 5%. We simply added spikes into both sides based on these probabilities (we stepped through the spike trains and added a spike into the other side with the probability derived from the spike rates). We present the analysis for same-side neurons with and without the correction. 3.3 Opposite-Side Neuron Pairs. To determine whether there is inhibition between neurons in opposite colliculi in performing the brightness discrimination task, we examined the firing rate in cells corresponding to the correct response (target neurons) and cells corresponding to the incorrect response (contralateral neurons). We pooled data for each of the conditions and then selected a window before the peak activity in which the firing rate for the target neurons was rising between 90 ms and 30 ms prior to the saccade. Then we sorted the trials for correct responses for each stimulus condition within each session into halves depending on whether there was a high number or low number of spikes in the window. If there is inhibition, then for the trials in which there was a high firing rate in the target neurons, there should be a low firing rate in the contralateral neurons.
Six sessions for monkey 11 and four sessions for monkey 12 were used. Because multiple neurons were recorded in a session, there were 60 neuron pair combinations in the analysis (and three levels of difficulty, leading to 180 neuron-session-stimulus condition combinations in the analysis). For example, if two neurons were recorded in each colliculus, there would be four neuron pair combinations for that one session. The total number of neuron-pair trials in the analysis was 9498.
The firing rate functions for this analysis are presented in Figure 3A for the trials with the high and low number of spikes in the target neurons and for the same trials for the contralateral neurons. These are averaged over trials, cells, and monkeys. The main result is that there was no evidence for inhibition. The firing rates for the contralateral neurons were the same whether the activity in the target neurons was high or low. Paired t-tests support this conclusion. For the contralateral cells, the number of spikes in the window for the high half of the data, 2.51 (41.8 spikes/s), was not significantly different from that for the low half, 2.56 (42.5 spikes/s) (t(197) = −0.98, p > .05). This suggests that there is no measurable inhibition from one neural population coding one decision to the other population coding the other decision. Figure 4A shows the spike rates for the 180 neuron session pairs for the data conditionalized on a high versus low firing rate on the other member of the pair.
For this opposite-side analysis, the correction for simultaneous spikes is not needed because spikes were not missed when recording was on different electrodes. When two neurons were recorded on one electrode, and one of these was used as a contralateral neuron, the spike rate was low, on average 42 spikes per second, which gives a 0.17% chance of simultaneous spikes.
Same-Side Neuron Pairs.
We pooled data from each of the conditions in the experiment. We then selected a window 90 ms and 30 ms prior to the saccade (before peak activity) in which the firing rate for the target neurons was rising. As for the opposite-side analysis, we sorted the trials for correct responses for each stimulus condition within each session for one of the neurons of the pair into halves depending on whether there was a high number or low number of spikes in the window. If the firing rate for one neuron predicts the firing rate of the other neuron of the pair, sorting the trials based on a high versus low firing rate in one neuron should produce a high versus low firing rate, respectively, in the other neuron of the pair.
Twelve sessions for monkey 11 and 12 sessions for monkey 12 were used. The total number of neuron-pair trials in the analysis was 3748 (there were 72 neuron-session-stimulus condition pairs). The firing rate functions for this analysis are presented in Figure 3B for the trials with the high and low number of spikes in one neuron of the pair (chosen randomly) and for the same trials for the other neuron of the pair. These are Figure 3 : Firing rate data for the higher firing rates to the target in the 90 ms to 30 ms prior to the saccade (solid black line) and for the lower firing rates (dashed black line). (A) The solid gray line is the firing rate in the contralateral neurons when the target neuron firing rate is high, and the dashed gray line is the firing rate in the contralateral neurons when the target neuron firing rate is low. (B) The solid gray line is the firing rate in the second neuron of a pair recorded on the same electrode when the target neuron firing rate is high, and the dashed gray line is the firing rate in the second neuron of the pair when the target neuron firing rate is low. The gray rectangles represent the range of times prior to the saccade that are used to divide the firing rates into high and low values. The y-axis has the firing rate when the other neuron of the pair had a high firing rate in the 90 ms to 30 ms range prior to the saccade, and the x-axis has the firing rate when the other neuron of the pair had a low firing rate in the 90 ms to 30 ms range prior to the saccade. averaged over trials, cells, and monkeys. When there was a high firing rate in one neuron of the pair (the solid black line), there was a higher firing rate on average for the other neuron of the pair (the solid gray line).
Figure 5 provides a sample of the activity for three neurons recorded during one of these sessions where two adjacent neurons were isolated by a single electrode in the left superior colliculus, while at the same time, a third neuron was isolated by a second electrode in the right superior colliculus. The top panel shows activity in the gap task, and the bottom panel shows activity in the brightness discrimination task.
For the number of spikes for the second neuron of the pair conditioned on a high versus low number of spikes for the first neuron of the pair, the difference in number of spikes was significant: the number of spikes for the high half of the data, 5.23 (87.1 spikes/s) was higher than the number of spikes for the low half of the data, 4.63 (77.2 spikes/s), paired t(71) = 4.23, p < 6.80 × 10 −5 . For the analysis without spikes added back in statistically, the number of spikes for the high half of the data, 4.77 (79.5 spikes/s), was higher than the number of spikes for the low half of the data, 4.34 (72.3 spikes/s), paired t(71) = 3.10, p < .003. Figure 4B shows the spike rates for the 72 neuron session pairs for the data conditionalized on a high versus low firing rate on the other member of the pair. This analysis shows that the firing rates of pairs of neurons recorded on the same electrode are associated: if one is firing at a higher rate than the mean, the other is also firing at a higher rate than the mean. This also provides a control for the opposite-side analysis. It is evidence that firing rates for single neurons in a population are representative of the activity in other members of the population and that our methods can detect this.
To examine the power of these analyses, we generated simulated spike trains (1 ms steps) with average spike rates of 42 spikes per second with SD 10. This was done independently for two units. If there was a spike in one unit, we added a spike in the other unit with probability 0.05, 0.033, or 0.025. This led to an increase in the spike rate of 2.1, 1.4, or 1.1, respectively. The number of trials and number of pairs were the same as for the opposite-side analysis. If this simulation is repeated, about half the comparisons produce a significant difference between the two sides for the 0.025 probability, whereas for the 0.05 probability, all the comparisons are significant. For the 0.033 probability, about 19 of 20 comparisons were significant. This means that the number of neuron pairs and trials we collected provides enough power to reliably detect a difference in spike rate of just over 1 spike per second.
As a further analysis of the difference between same-and opposite-side firing rates, for each neuron pair for each experimental condition for each session, we computed a correlation between the number of spikes between the pairs of neurons. This resulted in 180 and 72 correlations for oppositeside and same-side neurons, respectively. A t-test with Welch's correction gave a significant difference between the two sets of correlations, t = 2.02, df = 106.8, p < .05. This shows there was a greater positive correlation between firing rates in the range of 90 ms to 30 ms before the saccade for same-side neuron pairs than different-side neuron pairs.
Model Analyses.
We fit the DD model and the LCA model to the behavioral data (not the neuronal firing rate data) for each monkey using the reaction time and accuracy data for the same sessions used in the opposite-side firing rate analysis just described. As reported previously by Ratcliff et al. (2007) , both models provided good fits to the data. Then, for each model and in a manner similar to that of Ratcliff et al., we used the best-fitting parameter values (see Table 1 ) to generate simulated paths for both accumulators up to the point at which the process hits the decision criterion (e.g., see Figure 1D ) for the target accumulator. We assumed that the average firing rates of the target and contralateral neurons are represented by the amounts of evidence in the accumulators, so that as the amount of evidence increases, the firing rate increases. These analyses were based on 40 sessions of simulated data, with 4000 trials per session. We then performed the same analyses for these simulated paths as for the firing rate data, dividing the trials into those with the higher amount of evidence in the target accumulator just prior to that process hitting the decision criterion and those with the lower amount of evidence. In the models, because some processes do not start until just before 50 ms prior to the decision, we used a smaller range, 50 ms to 30 ms prior to the decision than in the analysis of the data. In the models, the distributions of starting times of the decision Figure 5 : Example of activity for three SC neurons recorded simultaneously. Units 1 and 2 were isolated from the same electrode positioned in the left SC. Unit 3 was isolated from a second electrode positioned in the right SC. (Top) Activity recorded during performance of a gap saccade task. Light gray shading in the right column of rasters marks activity for trials where the target was located within the response field for units 1 and 2 at 15 degrees, 0 degrees. Dark gray shading in the left column of rasters marks activity for trials where the target was located within the response field for unit 3 at 15 degrees, 180 degrees. On the left side of each pair of rasters, 0 ms marks the beginning of the 400 ms gap period (no fixation or target present) occurring after a period of fixation of variable length, and 400 ms marks the time when the target was turned on at one of two possible locations. Large black dots in raster lines mark the beginning of a saccade to the target. On the right side of each pair of rasters, 0 ms marks the beginning of a saccade to the target, and large black dots mark the appearance of the target at the end of the gap period. (Bottom) Activity recorded during the medium difficulty condition of the brightness discrimination task. Left: For the lighter stimulus condition, saccades to the leftward target in the preferred direction for unit 3 were rewarded. Right: In the darker stimulus condition, saccades to the rightward target in the preferred direction for units 1 and 2 were rewarded. On the left side of each pair of rasters, 0 ms marks the appearance of the brightness stimulus (cue). Large black dots mark the beginning of a saccade to the correct target choice. On the right side of each pair of rasters, 0 ms marks the beginning of a saccade to the correct target, and large black dots mark the appearance of the brightness stimulus. The spike density histogram below each raster was generated by first convolving single-trial neuronal activity using a gaussian kernel with a sigma of 10 ms (Richmond, Optican, Podell, & Spitzer, 1987) , then averaging the spike density profile across trials. process prior to the saccade are shaped like a reversed RT distribution (see Figure 8 in Ratcliff et al., 2007) . For monkey 11, 90% of model-based processes start between 40 ms and 90 ms prior to the saccade, and for monkey 12, 90% of the model-based processes start between 50 ms and 170 ms prior to the saccade. As with the firing rate data, we combined the simulated data in the same way as for the data from the 2 monkeys. The simulated paths for the target and nontarget accumulators for correct responses were divided into halves based on the firing rate and shown in Figures 6A and 6B . Just like the neuronal data, they show no inhibition for the nontarget accumulators. For the DD model, there is no difference between average paths for the two firing rate functions for the competitor accumulator, t(39) = −0.58, p > .05. This is expected because the model does not have an inhibition process. There is also no difference for the LCA model, t(39) = −0.053, p > .05.
The expected size of the effect of inhibition can be examined for the LCA model. The equation for the increment to evidence at every time step is shown in Figure 1C . Table 1 shows values of the parameters for the two monkeys and if we take typical values of the parameters, for example, criteria c = 0.6, h = .001 (1 ms steps), decay β = 3.0, inhibition κ = 0.9 (the larger of the values for the two monkeys), drift rate v = 8.0, and σ = 1.0, then the update equation is:
These parameter values in the equation show why inhibition has no significant effect: if both processes are three-quarters of the way to criterion (x i = x j = 0.45), then inhibition is small relative to both the drift rate and gaussian variability. Drift rate is close to 20 times the size of inhibition, and 1 standard deviation in variability is about 80 times larger than inhibition.
To demonstrate that the LCA model can produce measurable inhibition between accumulators, we increased the size of inhibition by a factor of 10 from the value obtained from fits to the behavioral data. The large value of inhibition appreciably worsened the fit to the behavioral data. Figure  6C shows the result: inhibition in activity of the competing accumulator as a function of activity in the target accumulator (dividing the simulated paths as in the other model analyses, t(39) = −6.29, p < .05). However, the simulated activity is unlike the neuronal data because in the experimental data, firing rates in the contralateral neurons rise above baseline prior to the decision, but in these simulated data, the firing rate function falls below baseline.
The simulated paths for the nontarget accumulators in the DD and LCA models deviated from the experimental firing rate data in one major way. In the experimental data, the firing rates rise and then, around the time of the saccade, fall and rise again (see Figure 3A) . This is consistent with global inhibition just prior to the saccade in which a threshold amount of population activity is required to turn on the inhibition (Munoz & Istvan, 1998; Ratcliff et al., 2007) . However, this is not competitive inhibition as implemented in the LCA model. The models miss this dip, but other than this, they produce competing activity with a size that is plausible. There are also misses in the width of the activity function at the peak; the model predictions could be made more like the data by assuming some plausible variability in the time of peak activity around the saccade. Another miss is that the heights of the two target firing rate functions are different, while the heights for the models are the same. This miss is likely the result of trial-to-trial variability in the firing rates of individual neurons relative to the population because it is the population activity that is assumed to reach the same criterion, not that of each individual neuron.
3.6 Cross Correlation Analyses. We can also examine cross-correlations in activity for neurons on the same and different sides. The problem with conducting the analyses on the data in Figures 3A and 3B is that the firing rates are nonstationary (increasing left to right as a function of time), and so significant cross-correlations might be introduced because of this nonstationarity even if pairs of spike trains were completely independent. However, there is a period after response target presentation and before stimulus onset that provides stationary activity (Bair, Zohary, & Newsome, 2001 ) over a range of 500 ms before stimulus presentation (see the schematic in Figure 1A ). This period provides a moderate amount of activity in the neurons (about 19 spikes per second) because the targets are centered in the receptive field of the neurons corresponding to the two choices.
We might expect a positive correlation between neurons on the same side recorded on the same electrode. Pairs of neurons recorded on the same side have a good chance of receiving similar inputs. But it is unlikely that pairs of neurons recorded on opposite sides will show any significant degree of cross-correlation. The expressions for the cross-correlogram are shown in the appendix and follow Bair et al. (2001) . Figure 7 shows plots of the cross-correlogram for pairs of neurons recorded on the same side (see Figure 7A ) and for pairs of neurons recorded on opposite sides (see Figure 7B) . The cross-correlations were done in the range −500 ms to stimulus presentation in five windows of 100 ms. These five sets of cross-correlations were averaged and then averaged over cells. The results show an elevated cross-correlation in firing rate for pairs of neurons recorded on the same side. There is a dip for coincidence for when the two sequences are aligned because the recording apparatus cannot differentiate spikes that occur simultaneously on a single electrode. The results show a weak correlation in firing rates of neurons corresponding to the same response target in the range of lags from −20 to 20 ms. In contrast, as expected, Figure 7B shows no elevation or dip in the cross-correlation between neurons corresponding to different response targets in opposite colliculi. This is expected because of the lack of inhibition obtained in the earlier analyses. The same-side results match those of Bair et al. (2001; see also Mazurek & Shadlen, 2002) , but our results show smaller effects. This may represent inherent differences in connectivity patterns within MT versus SC. These results show that a common input to neurons close to each other produces small but significant increases in the probability of spiking. But these effects do not extend to neurons recorded on different electrodes in different colliculi. Figure 7C shows the average firing rate across the 100 ms windows used in the cross-correlation analysis. This shows that the firing rate was stable across the range.
Discussion
Our results show no measurable inhibition in firing rates between neurons in opposite colliculi corresponding to the two choices in our two-choice brightness discrimination task. Simultaneous recordings were collected from neurons corresponding to the two response targets, and trials were divided into those with high and low firing rates in the range of 90 ms to 30 ms prior to the saccade in neurons corresponding to target responses. Firing rates in the neurons corresponding to nontarget responses showed no inhibition; that is, the firing rate in contralateral neurons was the same whether there was a high or low firing rate in target neurons. As a control, the same analysis conducted on pairs of neurons recorded on the same electrode showed a positive relationship in the same analysis. There was a higher firing rate for a neuron when the paired neuron had a higher-thanmean firing rate compared with the case in which the paired neuron had a lower-than-mean firing rate.
To examine the role of inhibition within and between colliculi, Munoz and Istvan (1998) performed a study in which the buildup and fixation zones of the intermediate layers in the monkey SC were activated by microstimulation. The effects of the microstimulation were measured in both the ipsilateral and contralateral populations of neurons in the fixation and saccade zones of the two colliculi. They found that stimulation of the saccade zone had strong inhibitory effects on both the ipsilateral and contralateral saccade zones. For the ipsilateral zone, the measurements were made relatively far apart (usually two mm), far enough to correspond to nonoverlapping receptive fields, which means there was no evidence for either facilitation or inhibition within the same population corresponding to a single eye movement decision. Although there was evidence for inhibition between saccade neurons in the contralateral zones, only one buildup neuron was tested with the saccade zone stimulation manipulation.
The timing of inhibition in Munoz and Istvan (1998) led them to suggest that the inhibitory connections were not strong enough to provide evidence for direct connections among the neurons both long range in the same SC and between colliculi. They also suggested that it was unlikely that the inhibition was due to activation of neurons outside the SC (e.g., substantia nigra), which then have inhibitory connections back to the SC. Their preferred explanation was that the SC neurons activated by the microstimulation excited short-range inhibitory interneurons, which were sufficient to inhibit movement cells in both colliculi.
A number of other studies have examined inhibitory effects in the SC. Li, Kim, and Basso (2006) found evidence for inhibitory interactions unilaterally, with the amount of inhibition decreasing with distance in monkey SC. Takahashi, Sugiuchi, and Shinoda (2007) found that inhibitory effects between colliculi in cats were restricted to sites representing upward versus downward saccades. In contrast, Lee and Hall (2006) found no evidence for long-range inhibitory effects in the rat SC and argued that the longrange activity found in other studies could arise from connections outside the SC or from multisynaptic (not direct) pathways between the two colliculi. There appear to be differences in the SC circuitry for rats, cats, and monkeys, but identical studies have not been done in all three species, so it is difficult to make explicit comparisons. The physiology of the cat SC and rat SC is not the same as the monkey SC, so the results do not apply directly to processing in the monkey SC. We do not know what the results of a similar experiment in monkeys would be. Since we confined our recordings to locations close to the horizontal meridian representation, avoiding sites representing saccades with a strong vertical component, our recordings appear to have excluded sites where Takahashi and colleagues (2007) found inhibitory connections in cats. Although the presence of inhibitory circuitry in the SC is long established and inhibitory interactions are often an important component of collicular models (e.g., Van Opstal & Van Gisbergen, 1989) , here we were able to directly test for functional inhibitory interactions between populations of neurons mediating two-choice discriminations.
We suggest that the inhibition measured in the microstimulation experiments represents inhibition that is sent out by a population of neurons about to make a decision to suppress other populations that might also want to make a decision. If inhibition does not affect the inputs driving the neurons, then the inhibition should be relatively short-lived and might not permanently drive down activity in neurons corresponding to competing decisions. When the inhibition is turned off (when a saccade is initiated), activity in the contralateral cells corresponding to the other response target would recover because the inputs driving the process were still active. This is what is found (Ratcliff et al., 2007) . As Ratcliff and colleagues note, the size of this inhibition would have to be very large-about 50 times larger than the size of inhibition obtained from fits of the LCA model to behavioral data.
In the theoretical analysis, we first fit the models to the behavioral data. Then we generated simulated paths that represent the activity in the evidence accumulation process (Ratcliff et al., 2003 (Ratcliff et al., , 2007 . The nearer the process to the decision criterion, the higher the firing rate. It is surprising that there is no measurable inhibition in the simulated paths from the LCA model given how much discussion there has been about the need for inhibition (Bogacz et al., 2006; Usher & McClelland, 2001) . The size of inhibition in the LCA model obtained using the parameter values for fits to behavioral data was found to be small relative to the size of both noise and the drift rate driving the process. Thus, the predicted size of the inhibition is small, and this explains the lack of inhibition in the simulated paths. If the size of the inhibition parameter in the LCA model is increased by a factor of 10, then inhibition is obtained, but the activity in the nontarget accumulator falls instead of rising, and this is accompanied by a decrease in goodness of fit to behavioral data. There is no measured inhibition in the prediction from the dual diffusion model because the model does not have inhibition. Along with the predictions for the behavioral data and the simulated paths in Ratcliff et al. (2007) , these results provide additional support for this model.
The cross-correlation between neurons on opposite sides in data collected in the period between presentation of the two response target lights and the stimulus also found no evidence for any change in the probability of a neuron firing in one colliculus as a function of a neuron in the other colliculus firing. We might expect such an effect only if there was a large same-side effect with large cross-correlations between neurons on the same side. However, for the same-side analyses, there was only a very modest increase in the cross-correlation for neurons recorded on the same electrode.
The overall results show that in the SC, there is little evidence from a theoretical or empirical perspective for a functional role of inhibition in simple two-choice decision making. The experimental and theoretical results produce converging evidence for the lack of a functional role of inhibition in this part of the processing system, that is, the SC in simple two-choice decision-making tasks. The result also supports models of the class that do not assume inhibition between accumulators (Churchland et al., 2008; Ditterich, 2006; Niwa & Ditterich, 2008; Mazurek et al., 2003; Ratcliff et al., 2007) , but it calls for further examination of models that do assume inhibition between accumulators (Bogacz et al., 2006; Boucher et al., 2007; Machens et al., 2005; Wong & Wang, 2006; Vorberg et al., 2003) .
