A hallmark of multibody dynamics is that most formulations involve a number of constraints. Typically, when redundant generalized coordinates are used, equations of motion are simpler to derive but constraint equations are present. Approaches to dealing with high index differential algebraic equations, based on index reduction techniques, are reviewed and discussed. Constraint violation stabilization techniques that have been developed to control constraint drift are also reviewed. These techniques are used in conjunction with algorithms that do not exactly enforce the constraints. Control theory forms the basis for a number of these methods. Penalty based techniques have also been developed, but the augmented Lagrangian formulation presents a more solid theoretical foundation. In contrast to constraint violation stabilization techniques, constraint violation elimination techniques enforce exact satisfaction of the constraints, at least to machine accuracy. Finally, as the finite element method has gained popularity for the solution of multibody systems, new techniques for the enforcement of constraints have been developed in that framework. The goal of this paper is to review the features of these methods, assess their accuracy and efficiency, underline the relationship among the methods, and recommend approaches that seem to perform better than others.
Introduction
The theoretical foundations and classical approaches to the enforcement of constraints in multibody systems were presented by Laulusa and Bauchau [1] . The goal of the present review paper is to focus on the features of more recent techniques used to enforce constraints in multibody systems, assess their accuracy and efficiency, underline the relationship among the methods, and recommend approaches that seem to perform better than others. * 
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An alternative approach to dealing with high index differential algebraic equations (DAEs) is the use of index reduction techniques, as discussed in section 2. Many of the proposed methods do not enforce constraints exactly, rather, constraints are allowed to "drift" in time; this problem gave rise to the development of many constraint violation stabilization techniques that alleviate this problem, see section 3, as well as constraint violation elimination techniques that completely circumvent this problem, see section 4. Finally, in recent years, the finite element method has played an increasingly important role in multibody dynamics formulations and the tools and techniques used in this framework are the subject of section 5.
In this paper, a subscript (·) a will be used to refer to equations, figure, sections or citations in ref. [1] .
Index reduction techniques
Index reduction techniques are typically presented as mathematical processes that reduce the index of DAEs. Numerical analysis techniques are then used to prove that the application of specific types of time integrators to the reduced order DAEs provides a reliable solution of the problem. Gear et al. [14] a proposed a method, called the stabilized index-2 or GGL method, that reduces the index from 3 to 2 and showed that variable-order, variable-step backward difference methods (BDF) converge for the resulting index-2 problem. Later, Gear [2] developed an approach to further reduce the problem to index-1 DAEs. These approaches imply additional computational cost in the form of additional Lagrange multipliers to be solved for.
Lötstedt and Petzold [3] a proved that k th -order, constant step size BDF converge when applied to index-1, -2, or -3 DAEs; the numerical solution is accurate to order O(h k ), where h is the time step size. The same authors [4] a further investigated the practical difficulties of implementing variables step size integration methods for the same types of problems. The difficulties associated with the solution of index-3 DAEs were underlined: the condition number of the Newton iteration matrix, i.e. the tangent matrix used to solve the discretized nonlinear algebraic equations is O(h −3 ), resulting in increasingly ill conditioned problems for decreasing time step sizes. This conditioning problem can be partially remedied by scaling the constraint equations.
Eich [3] also provided a convergence analysis for a coordinate projection approach combined with BDF methods to integrate index-1 DAEs. The approach projects the numerical solution of the underlying ordinary differential equations (ODEs) onto the position and velocity invariants to reduce constraint violations. The accuracy of the projected solution was shown to be identical to that of BDF methods applied to the ODEs. For linear systems, it was shown that only the errors lying in the invariants were propagated, rendering the solution more accurate.
For holonomic systems, Yen et al. [4, 5] reduced the index-1 DAEs to ODEs by means of local parametrizations. The ODEs, which are similar to Boltzmann-Hamel equations, feature local parameters that implicitly define independent generalized coordinates and speeds. Then, using the local parametrization mapping and the constraint equations, the original generalized coordinates and velocities are recovered. A convergence analysis is presented that demonstrate an O(h k ) accuracy when k th -order linear multistep methods are used. In numerical applications, local parameterizations were obtained using the generalized coordinate partitioning and tangent space methods. Local parameters, determined by the tangent space based on QR decomposition, were also used by Potra and Yen [6] . Similarly, Haug and Yen [7] determined local parameters using the generalized coordinate partitioning technique. Based on BDF methods, the discretized Boltzmann-Hamel equations were shown to be equivalent to a set of discretized DAEs, involving the constraints at the displacement, velocity and acceleration levels. For practical applications, these DAEs were used.
Yen et al. [8, 9] introduced the "coordinate-split formulation" for the solution of the index-2 DAEs characteristic of flexible multibody systems. A family of second order α-methods with user controllable numerical dissipation was proposed, which extend the corresponding methods used for ODEs in structural dynamics, the HHT algorithm of Hilber et al. [10] and the generalized-α algorithm of Chung and Hulbert [11] . The coordinate-split method is a numerical implementation of the null space formulation (NSF) applied to the stabilized index-2 approach of Gear et al. [14] a; it eliminates the two sets of Lagrange multipliers associated with this approach. Mass projections were used to impose the constraints at both position and velocity levels. To deal with the highly oscillatory nature of the response of flexible multibody systems, the authors introduced a modification of the Newton iteration process, denoted "modified coordinate-split iteration." Improved convergence was proved mathematically and demonstrated by means of examples.
For holonomic systems, Tseng et al. [12] devised an algorithm, called "Maggi's equations with perturbation iteration," which further develops the modified coordinate-split iteration by perturbing the solution that is projected onto the constraint manifold to eliminate constraint violations. In this approach, the determination of the generalized accelerations, velocities and displacements is separated from that of the Lagrange multipliers, which are recovered in a post-processing operation. Good numerical results were obtained, although the authors stressed the need for further validation of the approach, especially in the presence of flexible bodies. Note that the authors considered the coordinate-split formulation to be a numerical implementation of Maggi's equations, but in the classification introduced herein, this approach belongs to NSFs.
Another approach to index reduction is the embedded projection method developed by Borri et al. [13] , which can be used to systematically reduce the index of the original DAEs system from 3 to 1. Furthermore, the method splits the original problem into its algebraic and differential parts, which can then be solved sequentially. While the accuracy and robustness of the procedure were demonstrated, its complexity is also apparent.
Parczewski and Blajer [14, 15] investigated systems subjected to program constraints, i.e. systems forced to follow a prescribed path. The control forces that impose the prescribed motion might have components in directions both tangential and orthogonal to the constraint manifold. This feature of control problems contrasts with the classical theory of constrained dynamics, for which constraint forces are acting in the direction normal to the constraint manifold. A classification of program constraint realizations was developed, which includes both orthogonal and tangent realizations, involving normal and tangent control forces, respectively. The authors provided several examples of program constraint realizations and determined the associated control forces; the difficulties inherent to non orthogonal realizations were underlined. Constraint forces that have components in directions both tangential and orthogonal to the constraint manifold are said to be "non-ideal" constraint forces. Udwadia and Kalaba [29] a also studied such systems and gave explicit expressions for both ideal and non-ideal constraint forces in terms of Moore-Penrose generalized inverses.
Constraint violation stabilization techniques
A number of techniques impose the constraints at the acceleration level, as is the case for the index-1 formulation, null space formulation, or Udwadia-Kalaba's formulation (UKF). Considering holonomic constraints, let C = 0,Ċ = 0 andC = 0 represent the displacement, velocity and acceleration level constraints, respectively. The system consisting of the equations of motion and the acceleration level constraints then forms a set of index-1 DAEs with invariants. Indeed, for the exact solution, C = 0 andĊ = 0 represent two invariants of the system. Unfortunately, due to numerical approximations and round-off errors, numerical solutions will not evolve along the invariant manifolds, resulting in C = 0 andĊ = 0. In other words, the constraints "drift away" from the invariant manifold. From a mathematical standpoint, equation C = 0 is not stable since its poles are located at the origin of the s-plane, where s is the variable of Laplace's transform; consequently, C andĊ will not converge to zero if any deviation occurs. The constraint violation stabilization techniques presented in this section attempt to minimize or eliminate this drift; they are not, per se, solution methods for constrained dynamical problems, but rather, are used in conjunction with various solution techniques that are sensitive to the drift phenomenon.
If the mechanical system is conservative, the total mechanical energy, E, is an additional invariant of the system, E = 0. If nonconservative forces are externally applied, the work they perform can be added to the total mechanical energy to form an invariant of the system. Likewise, the solution will drift away from this manifold, i.e. the total mechanical energy will not be preserved. In fact, the energy preservation constraint is a particular case of a nonholonomic constraint D(q,q) = 0.
Control theory based stabilization techniques
The most popular stabilization technique probably is Baumgarte's method, which can be interpreted within the framework of control theory. Several researchers improved Baumgarte's original method and these efforts are described below.
Baumgarte's constraint violation stabilization
Baumgarte [16] introduced a stabilization method in which the original acceleration level constraint,C = 0, is replaced byC
where α and β are user defined, positive parameters. In practical implementation, the choice α = β is often appropriate because critical damping is achieved. In the case of nonholonomic constraints, see eq. (2) a , the velocity level constraint, D(q, q, t) = B(q, t)q + b(q, t), is replaced bẏ
where γ is a user defined, positive parameter. The total energy constraint was treated in a similar manner. Baumgarte's stabilization method has been very widely used in multibody dynamics because it is easily implemented in conjunction with a variety of formulations of the equations of motion and time integration procedures. Ostermeyer [17] explained the effects of Baumgarte's stabilization method within the framework of control theory. Unfortunately, parameters α and β are problem dependent, and no general procedure exists for their determination; hence, the approach tends to be unreliable and cannot be recommended for general purpose use in multibody dynamics because the constraints are never exactly satisfied. Eich and Hanke [18] mention that: "Choosing α and β too large results in stiff ODEs and a great amount of computing time." Nevertheless, some authors reported successful computations with Baumgarte's method. For instance, Nikravesh et al. [19] found an index-1 formulation in conjunction with Baumgarte's stabilization to be significantly more efficient computationally than the coordinate partitioning approach. They mention that: "Experience has shown that for most practical problems, positive values less than 5 for α and β are adequate. When α = β, critical damping is achieved, which usually provides the fastest error reduction." A number of researchers have used various approaches to estimate these parameters in an effort to improve the reliability of Baumgarte's method, see section 3.1.2.
Park and Haug [20] have combined Baumgarte's stabilization method with the generalized coordinate partitioning method and shown that this hybrid approach outperforms both methods applied individually. They mention that: "Thus, the constraint stabilization method alone cannot handle every situation accurately and efficiently." Their rational for this conclusion is that the choice of α and β at each integration step is difficult and expensive, and erroneous solutions can appear when the constraint matrix is nearly singular.
Improvements of Baumgarte's stabilization method
Chang and Nikravesh [21] proposed an approach to adaptively determine the damping coefficient as the simulation proceeds. They assumed α = β and used adaptive control concepts to estimate optimal damping coefficients that are different for each constraint. Numerical examples demonstrate the better control of constraint violations achieved with the adaptive approach. Another improvement of Baumgarte's method was proposed by Ostermeyer [17] who added to eq. (1) a term involving the time integral of the constraint violation, based on optimum control theory. Bae and Yang [22] also proposed an approach to the evaluation of the stabilization parameters. First, they replaced eq. (1) byC + αĊ + αC = 0, where α represents the magnitude of the penalty factor for both position and velocity constraint violations, arguing that both violations are equally undesirable. Larger values of α will yield smaller constraint violations. However, if α is too large, the system becomes unstable. Hence, the value of α is limited by the stability characteristics of the numerical procedure used to integrate the equations of motion, the Adams-Bashforth integrator was used in this work. This condition yields a closed form expression for α as a function of the time step size and stability boundaries of the integrator.
A similar study was undertaken by Yoon et al. [23] who showed that under suitable assumptions, the constraint equation, written asC + αĊ + βC = d, where d represent the disturbances due to truncation errors, is indirectly integrated with the same numerical scheme as that used for the dynamics equations. This enables a rigorous study of the accuracy and stability characteristics of Baumgarte's method to be performed. However, in view of the complexity of the analysis, results were only shown for one case, the simple pendulum. The authors also pointed out the importance of stabilizing the energy preservation constraint.
Based on the input-output feedback linearization technique, Chiou and Wu [24] transformed the nonlinear governing DAEs into a set of linear equations. Next, they showed that a pole placement technique leads to Baumgarte's method and proposed a new approach to stabilization based on the variable structure control technique. While they demonstrated the superiority of their approach over Baumgarte's method by means of examples, no guidelines were provided on how to select the constants appearing in either approach.
Control theory concepts are also the basis for Lin and Hong's [25] stability analysis of Baumgarte's method using digital control theory. They notice that selecting α and β to be positive numbers is not sufficient to guarantee con-vergence of C andĊ to zero as implied by stability analysis applied to eq. (1). Hence, they performed a stability analysis of the discretized equations using the Z-transform concept. They defined two parameters,α = α/h andβ = β/h 2 , and concluded that whileα andβ are independent of the problem and time step size, they do depend on the time integration scheme used for the simulation. Desirable values ofα andβ were given for the Adams-Bashforth and Adams-Moulton predictor-corrector integrators.
Penalty based stabilization techniques
In penalty formulations, constraints are enforced by means of a penalty term added to the Lagrangian of the system, 1/2 C T PC, where P = diag(p 2 i ), and pi are the penalty factors. It is common practice to use the same penalty factor, p = p i , for all constraints and hence, the penalty term is often written as 1/2 p 2 C T C. The idea behind this formulation is to choose large penalty factors so as to drive the constraints to zero, i.e. p → ∞ and C → 0. Of course, in practical applications, a finite value of the penalty factor must be selected to avoid numerical ill conditioning and hence, the constraints are never exactly enforced and the quantities λ ≈ p 2 C approximate Lagrange's multipliers.
The staggered stabilization technique
Park and Chiou [26] , derived a stabilization technique based on a penalty formulation. The Lagrange multipliers associated with holonomic constraints were written as λ = C(q, t)/ , where = 1/p 2 is the penalty factor; time differentiation of this expression then leads tȯ
Taken together with eq. (1)a, this equation forms a set of coupled ODEs. For nonholonomic constraints, a similar procedure can be followed by selecting Lagrange's multipliers aṡ λ = 1/ (Bq + ∂D/∂t). Introducing governing eq. (1) a leads to λ + (BM
Lagrange's multipliers are written as λ =λ exp(σt), the homogeneous part of this equations becomes (σ+BM −1 B T / )λ = 0. This implies that the constraint decay rates, σi, are the eigenvalues of matrix BM −1 B T / ; in other words, the decay rates are a function of the physical characteristics of the system, in contrast with Baumgarte's method that depends on abstract coefficients unrelated to system properties.
Note that a single derivative of the constraints was taken, hence this approach will be less sensitive to the drift phenomenon than methods requiring two time derivatives. Furthermore, it depends on a single coefficient, the penalty factor. Examples showed improved accuracy for displacement level constraint invariants as compared to the results of Baumgarte's method [26] . This stabilized technique is robust as it can accommodate nearly rank deficient constraint matrices, while Baumgarte's technique cannot.
Park et al.
[69]a presented an explicit-implicit, staggered procedure to implement the stabilization procedure described in the previous paragraph. The approach calls for the developments of two distinct modules, one integrates the generalized coordinates knowing the constraint forces, the other integrates the Lagrange multipliers knowing the generalized coordinates. Calls to the two modules alternate, hence the approach is called a "staggered procedure." Examples were given, demonstrating the accuracy and effectiveness of the procedure, which is robust but conditionally stable.
Augmented Lagrangian formulation
The augmented Lagrangian formulation (ALF) developed by Bayo et al. [27] starts as a penalty formulation of the problem. Corresponding to the k th holonomic constraint, the following terms are added to the Lagrangian of the system: a penalty term, 1/2 α k ω k C 2 k , a Rayleigh dissipative forces terms, −2 α k ω k µ kĊk , and a fictitious kinetic energy term, 1/2 α kĊ 2 k . The governing equations of the system now become index-1 equations
where
This penalty formulation will only yield accurate predictions for large penalty factors, α k → ∞; the coefficients ω k and µ k play a stabilizing role similar to that of the corresponding coefficients of Baumgarte's method. In the ALF, a set of Lagrange multipliers is introduced together with the penalty terms to yield
Had the sole Lagrange multipliers been introduced, the governing equations would have been Mq = F − B T λ, and hence, λ = λ * + α(C + 2ΩµĊ + Ω 2 C). Since the Lagrange multipliers are sufficient, per se, to impose the constraints, the penalty coefficient is no longer required to be large; however, the formulation now involves m additional unknowns. In the proposed approach, the Lagrange multipliers, λ * , are not treated as unknowns; rather, they are computed through an iterative process
where the superscript (·) (i) indicates the iteration number and λ * (0) = 0. Combining this iterative scheme with eq. (5) leads to
where Mq (0) = F . The ALF reduces the problem to a set of ODEs with no additional unknowns. The iterative solution of the Lagrange multipliers is inexpensive since iterations are already required for the solution of the nonlinear equations of motion. Numerical experimentation shows that accurate solutions can be obtained for a wide range of penalty factors, α k ∈ [10 3 , 10 9 ]. The formulation can be generalized to accommodate nonholonomic constraints.
Bayo et al. [28] further elaborated on the ALF. The penalty term was simplified to keep two terms only, resulting in λ = λ * + α(C + µĊ). They observed that the velocity level constraint in the penalty factor was necessary to prevent the appearance of high frequency numerical oscillations during the simulation. To integrate the equations of motion, the trapezoidal rule was used with accelerations or displacements as primary variables: the latter were shown to provide superior performance.
Constraint violation elimination techniques
In contrast to the constraint violation stabilization techniques presented in the previous section, constraint violation elimination techniques are method which result in satisfaction of the constraints within machine accuracy.
Geometric projection approach to stabilization
Yoon et al. [29] developed another approach to constraint violation stabilization. Letq n andv n be the generalized coordinates and velocities, respectively, predicted by the integration of the equations of motion at the end of time step n. In general, C(q n , tn) = 0 and D(q n ,v n , tn) = 0. The approach consists in correcting or perturbing the generalized coordinates and velocities, q n =q n +q n , and v n =v n +v n , respectively, whereq n andv n are the unknown coordinate and velocity corrections, respectively, both assumed to be small. The updated coordinates, q n , and velocities, v n , satisfy the holonomic and nonholonomic constraints, i.e. C(q n , t n ) = 0 and D(q n , v n , tn) = 0, respectively. At first, the generalized coordinate corrections are evaluated by linearizing the holonomic constraints to find B(q n , t n )q n ≈ −C(q n , t n ). Since these equations are overdetermined, it is assumed that the corrections lie in the subspace defined by the constraint matrix, i.e.q n = B T n , where n is an unknown array. It then follows that n = −(BB T ) −1 C(q n , tn), and finallŷ
Next, the generalized velocity corrections are evaluated by linearizing the nonholonomic constraints to find
In this second phase, the generalized coordinates are kept constant, since they were corrected in the first phase of the procedure. Here again, these equations are overdetermined and it is assumed thatv n = B T γ n . It then follows that γ n =
−(BB
, and finallŷ
It should be noted that the procedure alleviates constraint violations without modifying the equations of motion, in contrast with Baumgarte's method. The approach is geometric in nature:
T n = 0, the corrected solution is a projection of the approximate solution onto the constraint manifold. Clearly, the geometric procedure alleviates the constraint violations without eliminating them; complete elimination would require an iterative solution of the constraint equations. Yoon et al. [29] demonstrated the effectiveness of the procedure for holonomic, nonholonomic and energy constraints.
Blajer [41] a, [30] developed a similar approach to constraint elimination based on the geometric interpretation of constrained dynamics he presented with his coworkers in ref.
[73]a. Based on geometric arguments, the following correction schemes are found for the generalized coordinates and velocities,
respectively. Blajer's corrections, eqs. (10a) and (10b), are more physically consistent than Yoon's, eqs. (8) and (9) Baumgarte [31] developed a new stabilization method, which is derived from a modified statement of Hamilton's principle. The resulting equations of motion feature non classical Lagrangian multipliers and the holonomic constraints need to be differentiated only once with respect to time. Unfortunately, no applications were presented, making the assessment of the approach rather difficult.
Terze et al. [32] formulated a constraint elimination method within the framework of the NSF. Using the projective criterion defined by Blajer et al.
[73] a , they identified a set of independent variables. Displacement constraint violations were then iteratively eliminated by adjusting the sole dependent variables to satisfy the displacement level constraint equations. In a second step, the velocity constraint violations were eliminated using the velocity level constraint equations. During both correction steps, the independent displacements and velocities were kept unchanged.
The mass-orthogonal projection formulation
Bayo and Avello [33] proposed an ALF based on the canonical equations of Hamilton. Compared to the index-1 based formulation derived earlier by Bayo et al. [27] , the new formulation exhibits better accuracy and robustness in the presence of singular configurations. The improved performance was credited to the fact that a single differentiation of the holonomic constraints is required in canonical formulations, rather than the double differentiation associated with index-1 formulations. Effectiveness of the new approach was illustrated by numerical examples. A similar formulation was derived for nonholonomic constraints although no example was given. While the ALF presented in section 3.2.2 satisfies the weighted constraint,C + 2ΩµĊ + Ω 2 C, see eq. (4), to machine accuracy, individual constraints at the position, C = 0, velocity,Ċ = 0, and acceleration levels,C = 0, are not necessarily satisfied to the same level of accuracy. To improve this situation, Bayo and Ledesma [34] combined the ALF with a mass orthogonal projection technique. To impose the position level constraint, they propose to minimize V = 1/2 (q − q * )M (q − q * ) subject to the constraint C(q, t) = 0, where q * is the solution obtained at the end of a time step using the ALF. This minimization problem is itself solved using an ALF, transforming V into
Simple algebraic manipulations lead to the following iterative scheme to impose the position constraint
. From a computational view point, this iterative procedure is not expensive because the system matrix, (M +B T αB), is identical to that of eq. (7). Hence, this matrix is factorized once only and the additional computational cost consists of the evaluation of the right hand side of eq. (12) followed by forward reductions and backward substitutions. This contrasts with the approaches presented in section 4.1 that typically involve more computational effort. The constraints at the velocity and acceleration levels can be treated in a similar manner and are formulated in such a way that the resulting system matrix is identical to that of eq. (12), minimizing computational cost.
Bayo and Ledesma [34] illustrated their approach with several numerical examples. Application of the massorthogonal projection at each time step eliminates constraint violations to machine accuracy and dramatically increases the accuracy of the simulation. A mechanism presenting singular configurations was successfully simulated to demonstrate the robustness of the ALF. The trapezoidal rule was used to integrate the equations of motion with accelerations or displacements as primary variables: the latter were shown to provide superior performance.
Comparative studies
For holonomic systems, Schiehlen [35] derived governing DAEs and ODEs, the Boltzmann-Hamel equations, as well as equations of motion based on a recursive approach. The recursive approach, suitable for chain topologies, can be much more competitive than the ODE formulation, although for small numbers of dofs, the latter is still competitive as the former is rather complex. In general, recursive approaches require O(n) operations, in contrast with ODE formulations that may need up to O(n 3 ) arithmetic operations. A comparative study showed that the ODE formulations are more efficient than their DAEs counterpart, although this conclusion was based on very simple, rigid multibody systems examples involving very few dofs.
Cuadrado et al. [36] compared four methods that are used to simulate multibody dynamics with constraints. These methods are: the augmented Lagrangian formulation index-1 and index-3 with projections, ALF-1 and ALF-3, respectively, a modified state-space formulation (equations of motion in independent coordinates) and a fully recursive formulation. Modifications were performed to the classical statespace formulation to improve its performance in the presence of stiff systems. The ALF-1 and ALF-3 approaches used natural or fully Cartesian coordinates, as described in ref. [37] . These coordinates have the advantage of leading to a constant mass matrix.
A number of rigid multibody problems were solved with all four methods to compare their performance; none was found to be fully satisfactory. The ALF-3 approach failed to converge when using time step sizes smaller than 10 −5 sec, while for time step sizes larger than 10 −2 sec, the ALF-1 approach failed to converge. The space-state and the fully recursive formulation lacked robustness as they failed to handle singular configurations. In addition, the fully recursive formulation behaved poorly in the presence of stiff systems or systems presenting redundant constraints. Nevertheless, for non-stiff problems of large size, this method became competitive. Of all the methods tested, the ALF-3 formulation was the most efficient, while the ALF-1 was the most robust. The authors suggested that a combined index-1 and index-3 formulation would constitute a very good tool for solving multibody dynamics with constraints. However, further evaluation of the methods was recommended, especially for large scale industrial problems. It is not clear how the various methods presented in this study would perform for elastic multibody systems.
Finite Element based techniques
Multibody dynamics analysis was originally developed as a tool for modeling mechanisms with simple tree-like topologies composed of rigid bodies, but has considerably evolved to the point where it can handle nonlinear flexible systems with arbitrary topologies. In finite element based multibody dynamics approaches, as described by Géradin and Cardona [38] , a given mechanism is modeled by an idealization process that represents each component of the mechanism by an "element" chosen from an extensive library of elements implemented in the code. Shabana [39] presented a thorough review of flexible multibody dynamics formulations. Traditionally, elasticity has been taken into account in an approximate manner using modal expansion techniques, i.e. using a small number of dofs. This contrasts with finite element formulations, which typically discretize 1-, 2-, or 3-D elasticity problems in terms of nodal coordinates consisting of displacements or rotations of points, i.e. using a large number of dofs. However, the distinction between the two approaches might sometimes become blurry; for instance, component mode synthesis [40, 41] is a powerful tool used in both multibody dynamics and finite element formulations.
Because of the large number of dofs involved in finite element formulations and the likely presence of high frequencies associated with the discretization process, time integration relies almost exclusively on implicit schemes; for linear systems, the HHT integrator [10] , the workhorse used in most commercial codes, is second order accurate, unconditionally stable, and present high frequency numerical damping; these three features are considered indispensable for the successful integration of large finite element systems, see textbooks such as Hughes [42] or Bathe [43] . This contrasts with multibody formulations that tend to use explicit, predictor multi-corrector algorithms such as the AdamsBashforth integrator [44] . Although of a much higher order of accuracy, this integrator is conditionally stable. Implicit integrators require the solution of a linear system at each time step, which dominates the cost of the analysis. Efficient solutions procedures make use of the sparsity of the system of equation which form enabling technique of the finite element method, see Bathe [43] .
An important implication of these observations is that any formulation that destroys the sparsity of the system matrix generated by the finite element method is unlikely to be effective. For instance, applications of Maggi's formulation requires the computation of the null space of the constraint matrix. The various algorithms used to compute the null space, whether the LU factorization with pivoting, GSO algorithm, or SVD, all alter the band structure of the system matrix. The index-1 formulation, see eq. (13a)a, requires the inverse of the mass matrix, another band destroying operation; of course, the NSF requires the evaluation of the null space; finally, the computation of the pseudo-inverse called for by UKF is once more an operation that does not preserve sparsity.
Clearly, far fewer methods are available for the effective enforcement of constraints when bandedness of the system matrix must be preserved, and hence, it should not come as a surprise that the sparsity based, index-3 DAEs formulation of Orlandea et al. [33, 34] a , as discussed in section 3 a , has been used within the framework of finite element formulations. Penalty based stabilization techniques, as discussed in section 3.2, have also been used in this framework; in fact, the staggered stabilization technique of Park and Chiou [26] and the augmented Lagrangian formulation of Bayo et al. [27] were originally presented for finite element formulations.
Time stepping algorithms
In view of the difficulties associated with the solution of index-3 DAEs, considerable effort was devoted to the development of time integration techniques suitable for large finite element systems. Cardona and Géradin [45, 46] showed that the classical Newmark [47] trapezoidal rule is unconditionally unstable for linear systems in the presence of constraints. However, the use of dissipative algorithms such as HHT [10] resulted stable behavior, even for nonlinear systems. Further work by Farhat et al. shows that both HHT and generalized-α [11] methods achieve stability for a class of constrained hybrid formulations. In these approaches, stabilization of the integration process is inherently associated with the dissipative nature of the algorithms. While stability is mathematically proven for linear systems, there is no guarantee when it comes to nonlinear systems [48] .
To remedy this situation, considerable work has been done in recent years with energy preserving schemes. In these schemes, unconditional nonlinear stability is achieved by proving a discrete energy preserving statement, E f = Ei, where E denotes the total mechanical energy of the system, and the subscripts (·)i and (·) f denote the value of the corresponding quantity at the initial and final times of the time step, respectively, denoted t i and t f , respectively. This algorithmic preservation property is a direct consequence of the specific discretization used for the inertial and elastic forces acting on the system. In view of the positive definite nature of the total mechanical energy, this discrete conservation law guarantees the stability of the computational scheme for nonlinear problems.
However, while nonlinear unconditional stability is the first step towards the development of robust algorithms, energy preserving schemes are not well suited for large finite element problems because high frequency oscillations, especially in the velocity and stress fields, can corrupt the computed system response, as observed by Bauchau et al. [49, 50] ; furthermore, unrealistic energy transfer between modes can take place. Hence, the presence of high frequency numerical dissipation is an indispensable feature of robust time integrators for multibody systems, a fact that was already observed for linear systems and prompted the development of numerically dissipative algorithms such as the HHT [10] or generalized-α [11] methods. Numerically dissipative schemes that feature nonlinear unconditional stability can be developed by proving a discrete energy decay statement, Ei+1 = Ei − E d , where E d > 0 is the energy dissipated within the time step.
Enforcement of the constraints
The main idea behind energy preserving and decaying algorithms is to develop discretizations of the equations of motion that imply the preservation of a known first integral of the motion, the total mechanical energy. When it comes to enforcement of the constraints, a similar path has been followed: the well known fact that the work done by the constraint forces must vanish is implemented at the algorithmic level [49, 51] . The work done by the constraint forces is W c = F cTq dt = λ T Bq dt = λ TĊ dt and hence, the vanishing of this work is intimately linked to the vanishing of the constraint derivatives. This observation helps understand why it is important to enforce constraints at both displacement and velocity levels. Here again, it must be noted that an approximate solution of the constrained equations of motion will not necessarily imply the vanishing of the work done by the constraint forces at the algorithmic level. This provides a potential source of "numerical energy," which could destabilize the integration scheme.
Focusing on holonomic constraints, the following relationship is used to define the algorithmic constraint matrix, Bm, 
Clearly, the vanishing of the work done by the algorithmic forces of constraints implies ∆tĊ m = C f − C i = 0, which echoes, at the algorithmic level, the condition required for the exact solution,Ċ = 0. Rather than imposing the condition C f − C i = 0, it is preferable to enforce C f = 0 at each time step, to avoid the drift phenomenon. Discretizations of numerous constraints that satisfy eq. (13) can be found in the following references [52, 53, 54, 55] .
Gonzalez [56] formulated an integration scheme for solving the equations of motion of Hamiltonian system expressed in the form of DAEs. Holonomic constraints were considered. The numerical scheme was based on the notion of discrete derivative, which satisfied properties such as directionality, consistency and orthogonality; eq. (13) is an example of discrete derivative. The proposed scheme satisfies the constraints, and leads to the conservation of the Hamiltonian and linear and angular momenta, but constraints are not satisfied at the velocity level. Bauchau [57] showed that the approach to modeling constraints characterized by eq. (13) is closely related to the stabilized index-2 method of Gear et al. [14] a , although no additional unknowns are required.
The approach summarized in the last two sections combines two algorithmic features: preservation/dissipation of energy and vanishing of the work done by the constraint forces. This provides a formal proof of numerical stability for the integration of nonlinear, flexible multibody systems, and constraints are enforced to machine accuracy, both at the displacement and velocity levels. The price to pay for these desirable features is that the discretization of inertial, elastic and constraint forces must be carefully crafted for each element type so that the preservation characteristics of the algorithms can be proved. This stands in sharp contrasts with the more traditional approach to multibody simulations that use a variety of formulations of the equations of motion, but rely on "black box" integration routine, which are designed for the solution of DAEs, but are otherwise unaware of the specific features and characteristics of the equations being solved.
The discrete null space approach
Betsch et al. [58, 59] have recently proposed an original method for the time integration of constrained dynamical systems, based on Maggi's formulation. In this approach, the index-3 DAEs are first discretized with an energy/momentum preserving scheme based on the algorithms of Gonzalez [56] , and Betsch and Steimann [60] . Next, the discrete Lagrange multipliers are eliminated using a discrete null space: using the notation of eq. (13), the discrete null space, Γ m , is the orthogonal complement of the discrete constraint matrix, B m , such that Γ T m B T m = 0. As discussed in section 5.2, analytical expressions of the discrete constraint matrix can be derived for a wide range of constraints; the originality of proposed approach is to show that analytical expressions of the discrete null space can also be obtained for numerous constraints. This approach bypasses the need for the numerical evaluation of the null space using the many techniques described in sections 4.1 a and 4.2 a , and the associated numerical cost. Furthermore, the discrete null space is computed for each element of the system independently, and hence, can be used within the framework of finite element methods without harming the bandwidth of the system.
Scaling of the governing equations
Petzold and Lötstedt [4] a have shown that index-3 DAEs are severely ill conditioned for small time step sizes when using BDF formulas: unless corrective actions are taken, the condition number of the iteration matrix is O(h −3 ). Furthermore, errors in the displacement, velocity and multiplier fields are shown to propagate at rates of O(h −1 ), O(h −2 ) and O(h −3 ), respectively. A perturbation analysis by Arnold [61] indicated that errors and constraint violations grow very rapidly as the time step size is reduced, preventing the practical use of time refinement procedures, and imposing tight tolerances on the solution of the nonlinear discrete equations.
Petzold and Lötstedt [4] a presented a simple scaling transformation of the DAEs that yields a condition number O(h −2 ) and an improvement of one order in the errors for all solution fields. Although the sensitivity to perturbations is reduced, numerical problems are still observed in practice. Their scaling, termed "left preconditioning," consists of dividing the constraint equations by the time step size, while the dynamic equilibrium equations are multiplied by the same quantity. Bottasso et al. [62] proposed the addition of a "right preconditioning" which scales the unknowns of the problem: Lagrange multipliers are divided by the square of the time step size, while velocities are multiplied by the time step size. The combination of both preconditioning techniques leads to a remarkable result: both error propagation and conditioning are O(h 0 ), i.e. the behavior of the numerical solution of index-3 DAEs is identical to that of ODEs. Clearly, scaling can and should be used in conjunction with other techniques for the solution of DAEs: it is easily implemented, does not require a reformulation of the equations of motion, and does not introduce additional unknowns.
Conclusions
Index reduction techniques are formal mathematical procedures that reduce the index of DAEs from 3 to 2 or 1. In many cases, properties of the proposed schemes are proved mathematically. While the order of accuracy of the solution is often provided, the problem of violation of the constraints was rarely addressed.
Due to approximations and round-off errors, many numerical solutions do not satisfy the constraints exactly, a phenomenon known as "drift." Numerous constraint violation stabilization techniques have been developed to remedy this problem, but Baumgarte's method is probably the most widely used. It presents two shortcomings: first, constraints are never exactly satisfied, and second, no general procedure exists to determine the problem dependent parameters appearing in the formulation. Consequently, this approach cannot be recommended for general used in multibody systems.
Penalty based formulations have also been used to control the drift phenomenon. The augmented Lagrangian formulation is probably the most robust and efficient method of that type. Next, constraint violation elimination techniques have been developed to enforce satisfaction of the constraints to machine accuracy, typically by means of iterative process that projects the solution onto the constraint manifold.
Next, new algorithms have been developed for the enforcement of constraints within the framework of the finite element method. Based on the physical concepts of energy preservation and vanishing of the work done by the constraint forces, robust algorithms have been developed that present mathematical proofs of stability. Finally, scaling algorithms have recently been developed that completely eliminate the ill conditioning traditionally associated with index-3 DAEs.
