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Abstract
We study the extended prepotentials for the S-duality class of quiver gauge theo-
ries, considering them as quasiclassical tau-functions, depending on gauge theory
condensates and bare couplings. The residue formulas for the third derivatives of
extended prepotentials are proven, which lead to effective way of their computation,
as expansion in the weak-coupling regime. We discuss also the differential equations,
following from the residue formulas, including the WDVV equations, proven to be
valid for the SU(2) quiver gauge theories. As a particular example we consider the
constrained conformal quiver gauge theory, corresponding to the Zamolodchikov
conformal blocks by 4d/2d duality. In this case part of the found differential equa-
tions turn into nontrivial relations for the period matrices of hyperelliptic curves.
1
1 Introduction
The S-duality class of the supersymmetric quiver theories [1] allows to study gauge theories with
matter, charged with respect to more than a single gauge group. In some regions of their moduli
space the traditional methods of quantum field theory are not applicable, but they can be still
analyzed, using geometric approach to N = 2 supersymmetric gauge theories, initiated long ago
by Seiberg and Witten [2]. It is especially intriguing and interesting, that this geometry can be
independently viewed both from four-dimensional and two-dimensional perspectives [3, 4, 5, 6],
allowing to apply in the latter case the dual techniques of theories with infinite-dimensional
algebras of symmetry. Direct observation of such symmetry in four-dimensional gauge theories
remains to be one of the main challenges in modern mathematical physics.
The Seiberg-Witten (SW) prepotentials in quiver gauge theories can be naturally extended
[7] to incorporate the dependence of the bare ultraviolet (UV) couplings in addition to the
infrared (IR) gauge theory condensates. In this way they can be identified with more general
class of the quasiclassical tau-functions [8], which are well-known from long ago [9] to appear
in the context of supersymmetric gauge theories. Studied previously only for the higher per-
turbations of the UV prepotential [10, 11, 3, 12], this extension becomes more generic for the
quiver theories and can be studied in detail along the lines, proposed in [7].
One of the practical applications of the geometric picture and integrable equations in the
gauge-theory framework is that it allows to use the alternative methods for the computations
of the prepotentials, describing physics of light states in the IR. These methods equally work
in the regions, where the theory possesses the UV non-Abelian Lagrangian description, as
well as in the regions where only an effective description of light Abelian modes is possible
(or even no Lagrangian is known at all [1]). In the first case the weak-coupling phase in
N = 2 supersymmetric gauge theory is saturated by the one-loop perturbation theory and the
instanton calculus [2, 13], while in the latter cases the traditional methods of quantum gauge
theory are not fully applicable. Below we are going to use the techniques of the quasiclassical
integrable systems [8] to study the expansion of the prepotentials of quiver gauge theories in
various regions of the moduli space, to be called as weak-coupling expansion, since it coincides
with the perturbative and instanton analysis in all known cases, though goes itself beyond the
scope, where such analysis is valid.
In this paper the proposed methods will be used to study the prepotentials of S-duality
class of the SU(2) quiver gauge theories, and mostly with the massless matter (vanishing
bare masses). Already in this case there are some subtleties with the analysis of weakly-
coupled phases with (half-) tri-fundamental multiplets (the so called sicilian quivers), where
the instanton calculus [13] is not directly applicable [14]. Nevertheless, the developed methods
lead directly to the weak-coupling expansion in this case as well, and this allows to hope on
their validity for the most interesting case of the higher-rank gauge quivers, where the “sicilian
problem” arises in full. Moreover, when one of the trifundamental states becomes massless, such
theories form a class of four-dimensional conformal theories with the quadratic prepotentials,
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when the couplings are renormalized from their bare values only by non-perturbative effects
(the perturbative beta-functions vanish and the perturbative renormalization is finite).
Fortunately, for this class of quiver theories there is a well-known description on two-
dimensional side, proposed by Al. Zamolodchikov in terms of conformal blocks for the c = 1
Ashkin-Teller (AT) model or scalar field on hyperelliptic Riemann surface [16]. In the SW
approach this Riemann surface appears just as a particular degenerate case of the SW curve
for a massless SU(2) quiver, when the gauge theory condensates are constrained by certain
conservation condition. We establish here direct relation of the geometric approach with the
formulation in terms of two-dimensional conformal field theory (2d CFT), which is one more
nice example of 4d/2d correspondence, going - strictly speaking - even beyond the framework
of the AGT conjecture [6], since generic Nekrasov function is now known in such cases [14] (see
also [15]).
We derive a generalization of the Zamolodchikov renormalization formula [17] (see also
[18, 19, 20, 21, 7]) for this class of constrained quiver theories, which includes the first-order
differential equations for the effective couplings and their implicit solution via the Thomae
formulas. Finally, we study another kind of non-linear differential equations for the extended
prepotentials - the WDVV equations [22, 23, 24], directly following from the residue formulas,
and show that they hold both in generic massless and constrained Zamolodchikov’s cases.
This paper is organized as follows. Sect. 2 contains the review of the SW approach, and
its extension to the tau-functions of the quiver gauge theories. We also demonstrate here, that
part of the formulas can be immediately derived, using the AGT correspondence with conformal
theory, and prove existence of the standard residue formula [8] for the third derivatives of the
extended quiver prepotentials.
In sect. 3 we propose two slightly different, but directly related methods of calculating the
weak-coupling expansions of the prepotentials, based on differential equations, arising from
the residue formulas and the period integral expansions. We reproduce in this way few well-
known examples, and study in detail two quiver gauge models (including the case of sicilian
quiver in sect. 3.3) and massive deformations of conformal gauge theories. Sect. 4 contains
the analysis of connection between the constrained quiver theories and exact Zamolodchikov’s
conformal blocks in AT model, we prove that the SW description coincides with the 2d CFT
result. Sect. 5 contain the discussion of the nonlinear differential equations for the quiver tau-
functions. We show, that the simplest relations for the period matrices of Zamolodchikov’s
case are equivalent to the well-known Rauch formulas, which describe here the nonperturbative
renormalization of the UV couplings in conformal theories. This section also contains the proof
that the prepotential solves the WDVV equations [24] as the function of all variables: both in
the full massless theory, and in the constrained case. Sect. 6 is devoted to brief discussion of
our results. Some technical information is contained in Appendices.
3
2 Generalities
2.1 Integrability
We start from the definition of the SW system [2], assuming here the S-duality class of quiver
gauge theories [1] with the
⊗
k SU(N
(k)
c ) gauge groups. We shall mostly concentrate on the su-
perconformal models, containing fundamental, bifundamental and trifundamental matter mul-
tiplets in a combination, which gives vanishing β-functions βk = 0 for all simple gauge group
components, moreover - often with vanishing bare masses. The asymptotically free cases can be
obtained from superconformal models with dimensionless bare couplings by standard dynamical
transmutation in the limit when (some of) the bare masses become infinite and corresponding
multiplets decouple.
The definition includes:
• g-parametric family of the genus g curves Σ: F (x, z; u1, ..., ug) = 0 with the fixed basis in
H1(Σ,Z) (including marked A- and B-cycles).
• Two meromorphic differentials dx and dz or the SW one-form dS = xdz.
• The connection ∇ on the moduli space, such that derivatives ∇ ∂
∂ui
dS are holomorphic.
The SW equations read (see [8] for the most general construction and [2] for the first
application to supersymmetric gauge theory)
ai =
1
2πi
∮
Ai
dS, aDi =
∮
Bi
dS =
∂F
∂ai
i = 1, . . . , g (2.1)
Theorem 1 There exists locally-defined function F(a1, ...ag), which solves this system, the
difference of any two solutions is a-independent.
Proof: Denote ∇ ∂
∂ai
= ∂
∂ai
and compute the derivatives
δij =
1
2πi
∮
Ai
∂dS
∂aj
∂aDi
∂aj
=
∮
Bi
∂dS
∂aj
= Tij
We conclude from the first formula that ∂dS
∂ai
= dωi, i = 1, . . . , g are canonically-normalized
holomorphic one-forms, so the second derivatives of the prepotential are the period matrix,
which is symmetric due to Riemann bilinear relations (RBR)
0 =
∫
Σ
dωi ∧ dωj =
∫
∂Σcut
ωidωj =
g∑
k=1
(∮
Ak
dωi
∮
Bk
dωj −
∮
Ak
dωj
∮
Bk
dωi
)
=
= Tij − Tji
(2.2)
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where we have used the Stokes formula for the integral over the boundary ∂Σcut of the cut
Riemann surface Σ. Hence, we have proven that 1-form on the moduli space η =
g∑
i=1
δaia
D
i =
g∑
i=1
δ
(∮
Ai
dS
)
· ∮
Bi
dS is closed, so locally it is the differential of some function F .

Now let us extend and precise our definition, for the family of curves
F (x, z;u,q) = F (x, z; u1, . . . , ug; q1, . . . , qn) =
∑
k
xkφk(z) = 0 (2.3)
which covers Σ→ Σ0 some curve Σ0 (which is often called UV or Gaiotto curve), whose moduli
space can be parameterized by q = {q1, ..., qn}, while u = {u1, . . . , ug} are moduli of the cover 1.
The curve Σ is endowed with two meromorphic differentials [8]: dz, which can be projected to
the UV curve Σ0 and dx, or generating one-form dS = xdz. The connection ∇ = ∇z can be
now defined via projection onto the z-plain:
∇ ∂
∂ui
f(z, x(z,u))dz =
∂f(z, x(z,u)
∂ui
dz
For the rational Σ0 with g0 = 0 parameters {qi} are the co-ordinates of the following points in
z-plane (both options are possible):
• The branch-points of the cover, where x =
z→qi
k−1∑
l=1
Cl(z,q, ~u)(z − qi)− lk (massless case).
• The set of the regular points on the cover Σ, where xdz has the simple poles with fixed
residues (massive case).
Consider now the following system of equations:
∂F
∂qi
=
1
2
∑
p−1(qi)
Res
(dS)2
dz
, i = 1, . . . , n (2.4)
1In the most simple, but still important case the cover is hyperelliptic, defined by the quadratic equation
x2 = φ2(z), with the poles at n marked points. In this case the number of vacuum condensates (the dimension
of the space of such differentials) equals to the dimension of Teichmu¨ller space of Σ0: l(2K + p1 + ... + pn) =
4g0−4+n−g0+1 = 3g0−3+n = dimTeichg0,n, i.e. the number of coupling constants equals to the number of
vacuum condensates (each SU(2) gauge group comes with the coupling constant and the vacuum condensate),
and the whole set of parameters can be identified with T ∗(Teichg0,n). The genus of the cover Σ comes from the
Riemann-Hurwiz formula: g = 2g0−1+ 12
∑
(ni−1) = 2g0−1+2g0−2+n = g0+(3g0−3+n). Unfortunately,
only partially such analysis can be applied to the case of higher-rank gauge quivers, see [7]. However, we shall
also consider below the Zamolodchikov or constrained case, where the number of gauge theory condensates is
constrained by certain conservation conditions (or vanishing of the masses of some light physical states), but
the number of UV couplings remains intact, then the reduced genus g˜ < n.
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Here we should compute the number of points with their multiplicities. Then there is the
non-trivial
Theorem 2 The systems (2.1) and (2.4) are consistent. They define F(a,q), which is defined
up to some constant, whereas (2.1) defines F(a,q) up to some qi-dependent function.
Proof: In the vicinity of branching points one has
dS(1) =
z→qi
k−1∑
l=1
Cl(z,q, a)dz
(z − qi) lk
dS(2) =
z→qi
midz
z − qi + C0(z,q, a)dz
(2.5)
where two different possibilities are marked by (1) or (2) respectively. Here Cl(z,q, a) = Cl +
c1l(z − qi) + c2l(z − qi)2 + . . . are analytic at z → qi, therefore
∂dS(1)
∂qi
=
z→qi
k−1∑
l=1
l
k
Cldz
(z − qi) lk+1
+ hol. =
z→qi
−d
k∑
l=1
Cldz
(z − qi) lk
+ hol.
∂dS(2)
∂qi
=
z→qi
midz
(z − qi)2 + hol. =z→qi−d
mi
z − qi + hol.
(2.6)
since the residues are fixed, or ∂mi
∂qi
= 0. Denote ∂dS
∂qi
= dΩi, then in both cases
dS
dz
=
z→qi
−Ωi + hol. (2.7)
where Ωi(P ) =
P∫
P0
dΩi is corresponding Abelian integral. For the mixed derivatives one gets
from (2.4)
∂F
∂aj∂qi
=
∑
p−1(qi)
Res
dS
dz
∂dS
∂aj
=
∑
p−1(qi)
Res
dS
dz
dωj = −
∑
Res(Ωidωj) (2.8)
where the replacement dS
dz
≈
z→qi
−Ωi is allowed, because dωj is holomorphic. On the other hand
from (2.1)
∂2F
∂qi∂aj
=
∮
Bj
∂dS
∂qi
=
∮
Bj
dΩi =
1
2πi
g∑
l=1

∮
Al
dωj
∮
Bl
dΩi −
∮
Bl
dωj
∮
Al
dΩi

 =
= − 1
2πi
∮
∂Σcut
Ωidωj = −
∑
Res (Ωidωj)
(2.9)
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where we have used 0 = ∂ak
∂qi
=
∮
Ak
dΩj , and we sum over all poles of Ωi. So we have proven that
∂2F
∂aj∂qi
= ∂
2F
∂qi∂aj
, which means the consistency of equations.
Now consider the second set of the mixed derivatives
∂2F
∂qj∂qi
=
∑
p−1(qi)
Res
dS
dz
dΩj = −
∑
p−1(qi)
Res(ΩidΩj) (2.10)
which gives for the difference
∂2F
∂qj∂qi
− ∂
2F
∂qi∂qj
= −
∑
p−1(qi)
Res(ΩidΩj) +
∑
p−1(qj)
Res(ΩjdΩi) =
= −
∑
p−1(qi)
Res d(ΩiΩj) +
∑
Res (ΩjdΩi)
(2.11)
Here the first term is zero due to the trivial reason, and second is zero due to
∑
Res (ΩjdΩi) =
1
2πi
g∑
l=1

∮
Al
dΩj
∮
Bl
dΩi −
∮
Bl
dΩj
∮
Al
dΩi

 = 0 (2.12)
Hence, all mixed second derivatives are equal due to the RBR. 
2.2 Residue formula
The third derivatives of quasiclassical tau-functions should be generally presented by the elegant
residue formulas [8]. To prove it for our case we unify all variables into a single set {XI} =
{ai} ∪ {qk}, and the same with the differentials: {d̟I} = {dωi} ∪ {dΩk}.
Theorem 3 There is a set of residue formulas for the third derivatives of the generalized
prepotential defined by (2.1) and (2.4)
∂3F
∂XI∂XJ∂XK
=
∑
dx=0
Res
d̟Id̟Jd̟K
dxdz
(2.13)
Proof: Let us consider the most subtle case of the third q-derivatives
∂3F
∂qi∂qj∂qk
=
∑
dx=0
Res
dΩidΩjdΩk
dxdz
(2.14)
Formulas for the third a-derivatives (see, e.g. [25]) and mixed derivatives are proven just in the
same way.
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Start with
∂2F
∂qj∂qi
=
∑
p−1(qi)
Res
dS
dz
dΩj =
∑
p−1(qi)
Res xdΩj (2.15)
To take extra q-derivative it is more convenient to use connection ∇x, which is defined via the
projection onto the x-plane:
∇x∂
∂qi
dΩj =
∂
∂qi
dΩj(x, z(x,u)) =
∂
∂qi
dΩj
∣∣∣∣
x
(2.16)
so that
∂3F
∂qj∂qi∂qk
=
∑
p−1(qi)
Res x
∂dΩj
∂qk
∣∣∣∣
x
= −
∑
p−1(qi)
Res Ωi
∂dΩj
∂qk
∣∣∣∣
x
=
=
∑
p−1(qi)
Res dΩi
∂Ωj
∂qk
∣∣∣∣
x
=
1
2πi
∮
∂Σcut
dΩi
∂Ωj
∂qk
∣∣∣∣
x
−
∑
dx=0
Res dΩi
∂Ωj
∂qk
∣∣∣∣
x
=
= −
∑
dx=0
Res dΩi
∂Ωj
∂qk
∣∣∣∣
x
(2.17)
where we have used the fact, that singular part of dΩj near qi is proportional to dx, so the
derivative
∂dΩj
∂qk
∣∣∣
x
is holomorphic, and transformed expression into the sum over all branch points
dx = 0 using the integral over the border of the cut Σ and normalization
∮
Ai
dΩj = 0.
Now the sum goes over the branch-points of the x-projection, we assume without loss of
generality, that these ramification points are simple. In the vicinity of each such point with
(z, x) = (z∗, x∗) one can write (up to the terms, not giving contribution to the final formula,
which is denoted by ”≈”)
x ≈ x∗ + a(z − z∗)2, z ≈ z∗ +
√
x− x∗
a
, dz ≈ dx
2
√
a(x− x∗) (2.18)
then
dS ≈ x∗dz, dΩk = ∂dS
∂qk
∣∣∣∣
z
≈ ∂x
∗
∂qk
dz
Ωk ≈ ∂x
∗
∂qk
z ≈ ∂x
∗
∂qk
√
x− x∗
a
,
∂Ωj
∂qk
∣∣∣∣
x
≈ −
∂x∗
∂qj
∂x∗
∂qk
2
√
a(x− x∗)
(2.19)
and therefore
∂x∗
∂qk
≈ dΩk
dz
,
∂Ωj
∂qk
∣∣∣∣
x
≈ −dΩj
dz
dΩk
dz
dz
dx
= −dΩjdΩk
dxdz
(2.20)
so that, substituting into (2.17), we finally get (2.14). 
Note, that this formula is proven here almost in a full generality, therefore it will be used
below in all cases we need.
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2.3 AGT-correspondence and residue formulas
The spectral curve of the large S-duality class of the quiver theories [1] can be written in the
form of (2.3), where the k-differentials {φk} are defined on the UV-curve Σ0 - in many cases just
on Riemann sphere with marked points {zi} = {0, 1,∞, q1, q2, q3, . . .}, where they are allowed
to have some prescribed singularities. The positions of these singularities {qi} parameterize the
space of UV coupling-constants in the theory.
The picture is very simple in the case of SU(2)-quiver theory, where it has clear interpreta-
tion in terms of two-dimensional CFT. The spectral curve equation (2.3)
x2 = φ2(z) = 〈T (z)〉 =
n∑
j=1
(
∆j
(z − zj)2 +
uj
z − zj
)
(2.21)
leads immediately to the residue formulas (2.4) for the first derivatives of prepotentials in terms
of the generating differential dS = xdz
ui = resz=zix
2dz = resz=zi
dSdS
dz
= 1
2
ResP±i
dSdS
dz
=
∂F
∂zi
(2.22)
Taking one more derivative (at constant z) one gets
2x
∂x
∂zj
=
2∆j
(z − zj)3 +
uj
(z − zj)2 +
∂uj/∂zj
z − zj +
∑
i 6=j
∂ui/∂zj
z − zi (2.23)
that is
∂2F
∂zj
= 2resz=zjx
∂x
∂zj
dz = 2resz=zj
dSdΩj
dz
∂2F
∂zi∂zj
= 2resz=zix
∂x
∂zj
dz = 2resz=zi
dSdΩj
dz
, i 6= j
(2.24)
where
dΩj =
∂x
∂zj
dz = ∇z∂
∂zi
xdz = ∇z∂
∂zi
dS (2.25)
and the derivatives
∂uk
∂zi
=
∂uk
∂zi
∣∣∣∣
a
(2.26)
are taken at constant a-periods a = 1
2πi
∮
A
xdz of the generating differential or some fixed choice
of the cycles {Aj} on the cover.
Notice, that these formulas are not all independent due to constraints, coming from the
regularity condition at z =∞
n∑
j=1
uj = 0,
n∑
j=1
(zjuj +∆j) = 0,
n∑
j=1
(z2juj + 2zj∆j) = 0 (2.27)
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Consider now the reparameterization in the space of bare coupling induced by z → ω(z),
which can be conveniently encoded by dω = dz/f(z). Then, the first derivatives of deformed
prepotential Ff are given by
f(zi)
∂Ff
∂zi
= resz=zi
dSdS
dz/f(z)
= resz=zif(z)x
2dz (2.28)
Calculating the residue in the r.h.s. using (2.21) one finds, that
f(zi)
∂Ff
∂zi
= f(zi)ui + f
′(zi)∆i
and this corresponds to the transformation
Ff = F +
n∑
i=1
∆i log f(zi) (2.29)
which does not change the derivatives of prepotential over the period a-variables.
Notice that the residue formula is also true for an arbitrary dω = dz
f(z)
:
∂3Ff
∂ω(zi)∂ω(zj)∂ω(zk)
=
∑
d(xf(z))=0
dΩfi dΩ
f
j dΩ
f
k
d(xf(z))dω
(2.30)
where dΩfi = f(zi)
∂dS
∂zi
∣∣∣
z
. It is clear, since the proof of sect. 2.2 can be rewritten literally for
the differential dz/f(z) and the function xf(z).
Similarly one can consider the change of couplings, corresponding
(z1, . . . , zn)→ (q1, . . . , qn−3, 1, 0,∞)
In particular, for f(z) = (z−zn)(z−zn−1)
zn−zn−1 with some fixed (zn, zn−1, zn−2) one gets
zj
∂Ff
∂zj
= reszj
dS
dω
dS = reszj
x2dz
dω/dz
=
=
2zj − zn − zn−1
zn − zn−1 ∆j +
(zj − zn)(zj − zn−1)
zn − zn−1 uj j = 1, . . . , n− 3
(2.31)
where dω = dz
f(z)
= dz
z−zn − dzz−zn−1 . In this way one can easily reproduce all original formulas
from [7].
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3 Weak-coupling expansions of the prepotentials
In this section we propose the techniques of the weak-coupling analysis of the quiver gauge
theories, based on applications of the residue formulas. For the perturbative prepotentials -
instead of computation of the period matrices of degenerate curves - one can just compute
the residues of certain one-forms, which can be projected from the SW curve Σ to the UV
Gaiotto curve Σ0. This procedure has been applied to the computations of the dependence
of perturbative prepotentials over vacuum condensates in [26], and we extend it here to the
tau-functions of quiver gauge theories as functions of the bare couplings.
The dependence of perturbative prepotentials over the UV couplings is rather simple and
can be directly compared with the one-loop calculations in corresponding supersymmetric quan-
tum field theories. However, the application of our methods can be immediately extended to
compute the whole weak-coupling expansion of a prepotential 2. One can apply for these
purposes the differential equations, obtained from the residue formulas (2.14) for the third q-
derivatives, and expressing them in terms of the first (2.4) and second (2.10) derivatives of the
same prepotentials. Equivalently, one can compute the power corrections in bare couplings to
the perturbative prepotentials by study of the q-expansions of the period integrals, which define
the integration constants for these equations. These power corrections exactly correspond to
the instanton expansions of the quiver gauge theories, but also go beyond this case, when the
latter cannot be defined [14]. As an example, we compute the expansion for the case of sicilian
quiver with three SU(2) groups, which will be also used later for discussion of the constrained
or Zamolodchikov’s case.
3.1 Methods for the weak-coupling expansion
An effective solution of the equations (2.1) is generally not so easy due to the complicated
geometry of the spectral curve (see e.g. [29]). Fortunately, in the vicinity of particular points
in the moduli space, where spectral curve degenerates, one can find the series expansions of the
prepotential. Here we describe two different but closely related methods of such calculation.
Method I:
• Parameterize a spectral curve through ∂F
∂qi
using (2.4);
• Substitute an expansion F = A logq + ∑
k>0
ckq
k into the first half of equations in (2.1)
and solve obtained equations iteratively;
• Recover the q-independent part of the prepotential using (2.13) for the a-derivatives.
2The neighborhoods of degenerate curves in the moduli space are usually called as the weak-coupling regions,
this is true indeed in many cases - the corresponding theory has a Lagrangian description, and the whole weak-
coupling expansion can be recovered from the instanton calculus.
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Method II:
• Derive the non-linear differential equation for the prepotential as the function of q using
(2.13), it expresses the third derivatives through the first (coefficients of the equation for
the curve) and second (coefficients in the expressions for the differentials dΩ);
• Solve the first equation of (2.1) in the degenerate limit, and recover the term A logq;
• Substitute an expansion F = A logq + ∑
k>0
ckq
k into obtained differential equation and
solve it iteratively;
• Recover again the q-independent part of the prepotential using (2.13) for the a-derivatives.
Strictly speaking, the first method is just a modification of the second, since it uses directly
the period integrals, which play the role of the integrals of motion for the differential equations
we use in the second method of computation. In what follows we use both of them, dependently
on particular example, to save the efforts.
3.2 Warm-up examples
Original SW theory Let us start with the integrable system from the first work of Seiberg
and Witten [2]
y2 = (x2 − Λ4)(x− u), dS =
√
2(u− x)
x2 − Λ4 dx
(3.1)
Introduce λ1 and λ2 such, that Λ
2 = λ1 − λ2 and
dS =
√
2
(
λ1+λ2
2
+ u− x)
(x− λ1)(x− λ2) dx
(3.2)
(one can always put λc = λ1 + λ2 = 0 at the end), then in follows from (2.4), that
∂F
∂λ1
= Resλ1
2(λ1+λ2
2
+ u− x)
(x− λ1)(x− λ2) =
λ2 − λ1 + 2u
λ1 − λ2
∂F
∂λ2
= Resλ2
2(λ1+λ2
2
+ u− x)
(x− λ1)(x− λ2) =
λ1 − λ2 + 2u
λ2 − λ1
(3.3)
Since ∂
∂λ1
= ∂
∂Λ2
+ ∂
∂λc
, ∂
∂λ2
= − ∂
∂Λ2
+ ∂
∂λc
, one gets therefore ∂F
∂λc
= 1 and
Λ
∂F
∂Λ
= 4u (3.4)
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Substituting
dΩ =
∂dS
∂Λ2
=
(
Λ2
x2 − Λ4 +
1
4Λ
∂u
∂Λ
1
u− x
)
ydx (3.5)
into the residue formula (2.13) we get
∂3F
(∂Λ2)3
= −2
∑
x∈{±Λ2,u}
Res
(dΩ)3
dxdy
=
∑
x∈{±Λ2,u}
Res
(
2Λ2
x2 − Λ4 +
1
2Λ
∂u
∂Λ
1
u− x
)3
dx
(2/y2)′ (3.6)
and computing the residue we get an equation for the prepotential:
4Λ2
((
∂F
∂Λ
)2
− 16Λ2
)
∂3F
∂Λ3
+
(
Λ
∂2F
∂Λ2
− ∂F
∂Λ
)3
= 0 (3.7)
It is certainly well-known (see, e.g. [27]) and even equivalent in this case to the hypergeometric
differential equation for the inverse function. The only important for us thing is that it comes
also from the residue formula (2.13) and allows to determine immediately the weak-coupling
expansion of the prepotential, substituting an ansatz F = 2a2 log Λ+
∞∑
k=1
ckΛ
4ka2−4k and solving
the algebraic equations for the coefficients ck with the result
F = −2a2 log a + 2a2 log Λ + Λ
4
4a2
+
5Λ8
128a6
+
3Λ12
128a10
+ . . . (3.8)
Notice only, that everywhere in this example we used the original normalization of [2] for the
period a, which corresponds to the mass of W -boson.
Conformal SU(2) theory Now, again for the illustration purposes, consider the SU(2)
theory with four massless flavors, corresponding to sphere with n = 4 marked points. Equation
(2.21) acquires the form
x2 =
u
z(z − 1)(z − q) =
q(q − 1)∂F
∂q
z(z − 1)(z − q) (3.9)
since
∂F
∂q
= resz=qx
2dz =
u
q(q − 1) (3.10)
The residue formula(
∂F
∂q
)2
∂3F
∂q3
=
1
2
Resq
((
1
z − q +
1
q
+
1
q − 1
)
∂F
∂q
+
∂2F
∂q2
)3
q(q − 1)(dz)2
d (z(z − 1)(z − q)) (3.11)
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gives rise to the differential equation
∂F
∂q
∂3F
∂q3
=
3
2
(
∂2F
∂q2
)2
+
1− q + q2
2q2(q − 1)2
(
∂F
∂q
)2
(3.12)
which can be rewritten in the form
{F , q} = 1− q + q
2
2q2(q − 1)2 (3.13)
where {, } stays for the Schwarzian derivative. The general solution is
F = AK(1− q) +BK(q)
CK(1− q) +DK(q) ,
(
A B
C D
)
∈ PSL2(C) (3.14)
which comes from the fact, that K(q) =
q∫
0
dz√
z(z−1)(z−q) and K(1 − q) =
1∫
q
dz√
−z(z−1)(z−q) form
the basis of solutions to f ′′(q) + T (q)f(q) = 0, with T (q) = 1−q+q
2
2q2(q−1)2 .
To fix the physical solution we should impose, that F = a2 log q + . . ., which gives
F = iπa2τ(q) = −πa2K(1− q)
K(q)
=
= a2
(
log q − log 16 + q
2
+
13q2
64
+
23q3
192
+
2701q4
32768
+ . . .
) (3.15)
This is just one more way to get the non-perturbative renormalization of coupling in the con-
formal theory with the vanishing beta-function (cf. with [18, 19, 20, 21]).
3.3 Quiver gauge theory and S-duality class
SU(2)×SU(2) linear quiver Let us turn to the quiver gauge theories and consider, first, the
SU(2)×SU(2) gauge quiver with four massless fundamentals and one bi-fundamental multiplet.
We consider it in the limit ǫ → 0 after reparameterization q1 = ǫQ1, q2 = 1 − ǫQ2, here the
parameter ǫ plays the role of degree-counting variable, so we will put ǫ = 1 in the final answer.
The spectral curve equation (2.21) now reads
x2 =
q1(q1 − 1) ∂F∂q1
z(z − 1)(z − q1) +
q2(q2 − 1) ∂F∂q2
z(z − 1)(z − q2) =
=
(1− z)F1(1− ǫQ1) + zF2(1− ǫQ2) + ǫ2Q1Q2(F1 + F2)
z(ǫQ1 − z)(z − 1)(1− ǫQ2 − z)
(3.16)
where we parameterized the curve by F1 = q1
∂F
∂q1
= ∂F
∂ logQ1
, and F2 = (q2 − 1) ∂F∂q2 = ∂F∂ logQ2 .
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Now we can compute the periods ai =
1
2πi
∮
Ai
xdz, i = 1, 2, expanding these integrals into
the series. Namely,
a1 =
√
F1
π
ǫQ1∫
0
√
(1− z)(1 − ǫQ1) + z F2F1 (1− ǫQ2) + ǫ2Q1Q2(1 + F2F1 )
(1− z)(1− ǫQ2 − z)
dz√
z(ǫQ1 − z)
=
=
√
F1
π
ǫQ1∫
0
(
1 +
∞∑
k=1
f1,kz
k
)
dz√
z(ǫQ1 − z)
=
=
√
F1
(
1 +
∞∑
k=1
ǫkQk1
(2n− 1)!!
(2n)!!
f1,k(ǫQ1, ǫQ2, F2/F1)
)
(3.17)
where the integrals were computed using
1
π
ǫQ1∫
0
zndz√
z(ǫQ1 − z)
= ǫnQn1
Γ(n + 1
2
)√
πΓ(n+ 1)
= ǫnQn1
(2n− 1)!!
(2n)!!
(3.18)
The same should be done with the A2-period
a2 =
√
F2
π
1∫
1−ǫQ2
(
1 +
∞∑
k=1
f2,k(ǫQ1, ǫQ2, F1/F2)(z − 1)k
)
dz√
(1− z)(z − 1 + ǫQ2)
=
=
√
F2
(
1 +
∞∑
k=1
(−1)kǫkQk2
(2n− 1)!!
(2n)!!
f2,k(ǫQ1, ǫQ2, F1/F2)
) (3.19)
Explicitly for the expansions (3.17) and (3.19), one gets
a1 =
√
F1 − Q1(F1 + F2)
4
√
F1
ǫ− Q
2
1(7F
2
1 + 14F1F2 + 3F
2
2 )
64F
3/2
1
ǫ2−
−Q
2
1(17F
3
1Q1 + 51F
2
1F2Q1 + 23F1F
2
2Q1 + 5F
3
2Q1 + 16F
2
1F2Q2)
256F
5/2
1
ǫ3 + . . .
a2 =
√
F2 − Q2(F1 + F2)
4
√
F2
ǫ− Q
2
2(7F
2
2 + 14F2F1 + 3F
2
1 )
64F
3/2
2
ǫ2−
−Q
2
2(17F
3
2Q2 + 51F
2
2F1Q2 + 23F2F
2
1Q2 + 5F
3
1Q2 + 16F
2
2F1Q1)
256F
5/2
2
ǫ3 + . . .
(3.20)
Substituting here F1 = a
2
1 +
∞∑
k=1
F1,kǫ
k, F2 = a
2
2 +
∞∑
k=1
F2,kǫ
k and inverting these equations, one
can check, in particular, that Q1
∂F2
∂Q1
= Q2
∂F1
∂Q2
, and get the final expression for the expansion of
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the prepotential. It reads (after the substitution ǫ = 1)
F(a,q) = Fpert(a) + a21 logQ1 + a22 logQ2 +
a21 + a
2
2
2
(Q1 +Q2)+
+
13a41 + 18a
2
1a
2
2 + a
4
2
64a21
Q21 +
a21 + a
2
2
4
Q1Q2 +
13a42 + 18a
2
1a
2
2 + a
4
1
64a22
Q22+
+
23a41 + 38a
2
1a
2
2 + 3a
4
2
192a21
Q31 +
13a41 + 18a
2
1a
2
2 + a
4
2
64a21
Q21Q2+
+
13a42 + 18a
2
1a
2
2 + a
4
1
64a22
Q1Q
2
2 +
23a42 + 38a
2
1a
2
2 + 3a
4
1
192a22
Q32+
+
2701a81 + 5028a
6
1a
2
2 + 470a
4
1a
4
2 − 12a21a62 + 5a82
32768a61
Q41 +
23a41 + 38a
2
1a
2
2 + 3a
4
2
128a21
Q31Q2+
+
17a61 + 343a
4
1a
2
2 + 343a
2
1a
4
2 + 17a
6
2
1024a21a
2
2
Q21Q
2
2 + . . .
(3.21)
Note that the coefficients 1
2
, 13
64
, 23
192
, 2701
32768
in (3.21) are the coefficients of expansion −πK(1−q)
K(q)
,
or of the prepotential (3.15) for a single SU(2) group.
To fix the perturbative part one can apply the residue formula (2.13) for the a-variables
∂3Fpert
∂a31
= −2
∑
dz=0
res
(
∂ log x
∂a1
)3
x2
dz
(log x)′
=
= −2
∑
dz=0
res
(
1
2
∂α
∂ai
− 1
2
∂v
∂a1
1
z − v
)3
2α(z − v)dz∏
(z − zi)( 1z−v −
∑
1
z−zi )
=
= −2resz=v dz
z − v
(
1
2
(z − v) ∂α
∂ai
− 1
2
∂v
∂a1
)3
2α∏
(z − zi)(1−
∑
z−v
z−zi )
=
=
1
2
(
∂v
∂a1
)3
α∏
(v − zi)
(3.22)
on the degenerated curve (3.16)
x2 =
(1− z)a21 + za22
z(z − ǫQ1)(z − 1)(z − 1 + ǫQ2) =
α(z − v)∏
(z − zi) (3.23)
where we have substituted ǫ → 0 in the numerator, i.e. F1 = a21, F2 = a22. In the limit ǫ → 0:
v =
a21
a21−a22
, α = a22 − a21, i.e.
∂v
∂a1
= − 2a1a
2
2
(a21 − a22)2
,
∏
(v − zi) = a
4
1a
4
2
(a21 − a22)4
(3.24)
and we obtain
∂3Fpert
∂a31
=
2
a1 − a2 +
2
a1 + a2
− 4
a1
(3.25)
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which gives for the q-independent part
Fpert = (a1 − a2)2 log(a1 − a2) + (a1 + a2)2 log(a1 + a2)− 2a21 log a1 − 2a22 log a2 (3.26)
SU(2) × SU(2) × SU(2) sicilian quiver For the SU(2) × SU(2) × SU(2) theory the curve
(2.21) is parameterized as
x2 =
Q1(ǫQ1 − 1) ∂F∂Q1
z(z − ǫQ1)(z − 1) +
(1− ǫQ2)Q2 ∂F∂Q2
z(z − 1 + ǫQ2)(z − 1) +
(1− 1
ǫQ3
)Q3
∂F
∂Q3
z(z − 1)(z − 1
ǫQ3
)
(3.27)
We have chosen parametrization q1 = ǫQ1, q2 = 1− ǫQ2, q3 = 1ǫQ3 in the space of UV couplings
to make it convenient for the computations in the weak-coupling phase for sicilian quiver with
massless fundamental and (half-) tri-fundamental multiplets. This parametrization is adjusted
to particular degeneration of the UV curve in such a way, that one has a single central com-
ponent (corresponding to the trifundamental) connected to three another components (each
corresponding to a pair of fundamentals) 3.
Denote again Fi = Qi
∂F
∂Qi
, i = 1, 2, 3, and solve equations for the A-periods of the type (3.17),
(3.19). Now we need to compute one more integral
∞∫
1
ǫQ3
z−k−1dz√
ǫQ3z−1 , corresponding to the third A-
period, which is calculated again, using formula similar to (3.18). Just the same procedure as
in the case of two gauge groups leads now in a straightforward way to the answer
F = a21 logQ1 + a22 logQ2 + a23 logQ3 − 2a21 log a1 − 2a22 log a2 − 2a23 log a3+
+
1
2
∑
ǫ,ǫ′=±
(a1 + ǫa2 + ǫ
′a3)2 log(a1 + ǫa2 + ǫ′a3)+
+
a21 + a
2
2 − a23
2
Q1 +
a21 + a
2
2 − a23
2
Q2 +
−a21 + a22 + a23
2
Q3+
+
a21 + a
2
2 − a23
4
Q1Q2 +
a21 − a22 − a23
4
Q2Q3 +
a21 − a22 + a23
4
Q1Q3+
+
13a41 + 18a
2
1a
2
2 − 14a21a23 + a42 − 2a22a23 + a43
64a21
Q21+
+
a41 + 13a
4
2 − 14a22a23 + a43 + 18a21a22 − 2a21a23
64a22
Q22+
+
a41 + a
4
2 + 18a
2
2a
2
3 + 13a
4
3 − 2a21a22 − 14a21a23
64a23
Q23 + ...
(3.28)
3Notice, that it is essentially different from parameterization q1 = ǫ
3Q1Q2Q3, q2 = ǫ
2Q2Q3, q3 = ǫQ3,
convenient for the computations for the linear quiver. It is easy to verify, e.g. that for these two choices of
parameterization the ǫ → 0 limit is consistent with fixing homology on the curve, corresponding to particular
perturbative phase of gauge theory, which in its turn is manifested by singularities in the period matrices and
expansion of the perturbative prepotential.
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Let us stress here, that the result in this case, where the standard methods [13] of the instanton
calculus are not applicable directly [14], is obtained from the study of gauge-theory tau-functions
exactly in the same way as for the theories, where the weak-coupling expansion is saturated by
the instanton configurations. This allows us to hope for a direct application of our methods for
the S-duality class of generic SU(N) quiver gauge theories, which can shed light to the physical
properties of supersymmetric gauge theories, which do not even have a Lagrangian formulation.
3.4 Mass-deformed theory and quasiclassical conformal block
For the n = 4 massless SU(2) theory the prepotential is given by quadratic expression (3.15).
Consider now its simplest deformation, when two flavors receives an opposite masses, e.g.
∆0 = m
2, ∆1 = ∆q = ∆∞ = 0, with the curve (2.21) for this case
x2 =
zq(q − 1)F ′ − (z − q)m2
z2(z − 1)(z − q) (3.29)
where F ′ = ∂F
∂q
. The residue formula (2.14) gives now the differential equation
F ′′′+
+
m4F ′[3q(2− 3q)F ′′ + 2(1− 3q)F ′]− [3q4(q − 1)2F ′2F ′′2 + q2(q2 − q + 1)F ′4]
2q2(q − 1)F ′[q2(q − 1)F ′2 +m2q(q − 2)F ′ −m4] −
−m
2[(q − 1)2q2F ′′3 + 6q(q − 1)2F ′F ′′2 + 3(q2 + q − 1)F ′′F ′2 + (3 + 2q)F ′3]
2(q − 1)F ′[q2(q − 1)F ′2 +m2q(q − 2)F ′ −m4] = 0
(3.30)
which can be solved, using the anzatz F = (a2 −m2) log q +
∞∑
k=1
ckq
k, giving rise to expansion
F = Fpert(a;m) + (a2 −m2) log q + a
2 −m2
2
q+
+
13a4 − 14a2m2 +m4
64a2
q2 +
23a4 − 26a2m2 + 3m4
192a2
q3+
+
2701a8 − 3164a6m2 + 470a4m4 − 12a2m6 + 5m8
32768a6
q4 + . . .
(3.31)
Notice, that this prepotential is directly related to the corresponding expression (3.21) in the
massless SU(2)× SU(2) theory (we compare F(a,m, q) for a single massive flavor theory with
the massless prepotential F(a1, a2, q1, 1−Q2) for two gauge groups (3.21) in the limit Q2 = 0,
a2 = m). Their difference[F(a, a˜, q, 1−Q)|a˜=m −m2 logQ]Q=0 − F(a,m, q) = −m2 log(1− q) (3.32)
is just a U(1)-factor, commonly arising in the context of the AGT correspondence [6]. The
q-independent term in (3.31)
Fpert(a;m) = (a−m)2 log(a−m) + (a+m)2 log(a +m)− 2a2 log a (3.33)
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is restored in standard way from residue formula on degenerate curve, and it vanishes in the
limit m→ 0.
Now let us add more massive deformations for a single SU(2) and consider generic four-point
function
x2 =
(q − 1)qF ′
z(z − q)(z − 1) +
∆0
z2
+
∆1
(z − 1)2 +
∆q
(z − q)2 −
∆0 +∆1 +∆q −∆∞
z(z − 1) =
=
Q4(z)
z2(z − 1)2(z − q)2 = φ2(z)
(3.34)
where four ∆ = ∆(m) are quadratic functions of the fundamental masses only. Denote
qF ′|q=0 = A and look first for the solution in the weak-coupling region q → 0. One has
Q
(0)
4 (z) = Q4(z)|q=0 = z2
(
∆∞z2 + (−A−∆0 +∆1 −∆q −∆∞)z + (A+∆0 +∆q)
)
∂x
∂a
=
1
2
√
Q4(z)
∂Q(z)
∂a
1
z(z − 1)(z − q) ≈q→0 −
∂A
∂a
2
√
Q
(0)
4 (z)
(3.35)
and from the normalization of the holomorphic differential
1 ≈ − 1
4πi
∂A
∂a
∮
A
dz√
Q
(0)
4 (z)
≈ −1
2
∂A
∂a
1√
A+∆0 +∆q (3.36)
which gives A = a2 −∆0 −∆q, i.e. the leading exponent for q → 0 expansion of the four-point
conformal block on sphere.
The differential equation is obtained similarly to (3.30), though it requires for generic mas-
sive deformation some additional efforts - to sum in the residue formula
F ′′′ = −resz=q,Q4(z)=0
(φ′2)
3dz
2φ2
dφ2
dz
= −resz=q,Q4(z)=0
T (z)dz
Q4(z)S(z)
(3.37)
over the unknown roots of the polynomial Q4(z) in the equation (3.34) in addition to the
fourth-order pole at S(z) ∼
z→q
(z − q)4. Calculating the sum over the zeroes of a polynomial
Qk(z) =
∏k
i=1(z − λi)
k∑
i=1
T (λi)
S(λi)Q′(λi)
=
k∑
i=1
T (λi)
∏
j 6=i(Q
′(λj)S(λj))∏k
i=1 S(λi)Q
′(λi)
=
k∑
i=1
T (λi)
∏
j 6=i(Q
′(λj)S(λj))
R{S,Q}D{Q}
(3.38)
where R{S,Q} is the resultant and D{Q} stays for the discriminant, one gets some rational
symmetric function of the roots of Q4(z).
19
Once the differential equation was derived, we substitute the perturbative expansion
F = A log q+
∞∑
i=1
ciq
i and obtain an answer for the prepotential (here the result for ∆0 = ∆q = 0
and arbitrary ∆1 = m
2
1 and ∆∞ = m
2
∞ is presented
4):
F = a2 log q + 1
2
∑
ǫ,ǫ′
(a+ ǫm1 + ǫ
′m∞)2 log(a+ ǫm1 + ǫ′m∞)− 2a2 log a+
+
a2 +m21 −m2∞
2
q +
13a4 + 18a2m21 − 14a2m2∞ +m41 +m4∞ − 2m21m2∞
64a2
q2+
+
207a6 + a4(334m21 − 226m2∞) + a2(43m41 − 54m21m2∞ + 11m4∞)− 8(m21 −m2∞)3
1728a4
q3+
+O(q4)
(3.40)
It is instructive to compare this result with the expansion for the quasiclassical conformal block
from [28], depending on intermediate dimension ∆ = a2 in addition to the external dimensions.
For two non-vanishing external dimensions, as in (3.40), the formula for quasiclassical conformal
block gives
f(q) = a2 log q +
a2 +m21 −m2∞
2
q +
(
a2 +m21 −m2∞
4
+
+
a4 + 2a2(m21 +m
2
∞)− 3(m21 −m2∞)2
64(a2 + 3
4
)
− a
4 − (m21 −m2∞)2
16a2
)
q2 + . . .
(3.41)
and the single mass case is easily reproduced by m∞ 7→ m 6= 0, m1 7→ 0. It is easy to see,
that expressions (3.40) and (3.41) literally coincide in the SW limit for conformal blocks, when
all dimensions ∆→∞, including intermediate, simultaneously. Then almost all terms remain
intact except for 3
4∆
→ 0, and the correction in denominator from the inverse Shapovalov form
disappear.
In convenient parametrization for two-dimensional conformal theory ǫ1 = bg, ǫ2 =
g
b
, the
central charge is c = 1 + 6 (ǫ1+ǫ2)
2
ǫ1ǫ2
= 1 + 6(b+ 1
b
)2, and for conformal dimensions one can write
∆(α) = (ǫ1+ǫ2)
2
4ǫ1ǫ2
− α2
ǫ1ǫ2
= 1
4
(b + 1
b
)2 − α2
g2
. The quasiclassical limit corresponds to b = g → 0,
which means ǫ2 = 1, ǫ1 → 0. The SW limit corresponds to c ≪ ∆, so we should put bg ≫ 1
and g ≪ 1, therefore in this limit both ǫ1 → 0, ǫ2 → 0. In this limit our prepotential receives
the U(1)R symmetry, which was broken by some integer numbers in two-dimensional conformal
theory. It is still a nontrivial question about the limit of Painleve VI in such case. We hope to
return to this issue elsewhere.
4From the physical point of view, as in (3.33), the perturbative part is a result of partial cancelation
Fpert = 12
∑
ǫ,ǫ′
[
(a+ ǫm0 + ǫ
′mq)
2 log(a+ ǫm0 + ǫ
′mq) + (a+ ǫm1 + ǫ
′m∞)
2 log(a+ ǫm1 + ǫ
′m∞)
]−
−4a2 log a
(3.39)
between the contribution of massless fundamental and vector multiplets at m0 = mq = 0.
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4 Zamolodchikov’s conformal blocks
The AGT conjecture [6] allows to apply the techniques of four-dimensional supersymmetric
gauge theories to answer to some complicated questions of two-dimensional conformal theory
(see, e.g. [34]) and vice versa. In the SW limit ǫ1, ǫ2 → 0 one can identify the extended pre-
potentials to certain limit of the c = 1 conformal blocks, and if the conformal dimensions are
fixed on the two-dimensional side, it just corresponds to vanishing of the masses of external
multiplets. The SW formulation, if Σ0 is a sphere with punctures, leads to the set of differ-
ential equations for the conformal blocks in such limit, while the underlying geometry is the
g-parametric family of genus g curves.
It is interesting to compare this description for the SU(2)-quiver gauge theories with another
well-known case, proposed by Al. Zamolodchikov for the conformal blocks of c = 1 Ashkin-Teller
model [16], and described in very similar terms. The Zamolodchikov result for a 2g + 2-point
conformal block for the spin fields with external dimensions 1
16
was given in terms of a a single
genus-g curve, and required an extra charge-conservation constrains for the dimensions in the
internal vertices of the block. Solving equation 2g+2 = g+3, one gets g = 1, corresponding to
the four-point conformal block and conformal SU(2) supersymmetric QCD (3.9), (3.15), where
these two constructions obviously coincide. In general situation, there is a difference, whose
origin comes from the vanishing of some (half-) tri-fundamental masses - in the triple-vertices.
For the Zamolodchikov conformal blocks this is just charge conservation in c = 1 conformal
theory, which is certainly absent for generic SU(2) quiver theory on the gauge theory side.
Hence, in the SW approach it is equivalent to the extra relations on the condensates for three
gauge groups, interacting with the same tri-fundamental multiplet of matter. The first time,
when such conservation law can be imposed is the case of sicilian quiver with the curve (3.27)
and the tau-function (3.28), the Zamolodchikov constraint is singular from the point of view
of four-dimensional physics (vanishing of one of the multiplet masses, which has been already
integrated out to get the SW effective action), but the prepotential (3.28) is regular in this
limit, and becomes just a quadratic function of the condensates, in accordance with [16].
Another reason to discuss this case, which is explicitly solvable even on the CFT side of
the correspondence, is that there exists also the isomonodromic-CFT correspondence [31, 32],
with an exact solution for the 2g+2-point isomonodromic tau-function of the special type [33],
related to the Zamolodchikov conformal block. So the constrained case of the sicilian quiver
and other gauge theories with massless fundamental and partially massless tri-fundamental
matter turns to be exactly-solvable in three different approaches. Note also, that this case on
gauge-theory side is the simplest example of the S-duality class, where the standard methods of
instanton calculus are not applicable [14], so the correspondence between the four-dimensional
and two-dimensional sides goes in fact even beyond the standard formulation [6] of the AGT-
correspondence.
A generic Zamolodchikov case corresponds to a special case of the n = g+3 point conformal
block with V = |V| = 1
2
n − 2 triple vertices {Vi ∈ V} or half-tri-fundamental multiplets (n
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must be even in this case). At each such vertex c = 1 conformal theory gives one conservation
condition, so that the genus drops to
g˜ = g − V = n− 3− (1
2
n− 2) = 1
2
n− 1 (4.1)
and for the total number of punctures we restore n = 2g˜ + 2 5. Another form
g˜ − 1 = g − 1
2
(4.2)
of the same relation (4.1) means that the Euler characteristic χ(Σ˜) = 1
2
χ(Σ) decreases twice
after the degeneration.
We are going now to present the direct proof, that in such limit the extended SW prepo-
tential (2.1), (2.4) becomes the quadratic form
F(a,q)|⋃
V
∑
i∈Vi
ai=0
= iπ
g˜∑
α,β=1
aαTαβ(q)aβ (4.3)
with the period matrix T = ‖Tαβ‖ of the hyperelliptic curve Σ˜ of genus g˜, which does not
depend on the condensates (the moduli space of this hyperelliptic curve is parameterized by
original set of the UV couplings). This result has been obtained originally, using the language
of free field on Riemann surface.
Consider now the massless SU(2) quiver theory with the generating differential
dS = xdz =
√
α
√∏g−1
k=1(z − vk) dz√∏g+3
j=1(z − zj)
−→
(z1,...,zg+3)→(q1,...,qg,1,∞,0)
→ √α
√∏g−1
k=1(z − vk) dz√
z(z − 1)∏gj=1(z − qj)
(4.4)
on a hyperelliptic curve (2.21) of genus g, with the total number of branch points (from both
numerator and denominator) #B.P. = 2g + 2. Impose now
g − 1
2
= 1
2
n− 2 = V (4.5)
constraints to the coefficients {vj}, j = 1, . . . , g − 1 in the numerator of (4.4) in order to get
the total square, i.e.
dS = xdz → Qg˜−1(z)dz
y
(4.6)
5From now on we will denote by g˜ the genus of hyperelliptic curve in the constrained case. Due to the
conservation conditions the number of remaining independent gauge theory condensates g˜ will be always less in
Zamolodchikov’s case than the amount n− 3 = 2g˜ − 1 of the UV couplings.
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with some polynomial Qg˜−1(z) of power g˜ − 1, which can be considered as a holomorphic
differential on the “reduced” hyperelliptic curve Σ˜:
y2 =
g+3∏
j=1
(z − zj) −→
(z1,...,zg+3)→(q1,...,qg,1,∞,0)
→ y2 = z(z − 1)
g∏
k=1
(z − qk) = z(z − 1)
2g˜−1∏
k=1
(z − qk)
(4.7)
already of genus (4.1). The differential (4.6) can be decomposed
dS =
Qg˜−1(z)dz
y
=
g˜∑
α=1
aα
Rα(z)dz
y
=
g˜∑
α=1
aαdωα (4.8)
into a linear combination of the normalized holomorphic differentials on (4.7), so that the
system of linear equations
1
2πi
∮
Aα
Qg˜−1(z)dz
y
= aα, α = 1, . . . , g˜ (4.9)
can be solved for g˜ coefficients of the polynomial Qg˜−1(z). Equivalently, the system of equations
1
2πi
∮
Aα
Rβ(z)dz
y
= δαβ, α, β = 1, . . . , g˜ (4.10)
fixes all g˜2 coefficients of the polynomials {Rα(z)} of power g˜ − 1, defining the normalized
holomorphic differentials
dωα =
Rα(z)dz
y
, α = 1, . . . , g˜ (4.11)
in (4.8). The solution to the dual period equations
∂F
∂aα
=
∮
Bα
Qg˜−1(z)dz
y
= 2πi
g˜∑
β=1
aβ
∮
Bα
dωβ = 2πi
g˜∑
j=1
Tαβ(q)aβ (4.12)
immediately gives rise to the formula (4.3) with the period matrix of (4.7), up to an a-
independent constant. Relations to the dependence of the reduced prepotential upon the
ramification points (2.4), i.e.
∂F
∂qi
= resqi
(dS)2
dz
=
Q2g˜−1(qi)
qi(qi − 1)
∏
j 6=i(qi − qj)
=
=
g˜∑
α,β=1
aαaβ
Rα(qi)Rβ(qi)
qi(qi − 1)
∏
j 6=i(qi − qj)
, i = 1, . . . , 2g˜ − 1
(4.13)
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immediately comes from (4.8) and completely fixed (4.3) up to a constant. This exactly co-
incides with the Zamolodchikov equation [16] for the leading contribution to the correlator
eF = 〈σ0(z1)...σ0(zn)〉 of spin fields in the AT model, see Appendix A. Below we shall also use
it to prove the nonlinear relations, arising from the SW theory to the derivatives of the matrix
elements of the period matrix of hyperelliptic curves.
Results of this section are in complete agreement with the above analysis of the weak-
coupling expansions for the quiver tau-functions. Already from the perturbative part of (3.28)
we see, that in Zamolodchikov’s limit for SU(2)×SU(2)×SU(2) prepotential the expression for
period matrix of Σ becomes singular, when a1±a2±a3 = 0 (vanishing mass of one of the states
from the (half-) tri-fundamental multiplet). It means that the curve Σ indeed degenerates to Σ˜,
and it is easy to see, that all denominators in (3.28) disappear in this limit and the prepotential
turns into a quadratic expression in the remaining SW periods.
The Zamolodchikov case extends the example of the SU(2) conformal theory with ellip-
tic curve (3.9) to a subfamily of quiver gauge theories which are non-renormalized within the
perturbation theory, i.e. have vanishing beta-functions 6, but the true IR couplings are renor-
malized by the non-perturbative effects. We are going to show in next section, that equations
(4.13) are immediately rewritten in the form of differential equations for effective couplings (the
derivatives are taken over the bare couplings, since there are no other parameters in the the-
ory), which take the form of the Rauch relations, and can be implicitly solved via the Thomae
formulas [35, 36] (see also [37]).
5 Non-linear equations in quiver gauge theory
In sect. 3 we have already used the differential equations, coming from the relations on quasi-
classical tau-functions [8, 7], to get the weak-coupling expansions for the supersymmetric gauge
theories. Particular examples of such equations (see e.g. (3.13)), and the direct relation of these
equations to quasiclassical expansions of the conformal blocks (and therefore to Painleve VI)
show that they have indeed some deep geometric origin. Below in this section, we are going
to study the differential equations, arising from the SW approach to quiver gauge theories, in
more general context.
In the constrained Zamolodchikov’s case all equations for the prepotential can be rewritten
as relations to the period matrices of hyperelliptic curves. We are going to show, that all such
relations for the first derivatives are actually consequences of the Rauch formulas. They propose
some parametrization in the space of first derivatives, which can be studied in algebro-geometric
terms.
Another natural thing is to expect the WDVV-like equations [24] to be satisfied by extended
prepotentials of the quiver gauge theories. We prove indeed, that such equations are satisfied
6More strictly, the perturbative calculations give rise only to a finite renormalization of the couplings.
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by quiver tau-functions in the massless case as functions of the whole set of variables: all SW
periods and bare couplings. Amazingly enough, the proof, based on the residue formula (2.13)
and a simple counting argument [30], is valid both in the unconstrained and Zamolodchikov’s
cases, leading in the latter situation to the relations including the third derivatives of the period
matrices.
5.1 Relations for the period matrix
Consider, first, the simplest example of our SW system - the Zamolodchikov case of sect. 4,
represented by hyperelliptic curve (4.7), parameterized by the couplings q only, with the holo-
morphic SW differential (4.8). The SW equations (2.1) are trivially solved, but the formula
(2.4) is still non-trivial (see (4.12), (4.3) and (4.13)).
Comparing the coefficients of the quadratic forms at the both sides of (4.13), one gets for
the first derivatives of the period matrix of hyperelliptic curve (4.7)
∂Tαβ(q)
∂qk
= resqk
dωαdωβ
dz
=
Rα(qk)Rβ(qk)
qk(qk − 1)
∏
l 6=k(qk − ql)
, k = 1, . . . , 2g˜ − 1 (5.1)
in terms of the numerators for the holomorphic differentials in (4.11): it is exactly one of the
well-known Rauch formulas [35]. Their solution can be found via the Thomae formulas [35, 36],
which can be written for the curve (4.7) in the form
q2k = ±
θ[η1](T )4 θ[η2](T )4
θ[η3](T )4 θ[η4](T )4 , k = 1, . . . , 2g˜ − 1 (5.2)
for the set of four theta-characteristics, chosen in the following way. Divide the branch points
as
{z1, . . . , zn} = {0, 1,∞, k} ⊔ S ′ ⊔ S ′′ (5.3)
where S ′ ⊃ {qj′} and S ′′ ⊃ {qj′′} are any two nonintersecting sets, containing each g˜−1 branch
points with j′ 6= k, j′′ 6= k and j′ 6= j′′. Then
η1 = {S ′ ⊕ k ⊕∞} ⊔ {S ′′ ⊕ 0⊕ 1}
η2 = {S ′ ⊕ 0⊕ 1} ⊔ {S ′′ ⊕ k ⊕∞}
η3 = {S ′ ⊕ 0⊕ k} ⊔ {S ′′ ⊕ 1⊕∞}
η4 = {S ′ ⊕ 1⊕∞} ⊔ {S ′′ ⊕ 0⊕ k}
(5.4)
are possible choices of even theta-characteristics in (5.2) in terms of partitions of the branch
points. The proof of this fact can be found, for example, in [35, 37].
As an example, consider the first nontrivial Zamolodchikov’s case with g˜ = 2, i.e.
x2 =
3∑
i=1
qi(qi − 1)
z(z − 1)(z − qi)
∂F
∂qi
=
α(z − z0)2
z(z − 1)(z − q1)(z − q2)(z − q3) (5.5)
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Expression in the r.h.s. means, that there should one relation for the q-derivatives of prepo-
tential. It can be obtained by calculating the discriminant and leads to the algebraic equation
ξ21 + ξ
2
2 + ξ
2
3 − 2ξ1ξ2 − 2ξ2ξ3 − 2ξ1ξ3 = 0 (5.6)
for the variables
ξ1 = (q2 − q3)q1(q1 − 1)∂F
∂q1
, ξ2 = (q3 − q1)q2(q2 − 1)∂F
∂q2
ξ3 = (q1 − q2)q3(q3 − 1)∂F
∂q3
(5.7)
and becomes an identity after using the Rauch formulas, or just substituting
ξ1 =
q2 − q3
(q1 − q2)(q2 − q3)Q(q1)
2, ξ2 =
q3 − q1
(q2 − q1)(q2 − q3)Q(q2)
2
ξ3 =
q1 − q2
(q3 − q1)(q3 − q2)Q(q3)
2
(5.8)
for any linear Qg˜−1 = Q(z). Equation (5.5) also expresses
α =
∂F
∂q1
q1(q1 − 1) + ∂F
∂q2
q2(q2 − 1) + ∂F
∂q3
q3(q3 − 1) = Kα(a1, a2) (5.9)
and
z0 = −1
2
∂F
∂q1
q1(q1 − 1)(q2 + q3) + ∂F∂q2 q2(q2 − 1)(q1 + q3) + ∂F∂q3 q3(q3 − 1)(q1 + q2)
∂F
∂q1
q1(q1 − 1) + ∂F∂q2 q2(q2 − 1) + ∂F∂q3 q3(q3 − 1)
=
= −1
2
Kz(a1, a2)
Kα(a1, a2)
(5.10)
in terms of quadratic forms in the SW periods with the coefficients
Kijα =
3∑
k=1
qk(qk − 1)∂Tij
∂qk
=
3∑
k=1
qk(qk − 1) ∂
3F
∂qk∂ai∂aj
Kijz = (q1 + q2 + q3)K
ij
α −
3∑
k=1
q2k(qk − 1)
∂Tij
∂qk
=
= (q1 + q2 + q3)K
ij
α −
3∑
k=1
q2k(qk − 1)
∂3F
∂qk∂ai∂aj
(5.11)
However, the SW differential (4.8) for the curve (5.5)
dS =
√
α(z − z0)√
z(z − 1)(z − q1)(z − q2)(z − q3)
= a1dω1 + a2dω2 (5.12)
26
states, that
√
α and z0
√
α should be the linear functions of a1 and a2, which results in equations
detKα = 0, trKαK
−1
z = 0 (5.13)
for the (5.11). These equations, if considering them as constraints to the derivatives of the
matrix elements of the period matrices ∂kTαβ should be considered independently of (5.6) (see
Appendix B). Generally, all such relations just follow from representation of
x2 =
2g˜−1∑
i=1
qi(qi − 1)
z(z − 1)(z − qi)
∂F
∂qi
=
(4.13)
1
z(z − 1)∏2g˜−1j=1 (z − qj)
2g˜−1∑
k=1
Q2g˜−1(qk)
∏
i 6=k
z − qi
qk − qi (5.14)
where the sum in the r.h.s. is just the Lagrange interpolation formula for the polynomial
Q2g˜−1(z) with vanishing discriminant.
5.2 WDVV equations from residue formula
Now let us show that prepotential of the SU(2) quiver gauge theories satisfies the WDVV
equations [22] as the function of full set of variables F = F(a,q). We have seen already, that
in the case of SU(2) gauge quivers the residue formula descends to the base-curve Σ0 of the
SW curve Σ, and - adjusting to this case - we reformulate the statement of [30] in the following
way:
Theorem 4 Suppose that we have the formula
FIJK =
∑
f(z)=0
res
rI(z)rJ (z)rK(z)
f(z)
R(z)dz (5.15)
where f(z) is non-degenerate polynomial, deg f equals to the number of indices, R(z) and rI(z)
are holomorphic at zeroes of the polynomial. Then there is a relation [24] for the matrices
(FI)JK = FIJK
FIF−1J FK = FKF−1J FI (5.16)
which is called the WDVV equation.
Proof: Define an auxiliary algebra HS of the functions on N zeroes of f(z) =
∏n
i=N(z−λi)
(which is obviously isomorphic to CN) by the relation
(rI ∗
S
rJ)(λi) = S(λi)rI(λi)rJ(λi) (5.17)
and the homomorphism lS : HS → C by
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lS(r) =
N∑
i=1
R(λi)
f ′(λi)S(λi)2
r(λi) (5.18)
Compute the residue (5.15) directly, substituting f(z) =
∏n
i=N(z − λi)
FIJK =
N∑
i=1
R(λi)
f ′(λi)
rI(λi)rJ(λi)rK(λi) = lS(rI ∗
S
rJ ∗
S
rK) (5.19)
Algebra HS is commutative and associative, and we can define it’s structure constants
rI ∗
S
rJ =
∑
K
CKIJrK (5.20)
or the operators of multiplication by rI as (CI)
K
J = C
K
IJ . Due to commutativity and associativity
one has for these matrices
CI · CJ = CJ · CI (5.21)
Define now the bilinear form
ηIJ = lS(rI ∗
S
rJ) (5.22)
which is obviously connected with (FI)JK = FIJK by
FI = η · CI (5.23)
Then
FIη−1FK = FKη−1FJ (5.24)
Using the possibility to choose arbitrarily the function S(λ) one can adjust it to make rJ = 1
for some fixed J (we simply take S(λi) =
1
rI(λ)
and look at (5.17)), then η = FJ , and (5.24)
turns into (5.16). 
Remark: Our algebra HS is isomorphic to the algebra of functions on N points, so it
obviously contains the unity operator. Namely, take the linear combination of the basis elements
eα =
∑
I
αIrI and then look at the multiplication by this element:
(eα ∗
S
rJ)(λi) =
∑
I
αIrI(λi)S(λi)rJ(λi) = rJ(λi) (5.25)
To ensure the last equality, one has just to solve the system of N linear equations :
1
S(λi)
=
N∑
I=1
αIrI(λi), λi = 1, ..., N (5.26)
for N variables αI , with the only requirement detIi ‖rI(λi)‖ 6= 0. The corresponding
ηα =
∑
I
αIFI (5.27)
is natural to consider as bilinear form, corresponding to the unity operator, but there is no
claim that it does not depend on the dynamical variables.
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5.3 Proof for the quiver gauge theory
As it was noticed, there are two important cases of the quiver gauge theories: ordinary and
constrained one. All considerations will be very similar, so we introduce the following short-
hand notation: (z− vi)(1|2) which means that we should read (z− vi)1 in the ordinary case and
(z − vi)2 in Zamolodchikov case.
Apply now residue formula (2.13) to the particular case of the massless SU(2) quiver gauge
theory (2.21), rewriting it, first, for vanishing {∆i} in the form
x2 =
α
∏(g−1| g−1
2
)
s=1 (z − vs(qi, ai))(1|2)
z(z − 1)∏gk=1(z − qi) (5.28)
Express the corresponding q- and a- derivatives of dS = xdz as:
dΩk =
∂
∂qk
xdz =

1
2
1
z − qk +
(g−1| g−1
2
)∑
s=1
cs
z − vs +
1
2
∂ logα
∂qk

xdz = Rk(z)xdz
dωi =
∂
∂ai
xdz =

(g−1|
g−1
2
)∑
s=1
bs
z − vs +
1
2
∂ logα
∂ai

 xdz = ri(z)xdz
(5.29)
where i = 1, . . . , (g| g+1
2
), k = 1, . . . , g, and unify now all variables into a single set {XI} =
{ai}∪{qk}, {d̟I} = {dωi}∪{dΩk}, {rI} = {ri}∪{Rk}, with I = 1, . . . , (2g|3g+12 ). The residue
formula (2.13) gives rise to
∂3F
∂XI∂XJ∂XK
= 2
∑
dx=0
res
d̟Id̟Jd̟K
dxdz
= −2
∑
dz=0
res
∂ logx
∂XI
∂ log x
∂XJ
∂ log x
∂XK
1
x2
d log x
dz
dz (5.30)
where in the denominator of the r.h.s. we get explicitly
1
x2
d log x
dz
=
1
2

−1
z
− 1
z − 1 −
g∑
i=1
1
z − qi +
(g−1| g−1
2
)∑
s=1
(1|2)
z − vs

 z(z − 1)∏gi=1(z − qi)
α
∏(g−1| g−1
2
)
s=1 (z − vs)(1|2)
=
= −
2f(2g| 3g+1
2
)(z)∏(g−1| g−1
2
)
s=1 (z − vs)(2|3)
(5.31)
where f(2g| 3g+1
2
)(z) is a polynomial of degree (2g|3g+12 ). Therefore
∂3F
∂XI∂XJ∂XK
=
∑
f(•)(z)=0
res
rI(z)rJ (z)rK(z)
f(2g| 3g+1
2
)(z)
(g−1| g−1
2
)∏
s=1
(z − vs)(2|3)dz (5.32)
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and since rI(z) are all holomorphic at zeroes of f(2g| 3g+1
2
)(z), and the total number of variables
is (2g|3g+1
2
), one can immediately apply Theorem 4. It means, that we have proven, that the
WDVV equations hold for the SW tau-function, as function of all periods and couplings, for
both constrained and unconstrained case on equal footing.
6 Conclusion
In this paper we have studied in detail the properties of the SU(2) quiver gauge theories,
along the lines proposed in [7]. We have derived and proved the residue formula for the third
derivatives, and used it for some further applications.
We have shown, that the residue formula provides an effective way for the computation of
the weak-coupling expansion of the quiver gauge theory prepotentials. These residue formulas
can be used as a differential equation, which can be solved recursively, and this is equivalent
to the expansion of the SW periods - the integrals of motion for these differential equations.
Another application of the residue formula is that it leads immediately to the WDVV equations
for the extended prepotential, once the number of critical points is equal to the number of
deformations. We have checked above, that this condition holds both in the case of the full
quiver theory, and its restricted or Zamolodchikov’s case.
The Zamolodchikov case has attracted our special attention. We have completely described
it in the SW approach for the quiver theory, showing that it arises after constraints, corre-
sponding to arising of a massless state of a tri-fundamental matter. The prepotential then turn
to be quadratic expressions in SW periods, forming a new class of conformal gauge theories,
where the bare UV couplings are corrected only non-perturbatively. This renormalization can
be described in terms of the Thomae formulas for the branching points of hyperelliptic curves,
which generalize naturally the Zamolodchikov renormalization in the single SU(2) conformal
theory.
For the higher rank gauge groups the situation seems to be far more complicated, but it
looks like it can be studied by the methods, proposed in this paper. The extension to the
higher-rank gauge theories can be possible started with extension of the Zamolodchikov’s case,
whose SW formulation is one of the main results of the present paper. Complete analysis of
the higher rank case requires also the study of the higher Teichmu¨ller spaces and corresponding
deformations of the UV gauge theory, but the higher rank analogs of the Zamolodchikov case
should be understandable in the SW terms, since on the CFT side it is described in terms
of a systems of several scalar fields on Riemann surfaces. We plan to return to this problem
elsewhere.
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Appendix
A Conformal block in the Ashkin-Teller model
Here we present the simplified derivation of the exact conformal block in c = 1 AT model in
terms convenient for the correspondence with the SW theory. The starting point in [16] is the
operator algebra of the AT model which contains:
• The U(1)-current I(z), the Sugawara stress-energy tensor is T (z) =: I(z)2 :;
• The Virasoro primary spin field σ0(z) and its first descendant in the current module σ1(z),
which are Z2 twist-fields in terms of I(z) (do not have the U(1) charge).
Consider the conformal or “current blocks” of the spin fields 〈σ0(z1) . . . σ0(zn)〉, where the
charges in the intermediate channel is fixed by
1
2πi
∮
Aα
I(z)dz = aα, α = 1, . . . , g˜ =
n
2
− 1 (A.1)
where the A-cycles encircle each two spin fields, and are interpreted as canonical on the hyper-
elliptic curve
y2 =
2g˜+2∏
i=1
(z − zi) (A.2)
introduced to make the correlator of spin-fields to be a single-valued function on this two-fold
cover of the initial sphere Σ0. The operator product expansions [16]
I(z)σ0(0) =
1
2
z−
1
2σ1(0) + . . .
I(z)σ1(0) =
1
2
z−
3
2σ0(0) + 2z
− 1
2∂σ0(0) + . . .
(A.3)
predict for the ratios of the correlation functions
F0 (z|{zi}) = 〈I(z)σ0(z1) . . . σ0(z2g˜+2)〉〈σ0(z1) . . . σ0(z2g˜+2)〉 =
Qg−1(z)
y
(A.4)
where the r.h.s. is written from the (A.3) and contains a g-parametric polynomial, totally
fixed by the period integrals (4.9), coming now from (A.1). For the ratio of slightly different
correlation functions it follows from (A.3) and analytic properties
F1 (z|{zi}) = 〈I(z)σ1(z1)σ0(z2) . . . σ0(z2g˜+2)〉〈σ1(z1)σ0(z2) . . . σ0(z2g˜+2)〉 =
Qg−1(z)
y
+
dΩ1
dz
(A.5)
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where
dΩ1 =
C1dz
y
(
1
z − z1 +Og−1(z)
)
,
∮
Ai
dΩ1 = 0 (A.6)
is the normalized Abelian differential on (A.2). The operator product expansion (A.3) inserted
into (A.4) at z → z1 leads to relation
Qg−1(z1)√∏
j 6=1(z1 − zj)
〈σ0(z1)σ0(z2) . . . σ0(z2g˜+2)〉 = 12〈σ1(z1)σ0(z2) . . . σ0(z2g˜+2)〉 (A.7)
while inserted into (A.5) gives
〈σ0(z1)σ0(z2) . . . σ0(z2g˜+2)〉
〈σ1(z1)σ0(z2) . . . σ0(z2g˜+2)〉 =
2C1√∏
j 6=1(z1 − zj)
(A.8)
i.e. 4C1Qg−1(z1) =
∏
j 6=1(z1 − zj), and
2
∂z1〈σ0(z1)σ0(z2) . . . σ0(z2g˜+2)〉
〈σ1(z1)σ0(z2) . . . σ0(z2g˜+2)〉 =
Qg−1(z1) + C1Og−1(z1)√∏
j 6=1(z1 − zj)
− C1
2
∑
j 6=1
1
(z1 − zj)3/2 (A.9)
These two formulas together result in(
2∂z1 −
2Q2g−1(z1)∏
j 6=1(z1 − zj)
+
1
4
∑
j 6=1
1
z1 − zj +
1
2
Og−1(z1)
)
〈σ0(z1)σ0(z2) . . . σ0(z2g˜+2)〉 = 0
(A.10)
Substituting the anzatz 〈σ0(z1)σ0(z2) . . . σ0(z2g˜+2)〉 = eF(a,z) · G(z), where only the function in
the exponent is a-dependent, one can extract from (A.10) the equality
∂F
∂zi
=
Q2g−1(zi)∏
j 6=i(zi − zj)
(A.11)
which coincides exactly with (4.13). It is also clear, that formulas (A.1), (4.9) turn into the
first half of the periods of the SW differential. Hence, the exponential a-dependent contribution
to the solution (A.10) can be obtained using the techniques presented in the main text of the
paper, which leads immediately to the answer (4.3), where the quadratic form is already iden-
tified with the period matrix of (A.2), while it has been established only with some additional
argumentation in the original paper [16].
B More on derivatives of the period matrices
Here we present some analysis of the equations (5.6) and (5.13), following from the Rauch
formulas (5.1). Forgetting about the normalization conditions (4.10), one can consider equations
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(5.1) as parametrization of some submanifold in the space A
1
2
g˜(g˜+1)(2g˜−1) of the derivatives of
our period matrix, where one can express the coordinates
T kαβ =
∏
l 6=k
(qk − ql)∂Tαβ
∂qk
(B.1)
in terms of the g˜2 coefficients {Rαβ} of the polynomials Rα(z). From this point of view formulas
(5.1) define the map Ag˜
2 7→ A 12 g˜(g˜+1)(2g˜−1) by quadratic functions
T kαβ = Rα(qk)Rβ(qk) (B.2)
so it can be considered as the map Pg˜
2−1 7→ P 12 g˜(g˜+1)(2g˜−1)−1.
The question, which allows to understand better the origin of equations (5.6), (5.13) is how
to describe the image of this map. In the g˜ = 2 case, where we get P 3 7→ P 8, the codimension is
five and one needs at least five equations in P 8. Notice, that we have already five independent
equations in (5.6), but (5.13) give two extra.
Parameterizing our g˜ = 2 polynomials explicitly
R1(z) = az + b, R2(z) = cz + d (B.3)
where (a : b : c : d) are the homogeneous coordinates on P3, one can write
T i11 = (aqi + b)
2, T i12 = (aqi + b)(cqi + d), T
i
22 = (cqi + d)
2, i = 1, 2, 3 (B.4)
Since all equations are quadratic in a, b, c, d the intersection with the general codimension-3
plane contains 23 = 8 points, so the degree of the image is 8.
Suppose now, that the image is a total intersection in P 8, then it should be determined by
five polynomials Pd1 , . . . , Pd5, such that d1 · . . . · d5 = 8. It is possible only if at least two powers
are di = 1, therefore the image lies in a hyperplane. However, this turns to be impossible, since
in such case one gets a linear equation ∑
α,β,k
CkαβT
k
αβ = 0 (B.5)
which is immediately rewritten as
Caaa
2 + Cabab+ . . .+ Cddd
2 = 0 (B.6)
true ∀(a, b, c, d), but this is impossible if CIJ 6= 0. Hence, we come to a contradiction, and our
surface does not lie in the hyperplane. In particular, it means, that the equations (5.13) are
not the consequence of (5.6), and should be considered independently.
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