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ABSTRACT
Automated platforms which support users in finding a mutually
beneficial match, such as online dating and job recruitment sites,
are becoming increasingly popular. These platforms often include
recommender systems that assist users in finding a suitable match.
While recommender systems which provide explanations for their
recommendations have shown many benefits, explanation meth-
ods have yet to be adapted and tested in recommending suitable
matches. In this paper, we introduce and extensively evaluate the
use of “reciprocal explanations” – explanations which provide rea-
soning as to why both parties are expected to benefit from the
match. Through an extensive empirical evaluation, in both simu-
lated and real-world dating platforms with 287 human participants,
we find that when the acceptance of a recommendation involves
a significant cost (e.g., monetary or emotional), reciprocal expla-
nations outperform standard explanation methods which consider
the recommendation receiver alone. However, contrary to what
one may expect, when the cost of accepting a recommendation is
negligible, reciprocal explanations are shown to be less effective
than the traditional explanation methods.
1 INTRODUCTION
Automated platforms for assisting people in finding a suitable
match, such as online-dating and job recruitment web-services,
are rapidly gaining popularity. However, finding a suitable match
in these platforms can be a difficult and time-consuming task for
users, especially since both sides of a potential match have to agree
to form a match. Specifically, a user who seeks to find a desirable
counter-part (e.g., a spouse or a partner) needs to account for both
her own preferences as well as her potential counter-part’s prefer-
ences in order to best utilize her time and effort. We refer to these
platforms as Reciprocal Environments (REs). To assist users in finding
a suitable match, REs often offer recommender systems, commonly
known as Reciprocal Recommender Systems (RRSs) [18, 27].
Previous work on RSSs found that considering the preferences
of both sides of a potential match, i.e., the recommendation re-
ceiver and the recommended user, is better suited for REs than
the traditional approach which considers the recommendation re-
ceiver alone [18, 26, 27]. For example, say Alice and Bob are users
in a online-dating platform. The traditional approach would gen-
erate Bob as a recommended match to Alice if it estimated that
Alice would be interested in Bob. However, considering both Alice
and Bob’s preferences in order to generate a recommendation was
shown to outperform this approach. In tandem, the question of how
an RRS should explain its recommendations to the recommenda-
tion receiver arises. Specifically, while the traditional explanation
methods which consider the preferences of the recommendation
receiver alone have been demonstrated to increase the user’s accep-
tance rate of the system’s recommendations, the user’s subjective
satisfaction from the system and the user’s trust in the system for
non-REs (e.g., [3, 6, 12]), it remains unclear whether this approach
is also suited for REs. To the best of our knowledge, previous work
has not addressed this question in either simulation or the real
world.
Continuing our example from before, a traditional explanation
method would explain to Alice why she would be interested in Bob
(e.g., “He is tall and an artist”). However, additional information as
to why Bob is expected to be interested in Alice (e.g., “He is likely to
be interested in you because you are a doctor and like to hike”) can
be leveraged by an explanation method. To utilize this potentially
useful information, in this paper, we introduce and extensively
evaluate a novel explanation method based on the preferences of
both the recommendation receiver and the recommended user,
denoted reciprocal explanations.
We focus on the online-dating domain, which is perhaps to-
day’s most popular RE online1. Through three experimental setups,
both in simulated and real world online-dating platforms, with
287 human participants, we show that the proposed reciprocal ex-
planations approach can significantly outperform the traditional
explanation method (i.e., which considers the recommendation
receiver alone) when a cost is associated with the acceptance of a
recommendation. Specifically, when accepting a recommendation is
associated with a cost (e.g., time spent in sending a personalized
message to the recommended user, the emotional cost of being re-
jected, etc), providing a reciprocal explanation brings about a higher
acceptance rate and trust in the system. Interestingly, contrary to
what one may expect, when the cost associated with accepting a
recommendation is negligible (e.g., indicating interest in the recom-
mended user by giving a “like”, no strong emotional involvement,
etc), we find that the traditional methods outperform the reciprocal
explanations approach.
2 RELATEDWORK AND BACKGROUND
Previous studies have designed and investigated different methods
for generating recommendations in REs (e.g., [18, 26–28]). These
studies have found that methods that contemplate the presumed
preferences of both sides of the recommendation outperform meth-
ods that consider one side alone. In practice, many popular online-
dating sites and other REs include recommender systems that take
into account the preferences of both sides, such as the popular
Match 2 and OkCupid3 platforms. These and other RRSs often pro-
vide explanations for the generated recommendations.
1According to a recent survey, 74% of single people in the United States between the
ages 18 and 65 have signed up with one of the various online-dating sites [2].
2http://www.match.com/help/faq/8/164
3http://www.okcupid.com
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Explainable Artificial Intelligence (XAI) is an emerging field
which aims to make automated systems understandable to humans
in order to enhance their effectiveness [8]. This field of research
was highly prioritized in the recent National Artificial Intelligence
Research and Development Strategic Plan [17, p. 28]. The need
for explanations is also acknowledged by regulatory bodies. For
example, the European Union passed a General Data Protection
Regulation4 in May 2016 including a “right to explanation”, by
which a user can ask for an explanation of an algorithmic decision
made about him [7]. In recent years, providing an explanation has
become a standard in many online platforms such as Google and
Amazon.
A wide variety of methods for generating explanations for a
given recommendation were proposed and evaluated in the liter-
ature. Two practices are commonly applied in this realm: First,
existing explanation methods focus on the recommendation re-
ceiver alone. To the best of our knowledge, none of the existing
methods were developed or deployed in an RE. One exception to
the above is Guy et al. [9], who presented a recommender system
for an RE which is transparent (i.e., provides accurate reasoning
as to how the recommendation was generated). Unfortunately, the
authors did not compare the effects of their approach with other ex-
planation methods nor did they consider the unique characteristics
of REs. Secondly, existing explanation methods are often tailored
for specific applications or heavily dependent on the underlying
algorithm for generating the recommendation and therefore cannot
be easily adapted or evaluated in different domains. In this work, we
relieve these two practices by designing and extensively evaluating
two novel general-purpose explanation methods for REs.
Many studies have demonstrated the potential benefits of pro-
viding explanations to automated recommendations. For example,
Herlocker et al. [12] found that adding explanations to recommen-
dations can significantly improve the acceptance rate of the provided
recommendation and the satisfaction of the users thereof. Sinha et
al. [24] further found that transparent recommendations can also
increase the user’s trust in the system. These results were replicated
under various domains and explanation methods (e.g., [3, 6, 23]).
The results of these works and others have combined to suggest
two widely acknowledged guidelines for developing explanation
methods: (1) Explanations which include specific features of the rec-
ommended item/user are highly effective, even if these features are
not the actual reason the recommendation was generated [6, 12, 19];
and (2) It is important to limit the length of the explanation in order
to avoid information overload which can make explanations coun-
terproductive [6, 19]. We follow these guidelines in our designed
reciprocal explanation methods.
Recommendation Methods for Online-dating
In this work we focus on the domain of online-dating. An RRS in
online-dating may provide a user x with a list of recommendations
for suitable matches where each recommendation consists of a sin-
gle user y. Note that unlike the original formulation of economical
matching markets [5], an RRS in online-dating, as well as in many
other REs, may recommend any user y to more or less than a single
user x .
4http://ec.europa.eu/justice/data-protection/
In this study we focus on generating explanations. As such, we
use two state-of-the-art recommendation methods developed and
tested in online-dating: RECON and Two-sided collaborative
filtering.
RECON [18] is an effective content-based algorithm which was
empirically shown to be superior to baseline algorithms in online-
dating sites. In the RECON algorithm, each user x in the system is
defined by two components:
(1) A predefined list of personal attributes which the user fills
out in his profile, denoted as follows:
Ax = {va }
where va is the user’s associated value with attribute a.
(2) The preference of user x over every attribute a of poten-
tial counterparts, denoted px,a , which is represented by the
user’s message history in the environment:
px,a = {(va ,n) : n=#messages sent by x to users with va }
That is, px,a contains a list of pairs, each consisting of a
possible (discretized) value for a and the number of messages
sent by x to users characterized by va .
Example 2.1. Bob is a male user who has sent messages to 10
different female users. For simplicity, let us assume each user is
only characterized by two attributes: smoking habits and body
type. Bob sent messages to female users with smoking habits as
follows: 1 smokes regularly, 3 smoke occasionally and 6 never
smoke. Regarding their body type: 4 were slim, 4 average and 2
athletic. Bob’s preferences would be presented as follows:
pBob,smoke = {(1, reдularly), (3,occasionally), (6,never )}
pBob,body−type = {(4, slim), (4,averaдe), (2,athletic)}
The RECON algorithm derives the compatibility of each pair of
users x and y using a heuristic function that reflects how much
their respective preferences and attributes are aligned.
The second recommendation algorithm we use is the Two-sided
collaborative filtering [27] which was found to outperform RE-
CON. The algorithm uses a collaborative filtering approach where
the similarity between users is derived from their message history.
Namely, two users will be considered similar if a large portion of
their messages were sent to the same recipients. Given a recommen-
dation receiver x and a potential recommended user y, the method
first calculates the presumed interest of x in user y by measuring
the similarity of x to users who sent messages to y. Later, the inter-
est of y in x is calculated symmetrically. Finally both measures are
aggregated into a single measure, which models the mutual interest
of the match.
3 GENERATING RECIPROCAL
EXPLANATIONS
Let us assume an RRS has decided to recommend user y to user x
based on one of the algorithms discussed above. The recommenda-
tionmay be providedwith or without an accompanying explanation.
If the explanation only addresses the potential interest of user x in
user y (and not vice versa) we refer to it as a one-sided explanation
and denote ex,y . Similarly, if the explanation addresses the poten-
tial interest of user x in user y and vice versa, we refer to it as a
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reciprocal explanation. Naturally, a reciprocal explanation may be
decomposed into a pair of one-sided explanations ex,y and ey,x .
The generic framework for providing recommendations with
reciprocal explanations is provided in Algorithm 1.
Algorithm 1 Reciprocal Explanations
Require: User x , GenerateRecommendations: a Recommendation
method, returns a list of recommended matches, Explain: an
explanation method
1: Output ← ∅
2: R ← GenerateRecommendations(x )
3: for all r ∈ R do
4: ex,r ← Explain(x , r )
5: er,x ← Explain(r ,x )
6: Output = Output ∪ (r , ex,r , er,x )
7: return Output
Providing a recommendation with a one-sided explanation is nat-
urally derived from Algorithm 1 by omitting Row 5 and amending
Row 6 accordingly.
To realize Algorithm 1, one needs to define both the recommenda-
tion method and the Explain method. Specifically, one would need
to choose the underlying methods to be used in order to provide
either a one-sided or reciprocal explanations.
4 EMPIRICAL INVESTIGATION
In order to evaluate and compare the one-sided and reciprocal
explanations methods, we performed three experiments: two in
a simulated online-dating environment developed specifically for
this study and one in an operational online-dating platform. Each
environment has its own benefits: Results from the operational
online-dating platform naturally reflect the real-world impact of
both explanation methods, whereas in the simulated environment
one receives detailed and explicit feedback from the users, which
otherwise would be impractical to gather in an active online-dating
platform. We discuss these experiments below.
4.1 The MATCHMAKER Simulated
Environment
We created a realistic simulated online-dating platform, which we
call MATCHMAKER (MM for short). Using MM, users can view
profiles of other users, interact with each other by sendingmessages
and receive recommendations from the system for suitable matches.
With the collaboration of experts in online-dating who do not co-
author this paper, we designed MM’s features to reflect those of
popular online-dating platforms. Figure 1 presents a snapshot of a
recommendation in the MM platform.
MM is a web-based platform and can be accessed at
www.biu-ai.com/Dating.
In order to develop an RRS for MM, it is necessary to obtain
the attributes and preferences of both of the participants of the ex-
periment and the potential recommended users. In order to create
profiles in MM which would be as realistic as possible, we used the
public attributes of profiles from real online-dating sites, such as
www.date4dos.co.il. However, note that the data does not consist of
Figure 1: A recommendation with a reciprocal explanation in MM.
the users’ message history or preferences, hence the designed RRS
would be very limited. To overcome this challenge we preformed
the following data collection: We recruited 121 participants, 63
males and 58 females ranging in age between 18 and 35 (average
23.3), all of whom are self-reportedly single and heterosexual. First,
the participants entered MM and filled out a personal attributes
questionnaire common in on-line dating platforms (e.g., age, occu-
pation). Later, the participants viewed the profiles obtained from
the real online-dating sites as discussed above and sent fictitious
messages to the profiles that they perceived as suitable matches5.
Participants were instructed to view at least thirty profiles and to
send messages to at least ten relevant profiles in order to generate
sufficient data for deriving their preferences. An average of 50.72
profiles (s.d.= 30.99) were viewed and 11.92 messages (s.d.=3.96)
were sent by each participant. The data of three of the participants
was removed due to their failure to comply with our instructions.
Following the above data collection procedure, we obtained 118
participant profiles and preferences. We anonymized the partici-
pants’ profiles and preferences and used them as the initial profiles
in MM for later investigation.
4.2 Choosing the Explain Method
Before we turn our attention to the main point in question of this
paper – the evaluation of one-sided and reciprocal explanations in
REs – we performed a preliminary investigation in order to find
the best suited Explain method for online-dating, the domain we
focus on throughout this paper.
For our investigation, we use an Explain method which returns
a list of k attributes of a user which can presumably best explain
why the recommendation is suitable. This approach was shown
to be very effective in prior work [6, 25]. In order to avoid an
information overload, we limited the number of attributes included
in the explanation to three, as suggested in [20].
We investigate two Explain methods which correspond with
the suggested format above: 1) Transparent (Algorithm 2); and 2)
Correlation-based (Algorithm 3).
The transparent Explainmethod, which aims to reflect the actual
reasoning for the recommendations provided by the RECON algo-
rithm, works as follows: for explaining to user x a recommendation
of user y, the method returns the top-k attributes of y which are the
most prominent among users who received a message from user x .
5Participants were aware that the profiles were simulated although based upon real
data and that the messages were not actually sent to recipients. They were guided to
send simulated messages to profiles they viewed as relevant matches for them.
Akiva Kleinerman, Ariel Rosenfeld, and Sarit Kraus
Algorithm 2 Transparent Explanation Method
Require: two users x and y, number of attributes for explanation
k .
1: temp ← ∅
2: obtain Px from user x
3: obtain Ay from user y
4: for all attributes a ∈ A do
5: obtain the value va of attribute a in Ay
6: obtain Px,a from Px .
7: find (v,n) ∈ Px,a s.t. v = va
8: temp = temp ∪ (va ,n)
9: sort temp by the values n
10: ex,y = top-k attribute values of temp
11: return ex,y
The correlation-based Explain method is inspired by the com-
monly used Correlation Feature Selection method from the field of
Machine Learning [10]. In our context, we would like to measure
the correlation between the presence of attribute value va in a
user’s profile and the likelihood that x will choose to send him/her
a message. To that end, for each user x , we need to identify which
users x has viewed in the past and whether he chose to send them
a message. Also, we need to identify which of the viewed users is
characterized by each attribute value va .
Formally, for each user x , we first identify the set of users I = {i}
that user x has viewed in the past, and define
Mx (i) =
{ 1, x sent a message to i ∈ I
0, otherwise (1)
Sx,va (i) =
{ 1, User i ∈ I is characterized by va
0, otherwise (2)
Using Mx and Sx,va we define the correlation-based method
described in Algorithm 3.
Algorithm 3 Correlation-based Explanation Method
Require: two users x and y , number of attributes for explanation
k .
1: temp ← ∅
2: obtainMx
3: for all attributes a ∈ A do
4: obtain the value va of attribute a in Ay
5: obtain Sx,va
6: wva = PEARSON (Mx , Sx,va )
7: temp = temp ∪ (va ,wva )
8: sort temp by the valueswva
9: ex,y = top-k attribute values of temp
10: return ex,y
The PEARSON function, used in line 6 of Algorithm 3, is the well
known Pearson correlation coefficient for measuring correlation
between two variables [1].
To illustrate the difference between the explanation methods,
we revisit Example 2.1. Assume an RRS has decided to recommend
Alice, who never smokes and is slim, to Bob. Recall that Bob sent 6
messages to users who never smoke and 4 to slim users. For k = 1,
the transparent explanation method would provide “never smoke”
as an explanation because Bob sent more messages to users who
never smoke than to users who are slim. Now say Bob viewed a
total of 25 users, of whom 18 never smoke and 4 were slim. In other
words, Bob sent messages to only a third of the users he viewed
who never smoke, and to all users he viewed who are slim. Thus,
the correlation-based method would find a stronger correlation
between the presence of “slim body” and Bob’s messaging behavior
and hence “slim body” would be provided as an explanation.
In order to compare the two Explain methods, we used the MM
simulated system discussed above. We asked 59 of the 118 partici-
pants who took part in the data collection phase to reenter the MM
platform where each participant then received a list of five personal
recommendations generated by the RECON algorithm along with
either transparent explanations (30 participants) or correlation-
based explanations (29 participants). Participants were randomly
assigned to one of the two conditions. Participants were asked to
rate the relevance of each recommendation separately, on a five
point Likert-scale from 1 (extremely irrelevant) to 5 (extremely rel-
evant). Next, participants answered a short questionnaire (available
in the appendix in section 7), debriefing them on their user experi-
ence. The questionnaire included questions which are commonly
used for measuring the four prominent factors in user experience:
user satisfaction from the recommendations, perceived competence
of the system, perceived transparency of the system, and trust in
the system [3, 15]. In addition, the users were asked specifically
about the explanation usefulness, namely, the extent to which the
explanations were considered by users to be helpful. All questions
were answered on a five point Likert-scale.
Note that we chose the RECON algorithm for the recommen-
dations inMM since the collaborative filtering method described
in [27] can only recommend users who have previously received
messages. As described above, the recommended users in our exper-
imental setup were created specifically for the recommendations,
and were not viewed by any users prior to the recommendations.
Results. All collected data was found to be approximately nor-
mally distributed according to the Anderson-Darling normality
test [21]. All reported results were compared using an unpaired
t-test. The results show that participants in the correlation-based
condition were significantly more satisfied than the transparent
explanation condition (mean= 3.57 ,s.d= 0.82 vs. mean= 3.14 ,s.d=
0.65, p ≤ 0.02). Similarly, the perceived transparency was reported
to be significantly higher in the correlation-based condition (mean=
3.97, s.d= 0.93 vs. mean=3.41, s.d= 0.65, p ≤ 0.04), as was the per-
ceived usefulness of the explanations (mean= 3.77, s.d= 0.72 vs.
3.00, s.d= 0.94 , p ≤ 0.01). In regards to the perceived competence
of the system, the correlation-based condition was superior, but the
difference was only marginally significant (mean= 2.88 ,s.d= 0.68
vs. 2.62, s.d= 0.67 , p ≤ 0.09). We did not find a significant differ-
ence in the way participants rated the relevance of the provided
recommendations nor did we find a significant difference in the
reported trust in the system.
Based on the above results, from this point onwards we adopt
the correlation-based method as the Explain method for our inves-
tigation.
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4.3 Evaluation in Simulated Online-dating
Environment
One of the main challenges in designing a realistic online-dating
environment is the challenge of incorporating and modeling the
costs and potential gains associated with accepting recommenda-
tions in the platform. Specifically, previous research has shown that
different costs, especially an emotional cost such as fear of rejec-
tion, play prominent factors in determining the behavior of users
in online dating platforms [13, 27]. Since the costs and potential
gains involved with the acceptance of a recommendation (i.e., send-
ing a message to the recommended user) may vary significantly
between users, we consider two models: First, a model in which no
explicit cost is introduced. Specifically, users are asked to rate the
relevance of the recommended profiles without encountering any
explicit cost or gain, as in the preliminary investigation described
in section 4.2. Then, we consider a model in which explicit costs
and potential gains are associated with accepting recommendations
and users are incentivized to maximize their performance. The first
model will assist us in understanding the effects of the explanation
method when the cost is negligible, and the second when the cost
is significant.
4.3.1 Negligible Cost. We asked the remaining 59 participants
out of the 118 participants who participated in the data collection
(but did not participate in the evaluation of the Explain method
discussed above) to take part in this experiment. Each participant
was randomly assigned to one of two conditions: 1) one-sided ex-
planations (30 participants); and 2) reciprocal explanations (29 par-
ticipants). The participants reentered the MM environment and
received five recommendations with an explanation corresponding
to their condition. Similar to the experimental design discussed in
Section 4.1, participants were asked to rate the relevance of each
recommendation separately, on a five point Likert scale from 1
(extremely irrelevant) to 5 (extremely relevant), followed by the
user experience questionnaire (see Appendix).
Results: All data was found to be distributed normally accord-
ing to the Anderson-Darling normality test. In contrast to what
the authors initially expected, the one-sided explanation outper-
formed the reciprocal explanation in almost all tested measures.
Specifically, using a two-tailed unpaired t-test, we found that the
reported relevance (one-sided: mean=3.76, s.d= 0.62 vs. reciprocal:
mean=3.34, s.d= 0.81 p ≤ 0.02), satisfaction (mean= 4 s.d.= 0.84 vs.
mean= 3.57, s.d=0.86 , p ≤ 0.05), perceived competence (mean= 3.5
s.d=0.72 vs. mean=2.88, s.d.=0.67 , p ≤ 0.02) and trust (mean=3.67,
s.d=0.58 vs. 3.22 s.d.= 0.77, p ≤ 0.02) were all found to be supe-
rior for the one-sided explanations condition. In the explanation
usefulness measure, we find the opposite to be true, where the
reciprocal explanation condition outperformed the one-sided expla-
nations condition (mean=3.34, s.d.= 0.81). The results are presented
in Figure 2.
4.3.2 Explicit Cost. For this experiment, we recruited 67 new
participants who had not participated in this study thus far (35
male and 32 female) ranging in age from 18 to 35 (average= 24.8
s.d=4.74). Participants were then randomly assigned to one of the
two conditions: one-sided explanations (33 participants) or recipro-
cal explanations (34 participants). As was the case in the original
Figure 2: Reciprocal vs. one-sided explanations inMMwith negligible
cost. Error bars represent the standard error.
environment, participants created profiles, browsed profiles and
sent messages to users they viewed as potential matches. How-
ever, in the recommendation phase, the participants were given
an incentive to maximize an artificial score which was effected
by costs and gains as follows: Upon receiving a recommendation,
each participant had two options – either send a message to the
recommended user or not. If the participant did not send a mes-
sage, he or she did not gain or lose any points. If the participant
did send a message, the recommended user returned a positive
or negative reply according to a probability derived from the rec-
ommended user’s preferences. Specifically, we used the interest
of the recommended user in the participant, as estimated by the
RECON algorithm. Participants were informed that the probability
is based on the preferences of the recommended user. If the rec-
ommended user replied positively, the participant gained points
proportional to how RECON estimated that the recommended user
fit the user’s preferences (between three and four points). If the
recommended user replied negatively, the participant lost three
points. This scoring scheme was chosen in order to propel users to
send messages to other users in whom they are interested while
considering the probability of being rejected. Participants were paid
proportional to their score. Complete technical details about this
scoring and payment methodology are available in theMM website.
Each participant then received 5 recommendations accompanied
by an explanation according to their assigned condition. In this
setup, we define the acceptance rate as the number of recommended
users to which the participant chose to send messages. Later the
participants filled out the user experience questionnaire as done in
the previous setups.
Results: In contrast to the results of the previous experiment,
the results show a significant benefit to the reciprocal explanations
method compared to the one-sided explanations. Specifically, the
acceptance of the reciprocal explanation condition was reported
to be significantly higher than the one-sided condition (one-sided:
mean=2.83 s.d.=0.88 vs. reciprocal: mean=3.49 s.d.=1.0, p ≤ 0.01).
Also, participants’ trust in the system was found to be higher un-
der the reciprocal explanation condition (one-sided: mean=2.93
s.d.=1.14 vs. reciprocal: mean=3.38 s.d.=1.01 , p ≤ 0.05). No statisti-
cally significant difference was found between the the conditions
for the remaining measures.
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Figure 3: Reciprocal vs. one-sided explanations in MM with explicit
cost. Error bars represent the standard error.
The results are presented in Figure 3.
4.4 Evaluation in an Active Online-dating
Application
After completing both experiments in the MM environment, we
contacted Doovdevan, an Israeli online-dating application, and
received permission to conduct a similar experiment within their
application, using active users as participants.
Doovdevan is a web and mobile application customized for an-
droid and iOS operating systems. Similar to other online-dating ap-
plications, users of this platform can create profiles, search for possi-
ble matches and interact with other users via messages. Doovdevan
currently consists of about 32, 000 users and is growing rapidly. We
chose to perform our experiment in Doovdevan since it is relatively
new and none of the users had received recommendations from the
system prior to the experiment. This was important since previous
recommendations can affect the trust of the users in the system and
subsequently effect their attitude towards new recommendations
[3, 16].
The recommendation algorithm that was implemented in the
Doovdevan application was the two-sided collaborative filter-
ing method described above in Section 2.1.
We randomly selected a group of 161 active users on the site (i.e.,
users who logged on to the platform at least once in the week prior
to the experiment), 78 males and 83 females, ranging in age from
18 to 69 (mean= 36.1, s.d= 13.01), and randomly assigned them to
one of the two examined conditions: one-sided explanations (80
participants) or reciprocal explanations (81 participants). Due to pri-
vacy concerns, we were not permitted to reveal the recommended
user’s preferences to the recommendation receiver. Therefore, the
reciprocal explanation included two (asymmetrical) parts: First, an
explanation of the presumed interest of the recommendation re-
ceiver in the recommended user, including specific attributes of the
recommended user, as done in the simulated MM environment. Sec-
ond, a statement that the system believes that the recommendation
receiver fits the recommended user’s preferences, thus he/she is
likely to reply positively.
The recommendations were sent to users’ inboxes, and the user
received a notification on his or her smartphone. The recommen-
dation has a unique tagging in the application that distinguishes
Figure 4: Screen shot of a reciprocal explanation for a recommenda-
tion in the active online-dating platform.
it from other incoming messages. The recommendation includes a
brief description of the recommended user: low-resolution photo-
graph, name, age, location, marital status. The user may click on the
recommendation and thereby receive a higher quality photograph
of the recommended user and an explanation (Figure 4). At this
stage the user may send a message to the recommended user.
As in the previous experiment, each participant received five rec-
ommendations. However, unlike previous experiments, in Date we
sent one recommendation per day, based on the advice from the site
owner who suggested that users would find it odd to receive mul-
tiple recommendations in a single day after not receiving a single
recommendation thus far. Unlike the MM environment, in Datewe
could not explicitly ask participants for their experience. Therefore,
we measure the acceptance rate of the provided recommendations as
the number of recommendations that resulted in the recommenda-
tion receiver sending a message to the recommended users divided
by the number of recommendations the recommendation receiver
had viewed (clicked on).
Results. All data was found to be distributed normally according
to the Anderson-Darling normality test. We compared both condi-
tions using a t-test. The results show that users who received recip-
rocal explanations presented significantly higher acceptance rates
compared to users who received one-sided explanations (p < 0.05) .
Specifically, on average, users who received reciprocal explanations
sent messages to 53% of the recommended users they viewed while
the same was true for only 36% of the recommended users under
the one-sided explanations condition.
Interestingly, we find that reciprocal explanations outperform
one-sided explanations for women while they do not show a sta-
tistically significant difference for men. Specifically, for women
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Figure 5: Reciprocal vs. one-sided Explanations in Real online-dating
environment. Error bars represent the standard error.
we find an average acceptance rate of 38% under the reciprocal
explanation condition while only 24% under the one-sided explana-
tions condition. For men, we find that the reciprocal explanation
method achieves an average acceptance rate of 64% compared to
55% under the one-sided explanation method, but the difference is
not statistically significant.
We further analyze the explanations’ effect on users who sent
fewer or more messages than the median number of messages sent
by users in the system. We found that for the group who sent
fewer messages than the median, the reciprocal explanation signifi-
cantly outperformed the one-sided explanation, averaging a 47%
acceptance rate compared to 25% under the one-sided explanations
condition. For the complementary group, the reciprocal explana-
tion averaged approximately 60% compared to 57% in the one-sided
explanation, without a significant difference between the two. The
results are presented in Figure 5.
We also examined the number of log-ins of the participants in
the week following the recommendation as an additional poten-
tial impact of the explanation method. The results show that the
participants under the reciprocal explanations condition logged-in
significantly more often than those under the one-sided explana-
tions, with an average of 56 log-ins compared to 23 log-ins under
the one-sided explanations condition (p <= 0.05).
The summary of all the results, from all experimental setups, are
presented in figure 6.
5 DISCUSSION
The results from both the synthetic and real-world investigations
suggest that the choice of explanation method depends on the users’
cost for following the recommendations. Specifically, in environ-
ments where the cost of accepting a recommendation is high, the
reciprocal explanations favorably compare to one-sided explana-
tions.We suggest that this is because that the additional information
in the reciprocal explanation makes the user feel more confident in
the outcome of accepting the recommendation, and subsequently
this increases his willingness to take the risk.
The results are consistent with previous research which found
that many users in online-dating platforms have an emotional cost
for sending a message, mainly due to the fear of rejection [13, 14].
Figure 6: Summary of results from all experimental setups.
Specifically, when the fear of rejection was removed, as in our
first simulation, the one-sided explanation method was found to be
superior.
Still, one may wonder why one-sided explanations were found
to be superior to reciprocal explanations when negligible cost is
introduced. We suggest two possible explanations:
(1) Information overload. Reciprocal explanations contain ad-
ditional information which, if not deemed relevant by the
recommendation receiver, may cause the recommendation
as a whole to be less effective [12, 19].
(2) Users often perceive their own attractiveness in a different
manner than others [4]. Therefore, it is possible that the
users will have a negative reaction to an explanation that
describes reasons for their attractiveness which do not match
their own perception.
In a short informal interview subsequent to the experiment in the
simulated environment, some participants expressed discomfort
with the component of the explanation that focused on the the
other’s side preferences. This strengthens the last suggested reason
for the results.
We further find that not all users respond to explanations in the
same way, possibly suggesting that a “one-size-fits-all” explanation
method is not likely to be found. Specifically, the cost associated
with accepting a recommendation may vary between users. Previ-
ous work in the online dating domain has revealed that men tend
to focus more on their own preferences compared to women who
also take into account their own attractiveness to the other side of
the match [27]. We find support for these insights in our study as
well. We further find that users who are more “choosy” in their mes-
saging behavior tend to benefit more from reciprocal explanations
compared to other users.
In this work we used a generalized explanation method, which
did not differentiate between users. We intend to extend this re-
search and build a fully-personalized user model [22], which will
model the user’s considerations in a RRS and provide explanations
accordingly.
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It is important to note that since we focused on online-dating,
the above results are not immediately generalized to other recipro-
cal environments, such as job recruitment or roommate matching.
Therefore, we intend to explore additional REs in future work and
include an investigation of how to personalize the explanation
method to each specific user. We also intend to investigate coali-
tional reciprocal environments, where a user seeks to form or join
a group of partners with whom to form a coalition. For example,
a system which recommends potential research collaborators for
scholars. In these environments, users often have preferences for a
group of partners and therefore the explanations should be adapted
accordingly.
6 CONCLUSION
In this paper we present a first-of-its-kind study which explores
explanations for recommendations in REs. We introduce the use
of reciprocal explanations, which includes reasoning for the pre-
sumed interest of both sides of the recommendation in the match.
We extensively evaluated the proposed approach, compared it to
the traditional one-sided explanation method in both simulated
and real-world online-dating platforms, and found that the expla-
nation method should depend on the users’ cost (e.g. emotional) for
accepting recommendations. Specifically, in environments where
accepting the recommendations has a high cost, reciprocal expla-
nations should be adopted, while if the cost is negligible, one-sided
explanations should be adopted.
Detailed information about the MM platform and the collected
data is available on the MM website: www.biu-ai.com/Dating.
7 APPENDIX: QUESTIONNAIRE FOR
EVALUATION OF USER EXPERIENCE
Our questionnaire included 8 Likert-scale questions, with a scale
ranging from 1 ("strongly disagree") to 5 ("strongly agree"). These
questions measured five prominent factors of user experience in
recommender systems. We based the questions on previous ques-
tionnaires, such as [3, 15]. The questions are presented in Table 1.
Some measures were evaluated by two questions, and the scores
were averaged to a single score. The third question, which is ’neg-
atively worded’, was reversed-scored [11] in order to join it with
question 2.
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