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Bipartite (two-mode) networks are important in the analysis of social and economic systems as
they explicitly show conceptual links between different types of entities. However, applications of
such networks often work with a projected (one-mode) version of the original bipartite network. The
topology of the projected network, and the dynamics that take place on it, are highly dependent
on the degree distributions of the two different node types from the original bipartite structure.
To date, the interaction between the degree distributions of bipartite networks and their one-mode
projections is well understood for only a few cases, or for networks that satisfy a restrictive set
of assumptions. Here we show a broader analysis in order to fill the gap left by previous studies.
We use the formalism of generating functions to prove that the degree distributions of both node
types in the original bipartite network affect the degree distribution in the projected version. To
support our analysis, we simulate several types of synthetic bipartite networks using a configuration
model where node degrees are assigned from specific probability distributions, ranging from peaked
to heavy tailed distributions. Our findings show that when projecting a bipartite network onto
a particular set of nodes, the degree distribution for the resulting one-mode network follows the
distribution of the nodes being projected on to, but only so long as the degree distribution for the
opposite set of nodes does not have a heavier tail. Furthermore, we show that bipartite degree
distributions are not the only feature driving topology formation of projected networks, in contrast
to what is commonly described in the literature.
I. INTRODUCTION
Bipartite structures are of great importance in the
analysis of social and economic networks. They can be
used to represent conceptual relations — such as mem-
bership, affiliation, collaboration, employment, owner-
ship and others — between two different types of entities
within a system, namely bottom and top nodes, or agents
and artifacts [1–3]. Often, we are particularly interested
in one of the types of nodes of a bipartite network (e.g.
the agents) and, in order to investigate the relationships
among them, we create a new network with only these
nodes. This new graph is a projection of the original bi-
partite network. Connections in this projected network
exist only if a pair of nodes share a common neighbor in
the original bipartite structure.
As an example, consider a bipartite network in which
executives are connected to companies when they sit on
a company’s board of directors. From this network, it is
possible to construct a projection, which is a network of
company directors [4, 5], where two agents (i.e. directors)
are connected if they sit in the same board. Projections
of bipartite networks are frequently used in social and
economic systems analysis but, as we will see in Sec. II
and IV, there is an inherent loss of information when
creating a one-mode network from a bipartite structure
[6, 7]. Moreover, the resulting network topology and the
dynamics that can take place on a projected network are
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particularly sensitive to the degree distributions of the
underlying bipartite graph [8, 9]. Hence, the edges in
a projected network are obviously a consequence of the
edges between agents and artifacts from the original sets.
In the present paper, we give a more general view of
how different degree distributions in bipartite networks
affect the distributions of their projections. Studies re-
garding bipartite structures have shed new light on the
topic [5, 8–11], however several of these results are ap-
plicable for only a few specific cases and with particular
assumptions about the degree distributions of the under-
lying network.
In [5] only one projection is built, where the bipartite
network has Poisson degree distributions for both node
types. Other works [10, 11] investigate projections of net-
works with an exponential degree distribution projected
on to nodes with a power law degree degree distribution.
In [9] nodes with power law degree distribution are pro-
jected onto nodes with power law and exponential degree
distributions. Finally, in [8] projections were created us-
ing several probability distributions (delta, normal, expo-
nential and power law) projecting onto a β-distribution
[12, 13]. Similarly to the latter, we use in this work four
probability distributions — namely delta, Poisson, expo-
nential, and power law distributions — as the degree dis-
tributions of top nodes of the bipartite networks. How-
ever, we also use them as degree distributions of bottom
nodes. This way it is possible to analyze their combina-
tions and cover a range from very peaked distributions
to heavy tailed distributions for both sets of nodes in the
network.
The degree distribution of a network is closely linked
to its degree-degree correlation, or degree assortativ-
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2ity. Since the degree distribution of a projected net-
work essentially amounts to counting the number of paths
of length two for nodes in the bipartite network, it is
clear that the projected distribution will be affected by
any degree-degree correlation in the bipartite network.
While, in some cases, there maybe motivation for con-
sidering degree assortative or dissortative bipartite net-
works (e.g. highly prolific authors may tend to publish
papers with large numbers of co-authors), we do not im-
pose any constraints on the degree-degree correlation of
the bipartite networks considered here.
However, we do study the degree assortativity of the
one-mode projected networks. It has been observed
in a number of cases that a range of different social
networks (e.g. [14–18]) but not all (e.g. [19]) dis-
play degree assortativity, while technological and bio-
logical networks (e.g. [16, 20–22]) are typically degree
dissortative[23, 24]. A common feature of those networks
displaying degree assortativity is that they are one-mode
projections of an underlying bipartite network, while the
dissortative technological and biological networks, and
the non-assortative social networks, are not.
It is proposed in [25] that the degree assortativity ob-
served in the (projections of bipartite) social networks
arises from the community structure of a network, with
the agents (bottom nodes) belonging to groups (top
nodes). In this case, degree assortativity results in the
projected network whenever there is sufficient variation
in the degrees of the top nodes — that is, whenever the
top degree distribution is not strongly peaked, relative to
the bottom degree distribution — even without degree-
degree correlation in the bipartite network.
While we are primarily interested in the degree distri-
butions of the projected networks, we take advantage of
our configuration model simulations to numerically verify
the result from [25] for a number of combinations of top
and bottom degree distributions. These results, in sec-
tion IV, also confirm the observation in [4] that, for some
real-world projected collaboration networks with specific
degree distributions, the configuration model is insuffi-
cient to reproduce the observed degree assortativity —
specifically in the case where the top degree distribution
(e.g. authors per paper) is exponential while the bottom
nodes (e.g. papers per author) follow a power law with
a high-degree cut-off.
It is also worth mentioning that, in the previously men-
tion theoretical studies of bipartite networks, the projec-
tions are created either as multigraphs, or making the as-
sumption that the underlying networks are sparse enough
that there never is more than one common neighbor for
any pair of nodes in the bipartite network. The first as-
sumption results in networks that differ from those used
in most empirical network analysis, which uses (some-
times weighted) simple graphs (more about projection
methods in Sec. II). The second assumption does not re-
flect most real-world networks, in which it is frequent to
have pairs of nodes of one type sharing several neighbors
of the other type. For instance, it is very likely to find,
in a co-authorship network, co-authors of a paper that
have many other papers in collaboration. Here, we fill
the gap left by previous studies by giving new insights
of how the resulting distributions depend on the original
networks and on projection methods.
To do so, we use generating functions as a first ap-
proach. Many statistical properties, including network
observables such as degree distributions, can be derived
by using the generating function formalism [5, 26]. A gen-
erating function provides a way to represent a sequence as
a power series, where the coefficients of the power series
are the values of the sequence. An ordinary generating
function is given by
f(x) =
∞∑
n=0
anx
n, (1)
in which the nth derivative gives the coefficient an of the
sequence, according to
an =
1
n!
dnf(x)
dxn
∣∣∣
x=0
. (2)
It is important to note that, when using generating
functions, we are not concerned with solving the function
for x. Rather, x is only playing a role of a place holder
for the sequence and making it possible to manipulate
such sequences as polynomials [27].
The outline of the paper is as follows: in Sec. II we
review basic concepts of bipartite networks. We discuss
the role of projections in social networks analysis and the
most common methods for creating one-mode projected
networks. In Sec. III we revisit generating functions
and their applicability in network science. We clarify
the methods used to derive expressions for the generat-
ing functions for degree distributions of projections. We
present new equations for the resulting degree distribu-
tions, in order to add new solutions for a mapping of
possible outcomes, based on a number of scenarios, for
different choices of degree distributions for the bipartite
sets. Finally, in Sec. IV, we create several artificial bipar-
tite networks using the same probability distributions as
in the previous section. We assign degrees to the nodes
of the bipartite sets by drawing degrees from probability
distributions, using a configuration model. We compare
the results from these simulations with those from the
generating function approach to explain how the degree
distributions of bipartite networks affect the distribution
of their projections.
II. BIPARTITE NETWORKS
A bipartite network is a graph B = {U, V,E},
where U and V are disjoint sets of nodes and
E = {(u, v) : u ∈ U, v ∈ V } is the set of links
connecting nodes. We will refer to the sets U and V as
the bottom and top partitions respectively. Nodes in
U can only connect to nodes in V and vice-versa. No
3connections among nodes of the same set are allowed.
Each set of nodes can have independent properties, such
as the probability distribution of the node degrees, or
the number of nodes (system size). Hence, for the sake
of notation, we have
ku: degree of node u ∈ U ;
dv: degree of node v ∈ V ;
Pb(k): degree distribution of bottom nodes in U ;
Pt(d): degree distribution of top nodes in V .
The total number of edges L of the graph is given by
|E| =
∑
u∈U
ku =
∑
v∈V
dv, (3)
Many real-world social and economic networks are nat-
urally bipartite structured. Besides the network of com-
pany directors given in the introduction, a few other
examples are business networks between companies and
banks [28], scientific collaborations on publications [29],
football players and clubs they have played for [30] and
actor-movie networks [16].
All the above examples make use of one of the most in-
teresting properties of a bipartite network, its one-mode
projection. A projection onto the nodes U (a so-called
bottom projection) results in a one-mode network where
node u is connected to u′, u, u′ ∈ U , only if there exists
a pair of edges (u, v) and (u′, v) in E such that u and u′
share a common neighbor v ∈ V , in the bipartite graph
B. Similarly, in a projection onto V (or top projection)
a node v is connected to a node v′ in the projection if
they share a neighbor u ∈ U .
Projections can be built using approaches that lead
to three different types of graphs: simple graphs, multi-
graphs and weighted graphs (Fig. 1). A simple graph
is an unweighted graph with no multiple edges between
node pairs and no self-loops [31, 32]. Hence, in the sim-
ple graph projection method, a binary one-mode network
will be created. Even though a pair of bottom nodes u
and u′ can share many common neighbors from the oppo-
site set V in B, there will be only a single link connecting
such nodes in the projected version. For this case, the
number of distinct neighbors of each node in the projec-
tion will be equal to the node degree.
A multigraph is a graph in which more than one link
is allowed between a single pair of nodes [33, 34]. Then,
the multigraph projected network is an unweighted graph
in which pairs of nodes can have several links connecting
them. In this method, every neighbor vj shared by a pair
of nodes u and u′ in B results in a link connecting u and
u′ in the projected graph G. Hence, the degree of node
u in G can be greater than the number of its distinct
neighbors.
Lastly, weighted graphs are networks in which links
have values assigned to them [35–37]. Such values, that
is to say weight, can represent a variety of variables, e.g.
duration, intensity, intimacy, exchange of services [35],
capacity [38, 39], collaboration [4, 14], among others. In
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FIG. 1. Schematic drawing of three projection methods for
bipartite networks: simple graph, multigraph and weighted
graph projections
weighted projections, the weight of a edge in the pro-
jected network represents the number of common neigh-
bors that u and u′ share from the opposite node set V in
B. The sum of the weights of all links of u is called the
node strength of u, su [40], given by
su =
|U |∑
u′=1
wuu′ , (4)
where wuu′ is the weight of the link connecting nodes
u and u′ in the weighted projected network. In such a
weighted network, the node strength is the same as the
node degree in a multigraph projection.
Weighted projections are commonly used in social net-
work analysis since they allow the ease of working with
a simple graph, but still contain information about the
number of different connections between a unique node
pairs in the projection. The node degree represents the
number of neighbors the node has, like in a simple graph
projection, while the node strength represents the num-
ber of total interactions of each node as the degree in
a multigraph projection. For that reason, further in this
paper, we will also refer to the node degree of multigraph
projections as node strength.
In this work, as we are interested in degree distribu-
tions, discussions will focus on simple graphs and multi-
graphs only. However, it is good to keep in mind that,
due to the characteristics discussed above, simple graphs
and weighted projections have the same degree distribu-
tions when both are built from the same bipartite net-
work.
In order to simplify, for the rest of the paper we will
refer to projections as bottom projections only, unless
otherwise stated. Thus, also for the sake of notation,
we have, for the network G formed from the bottom
projection of B
qu : degree of node u ∈ U, in G;
P (q) : degree distribution for nodes u ∈ U.
A bottom node u ∈ U now has degree ku for the bipar-
tite network and qu for the projected network. At this
4stage, an important relation can be inferred from such
definitions. Considering that node u is connected to ku
nodes vj ∈ V and each one of these nodes is connected
to dvj nodes u
′ ∈ U , with j = 1, 2, ..., ku, then
qu ≤
ku∑
j=1
(dvj − 1), (5)
where the equality always holds if the projection is a
multigraph. The degree qu of node u in the bottom pro-
jection is the sum of the degrees dvj of all nodes it is
connect to minus its own degree ku. When the projec-
tion is a (weighted) simple graph, the equality holds only
in the case where the bottom nodes never share more
than one common neighbor from the top partition.
Independently of the projection method, there is a in-
herent loss of information when we create projections of
bipartite networks. Starting from an original bipartite
structure it is only possible to create a single projected
network. However, given a projected network, there is no
unique corresponding bipartite structure. Because of the
inequality of Eq. 5 and because of the lack of weight in
its links, the simple graph projection is the method with
biggest loss of information. We will see more of that in
Sec. IV.
III. GENERATING FUNCTIONS
“A generating function is a clothesline on which we
hang up a sequence of numbers for display”[26]. It is,
in fact, just an alternative way of representing any se-
quence, as a power series notation, whose coefficients are
the values of the sequence.
A simple example is a one-mode network where the
degree distribution can be represented using generating
functions [5, 41]. For example, the generating function
for the probability of a node in the bottom partition hav-
ing degree k is given by
f0(x) =
∑
k
Pb(k)x
k. (6)
We say that f0(x) is the fundamental generating function
for Pb(k). Equation (6) is called a probability generating
function (PGF); since it describes a probability distribu-
tion it must satisfy f0(1) = 1, thus
f0(1) =
∑
k
Pb(k) = 1. (7)
An important property of probability generating func-
tions is their moments. If f0(x) describes the degree dis-
tribution of a network, then the first moment of the PGF
gives the average degree, 〈k〉, of the network, according
to
f ′0(x) =
∑
k
kPb(k)x
k−1, (8)
and
f ′0(1) =
∑
k
kPb(k) = 〈k〉 (9)
Following the approach developed in [5], we can use
generating functions to find the degree distributions of
projected networks. The reasoning is as follows: by se-
lecting a link at random, and following it until reaching
a node, we will find that the node has, let’s say, degree
k. The probability pk with which we will reach such a
node is proportional to its degree, pk ∝ kPb(k). By nor-
malizing, we get
pk =
kPb(k)∑
k kPb(k)
=
kPb(k)
〈k〉 . (10)
Hence the generating function that corresponds to the
probability distribution for a randomly chosen link con-
necting to a node of degree k is
f1(x) =
∑
k
kPb(k)x
k−1
〈k〉 =
f ′0(x)
f ′0(1)
. (11)
Extending the generating function notation to bipar-
tite networks, we have
f0(x) =
∑
k
Pb(k)x
k, g0(x) =
∑
d
Pt(d)x
d, (12)
where, f0(x) and g0(x) are now the generating functions
corresponding to Pb(k) and Pt(d), the degree distribu-
tions of the nodes in the partitions U and V , respectively.
Similarly, the average degrees for each partition are given
by
f ′0(1) =
∑
k
kPb(k) = 〈k〉, g′0(1) =
∑
d
dPt(d) = 〈d〉
and the probability of a randomly chosen link connecting
to a node of degree k (respectively, degree d) is given by
f1(x) =
f
′
0(x)
f
′
0(1)
=
f
′
0(x)
〈k〉 and g1(x) =
g
′
0(x)
g
′
0(1)
=
g
′
0(x)
〈d〉 .
Functions f1(x) and g1(x) are, in fact, representations
of the degree distributions of the first neighbors of nodes
in U and V respectively. In other words, for instance,
g1(x) is the probability distribution of the number of
second neighbors of the bottom nodes. As the process
of creating a projected network is essentially counting
the number of second neighbors of the nodes in the set
of interest, the neighborhood of such nodes is a function
composition of f0(x) and g1(x). Therefore, the gener-
ating function for the degree distribution P (q), of the
projection of B = {U, V,E} onto U , is given by
F0(x) = f0(g1(x)) =
∑
k
Pb(k)
(∑
d dPt(d)x
d−1
〈d〉
)k
.
(13)
5This approach assumes that the degree distributions
Pb(k) and Pt(d) in B are independent and the degrees
of the bipartite network are uncorrelated. Otherwise, as
one can see from Eq. (13), the resulting degree distribu-
tion depends on both degree distributions of the bipartite
network. This conclusion is also seen in [8].
Next, we discuss two different methods for using gen-
erating functions to calculate the projected degree dis-
tribution of a bipartite network with Pb(k) and Pt(d)
following specific probability distributions.
A. Convolution Method
It is possible to derive specific equations for the de-
gree distributions of projected networks as a function of
Pb(k) and Pt(d), the degree distributions of the underly-
ing bipartite networks. The convolution method is one
approach to calculating such expressions.
To represent P (q), we have, from Eq. 13
F0(x) =
∑
k
Pb(k)
(∑
d dPt(d)x
d−1
〈d〉
)k
=
∑
q
P (q)xq.
(14)
In order to find the coefficients of xq in the right-hand
term of the equation, we expand the product:
(∑
d dPt(d)x
d−1
〈d〉
)k
=(∑
d1
d1Ptd1
〈d〉 x
d1−1
)(∑
d2
d2Ptd2
〈d〉 x
d2−1
)
...(∑
dk
dkPtdk
〈d〉 x
dk−1
)
. (15)
At this point, one may use the convolution method
for the above equation. A convolution of two sequences
{an}∞n=0 and {bm}∞m=0 is a new sequence {ck}∞k=0 [42] in
which
ck = a0bk+a1bk−1+...+ak−1b1+akb0 =
k∑
l=0
albk−l. (16)
The states (or place holders) of Eq. (15) will assume
the following form
(xd1−1)(xd2−1)...(xdk−1) = x
∑k
j=1(dj−1) = xq, (17)
and we have, therefore
P (q) =∑
k
Pb(k)
∑
d1+...+dk=q+k
d1d2...dk
〈d〉k Ptd1Ptd2 ...Ptdk , (18)
where the relation d1+d2+...+dk = q+k comes from Eq.
(5), assuming that the equality in Eq. (5) holds. This is
usually justified in the literature [5, 9] by assuming that
the network is sufficiently large that the probability any
pair of bottom nodes in the bipartite graph having more
than one common neighbor approaches zero. The equal-
ity always holds in the case that the projected network
is a multigraph.
dPt(d) is the probability that a node u ∈ U is con-
nected to a node v ∈ V with degree d. The probability
that a node u ∈ U has degree k in the bipartite and
degree q in the projected network can be written as∑
d1+d2+...+dk=q+k
d1d2...dk
〈d〉k Ptd1Ptd2 ...Ptdk = P (k, q).
(19)
An alternate way of representing the degree distribution
of bottom projections, using Eqs. (18) and (19), is
P (q) =
∑
k
Pb(k)P (k, q). (20)
This method presents a non-trivial analytical solution.
However it is generally difficult to find a closed-form ex-
pression for (20) for specific choices of Pb(k) and P (k, q).
Furthermore, the result is limited in its applicability since
it requires that the equality in Eq. (5) holds.
In [8], the authors use the convolution method assum-
ing that the equality in Eq. (5) holds as they are dealing
with multigraph projections. In other words, they are
calculating the node strength distribution (multigraph
degree distribution) in the resulting projected networks.
They solve Eq. (19) for three specific choices of Pt(d) —
delta, normal and exponential distributions — provid-
ing expressions for Eq. (20), as functions of an arbitrary
Pb(k) as follows
P (q) =
{
Pb(k) if q = k
∗(d∗ − 1)
0 otherwise,
P (q) =
1
σ
√
2pi
∑
k
Pb(k)k
−0.5exp
(
− (q − k(〈d〉 − 1))
2
2kσ2
)
,
P (q) =
1
a
∑
k
Pb(k)
exp(−aq)(aq)k−1
(k − 1)! ,
where a = 1/(〈d〉 − 1). The three above expressions for
P (q) are for the cases of delta, normal and exponential
distributions as Pt(d), respectively. Although such ex-
pressions provide some insights for the resulting degree
distributions P (q), they still are not straightforwardly
practical.
Heavy tail distributions, such as power law distribu-
tions, are left aside in [8]. This is because for such dis-
tributions the variance and higher order moments can be
unbounded, preventing convergence of the convolution
sequence.
6On the other hand, in [9], the authors assume a very
special case of bipartite networks. In such case, networks
are large and sparse such that any pair of nodes u and
u′ ∈ U is not allowed to have more than one common
neighbor v ∈ V . That is, projections of these networks
are simple graphs such that the equality in Eq. (5) al-
ways holds. The authors find in [9], with a slightly dif-
ferent approach, the same Eq. (20). In contradiction to
[8], they use a power law distribution for Pt(d) to per-
form analysis for the resulting degree distributions for
two cases of Pb(k) — exponential and power law distri-
butions. However, to accomplish this, many assumptions
and approximations are made, in such a way that, in our
understanding, the analytical solutions for both cases be-
come unreliable in practical cases of power law degree
distributions. First, such assumptions and approxima-
tions are made always considering the presence of nodes
with high degree d. However, the results presented hold
for large absolute values for the exponents of the power
law distribution (γt > 4), which, in fact, gives rare high
degree nodes. Second, first and second moments are not
defined in distributions with low exponents – γ ≤ 2 and
γ ≤ 3, respectively. Therefore we don’t expect convolu-
tions of sequences such as these to converge.
B. Expansion Method
Another approach to get a closed-form equation, for
the degree distribution of the projected network, is by
expanding exponential functions. To do so we begin with
Eq. (13) (or Eq. (14)) for the degree distribution in the
following form
F0(x) =
∑
q
P (q)xq = f0(g1(x)) (21)
From this, we find expressions for f0(x) and f1(x) (or,
following our notation, g0(x) and g1(x) in regard to top
nodes), for different choices of probability distributions,
which can be: delta function, Poisson, exponential, or
power law.
For a delta function distribution, for instance, each
node has a degree of exactly k∗ and the generating func-
tion has the following form
f0df (x) =
∑
k
Pb(k)x
k = xk
∗
. (22)
The generating function for the distribution of remaining
links is, from Eq. (11),
f1df (x) =
f ′0df (x)
f ′0df (1)
= xk
∗−1. (23)
Similarly, for the case of a Poisson distribution, in the
limit of N →∞, we have
f0P (x) = e
〈k〉(x−1) = f1P (x). (24)
The generating functions for an exponential distribu-
tion f0exp and for the remaining links f1exp are given by
f0exp(x) =
∑
k
λe−λkxk =
λ
1− xe−λ , (25)
and
f1exp(x) =
(
1− e−λ
1− xe−λ
)2
, (26)
where λ = 1/〈k〉.
Finally, for a power law distribution, Pb(k) =
k−γ
ζ(γ) , we
have
f0pl(x) =
Liγ(x)
ζ(γ)
, (27)
f1pl =
Liγ−1(x)
xζ(γ − 1) , (28)
where Lin(x) is the nth polylogarithm of x and ζ(s) is
the Riemann ζ function.
For a first example, let’s say that the degree distribu-
tion for the top nodes is a delta function and the degrees
of the bottom nodes have a Poisson distribution. In this
case f0(x) takes the form of Eq. (24) and g1(x) takes
the form of Eq. (23). For the latter, it is worth noticing
that now 〈k〉 has to be replaced by 〈d〉, as we are dealing
with top nodes. Therefore, for this case, the generating
function for the bottom projection degree distribution is
given by
F0(x) = f0Poisson(g1df (x)) = e
〈k〉(xd∗−1−1). (29)
By series expansion, one finds that
F0(x) =
∑
q
〈k〉( qd∗−1 )
e〈k〉
(
q
d∗−1
)
!
xq, (30)
and hence, P (q) is given by
P (q) =
 〈k〉
( qd∗−1 )e−〈k〉
( qd∗−1 )!
if d∗ − 1|q
0 otherwise.
(31)
Similarly, for the case where we have delta function
distribution for Pt and exponential distribution for Pb,
the generating function of Pq is
F0(x) = f0exp(g1df (x)) =
λ
1− xd∗−1e−λ . (32)
Again by expanding we have
F0(x) =
∑
q
λ(e−λ)qx(d
∗−1)q, (33)
7and consequently P (q) is given according to
P (q) =
{
λe−λ
q
d∗−1 if d∗ − 1|q
0 otherwise.
(34)
Equations 31 and 34 provide explicit expressions for
Pb(k) in contrast to the one presented in [8], using the
convolution method, for the cases of a delta function as
top degree distributions.
Although delta distributions, either for bottom or top
nodes, make it possible to obtain analytic results, and
hence gain some insights about the resulting degree dis-
tributions, they are unlikely to be found in real-word net-
works.
Going further, to a slightly more realistic example, we
consider the case where both the bottom and top node
degrees are Poisson distributed. In this case, the gener-
ating function for the projected degree distribution will
assume the following form
F0(x) = e
〈k〉(e〈d〉(x−1)−1) = e−〈k〉e〈k〉e
−〈d〉e〈d〉x . (35)
Here, we have the constants a = 〈k〉e−〈d〉 and b = 〈d〉.
Once more, by expanding the exponential functions, P (q)
is semi-explicitly given by
P (q) = ea−〈k〉Tq(a)
bq
q!
, (36)
where Tq is a Touchard polynomial and Tq(a) can be
expressed as a polynomial in a, using Stirling numbers of
the second kind according to
Tq(a) =
q∑
n=1
S(q, n)an. (37)
This solution was also reasoned in [5], presented with a
simulation for a network of company directors, briefly
discussed earlier in this paper.
A final example, for our matters, is choosing an ex-
ponential distribution for bottom nodes and a Poisson
distribution for the top set. Then,
F0(x) =
λ
1− e〈d〉(x−1)e−λ =
λ
e−λ−〈d〉e〈d〉x
. (38)
Again, we change our constants making a = e−λ−〈d〉 and
b = 〈d〉, such that
P (q) =
abq
(1− a)(q+1)q!Aq(a). (39)
Here, An(t) denotes the nth Eulerian polynomial, which
can be defined recursively as A0(t) = 1 and
An(t) = t(1− t)A′n−1(t) + (1 + (n− 1)t)An−1(t). (40)
At this stage, one may realize that, just like in the
convolution method, the expansion method is not suit-
able for power law distributions. Here, this is mainly
due to presence of polylogarithm functions in the solu-
tion, and the difficulties of algebraic manipulations of
such functions. Once more, we notice that the resulting
distributions of projected networks, when the original bi-
partite sets have degree distributions that follow a power
law, have no analytical solutions.
IV. STOCHASTIC SIMULATIONS
In the previous section we discussed an analytic ap-
proach to finding the expected degree distributions of
projected networks. We saw that, even though generat-
ing functions can give us useful insights, few analytical
solutions are possible and mostly in restricted scenarios.
Significantly, the known analytic solutions do not include
the case of bipartite networks with heavy-tailed distribu-
tions — one of the more interesting, and more common,
types of distribution found in real-world networks. For
that reason, we make use of a different approach to gain
a better understanding of what to expect for degree dis-
tributions of projected networks.
In this section, we perform computational simulations
by building bipartite networks with specific degree distri-
butions for the bottom and top node sets. These include
the cases where the bottom and top sets, U and V , have
degrees drawn from power law, exponential, Poisson, and
delta distributions.
In order to build such bipartite networks, we use a
version of the configuration model [43, 44], in which we
create degree sequences for the bottom and top nodes.
We assign to every node u ∈ U , and to every node v ∈ V ,
a value for its degree, drawn from the chosen distribution
for bottom and top node sets. Next, we check that the
sum of the node degrees for the top nodes matches that
for the bottom nodes; i.e. that Eq. (3) is respected. In
case of
∑
i ki 6=
∑
j dj , we discard a random node from
the set with larger degree sum. This process is repeated
until Eq. (3) is satisfied and the total degrees of the top
and bottom nodes are equal. Lastly, we add edges to
randomly connect the bottom and top nodes, respecting
their allocated degrees.
The results presented here are averages over 100 sim-
ulated networks for all distribution cases.
When projecting the bipartite networks, we only con-
sider bottom projections. (Results for top projections
are identical if the node sets are reversed.) The node
sets used in the simulations are of approximately 1000
nodes. This size is chosen to be commensurate with the
size of many real-world bipartite networks in social and
economic systems [45–48].
The exact size of the node sets U and V depend on
the process of discarding nodes to enforce the condition
(3), as detailed above. For example, in the case with
power law distributions Pd ∝ d−γt and Pk ∝ k−γb where
γt is larger than γb, the final network can have node sets
much smaller than the initial 1000 nodes. In the most
extreme cases considered here, the networks with power
8law exponents of γt = 5 and γb = 2 have only≈ 200 nodes
in the bottom distribution since the mean degrees of the
top and bottom node sets are 〈d〉 ≈ 1.2 and 〈k〉 ≈ 6.2.
Tables I and II summarize the average sizes of the node
sets and their average degrees over the simulations for
different combinations of top and bottom node degree
distributions.
TABLE I. Mean of the sizes of sets U and V and their re-
spective mean average degree over 100 runs for each top and
bottom distributions.
Pt(d) Pb(k) |V | 〈d〉 |U | 〈k〉
Delta Delta 1000 4.99 1000 4.99
Delta Poisson 990.05 4.99 992.92 4.98
Delta Exp 985.31 4.98 985.11 4.99
Delta PL 969.34 4.81 903.83 5.21
Poisson Delta 990.92 4.98 989.21 4.99
Poisson Poisson 999.99 5 999.99 5
Poisson Exp 983.65 4.98 983.8 4.98
Poisson PL 959.37 4.81 920.98 5.06
Exp Delta 986.8 4.97 984.53 4.98
Exp Poisson 985.78 4.98 985.69 4.98
Exp Exp 999.96 4.95 999.96 4.95
Exp PL 963.45 4.68 895.03 5.1
PL Delta 913.11 5.18 972.28 4.81
PL Poisson 912.99 5.1 964.37 4.78
PL Exp 903.5 5.09 964.97 4.72
PL PL 998.35 4.41 998.35 4.41
TABLE II. Mean of the sizes of sets U and V and their respec-
tive mean average degree over 100 runs for top and bottom
distributions with power law exponents γt and γb.
γt γb |V | 〈d〉 |U | 〈k〉
2 2 930.03 5.16 924.39 5.2
2 3 290.51 6.22 966.99 1.79
2 4 226 6.21 948.95 1.37
2 5 187.16 6.64 947.18 1.21
3 2 949.35 1.83 306.31 5.91
3 3 962.13 1.94 971.55 1.92
3 4 730.9 1.93 997.14 1.41
3 5 639.98 1.93 998.49 1.23
4 2 943.39 1.38 220.6 6.3
4 3 996.08 1.41 732.7 1.92
4 4 988.54 1.41 987.03 1.41
4 5 872.04 1.41 999.54 1.23
5 2 943.08 1.22 197.4 6.17
5 3 997.98 1.23 638.65 1.94
5 4 999.42 1.24 875.53 1.41
5 5 991.8 1.23 991.11 1.23
Most analytic results for degree distributions of pro-
jected networks assume pairs of nodes from the same
node set in the bipartite network do not share any com-
mon neighbors. Such an assumption is reasonable for
very large, sparse networks. In contrast, the configura-
tion model used for the simulations, allows the bipartite
network B to have pairs of nodes in its bottom set U with
more than one common neighbor in V . The probability
of such common neighbors decreases as the sizes of the
node sets U and V increase. However, since we deal with
finite size networks, shared common neighbors of nodes
in U lead to differences between the node degrees of the
simple graph compared with the multigraph projection.
A demonstration of this can be seen in Fig. 3(a), which
shows the degree distributions of a simple graph and a
multigraph projection, where both projections are cre-
ated from a bipartite network with bottom and top node
sets having a delta-function degree distribution. That
is, top nodes and bottom nodes have the same degrees,
d∗ and k∗, respectively. In this case, the expected degree
distribution P (q) is easily calculated using the generating
function approach, according to
F (x) = xk
∗(d∗−1), (41)
and therefore, P (q) is given by
P (q) =
{
Pbpk∗(d∗−1) = 1 if q = k
∗(d∗ − 1)
0 otherwise.
Setting d∗ = k∗ = 5, all nodes in the projected network
should have q = 20, following the analytical solution.
The multigraph simulation differs from the expected re-
sult by only a small amount: 0.02% of nodes in the pro-
jection have q = 19 — see Fig. 3(a). This is due to the
random assignment of links between the two node sets
during the construction of the bipartite network. This
results in a small fraction of nodes end with k = 4 (or
d = 4) since, depending on the order in which links are
added, it is possible to end up with a bipartite network
configuration where it not possible to add an additional
edge to a node with degree less than its target degree,
without connecting it with a node to which it is already
connected. Fig. 2 illustrates an example of such a sce-
nario. (We require that the bipartite network be a simple
graph since, in general, real-world examples of bipartite
networks have a unique correspondence between pairs of
nodes in different sets. For example an author can not
appear on the same paper more than once).
In contrast to the multigraph projection, for the simple
graph projection, the number of nodes with degree q = 19
corresponds to about 13% of total nodes. This difference
(13% compared to 0.02%) is caused by the presence of
common neighbors between pairs of nodes u and u′ in U ,
due to the finite size of the network B in our simulations.
Multiple links between u and u′, in the multigraph pro-
jection, are amalgamated into a single link in the simple
graph projected network, hence the latter method results
in more information loss.
Similar results are seen for a delta degree distribution
of top nodes and Poisson, exponential, or power law de-
gree distributions for bottom nodes (see Figs. 3(b), 3(c),
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FIG. 2. Schematic drawing of a minimal example of the frus-
tration for adding links. Edges have been numbered to in-
dicate the order in which they were added. Although each
node has been assigned a target degree of 2, once the first 5
edges have been added, there is no possible way to added the
6th edge without connecting a pair on nodes that are already
linked.
and 3(d) respectively); the degree distribution of the pro-
jected simple graph is left-shifted, relative to the degree
distribution of the multigraph projection, due to shared
neighbors of nodes from the bottom node set.
Looking closer at the effects of the different degree dis-
tributions on the projected network, we see that the pro-
jected degree distributions follow the general form of the
degree distributions of the bottom nodes in the bipartite
network, but modulated by the delta distribution for the
degree of the top nodes. Consequently, the projected de-
gree distribution for a delta degree distribution over Pois-
son (Fig. 3(b)), has a projected network with a Poisson
degree distribution with spikes at degree q = d∗ − 1 = 4,
as predicted by Eq. (31). The results are similar for
the delta degree distribution over exponential (Fig. 3(c))
where the expected degree distribution for the projected
network is given by Eq. (34) and for delta distribution
over power law — Fig. 3(d). In this last case, it is
worth noting that power law degree distribution for the
projected network does not hold for the tail of the distri-
bution. This is due to finite size effects with the highest
degree nodes in the bottom node set being sparsely dis-
tributed. Increasing the number of nodes in the network
increases the range over which the power law distribution
holds for the node degrees of the projected network.
More generally, the degree distributions of the pro-
jected networks follow the degree distributions of the
bottom nodes in the bipartite networks, so long as the
degree distributions for the top nodes are more peaked
than those of the bottom nodes. In cases where the de-
gree distribution of the bottom node set is more peaked
than that of the top distribution, the projected network
has a degree distribution that is right-shifted and flat-
tened, relative to the top distribution. This can lead to
projected networks with extremely heavy-tailed degree
distributions, for example the projection of the power
law over delta (Fig. 4(a)) network, or power law over
Poisson (Fig. 4(b)).
The heuristic that the projected network degree dis-
tribution follows that of the bottom nodes in the bipar-
tite network, provided it is more heavy tailed than the
top distribution, is well demonstrated by the example of
exponential distributed bottom nodes (Fig. 4(c)), ex-
cept for the power law over exponential case. In this
latter case the degree distribution for the top nodes has
a heavier tail than that of the bottom nodes. As a conse-
quence, the small number of very high degree top nodes
are connected to a large fraction of the bottom nodes,
leading to high degree cliques in the projected network
and a right shifted degree distribution for the projected
network. The power law over exponential results in Fig.
4(c) also demonstrate again the loss of information for a
simple graph projection, relative to the multigraph pro-
jection, with the tail of the simple graph projection being
left shifted, relative to the multigraph projection.
The loss of information, due to combining degenerate
edges in the simple graph projections, is particularly pro-
nounced for the higher degree nodes in the bottom node
set of the bipartite network. This is because each com-
mon neighbor between a pair of bottom nodes in the bi-
partite network reduces the degree of the same nodes in
the simple graph projection by an amount approximately
equal to the original node degrees, relative to a multi-
graph projection of the same network. In particular, for
heavily right-skewed distributions (e.g. exponential —
Fig. 4(c) and power law — Fig. 4(d)) the difference be-
tween degree distributions of simple and multigraph pro-
jections is also right-skewed, since there is a high prob-
ability of shared links between high degree nodes. This
is illustrated, most dramatically, in Fig. 4(d) where net-
works, with power law degree distributions for the bot-
tom nodes, show projections where the degree distribu-
tions are influenced by the form of the degree distribu-
tions of the top nodes (e.g. Poisson cf. exponential) for
the lower degree nodes, while for the higher degree nodes
the projected degree distribution is dictated almost en-
tirely by the projection method (simple cf. multigraph
projection) and the form of the degree distribution for
the top nodes has almost no effect.
We also calculated the degree assortativity r (the
degree-degree correlation) of the projected network for
each of the combinations of degree distribution types
in the bipartite network, according to Eq. (2) of [24].
Positive values of r indicate networks with degree assor-
tativity (degree-degree correlation), while negative val-
ues indicate degree dissortativity (degree-degree anti-
correlation). r = 0 indicates no degree-degree corre-
lation. Our results, presented in table III confirm the
heuristic presented in [25] — namely that the bottom
projection of a bipartite network has degree assortativity
when the degree distribution of the top nodes is broader
(i.e. more heavy-tailed) than the degree distribution of
the bottom nodes. In the inverse case, the projected net-
works display degree dissortativity. This can be easily
understood since top nodes of degree d create cliques, or
fully connected sub-graphs of size d in the bottom pro-
jection, while bottom nodes of degree k connect together
up to k such cliques, in the projection, hence when the
top degree distribution is broad, relative to the bottom
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FIG. 3. Degree distributions of projected networks with a delta function as the top distributions. (a) delta function over delta
function: top and bottom degrees are d∗ = k∗ = 5. (b) delta function over Poisson: d∗ = 〈k〉 = 5. (c) delta function over
exponential: d∗ = 〈k〉 = 5. CCD in the inset graph stands for complementary cumulative distribution. (d) delta function over
power law: d∗ = 5 and γb = 2 (〈k〉 ' 5.2). Similar to the delta over Poisson case, the delta over exponential and delta over
power law projected distributions, follow the distribution of their respective bottom degree distributions, modulated by the
delta function to give node degrees with multiples of q = 4, with some broadening of the delta function, due to a small number
of nodes with less than their target degree, due to frustration in the edge adding process — see Fig. 2.
degree distribution, the bottom projection will be dom-
inated by cliques of nodes with mostly the same degree.
In the inverse case, each top node connects a bottom
node to a similar number of other bottom nodes, which
in turn will have broadly distributed degrees, resulting in
degree dissortativity.
TABLE III. Mean (standard deviation) values of the degree
assortativity of the projected networks with prescribed top
(rows) and bottom(columns) degree distributions of the bi-
partite networks after 100 simulations.
delta Poisson exponential power law γ = 3 power law γ = 2
delta 0.066 (0.01) -0.005 (0.009) -0.019 (0.009) -0.046 (0.03) -0.218 (0.04)
Poisson 0.193 (0.02) 0.026 (0.009) -0.018 (0.008) -0.038 (0.03) -0.230 (0.03)
exponential 0.250 (0.04) 0.090 (0.03) -0.014 (0.008) -0.033 (0.04) -0.237 (0.03)
power law γ = 3 0.470 (0.1) 0.396 (0.1) 0.178 (0.1) 0.302 (0.1) -0.219 (0.1)
power law γ = 2 0.228 (0.1) 0.133 (0.09) 0.009 (0.06) 0.200 (0.2) -0.209 (0.06)
The case of power law degree distributions for both the
bottom and top node sets is worth further investigation,
in the context of our claim that the bottom degree distri-
bution dictates the projected degree distribution, as long
as it is heavier tailed than the top distribution.
We therefore take a closer look at bipartite networks
with power law distributions in both sets U and V . We
assign γ = 2, 3, 4 and 5, as exponents for the distribu-
tions, i.e. Pk ∝ k−γb and Pd ∝ d−γt , for bottom and top
nodes respectively. We interchange them in sets U and V ,
in order to get all 16 possible combinations. Projected
networks created using simple graphs and multigraphs
are shown in Fig. 5 along with the slopes of theoretical
power law distributions — represented by the dashed and
dot-dashed lines.
We observe that for those plots above the diagonal (i.e.
γt > γb) in Fig. 5, the projected degree distributions do
indeed follow the degree distribution of the bottom node
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FIG. 4. Degree distributions of projected networks from bipartite networks with a range of top distributions (Poisson: 〈d〉 = 5;
exponential: 〈d〉 = 5; and power law: γt = 2) and fixed bottom distributions. (a) over delta function: k∗ = 5. (b) over
Poisson: 〈k〉 = 5. (c) over exponential: 〈k〉 = 5. (d) over power law: γb = 2. The loss of information for the simple graph
projections increases, in comparison to the multigraph projections, as the tail of the bottom distribution becomes heavier. The
top distributions also play a role in increasing the loss of information when they are heavy tailed.
set, including following γb, the expected slope of the bot-
tom degree distribution. For the case of γt ≤ γb, where
the bottom degree distribution is no longer more heavy
tailed than the top, the distributions for the projected
networks remain power law like (we simply observe that
they have a linear for a significant range when plotted on
log-log axes — we do not attempt to rule out other pos-
sible distributions that may fit equally well). However,
they show the same flattening of the distribution that was
observed for the results in Fig. 4, due to large cliques in
the projected network, formed by the relative abundance
of high degree nodes in the top node set. This flattening
increases the more heavy tailed the top distribution is,
relative to the bottom. As a rule-of-thumb, if γt ≤ γb
then the slope of the distribution for the projected net-
work is roughly that which corresponds to γ = γt − 1.
It is also worth noting that the cumulative degree dis-
tributions in Fig. 5 all display a turning point where
the slope of the distribution changes for low degree nodes
compared with that for high degree nodes. As mentioned
previously, this is a finite size effect, due to the stochastic
model sampling the sparse tail of the power law distribu-
tions. Increasing the size of the node sets in the simula-
tions, moves this turning point to the right and extends
the range over which the projected network follows the
predicted degree distribution.
V. CONCLUSIONS
In this paper, we have studied how the degree distribu-
tions of bipartite networks affect the degree distributions
of the projected (one-mode) networks that can be pro-
duced from them. To do so, we considered bipartite net-
works with sets of nodes presenting a range probability
distributions. We also considered the effects of differ-
ent projection approaches, namely simple graph versus
multigraph projections, and the consequences of dealing
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FIG. 5. Degree distributions of projected networks from bipartite networks with power law distribution for bottom and top
nodes. Theoretical power law distributions are also shown. Projections were created using simple graphs and multigraphs in
all four cases. In the plots above the diagonal (γt > γb), the projected degree distributions follow the degree distribution of the
bottom node set. For the case of γt ≤ γb, where the bottom degree distribution is no longer more heavy tailed than the top,
the distributions show the same flattening of the distribution that was observed for the results in Fig. 4. This is due to large
cliques in the projected network. The turning point in the distributions is due to the finite size of the node sets. Increasing the
size of the network causes the turning point to be shifted to the right.
with finite size networks where pairs of nodes from one
node set are able to share common neighbors from the
opposite node set.
Our initial approach was to use generating functions in
order to reach any analytic predicts of how node degrees
in the projected networks are distributed. Top (Pt(d))
and bottom (Pb(k)) degree distributions were chosen ar-
bitrarily, ranging from peaked to heavy tailed distribu-
tions (delta-function, Poisson, exponential, and power
law probability distributions). We discussed two ways
to solve these functions, namely convolution and expan-
sion methods. While both these methods can be useful
for predicting the resulting degree distribution, P (q), of
a bottom projection, the analytic approach comes with
some caveats. First, generating functions are only suit-
able for multigraph projections, since each edge in the
bipartite graph contributes to the node degrees in the
projected network. This is not the case for simple graph
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projections when pairs of nodes from the bottom node
set are allowed to have common neighbors in the opposite
node set — a case which is likely to occur for networks
of finite size. Second, not all probability distributions
are amenable to deriving an analytical solution for the
projected degree distribution. Cases where degree distri-
butions are heavy tailed — a kind of distribution often
studied in real-world networks — are hard to solve ana-
lytically.
Due to these two aforementioned predicaments of gen-
erating functions, we also performed computational sim-
ulations as our second approach to reach our goals. Then,
we could fill the gaps left by the generating functions ap-
proach, and also obtain new findings of what to expect of
the structure of projected networks, by taking in account
the original bipartite structure.
The simulations show that if the projection of the bi-
partite network is onto the bottom node set U , then the
resulting projected degree distribution, P (q), tends to
follow the distribution of the bottom node set, Pb(k), so
long as the degree distribution of the bottom node set
is more right-skewed, or heavy tailed, than the top dis-
tribution. In the case that this does not hold, P (q) is
subject to the tail of the degree distribution, Pt(d), of
the top node set, which leads to a flattening of the de-
gree distribution for the projection, relative to that for
the bottom node set. The reason for this flattening is the
relative abundance of nodes with high degree in the top
distribution. Such nodes induce large cliques (complete
subgraphs) in the projected network. Therefore, the pro-
jection will have many highly connected nodes. This phe-
nomenon is illustrated particularly well by the case where
both top and bottom node sets follow a power law degree
distribution, but where the exponent for the top distribu-
tion is lower (more heavy tailed) than the bottom. The
simulations also reveal a finite size effect, whereby the
degree distribution of the projected network doesn’t fol-
low the predicted degree distribution for the largest node
sizes when one of the node sets in the bipartite network
is power law distributed. This leads to turning points in
the degree distributions of the projected networks when
data is sparse, towards the extreme values of heavy tailed
distributions. This result has implications for real-world
bipartite networks, which can commonly be of sizes com-
parable to those simulated here. It suggests that one
is unlikely to find fully power law degree distributions
for projected networks, even if the statistics of one of the
node sets in the bipartite network, do follow a power law.
Lastly, there is an inherent loss of information when
projections of bipartite networks are created. A conse-
quence of this is that there is not an unique solution for
rebuilding a bipartite network from its projection. Such
loss of information is accentuated in simple graph pro-
jections where multiple links between pairs of nodes are
amalgamated into a single link. This divergence between
the simple and multigraph degree distributions for the
projected network becomes more prevalent, the heavier
the tail of the original degree distributions. When per-
forming social network analysis one must be aware of
these differences and understand which characteristics of
each projection method best contribute to its studies.
Although non-trivial, the degree distribution of a pro-
jected network is one of the more superficial network
features. Network features such as clustering, commu-
nities, component size distributions, motifs, and a vari-
ety of centrality measures may influence the behavior of,
and on, networks in different applications. While several
methods to infer bipartite network structure have been
proposed — such as modularity [49, 50], motif-based clus-
tering and community structure [51] or bipartite stochas-
tic block models [52] —, further work is necessary to un-
derstand how they arise and interact in the context of
bipartite networks and their projections.
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