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Resumo
A computação em nuvem teve um avanço considerável nos últimos anos, trazendo gran-
des benefícios incluindo escalabilidade, flexibilidade, acessibilidade global, melhor uti-
lização de recursos e redução de custos, entre outros. Apesar de todos os benefícios,
esta adesão e crescimento trás consigo grandes desafios como otimização do uso de
recursos computacionais, redução de custos, garantia da qualidade de serviço (Quality
of Service (QoS)), segurança, etc. As garantias da qualidade de serviço são estabeleci-
das através de Service Level Agreements (SLAs), que são contratos estabelecidos entre
o cliente e o fornecedor do serviço de computação em nuvem, visando especificar de
forma mensurável as metas de nível de serviço a serem cumpridas, além dos papéis
e responsabilidades das partes envolvidas. Este trabalho apresenta um estudo sobre
cumprimento de SLAs por algoritmos de alocação de máquinas virtuais em ambientes
de computação em nuvem. O trabalho tem em consideração métricas como disponibi-
lidade, custo, tempo de conclusão de uma aplicação (task completion time) e nível de
tolerância a faltas, avaliando o cumprimento de tais métricas em diferentes cenários.
O estudo é realizado utilizando o framework CloudSim Plus para modelação e execu-
ção de simulações de computação em nuvem. São introduzidos dois módulos no fra-
mework visando: (i) especificação de SLAs e templates de máquinas virtuais em for-
mato JavaScript Object Notation (JSON), seguindo padrões do Amazon Elastic Compute
Cloud (Amazon EC2); (ii) injeção de faltas aleatórias, permitindo avaliar como os SLAs
são afetados perante o surgimento de faltas nos servidores.
Por fim, o trabalho apresenta uma proposta para automação da criação e alocação de
máquinas virtuais, visando cumprir os SLAs e libertar o cliente da necessidade de especi-
ficar a quantidade mínima de máquinas virtuais para atendimento dos níveis de serviço
exigidos. Mesmo com todo o nível de automação que os fornecedores de computação
em nuvem possam oferecer, os resultados obtidos mostram que é possível melhorar a
automação destes serviços, reduzindo a necessidade de intervenção do cliente e as vi-
olações de SLA devido a uma inadequada configuração de máquinas virtuais realizada
pelo cliente.
Palavras-chave
Computação em Nuvem, Service Level Agreement, CloudSim Plus, Qualidade de Serviço,
Simulação, Alocação de Máquinas virtuais
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Abstract
Cloud computing has made considerable progress in recent years, bringing great bene-
fits including scalability, flexibility, global accessibility, improved resource utilization
and cost savings, among others. Despite all the benefits, this adhesion and growth car-
ries with it great challenges such as optimization of the use of computational resources,
reduction of costs, Quality of Service (QoS) assurance, security, etc. Guarantees are
provided through Service Level Agreements (SLAs), which are agreements between the
customer and the cloud computing service provider to measurably specify the service
level goals to be fulfilled, as well as the roles and responsibilities of the parties in-
volved. This work presents a study on compliance with service level agreements by
algorithms for allocating virtual machines in cloud computing environments. The work
takes into account metrics such as availability, cost, task completion time and level of
fault tolerance, evaluating the compliance of such metrics in different scenarios.
The study is conducted using the CloudSim Plus framework for modeling and running
cloud computing simulations. Two modules are introduced in the framework about: (i)
specification of SLAs and virtual machine templates in JSON format, following Amazon
Elastic Compute Cloud (Amazon EC2) standards; (ii) injection of random faults, allowing
to evaluate how the SLAs are affected by the occurrence of faults in servers.
Finally, this work presents a proposal for automation of the creation and allocation of
virtual machines, aiming to comply with the SLAs and free the client from the need to
specify the minimum number of virtual machines to meet the required service levels.
Even with all the automation level provided by cloud service providers, the obtained
results show it is possible to further improve the automation of these services by re-
ducing the need for customer intervention and SLA violations due to an inadequate
configuration of virtual machines performed by the client.
Keywords
Cloud Computing, Service Level Agreement, CloudSim Plus, Quality of Service, Simula-
tion, Virtual Machine Allocation
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Capítulo 1
Introdução
1.1 Enquadramento da Dissertação
A computação em nuvem tem crescido cada vez mais, devido às vantagens oferecidas
aos utilizadores. Segundo o quinto relatório Global Cloud Index da Cisco, a Cloud irá
representar 83% do tráfego global de data center em 2019 (Cisco System, 2016).
Segundo o National Institute of Standards and Technology (NIST) a computação em
nuvem é definida como (Mell e Grance, 2011):
“Um modelo para permitir acesso ubíquo, cómodo, sob-demanda a uma pool
compartilhada de recursos de computação configuráveis (por exemplo, re-
des, servidores, armazenamento, aplicações e serviços) que podem ser ra-
pidamente fornecidos e libertos com esforço mínimo de gestão ou interação
do fornecedor de serviço, através da Internet”.
A procura por serviços de computação em nuvem tem sido crescente, devido às suas inú-
meras vantagens e comodidade. Ao alugar infraestrutura computacional na nuvem em
vez de adquirir e manter tal infraestrutura, o cliente troca elevados custos de aquisição
por baixos custos variáveis de utilização. Os serviços podem ser utilizados a partir de
qualquer lugar do mundo com acesso à internet, em qualquer plataforma e a qualquer
momento. O utilizador não tem a necessidade de saber onde os serviços estão alojados
e como eles serão entregues. A computação em nuvem possui outras características
importantes, tais como: rápida elasticidade, serviços sob demanda e pool de recursos
entre outros.
Atualmente existem diversos modelos de serviços de computação em nuvem, conforme
se descreve a seguir:
• Infrastructure as a Service (IaaS): a capacidade fornecida ao consumidor é a
de providenciar o processamento, armazenamento, redes e outros recursos de
computação fundamentais, onde o consumidor pode instalar e executar software
arbitrário, que pode incluir sistemas operativos e aplicações. O consumidor não
administra ou controla a infraestrutura da nuvem subjacente, mas possui controlo
sobre sistemas operativos, armazenamento e aplicações instaladas (Mell e Grance,
2011);
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• Platform as a Service (PaaS): a capacidade fornecida ao consumidor é a de ins-
talar na nuvem infraestrutura criada pelo fornecedor e aplicações desenvolvidas
pelo cliente. Tais aplicações podem ser desenvolvidas utilizando linguagens de
programação, bibliotecas, serviços e ferramentas suportadas pelo fornecedor. O
consumidor não faz a gestão ou controla a infraestrutura de nuvem subjacente,
incluindo rede, servidores, sistemas operativos ou armazenamento, mas tem con-
trolo sobre as aplicações instaladas e, possivelmente, as configurações do ambi-
ente onde as aplicações são alojadas (Mell e Grance, 2011);
• Software as a Service (SaaS): a capacidade disponibilizada ao consumidor é usar
as aplicações do fornecedor em execução numa infraestrutura de nuvem. Tais
aplicações são acessíveis a partir de vários dispositivos clientes por meio de uma
interface de thin client, como um navegador web ou uma interface de um pro-
grama. O consumidor não gere ou controla a infraestrutura da nuvem subjacente,
incluindo rede, servidores, sistemas operativos, armazenamento ou mesmo recur-
sos de aplicações individuais, com a possível exceção de configuração de defini-
ções de aplicações específicas do utilizador (Mell e Grance, 2011).
• Anything as a Service (XaaS): é uma abordagem que se refere à capacidade
de se ter qualquer modelo como serviço (Fernandes et al., 2014). É um termo
que abrange qualquer modelo, desde Data-as-a-Service (DaaS) (Vu et al., 2012),
Routing-as-a-Service (RaaS) (Chen et al., 2014), Security-as-a-Service (SecaaS)
(Chen et al., 2014), Malware-as-a-Service (MaaS) (Gutmann, 2007) até Windows-
as-a-Service (WaaS) (Riggs, 2016).
Além dos modelos de serviços, a nuvem possui quatro modelos de implementação (Mell
e Grance, 2011):
• Nuvem Privada: a infraestrutura de nuvem é fornecida para uso exclusivo de
uma única organização e respetivos utilizadores, incluindo clientes e funcionários.
Pode ser gerida e operada pela organização ou por uma terceira entidade e pode
existir dentro ou fora das instalações;
• Nuvem Pública: é aberta para o público em geral, permitindo que qualquer pessoa
ou empresa possa utilizar tais serviços;
• Nuvem Comunitária: a infraestrutura é fornecida para uso exclusivo de uma co-
munidade específica de organizações que têm preocupações compartilhadas;
• Nuvem Híbrida: é composta por duas ou mais infraestruturas de nuvem distintas
(privadas, públicas ou comunitárias).
De entre os vários desafios da computação em nuvem, um dos maiores é proporcionar o
melhor serviço para o utilizador (Ardagna et al., 2014; Wang et al., 2013; Gupta et al.,
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2013). Os SLAs (Service Level Agreements ou Acordos de Nível de Serviço) existem como
garantia da qualidade destes serviços para o utilizador.
O ITILv3 (ITI v3 Foundation, 2009) define SLA como um acordo entre um fornecedor de
serviços de Tecnologias da Informação (TI) e um cliente. O SLA descreve o serviço de TI,
documenta metas de nível de serviços e especifica as responsabilidades do fornecedor
e do cliente.
Os SLAs contêm um conjunto definido de parâmetros de qualidade de serviço (Quality of
Service (QoS)). Os parâmetros de QoS indicam, por exemplo, os níveis de desempenho,
fiabilidade e disponibilidade oferecidos por uma aplicação, pela plataforma ou pela
infraestrutura que a aloja (Ardagna et al., 2014). Estes parâmetros devem ser mensu-
ráveis e podem ou não ser monitorizados durante a entrega dos serviços acordados no
SLA. O ciclo de monitorização é bastante importante quando se refere à qualidade da
entrega do serviço, pois é através da monitorização que se verifica o uso dos recursos
em tempo de execução e se realiza a tomada de decisão para adequação de alocação
de recursos. Tais medidas visam evitar ou corrigir problemas como ociosidade ou sobre-
carga de recursos na nuvem. Nos SLAs são definidos os objetivos, as metas de qualidade
de serviço e as punições.
De entre as métricas existentes, este trabalho considera um conjunto delas, tais como:
custo do serviço na nuvem, disponibilidade, tolerância a faltas e tempo de conclusão
de aplicações (tarefas). As métricas mais comuns são apresentadas no Capítulo 2. Num
SLA cada uma dessas métricas possui valores mínimo e máximo esperados. Por exemplo,
o cliente pode estabelecer que o custo por hora que ele espera pagar pelos serviços
utilizados deva estar dentro de um determinado intervalo.
Esta investigação procura contribuir para que investigadores, clientes e empresas criem
infraestruturas adequadas e precisas a partir de simulações, sem desperdícios de recur-
sos, tempo e dinheiro, visto que, com o aumento da complexidade do sistema, o custo
de encontrar soluções adequadas também aumenta.
Com o aumento da importância do sistema, o uso de SLAs torna-se necessário, pois
é preciso um controlo mais rígido do desempenho dos serviços oferecidos. Por isso,
esta dissertação é dedicada ao estudo do cumprimento de requisitos de SLAs através da
alocação de máquinas virtuais.
O problema investigado nesta dissertação está descrito a seguir, juntamente com os ob-
jetivos do trabalho, as principais contribuições, as limitações do trabalho desenvolvido
e a organização deste documento.
1.2 Definição do Problema e Objetivos da Investigação
O problema a investigar consiste no não cumprimento de SLAs por parte de fornece-
dores de computação em nuvem. Há fornecedores que poderão não se preocupar em
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cumprir determinados SLAs, acabando por frustrar clientes. A importância do cumpri-
mento destes acordos envolve garantia de qualidade, redução de custos, cumprimento
de prazos e com isto trazendo confiança tanto para o cliente quanto para o fornecedor,
pois a estipulação de tais acordos permite alinhar expectativas.
Este trabalho tem como objetivo principal fornecer um estudo do cumprimento de SLAs
por algoritmos de alocação de máquinas virtuais em ambientes de computação em nu-
vem.
Como objetivos específicos a serem alcançados temos:
1. Definição e implementação de métricas de QoS no framework de simulação de
computação em nuvem CloudSim Plus;
2. Definição e implementação no CloudSim Plus de um mecanismo de leitura de SLAs
e garantia de cumprimento dos mesmos através de alocação de VMs;
3. Automação da criação e especificação da quantidade de máquinas virtuais através
do custo e nível de tolerância especificado pelo cliente;
4. Especificação e implementação no CloudSim Plus de um módulo de injeção de
faltas de servidores;
5. Teste dos módulos implementados para verificar o seu correto funcionamento;
6. Elaboração de experiências envolvendo alocação de máquinas virtuais, tendo em
consideração os requisitos de SLA e injeção de faltas aleatórias.
1.3 Principais Contribuições
Este trabalho apresenta uma contribuição quando se trata da simulação em computa-
ção em nuvem implementada no CloudSim Plus, visto que este trabalho introduz um
módulo de especificação de SLAs, permitindo avaliar o cumprimento de métricas espe-
cíficas para diferentes algoritmos de alocação de recursos na nuvem. Outros trabalhos
existentes ou utilizam um número reduzido de métricas, ou simplesmente não consi-
deram estes acordos. Esta é uma falha em muitos trabalhos, pois os SLAs aumentam a
eficiência dos serviços fornecidos e diminuem os riscos de possíveis faltas em aplicações.
As principais contribuições resultantes do trabalho de investigação apresentado nesta
dissertação são:
• Definição e implementação de um módulo de especificação de SLAs incluindo as
métricas implementadas e leitor de SLAs;
• Especificação e introdução de um módulo de injeção de faltas no CloudSim Plus;
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• Implementação do Algoritmo Worst Fit Decreasing e comparação do respetivo de-
sempenho com o do algoritmo Round-Robin para mapeamento de aplicações para
máquinas virtuais;
• Definição e implementação no CloudSim Plus da possibilidade de criação de má-
quinas virtuais de acordo com templates de instâncias do Amazon Elastic Compute
Cloud (Amazon EC2);
• Automação da criação e definição da quantidade de máquinas virtuais para tolerar
faltas em ambientes de computação em nuvem, procurando otimizar os serviços
e abstendo do cliente tais tarefas.
Os módulos propostos nesta dissertação e implementados no CloudSim Plus são open
source e estão disponíveis no repositório central do simulador CloudSim Plus (Silva Filho
et al., 2016).
1.4 Limitações do Trabalho Desenvolvido
O presente trabalho contém algumas limitações, tais como:
• Falta um módulo para monitorização em tempo de execução de métricas de QoS;
• Não implementa outras faltas no módulo de injeção de faltas, tais como: faltas
de aplicações, de rede, etc;
• Os testes não estão validados experimentalmente em infraestruturas reais de com-
putação em nuvem;
• São consideradas apenas aplicações de processamento de tarefas.
1.5 Organização da Dissertação
O corpo desta dissertação é composto por cinco capítulos e as referências. Após este
capítulo dedicado à introdução da dissertação, os restantes capítulos estão organizados
da seguinte forma:
• Capítulo 2: apresenta uma visão geral sobre as ferramentas, tecnologias e funda-
mentos utilizados e uma revisão de trabalhos relacionados encontrados na litera-
tura.
• Capítulo 3 descreve a ferramenta e as métricas utilizadas, o modelo do SLA em
formato JSON, os diagramas de classes e algoritmos das implementações realiza-
das e instaladas no núcleo do simulador CloudSim Plus.
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• Capitulo 4: apresenta um conjunto de testes utilizando algoritmos para alocação
de VMs com o objetivo de cumprir SLAs, testes com o injetor de faltas implemen-
tado e testes com a automação da criação e definição da quantidade de VMs para
tolerar faltas através dos requisitos do cliente.
• Capítulo 5: apresenta as principais conclusões e direções para trabalhos futuros.
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Capítulo 2
Background e Estado da Arte
2.1 Introdução
Neste capítulo são abordados alguns conceitos sobre vários elementos que formaram a
base para a realização deste trabalho e também alguns trabalhos existentes na litera-
tura, relacionados com a simulação de alocação de recursos na nuvem, considerando
requisitos de SLA.
Este capítulo encontra-se organizado da seguinte forma. A secção 2.2 é dedicada ao ba-
lanceamento de carga e alocação de recursos computacionais, sendo discutido o funcio-
namento e algoritmos de balanceamento de carga. A secção 2.3 é dedicada à descrição
do Service Level Agreement (SLA), abordando o conceito, a estrutura, a importância, o
ciclo de vida e métricas de SLAs, linguagens de descrição de SLAs, service level manage-
ment e service level objective. Na secção 2.4 são descritos trabalhos relacionados com
o trabalho apresentado ao longo desta dissertação e na secção 2.5 são apresentadas as
conclusões deste capítulo.
2.2 Balanceamento de Carga e Alocação de Recursos Computa-
cionais
2.2.1 Balanceamento de Carga
O balanceamento de carga é um mecanismo utilizado para equilibrar o workload entre
diferentes máquinas virtuais, evitando servidores ociosos ou sobrecarregados, procu-
rando um equilíbrio para o melhor aproveitamento dos recursos. A aplicação deste me-
canismo na nuvem deve ser realizada de forma distribuída, flexível e extensível (Zhang
e Zhang, 2010), visando:
• Melhorar o desempenho e o tempo de resposta de aplicações;
• Conseguir uma utilização ideal de recursos computacionais;
• Reduzir consumo de energia;
• Reduzir violações de SLA;
• Evitar sobrecarga dos serviços alojados na nuvem.
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Figura 2.1: Balanceamento de Carga (Adaptado de (Science e Studies, 2014)).
Em primeiro lugar, o utilizador faz a requisição de um serviço. Cada requisição é in-
terceptada e em seguida enviada a um servidor (nó) com melhor disponibilidade de
recursos para atendê-la, procurando evitar que determinados nós fiquem sobrecarre-
gados enquanto outros estão ociosos ou pouco utilizados. Num cenário de computação
em nuvem, os serviços dos clientes são alojado em máquinas virtuais. Assim, cada má-
quina virtual representa um nó. O processo de balanceamento é feito através de nós
redundantes, o que dá ao sistema um determinado nível de tolerância a faltas.
Os servidores são monitorados e mantidos pelos fornecedores de serviços em nuvem,
fornecendo recursos computacionais aos clientes. Um fornecimento ineficiente de re-
cursos pode levar ao aumento de custos do fornecedor, devido ao consumo excessivo
de energia elétrica, desperdício de recursos computacionais, ou aumento de emissão
de gases de efeito estufa. Esses problemas podem levar à violação de SLAs dos clientes
(Barroso e Hölzle, 2007), pelo que a alocação ideal dos recursos em ambientes de com-
putação em nuvem para prestação de serviço aos clientes é crucial. Existemmecanismos
de fornecimento eficiente de alocação de máquinas virtuais considerando violações de
SLA e minimização do consumo de energia ao mesmo tempo, como apresentado em (Lo
et al., 2014; Calheiros et al., 2011; Kim et al., 2011).
Usualmente a migração de Máquinas Virtuais (Virtual Machines (VMs)) é classificada
como regular (regular migration) ou ao vivo (live migration) (Lo et al., 2014). A mi-
gração regular move uma VM, interrompendo-a dentro do host de origem antes da mi-
gração, e em seguida copiando a VM para o host de destino, incluindo o estado da
memória, reiniciando a VM no novo host. A migração ao vivo funciona de maneira simi-
lar, porém esta migração não interrompe a VM durante o processo de transição. A VM
é copiada para o host de destino sem desligar a VM na origem. Quando termina a cópia
dos dados da memória da VM para o host de destino, a VM é então finalizada na origem
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e as conexões dos utilizadores encaminhadas para o novo host, sem haver quebra de
conectividade.
2.2.2 Algoritmos de Balanceamento de Carga
Na literatura, foram publicados vários algoritmos para balanceamento de carga (wor-
kloads), de entre os quais se destacam os seguintes:
1. Round Robin (RR) (Nitika, Shaveta, 2012): organiza os servidores numa fila circular
enviando cada requisição do utilizador para o próximo servidor na lista. Quando
uma requisição é enviada para o último servidor, o algoritmo começará a percorrer
a lista desde o início para as requisições seguintes.
2. Equally Spread Current Execution (ESCE) (Singh e Gangwar, 2014): seleciona a má-
quina virtual mais eficiente, de acordo com determinadas prioridades. O workload
é distribuído de forma aleatória, verificando o respetivo tamanho e transferindo-a
para uma máquina virtual que esteja com pouca carga.
3. Active Monitoring Load Balancer (AMLB) (Singh e Gangwar, 2014): acompanha o
número de requisições a cada VM e seleciona a que estiver menos sobrecarregada.
Essa política de balanceamento de carga tenta manter workloads semelhantes em
todas as VMs disponíveis.
4. Throttled Load Balancing (TLB) (Zaouch, 2015): garante que apenas um número
pré-definido de aplicações/tarefas são alocadas a uma única VM num referido
instante. Se houver mais solicitação do que o número de VMs disponíveis, algumas
das solicitações terão de ficar em fila de espera até a próxima VM ficar disponível.
5. Greedy (Malik et al., 2013): resolve o problema fazendo a escolha que parece
melhor no momento específico. Muitos problemas de otimização podem ser re-
solvidos usando este algoritmo. Alguns problemas não têm solução eficiente, mas
este algoritmo pode fornecer uma solução eficiente que é próxima da ótima.
2.3 Service Level Agreement (SLA)
2.3.1 Conceito, Estrutura e Importância dos SLAs
Um SLA é um documento que ajuda a definir a relação entre um cliente e um fornecedor,
representando o nível da qualidade de serviço e as expectativas esperadas entre estas
partes. Desta forma, um SLA é a garantia de que o fornecedor deste serviço oferece de
facto, o nível de qualidade esperado pelo cliente. De acordo com (Zeginis e Plexousakis,
2010), o SLA é fundamental para os fornecedores de serviços configurarem e manterem
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os compromissos com o consumidor do serviço. Tipicamente, os SLAs são definidos em
texto simples, utilizando modelos ou toolkits (Bianco et al., 2008).
Um SLA adequadamente especificado representa cada serviço oferecido de acordo com
dados tais como (Bianco et al., 2008):
• As métricas que serão coletadas;
• Quem irá coletar e como irá coletar;
• Ações a serem tomadas quando o serviço não é entregue no nível de qualidade
especificado;
• Penalidades por falta de entrega do serviço no nível de qualidade especificado.
Existem diferentes tipos de SLAs e diferentes custos associados. Há clientes que ne-
cessitam de níveis elevados de disponibilidade e estão dispostos a pagar mais por isso,
enquanto outros não.
A estrutura de um SLA pode conter os seguintes elementos (Zeginis e Plexousakis, 2010):
• Objetivo: descreve as razões por trás da criação do SLA;
• Partes: apresenta as partes envolvidas no SLA e respectivas funções, por exemplo,
o fornecedor do serviço e o cliente;
• Data de validade: define o período de tempo que o SLA vai cobrir. Este é delimi-
tado pelo início e término do prazo do contrato;
• Plano: define os serviços abrangidos no acordo;
• Limitações: define as medidas necessárias a serem tomadas para que os níveis de
serviço requeridos sejam fornecidos;
• Objetivos de nível de serviço: define os níveis de serviço acordados entre cliente
e o fornecedor do serviço. Normalmente inclui um conjunto de indicadores de
nível de serviço como disponibilidade, desempenho e fiabilidade;
• Penalidades: define as penalidades a serem aplicadas no caso de o prestador de
serviços apresentar um desempenho inferior ao esperado e acordado no SLA;
• Termos de exclusão: apresenta o que não será coberto no SLA;
• Administração: descreve os processos e os objetivos mensuráveis num SLA e de-
fine a autoridade organizacional para supervisioná-los.
Conforme apresentado acima, um dos elementos diz que para o contratante, por exem-
plo, é possível prever penalidades no caso de incumprimento de quaisquer serviços ou
metas estabelecidas, o que pode tranquilizar o cliente em relação ao contrato acor-
dado. Em contrapartida, o fornecedor também se protege contra quaisquer abusos ou
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cobranças indevidas de serviços por conta do contratante. Deste modo, o fornecedor
pode trabalhar sobre um roteiro preestabelecido. Isto permite, por exemplo, planear a
contratação de pessoal especializado na medida adequada ou elaborar planos de ação
contingenciais para conseguir atender às metas de serviço definidas (OpServices, 2015).
O SLA é um documento exigido em qualquer relação contratual de TI e deve ser re-
visto periodicamente para que tenha maior efetividade. É apenas com a revisão feita
continuamente que o contratante pode ter a garantia de que a empresa de TI ofere-
cerá suporte em todas as etapas do processo que, evidentemente, requerem cuidados
e serviços diferenciados (OpServices, 2015).
Segundo (OpServices, 2015), os SLAs possuem inúmeras vantagens, tais como:
1. Promove garantias: uma certa segurança é passada tanto para o cliente quanto
para o fornecedor, pois ambos contam com o apoio de uma proteção jurídica em
contrato, de modo que os incumprimentos sejam evitados ou punidos;
2. Gera transparência: todas as responsabilidades são escritas e assinadas no con-
trato. Isto garante a transparência na relação entre as partes envolvidas;
3. Garante maior credibilidade: as garantias firmadas num documento aos clientes é
parte de um estado de maturação necessário para a área de TI. As relações entre
fornecedores e clientes passam a gerar mais credibilidade, para além da entrega
ou prestação de bons resultados;
4. Favorece empresas de pequeno, médio e grande porte: o SLA é importante para
que a qualidade na entrega de serviços seja garantida para qualquer cliente, espe-
cialmente pequenas e médias empresas. Estabelecer um SLA evita inconvenientes
desnecessários, uma vez que, os SLAs costumam aumentar a qualidade de serviço
percecionado pelo consumidor final, já que as empresas são melhor servidas e os
fornecedores estabelecem e confirmam a sua credibilidade no mercado.
Porém, existem alguns problemas que muitas vezes levam ao não cumprimento dos
níveis de serviço definidos no SLA, destacando-se os seguintes:
• Falta de comprometimento dos subfornecedores;
• Dificuldades na gestão do SLA;
• Ausência de novas tecnologias/serviços;
• Mau uso de recursos;
• Falta de proatividade.
2.3.2 Ciclo de Vida de SLAs
Os SLAs possuem um ciclo de vida definido em seis fases, conforme ilustrado na Figura
2.2 e detalhado a seguir (Bianco et al., 2008):
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Figura 2.2: Ciclo de Vida de um SLA (Adaptado de (Bianco et al., 2008)).
1. Serviços e Desenvolvimento de Template de SLA: Nesta fase são identificadas as
necessidades dos clientes, as características de serviços pretendidos, parâmetros
que podem ser oferecidos, dado o ambiente de execução de serviço e a preparação
do template padrão do SLA.
2. Negociação: Nesta fase são negociados os valores específicos para os parâmetros
de serviço definidos, os custos do serviço para o cliente e o custo para o fornecedor
quando o SLA é violado, bem como a definição e a periodicidade dos relatórios a
serem fornecidos ao cliente.
3. Preparação: O serviço (ou uma instância específica do mesmo) é preparado para
ser utilizado pelo cliente. Esta fase pode exigir a reconfiguração dos recursos que
suportam a execução do serviço, a fim de cumprir os parâmetros de SLA.
4. Execução: Esta fase inclui execução e monitorização do serviço para geração de
relatórios em tempo real, validação da qualidade e deteção de violação do SLA
em tempo real.
5. Avaliação: Esta fase é dividida em duas partes:
(a) Avaliação do SLA e a QoS que é fornecido a cada cliente. A QoS, satisfação
dos consumidores, melhorias e mudanças nos requisitos são revistas periodi-
camente para cada SLA.
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(b) Avaliação do serviço em geral. Elementos que devem ser abrangidos nesta
revisão são as QoS fornecidas a todos os clientes, a necessidade de rever
metas de serviço e operações, a identificação de problemas de suporte de
serviço, bem como a identificação da necessidade de diferentes níveis de
serviço.
6. Terminação e Desativação: Esta etapa envolve o término do serviço por algumas
razões tais como, vencimento/violação do contrato ou desativação de serviços
descontinuados.
2.3.3 Métricas de SLAs
Um SLA descreve as características técnicas e não técnicas de um serviço, incluindo os
requisitos de QoS e um conjunto de métricas. Cada parâmetro contém um nome, tipo,
unidade e representa uma propriedade de um objeto do serviço. Um parâmetro de SLA
refere-se a uma métrica, que, por sua vez, agrega uma ou mais métricas (Zeginis e
Plexousakis, 2010).
Uma métrica é uma forma de medir o desempenho ou a eficiência de alguma carac-
terística de um serviço. Quando um SLA é estabelecido, é preciso definir, além dos
tipos de serviço que serão prestados, as métricas que serão utilizadas para mensurar
a respetitiva qualidade a ser entregue ao cliente. Existem inúmeras métricas de QoS
para SLA, referentes à qualidade de rede, desempenho, eficiência, segurança, além de
outros fatores tais como o custo. Algumas destas métricas estão descritas na Tabela
2.1.
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Tabela 2.1: Métricas de QoS para SLAs.
Métrica Descrição
Disponibilidade Disponibilidade é a probabilidade de um sistema funcionar de forma contínua
sem interrupções. Para calcular esta métrica, dividi-se o tempo de atividade




Quantidade de dados transferidos do emissor para o destinatário num deter-
minado período de tempo (Catela et al., 2014).
Tempo de conclusão
da aplicação
Quantidade calculada de tempo necessário para que qualquer aplicação espe-
cífica seja completada (do início ao fim) (Begum e Prashanth, 2013).
Atraso A Quantidade finita de tempo que um pacote leva para atingir o ponto final
de recepção, depois de ser transmitido a partir do terminal de envio (José
Mauricio Santos Pinheiro, 2008).
Jitter Medida de variação do atraso entre os pacotes sucessivos de um fluxo de dados
(Cisco Systems, 2006).
Custo total Retorna a despesa real do uso de serviços em nuvem (Bardsiri e Hashemi,
2014).
% CPU Média da utilização da CPU, em percentagem (TechNet - Microsoft, 2009).
Tempo de espera Mede o tempo que um serviço espera até o momento de ser requerido.
Confidencialidade É a propriedade de certas informações que não podem ser disponibilizadas ou
divulgadas sem autorização. (Righi et al., 2004).
Flexibilidade Retrata a facilidade com a qual um sistema ou componente pode ser modi-
ficado para utilização em aplicações ou ambientes diferentes daquelas para
que foi especificamente concebido (Bardsiri e Hashemi, 2014).
Tolerância a faltas Capacidade do serviço executar corretamente e de maneira uniforme, mesmo
em condições de falta num nó arbitrário do sistema (Bardsiri e Hashemi, 2014).
Utilização de
recursos
Número de horas de trabalho atribuídas a um recurso ou grupo de recursos,
como uma percentagem da sua disponibilidade para um determinado período
(Begum e Prashanth, 2013).
Fiabilidade Capacidade de um sistema executar a sua função de forma consistente, sem
degradação ou falta (Bardsiri e Hashemi, 2014).
MTBF Tempo médio entre falhas (Di e Cappello, 2015).
MTTR Tempo médio para reparo (Uriarte et al., 2014).
Tempo de resposta Quantidade de tempo que o servidor de aplicações leva para apresentar os




Tempo em que o serviço esteve indisponível (Catela et al., 2014).
As métricas têm um papel importante quando se trata de tomar decisões para a seleção
de serviços de computação em nuvem, bem como definir e aplicar os SLAs.
2.3.4 Linguagens de Especificação de SLAs
Existem algumas linguagens para especificação de SLAs reportadas na literatura. Tais
linguagens permitem descrever regras de SLA de forma legível tanto para humanos como
para computadores. Desta forma, elas contribuem para a automação de sistemas de
monitorização de QoS. A seguir apresenta-se uma breve descrição das linguagens de
SLA.
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Web Service Level Agreement
A Web Service Level Agreement (WSLA) (Ludwig et al., 2002) é uma linguagem para
especificação de SLAs baseada em Web Services e eXtensible Markup Language (XML),
permitindo que clientes e prestadores de serviços possam definir uma grande varie-
dade de SLAs, especificando os parâmetros e identificando a forma como estes serão
medidos.
Além da linguagem, existe também o framework WSLA (Keller e Ludwig, 2003) pro-
posto pela IBM Research Division (IBM, 2017), que especifica e monitoriza SLAs para
web services. O framework mede e monitoriza os parâmetros de QoS, verificando o SLA
e relatórios de violações das partes envolvidas no processo de gestão de SLAs. Embora
a definição da WSLA seja direcionada para Web Services, ela é aplicável a qualquer ce-
nário de gestão interdomínio, tais como processos de negócio, gestão de serviços ou de
redes, sistemas e aplicações em geral.
Há um entendimento comum sobre a estrutura geral de um SLA, sendo a WSLA projetada
para acomodar essa estrutura em três seções (Keller e Ludwig, 2003):
• Partes envolvidas: identifica todas as partes contratuais. Contém a identificação
e as propriedades técnicas das partes;
• Descrição de Serviço: especifica as características do serviço, seus parâmetros e
métricas. Esta informação é processada por um serviço de medição;
• Obrigações: estipula várias garantias e restrições que podem ser impostas aos
parâmetros de SLA definidos.
O Código 2.1 apresenta uma visão geral da estrutura principal de um documento WSLA,
omitindo-se os detalhes internos.



















A SLAng (Lamanna et al., 2003) é uma linguagem para descrição de SLAs desenvolvida
pela University College London e autodenominada “uma linguagem para definição de
SLAs”. Os objetivos da SLAng são (Lamanna et al., 2003):
• Fornecer um formato para a negociação de propriedades de QoS;
• Fornecer os meios para captura de propriedades de QoS de forma inequívoca para
a inclusão nos acordos contratuais.
Os principais recursos da linguagem são (Lamanna et al., 2003):
• Parametrização: inclui um conjunto de parâmetros com valores que descrevem
quantitativamente um serviço;
• Composicionalidade: um serviço pode ser o resultado de uma cooperação entre
as diferentes entidades no domínio. Uma linguagem de SLA tem de permitir tal
composição;
• Validação: antes de iniciar um SLA, os fornecedores devem ser capazes de verifi-
car a sua sintaxe e consistência para validá-lo;
• Monitorização: as partes devem ser capazes de monitorizar automaticamente a
extensão para que os níveis de serviço estabelecidos no acordo sejam efetiva-
mente prestados pelos seus fornecedores;
• Garantia: uma vez que os níveis de serviço sejam acordados, routers, sistemas
de gestão de base de dados, middleware e servidores web podem ser estendidos
para cumprir os níveis de serviço de uma forma automática, usando técnicas como
caching, replicação, clustering e farming.
A sintaxe SLAng é definida utilizando XML e pode ser integrada com linguagens de des-
crição de serviço existentes.
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SLAC
Outra linguagem para especificação de SLAs em computação em nuvem é a Formal
Service-Level-Agreement Language for Cloud Computing (SLAC) (Uriarte et al., 2014).
O SLAC concentra-se em (Uriarte et al., 2014):
• Aspectos formais de SLAs;
• Apoio de acordos multi-parceiros;
• Aspectos comerciais e de serviços públicos;
• Gestão pro-ativa do acordo de SLA.
A base do SLAC é o SLAC Management Framework, desenvolvido para apoiar a especi-
ficação, avaliação e execução de SLAs em sistemas de nuvem utilizando a plataforma
OpenNebula (OpenNebula, 2008).
O framework SLAC possui dois componentes principais:
• O Scheduler Service, que recebe e processa os pedidos dos clientes após a fase de
negociação;
• O SLA Evaluator, que recebe o SLA escrito em SLAC, analisa-o e gera um con-
junto de restrições correspondente à especificação, juntamente com a definição
de serviço que são enviados para o Scheduler para poder fazer a instalação.
Tais componentes são integrados num sistema de monitorização que recupera os dados
para a avaliação do SLA.
2.3.5 Service Level Management
A Gestão de Nível de Serviço (Service Level Management (SLM)), controla os SLAs, desde
a sua negociação até à apropriada documentação de níveis de serviço que atendam
as necessidades do negócio e à sua aplicação. O SLM tem como objetivo manter e
melhorar a qualidade de serviço através de um ciclo contínuo que envolve o acordo, a
monitorização e a reportagem dos níveis de serviço em termos de qualidade, quantidade
e custo. É a principal área de prática para gestão e manutenção de QoS. Esta área de
processo concentra-se na melhoria da QoS, revendo continuamente a qualidade dos
serviços prestados por uma organização de TI (Bianco et al., 2008).
2.3.6 Service Level Objective
Dentro dos SLAs encontram-se os Service Level Objectives (SLOs) (Sturm et al., 2000),
que são características mensuráveis específicas do SLA, como as especificadas na Tabela
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2.1. Cada SLO corresponde a uma única característica de desempenho relevante para
a prestação de um serviço. As partes acordadas determinam o que é um desempenho
aceitável ou inaceitável dentro do negócio, determinando assim os SLOs. A definição
de um bom desempenho para o serviço do cliente depende das próprias necessidades
e prioridades do mesmo. Os objetivos dos SLOs devem ser realistas em conformidade
com o orçamento do cliente, compreensíveis e mensuráveis.
Os SLOs devem indicar o que se espera do sistema em termos específicos para cada
categoria. Alguns objetivos comuns podem conter:
• Média do tempo de resposta;
• Disponibilidade do sistema;
• Tempo de inatividade.







• Acordados pelas partes;
• Devem ter uma penalidade ou gratificação acessíveis.
Um SLO geralmente é definido em termos de cumprir um nível de serviço, dentro da
métrica acordada, num determinado período de tempo, explicando como e onde ele
deve ser medido. Por exemplo, “99,99% de disponibilidade em algum sistema por um
período de cinco meses”.
2.4 Trabalhos Relacionados
(Rak et al., 2013) proposeram uma arquitetura de um framework para gestão de SLAs
em ambientes de computação em nuvem, identificando as necessidades implícitas pela
simulação a ser executada e sugerindo a adoção de um mecanismo de simulação que se
encaixe com os requisitos propostos. Este framework explora as previsões de desem-
penho obtidos através de simulações em cada etapa do ciclo de vida do SLA.
A Figura 2.3 apresenta a arquitetura do framework proposto.
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Estrutura de Simulação 





Figura 2.3: Framework de Simulação Baseada em SLA (Adaptado de (Rak et al., 2013)).
A arquitetura apresenta três módulos principais dedicados às fases de SLA:
• Módulo de Negociação: define acordos de SLA sobre um determinado nível de ser-
viço, levando em conta tanto as necessidades do utilizador quanto as capacidades
de fornecedores de serviços.
• Módulo de Monitorização: gera alertas quando existem condições que podem
levar a violações do acordo e quando o SLA é de facto violado.
• Módulo de Garantia: realiza todas as ações necessárias para a concessão de SLAs.
Pode ocorrer em duas fases diferentes do ciclo de vida do SLA:
– quando um novo SLA é assinado;
– durante o ciclo de vida do serviço oferecido.
Cada um destes módulos utiliza o mesmo mecanismo de simulação (motor de simulação)
para tomar decisões sobre o SLA (a fim de aceitar ou recusar, gerar alertas e/ou tomar
devidas medidas). Os autores propõem o uso de simulação em cada fase do ciclo de
vida do SLA, que implica um elevado número de simulações simultâneas a serem reali-
zadas. No entanto, tanto quanto é do nosso conhecimento, esta proposta ainda não foi
implementada até a data de escrita desta dissertação.
(Di e Cappello, 2015) proposeram o GloudSim, um simulador de nuvem com base em tra-
ces de data centers da Google, produzidos a partir do log de milhares de aplicações e
milhões de jobs/tasks em execução em mais de 12.000 hosts heterogeneos. O simulador
foi implementado na linguagem de programação Java e é capaz de processar simultane-
amente centenas de jobs em paralelo. Os investigadores podem observar claramente o
número de execução de tarefas e também as tarefas que foram concluídas ao longo do
tempo. Apesar do trabalho utilizar com sucesso traces para fazer simulação na nuvem,
o simulador não possui um sistema de monitorização efetivo para controlar/verificar
SLAs.
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(Calheiros et al., 2011) proposeram uma abordagem adaptativa com foco na automação
de tarefas de gestão de rotina, entrega flexível de recursos de TI virtualizados e apli-
cações quando e onde necessário, aumento e redução da capacidade do sistema sem
exceder o fornecimento e sem ter um impacto inaceitável nas QoS alvo.
Tal técnica de fornecimento tenta cumprir as metas de QoS, que inclui o tempo de
resposta e a taxa de rejeição de requisições dos serviços, evitando o excesso de forne-
cimento de recursos de TI e otimizando o uso destes.
Foi feita a modelação do comportamento e do desempenho de diferentes tipos de aplica-
ções e recursos de TI para transformar, de forma adaptativa, as solicitações de serviços
do utilizador. (Calheiros et al., 2011) utilizaram o desempenho analítico (sistema de
filas) e informações de workload para fornecer entrada inteligente sobre os requisitos
do sistema para um fornecedor de aplicações.
De acordo com (Calheiros et al., 2011), as principais contribuições do trabalho são:
1. Desenvolvimento de uma técnica de fornecimento adaptativo, através de um algo-
ritmo, com base no desempenho analítico e informações de workload. A técnica
permite determinar e capturar a relação entre metas de QoS de aplicações e a
alocação dinâmica de recursos de TI individuais;
2. Uma análise de dois workloads, conhecidos e específicos da aplicação, com o ob-
jetivo de demonstrar a utilidade da modelação do workload ao fornecer feedback
para o fornecimento de ambiente de computação em nuvem;
3. Análise orientada por simulação, com base em modelos realistas de workloads em
ambiente de produção.
De acordo com a arquitetura proposta, apresentada na Figura 2.4, a Camada SaaS con-
tém um mecanismo de Controlo de Admissão com base no número de requisições em
cada instância das aplicações. Se todas as instâncias de aplicações virtualizadas tive-
rem k pedidos em suas filas, os novos pedidos são rejeitados, uma vez que podem violar
o tempo de resposta. As solicitações aceites são encaminhadas para a Camada de PaaS
do fornecedor, que implementa o sistema proposto.
Existem alguns componentes críticos para o funcionamento do sistema (Calheiros et al.,
2011):
• Fornecedor de Aplicações: recebe os pedidos aceites e fornece as máquinas vir-
tuais e instâncias de aplicações baseados na entrada do Analisador de Carga de
Trabalho e do Módulo de Previsão de Carga e Modelador de Desempenho. Os
pedidos aceites são encaminhados para as Instâncias de Aplicações Virtualizadas,
que são capazes de processar o pedido utilizando o algoritmo round-robin.
• Analisador de Carga de Trabalho: gera estimativas de demandas futuras para
a aplicação. Esta informação é passada para o Módulo de Previsão de Carga e
Modelador de Desempenho;
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• Módulo de Previsão de Carga e Modelador de Desempenho: decide o número de











































Figura 2.4: Mecanismo para Fornecimento Adaptativo de Máquinas Virtuais (Adaptado de (Calheiros
et al., 2011)).
Este mecanismo é executado continuamente para assegurar que as metas de forneci-
mento sejam cumpridas em todos os momentos. Foram definidos alguns objetivos de
projeto para esta abordagem de fornecimento (Calheiros et al., 2011):
• Automação: todas as decisões relacionadas com o fornecimento devem ser feitas
automaticamente;
• Adaptação: o Fornecedor de aplicações deve adaptar-se às mudanças na inten-
sidade do workload;
• Garantia de boa execução: a alocação de recursos no sistema pode ser dinami-
camente variada para garantir o cumprimento de metas de QoS.
O CloudSim (Calheiros et al., 2009) foi utilizado para a modelação do ambiente de
computação em nuvem. Tal trabalho contém poucos parâmetros de QoS, além da falta
de uma gestão de SLA com a finalidade de gerir eficazmente as violações de qualidade
de serviço.
(Aslanpour e Dashti, 2016) proposeram uma estrutura para alocação automática de re-
cursos utilizando a combinação de métodos reativos e proativos através de simulação.
Os recursos são fornecidos através do comportamento das VMs e do SLA, onde os parâ-
metros utilizados para a tomada de decisão estão diretamente ligados ao uso da CPU e
tempo de resposta. A proposta foi implementada utilizando o framework de simulação
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CloudSim. Tal trabalho utiliza apenas duas métricas e o código fonte não foi disponibi-
lizado, além de o trabalho utilizar apenas a política de alocação definida por omissão
no CloudSim.
(Nita et al., 2014) apresentaram um módulo de injeção de faltas. Para a implementação
foi utilizado o simulador CloudSim, porém os autores optaram por integrar o módulo com
o CloudReports, uma ferramenta gráfica para o CloudSim. O módulo segue o modelo
baseado em eventos e insere faltas no CloudSim com base em distribuições estatísticas.
Contudo, o injetor de faltas não se encontra disponível no repositório do CloudReports.
2.5 Conclusões
Para a construção de um acordo de SLA é necessário utilizar uma linguagem que o ex-
presse de forma clara e objetiva, evitando dúvidas e duplas interpretações. Neste capí-
tulo foram apresentadas diversas linguagens que são utilizadas para definir SLAs. Estas
linguagens compreendem todo o acordo entre cliente e fornecedor, desde a parametri-
zação à garantia dos serviços. Estas linguagens não foram usadas no trabalho, tendo-se
optado pelo uso do formato que o Amazon CloudWatch utiliza por ser mais simples de
gerir e ler.
Os trabalhos relacionados listados neste capítulo não possuemmuitas métricas para ava-
liação do desempenho do sistema, além de alguns trabalhos não estabelecerem contra-
tos de níveis de serviço. Esta dissertação é focada nas métricas de qualidade de serviço
visto que é bastante importante gerir e controlar serviços de TI, sempre visando a sa-
tisfação do utilizador.
Este capítulo forneceu uma base sobre o assunto, enfocando os pontos mais importantes
sobre a tecnologia e afins.
22




Neste capítulo são apresentadas de forma detalhada a ferramenta utilizada para a re-
alização das simulações, as métricas que foram utilizadas e a descrição das implemen-
tações do módulo instalado no núcleo do simulador CloudSim Plus com diagramas de
classes e algoritmos.
Este capítulo encontra-se organizado da seguinte forma. A secção 3.2 apresenta uma
perspetiva geral sobre o Framework de Simulação CloudSim Plus. A secção 3.3 aborda
as métricas Utilizadas nos SLAs, a secção 3.4 descreve o formato para construção de
SLAs e a secção 3.5 descreve as implementações realizadas no CloudSim Plus. A secção
3.6 apresenta as conclusões deste capítulo.
3.2 O Framework de Simulação CloudSim Plus
O CloudSim Plus (Silva Filho et al., 2016; Silva Filho et al., 2017) é um framework para
simulação de computação em nuvem, desenvolvido em Java e licenciado através da
General Public License (GNU)(GPLv3). O simulador pode ser utilizado para realização
de testes baseados em cenários e configurações específicas de ambientes físicos de for-
necedores de computação em nuvem, permitindo a gestão de todo o ciclo de vida de VMs
e aplicações. O ciclo de vida de uma máquina virtual inclui as ou algumas das seguintes
etapas: a criação, configuração, clonagem, migração, inicialização, reinicialização e
destruição (Khajeh-Hosseini et al., 2012) .
O CloudSim Plus oferece diversos recursos como suporte para modelação e simulação
de:
1. Data centers de computação na nuvem de grande escala;
2. Hosts de servidores virtualizados, com políticas personalizáveis para fornecimento
de recursos do host para máquinas virtuais;
3. Recursos computacionais cientes do consumo de energia;
4. Topologias de data centers e aplicações de transmissão de mensagens;
5. Inserção dinâmica de elementos de simulação;
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6. Políticas para fornecimento de hosts para máquinas virtuais e alocação granular
de recursos de tais hosts para as respetivas VMs.
O CloudSim Plus permite modelar data centers, VMs, aplicações (também designadas
por cloudlets), brokers e hosts. O framework permite ainda modelar diversas carac-
terísticas destas entidades, como capacidade computacional de data centers, hosts,
requisitos de VMs e aplicações. É possível definir os custos associados a cada tipo de
recurso computacional (custo de processamento, memória, etc) e podem ser implemen-
tadas e avaliadas diversas políticas, como por exemplo políticas de seleção de hosts para
migração de VMs.
Um host implementa as características básicas de uma máquina física dentro de um
data center, apresentando parâmetros como: capacidade de fornecimento de memória
RAM e largura de banda, capacidade de armazenamento e cores de CPUs.
Um broker é responsável por tomar decisões em nome de um determinado cliente,
como quantas máquinas virtuais serão alocadas para determinado cliente, para qual
data center enviar tais VMs e em quais VMs as aplicações vão ser executadas. As VMs
são alocadas dentro de hosts. Cada VM possui um proprietário (broker), com caracte-
rísticas como número de cores de CPUs, quantidade de RAM, espaço de armazenamento
e largura de banda.
Cada cloudlet criada representa uma aplicação a ser executada por uma VM com ca-
racterísticas reais tais como: tamanho (dado em Milhões de Instruções (MI)) e cores
requiridos.
Diagrama de Pacotes do Framework CloudSim Plus: Na Figura 3.1 são apresentados
todos os pacotes do framework CloudSim Plus. Os pacotes destacados na cor verde são
os especificados e implementados com este trabalho.
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Figura 3.1: Diagrama de pacotes do CloudSim Plus, ilustrando a inclusão dos módulos implementados
assinalados a cor verde.
O pacote faultinjection possui classes para gerar faltas aleatórias de hosts e também
para criar clones quando falharem VMs vinculadas a determinados clientes. O pacote
slametrics possui classes para leitura de SLAs em formato JSON. Por último, o pacote
vmtemplates possui classes para leitura de templates de VMs do Amazom EC2. As classes
de tais pacote são apresentadas nas subsecções seguintes.
3.3 Métricas Utilizadas nos SLAs
No presente estudo, foram implementadas algumas das métricas descritas na Tabela
2.1, tais como:
Custo: Representa o custo da alocação de VMs na nuvem (Amazon, 2016).
custoTotal = precoHora ∗ totalHoras; (3.1)
O custo total é definido pelo valor cobrado por hora de uso da VM, multiplicado pelo
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tempo utilizado. Para as experiências foram utilizados os valores de custo definidos
pelo serviço Amazon EC2, de acordo com a demanda do cliente.
Tempo de Conclusão da Tarefa: Esta é uma métrica de usabilidade onde a duração
total da tarefa representa a medida de eficiência e produtividade do sistema (Morse,
2017).
tempoConclusaoTarefa = TF − TS (3.2)
O TF é o tempo em que uma aplicação termina sua execução e o TS é o tempo que a
aplicação é submetida. Ou seja, o tempo em que a aplicação inicia menos o tempo em
que a aplicação finaliza a execução.
Mean Time Between Failures (MTBF): OMTBF (Opservices, 2015), em português tempo
médio entre faltas, é um indicador de desempenho que representa a média de tempo
decorrido entre uma falta e a próxima vez que a falta poderá ocorrer. A fórmula para





É o tempo total de funcionamento correto num período, dividido pela quantidade de
faltas.
Mean Time to Repair (MTTR): O MTTR (Opservices, 2015), em português tempo médio






É o total de tempo que o sistema ficou indisponível por causa de faltas.
Disponibilidade: Disponibilidade (Weibull, 2017) é a probabilidade de um sistema fun-
cionar de forma contínua sem interrupções. Para calcular esta métrica, dividi-se o
tempo de atividade pelo tempo de atividade mais o tempo de inatividade do sistema.
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3.4 Formato dos SLAs
Para construir o SLA, seguiu-se o formato JSON que o Amazon CloudWatch utiliza (Ama-
zon, 2010). A justificação para a utilização desse formato consistiu em:
• Facilidade de leitura;
• As linguagens especificadas em 2.3.4 são muito complexas para serem utilizadas
num ambiente de simulação, sendo que se consegue expressar tais métricas de
forma simplificada em JSON;
• Os parâmetros encontrados no formato do CloudWatch foram adequados para este
trabalho.
O Código 3.1 apresenta um trecho do código de um contrato definido em JSON.































Neste exemplo, temos o nome da métrica e as dimensões de cada uma. Uma dimensão
é um par nome/valor que identifica exclusivamente uma métrica. Cada métrica contém
características específicas. Para cada dimensão de uma métrica pode haver um valor
máximo, mínimo ou ambos. Tais valores fazem parte das obrigações do fornecedor,
correspondendo a valores limites aceitáveis para cada métrica estabelecida. A violação
do SLA ocorre quando tais limites são ultrapassados.
3.5 Implementações no CloudSim Plus
Nesta seção são apresentadas as implementações realizadas no CloudSim Plus.
3.5.1 Leitura de SLAs
Foi implementado no simulador um módulo dedicado à leitura de SLAs. A partir desta
implementação, podem ser criados e lidos contratos em formato JSON com o objetivo
de especificar metas de serviços entre clientes e fornecedores.
O diagrama de classes da Figura 3.2 representa a modelagem do contrato SLA, definido
em formato JSON no Código 3.1.
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Figura 3.2: Diagrama de Classes - Módulo de Leitura de SLAs.
3.5.2 Módulo de Injeção e Recuperação de Faltas
Foi implementado no simulador, um injetor de faltas a nível de cores de CPUs dos hosts
de um data center, utilizando um Pseudo-Random Number Generator (PRNG). O módulo
possui um conjunto de classes que permitem definir o tipo de gerador a ser utilizado,
seguindo distribuições estatísticas como a de Poisson. A classe HostFaultInjection é
responsável por gerar os tempos da falta, selecionar um host para falhar e definir o
total de cores naquele host que irão falhar.
Foram definidas três possíveis circunstâncias para a ocorrência de uma falta, como
descrito a seguir:
1. Falta de todas os cores da CPU do host: se todos os cores do host falharem, todas
as VMs que estão alocadas neste host irão falhar, sendo imediatamente destruídas.
2. Total de cores da CPU do host é maior que o requerido pelas VMs: mesmo após
possíveis faltas, se o host ainda assim possuir mais cores funcionando do que re-
querido pelas VMs, a falta não afetará tais VMs.
3. Cores da CPU do host em funcionamento é menor que o requerido pelas VMs: o host
teve uma falta, resultando num total de cores em funcionamento menor do que
o requerido pelas VMs. Neste caso, a diferença entre o total de cores requerido
por tais VMs e o total de cores em funcionamento representa o número de cores
a serem removidas das VMs.
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Por exemplo, considere um host inicialmente com 8 cores. Se uma falta fizer o
host perder 4 cores, restarão 4 em funcionamento. Se houver apenas uma VM
nesse host e a VM requisitar 6 cores, a VM irá continuar seu funcionamento porém
2 cores serão desalocados. Se havia 2 aplicações correndo na VM, cada uma usando
3 cores, o desempenho das aplicações será afetado uma vez que cada uma terá
um core a menos para usar.
Algoritmo: Como descrito acima, há três circunstâncias possíveis para a ocorrência da
falta, as quais estão representadas nas condições no Algoritmo 1.
failedCores = random.sample()
for i← 1 to failedCores do
host.setCoreStatus(i, FAILED)
end
if host.getWorkingCores() == 0 then










while host.getV mList().size() > 0 and coresToRemove > 0 do
i← i%host.getV mList().size()






Algoritmo 1: Gerador de faltas para o host.
A quantidade de cores falhos do host será definida e a partir desse valor são feitas as
verificações. Se a quantidade de cores disponíveis (ou seja, os cores que não foram
afetados pela falta) for igual a zero, implica a destruição das VMs que foram aloca-
das para determinado host. Se a quantidade de cores disponíveis for maior ou igual à
quantidade que as VMs requerem para serem executadas, as VMs não são afetadas. Na
última condição, se a quantidade de cores disponíveis for menor que a quantidade que
as VMs requerem para a sua execução, serão desalocados cores das VMs. A lista de VMs
será percorrida de forma cíclica até que todos os cores necessários sejam removidos. Se
todos os cores de determinada VM forem desalocados, ela será destruída, caso contrário
continuará a sua execução consequentemente com menos cores.
Para recuperação das faltas foi utilizada a simulação de Snapshots de VMs. Antes do
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host falhar, é feita uma cópia da VM. Se o host vier a falhar completamente, ou seja,
se todos os seus cores falharem, todas as VMs que estavam em execução neste host irão
falhar. Neste caso, é submetido um backup da VM com as mesmas aplicações para outro
host que esteja em funcionamento.
Diagrama de classe: O módulo de injeção de faltas implementado possui a classe
HostFaultInjection onde estão todos os métodos necessários para gerar faltas ale-
atórias de host. A classe HostFaultInjection é uma entidade que monitora eventos
gerados durante a simulação e define aleatoriamente quando faltas devem ser injeta-
das, para qual host e quantos cores serão afetados. A classe usa uma implementação
da interface VmCloner, como a VmClonerSimple, para criar clones de VMs vinculadas ao
cliente quando todas as VMs associadas a este cliente forem destruídas.
A classe VmClonerSimple fornece uma implementação básica que permite a clonagem de
uma VM destruída devido a uma falta de host. Esta classe fornece todos os recursos para
clonar uma VM, simulando a criação de outra VM a partir de um snapshot da VM falha,
permitindo também reinicializar aplicações que estavam sendo executadas dentro de
tal VM.
31
Alocação de VMs em Ambientes de Computação em Nuvem Baseada em Requisitos de Service Level Agreement
Figura 3.3: Diagrama de Classes - Módulo de Injeção e Recuperação de Faltas.
3.5.3 Algoritimo Worst Fit Decreasing (WFD) para Mapeamento de Aplicações
para VMs
Foi implementado neste trabalho o algoritmo Worst Fit Decreasing (WFD) (Wang et al.,
2004), com o intuito de minimizar o tempo de execução da aplicação. Com este algo-
ritmo, as aplicações que tiverem o maior tempo de conclusão esperado serão mapeadas
para VMs com maior capacidade. Para a implementação foram considerados alguns
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fatores importantes, tais como:
• Poder de processamento da VM, incluindo quantidade e capacidade dos cores;
• Estimativa de tempo de execução da aplicação.
O CloudSim Plus possuia apenas o algoritmo RR para mapeamento de aplicações, que
não considera nenhum fator para selecionar as aplicações. Tal algoritmo faz com que
cada aplicação seja mapeada para uma VM diferente, de forma cíclica, controlando
todos os processos sem qualquer prioridade.






Algoritmo 2: Mapeando aplicações para VMs.
Utilizando o WFD, as aplicações e as VMs são ordenadas de forma decrescente: as VMs
pela quantidade de cores livres e as aplicações pela sua estimativa de finalização. O
tempo esperado de conclusão da aplicação é encontrado dividindo o tamanho da apli-
cação pela capacidade em MIPS da VM. Dessa forma, a aplicação que levar mais tempo
a executar será encaminhada para a VM com maior capacidade (que é a primeira da
lista), tornando assim a execução das aplicações mais eficiente.
3.5.4 Leitura de Templates com Configurações de Instâncias do Amazon EC2
Além da leitura de SLAs, foi introduzido um módulo para a leitura de configurações
de instâncias de VMs no formato JSON. Tais configurações foram definidas seguindo
os padrões do Amazom AWS EC2 (Amazon, 2016). Com essa implementação, é possível
escolher o tipo de VM adequada para os requisitos do cliente (como custo, por exemplo),
a partir de um conjunto de templates de VMs, seguindo configurações de VMs reais
fornecidas pelo serviço do Amazon.
O Código 3.2 apresenta alguns desses templates introduzidos no CloudSim Plus.
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Cada ficheiro JSON representa as configurações de uma determinada instância de VM do
Amazon EC2. Cada tipo de VM pode ser utilizada para diversos casos de uso, de acordo
com o custo e recursos computacionais exigidos pelo cliente.
Os templates utilizados foram: t2.nano, t2.medium, t2.micro, t2.large, p2.xlarge,
m4.large, m4.2xlarge com as configurações disponíveis em (Amazon, 2016).
Diagrama de Classes: A Figura 3.4 apresenta a classe criada para a realização da lei-
tura de instâncias EC2, correspondendo ao modelo definido em JSON na Figura 3.2.
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Figura 3.4: Diagrama de Classes - Módulo de Leitura de Configurações de Instâncias do Amazon EC2.
3.5.5 Automação da Criação de VMs Baseada em Requisitos de SLA
No contrato SLA pode ser incluída uma métrica de nível de tolerância a falta que o
cliente deseja. Por exemplo, se o cliente requer um nível de tolerância a falta igual a
3, 3 VMs serão criadas em simultâneo. O algoritmo vai tentar criar as VMs com maior
desempenho, respeitando o nível de tolerância a faltas acordado e o custo máximo por
hora estipulado pelo cliente. Caso o custo não suporte a alocação das VMs com essas
configurações, é obtida a VM mais barata de toda a lista.
Se o cliente determinar um nível de tolerância em que o custo imposto por ele não for
suportado, o nível de tolerância apresentado no contrato será reduzido. Se não houver
nenhum tipo de VM com custo menor ou igual ao estipulado pelo cliente, uma única
instância da VM mais barata será criada e o custo do cliente será violado.
Serviços do tipo Amazon EC2, por exemplo, não automatizam a criação de máquinas vir-
tuais para tolerar faltas, ficando sob a responsabilidade do cliente tais configurações.
Existem serviços como o Amazon Lambda (Lambda, 2017) e Google Cloud Functions
(Google, 2017), em que o utilizador não precisa de especificar VMs nem requisitos de
infraestrutura. Toda a infraestrutura é automaticamente alocada utilizando Linux Con-
tainers. O cliente em vez de hospedar aplicações completas na nuvem, instala funções
individuais desenvolvidas em linguagens como Java, Python e Java Script. Tais funções
podem ser executadas, por exemplo, a partir de aplicações para dispositivos móveis
e jogos. Tais serviços garantem uma extrema simplicidade de uso, porém, o cliente
perde toda a flexibilidade de definir o sistema operativo, configurações, bibliotecas e
aplicações a serem instaladas numa máquinas virtual. Desta forma, os serviços citados
tem objetivos diferentes do nossos, pelo que estão fora do âmbito desta dissertação.
Algoritmo: O Algoritmo 3 representa o algoritmo utilizado para encontrar a quanti-
dade e o tipo de instância adequado para o cliente, considerando o valor que o cliente
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está disposto a pagar para utilizar os serviços na nuvem e também o nível de tolerância
a faltas firmado.
Input: customer, templates
Output: The template selected
Contract contract← customer.getContract()
AwsEc2Template selected← templates.getCheaperV mTemplate()
for template in templates do
if template.getPricePerHour() × contract.getMaxFaultToleranceLevel() <=





Algoritmo 3: Automação da criação de VMs baseada em requisitos de SLA.
Em primeiro lugar, o algoritmo vai selecionar o template com o menor preço por hora
de entre os templates disponíveis. Em seguida, vai verificar se o preço do template
multiplicado pelo nível de tolerância firmado é menor ou igual ao valor imposto pelo
cliente no contrato. Adicionalmente, se o preço desse template for maior que o preço
do último template selecionado, retorna o template mais caro que possui um maior
desempenho. Caso o valor do template multiplicado pelo nível de tolerância ultrapasse
o firmado pelo cliente, a instância selecionada será a mais barata.
3.6 Conclusões
Neste capítulo, mostrou-se que podem ser lidos SLAs e, a partir da leitura, os serviços
podem ser garantidos através de alocação de VMs e definição de custos.
Além da leitura de SLAs, foi também mostrado que é possível fazer a leitura de confi-
gurações de instâncias EC2 e a escolha da mesma a partir dos requisitos do cliente. O
cliente define o nível de tolerância que deseja e, a partir do nível e do custo que ele es-
tiver disposto a pagar, são alocadas as VMS. Desta forma, o cliente não precisa de criar
manualmente e configurar as máquinas virtuais proporcionando assim uma automação
da escolha, abstendo isso do cliente.
Foi também implementado um módulo de injeção de faltas com o objetivo maior de for-
necer uma ferramenta útil para fazer e validar testes de faltas. Os eventos são gerados
aleatoriamente seguindo a distribuição de Poisson, porém qualquer outra distribuição
poderá ser utilizada. A justificativa para utilizar o Poisson foi pelo fato de ser bastante
utilizado para modelar número de ocorrência de um evento, no nosso caso a ocorrência
da falta. O Capítulo 4 apresenta os resultados obtidos a partir destas implementações.
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Neste capítulo são descritas as experiências realizadas e apresentados os resultados ob-
tidos. A secção 4.2 aborda o workload real de um data center. Na secção 4.3 foram
realizados testes para mapear aplicações para VMs utilizando o workload sintético e o
workload real. Os algoritmos RR e WFD foram avaliados nestes dois cenários conside-
rando a métrica de tempo de conclusão da aplicação. Na secção 4.4 foram realizados
testes utilizando o injetor de faltas implementado, considerando a tolerância a faltas
e disponibilidade. Na secção 4.5 são apresentados os testes referentes à automação da
definição de máquinas virtuais baseada no custo para o cliente e no nível de tolerância
a faltas que ele deseja e por fim é apresentada a conclusão do capítulo.
Cada uma das experiências realizadas neste capítulo foi executada 1200 vezes para
obtenção de médias e intervalos de confiança (IC), para um nível de confiança de 95%.
Foram também aplicadas técnicas de variantes antitéticas (Gentle, 2003) com o intuito
de reduzir a variância dos resultados da simulação.
4.2 Data Center Workload
O workload real utilizado para a realização das simulações foi obtido a partir da página
da Universidade de Jerusalém, disponível em (Feitelson, 2016; Feitelson et al., 2014).
Cada workload representa um conjunto de logs de sistemas paralelos de grande escala
a nível mundial.
O Metacentrum (University of Jerusalem, 2009) foi escolhido por conter vários meses
de registros da rede nacional da República Checa, designado por Metacentrum. Ele
representa dados de um grid composto por 14 clusters e diversas máquinas, conforme
apresentado na Tabela 4.1. O registo de workloads Metacentrum foi fornecido pela
Czech National Grid Infrastructure Metacentrum.
37
Alocação de VMs em Ambientes de Computação em Nuvem Baseada em Requisitos de Service Level Agreement
Tabela 4.1: Configurações do Ficheiro de Workloads Metacentrum.
Cluster Processador Nós Total Cores
0 Itanium2 1.5GHz 8 8
1 Opteron 2.2GHz 16 16
2 Xeon 3.2GHz 10 10
3 Opteron 2.6GHz 5 80
4 AthlonMP 1.6GHz 16 32
5 Xeon 2.4GHz 32 64
6 Xeon 2.7GHz 36 148
7 Xeon 3.1GHz 35 70
8 Opteron 1.6GHz 10 20
9 Opteron 2.4GHz 3 6
10 Opteron 2.0GHz 23 92
11 Xeon 3.0GHz 19 152
12 Xeon 2.7GHz 8 64
13 Xeon 2.3GHz 11 44
4.3 Mapeamento de Aplicações para VMs
4.3.1 Algoritmo Implementado para Mapeamento de Aplicações para VMs
Conforme indicado na secção 3.5.3, o único algoritmo que existia no CloudSim Plus para
mapeamento de aplicação para VM era o RR, que não é muito eficiente. Este algoritmo







Figura 4.1: Mapeamento de Aplicações para VMs Utilizando o Algoritmo Round-Robin.
A Figura 4.1 apresenta 3 VMs e 4 aplicações com as seguintes configurações:
1. Quantidade de cores e MIPS por VM:
• VM 1 = 4 cores, 1000 MIPS;
• VM 2 = 8 cores, 2000 MIPS;
• VM 3 = 4 cores, 1000 MIPS;
2. Tamanho das aplicações (em milhões de instruções):
• App1 = 14000 MI;
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• App2 = 14000 MI;
• App3 = 10000 MI;
• App4 = 20000 MI.
3. Cada aplicação App1, App2, App3 e App4 requer 2 cores da VM.
O RR mapeia a primeira aplicação para a primeira VM, a próxima para a segunda VM e
assim sucessivamente. Como a terceira VM é o fim do círculo, o algoritmo volta para
o início da lista de VMs, mapeando a quarta aplicação para a primeira VM. O processo
ocorre até que todas as aplicações tenham sido mapeadas, sem qualquer parâmetro
de escolha. Em alternativa, esta dissertação implementa o WFD, conforme descrito na
Secção 3.5.3, que se preocupa com os requisitos da aplicação e a capacidade da VM.








Figura 4.2: Mapeamento de Aplicações para VMs Utilizando o Algoritmo Worst Fit Decreasing.
Este algoritmo mapeia a aplicação com o maior tempo de conclusão esperado para a VM
com maior capacidade de processamento, tornando o processo de mapeamento mais
eficiente.
O algoritmo WFD ordena a lista de:
• VMs pela quantidade de cores disponíveis e capacidade de processamento: VM2,
VM1, VM3. Ao enviar uma aplicação, ela será encaminhada para a VM com maior
capacidade;
• Aplicações pelo tempo de conclusão esperado: App4, App1, App2, App3. O tempo
de conclusão esperado para cada aplicação é dado pela divisão do seu tamanho
pela capacidade de processamento em MIPs da VM.
Quando falamos em aplicações nos referimos a aplicações que não demandam resposta
imediata ao cliente e que são executadas em segundo plano, como por exemplo pro-
cessamento de imagens, computação científica, aplicações utilizando o framework ma-
preduce e etc.
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4.3.2 Resultados de Simulação Utilizando o Workload Sintético
Foram realizadas experiências para testar a real eficiência do algoritmo implementado,
em comparação com o RR. A Tabela 4.2 apresenta as configurações do cenário de simu-
lação.
Tabela 4.2: Parâmetros e Respetivos Valores do Cenário Utilizando o Workload Sintético: Mapeamento de
Aplicações para VMs.
Parâmetro Valor
Número de Simulações 1200
Semente Base 1475098589732L
Número de VMs 30
Número de Aplicações 70
Possível Capacidade de Processamento de cada
VM
1000 ou 2500 milhões de instruções/se-
gundo (MIPS)
Possível Número de Cores para cada VM 2, 4
Número de Cores para cada Aplicação 2
Possível Tamanho para cada Aplicação (em MI) 10000, 14000, 20000, 40000
Aplicação da Técnica de Variantes Antitéticas Sim
Para o cenário apresentado na Tabela 4.2, foram realizadas 7 experiências. O total de
VMs é fixo, tendo as aplicações sido incrementadas de 10 em 10 para cada experiência.
Na primeira experiência a quantidade de aplicações é igual a 10 e na última será igual
a 70. A capacidade de processamento, o número de cores de cada VM e o tamanho das
aplicações são atribuídos aleatoriamente, seguindo uma distribuição uniforme.
No gráfico da Figura 4.3 são apresentados os resultados das 7 experiências. A métrica de
SLA levada em consideração nestas experiências foi o tempo de conclusão da aplicação
(task completion time). O valor estabelecido para a métrica nestes testes foi de 30s.
Utilizando o algoritmo WFD, as aplicações são melhor organizadas, fazendo com que o
desempenho melhore, logo a percentagem de aplicações atendidas será maior.
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Figura 4.3: Percentagem de aplicações que cumpriram o SLA e respetivo intervalo de confiança (IC), em
função do número de aplicações utilizando o workload sintético.
Observando o gráfico acima, é notória a eficácia do algoritmo WFD comparado com
o RR. Em todas as experiências foram obtidas melhores respostas. Pode-se perce-
ber que ao aumentar a quantidade de aplicações em cada VM, o desempenho dos al-
goritmos diminui. Considere a razão média entre o total de cores existente por VM
(vCores) e a quantidade de cores requerida por aplicação (aCores), que chamamos
de taxa vCores/aCores. Na primeira experiência, utilizando 10 aplicações, a taxa
vCores/aCores é maior que 1. Isto indica que, em média, há mais cores nas VMs do
que o requerido pelas aplicações. Isso explica o bom desempenho dos dois algoritmos
neste cenário sem sobrecarga. No último cenário, a taxa vCores/aCores é igual a 0,4,
indicando que há 0,4 vCores da VM para um aCores da aplicação, caracterizando um
cenário de sobrecarga. Esta situação mostra o superior desempenho do algoritmo WFD
em relação ao RR.
4.3.3 Resultados de Simulação Utilizando o Workload Real
A Tabela 4.3 apresenta as configurações do segundo cenário de simulação para mape-
amento de aplicações para VMs utilizando o workload real. Os parâmetros utilizados
nesta experiência foram maiores, assim como o tempo para finalização da aplicação,
pois as aplicações e a quantidade de cores são maiores, logo toda a estrutura tem que
ser ampliada para suportar a execução das mesmas.
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Tabela 4.3: Parâmetros e Respetivos Valores do Cenário Utilizando o Workload Real: Mapeamento de
Aplicações para VMs.
Parâmetro Valor
Número de Simulações 1200
Semente Base 1475098589732L
Número de VMs 80
Número de Aplicações 440
Possível Capacidade de Processamento de cada
VM
1000, 15000, 20000 ou 28000 MIPS
Possível Número de cores para cada VM 1, 2, 4, 8, 10
Número de Cores para cada Aplicação Variável
Possível Tamanho para cada Aplicação (em MI) Variável
Aplicação da Técnica de Variantes Antitéticas Sim
Neste cenário, foram utilizadas 80 VMs e as aplicações foram incrementadas de 40 a 40,
até chegar a 440 na última experiência. A capacidade de processamento e os cores de
cada VM são atribuídos aleatoriamente, seguindo também uma distribuição uniforme.
O número de cores para cada aplicação e o seu tamanho são variáveis. Esta informação
foi retirada do workload METACENTRUM.
No gráfico da Figura 4.4 são apresentadas as percentagens de aplicações que foram
atendidas de acordo com o task completion time estabelecido. Neste caso, o tempo
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Figura 4.4: Percentagem de aplicações que cumpriram o SLA e respetivo intervalo de confiança (IC), em
função do número de aplicações utilizando traces de data center real (METACENTRUM).
Começamos a experiência com um cenário sem sobrecarga, onde os algoritmos estavam
livres para mapear as aplicações para VMs. O algoritmo WFD novamente teve uma
42
Alocação de VMs em Ambientes de Computação em Nuvem Baseada em Requisitos de Service Level Agreement
melhor resposta comparado com o RR, como pode ser observado no gráfico da Figura
4.4. O WFD escolhe de forma eficiente e prioriza a aplicação com maior estimativa de
tempo de conclusão para a VM com maior capacidade, tornando assim a execução mais
rápida. Já o algoritmo RR não é eficiente, explicando o seu desempenho inferior num
cenário sem sobrecarga.
4.4 Injeção de Faltas
Como detalhado na Seção 3.5.2, as faltas injetadas são a nível do host, podendo falhar
as VMs que estão sendo executados dentro do host ou não. As faltas são difíceis de
evitar, apesar de as consequências poderem ser minimizadas. A tolerância a faltas
é a capacidade do sistema continuar em funcionamento mesmo após a ocorrência de
faltas (Soares e Pinho, 2016). Uma solução para conseguir um sistema tolerante a faltas
é através da redundância. Contudo, ambientes altamente disponíveis trazem consigo
grandes custos.
Para esta experiência, utilizou-se a redundância ativa k+1, onde k representa o número
de componentes que podem faltar, com a adição de um backup independente. Nos
testes, o total de VMs a serem criadas para cada cliente é definido de forma autónoma,
de acordo com o nível de tolerância a faltas k definido no SLA. As VMs são executadas em
simultâneo, entretanto o backup não participa ativamente no sistema até que as VMs
falhem. Enquanto todas as k VMs não forem afetadas por faltas do host, a aplicação
vai continuar a ser executada. O interrompimento do serviço só vai ocorrer quando
todas as VMs falharem. Nesse momento, há um downtime, até que um clone da última
VM destruída seja criado, tornando o serviço disponível novamente. A existência de k
componentes implica que o sistema pode tolerar até k faltas.
A Tabela 4.4 abaixo apresenta as configurações do cenário de simulação:
Tabela 4.4: Parâmetros do Cenário: Injeção de Faltas.
Parâmetro Valor
Número de Simulações 300
Semente Base 1475098589732L
Número de Clientes 6
Número de Hosts 50
Número de VMs 3
Número de Aplicações 6
Capacidade de Processamento de cada VM 1000 milhões de instruções/segundo (MIPS)
Número de cores para cada VM 2
Possível Tamanho para cada Aplicação (em MI) 1000000000, 1800000000, 2800000000
Aplicação da Técnica de Variantes Antitéticas Sim
O número de hosts na primeira experiência é igual a 10 e em cada nova experiência
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este valor é incrementado de 5 em 5 chegando até 50 hosts, como pode ser observado
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Figura 4.5: Percentagem de aplicações que cumpriram o SLA e respetivo intervalo de confiança (IC), em
função do número de hosts utilizando workload sintético.
A Figura 4.5 apresenta a percentagem para os quais o SLA foi atendido, de acordo
com a disponibilidade esperada, para diferentes quantidades de hosts disponíveis. No
SLA, a disponibilidade mínima acordada foi de 99,9%, sendo que valores abaixo desse
limite violam o acordo. Quanto mais hosts disponíveis, melhor será a capacidade de
recuperação de faltas, logo a taxa de cumprimento irá aumentar. O pior cenário foi o
primeiro com apenas 10 hosts disponíveis, onde um pouco mais da metade dos clientes
tiveram recuperação de faltas e garantiram a disponibilidade contratada. Se todas as
VMs do cliente faltarem, o backup é enviado para algum host disponível. A recuperação
da falta vai depender da quantidade de hosts disponíveis e com cores em funcionamento
suficientes para que o backup seja criado com sucesso.
Com o aumento do número de hosts, o cumprimento do SLA aumenta significativamente,
chegando à taxa de cumprimento de 100%, como pode ser observado na Figura 4.5. A
Figura 4.6 apresenta as médias da disponibilidade de todos os clientes da simulação.
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Média da Disponibilidade IC
Figura 4.6: Média da disponibilidade da simulação e respetivo intervalo de confiança (IC) utilizando o
workload sintético.
Durante a simulação, mediu-se também a taxa média de total de VMs por host (VMs/host),
onde se pode constatar que quanto menos VMs por host, melhor será o desempenho,
como se pode observar na Tabela 4.5. Por exemplo, para atingir a disponibilidade de
99,9%, foi necessária uma taxa média de 0,4 VMs/host.
Tabela 4.5: Relação da Taxa de VMs/host e Disponibilidade.










4.5 Custo para o Cliente
Cada cliente define os valores para as métricas de SLA que espera. Desta forma,
cada cliente possui requisitos diferentes e específicos. Para as experiências de custo,
considerou-se o custo que cada cliente está disposto a pagar por hora, para todas as
VMs que possam ser instanciadas. A quantidade de máquinas virtuais para cada cliente
é definida a partir do custo e do nível de tolerância a faltas definido no SLA. O cenário
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definido para as experiências é apresentado na Tabela 4.6.
Tabela 4.6: Parâmetros do Cenário: Custo do Cliente.
Parâmetro Valor
Número de Simulações 300
Semente Base 199975098589732L
Número de Clientes 8
Número de Hosts 30
Número de VMs Variável
Número de Aplicações 2 por VM
Capacidade de Processamento de cada VM 1000 milhões de instruções/segundo (MIPS)
Número de cores para cada VM Variável
Tamanho da Aplicação 1 bilião de MIs
Aplicação da Técnica de Variantes Antitéticas Sim
Nesta experiência, a quantidade de clientes foi fixada em 8, no entanto qualquer outra
quantidade poderia ter sido escolhida para esta simulação. Por outro lado, o número de
VMs e cores é definido a partir do template AWS EC2 que for mais adequado para o custo
por hora que o cliente atribuir ao SLA. A Tabela 4.7 apresenta os resultados obtidos.
Tabela 4.7: Custo e disponibilidade do serviço para o cliente, em que os valores assinalados a vermelho























C1 99,990 % 99,999 % 0,050 0,034 2 2 T2.micro
C2 99,900 % 99,990 % 0,020 0,0164 3 2 T2.nano
C3 99,000 % 98,230 % 0,0080 0,0082 2 1 T2.nano
C4 99,999 % 99,999 % 0,055 0,051 3 3 T2.micro
C5 99,990 % 99,990 % 0,045 0,0246 3 3 T2.nano
C6 99,990 % 99,220 % 0,005 0,0082 2 1 T2.nano
C7 99,990 % 99,999 % 0,035 0,0246 3 3 T2.nano
C8 99,900 % 99,750 % 0,0082 0,0082 2 1 T2.nano
Como mencionado, cada cliente possui as suas próprias especificações. Na tabela acima
são apresentados resultados para os 8 clientes definidos (representados por C1 a C8),
cada um deles possuindo custos e níveis de disponibilidade distintos. Foi escolhido para
esta simulação 8 clientes, porém qualquer outra quantidade poderia ter sido escolhida.
Com esta experiência, o custo esperado pelos clientes foi atendido em 75% dos casos. Os
templates foram definidos a partir do valor que cada cliente está disposto a pagar por
hora. O custo é violado quando, para um custo esperado, não existir nenhum template
dentro do valor estipulado. Desta forma, mesmo criando-se uma única instância para o
template mais barato, poderá haver uma violação do custo definido no contrato. Se a
percentagem de clientes para estes casos for elevada, isto pode servir como indicativo
ao fornecedor de serviços que é necessário reajustar o preço das VMs ou fornecer VMs
com configurações mais adequadas de modo que os clientes possam ter mais opções.
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Em relação ao nível de tolerância, se o cliente definir um valor que não é possível ser
atendido de acordo com o custo máximo estipulado, o nível será reduzido evitando a
violação do custo.
A Tabela 4.7, mostra que apenas 62.5% dos clientes tiveram a disponibilidade atendida,
especificamente os clientes C1, C2, C4, C5 e C7. O C8 não teve o custo violado, mas
com o decréscimo do nível de tolerância, a disponibilidade não alcançou o valor espe-
rado. A disponibilidade poderia ser alcançada se o cliente estivesse disposto a pagar
por mais uma VM, aumentando assim o nível de redundância dos dados. Nestes casos, o
fornecedor deve notificar o cliente informando que a disponibilidade foi reduzida por-
que o custo máximo estipulado não poderá ser atendido e que o cliente deverá ajustar
o contrato em conformidade, caso o pretenda ajustar.
4.6 Conclusões
Com as experiências, foi comprovada a efetividade do algoritmo WFD em relação ao
RR, garantindo melhor desempenho em todos os testes, tanto no primeiro cenário com
workload sintético, quanto utilizando workloads reais. No entanto, pode-se observar
que a disponibilidade depende tanto do fornecedor quanto do cliente. O fornecedor
precisa de ter hosts suficientes para que a taxa de VMs/host não seja elevada, evitando
prejudicar o nível de tolerância a faltas. Por outro lado, o cliente não pode limitar
excessivamente o custo por hora que está disposto a pagar e ainda assim esperar ter
alta disponibilidade, sendo necessário haver um equilíbrio entre estes dois fatores.
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Capítulo 5
Conclusão e Trabalhos Futuros
5.1 Principais Conclusões
A partir deste trabalho, os investigadores podem ter acesso a um conjunto de métricas
disponíveis no simulador de computação em nuvem CloudSim Plus, tais como, a dispo-
nibilidade do serviço, o custo, o tempo de conclusão da aplicação, o MTTR e o MTBF.
Além destas métricas implementadas, podem ser realizadas leituras de SLAs. O con-
trato foi implementado seguindo o mesmo formato definido pelos serviços do Amazon
CloudWacth.
O módulo de injeção de faltas também é uma contribuição importante que foi introdu-
zida no CloudSim Plus e é open source, assim como todas as implementações realizadas
no simulador. A partir deste módulo, podem ser aplicadas e validadas faltas a nível
de host. Podem também ser recuperadas faltas de VMs ocasionadas por faltas do host,
através da execução paralela de VMs redundantes em diferentes hosts. No caso de múl-
tiplas VMs de um mesmo cliente falharem, snapshots de tais VMs podem ser criados,
recuperando o sistema da falta. Porém isso só é possível se o fornecedor tiver hosts
disponíveis para alocar as VMs que possam vir a falhar e assim manter o serviço ativo.
Foi também observado por simulação que o algoritmo WFD implementado para mape-
amento de aplicações para VMs apresenta um desempenho superior ao do algoritmo
RR, aumentando o desempenho da métrica task completion time. Por fim, este traba-
lho apresenta uma proposta para automatizar a criação de máquinas virtuais para os
clientes, de acordo com o custo e nível de tolerância estipulados em contrato. Desta
forma, o fornecedor pode libertar o cliente de realizar a criação de VMs redundan-
tes para balancear carga e tolerar faltas. Todo este processo pode ser automatizado
pelo fornecedor, a partir das informações constantes no SLA. Atualmente, fornecedores
como o Amazon deixam a cargo do cliente a criação de máquinas virtuais, o que pode
levar ao desperdício de dinheiro, ociosidade de recursos computacionais e um nível de
tolerância a faltas e balanceamento de carga diferente do que o cliente espera.
5.2 Direções para Trabalhos Futuros
Como trabalhos futuros, sugere-se:
• Monitorizar métricas de SLA em tempo de execução com penalidades se ocorrer
violações;
• Melhorar o injetor de faltas adicionando outros tipos de faltas;
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• Realizar experiências em infraestruturas reais de computação em nuvem para va-
lidação experimental dos resultados obtidos;
• Realizar experiências de cumprimento de métricas com migração de máquinas
virtuais.
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