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????? [0, T ]????? ti, (i = 0, 1, . . . , n)
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???? 0 = t0 < t1 < t2 < · · · < tn = T ????
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ti + εti (2)







(a) εti ∼ i.i.d.(0, σ2ε)
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???????????? Δi, (i = 1, . . . , n) ?
??????????? hm = mini Δi????
ci = Δi/hm????????MMS??? εti ?
?????? AR(1)??????
?? 2.2.
εti = ρεti−hm + eti , eti ∼ i.i.d(0, σ2e),
σe  0, E[e4ti ] = ησ4e , E[e6ti ] < ∞ (5)
??? εti ? P∗ti ???????| ρ |< 1????
eti ??????????? η = 3????
????????ti−1 = ti − Δi = ti − cihm??
????? εti ?
εti = ρεti−hm + eti = ρ










γ(s) = Cov[εtiεti−shm ]?????? (5)????
?????????????????
γ(s) = Cov[εtiεti−shm ] = ρsγ(0), s ≥ 0 (6)
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− ΔεtiΔP∗ti−1 + ΔεtiΔεti−1 (7)
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E[ΔPtiΔPti−1 ] = E[ΔεtiΔεti−1 ]
= E[εtiεti−1 ] − E[εtiεti−2 ]
− E[εti−1εti−1 ] + E[εti−1εti−2 ]
= γ(ci) − γ(ci + ci−1)
− γ(0) + γ(ci−1)
= −γ(0)(1 − ρci)(1 − ρci−1 ) (8)
???????????? ti ????????
ti−2 ??????? ΔPtiΔPti−2 ?????
E[ΔPtiΔPti−2 ] = E[ΔεtiΔεti−2 ]
= γ(ci + ci−1) − γ(ci + ci−1
+ci−2) − γ(ci−1)
+ γ(ci−1 + ci−2)




















T (1) = E[ΔPtiΔPti−1 ]
= −γ(0)(1 − ρ)2 (10)
T (2) = E[ΔPtiΔPti−2 ]
= −γ(0)ρ(1 − ρ)2 (11)
????ρ = T (2)/T (1)???????????
??
??? E[ΔPtiΔPti−k ]?
T (k) = E[ΔPtiΔPti−k ] = −γ(0)ρk−1(1 − ρ)2, k ≥ 1
??????? T (0)?????????T (0) =
E[(Δεti )2]????
(10)?(11)?????????????













?? 3.1. ???? Pti? (2)????? P∗ti ? (1)?
MMS??? εti ? (5)???????????
2.2??? AR??? (5)??? ρ??????














n(̂ρ − ρ) → N(0, σ2ρ), (n→ ∞)
σ2ρ =
2(1 + ρ)(3 − ρ)
(1 − ρ)2 (15)
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( T̂ (2) − T (2) )
− ρ( T̂ (1) − T (1) )
}
+ op(1) (16)
E[ T̂ (1) ] = T (1) + o(1)?E[ T̂ (2) ] = T (2) + o(1)
?? ρ̂????





Var[ T̂ (2) ]
−2ρCov[ T̂ (2), T̂ (1) ]
+ ρ2Var[ T̂ (1) ]
}
+ o(n−1)(17)
????? { }??? O(n−1)? n→ ∞????











⎛⎜⎜⎜⎜⎜⎜⎝ T̂ (1) − T (1)T̂ (2) − T (2)
⎞⎟⎟⎟⎟⎟⎟⎠
d→ N(0,Ω), Ω =
⎛⎜⎜⎜⎜⎜⎜⎝ ω11 ω12ω21 ω22
⎞⎟⎟⎟⎟⎟⎟⎠
Ω????ω11?ω12 = ω21?ω22? Appendix?
(30)?(31)?(32)???????





ρ − ρ) = 1
T (1)
{√
n( T̂ (2) − T (2) )









d→ N(0, σ2ρ) (18)
σ2ρ =
1
T (1)2 ( ρ
2ω11 − 2ρω12





???????????????? H0 : ρ = 0
????????????????
4 Monte Carlo ??
????????????MMS?????
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??? Zhang, Mykland and A¨it-Sahalia (2005)?
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??????Heston (1993)?????????
?????? (20)?(21)??????
dP∗t = (μ − σ2t /2) dt + σtdW (1)t (20)




????? ρW ???????? 2κα ≥ γ2 ?
?????????? (μ, κ, α, γ, ρW) ? Zhang,




εti = ρεti−h + eti , eti




???? 4?? 30??270?? 16200????
????????? 1???? (20)? (21)??
????????????????? h????
RV ?? MMS ????????????
εti ????? σe/
√
(1 − ρ2) ? 0.05, 0.005 ?
???????????????? MMS ?
?????????????????Hansen
and Lunde (2006) ????????????









? 1?MMS????????????ρ = 0?
??? RV ??????? Volatility Signature
Plot??????????? h???????
?????????????????????
?? IV ???????εt ?????????
? 0.05???????? h??????? RV
???????????????? h?????
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?? MMS?????? AR?????? ρ
???? (14)????????????? h?
1???? AR?? ρ? (-0.9, -0.6, -0.3, 0.0, 0.3,





ρ̂(i), (i = 1, . . . , 10000)????? 1??????
?????????????????MSE???



























5sec 1min 2min 3min 4min 5min 6min










5sec 1min 2min 3min 4min 5min 6min
std = 0.005
? 1: ?????? h? RV ???
? 1: ???????
????S D(εt) ρ ?? ???? MSE Var/σ2ρ
25% 50% 75%
−0.9 −0.899833 0.003681 0.000014 1.0160 −0.6514 0.0231 0.7255
−0.6 −0.599909 0.008311 0.000069 0.9940 −0.6614 −0.0058 0.6914
−0.3 −0.299884 0.013287 0.000177 1.0460 −0.6906 −0.0051 0.6975
0.05 0.0 −0.000020 0.019810 0.000392 1.0600 −0.6996 −0.0267 0.6873
0.3 0.300343 0.030893 0.000954 1.0790 −0.6960 −0.0060 0.7076
0.6 0.601105 0.058774 0.003456 1.1660 −0.7166 0.0025 0.7226
0.9 0.952642 0.346757 0.123012 2.4410 −0.8201 0.0305 1.0138
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??????????????? ci = 1?
Δεti = εti − εti−1 = εti − εti−cihm
= (1 − Lcihm ) εti =
1 − Lcihm
1 − ρLcihm et
= (1 − Lhm )
∞∑
j=0
ρ jet− jhm =
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j=0
a jet− jhm ,
a j =




|a j| = 1 + |ρ − 1|1 − |ρ| < ∞
??? a j ?????????????????∑∞
j=0 a j = 0????
Δεti ???????? T(k)
T (0) = E[(Δεti )2] = E[ε2ti] − 2E[εtiεti−1 ]
+E[ε2ti−1 ] = 2(γ(0) − γ(1))
= 2(1 − ρ)γ(0) (23)
T (k) = E[ΔεtiΔεti−k ] = γ(k) − γ(k + 1)
− γ(k − 1) + γ(k)
= − (1 − ρ)2ρk−1γ(0), k ≥ 1 (24)
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T (k + 1)T (k − 1)
= T (1)2 + 2T (2)T (0) + 2
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k=1
T (k + 2)T(k)
= (1 − ρ)2γ(0)2
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T (k + 4)T(k)
= (1−ρ)2γ(0)2
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T (k)T (k − 1)
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T (k + 1)T(k)
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T (k + 1)T(k − 2)
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T (k + 3)T (k)
= (1 − ρ)2γ(0)2
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{−γ(0) + 2γ(1) − γ(2)}
= −γ(0)(1 − ρ)2 + O(n−1)























































{T (k)T (k) + T (k + 1)T (k − 1)}




+ T (k + 1)T (k − 1)}
= (1 − ρ)2γ(0)2
⎧⎪⎪⎨⎪⎪⎩(η − 3)(1 − ρ)2





n→∞ n Var[T̂ (1)]
= (1 − ρ)2γ(0)2
⎧⎪⎪⎨⎪⎪⎩(η − 3)(1 − ρ)2
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E[T̂ (2)] = E[B0] = n − 2
n
{γ(2) − γ(3)
− γ(1) + γ(2)}
= −γ(0)(1 − ρ)2ρ + O(n−1)
= T (2) + O(n−1)
̂T(2)???
T̂ (1) ???? Var[B1] = O(n−3)?Var[B2] =























{T (k)2 + T (k + 2)T (k − 2)}
= (1 − ρ)2γ(0)2
⎧⎪⎪⎨⎪⎪⎩(η − 3)(1 − ρ)2
+ ρ2(ρ − 1)(5ρ − 1) − 2(ρ − 1)2 + 8
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???
lim
n→∞ n Var[T̂ (2)]
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Estimation of Autocorrelation of Market Microstructure Noise
Kosuke Oya
Accurate estimation of a volatility of financial asset is much important since a variety of fi-
nancial tradings require it. The standard estimator of the integrated volatility of the asset price
is a realized volatility. We expect that the realized volatility will be accurate one when we
use a high frequency data since the sample size is quite large. However, the realized volatility
does not give a reliable estimate due to the market microstructure noise in practice. Although
this microstructure noise is considered as an independently distributed random variable in an
early stage of the research, it is well known that the microstructure noise is time-dependent.
The structure of such time-dependence is helpful for the analysis of the investors trading
strategy. In this paper, we suppose that a simple autoregressive model for the microstructure
noise and propose to estimate the parameter of the autoregressive model of the noise process.
We also show the asymptotic normality of the estimator. We conduct a series of Monte Carlo
experiments to see the properties of the estimator. It is confirmed that the empirical distribu-
tion of the estimator is well approximated by the asymptotic distribution derived in this paper
except the case of the autoregressive parameter is close to unity.
JEL Classification: C13; C22; D49
Key words: Hight Frequency Data; Market Microstructure Noise; Serial Correlation; Asymp-
totic Distribution
