A cognitive map, representing an environment around oneself, is necessary for spatial 17 navigation. However, compared with its constituent elements such as individual landmarks, 18 neural substrates of the coherent spatial information remain largely unknown. The present study 19 investigated how the brain codes map-like representations in a virtual environment specified by 20 relative positions of three objects. Representational similarity analysis revealed the object-based 21 spatial environment in the hippocampus (HPC) when participants located their self-positions 22 within it, while the medial prefrontal cortex (mPFC) represented it when they recollected a target 23 object's location relative to their self-body. During the recollection, task-dependent functional 24 connectivity increased between the two areas implying exchange of self-and target-location 25 signals between HPC and mPFC. Together, the coherent cognitive map may be recruited in HPC 26 and mPFC for complementary functions when we relate ourselves with a target object including 27 person for navigation, and presumably for social interactions.
Introduction 36
During navigation, it is necessary to locate our self-position in the current spatial 37 environment as well as to locate the objects relative to the self-body (i.e., egocentric 38 location). To conduct each of the two mental operations, we need map-like representations, 39 called "cognitive map" in our brain (Tolman, 1948) . After the discovery of "place cells," the 40 hippocampus (HPC) of the medial temporal lobe (MTL) has been considered responsible for 41 the cognitive map (Buffalo, 2015) , and crucial contributions of the HPC to spatial memory 42 have also been reported by animal model studies that evaluated behavioral patterns of rodents 43 with an inactivated HPC using the Morris water maze and cross-maze (Nakazawa et al., 44 2002; Packard and McGaugh, 1996; Redish and Touretzky, 1998) In addition to the HPC, the role of the medial prefrontal cortex (mPFC) in goal-56 directed planning during navigation was demonstrated by a previous human fMRI study that 57 showed increased connectivity between the HPC and mPFC (Brown et al., 2016) . The mPFC 58 has been long considered as a member of the core-brain system in the retrieval of episodic 59 memory (Konishi et al., 2000; Eichenbaum, 2017; McCormick et al., 2018) , which is an 60 participants a feeling of facing the presented character in the virtual environment (i.e., facing 86 period). After a short delay, one of the two remaining characters (targeting object) was 87 presented without the virtual environment background, and the participants were required to 88 remember the location of this second human character relative to their self-body (i.e., 89 targeting period). Thus, the two mental operations were separated into two periods within a 90 single trial. This task design allowed us to detect the brain regions that distinguished the 91 spatial configurations of the objects (i.e., map) around the participants during the facing 92 period and targeting period separately. The results of the representational similarity analysis 93 (RSA; see Methods for details) (Kriegeskorte et al., 2012; Kriegeskorte et al., 2008) showed 94 that the spatial environment defined by the three objects were represented in the HPC during 95 the facing period, while it was represented in the vmPFC during the targeting period, 96 suggesting different contributions of the object-based cognitive map to the recollection 97 between the two brain areas of the default mode network. 98
Results 99
The experiment was conducted in two days with 19 participants. On the first day, the 100 participants were familiarized with the 3D virtual environment and the three human 101 characters through a head-nodding detection (HND) task (Fig. S1a) . In this task, the 102 participants had the same walking experience as in the spatial-memory task but were 103 subsequently asked to indicate whether a character in a photo nodded its head during the 104 walking period. On the second day, the participants performed the spatial-memory task under 105 scanning. To prevent voluntary memorization of the spatial relationship of the human 106 characters during the walking period, the HND trials were pseudo-randomly mixed with the 107 spatial-memory trials at the ratio of 1:10, and the participants were instructed to focus on 108 head-nodding of the human characters during the walking period in all trials. All participants 109 exhibited a top-ceiling performance with a 93.6% ± 0.02% correct rate (mean ± SE, n = 19) 110 for the spatial-memory task and no significant difference was found among each of the task 111 parameters (e.g., maps, walking directions) ( Fig. S1c ). All participants showed an accuracy 112 that was significantly higher than chance level (50%) in both the head-nodding and no head-113 nodding trials ( Fig. S1a ). Attempts to memorize the spatial arrangements of the human 114 characters during scanning were examined using post-scanning questionnaires. All 115 participants reported that they did not make any voluntary effort to memorize the spatial 116 relationship of the three human characters nor utilize any special strategy for memorizing it 117 (Table S2 ). It should be noted that no participant was able to recall the number of map 118 patterns they experienced in the experiment even though only three of the six possible 119 patterns of maps were repeatedly presented to each participant. In addition, no significant 120 changes in performance was found across four experimental sessions (Fig. S1b; F(3,72) = 121 0.38, P < 0.001), suggesting that the participants performed the spatial-memory task with 122 high-performance from the beginning and did not learn to use a systematic strategy to 123 improve their performance during the sessions. These behavioral results guarantee that the 124 participants automatically encoded maps during the walking period when viewing the human 125 characters attentively to detect head-nodding. 126 127 Neural representation of the cognitive map during locating self-position 128
We first assessed the map representation during the facing period (4.0 s including the 129 subsequent delay; Fig. 2a ), in which the participants oriented themselves to a presented 130 human character in the 3D environment. To decode the map information across the whole 131 brain, we conducted searchlight-based RSA, which compared the multi-voxel pattern 132 similarities of the "same map" and "different map" between trial pairs across each brain 133 voxel by drawing a 6 mm radius sphere with each voxel in the spherical center. Map 134 information was decoded regardless of other task parameters such as the walking direction or 135 the identity of the facing character (see Methods for details and Table S1 for the regressor list 136 and the averaged r 2 among the regressors in each GLM). We found a cluster located in the 137 left middle HPC (mHPC; Fig. 2b , P < 0.01, voxel-wise threshold; P < 0.05, cluster-138 corrected), suggesting that the map defined by multiple objects is represented in the HPC. In 139 addition to the mHPC, the searchlight-based RSA revealed clusters in the insula, angular 140 gyrus, and superior temporal cortex ( Fig. S2b , P < 0.01, voxel-wise threshold; P < 0.05, 141 cluster-corrected; see discussion). To validate the searchlight-based RSA result showing that 142 the left mHPC represents map information, we manually segmented the sub-regions in the 143 MTL in each participant's native space ( Fig. S4 , left panel) and conducted an independent 144 RSA within each anatomical mask (see Methods for details). The region of interest (ROI)-145 based result also showed that only the left mHPC had a significantly higher pattern similarity 146 to "same maps" relative to "different maps" among the MTL sub-regions ( Fig. S5a ; t(18) = 147 2.94, P = 0.004, Bonferroni corrected for multiple comparisons, alpha < 0.05). 148
To examine possible signal input from the MTL sub-regions to the left mHPC for the 149 map construction, we examined the neural representation of the facing-character identity and 150 walking direction that the participants perceptually and/or mentally re-experienced during the 151 facing period based on the post-scanning test (Table S2 ; Fig. S3a ). Searchlight-based RSA 152 revealed that the bilateral perirhinal cortex (PRC) encoded character identity ( Fig. S3b ; P < 153 0.001, initial threshold; P < 0.05, cluster-corrected) (Naya et al., 2001; Suzuki and Naya, 154 2014), while the parahippocampal cortex (PHC) and left retrosplenial cortex (RSC) encoded 155 the walking directions reflecting the spatial layout of one empty and three occupied positions 156 perceived by the participants during the walking period ( Fig. 1c ). In the HPC, the left 157 posterior HPC (pHPC) selectively represented the spatial layout but not the character identity, 158 while the bilateral anterior HPC (aHPC) revealed clusters for both character identity and 159 spatial layout ( Fig. S3b ). These results were consistent with the notion of the "two cortical 160 systems" model that suggests that object identity and spatiotemporal context are processed in 161 two separate neural systems with the PRC and PHC-RSC as the core brain regions, with the 162 two different information domains interacting in the HPC (Ranganath and Ritchey., 2012). 163
Together, the RSA analyses demonstrated that the MTL is crucial for representing the spatial 164 environment in the following ways: elements such as each object identity and spatial layout 165 were represented by extrahippocampal areas while the relative relationship between multi-166 objects was represented in the HPC, suggesting cognitive map representation in the HPC. 167 168
Cognitive map during localizing target 169
In contrast to locate self-position, a clear difference was found in brain regions responsible 170 for the map representations when the participants remembered the location of a target 171 character relative to their self-body (egocentric target location). In contrast to the facing 172 period, clusters representing the map information were revealed mainly in the Rectus and 173 Brodmann area 10 of the vmPFC (Peak coordinates: 4, 50, -18; t value: 5.62), rather than in 174 the HPC, during the targeting period. We confirmed that no cluster was found in the MTL 175 even though a more liberal threshold was used (P < 0.01, voxel-wise threshold, uncorrected). 176
To validate this result, we conducted an independent RSA using frontal sub-regions of the 177 automated anatomical labeling (AAL, Fig. S4 in the map representation between the task demands, implying that the mPFC, rather than the 184 MTL, carried the map information during the generation of the egocentric location signal of a 185 target character but during self-body locating. Our results indicate that the HPC and mPFC 186 operate in a complementary manner, supporting the notion of the "parallel, but interactive 187 cognitive map" between the two brain structures (Wikenheiser and Schoenbaum., 2016) . 188
Outside of the vmPFC, we found clusters in the precuneus and middle temporal gyrus, and 189 the inferior frontal cortex ( As with the facing period, we examined neural representation of targeting character 196 identity and walking direction during the targeting period and found that the PRC stably 197 represented character identity ( Fig. S3b ; P < 0.001, initial threshold; P < 0.05, cluster-198 corrected), while we did not find clusters for the spatial layout depending on the walking 199 direction. These results suggested that the HPC did not construct the map information from 200 its constituent elements during the targeting period. 201 202
Current self-orientation on the map 203
To compute the egocentric location of a target object (e.g., left, right, or back), information 204 on the current self-position/orientation on the map is necessary ( Fig. 3a ). Therefore, we 205 examined which brain regions were involved in representing such allocentric "heading- To further evaluate the role of the MTL in informational representation, we conducted 218 a ROI-based RSA that computed the averaged pattern similarity among MTL sub-regions for 219 four spatial parameters (cognitive map, walking direction, character identity, and self-220 orientation). The result revealed that the map and walking direction were represented in the 221 MTL during the facing period ( Fig. 3c , cognitive map: t(18) = 2.519, P = 0.01; walking 222 direction: t(18) = 5.134, P = 3.48 x 10-5) followed by an attenuated representation during the 223 targeting period (cognitive map: t(18) = 1.312, P = 0.1; walking direction: t(18) = 2.302, P = 224 0.02); in contrast, self-orientation was represented in the targeting period only (facing period: 225 t(18) = -2.256, P = 0.98; targeting period: t(18) = 7.11, P = 6.28 x 10 -7 ); Notably, the MTL 226 showed significant representation for character identity in each period (facing period: t(18) = 227 7.732, P = 1.98 x 10 -7 ; targeting period: t(18) = 6.687, P = 1.42 x 10 -6 ). These results 228 demonstrated that MTL encoded or reinstated the information of an external world around the 229 participants which were necessary for determining an egocentric target location. 230 231
Remembering the egocentric location of a target object 232
Next, we examined which brain regions signaled the egocentric location (left, right, or back 233 relative to self-body) of a target object (Fig. 4a ). The results revealed robust clusters in both 234 the mPFC and MTL ( Fig. 4a , P < 0.001, voxel-wise threshold; P < 0.05, cluster-corrected). In 235 the mPFC, we identified the rectus, medial/superior orbitofrontal cortex, and olfactory cortex. 236
In the MTL, clusters were found in the anterior HPC. Apart from the mPFC and MTL, 237 clusters were also found in the lateral occipital cortex, inferior parietal cortex, anterior 238 temporal lobe, premotor cortex, and lPFC (middle and superior PFC). We also found clusters 239 in the precuneus and posterior parietal cortex, which were previously reported to represent 240 the egocentric location . The widely distributed clusters may indicate 241 that the brain regions representing the egocentric target locations can be involved in either 242 generation of the egocentric-target-location information from multiple pieces of information 243 (cognitive map, self-orientation, and target character identity) or its maintenance while 244 preparing for the following response. These distinct functions might be supported by three 245 different large-scale brain networks: the dorsal attention network, frontoparietal control 246 network, and default mode network (Spreng and Schacter., 2011) . In contrast to the robust 247 signal observed across different brain networks for egocentric target-location, no cluster was 248 revealed for allocentric target location relative to the spatial layout of the characters (Fig. 4b , 249 P < 0.001, voxel-wise threshold; P < 0.05, cluster-corrected), which implies that the target 250 location may be directly retrieved in the form of egocentric coordinates rather than via its 251 allocentric representation. 252
253
Increased default-mode network connectivity while locating a target compared with 254
self-locating 255
The present results showed that the MTL and mPFC signaled a coherent map coding a spatial 256 relationship of the three human characters during the different time periods in which different 257 task demands were required (i.e., self-locating and target-locating). In addition, the MTL and 258 mPFC signaled the different location information even during the same targeting period; 259 MTL areas tended to represent allocentric self-location while the mPFC tended to represent 260 egocentric target location. To investigate how the different functional contributions of the 261 MTL and mPFC were substantiated by whole brain large-scale networks, we conducted a 262 task-based functional connectivity analysis using MTL and mPFC sub-regions as seeds (six 263 and five, respectively). For each seed, the mean regional time course was extracted and 264 correlated with each voxel's time course outside the seed, generating seed-based connectivity 265 maps for each facing and targeting period. Then, we compared the connectivity between the 266 two periods using a permutation test (see Methods for details). 267
First, the task-based functional connectivity analysis indicated significantly larger 268 connectivity between the MTL and mPFC in the targeting period relative to the facing period 269 (t(18) = 2.95, P = 0.009). We next examined the connectivity of the MTL and mPFC to the 270 three large-scale brain networks. Both the MTL and mPFC showed significantly larger 271 connectivity to brain areas that belong to the frontoparietal control network during the facing 272 period relative to the targeting period ( Fig. 5a , P < 0.01, voxel-wise threshold; P < 0.05, 273 cluster-corrected). In contrast, the default mode network and dorsal attention network showed 274 significantly larger connectivity to the MTL and mPFC in the targeting period compared to 275 the facing period ( Fig. 5b , P < 0.01, voxel-wise threshold; P < 0.05, cluster-corrected). These 276 results suggest that both the MTL and mPFC changed their connectivity to the three 277 functional networks across the two task periods. We next evaluated the task-based functional 278 connectivity during each task period based on the three functional network masks ( Fig. 5a, b) . 279
This ROI analysis revealed that the default mode network was positively correlated with the 280 MTL (t(18) = 9.42, P < 0.001) and mPFC (t(18) = 10.63, P < 0.001) for both time periods 281 with a significant increase in the targeting period ( These results demonstrated that the dorsal attention network, which contains the superior 296 parietal lobule (SPL) that represented egocentric target location ( Fig. 4a ), showed increased 297 coupling with the MTL during the targeting period. On the other hand, the mPFC only 298 attenuated its amplitude of anti-correlated connectivity with the dorsal attention network, 299 which may suggest that egocentric target location represented in the mPFC was not directly 300 transmitted to the dorsal attention network. Considering the increased coupling between the 301 mPFC and default mode network including MTL areas during the targeting period ( Fig.  302 5b&c), we hypothesize that the egocentric target location might be transferred from the 303 mPFC to the SPL via the MTL. 304
Discussion 305
In this study, we examined neural representations of space defined by three objects and found 306 that both the HPC and mPFC represented the object-based space around the participants. 307
Interestingly, the HPC represented the object-based map when the participants locate their 308 self-body in the environment constructed by the three objects, while the mPFC represented 309 the map when the participants remembered the location of a target object relative to the self-310 body. These results suggest that the cognitive maps in different brain regions play different 311 functional roles. In addition, during the targeting period, we found different preference in 312 spatial element representation between the MTL and mPFC, more MTL regions reinstated 313 allocentric self-location, while more mPFC regions represented egocentric target location 314 relative to self-location. Increased functional connectivity was observed between the MTL 315 and mPFC under the necessity of the retrieval of the target location from the stored memory 316 (targeting period) compared to when they actually faced the reference object to locate their 317 self-body (facing period). These results suggest that mental representations of the external 318 world formed by the coherent space and its constituent elements may be shared in the default 319 mode network including the MTL and mPFC. The special role of the mPFC in this scheme 320 may be to select the object location based on the mnemonic information including the 321 cognitive map and current self-location on it, which may be propagated from the MTL. 322
For the detection of "map" effect ( Fig. 1b) , the present task was designed to cancel 323 out effects of a particular encoding experience related with the walking direction as well as a 324 particular object identity that the participants viewed during the facing and targeting periods supported the notion that the mPFC function becomes obvious when an appropriate selection 366 requires mnemonic information in addition to incoming perceptual information (Bradfield, 367 2015) . In this study, together with perceptual information responsible for target object 368 identity, mnemonic information such as the map information and allocentric self-location was 369 required to solve the task. Considering that the MTL could provide all the necessary 370 mnemonic information, a reasonable interpretation is that the mPFC was involved in the 371 selection of one egocentric location among alternative locations rather than the recollection 372 or generation of location information of a target object. 373
In addition to the HPC and mPFC, the map information has been observed in other 374 brain areas such as the angular gyrus (Seghier, 2013 2017). In human fMRI studies, the lPFC has been shown to contribute to the retrieval of task-397 relevant information from spatial memory when more systematic thinking is required 398 (Epstein et al., 2017; Javadi et al., 2017) . In this study, the behavioral task was designed to 399 ensure participants neither actively maintained a spatial configuration of the human 400 characters during the walking period nor any systematic strategy to solve the task, which was 401 confirmed by the post-scanning test results. The greater signal for the cognitive map and the 402 egocentric target location in the mPFC than that in the lPFC may indicate that the current task 403 was easy enough to allow participants to depend only on memory to exhibit top-ceiling 404 performance (Epstein et al., 2017; Javadi et al., 2017) . 405
In contrast to previous memory/navigation studies, which examined brain functions 406 using spatial environments consisting of immobile landmarks (e.g., stores) and/or landscapes 407 (e.g., mountains) (Bird et al., 2010; Woollett and Maguire, 2011; Schinazi et al., 2013; 408 Chadwick et al., 2015; Brown et al., 2016) , the present study used a spatial environment 409 constructed by only mobile objects that could become targets and references of self-location 410 as well as determine the space (i.e., map) around oneself. This task design allowed us to 411 extract a mental representation of the spatial environment consisting of the minimum 412 essential constituents. This reductionist method could be useful for future studies 413
investigating the construction and functional mechanisms of a cognitive map because of its 414 simplicity. One critical concern might be whether the findings discovered by this reductionist 415 method can be applied to a more complicated cognitive map consisting of large numbers of 416 immobile spatial elements, which could be learned through extensive explorations over a 417 long time period (e.g., the city of London) (Woollett and Maguire, 2011) . Another related 418 concern might be whether our brain system holds only one cognitive map or multiple ones at 419 a time (Meister and Buffalo, 2018) . For example, we may hold an object-based cognitive map 420 consisting of relevant mobile objects such as same species, predators, and foods, while we 421 may also hold the other cognitive map consisting of landmarks, landscapes and other 422 immobile objects such as trees. Future studies should address the relationships of different 423 types of cognitive maps (e.g., mobile vs immobile, short-term vs. long-term) and their 424 underlying neural mechanisms. 425
The present study discovered neural representations of the space specified by objects 426 around us. This object-based cognitive map seems to interact with representation of self-427 location in HPC and mediate a selection of egocentric target-location in mPFC, which would 428 serve for leading us to the goal position. In addition to the spatial navigation, an existence of 429 the object-based cognitive map may equip us with a space representation for persons 430 separately from the background, which may serve for our social interactions (Damasio et al., 431 1994; Stolk et al., 2015) as well as the encoding and retrieval of episodic memory (Tulving, 432 2002; Squire and Wixted, 2011) . Nineteen right-handed university students with normal or corrected-to-normal vision were 508 recruited from Peking University (12 females, 7 males). The average age of the participants 509 was 24.9 years (range: 18-30 years). All participants had no history of psychiatric or 510 neurological disorders and gave their written informed consent prior to the start of the 511 experiment, which was approved by the Research Ethics Committee of Peking University. 512 513
Task design 514
Virtual environment. We programmed a 3D virtual environment using Unity software (Unity 515 Technologies, San Francisco). The environment was designed with a circular fence as a 516 boundary (48 virtual meters in diameter), a flat grassy ground, a uniform blue sky, and with a 517 wood plate surrounded by four vertices of a square placed in the center (Fig. 1b, 4 .7 virtual 518 meters for side length). Three human characters (Mixamo, San Francisco, 519 https://www.mixamo.com) were placed on three of the vertices in each trial. A map was 520 defined by the relative relationship of the three human characters (Fig. 1b ). From the six 521 possible maps, three of them were pseudo-randomly selected for each participant, and were 522 the only environmental cues relevant to the task requirement, no distal cues were used outside 523 the boundary. Participants performed the task using the first-person perspective with a 90° 524 field of view (aspect ratio = 4:3), they had never seen a top-down view of the virtual 525 environment. 526
Walking period. Participants walked from one of four starting locations near the circular 527 boundary (4 virtual meters from the boundary) toward the human characters ( Fig. 1c) and 528 stopped on the wood plate. The visual stimuli (spatial environment viewed from first-person 529 perspective) were determined by the combination of the map and walking direction, in other 530 words, each map was presented by four different visual stimuli that were determined by the 531 starting position (Fig. 1c) . Importantly, participants were blinded to the map concept 532 throughout the task. The walking period lasted for 6.0 s, during which each character had a 533 20.6% probability of nodding its head at a random time point between the start and end of 534
walking. There was a 50%, 38.9%, 10.2%, and 0.9% probability for 0, 1, 2, and 3 characters 535 to nod head in each trial; we subjectively selected a 20.6% head-nodding probability for each 536 character to ensure an approximately equal number of trials with head-nodding and no head-537 nodding. During the walking period, participants were required to pay attention to the heads 538 of the human characters rather than to memorize their spatial arrangement. The height of the 539 participants was 1.8 virtual meters from the ground, which was the same as that of the human 540 characters. No response was required during the walking period. 541
Two tasks were completed in two consecutive days. On day 1, the participants 542 performed an HND task that did not include spatial-memory trials. On day 2, participants 543 performed a spatial-memory task that included 90% of spatial-memory trials and 10% of 544 HND trials under MRI scanning. Both tasks contain a walking period at the beginning of 545 each trial; therefore, it was impossible to predict the trial-type. Participants were told that 546 remuneration depended only on the performance in the HND trials but were encouraged to 547 perform both trial-types as best as they could (videos of trial examples are available online 548 for both tasks). 549
Head-nodding detection (HND) task. Participants performed 144 randomly ordered HND 550 trials in a behavioral experimental room. In each trial, a photo of one of the characters was 551 presented on a screen after the walking period, and participants were asked to indicate 552 whether the character nodded its head or not (Fig. S1a) . For this task, there was a 50% chance 553 that the character in the presented photo nod head. Feedback was given after the participants 554 had responded with either green (correct) or red (incorrect) photo border. The stimuli were 555 rendered on a PC and presented on a 27-inch LCD monitor (ViewSonic XG2730) with a 556 screen resolution of 1024 x 768. The HND task was used to examine whether participants 557 paid attention to head-nodding rather than memorizing the spatial arrangement of the 558 characters, which would be indicated by high success rates in the head-nodding test. 559
Spatial-memory task. During this task, participants performed 144 spatial-memory trials 560 (90%) and 16 HND trials (10%) that lasted ~ 70 min in an MRI scanner. In each trial, 561 participants experienced a "facing period" and a "targeting period" sequentially after the 562 walking period. In the facing period, their self-orientation was changed immediately to one of 563 the human characters (facing-character) without viewpoint transition, and a character with the 564 environment background was presented for 2.0 s with the other two characters being 565 invisible, the participants were instructed to face the character. In the targeting period, a 566 photo of another character (targeting-character) was presented as a target on a scrabbled 567 background for 2.0 s. Each of the three experimental periods was followed by a 2.0-s delay 568 (noise screen). At the end of each trial, participants indicated the direction of the target 569 character relative to their self-body by pressing a button when a cue presented on the screen; 570 no feedback was shown for both trial-types (Fig. 1a) . The spatial-memory task contained four 571 experimental sessions, each containing a spatial information combination of 3 maps x 4 572 walking directions x 3 facing-character identities in each session, with targeting-characters 573 balanced across sessions. After scanning, all participants completed a post-scanning 574 interview and reported the strategy they used to perform the task ( Table. S2 Task-relevant information was decoded using RSA. We tried to dissociate the neural effect of 617 facing and targeting period based on 4 s duration from each period onset to the end of 618 following noise period (Zeithamova et al., 2017) . First, the trial-based multi-voxel activity 619 patterns of two periods were obtained by creating two separate univariate general linear 620 models (GLM). In each GLM, the 4 s blood-oxygen-level-dependent (BOLD) signals of 36 621 trials (a session) were modeled using boxcar regressors. In addition to the 36 trial-based 622 regressors of interest, nuisance regressors were included, which included twelve regressors 623 for modeling the visual patterns of the walking period determined by the maps and walking 624 directions, three for modeling the character identities in the remaining period (for example, in 625 the facing period GLM, three targeting characters were specified as nuisance regressors 626 rather than the facing characters), four for modeling head-nodding detection trials, three for 627 modeling 3 directional cues in the response period, and six motion parameters. This 628 difference in the means of two conditions, and thus all matrix elements were used. It is 679 important to note that this procedure is different from the previously reported method where 680 the irrelevant information was controlled. Nevertheless, the aim of our analysis was to 681 maintain an efficient number of samples when computing the correlation mean due to the 682 complex nature of the task. The discrimination scores were averaged across the sessions and 683 were submitted to one-tailed one-sample t-tests against change (zero). 684 685
Functional connectivity (FC) analysis 686
To investigate the functional networks for different task demands, we examined the whole-687 brain FC using each MTL and mPFC sub-region as seed. In detail, based on the preprocessed 688 functional data, we further removed the nuisance covariates by creating a GLM that specified 689 the signal averaged over the lateral ventricles, white matter, and whole brain, six motion 690 parameters, and their derivatives as regressors. The residual signal was bandpass-filtered, 691 leaving signals within the frequency range 0.01 to 0.1 Hz, and was shifted by two TR 692 intervals (4 s) for subsequent analysis (Ranganath et al., 2005; Tompary and Davachi, 2017) . 693
Next, for each anatomical mask, a regional time course was computed by extracting and 694 averaging signals over the mask from each facing and targeting period. We then correlated 695 the time course with every voxel in the rest of the brain, resulting in a whole-brain correlation 696 map for each period. The correlation maps were averaged across four scanning sessions and 697 were eventually submitted to a one-tailed t-test for group level statistics. 698 699
Statistics 700
The significance of group level statistics was assessed by performing a one-tailed one-sample 701 t-test. For searchlight-based RSA, we used an initial threshold of p < 0.001. If no clusters 702 were revealed, a more liberal threshold of p < 0.01 was used. For FC analysis, an initial 703 threshold of p<0.01 was used to identify robust network patterns. The reliability of 704 significant effects was examined using a non-parametric statistical inference that does not 705 make assumptions about the distribution of the data, the test was conducted with the FSL 706 randomise package (version v2.9, http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/Randomise) (Winkler et 707 al., 2014) using 5000 random sign-flips and threshold-free clustering. We then reported 708 voxels that were significant at p < 0.05 after correcting for multiple comparisons across the 709 entire brain. For other analyses, data distributions were assumed to be normal without formal 710 tests. Analysis of variance (ANOVA) was used to test the difference between experimental 711 conditions; the one-tailed t test was used to test the significance of each anatomical mask in 712 ROI-based RSA. 713 714
