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AN APPLICATION OF THE S-FUNCTIONAL CALCULUS TO FRACTIONAL
DIFFUSION PROCESSES
FABRIZIO COLOMBO AND JONATHAN GANTNER
Abstract. In this paper we show how the spectral theory based on the notion of S-spectrum
allows us to study new classes of fractional diffusion and of fractional evolution processes. We
prove new results on the quaternionic version of the H∞ functional calculus and we use it to define
the fractional powers of vector operators. The Fourier laws for the propagation of the heat in non
homogeneous materials is a vector operator of the form
T = e1 a(x)∂x1 + e2 b(x)∂x2 + e3 c(x)∂x3
where eℓ, eℓ = 1, 2, 3 are orthogonal unit vectors, a, b, c are suitable real valued function that depend
on the space variables x = (x1, x2, x3) and possibly also on time. In this paper we develop a general
theory to define the fractional powers of quaternionic operators which contain as a particular case
the operator T so we can define the non local version Tα, for α ∈ (0, 1), of the Fourier law defined
by T . Our new mathematical tools open the way to a large class of fractional evolution problems
that can be defined and studied using our theory based on the S-spectrum for vector operators.
This paper is devoted to researchers in different research fields such as: fractional diffusion and
fractional evolution problems, partial differential equations, non commutative operator theory, and
quaternionic analysis.
AMS Classification: 47A10, 47A60.
Key words: H∞ functional calculus for quaternionic operators, fractional powers of quaternionic
operators, S-spectrum, fractional diffusion and fractional evolution processes.
1. Introduction
The study of some classes of operators that do not act by pointwise differentiation, but by global
integration with respect to a singular kernel is a very active research field since non local operators
appear in several branches of science and technology. Non local operators model fractional diffusion
and fractional evolution processes. The most studied non local operators are the fractional powers
of the negative Laplacian, which can be defined in different ways. If the function u belongs to
the Schwartz space of rapidly decreasing functions, then (−∆)αu can for example be defined via
the Fourier transform. A different approach considers the semigroup generated by −∆, and this
definition can be generalized to more general elliptic operators that are the generators of semigroups.
Another approach to define the fractional Laplace operator, which can be found in [13], is via an
extension problem. An explicit integral representation of the fractional Laplacian is given by
(−∆)αu(x) = c(n, α)P.V.
∫
Rn
u(x)− u(y)
|x− y|n+2α
dy,
where the integral is defined in the sense of the principal value, c(n, α) is a known constant, and
u : Rn → R belongs to a suitable function space. In the literature there are several non linear
models that involve the fractional Laplacian and even the fractional powers of more general elliptic
operators. With no claim of completeness, we refer to the books [12, 40] and the references therein
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for a more extended introduction to fractional diffusion problems. For more recent results see also
[14, 15, 31, 37].
In 1960 Balakrishnan (see [10]) obtained a construction for the fractional powers of a closed linear
operator A on a Banach space, in which he does not require that A generates a semigroup. He
proved that if any λ > 0 belongs to the resolvent set of A and there exists a positive constant M
such that
‖λ(λ−A)−1‖ < M, λ > 0,
i.e. if −A is a sectorial operator in today’s terminology, then the fractional powers of −A can be
defined by the integral
(−A)αv =
sin(απ)
π
∫ ∞
0
λα−1(λ−A)−1(−A)x dλ, v ∈ D(A),
for α ∈ (0, 1). This formula can also be obtained as a consequence of the H∞-functional calculus
introduced by A. McIntosh in [38]. Some of the first papers on fractional powers of operators are
[32, 35, 36, 41, 42].
In this paper we offer a new point of view to define fractional diffusion processes that is based
the on quaternionic version of the H∞-functional calculus based on the S-spectrum. In fact, using
the quaternionic H∞-functional calculus we deduce the quaternionic Balakrishnan formula and
we apply it to vector operators that are special cases of quaternionic operators. Precisely, when
represented in components, quaternionic linear operators, are of the form
T = T0 + e1T1 + e2T2 + e3T3,
where Tℓ, ℓ = 0, 1, 2, 3 are linear operators acting on a real Banach spaces. So purely imaginary
quaternionic operators e1T1+e2T2+e3T3 are vector operators. The quaternionic version (or vector
version) of the Riesz-Dunford functional calculus requires the notions of S-spectrum, S-resolvent
set and S-resolvent operators. We denote by H the algebra of quaternions. The real part of a
quaternion s = s0 + e1s1 + e2s2 + e3s3 is indicated by s0 or Re(s) and |s|
2 = s20 + s
2
1 + s
2
2 + s
2
3
is the square of the Euclidean norm. We furthermore denote by B(V ) the space of all bounded
quaternionic right-linear operators defined on a two-sided quaternionic Banach space V . For a
closed quaternionic right-linear operator T , we define the S-resolvent set of T as
ρS(T ) = {s ∈ H : (T
2 − 2s0T + |s|
2I)−1 ∈ B(V )},
where I is the identity operator, and we define the S-spectrum of T as
σS(T ) = H \ ρS(T ).
Due to the noncommutativity of the quaternions there are two resolvent operators associated with a
quaternionic linear operator T and hence there are two formulations of the quaternionic functional
calculus. We set
Qs(T ) := T
2 − 2s0T + |s|
2I for s ∈ H.
For a right linear operator T the left S-resolvent operator is defined as
S−1L (s, T ) := −TQs(T )
−1 +Qs(T )
−1s, s ∈ ρS(T ), (1.1)
while the right S-resolvent operator is defined as
S−1R (s, T ) := −(T − sI)Qs(T )
−1, s ∈ ρS(T ). (1.2)
To define the quaternionic functional calculus, also called S-functional calculus, we replace the
notion of holomorphicity by the notion of slice hyperholomorphicity, see the sequel for the precise
definition. Let T be a bounded quaternionic linear operator and let U ⊂ H be a suitable domain
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that contains the S-spectrum of T . For a left slice hyperholomorphic functions f : U → H, we
defined
f(T ) =
1
2π
∫
∂(U∩CI)
S−1L (s, T ) dsI f(s), (1.3)
where dsI = −dsI, and I is any purely imaginary quaternion such that I
2 = −1. For a right slice
hyperholomorphic function f : U → H, we define
f(T ) =
1
2π
∫
∂(U∩CI)
f(s) dsI S
−1
R (s, T ). (1.4)
These definitions are well posed since the integrals depend neither on the open set U nor on the
complex plane CI . They are moreover obtained by writing f(q) in terms of the corresponding slice
hyperholomorphic Cauchy formula and formally replacing the scalar variable q by the operator T ,
just as it is done in the Riesz-Dunford functional calculus for holomorphic functions in the complex
linear setting.
Since the function s 7→ sα is both left and right slice-hyperholomorphic, we can define fractional
powers of a vector operator T = e1T1 + e2T2 + e3T3 using (1.3) or (1.4) as
Tα =
1
2π
∫
∂(U∩CI)
sα dsI S
−1
R (s, T ) =
1
2π
∫
∂(U∩CI )
S−1L (s, T ) dsI s
α, (1.5)
if σS(T ) ⊂ U is contained in the domain of s
α.
If T is an unbounded operator then the S-spectrum is in general unbounded, so to extend the
S-functional calculus we need to impose restrictions on the class of functions and we have to assume
that T is a quaternionic sectorial operator in order to guarantee that the integrals (1.3) and (1.4)
are convergent.
The quaternionic H∞-functional calculus based on the S-spectrum was initiated in [7]. We con-
sider an extended version of the quaternionic H∞-functional calculus for a larger class of quater-
nionic operators and we prove several important properties. We use this version of the functional
calculus to define fractional powers of vector operators.
We first give meaning to the S-functional calculus for quaternionic sectorial operators taking
slice hyperholomorphic functions with grow conditions such as
|f(s)| ≤ c(|s|k + |s|−k), for c > 0, k > 0,
via a slice hyperholomorphic Cauchy integral as in (1.5). This calculus extends naturally to the set
EL[Σω] of functions that are left slice hyperholomorphic on a suitable sector Σω around the positive
real axis and that have finite polynomial limits at 0 and infinity. With this class of functions, the
S-functional calculus for quaternionic sectorial operators turns out to be well defined.
We can extend this functional calculus so that it can even generate unbounded operators in the
following way: we call an intrinsic function e ∈ EL[Σω] a regularizer for a slice meromorphic function
f , if ef ∈ EL[Σω] and e(T )
−1 is injective. We define the quaternionic H∞-functional calculus as:
f(T ) := (e(T ))−1(ef)(T ),
where the operators e(T ) and (ef)(T ) are defined using the S-functional calculus for sectorial
operators. If in particular T is injective, then we can use the function
e(s) :=
(
s(1 + s2)−1
)k+1
, k ∈ N
as a regularizer, which yields exactly the H∞-functional calculus as introduced in [7]. Using this
functional calculus we can define the fractional powers of quaternionic unbounded operators.
We now explain our strategy to fractional diffusion processes. In order to do so, we first recall
the classical approach to the fractional heat equation. We denote by u the temperature on and byq
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the heat flow and we set the thermal diffusivity equal to 1.The heat equation is then deduced from
the two laws
q = −∇u (Fourier’s law) (1.6)
∂tu+ divq = 0 (Conservation of Energy) (1.7)
where u and q are defined on R3. Plugging the first relation into the second one we find
∂tu−∆u = 0.
The fractional heat equation is an alternative model, that takes into account non local interactions
and it is obtained by replacing the negative Laplacian in the heat equation by its fractional power
so that
∂tu+ (−∆)
αu = 0, α ∈ (0, 1), (1.8)
Our approach is different, very general, and in the case q = −∇u it reduces to the fractional
Laplace operator. We explain the main points of our new strategy to fractional diffusion problems.
We identify
R3 ∼= {s ∈ H : Re(s) = 0}
and we consider the gradient ∇ as the quaternionic nabla operator
∇ = e1∂x1 + e2∂x2 + e3∂x3 .
Instead of replacing the negative Laplacian in the heat equation, we wanted to replace the gradient
in (1.6) by its fractional power ∇α using the quaternionic H∞-functional before combining it with
the law of conservation of energy. But this cannot be done directly for the following reasons:
(i) The S-spectrum of the ∇ operator on L2(R3,H) is the real line
σS(∇) = R
and sα is not defined on (−∞, 0). So the operator ∇α cannot be defined on the entire
S-spectrum.
(ii) The fractional power of a vector operator is not in general a vector operator, but it is a
quaternionic operator of type T1+e1T2+e2T3+e3T3. To such an operator we cannot apply
the divergence operator to get the fractional Laplace operator.
So we have to proceed as follows:
(ia) First, instead of considering the fractional powers of the nabla operator ∇α, we consider the
projections of the fractional powers of ∇α indicated by fα(∇) to the subspace associated
with the subset [0 +∞) of the S-spectrum of ∇, on which the function sα is well defined.
(iia) Second we take just the vector part Vect(fα(∇)) = e1T1 + e2T2 + e3T3 of the quaternionic
operator fα(∇) = T0 + e1T1 + e2T2 + e3T3 so that we can apply the divergence operator.
We point out that if we proceed as in the points (ia) and (iia) for the gradient operator we re-obtain
the classical fractional Laplace operator, but our approach is very general and it is applicable to a
large class of operators such as
∇˜ = e1 a(x)∂x1 + e2 b(x)∂x2 + e3 c(x)∂x3 ,
where a, b, c are suitable real valued functions that depend on the space variables x = (x1, x2, x3)
and possibly also on time. More precisely, the definition of ∇α only on the subspace associated to
[0,∞) is given by
fα(∇)v =
1
2π
∫
−IR
S−1L (s,∇) dsI s
α∇v,
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for v : R3 → H in D(∇). This corresponds to the Balakrishnan formula, which is a consequence
of the quaternionic H∞-functional calculus, in which only positive spectral values are taken into
account. With this definition and the surprising expression for the left S-resolvent operator
S−1L (−tI,∇) = (−tI +∇) (−t
2 +∆)−1︸ ︷︷ ︸
=R−t2(−∆)
,
the operator fα(∇) becomes with some computations
fα(∇)v =
1
2
(−∆)
α
2
−1∇2v︸ ︷︷ ︸
Scalfα(∇)v
+
1
2
(−∆)
α−1
2 ∇v︸ ︷︷ ︸
=Vecfα(∇)v
.
We define the scalar part of the operator fα(∇) applied to v as
Scalfα(∇)v :=
1
2
(−∆)
α
2
−1∇2v,
and the vector part as
Vecfα(∇)v :=
1
2
(−∆)
α−1
2 ∇v.
Now we observe hat
divVecfα(∇)v = −
1
2
(−∆)
α
2
+1v
This proves that in the case of the gradient we get the same result, that is the fractional Laplacian.
The fractional heat equation for α ∈ (1/2, 1)
∂tu(t, x) + (−∆)
αu(t, x) = 0
can hence be written as
∂tu(t, x)− 2div (Vecfβ(∇)v) = 0, β = 2α− 1.
For any suitable vector operator T , we hence propose the fractional evolution equation:
∂tu(t, x)− 2div (Vecfβ(T )v) = 0.
This allows us to study different fractional evolution problem for example a new fractional evolution
equations can be deduced when we consider the following Fourier’s law:
T = e1x1∂x1 + e2x2∂x2 + e3x3∂x3 .
Working in the space L2(R3+,H, dµ) with
R3+ = {e1x1 + e2x2 + e3x3 : xℓ > 0}
and dµ = (x1x2x3)
−1dx we get the operator
Vecfβ(T )v(ξ) =
1
2(2π)3
∫
R3
∫
R3
−|y|2αee1
∑3
k=1 ξkyke−e1x·y
ex1vξ1(ex1 , ex2 , ex3)ex2vξ2(ex1 , ex2 , ex3)
ex3vξ3(e
x1 , ex2 , ex3)
 dx dy.
This approach has several advantages:
(i) It modifies the Fourier law but keeps the law of Conservation of Energy.
(ii) It is applicable to a large class of operators that includes the gradient but also operators
with variable coefficients such as operator q(x, ∂x). Moreover, q can also depend on time.
(iii) The fractional powers of the operator q(x, ∂x) is very useful for non homogeneous materials.
(iv) The fact that we keep the evolution equation in divergence form allows an immediate
definition of the weak solution of the fractional evolution problem.
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(iv) To represent the fractional powers of an operator T we have to write an explicit expression
for the inverse of the operator T 2 − 2s0T + |s|
2I and this can be done on bounded or
unbounded domains.
The development of the theory of slice hyperholomorphic functions, see the books [9, 23, 24],
was the crucial step towards the discovery of the S-spectrum, which was inspired by their Cauchy
formula. Their Cauchy kernels suggested the notion of S-resolvent operators, and the formulations
of the S-functional calculus as a consequence, see the original papers [3, 17, 18, 19, 27].
The quaternionic formulation of quantum mechanics, see [1, 11], has stimulated the research on
the spectral theorem based on the S-spectrum, see [4, 5]. Using Clifford-algebra-valued slice hy-
perholomorphic functions, one can define the S-functional calculus for n-tuples of not necessarily
commuting operators, see [22] and the book [24].
In the case quaternionic or vector operators are generators of groups or semigroups, see [8, 21, 30],
it is possible to define the function of the generators [2] via the Laplace-Stieltjes transform analogue
to the Philips functional calculus.
The plan of the paper. Section 1 is the introduction. Section 2 contains the definition and some
properties of slice hyperholomorphic functions and of the S-functional calculus. In Section 3 we
develop the quaternionic H∞-functional calculus for arbitrary quaternionic sectorial operators and
several crucial properties like the spectral mapping theorem. In Section 4 we define the fractional
powers of quaternionic operators using the results of Section 3. In Section 5 we develop the spec-
tral theory based on the S-spectrum of the nabla operator and we give applications to fractional
diffusion processes.
2. Preliminaries
The skew-field of quaternions consists of the real vector space
H :=
{
p = ξ0 +
3∑
i=1
ξiei : ξi ∈ R
}
,
which is endowed with an associative product with unity 1 such that e2i = −1 and eiej = −ejei for
i, j ∈ {1, 2, 3} with i 6= j. The real part of a quaternion p = ξ0+
∑3
i=1 ξiei is defined as Re(p) := ξ0,
its imaginary part as p :=
∑3
i=1 ξiei and its conjugate as p := Re(p)− p.
Each element of the set
S := {p ∈ H : Re(p) = 0, |p| = 1}
is a square-root of −1 and is therefore called an imaginary unit. For any I ∈ S, the subspace
CI := {p0 + Ip1 : p0, p1 ∈ R} is an isomorphic copy of the field of complex numbers. If I, J ∈ S
with I ⊥ J , set K = IJ = −JI. Then 1, I, J and K form an orthonormal basis of H as a real
vector space and 1 and J form a basis of H as a left or right vector space over the complex plane
CI , that is
H = CI +CIJ and H = CI + JCI .
Any quaternion p belongs to such a complex plane: if we set
Ip :=
{
1
|p|p, if p 6= 0
any I ∈ S, if p = 0,
then p = p0 + Ipp1 with p0 = Re(p) and p1 = |p|. The set
[p] := {p0 + Ip1 : I ∈ S},
is a 2-sphere, that reduces to a single point if p is real. The following result is well-known.
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Lemma 2.1. If p ∈ H and h ∈ H \ {0}, then q = h−1ph ∈ [p]. Conversely, if q ∈ [p], then there
exists h ∈ H \ {0} such that q = h−1ph.
2.1. Slice hyperholomorphic functions. The theory of complex linear operators is based on
the theory of holomorphic functions. In a similar way, the theory of quaternionic linear operators
is based on the theory of slice hyperholomorphic functions. We shall give a brief introduction to
this field as it is fundamental for the rest of the paper. The proofs of the results stated in this
subsection can be found in the book [24].
Definition 2.2. A set U ⊂ H is called
(i) axially symmetric if [p] ⊂ U for any p ∈ U and
(ii) a slice domain if U is open, U ∩ R 6= ∅ and U ∩ CI is a domain for any I ∈ S.
Definition 2.3. Let U ⊂ H be open and axially symmetric. A function f : U → H is called left
slice hyperholomorphic, if it is of the form
f(p) = α(p0, p1) + Ipβ(p0, p1) ∀p ∈ U, (2.1)
where α and β are functions that take values in H, satisfy the compatibility condition
α(p0, p1) = α(p0,−p1) and β(p0, p1) = −β(p0,−p1) (2.2)
and the Cauchy-Riemann-differential equations
∂
∂p0
α(p0, p1) =
∂
∂p1
β(p0, p1) and
∂
∂p1
α(p0, p1) = −
∂
∂p0
β(p0, p1). (2.3)
A function f : U → H is called right slice hyperholomorphic, if it is of the form
f(p) = α(p0, p1) + β(p0, p1)Ip ∀p ∈ U, (2.4)
with functions α and β satisfying (2.2) and (2.3). Finally, a left slice hyperholomorphic function
f = α+ Iβ is called intrinsic, if α and β are real-valued.
We denote the set of all left slice hyperholomorphic functions on U by SHL(U), the set of all right
slice hyperholomorphic functions on U by SHR(U) and the set of all intrinsic functions by N (U).
Finally, we say that f ∈ SHL(C), f ∈ SHR(C) or f ∈ N (C) for an arbitrary axially symmetric set
C, if there exists an axially symmetric open set U with C ⊂ U such that f ∈ SHL(U), f ∈ SHR(U)
resp. f ∈ N (U).
Remark 2.4. Observe that any quaternion p can be represented using two different imaginary
units, namely p = p0 + Ipp1 = p0 + (−Ip)(−p1). If p ∈ R, then we can even choose any imaginary
unit we want in this representation. The compatibility condition (2.2) assures that the choice of
this imaginary unit is actually irrelevant.
Important examples of slice hyperholomorphic functions are power series with quaternionic co-
efficients: series of the form
∑+∞
n=0 p
nan are left slice hyperholomorphic and series of the form∑∞
n=0 anp
n are right slice hyperholomorphic on their domain of convergence. A power series is
intrinsic if and only if its coefficients are real. Conversely, any slice hyperholomorphic function can
be expanded into a power series at any real point in its domain of definition.
Definition 2.5. The slice-derivative of a function f ∈ SHL(U) is defined as
∂Sf(p) = lim
CIp∋q→p
(q − p)−1(f(q)− f(p)) for p = p0 + Ipp1 ∈ U ,
where limCIp∋q→p g(q) denotes the limit of a function g as q tends to p in CIp. The slice-derivative
of a function f ∈ SHR(U) is defined as
∂Sf(p) = lim
CIp∋q→p
(f(q)− f(p))(q − p)−1 for p = p0 + Ipp1 ∈ U .
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Corollary 2.6. The slice derivative of a left (or right) slice hyperholomorphic function is again
left (or right) slice hyperholomorphic. Moreover, it coincides with the derivative with respect to the
real part, that is
∂Sf(p) =
∂
∂p0
f(p) for p = p0 + Ipp1.
Theorem 2.7. If f is left slice hyperholomorphic on the ball Br(α) of radius r > 0 centered at
α ∈ R, then
f(p) =
+∞∑
n=0
(p− α)n
1
n!
∂nSf(α) for p ∈ Br(α).
If f is right slice hyperholomorphic on Br(α), then
f(p) =
+∞∑
n=0
1
n!
∂nSf(α)(p − α)
n for x ∈ Br(α).
The importance of the class of intrinsic functions is due to the fact that the multiplication and
the composition with intrinsic functions preserve slice hyperholomorphicity. This is not true for
arbitrary slice hyperholomorphic functions.
Corollary 2.8. If f ∈ N (U) and g ∈ SHL(U), then fg ∈ SHL(U). If f ∈ SHR(U) and g ∈ N (U),
then fg ∈ SHR(U).
If g ∈ N (U) and f ∈ SHL(g(U)), then f ◦ g ∈ SHL(U). If g ∈ N (U) and f ∈ SHR(g(U)), then
f ◦ g ∈ SHR(U).
An intrinsic function f = α+ Iβ is both left and right slice hyperholomorphic because α and β
commute with the imaginary unit I. The converse is not true: the constant function p 7→ b ∈ H\R is
left and right slice hyperholomorphic, but it is not intrinsic. There are several ways to characterise
intrinsic functions.
Corollary 2.9. If f ∈ SHL(U) or f ∈ SHR(U), then the following statements are equivalent
(i) The function f is intrinisic.
(ii) We have f(p) = f(p) for any p ∈ U .
(iii) We have f(U ∩ CI) ⊂ CI for any I ∈ S.
Lemma 2.10. Let U ⊂ H be an axially symmetric open set. If f ∈ SHL(U), then for any I ∈ S
the restriction fI := f |U∩CI is left holomorphic, i. e.
1
2
(
∂
∂p0
f(p) + I
∂
∂p1
f(p)
)
= 0, ∀p = p0 + Ip1 ∈ U ∩ CI . (2.5)
If f ∈ SHR(U), then for any I ∈ S the restriction fI := f |U∩CI is right holomorphic, i. e.
1
2
(
∂
∂p0
f(p) +
∂
∂p1
f(p)I
)
= 0, ∀p = p0 + Ip1 ∈ U ∩ CI . (2.6)
Remark 2.11. At the beginning of the development of the theory, slice hyperholomorphic functions
were defined as functions that satisfy the properties mentioned in Lemma 2.10, which yields a
potentially larger class of functions. The representation formula in Theorem 2.12 assures that
such functions can be represented in the form (2.1) resp. (2.4)—with the original definition, this
formula however only holds for functions that are defined on axially symmetric slice domains. For
applications in operator theory, it is therefore more convenient to start directly from Definition 2.3.
The critical function theoretic results such as the Cauchy formula depend on the representation of
the form f = α+ Iβ resp. f = α+βI and not on the properties in Lemma 2.10. At the same time,
for instance in order to generate spectral projections, it is essential to consider functions that are
defined on sets that are not connected and not only functions that are defined on slice domains.
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The values of a slice hyperholomorphic function are uniquely determined by its values on an
arbitrary complex plane CI . Therefore, any function that is holomorphic on a suitable subset of a
complex plane possesses a unique slice hyperholomorphic extension.
Theorem 2.12 (Representation Formula). Let U ⊂ H be an axially symmetric open set and let
I ∈ S. For any p = p0 + Ipp1 ∈ U set pI := p0 + Ip1. If f ∈ SHL(U), then
f(p) =
1
2
(1− IpI)f(pI) +
1
2
(1 + IpI)f(pI) for all p ∈ U.
If f ∈ SHR(U), then
f(p) = f(pI)(1 − IIp)
1
2
+ f(pI)(1 + IIp)
1
2
for all p ∈ U .
Corollary 2.13. Let I ∈ S and let f : O → H be real differentiable, where O is a domain in CI
that is symmetric with respect to the real axis. We define the axially symmetric hull [O] :=
⋃
z∈O[z]
of O.
(i) If f satisfies (2.5), then there exists a unique left slice hyperholomorphic extension of f
to [O].
(ii) If f satisfies (2.6), then there exists a unique right slice hyperholomorphic extension of f
to [O].
Remark 2.14. If f has a left and a right slice hyperholomorphic extension, they do not necessarily
coincide. Consider for instance the function z 7→ bz on CI with a constant b ∈ CI \ R. Its left
slice hyperholomorphic extension to H is p 7→ pb, but its right slice hyperholomorphic extension is
p 7→ bp.
Developing a theory of zeros of slice hyperholomorphic functions and in particular defining a
proper notion of order is a nontrivial task. However, we shall only be interested in a certain type
of zeros.
Definition 2.15. Let f ∈ SHL(U) (or f ∈ SHR(U)). A point p ∈ U \R is called a spherical zero
of f if f(p˜) = 0 for any p˜ ∈ [p]. In this case there exist unique n ∈ N and f˜ ∈ SHL(U) (resp.
f˜ ∈ SHR(U)) such that f˜ does not have a spherical zero at [p] and such that f(q) = Qp(q)
nf˜(q)
(resp. f(q) = f˜(q)Qp(q)
n) with
Qp(q) = q
2 − 2Re(p)q + |p|2.
We call n the order of the spherical zero [p].
Observe that an intrinsic function f = α+ Iβ satisfies f(p) = 0 if and only if α(p0, p1) = 0 and
β(p0, p1) = 0 as α and β take real values. Hence any zero of an intrinsic function is either real or
spherical.
Corollary 2.16. Any intrinsic polynomial p can be factorised into a product of the form
P (p) =
N∏
ℓ=1
(λℓ − p)
nℓ
M∏
κ=1
Qsκ(p)
mκ
where λ1, . . . , λN are the real zeros of P and [s1], . . . , [sM are the spherical zeros of P and nℓ and
mκ are the orders of λℓ resp [sκ].
The pointwise product of two slice hyperholomorphic functions is in general not slice hyperholo-
morphic. There exists however a regularised product that preserves slice hyperholomorphicity.
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Definition 2.17. For f = α+Iβ, g = γ+Iδ ∈ SHL(U), we define their left slice hyperholomorphic
product as
f⋆ℓg = (αγ − βδ) + I(αδ + βγ).
For f = α+ βI, g = γ + δI ∈ SHR(U), we define their right slice hyperholomorphic product as
f⋆rg = (αγ − βδ) + (αδ + βγ)I.
The slice hyperholomorphic product is associative and distributive, but in general not com-
mutative. If however f is intrinsic, then f⋆ℓg coincides with the pointwise product fg and
f⋆ℓg = fg = g⋆ℓf . Similarly, if g is intrinisc, then f⋆rg coincides with the pointwise product
fg and f⋆rg = fg = g⋆rf .
Definition 2.18. We define for f = α+Iβ ∈ SHL(U) its slice hyperholomorphic conjugate as f
c =
α+Iβ and its symmetrisation as f s = f⋆ℓf
c = f c⋆ℓf . Similarly, we define for f = α+βI ∈ SHR(U)
its slice hyperholomorphic conjugate as f c = α+βI and its symmetrisation as f s = f⋆rf
c = f c⋆rf .
The symmetrisation of a left slice hyperholomorphic function f = α+ Iβ is explicitly given by
f s = |α|2 − |β|2 + I2Re
(
αβ
)
.
Hence, it is an intrinsic function. It is f s(p) = 0 if and only if f(p˜) = 0 for some p˜ ∈ [p].
Furthermore, one has
f c(p) = α(p0, p1) + Ipβ(p0, p1) = α(p0, p1) + β(p0, p1)(−Ip) = f(p) (2.7)
and an easy computation shows that
f⋆ℓg(p) = f(p)g
(
f(p)−1pf(p)
)
if f(p) 6= 0
and or f(p) 6= 0 it is
f s(p) = f(p)f c
(
f(p)−1pf(p)
)
= f(p)f
(
f(p)−1pf(p)
)
= f(p)f (f(p)−1pf(p)). (2.8)
Similar computations hold true in the right slice hyperholomorphic case. Finally, if f is intrinsic,
then f c(p) = f(p) and f s(p) = f(p)2.
Corollary 2.19. The following statements hold true.
(i) For f ∈ SHL(U) with f 6≡ 0, its slice hyperholomorphic inverse f
−⋆ℓ that satisfies f−⋆ℓ⋆ℓf =
f⋆ℓf
−⋆ℓ = 1 is given by f−⋆ℓ = (f s)−1 ⋆ℓf
c = (f s)−1f c and it is defined on U \ [Nf ], where
Nf = {s ∈ U : f(s) = 0}.
(ii) For f ∈ SHR(U) with f 6≡ 0, its slice hyperholomorphic inverse f
−⋆r that satisfies f−⋆r⋆rf =
f⋆rf
−⋆r = 1 is given by f−⋆r = f c⋆r(f
s)−1 = f c(f s)−1.
(iii) If f ∈ N (U) with f 6≡ 0, then f−⋆ℓ = f−⋆r = f−1.
We will later need that |f−⋆ℓ | is in a certain sense comparable to 1/|f |. Since f s is intrinsic, we
have |f s(p)| = |f s(p˜)| for any p˜ ∈ [p]. Since f(p)pf(p)−1 ∈ [p] by Lemma 2.1, we find for f(p) 6= 0,
because of (2.8). that
|f s(p)| =
∣∣f s (f(p)pf(p)−1)∣∣ = ∣∣∣f (f(p)pf(p)−1) f (p)∣∣∣ = ∣∣f (f(p)pf(p)−1)∣∣ |f (p)| .
Therefore we have, because of (2.7), that∣∣f−⋆ℓ(p)∣∣ = ∣∣f s(p)−1∣∣ |f c(p)| = 1
|f (f(p)pf(p)−1)| |f (p)|
|f (p)| =
1
|f (f(p)pf(p)−1)|
and so ∣∣f−⋆ℓ(p)∣∣ = 1
|f(p˜)|
with p˜ = f(p)pf(p)−1 ∈ [p]. (2.9)
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An analogous estimate holds for the slice hyperholomorphic inverse of a right slice hyperholomorphic
function.
Finally, slice hyperholomorphic functions satisfy an adapted version of Cauchy’s integral theorem
and an integral formula of Cauchy-type with a modified kernel.
Definition 2.20. We define the left slice hyperholomorphic Cauchy kernel as
S−1L (s, p) = −(p
2 − 2Re(s)p + |s|2)−1(p− s) for p /∈ [s]
and the right slice hyperholomorphic Cauchy kernel as
S−1R (s, p) = −(p− s)(p
2 − 2Re(s)p+ |s|2)−1 for p /∈ [s].
Corollary 2.21. The left slice hyperholomorphic Cauchy-kernel S−1L (s, p) is left slice hyperholo-
morphic in the variable p and right slice hyperholomorphic in the variable s on its domain of
definition. Moreover, we have S−1R (s, p) = −S
−1
L (p, s).
Remark 2.22. If p and s belong to the same complex plane, they commute and the slice hyper-
holomorphic Cauchy-kernels reduce to the classical one:
1
s− p
= S−1L (s, p) = S
−1
R (s, p).
Theorem 2.23 (Cauchy’s integral theorem). Let U ⊂ H be an axially symmetric open set, let
I ∈ S and let DI be an open subset of O∩CI with DI ⊂ O∩CI such that its boundary consists of a
finite number of continuously differentiable Jordan curves. For any f ∈ SHR(U) and g ∈ SHL(U),
it is ∫
∂DI
f(s) dsI g(s) = 0,
where dsI = −I ds.
Definition 2.24. An axially symmetric open set U ⊂ H is called a slice Cauchy domain if U ∩CI
is a Cauchy domain for any I ∈ S, that is
(i) U ∩ CI is open,
(ii) U ∩ CI has a finite number of components (i.e. maximal connected subsets), the closures
of any two of which are disjoint,
(iii) the boundary of U ∩CI consists of a finite positive number of closed piecewise continuously
differentable Jordan curves.
Remark 2.25. A slice Cauchy domain is either bounded or has exactly one unbounded component.
If it is unbounded, then the unbounded component contains a neighbourhood of infinity.
Theorem 2.26 (Cauchy’s integral formula). Let U ⊂ H be a slice Cauchy domain. Let I ∈ S and
set dsI = −I ds. If f is left slice hyperholomorphic on an open set that contains U , then
f(p) =
1
2π
∫
∂(U∩CI )
S−1L (s, p) dsI f(s) for all p ∈ U.
If f is right slice hyperholomorphic on an open set that contains U , then
f(p) =
1
2π
∫
∂(U∩CI )
f(s) dsI S
−1
R (s, p) for all p ∈ U.
Remark 2.27. The results presented in this section can easily be extended to functions with
values in a two-sided quaternionic Banach space. As in the complex setting, problems concerning
vector-valued functions can be reduced to scalar problems by applying elements of the dual space.
For the details see [6].
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2.2. The S-functional calculus. The natural extension of the Riesz-Dunford-functional calculus
for complex linear operators to quaternionic linear operators is the so-called S-functional calculus.
It is based on the theory of slice hyperholomorphic functions and follows the idea of the classical
case: to formally replace the scalar variable p in the Cauchy formula by an operator. The proofs
of the results stated in this subsection can be found in [3, 24, 27].
Throughout the paper, let V denote a two-sided quaternionic Banach space. We denote the
set of all bounded quaternionic right-linear operators on V by B(V ) and the set of all closed and
quaternionic right-linear operators on V by K(V ). For T ∈ K(V ), we define
Qs(T ) := T
2 − 2Re(s)T + |s|2I, for s ∈ H.
Definition 2.28. Let T ∈ K(V ). We define the S-resolvent set of T as
ρS(T ) := {s ∈ H : Qs(T )
−1 ∈ B(V )}
and the S-spectrum of T as
σS(T ) := H \ ρS(T ).
If s ∈ ρS(T ), then Qs(T )
−1 is called the pseudo-resolvent of T at s. Furthermore, we define the
extended S-spectrum σSX(T ) as
σSX(T ) :=
{
σS(T ) if T is bounded,
σS(T ) ∪ {∞} if T is unbounded.
The S-spectrum has properties that are similar to those of the spectrum of a complex linear
operator.
Theorem 2.29. Let T ∈ K(V ).
(i) The S-spectrum σS(T ) of T is axially symmetric.
(ii) The S-spectrum σS(T ) is a closed subset of H and the extended S-spectrum σSX(T ) is a
closed and hence compact subset of H∞ := H ∪ {∞}.
(iii) If T is bounded, then σS(T ) is nonempty and bounded by the norm of T , i.e. σS(T ) ⊂
B‖T‖(0), where B‖T‖(0) is the open ball of radius ‖T‖ centered at 0.
Remark 2.30. If V is only a right-sided Banach space (i.e. one in which multiplication with
scalars is only defined from the right side) then the space B(V ) of bounded right linear operators
on V is only a real Banach space and in particular multiples of the identity operator I are only
defined for s ∈ R as one would expect sI to act as (sI)v = (Is)v = I(sv). For this reason,
one usually works with two-sided Banach spaces when defining the S-functional calculus, because
the definition of the S-resolvents (see Definition 2.31) requires a quaternionic multiplication on
B(V ). However, the S-spectrum itself can also be defined on one-sided Banach spaces because the
operator Qs(T ) involves only real scalars. Its properties given in Theorem 2.29 still remain true in
this case, since their proofs do not rely on a quaternionic multiplication on B(V ). One only has to
pay attention when showing that σS(T ) is bounded by ‖T‖ if T is bounded, which is usually shown
using a power series expansion of the S-resolvent that involves quaternionic coefficients, cf. [24].
However, [17] introduced a series expansion for the pseudo-resolvent Qs(T )
−1 that converges for
|s| > ‖T‖ and involves only real coefficients. This series expansion can therefore serve for showing
that σS(T ) ⊂ B‖T‖(0) on one-sided Banach spaces such that all properties in Theorem 2.29 are
also true in this setting. This will be important in the proof of Theorem 3.40, where we encounter
an operator on such a space.
Definition 2.31. Let T ∈ K(V ). For s ∈ ρS(T ), the left S-resolvent operator is defined as
S−1L (s, T ) := Qs(T )
−1s− TQs(T )
−1 (2.10)
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and the right S-resolvent operator is defined as
S−1R (s, T ) := −(T − Is)Qs(T )
−1. (2.11)
Remark 2.32. One clearly obtains the right S-resolvent operator by formally replacing the variable
p in the right slice hyperholomorphic Cauchy kernel by the operator T . The same procedure yields
S−1L (s, T )v = −Qs(T )
−1(T − sI)v, for v ∈ D(T ) (2.12)
for the left S-resolvent operator. This operator is only defined on the domain D(T ) of T and not
on the entire space V . However, Qs(T )
−1Tv = TQs(T )
−1v for v ∈ D(T ) and commuting T and
Qs(T ) in (2.12) yields (2.10). For arbitrary s ∈ H, the operator Qs(T ) = T
2 − 2Re(s)T + |s|2I
maps D(T 2) to V . Hence, the pseudo-resolvent Qs(T )
−1 maps V to D(T 2) ⊂ D(T ) if s ∈ ρS(T ).
Since T is closed and Qs(T )
−1 is bounded, equation (2.10) then defines a continuous and therefore
bounded right linear operator on the entire space V . Hence, the left resolvent S−1L (s, T ) is the
natural extension of the operator (2.12) to V . In particular, if T is bounded, then S−1L (s, T ) can
directly be defined by (2.12).
If one considers left linear operators, then one must modify the definition of the right S-resolvent
operator for the same reasons.
Remark 2.33. The S-resolvent operators reduce to the classical resolvent if T and s commute,
that is
S−1L (s, T ) = S
−1
R (s, T ) = (sI − T )
−1.
This is in particular the case if s is real.
The following lemma is crucial and can be shown by straightforward computations for bounded
operators. In the case of unbounded operators, several additional technical difficulties have to be
overcome. The respective proof can be found in [16].
Lemma 2.34. Let T ∈ K(V ). The map s 7→ S−1L (s, T ) is a right slice-hyperholmorphic function
on ρS(T ) with values in the two-sided quaternionic Banach space B(V ). The map s 7→ S
−1
R (s, T )
is a left slice-hyperholmorphic function on ρS(T ) with values in the two-sided quaternionic Banach
space B(V ).
The S-resolvent equation is the analogue of the classical resolvent equation in the quaternionic
setting. It has first been proved for the case that T is a bounded operator in [3]. Later on it was
generalized to the case that T is unbounded in [16].
Theorem 2.35 (S-resolvent equation). Let T ∈ K(V ). For s, p ∈ ρS(T ) with s /∈ [p], it is
S−1R (s, T )S
−1
L (p, T ) =
[
[S−1R (s, T )− S
−1
L (p, T )]p
− s[S−1R (s, T )− S
−1
L (p, T )]
]
(p2 − 2s0p+ |s|
2)−1.
(2.13)
An easy straightforward computation (see also [3, Lemma 3.18]) shows that for any bounded
operator B ∈ B(V ) and any s, p with s /∈ [p]
(s2 − 2p0s+ |p|
2)−1(sB −Bp) = (sB −Bp)(p2 − 2s0p+ |s|
2)−1. (2.14)
Applying this identity with B = S−1R (s, T ) − S
−1
L (p, T ) to (2.13), we find that the S-resolvent
equation can also be reformulated as
S−1R (s, T )S
−1
L (p, T ) =(s
2 − 2p0s+ |p|
2)−1
[
[S−1R (s, T )− S
−1
L (p, T )]p
− s[S−1R (s, T )− S
−1
L (p, T )]
]
.
(2.15)
Finally, before introducing the S-functional calculus, we recall a technical lemma that will be
important at several occasions [3, Lemma 3.23].
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Lemma 2.36. Let B ∈ B(V ) and let U be a bounded Cauchy domain. If f ∈ N
(
U
)
, then we have
for p ∈ U that
Bf(p) =
1
2π
∫
∂(U∩CI )
f(s) dsI (sB −Bp)
(
p2 − 2s0p+ |s|
2
)−1
.
Formally replacing the slice hyperholomorphic Cauchy-kernels in the Cauchy-formula by the S-
resolvent operators leads to the natural generalization of the Riesz-Dunford-functional calculus to
quaternionic linear operators.
Definition 2.37 (S-functional calculus for bounded operators). Let T ∈ B(V ), choose I ∈ S and
set dsI = −I ds. For f ∈ SHL(σS(T )), we choose a bounded slice Cauchy domain U ⊂ dom(f)
with σS(T ) ⊂ U and define
f(T ) :=
1
2π
∫
∂(U∩CI)
S−1L (s, T ) dsI f(s). (2.16)
For f ∈ SHR(σS(T )), we choose again an unbounded slice Cauchy domain U ⊂ dom(f) with
σS(T ) ⊂ U and define
f(T ) :=
1
2π
∫
∂(U∩CI)
f(s) dsI S
−1
R (s, T ). (2.17)
These integrals are independent of the choices of the slice domain U and the imaginary unit I ∈ S.
These definitions can be extended to closed operators. As in the complex case, this was originally
done via a transformation and the S-functional calculus for bounded operators, cf. [24]. Since this
procedure works in the quaternionic setting only if the S-resolvent set of the operator contains a
real point, we shall instead directly start from a Cauchy integral, cf. [27].
We say that a function is left (or right) slice hyperholomorphic at infinity, if f is left (or right)
slice hyperholomorphic, if there exists r > 0 such that the ball Br(0) of radius r > 0 centered at 0
is contained in the domain dom(f) of f and if f(∞) := limp→∞ f(p) exists.
Definition 2.38 (S-functional calculus for closed operators). Let T ∈ K(V ) with ρS(T ) 6= 0,
choose I ∈ S and set dsI = −I ds. For f ∈ SHL(σS(T ) ∪ {∞}), we choose an unbounded slice
Cauchy domain U ⊂ dom(f) with σS(T ) ⊂ U and define
f(T ) := f(∞)I +
1
2π
∫
∂(U∩CI )
S−1L (s, T ) dsI f(s). (2.18)
For f ∈ SHR(σS(T ) ∪ {∞}), we choose again a bounded slice Cauchy domain U ⊂ dom(f) with
σS(T ) ⊂ U and define
f(T ) := f(∞)I +
1
2π
∫
∂(U∩CI )
f(s) dsI S
−1
R (s, T ). (2.19)
These integrals are independent of the choices of the slice domain U and the imaginary unit I ∈ S.
Remark 2.39. If the function f is intrinsic, then (2.16) and (2.17) resp. (2.18) and (2.19) yield the
same operator, which is not immediate. (Indeed, if f is both left and right slice hyperholomorphic
but not intrinsic, then the two representations might yield different operators, cf. [27]!) However,
the path of integration ∂(U ∩ CI) is symmetric with respect to the real axis because U is axially
symmetric. We can thus split the above integrals into the sums of two integrals, one over the
part of the path in the positive halfplane of CI and one over the part of the path in the negative
halfplane of CI . Exploiting the aformentioned symmetry and the fact that f(p) = f(p), we end
up with an integral of a function that is the product of real numbers and the operators Qs(T )
−1
and TQs(T )
−1. Depending on whether we started from the integrals involving the right or the
left S-resolvent, these objects appear in a different order, but the factors are the same. However,
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as these objects commute mutually we can change the order of the factors and switch from one
representation to the other. For details, we refer to [27], but the technique is also used in the proof
of Lemma 3.9.
This procedure can be used not only for the S-functional calculus but for any Cauchy integral
of the form as in (2.16) or (2.17). Keeping in mind this remark, we shall use the equivalence of
these two representations for intrinsic functions at several occasions in this paper without explicitly
proving it every time.
Since σSX(T ) = σS(T ) if T is bounded and σSX(T ) = σS(T )∪ {∞} if T is unbounded, we shall,
for neatness, denote the classes of admissible functions by SHL(σSX(T )) and SHR(σSX(T )) in the
following lemma.
Lemma 2.40. Let T ∈ K(V ) with ρS(T ) 6= ∅. The S-functional calculus has the following proper-
ties:
(i) If f ∈ SHL(σSX(T )) or f ∈ SHR(σSX(T )), then f(T ) is a bounded operator.
(ii) If f, g ∈ SHL(σSX(T )) and a ∈ H, then (fa+g)(T ) = f(T )a+g(T ). If f, g ∈ SHR(σSX(T ))
and a ∈ H, then (af + g)(T ) = af(T ) + g(T ).
(iii) If f ∈ N (σSX(T )) and g ∈ SHL(σSX(T )) or if f ∈ SHR(σSX(T )) and g ∈ N (σSX(T )),
then (fg)(T ) = f(T )g(T ).
(iv) If g ∈ N (σSX(T )), then σS(g(T )) = g(σSX(T )). Moreover f(g(T )) = (f ◦ g)(T ) if f ∈
SHL(g(σS(T ))) or f ∈ SHR(g(σS(T ))).
(v) If P is an intrinsic polynomial of order n ≥ 1, then P is not slice hyperholomorphic at
infinity. However, if T is unbouned and f ∈ N (σSX(T )) has a zero of order greater or
equal to n at infinity (i.e. limp→∞ P (p)f(p) = 0), then P (T )f(T ) = (Pf)(T ).
(vi) If σ is an open and closed subset of σSX(T ), let χσ be equal to 1 on an axially symmetric
neighbourhood of σ in H∞ and equal to 0 on an axially symmetric neighbourhood of σSX(T )\
σ in H∞. Then χσ ∈ N (σSX(T )) and χσ(T ) is a projection onto an invariant subspace of T .
Moreover, if we denote the restriction of T to the range of χσ(T ) by Tσ, then σSX(Tσ) = σ.
2.3. Fractional powers of operators. In order to recall the main results on fractional powers of
quaternionic operators that have already been shown, let us start with the definition of fractional
powers of quaternionic scalars.
Definition 2.41. The (slice hyperholomorphic) logarithm on H is defined as
log s := ln |s|+ Is arg(s) for s ∈ H \ (−∞, 0],
where arg(s) = arccos(s0/|s|) is the unique angle ϕ ∈ [0, π] such that s = |s|e
Isϕ.
Observe that for s = s0 ∈ [0,∞) we have arccos(s0/|s|) = 0 and so log s = ln s. Therefore, log s
is well defined on the positive real axis and does not depend on the choice of the imaginary unit
Is. One has
elog s = s for s ∈ H
and
log es = s for s ∈ H with |s| < π.
The quaternionic logarithm is both left and right slice hyperholomorphic (and actually even in-
trinsic) on H \ (−∞, 0] and for any I ∈ S its restriction to the complex plane CI coincides with
the principal branch of the complex logarithm on CI . We define the fractional powers of exponent
α ∈ R of a quaternion s as
sα := eα log s = eα(ln |s|+Is arccos(s0/|s|)), s ∈ H \ (−∞, 0].
This function is obviously also left and right slice hyperholomorphic on H \ (−∞, 0]. Note however
that if we define fractional powers sα with α ∈ H \ R by the above formula, we do not obtain a
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slice hyperholomorphic function because the composition of two slice hyperholomorphic functions
is in general only slice hyperholomorphic if the inner function is intrinsic.
In [16] we showed that two approaches for defining fractional powers of complex linear operators
can be generalized to the quaternionic setting. The first approach taken from [25] defines fractional
powers T−α with 0 < α < +∞ for a sectorial operator T ∈ K(V ) with bounded inverse, i.e. this
operator satisfies ∥∥S−1R (s, T )∥∥ ≤ M1 + |s| for s ∈ (−∞, 0]. (2.20)
This estimate implies that there exist 0 < θ0 < π and a0 > 0 such that (2.20) holds (with a different
constant) true for any s in the open sector Σ(θ0, a0) = {s ∈ H : | arg(s− a0)| < θ0}.
Definition 2.42. Let T ∈ K(V ) satisfy (2.20), let I ∈ S and let Γ be a piecewise smooth path in
Σ ∩ CI that goes from ∞e
Iθ to ∞e−Iθ with θ0 < θ < π avoiding (−∞, 0]. For α > 0 we define
T−α :=
1
2π
∫
Γ
s−α dsI S
−1
R (s, T ). (2.21)
This definition is independent of the choice of Γ and I. The fractional powers satisfy T−(α+β) =
T−αT−β and the mapping α 7→ T−α is a strongly continuous semi-group of quaternionic linear
operators. Moreover, besides other properties, for α ∈ (0, 1) the operator T−α has the following
integral representation
T−α = −
sin(απ)
π
∫ +∞
0
t−αS−1R (−t, T ) dt, (2.22)
which is analogue to the classical case, cf. also Proposition 4.11.
for a sectorial operator T , cf. Definition 3.1, one can define fractional powers for α ∈ (0, 1) via
Kato’s approach in [35]: one can show that there exists a unique closed operator Bα such that the
right S-resolvent operator of Bα at any point s that is sufficiently close to the negative real axis
given by
S−1R (s,Bα) =
sin(απ)
π
∫ +∞
0
tα
(
s2 − 2stα cos(απ) + t2α
)−1
S−1R (−t, T ) dt.
Since this integral corresponds to a slice hyperholomorphic integral as in the S-functional calculus
resp. as in (2.22) for the function S−1R (s, p
α), in which the path of integration is transformed into
the negative real axis, it is meaningful to define Tα := Bα. If ω is the spectral angle of T , then T
α
is a sectorial operator with spectral angle αω. Moreover, if αω < π/2, then Tα is the infinitesimal
generator of a strongly continuous semigroup that is analytic in time.
3. The H∞-functional calculus arbitrary for sectorial operators
The H∞-functional calculus was originally introduced in [38] by McIntosh in 1986. His approach
was generalized to quaternionic sectorial operators that are injective and have dense range in [7]
by Alpay et al. In order to introduce fractional powers of quaternionic linear operators in the most
general setting, we shall now define the H∞-functional calculus for arbitrary sectorial operators
following the strategy of [34]. This approach does not require neither the injectivity of T nor that
T has dense range. Several proofs do not need a lot of additional work and the strategies of the
complex setting can be applied in a quite straightforward way. We shall therefore in particular
focus on the proof of the chain rule and of the the spectral mapping theorem, where more severe
technical difficulties appear.
In order to define sectorial operators we introduce the sector Σϕ for ϕ ∈ (0, π] as
Σϕ := {s ∈ H : arg(s) < ϕ}.
Definition 3.1. Let ω ∈ [0, π). An operator T ∈ K(V ) is called sectorial of angle ω if
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(i) we have σS(T ) ⊂ Σω and
(ii) for every ϕ ∈ (ω, π) there exists a constant C > 0 such that for s /∈ Σϕ∥∥S−1L (s, T )∥∥ ≤ C|s| and ∥∥S−1R (s, T )∥∥ ≤ C|s| . (3.1)
We denote the infimum of all these constants by Cϕ resp. by Cϕ,T if we also want to stress
its dependence on T .
We denote the set of all operators in K(V ) that are sectorial of angle ω by Sect(ω). Furthermore,
if T is a sectorial operator, we call ωT = min{ω : T ∈ Sect(ω)} the spectral angle of T .
Finally, a family of operators (Tℓ)ℓ∈Λ is called uniformly sectorial of angle ω if Tℓ ∈ Sect(ω) for
all ℓ ∈ Λ and supℓ∈ΛCϕ,Tℓ <∞ for all ϕ ∈ (ω, π).
Definition 3.2. We say that a slice hyperholomorphic function f has polynomial limit c ∈ H in Σϕ
at 0 if there exists α > 0 such that f(p)− c = O (|p|α) as p→ 0 in Σϕ and that it has polynomial
limit∞ in Σϕ at 0 if f
−⋆ℓ resp. f−⋆r has polynomial limit 0 at 0 in Σϕ. (By (2.9) this is equivalent
to 1/|f(p)| ∈ O(|p|α) for some α > 0 as p→ 0 in Σϕ.)
Similarly, we say that f has polynomial limit c ∈ H∞ at ∞ in Σϕ if p 7→ f(p
−1) has polynomial
limit c at 0. If a function has polynomial limit 0 at 0 or ∞, we say that it decays regularly at 0
resp. ∞.
Observe that the mapping p 7→ p−1 leaves Σϕ invariant such that the above relation between
polynomial limits at 0 and ∞ makes sense.
Definition 3.3. Let ϕ ∈ (0, π]. We define SH∞L,0(Σϕ) as the set of all bounded functions in
SHL(Σϕ) that decay regularly at 0 and ∞. Similarly, we define SH
∞
R,0(Σϕ) and N
∞
0 (Σϕ) as the
set of all bounded functions in SHR(Σϕ) resp. N (Σϕ) that decay regularly at 0 and ∞.
The following Lemma is an immediate consequence of Corollary 2.8.
Lemma 3.4. Let ϕ ∈ (0, π].
(i) If f, g ∈ SH∞L,0(Σϕ) and a ∈ H, then fa+g ∈ SH
∞
L,0(Σϕ). If in addition even f ∈ N
∞
0 (Σϕ),
then also fg ∈ N∞0 (Σϕ).
(ii) If f, g ∈ SH∞R,0(Σϕ) and a ∈ H, then af+g ∈ SH
∞
R,0(Σϕ). If in addition even g ∈ N
∞
0 (Σϕ),
then also fg ∈ N∞0 (Σϕ).
(iii) The space N∞0 (Σϕ) is a real algebra.
Definition 3.5 (S-functional calculus for sectorial operators). Let T ∈ Sect(ω). If f ∈ SH∞L,0(Σϕ)
with ω < ϕ < π, we choose ϕ′ with ω < ϕ′ < ϕ and I ∈ S and define
f(T ) :=
1
2π
∫
∂(Σϕ′∩CI )
S−1L (s, T ) dsI f(s). (3.2)
Similarly, for f ∈ SH∞R,0(Σϕ) with ω < ϕ < π, we choose ϕ
′ with ω < ϕ′ < ϕ and I ∈ S and define
f(T ) :=
1
2π
∫
∂(Σϕ′∩CI )
f(s) dsI S
−1
R (s, T ). (3.3)
Remark 3.6. Since T is sectorial of angle ω, the estimates in (3.1) assure the convergence of the
above integrals. A standard argument using the slice hyperholomorphic version of Cauchy’s integral
theorem show that the integrals are independent of the choice of the angle ϕ′ and standard slice
hyperholmorphic techniques based on the representation formula show that they are independent
of the choice of the imaginary unit I. For details we refer to the proof of [7, Theorem 4.9]. Finally,
computations as in the proof of [27, Theorem 3.12] show that (3.2) and (3.3) yield the same operator
if f is intrinsic, cf. Remark 2.39.
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If T ∈ Sect(ω), then f(T ) in Definition 3.5 can be defined for any function that belongs to
SH∞L,0(Σϕ) for some ϕ ∈ (ω, π]. We thus introduce a notation for the space of all such functions.
Definition 3.7. For ω ∈ (0, π), we define SH∞L,0[Σω] =
⋃
ω<ϕ≤π SH
∞
L,0(Σϕ) and similarly also
SH∞R,0[Σω] =
⋃
ω<ϕ≤π SH
∞
R,0(Σϕ) and N
∞
0 [Σω] =
⋃
ω<ϕ≤πN
∞
0 (Σϕ).
The following properties of the S-functional calculus for sectorial operators can be proved by
standard slice-hyperholomorphic techniques as, cf. for instance [7, Theorem 4.12].
Lemma 3.8. If T ∈ Sect(ω), then the following statements hold true.
(i) If f ∈ SH∞L,0[Σω] or f ∈ SH
∞
R,0[Σω], then the operator f(T ) is bounded.
(ii) If f, g ∈ SH∞L,0[Σω] and a ∈ H, then (fa+ g)(T ) = f(T )a+ g(T ). If f, g ∈ SH
∞
R,0[Σω] and
a ∈ H, then (af + g)(T ) = af(T ) + g(T ).
(iii) If f ∈ N∞0 [Σω] and g ∈ SH
∞
L,0[Σω], then (fg)(T ) = f(T )g(T ). If f ∈ SH
∞
R,0[Σω] and
g ∈ N∞0 [Σω], then also (fg)(T ) = f(T )g(T ).
We recall that a closed operator A ∈ K(V ) is said to commute with B ∈ B(V ), if BA ⊂ AB.
Lemma 3.9. Let T ∈ Sect(ω) and A ∈ K(V ) commute with Qs(T )
−1 and TQs(T )
−1 for any
s ∈ ρS(T ). Then A commutes with f(T ) for any f ∈ N
∞
0 [Σω]. In particular f(T ) commutes with
T for any f ∈ N∞0 [Σω].
Proof. If f ∈ N∞0 [Σω], then for suitable ϕ ∈ (ω, π) and I ∈ S, we have
f(T ) =
1
2π
∫
∂(Σϕ∩CI)
f(s) dsIS
−1
R (s, T )
=
1
2π
∫ 0
−∞
f
(
−teIϕ
) (
−eIϕ
)
(−I)
(
−te−Iϕ − T
)
Q−teIϕ(T )
−1 dt
+
1
2π
∫ +∞
0
f
(
te−Iϕ
) (
e−Iϕ
)
(−I)
(
teIϕ − T
)
Qte−Iϕ(T )
−1 dt.
After the changing t 7→ −t in the first integral, we find
f(T ) =
1
2π
∫ +∞
0
f
(
teIϕ
) (
eIϕI
) (
te−Iϕ − T
)
QteIϕ(T )
−1 dt
+
1
2π
∫ +∞
0
f
(
te−Iϕ
) (
−e−IϕI
) (
teIϕ − T
)
Qte−Iϕ(T )
−1 dt
=
1
2π
∫ +∞
0
2Re
[
f
(
teIϕ
)
It
]
QteIϕ(T )
−1 dt
−
1
2π
∫ +∞
0
2Re
[
f
(
teIϕ
)
IeIϕ
]
TQteIϕ(T )
−1 dt,
where the last identity holds because f(s) = f(s) as f is intrinisic and QteIϕ(T )
−1 = Qte−Iϕ(T )
−1.
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If now v ∈ D(A), then the fact that A commutes with Qs(T )
−1 and TQs(T )
−1 and any real
scalar implies
f(T )Av =
1
2π
∫ +∞
0
2Re
[
f
(
teIϕ
)
It
]
QteIϕ(T )
−1Av dt
−
1
2π
∫ +∞
0
2Re
[
f
(
teIϕ
)
IeIϕ
]
TQteIϕ(T )
−1Av dt
=A
1
2π
∫ +∞
0
2Re
[
f
(
teIϕ
)
It
]
QteIϕ(T )
−1v dt
−A
1
2π
∫ +∞
0
2Re
[
f
(
teIϕ
)
IeIϕ
]
TQteIϕ(T )
−1v dt = Af(T )v.
We thus find v ∈ D(Af(T )) with f(T )Av = Af(T )v and in turn f(T )A ⊂ Af(T ).

Lemma 3.10. Let T ∈ Sect(ω). If λ ∈ (−∞, 0) and f ∈ SH∞L,0[Σω] then s 7→ (λ − s)
−1f(s) ∈
SH∞L,0[Σω] and (
(λ− s)−1f(s)
)
(T ) = (λ− T )−1f(T ) = S−1L (λ, T )f(T ).
Similarly, if λ ∈ (−∞, 0) and f ∈ SH∞R,0[Σω] then s 7→ f(s)(λ− s)
−1 ∈ SH∞L,0[Σω] and(
f(s)(λ− s)−1
)
(T ) = f(T )(λ− T )−1 = f(T )S−1R (λ, T ).
Proof. Let λ ∈ (−∞, 0) and observe that, since λ is real, the S-resolvent equation (2.13) turns into
(λ− T )−1S−1L (s, T ) = S
−1
R (λ, T )S
−1
L (s, T ) =
(
S−1R (λ, T )− S
−1
L (s, T )
)
(s− λ)−1.
If now f ∈ SH∞L,0[Σω], then for suitable ϕ ∈ (ω, π) and I ∈ S, we have
(λI − T )−1f(T ) =
1
2π
∫
∂(Σϕ∩CI )
(λI − T )−1S−1L (s, T ) dsI f(s)
=
1
2π
∫
∂(Σϕ∩CI )
(
S−1R (λ, T )− S
−1
L (s, T )
)
(s− λ)−1 dsI f(s)
=S−1R (λ, T )
1
2π
∫
∂(Σϕ∩CI)
dsI (s− λ)
−1f(s)
+
1
2π
∫
∂(Σϕ∩CI )
S−1L (s, T ) dsI (λ− s)
−1f(s) =
(
(λ− s)−1f(s)
)
(T ),
where the last equality holds because 12π
∫
∂(Σϕ∩CI )
dsI (s − λ)
−1f(s) = 0 by Cauchy’s integral
theorem.

Similar to [34], we can extend the class of functions that are admissible to this functional calculus
to the analogue of the extended Riesz class.
Lemma 3.11. For 0 < ϕ < π, we define
EL(Σϕ) =
{
f(p) = f˜(p) + (1 + p)−1a+ b : f˜ ∈ SH∞L,0(Σϕ), a, b ∈ H
}
and similarly
ER(Σϕ) =
{
f(p) = f˜(p) + a(1 + p)−1 + b : f˜ ∈ SH∞R,0(Σϕ), a, b ∈ H
}
.
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Finally, we define Eint(Σϕ) as the set of all intrinsic functions in EL(Σϕ), i.e.
Eint(Σϕ) =
{
f(p) = f˜(p) + (1 + p)−1a+ b : f˜ ∈ N∞0 (Σϕ), a, b ∈ R
}
.
Simple calculations as in the classical case show the following two corollaries, cf. also [34,
Lemma 2.2.3].
Corollary 3.12. Let 0 < ϕ < π.
(i) The set EL(Σϕ) is a quaternionic right vector space and it is closed under multiplication
with functions in Eint(Σϕ) from the left.
(ii) The set ER(Σϕ) is a quaternionic left vector space and it is closed under multiplication with
functions in Eint(Σϕ) from the right.
(iii) The set Eint(Σϕ) is a real algebra.
Corollary 3.13. Let 0 < ϕ < π. A function f ∈ SHL(Σϕ) (or f ∈ SHR(Σϕ) or f ∈ N (Σϕ))
belongs to EL(Σϕ) (resp. ER(Σϕ) or Eint(Σϕ)) if and only if it is bounded and has finite polynomial
limits at 0 and infinity.
Definition 3.14. For ω ∈ (0, π), we denote EL[Σω] =
⋃
ω<ϕ<π EL(Σϕ) as well as ER[Σω] =⋃
ω<ϕ<π ER(Σϕ) and Eint[Σω] =
⋃
ω<ϕ<π Eint(Σϕ).
Definition 3.15. Let T ∈ Sect(ω). We define for f ∈ EL[Σω] with f(s) = f˜(s)+ (1+ s)
−1a+ b the
bounded operator
f(T ) := f˜(T ) + (1 + T )−1a+ Ib
and for f ∈ ER[Σω] with f(s) = f˜(s) + a(1 + s)
−1 + b the bounded operator
f(T ) := f˜(T ) + a(1 + T )−1 + bI,
where f˜(T ) is intended as in Definition 3.5.
Lemma 3.16. Let T ∈ Sect(ω) and let f ∈ EL[Σω]. If f is left slice hyperholomorphic at 0 and
decays regularly at infinity, then
f(T ) =
1
2π
∫
∂(U(r)∩CI )
S−1L (s, T ) dsI f(s), (3.4)
with I ∈ S arbitrary and U(r) = Σϕ ∪ Br(0), where ϕ ∈ (ω, π) is such that f ∈ EL(Σϕ) and r > 0
is such that f is left slice hyperholomorphic on Br(0). Moreover, if f is left slice hyperholomorphic
both at 0 and at infinity, then
f(T ) = f(∞)I +
1
2π
∫
∂(U(r,R)∩CI )
S−1L (s, T ) dsI f(s), (3.5)
with I ∈ S arbitrary and U(r,R) = U(r) ∪ (H \BR(0)), where ϕ ∈ (ω, π) is such that f ∈ EL(Σϕ),
r > 0 is such that f is left slice hyperholomorphic on Br(0) and R > r is such that f is left
slice-hyperholmorphic on H \BR(0).
Similarly, if f ∈ ER[Σω], is right slice hyperholomorphic at 0 and decays regularly at infinity,
then
f(T ) =
1
2π
∫
∂(U(r)∩CI )
f(s) dsI S
−1
R (s, T ),
with I ∈ S arbitrary and U(r) chosen as above. Moreover, if f ∈ ER[Σω] is right slice hyperholo-
morphic both at 0 and at infinity, then
f(T ) = f(∞)I +
1
2π
∫
∂(U(r,R)∩CI )
f(s) dsI S
−1
R (s, T ),
with I ∈ S arbitrary and U(r,R) is chosen as above.
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Proof. Let us first assume that f ∈ EL[Σω] is left slice hyperholomorphic at 0 and regularly decaying
at infinity. Then f(s) = f˜(s)+(1+s)−1a, where f˜ ∈ SH∞L,0(Σϕ′) with ω < ϕ < ϕ
′, and the function
f˜ is moreover also left slice hyperholomorphic at 0. For I ∈ S and ω < ϕ < ϕ′, we therefore have
1
2π
∫
∂(U(r)∩CI )
S−1L (s, T ) dsI f(s)
=
1
2π
∫
∂(U(r)∩CI )
S−1L (s, T ) dsI f˜(s) +
1
2π
∫
∂(U(r)∩CI )
S−1L (s, T ) dsI (1 + s)
−1a.
If r′ > r > 0 is sufficiently small such that f˜ is left slice hyperholomorphic at Br′(0), then Cauchy’s
integral theorem implies that the value of the first integral remains constant as r varies. Letting
r tend to 0 we find that this integral equals f˜(T ) in the sense of Definition 3.5. For the second
integral we find that
1
2π
∫
∂(U(r)∩CI )
S−1L (s, T ) dsI (1 + s)
−1a
= lim
R→+∞
1
2π
∫
∂(U(r,R)∩CI )
S−1L (s, T ) dsI (1 + s)
−1a = (1 + T )−1a,
where the last identity can be deduced either from the compatibility of the S-functional calculus
for closed operators with intrinsic polynomials in [27, Lemma 4.4] or as in the complex case in [34,
Lemma 2.3.2] from the residue theorem. Altogether, we obtain (3.4).
If f ∈ EL[ω] is left slice hyperholomorphic both at 0 and at infinity, then f(s) = f˜(s)+(1+s)
−1a+b
where f˜ ∈ SH∞L,0(Σϕ′) with ω < ϕ
′ < π is left slice hyperholomorphic both at 0 and infinity and
a, b ∈ H. We therefore have
f(∞)I +
1
2π
∫
∂(U(r,R)∩CI )
S−1L (s, T ) dsI f(s)
=
1
2π
∫
∂(U(r,R)∩CI )
S−1L (s, T ) dsI f˜(s)
+f(∞)I +
1
2π
∫
∂(U(r,R)∩CI )
S−1L (s, T ) dsI
(
(1 + s)−1a+ b
)
.
As before, because of the left slice hyperholomorphicity of f˜ at 0 and infinity, Cauchy’s integral
theorem allows us to vary the values of r and R for sufficiently small r and sufficiently large R
without changing the value of the first integral. Letting r tend to 0 and R tend to ∞, we find
that this integral equals f˜(T ) in the sense of Definition 3.5. Since f(∞) = b, the remaining terms
however equal (1 + T )−1a + Ib, which can again either be deduced by a standard application of
the the residue theorem and Cauchy’s integral theorem as in [34, Corollary 2.3.5], or from the
properties of the S-functional calculus for closed operators since the function s 7→ (1 + s)−1a + b
is left slice hyperholomorphic on the spectrum of T and at infinity. Altogether, we find that also
(3.5) holds true.
The right slice hyperholomorphic case finally follows by analogous arguments.

Corollary 3.17. The S-functional calculus for closed operators and the S-functional calculus for
sectorial operators are compatible.
Proof. Let T ∈ Sect(ω). If f ∈ EL[Σω] is admissible for the S-functional calculus for closed
operators, then it is left slice hyperholomorphic at infinity such that (3.5) holds true. The set
U(r,R) in this representation is however a slice Cauchy domain and therefore admissible as a
21
domain of integration in the S-functional calculus for closed operators. Hence, both approaches
yield the same operator.

Definition 3.15 is compatible with the algebraic structures of the underlying function classes.
Lemma 3.18. If T ∈ Sect(ω), then the following statements hold true.
(i) If f, g ∈ EL[Σω] and a ∈ H, then (fa+ g)(T ) = f(T )a+ g(T ). If f, g ∈ ER[Σω] and a ∈ H,
then (af + g)(T ) = af(T ) + g(T ).
(ii) If f ∈ Eint[Σω] and g ∈ EL[Σω], then (fg)(T ) = f(T )g(T ). If f ∈ ER[Σω] and g ∈ Eint[Σω],
then also (fg)(T ) = f(T )g(T ).
Proof. The compatibility with the respective vector space structure is trivial. In order to show
the product rule, consider f ∈ Eint[Σω] and g ∈ EL[Σω] with f(s) = f˜(s) + (1 + s)
−1a + b with
f˜ ∈ N∞0 [Σω] and a, b ∈ R and g(s) = g˜(s) + (1 + s)
−1c + d with g˜ ∈ SH∞L,0[Σω] and c, d ∈ H. By
Lemma 3.8, Lemma 3.10 and the identity (I + T )−2 = (I + T )−1 − T (I + T )−2, we then have
f(T )g(T ) =f˜(T )g˜(T ) + f˜(T )(I + T )−1c+ f˜(T )d+ (I + T )−1g˜(T )a
+ (I + T )−2ac+ (I + T )−1ad+ g˜(T )b+ (I + T )−1bc+ bdI
=
(
f˜ g˜ + f˜(1 + s)−1c+ f˜d+ (1 + s)−1g˜a+ g˜b
)
(T )
− T (I + T )−2ac+ (I + T )−1(ad+ ac+ bc) + bdI.
Since −s(1 + s)−2 ∈ EL[Σω] is left slice hyperholomorphic at zero and infinity, the compatibility
of the S-functional calculus for sectorial and the S-functional calculus for for closed operators and
the properties of the latter imply (−s(1 + s)2)(T ) = −T (I + T )−2 such that
f(T )g(T ) =
[
f˜ g˜ + f˜(1 + s)−1c+ f˜ d+ (1 + s)−1g˜a+ g˜b− s(1 + s)−2ac
]
(T )
+ (I + T )−1(ad+ ac+ bc) + bdI = (fg)(T )
since
(fg)(s) =f˜(s)g˜(s) + f˜(s)(1 + s)−1c+ f˜(s)d+ (1 + s)−1g˜(s)a
+ g˜(s)b− s(1 + s)−2ac+ (1 + s)−1(ad+ ac+ bc) + bd.
The product rule in the right slice hyperholomorphic case can be shown with analogous arguments.

Lemma 3.19. If T ∈ Sect(ω), then the following statements hold true.
(i) We have (s(1 + s)−1)(T ) = T (I + T )−1.
(ii) If A is closed and commutes with Qs(T )
−1 and TQs(T )
−1 for all s ∈ ρS(T ), then A
commutes with f(T ) for any f ∈ Eint[Σω]. In particular T commutes with f(T ) for any
f ∈ Eint[Σω].
(iii) If v ∈ ker(T ) and f ∈ ER[Σω], then f(A)v = f(0)v. In particular this holds true if f ∈
Eint[Σω].
Proof. The first statement holds as(
s(1 + s)−1
)
(T ) = (1− (1 + s)−1)(T ) = I − (I + T )−1 = T (I + T )−1
and the second one follows from Lemma 3.9. Finally, if v ∈ ker(T ), then
Qs(T )v =
(
T 2 − 2s0T + |s|
2
)
v = |s|2v
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and hence
S−1R (s, T )v = (sI − T )Qs(T )
−1v = s|s|−2v = s−1|s|−2v = S−1R (s, T )v.
For f˜ ∈ SH∞R,0[Σϕ], we hence have
f˜(T )v =
1
2π
∫
∂(Σϕ∩CI)
f˜(s) dsI S
−1
R (s, T )v =
1
2π
∫
∂(Σϕ∩CI)
f˜(s) dsI s
−1v = 0
by Cauchy’s integral theorem such that for f(s) = f˜(s) + a(1 + s)−1 + b and v ∈ ker(T )
f(T )v = f˜(T )v + a(I + T )−1v + bIv = av + bv = f(0)v.

Remark 3.20. If f ∈ EL(Σω), then we cannot expect (iii) in Lemma 3.19 to hold true. In this
case
f˜(T )v =
1
2π
∫
∂(Σϕ∩CI)
S−1L (s, T ) dsI f(s)v,
but v and dsI f(s) do not commute. So we cannot exploit the fact that v ∈ ker(T ) to sim-
plify S−1L (s, T )v = s
−1v. Indeed, also this identity does not necessarily hold true as S−1L (s, T ) =
Qs(T )
−1(s − T )v = Qs(T )
−1sv for v ∈ ker(T ). But the kernel of T is in general not a left linear
subspace of T and hence we cannot assume sv ∈ ker(T ). The simplification Qs(T )
−1(s, T )sv =
|s|2sv = s−1v is not possible.
The H∞-functional calculus for complex linear sectorial operators in [34] applies to meromorphic
functions that are regularisable. Defining the orders of zeros and hence also of poles of slice-
hyperholomorphic functions properly is a very complicated. We shall hence use the following
simple definition, which is sufficient for our purposes.
Definition 3.21. Let s ∈ H and let f be left slice hyperholomorphic on an axially symmetric
neighbourhood [Br(s)] \ {s} of s with [Br(s)] = {p ∈ H : dist([s], p) < r} and assume that f does
not have a left slice hyperholomorphic continuation to all of [Br(s)]. We say that f has a pole at
the sphere [s] if there exists n ∈ N such that p 7→ Qs(p)
nf(p) has a left slice hyperholomorphic
continuation to [Br(s)] if s /∈ R resp. if there exists n ∈ N such that p 7→ (p − s)
−1f(p) has a left
slice hyperholomorphic continuation to [Br(s)] if s ∈ R.
Remark 3.22. If [s] is a pole of f and pn is a sequence with limn→+∞ dist(pn, [s]) = 0, then not
necessarily limn→+∞ |f(pn)| = +∞. One can see this easily if one restricts f to one of the complex
planes CI . If I, J ∈ S with J ⊥ I, then the function fI := f |[Br(s)]∩CI a meromorphic function with
values in the complex (left) vector space H ∼= CI+CIJ over CI . It must have a pole at sI = s0+Is1
or sI = s0 − Is1. Otherwise we could extend fI to a holomorphic function on Br(s) ∩ CI . The
representation formula would allow us then to define a slice hyperholomorphic extension of f to
Br(s). However, sI and sI are not necessarily both poles of fI . Consider for instance the function
f(p) = S−1L (s, p) = (p
2− 2s0p+ |s|
2)−1(s− p), which is defined on U = H \ [s]. If we choose I = Is,
then f |U∩CI = (s − p)
−1, which does obviously not have a pole at s. Hence, if pn ∈ CI tends to s,
then |f(pn)| remains bounded.
However, the representation formula implies that there exists at most one complex plane CI such
that only one of the points sI and sI is a pole of fI . Otherwise we could use it again to find a
slice hyperholomorphic extension of f to Br(0). For intrinsic functions always both points sI and
sI need to be poles of fI as in this case fI(p) = fI(p).
In general we therefore do not have limdist(p,[s])→0 |f(p)| = +∞, but at least for the limit superior
the equality
lim sup
dist(p,[s])→0
|f(p)| = +∞
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holds. If f is intrinsic, then even limdist(p,[s])→0 |f(p)| = +∞ holds true.
Definition 3.23. Let U ⊂ H be axially symmetric. A function f is said to be left meromorphic
on U if there exist isolated spheres [pn] ⊂ U for n ∈ Θ, where Θ is a subset of N, such that
f |U˜ ∈ SHL(U˜ ) with U˜ = U \
⋃
n∈Θ[pn] and such that each sphere [pn] is a pole of f . We denote the
set of all such functions byML(U) and the set of all such functions that are intrinsic byMint(U).
For U = Σω with 0 < ω < π, we furthermore denote
ML[Σω]T = ∪ω<ϕ<πML(Σϕ) and Mint[Σω]T = ∪ω<ϕ<πMint(Σϕ).
Definition 3.24. Let T ∈ Sect(ω). A left slice hyperholomorphic function f is said to be regular-
isable if f ∈ ML(Σϕ) for some ω < ϕ < π and there exists e ∈ Eint(Σϕ) such that e(T ) defined in
the sense of Definition 3.15 is injective and ef ∈ EL(Σϕ). In this case we call e a regulariser for f .
We denote the set of all such functions by ML[Σω]T . Furthermore, we denote the subset of
intrinsic functions in ML[Σω]T by Mint[Σω]T .
Lemma 3.25. Let T ∈ Sect(ω).
(i) If f, g ∈ ML[Σω]T and a ∈ H, then fa + g ∈ ML[Σω]T . If furthermore f ∈ Mint[Σω]T ,
then also fg ∈ ML[Σω]T .
(ii) The space Mint[Σω]T is a real algebra.
Proof. If e1 is a regulariser for f and e2 is a regulariser for g, then e = e1e2 is a regulariser for
fa+ g and also for fg if f is intrinsic. Hence the statement follows.

Remark 3.26. If T is injective, then f does not need to have finite polynomial limit at 0 in Σω.
Indeed, the function p 7→ p(1 + p)−2 or the function p 7→ p
(
1 + p2
)−1
and their powers can then
serve as regularisers that may compensate a singularity at 0. Choosing the latter as a specific
regulariser yields exactly the approach chosen in [7], where the H∞-function calculus was first
introduced for quaternionic linear operators.
Definition 3.27 (H∞-functional calculus). Let T ∈ Sect(ω). For regularisable f ∈ ML[Σω]T , we
define
f(T ) := e(T )−1(ef)(T ),
where e(T )−1 is the closed inverse of e(T ) and (ef)(T ) is intended in the sense of Definition 3.15.
Remark 3.28. The operator f(T ) is independent of the regulariser e and hence well-defined.
Indeed, if e˜ is a different regulariser, then e and e˜ commute because they both belong to Eint[Σω].
Hence, e˜(T )e(T ) = (e˜e)(T ) = (ee˜)(T ) = e(T )e˜(T ) by Lemma 3.18. Inverting this equality yields
e(T )−1e˜(T )−1 = e˜(T )−1e(T ) such that
e(T )−1(ef)(T ) = e(T )−1e˜(T )−1e˜(T )(ef)(T ) = e(T )−1e˜(T )−1(e˜ef)(T )
= e˜(T )−1e(T )−1(ee˜f)(T ) = e˜(T )−1e(T )−1e(T )(e˜f)(T ) = e˜(T )−1(e˜f)(T ).
If f ∈ EL[Σω], then we can use the constant function 1 with 1(T ) = I as a regulariser in order to
see that Definition 3.27 is consistent with Definition 3.15.
Remark 3.29. Since we are considering right linear operators, Definition 3.27 is not possible
for right slice hyperholomorphic functions. Right slice hyperholomorphic functions maintain slice
hyperholomorphicity under multiplication with intrinsic functions from the right. A regulariser of a
functions f would hence be a function e such that e(T ) is injective and fe ∈ ER(Σϕ). The operator
f(T ) would then be defined as (fe)(T )e(T )−1, but this operator is only defined on ran e(T ) and
can hence not be independent of the choice of e. If we consider left linear operators, the situation
is of course vice versa, which is a common phenomenon in quaternionic operator theory, cf. for
instance also Remark 3.20 or [2].
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The next lemma shows that the function f needs to have a proper limit behaviour at 0 if T is
not injective.
Lemma 3.30. Let T ∈ Sect(ω) and f ∈ ML[Σω]T . If T is not injective, then f has finite
polynomial limit f(0) ∈ H in Σω at 0. If furthermore f is intrinsic, then f(T )v = f(0)v for any
v ∈ ker(T ).
Proof. Assume that T is not injective and let e be a regulariser for f . Since e(T )v = e(0)v
for all v ∈ ker(T ) because of (iii) in Lemma 3.19, we have e(0) 6= 0 as e(T ) is injective. The
limit e(0)f(0) := limp→0 e(p)f(p) of e(p)f(p) as p tends to 0 in Σω exists and is finite because
ef ∈ EL(Σω). Hence the respective limit of f(p) = e(p)
−1(e(p)f(p)) exists too and is finite. Indeed,
it is f(0) = limp→0 f(p) = e(0)
−1(e(0)f(0)). We find that
f(p)− f(0) = e(p)−1 [(e(p)f(p)− e(0)f(0)) − (e(p)− e(0)) f(0)] = O(|p|α)
as p tends to 0 in Σω because both ef and e have polynomial limit at 0. Hence, f has polynomial
limit f(0) at 0 in Σω.
If f is intrinisic, then ef is intrinsic too and e(0), (ef)(0) and f(0) are all real. Hence, for any
v ∈ ker(T ), we have (ef)(0)v = v(ef)(0) ∈ ker(T ). As ker(T ) is a right linear subspace of V , we
conclude that also (ef)(0)v ∈ ker(T ) and so (iii) in Lemma 3.19 yields
f(T )v = e(T )−1(ef)(T )v = e(T )−1(ef)(0)v = e(0)−1(ef)(0)v = f(0)v.

The proof of the following lemma is analogue to the one of the corresponding complex results,
Proposition 1.2.2 and Corollary 1.2.4 in [34], and does not employ any specific quaternionic tech-
niques. For the convenience of the reader, we nevertheless give the detailed proof as this result
turns out to be crucial for what follows.
Lemma 3.31. Let T ∈ Sect(ω).
(i) If A ∈ B(V ) commutes with T , then A commutes with f(T ) for any f ∈ Mint[Σω]T .
Moreover, if f ∈ Mint[Σω]T and f(T ) ∈ B(V ), then f(T ) commutes with T .
(ii) If f, g ∈ ML[Σω]T , then
f(T ) + g(T ) ⊂ (f + g)(T ).
If furthermore f ∈ Mint[Σω]T , then
f(T )g(T ) ⊂ (fg)(T )
with D(f(T )g(T )) = D((fg)(T )) ∩ D(g(T )). In particular, the above inclusion turns into
an equality if g(T ) ∈ B(V ).
(iii) Let f ∈ Mint[Σω]T and g ∈ Mint[Σω] be such that fg ≡ 1. Then g ∈ Mint[Σω]T if and
only if f(T ) is injective. In this case f(T ) = g(T )−1.
Proof. If A ∈ B(V ) commutes with T , then it commutes with Qs(T )
−1 and TQs(T )
−1 for any
s ∈ ρS(T ). Hence it also commutes with e(T ) for any e ∈ Eint[Σω] by Lemma 3.19. If f ∈ Mint[Σϕ]T
and e is a regulariser for f , we thus have
Af(T ) = Ae(T )−1(ef)(T ) ⊂ e(T )−1A(ef)(T ) = e(T )−1(ef)(T )A = f(T )A
such that the first assertion in (i) holds true. Because of (i) in Lemma 3.19, the function (1 + p)−1
regularizes the identity function p 7→ p and we have p(T ) = T . Once we have shown (ii), we can
hence obtain the second assertion in (i) from
f(T )T ⊂ (f(p)p)(T ) = (pf(p))(T ) = Tf(T ).
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In order to show (ii) assume that f, g ∈ ML[Σω]T and let e1 be a regulariser for f and e2 be a
regulariser for g. Then e = e1e2 regularises both f and g and hence also f + g such that
f(T ) + g(T ) = e(T )−1(ef)(T ) + e(T )−1(eg)(T ) ⊂ e(T )−1 [(ef)(T ) + (eg)(T )]
= e(T )−1(e(f + g))(T ) = (f + g)(T ).
Applying this relation to the functions f + g and −g, we find that (f + g)(T ) − g(T ) ⊂ f(T ) and
so (f + g)(T ) = f(T ) + g(T ) if g(T ) is bounded.
If even f ∈ Eint[Σω]T , then f and e2 are both intrinsic and hence commute. Thus e(fg) =
(e1f)(e2g) ∈ EL[Σω|T by Corollary 3.12 and so e regularises fg. Because of (ii) in Lemma 3.19 the
operator (e1f)(T ) commutes with e2(T ) and hence also with e2(T )
−1. Because of (3.18), we thus
find that
f(T )g(T ) = e1(T )
−1(e1f)(T )e2(T )
−1(e2g)(T ) ⊂ e1(T )
−1e2(T )
−1(e1f)(T )(e2g)(T )
= [e2(T )e1(T )]
−1 (e1fe2g)(T ) = e(T )
−1(efg)(T ) = (fg)(T ).
In order to prove the statement about the domains, we consider v ∈ D((fg)(T )) ∩ D(g(T )).
Then w := (e2g)(T )v ∈ D
(
e2(T )
−1
)
. Since (e1f)(T ) commutes with e2(T )
−1, we conclude that
also (e1f)(T )w ∈ D
(
e2(T )
−1
)
. Since v ∈ D((fg)(T )) and (fg)(T )v = e(T )−1(efg)(T )v, we further
have (efg)(T )v ∈ D(e(T )−1). As e(T )−1 = e1(T )
−1e2(T )
−1 this implies e2(T )
−1(efg)(T )v ∈
D(e1(T )
−1). From the identity
(e1f)(T )g(T )v = (e1f)(T )e2(T )
−1w = e2(T )
−1(e1f)(T )w = e2(T )
−1(efg)(T )v
we conclude that (e1f)(T )g(T )v ∈ D
(
e1(T )
−1
)
. Thus, g(T )v ∈ D(f(T )) and in turn v ∈ D(f(T )g(T )).
Therefore
D(f(T )g(T )) ⊃ D((fg)(T )) ∩ D(g(T )).
The other inclusion is trivial such that altogether we find equality. If g(T ) is bounded, then
D(g(T )) = V and we find D(f(T )g(T )) = D((fg)(T )) such that both operators agree.
We show now the statement (iii) and assume that f, g ∈ Mint[Σω] with fg = 1 and that f is
regularisable. If g is regularisable too, then (iii) implies g(T )f(T ) ⊂ (gf)(T ) = 1(T ) = I with
D(g(T )f(T )) = D(I) ∩ D(f(T )) = D(f(T )). Hence f(T ) is injective and interchanging the role
of f and g shows that f(T )g(T ) = I on D(g(T )) such that actually f(T ) = g(T )−1. Conversely,
if f(T ) is injective and e is a regulariser for f , then (fe)g = e(fg) = e ∈ Eint[Σω]T . Moreover
(fe)(T ) is injective as f(T ) and e(T ) are both injective and (fe)(T ) = f(T )e(T ) by (ii). Thus fe
is a regulariser for g, i.e. g ∈Mint[Σω]T .

We define polynomials of an operator T are as usually as P [T ] =
∑n
k=0 T
kak with D (P [T ]) =
D (T n) for any polynomial P (p) =
∑n
k=0 p
kak. We use the squared brackets to indicate that
the operator P [T ] is defined via this functional calculus and not via the H∞-functional calculus.
However, as the next lemma shows, both approaches are consistent.
Lemma 3.32. The H∞-functional calculus is compatible with intrinsic rational functions. More
precisely, if r(p) = P (p)Q(p)−1 is an intrinsic rational function with intrinsic polynomials P and
Q such that the zeros of Q lie in ρS(T ), then r ∈ Mint[Σω]T and the operator r(T ) is given by
r(T ) = P [T ]Q[T ]−1.
Proof. We first prove compatibility with intrinsic polynomials. For intrinsic polynomials of degree
1 this follows from the linearity of the H∞-functional calculus and from (i) in Lemma 3.19, which
shows that (1 + p)−1 regularises the identity function p 7→ p and that
p(T ) =
(
(1 + p)−1(T )
)−1
(p(1 + p)−1)(T ) = (I + T )T (I + T )−1 = T.
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Let us now generalise the statement by induction and let us assume that it holds for intrinsic
polynomials of degree n. If P is a polynomial of degree n + 1, let us write P (p) = Q(p)p + a
with a ∈ R and an intrinsic polynomial Q of degree n. The induction hypothesis implies that
Q ∈ Mint[Σω]T , that Q(T ) = Q[T ], and that D(Q(T )) = D(T
n). Since Mint[Σω]T is a real
algebra, we find that P also belongs to Mint[Σω]T and we deduce from (iii) in Lemma 3.31 that
P (T ) ⊃ Q(T )T + aI = Q[T ]T + aI = P [T ]
with D(P [T ]) = D
(
T n+1
)
= D(Q(T )T ) = D(P (T )) ∩ D(T ). Hence, if we show that D(T ) ⊂
D(P (T )), the induction is complete. In order to do this, we consider v ∈ D(P (T )). Then (I+T )−1v
does also belong to D(P (T )) because (I + T )−1P (T ) ⊂ P (T )(I + T )−1 by (i) in Lemma 3.31. But
obviously also (I + T )−1v ∈ D(T ) and hence (I + T )−1v ∈ D(P (T )) ∩ D(T ) = D
(
T n+1
)
, which
implies v ∈ D(T n) ⊂ D(T ). We conclude D(T ) ⊂ D(P (T )).
Let us now turn to arbitrary intrinsic rational functions. If s ∈ ρS(T ) is not real, then Qs(T )
is injective because Qs(T )
−1 ∈ B(V ) and hence Qs(p)
−1 ∈ Mint[Σω]T by (iii) in Lemma 3.31.
Similarly, if s ∈ ρS(T ) is real, then p 7→ (s − p)
−1 ∈ Mint[Σω]T because (s − p)(T ) = (sI − T )
is injective as (sI − T )−1 = S−1L (s, T ) ∈ B(V ). If now r(p) = P (p)Q(p)
−1 is an intrinsic rational
function with poles in ρS(T ), then we can write Q(p) as product of such factors, namely
Q(p) =
N∏
ℓ=1
(λℓ − p)
nℓ
M∏
κ=1
Qsκ(p)
mκ ,
where λ1, . . . , λN ∈ ρS(T ) are the real zeros of Q and [s1], . . . , [sM ] ⊂ ρS(T ) are the spherical zeros
of Q and nℓ and mκ are the orders of λℓ resp [sκ]. Since Mint[Σω]T is a real algebra, we conclude
that Q ∈ Mint[Σω]T and because of (iii) we find Q
−1(T ) = Q(T )−1 = Q[T ]−1. Moreover, (ii) in
Lemma 3.31 implies
Q−1(T ) =
N∏
ℓ=1
(λℓI − T )
−nℓ
M∏
κ=1
Qsκ(T )
−mκ ∈ B(V )
because each of the factors in this product is bounded. Finally, we deduce from the boundedness
of Q−1(T ) and (ii) in Lemma 3.31 that
r(T ) =
(
PQ−1
)
(T ) = P (T )Q−1(T ) = P [T ]Q[T ]−1 = r[T ].

3.1. The composition rule. Let us now turn our attention to the composition rule, which will
occur at several occasions when we consider fractional powers of sectorial operators. As always in
the quaternionic setting, we can only expect such a rule to hold true if the inner function is intrinsic
since the composition of two slice hyperholomorphic functions is only slice hyperholomorphic if the
inner function is intrinsic.
Theorem 3.33. Let T ∈ Sect(ω) and g ∈ Mint[Σω]T besuch that g(T ) ∈ Sect(ω
′). Furthermore
assume that for any ϕ′ ∈ (ω′, π) there exists ϕ ∈ (ω, π) such that g ∈ Mint(Σϕ) and g(Σϕ) ⊂ Σϕ′.
Then f ◦ g ∈ Mint[Σω]T for any f ∈ML[Σω′ ]g(T ) and
(f ◦ g)(T ) = f(g(T )).
Proof. Let us first assume that g ≡ c is constant. In this case g(T ) = cI. Since g is intrinsic,
we have c = g(s) = g(s) = c and so c ∈ R. Since g maps Σϕ into Σϕ′ for suitable ϕ ∈ (ω, π)
and ϕ′ ∈ (ω′, π), we further find c ∈ Σϕ′ ∩ R = [0,+∞). If c 6= 0, then (f ◦ g)(p) ≡ f(c) and
we deduce easily, for instance from Corollary 3.17, that (f ◦ g)(T ) = f(c)I = f(g(T )). If on the
other hand c = 0, then Lemma 3.30 implies that f(0) := limp→0 f(p) as p tends to 0 in Σω exists.
Hence f ◦ g is well defined. It is the constant function f ◦ g ≡ f(0) and so (f ◦ g)(T ) = f(0)I. If
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f is intrinsic, then Lemma 3.30 implies f(g(T )) = f(0)I = (f ◦ g)(T ). If f is not intrinsic, then
f = f0 +
∑3
ℓ=1 fℓeℓ with intrinsic components fℓ. Since ker g(T ) = ker(0I) = V , for any vector v
also the vectors eℓv, ℓ = 1, 2, 3 belong to ker g(T ) and we conclude, again from Lemma 3.30, that
f(g(T ))v = f0(g(T ))v +
3∑
ℓ=1
fℓ(g(T ))eℓv = f0(0)v +
3∑
ℓ=1
fℓ(0)eℓv
=
(
f0(0) +
3∑
ℓ=1
fℓ(0)eℓ
)
v = f(0)v = (f ◦ g)(T )v.
In the following we shall thus assume that g is not constant.
Let ϕ′ and ϕ be a couple of angles as in the assumptions of the theorem. Since g is intrinsic,
g|CI∩Σϕ is a non-constant holomorphic function on CI ∩Σϕ. Hence, it maps the open set g(Σϕ∩CI)
to an open set. The set g(Σϕ) = [g(Σϕ ∩ CI)] is therefore also open and so actually contained in
Σϕ′ , not only in Σϕ′ . In particular, we find that f ◦ g is defined and slice hyperholomorphic on Σϕ.
We assume for the moment that f ∈ EL(Σϕ′) with ϕ
′ ∈ (ω′, π) and choose ϕ ∈ (ω, π) such that
g ∈ Mint(Σϕ) and g(Σϕ) ⊂ Σϕ′ . Since f is bounded on Σϕ′ , the function f ◦ g is a bounded
function in SHL(Σϕ). If T is injective, then e(p) = p(1+p)
−2 ∈ Eint(Σϕ) such that e(T )T (I+T )
−2
is injective. Moreover, the function p 7→ e(p)(f ◦ g)(p) decays regularly at 0 and infinity in Σϕ and
hence belongs to EL(Σϕ). In other words, e is a regulariser for f ◦ g and hence f ◦ g ∈ ML[Σω]T .
If T is not injective, then g has polynomial limit g(0) at 0 by Lemma 3.30. Since g is intrinsic,
it only takes real values on the real line and so g(0) ∈ R. It furthermore maps Σϕ to Σϕ′ and so
g(0) ∈ Σϕ′ ∩ R = [0,+∞). Therefore f has polynomial limit at g(0): if g(0) = 0 this follows from
Corollary 3.13, otherwise it follows from the Taylor expansion of f at g(0) ∈ (0,∞), cf. Theorem 2.7.
As a consequence, f ◦ g has polynomial limit at 0. Therefore the function p 7→ (1 + p)−1(f ◦ g)(p)
belongs to EL(Σϕ). Since (I + T )
−1 is injective because −1 ∈ ρS(T ), we find that (1 + p)
−1 is a
regularizer for f ◦ g and hence f ◦ g ∈ ML[Σω]T .
We have f(p) = f˜(p)+(1+p)−1a+b with f˜ ∈ SH∞L,0(Σϕ′) and a, b ∈ H. Because of the additivity
of the functional calculus, we can treat each of these pieces separately. The case that f ≡ b has
already been considered above. For f(p) = (1 + p)−1a, the identity (f ◦ g)(T ) = (I + g(T ))−1
follows from (iii) in Lemma 3.31 because p 7→ 1 + g(p) and p 7→ (f ◦ g)(p) = (1 + g(p))−1 do both
belong to ML[Σω]T . Hence let us assume that f = f˜ ∈ SH
∞
L,0(Σϕ′) with ϕ
′ ∈ (ω′, π).
We choose θ′ ∈ (ω′, ϕ′) and I ∈ S and set Γp = ∂(Σθ′ ∩ CI). We furthermore choose ρ
′ ∈ (ω′, θ′)
and by our assumptions on g, we can find ϕ ∈ (ω, π) such that g(Σϕ) ⊂ Σρ′ ( Σθ′ . We choose
θ ∈ (ω,ϕ) and set Γs = ∂(Σθ ∩CI). The subscripts s and p in Γs and Γp refer to the corresponding
variable of integration in the following computations.
For any p ∈ Γp, the functions s 7→ Qp(g(s))
−1 = (g(s)2−2p0g(s)+|p|
2)−1 and s 7→ S−1L (p, g(s)) do
then belong to EL(Σϕ) and
[
Qp(g(·))
−1
]
(T ) = Qp(g(T ))
−1 and
[
S−1L (p, g(·))
]
(T ) = S−1L (p, g(T )).
Indeed, by (ii) in Lemma 3.31, we have
[Qp(g(·))] (T ) = (g
2 − 2p0g + |p|
2)(T ) ⊃ g(T )2 − 2p0g(T ) + |p|
2I = Qp(g(T )). (3.6)
Taking the closed inverses of these operators, we deduce from (iii) in Lemma 3.31 that[
Qp(g(·))
−1
]
(T ) = [Qp(g(·))] (T )
−1 ⊃ Qp(g(T ))
−1. (3.7)
Since p ∈ ρS(T ), the Qp(g(T ))
−1 is a bounded operator and hence already defined on all of V .
Hence, the inclusion ⊃ in (3.7) and (3.6) is actually an equality and we find
[
Qp(g(·))
−1
]
(T ) =
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Qp(g(T ))
−1. From (ii) we further conclude that also[
S−1L (p, g(·))
]
(T ) =
[
Qp(g(·))
−1p− g(·)Qp(g(·))
−1
]
(T )
=Qp(g(T ))
−1p− g(T )Qp(g(T ))
−1 = S−1L (p, g(T )).
We hence have
f(g(T )) =
1
2π
∫
Γp
S−1L (p, g(T )) dpI f(p) =
1
2π
∫
Γp
[
S−1L (p, g(·))
]
(T ) dpI f(p).
Let us first assume that T is injective. Since f and in turn also f ◦ g are bounded, we can
use e(p) = p(I + p)−2 as a regulariser for f ◦ g. As e decays regularly at 0 and infinity, also the
functions s 7→ e(s)S−1L (p, g(s)) decays regularly at 0 and infinity for any p ∈ Γp. Hence it belongs
to SH∞L,0(Σϕ) and so
f(g(T )) =e(T )−1e(T )f(g(T ))
=e(T )−1
1
2π
∫
Γp
e(T )S−1L (p, g(T )) dpI f(p)
=e(T )−1
1
2π
∫
Γp
[
e(·)S−1L (p, g(·))
]
(T ) dpIf(p)
=e(T )−1
1
(2π)2
∫
Γp
(∫
Γs
S−1L (s, T ) dsI s(1 + s)
−2S−1L (p, g(s))
)
dpIf(p).
(3.8)
We can now apply Fubini’s theorem in order to exchange the order of integration: estimating the
resolvent using (3.1), we find that the integrand in the above integral is bounded by the function
F (s, p) := Cθ
∣∣pS−1L (p, g(s))∣∣ 1|1 + s|2 |f(p)||p| . (3.9)
Since p, s and g(s) belong to the same complex plane as g is intrinsic, we have due to (2.9) that∣∣pS−1L (p, g(s))∣∣ ≤ max
s˜∈[s]
|p|
|p− g(s˜)|
= max
{
1
|1− p−1g(s)|
,
1
|1− p−1g(s)|
}
(3.10)
Since g(Γs) ⊂ Σρ′ ∩ CI ( Σθ′ ∩ CI and Γp = ∂(Σθ′ ∩ CI), these expressions are bounded by a
constant depending on θ′ and ρ′ but neither on p nor on s. Hence
∣∣pS−1L (p, g(s))∣∣ is uniformly
bounded on Γs × Γp and F (s, p) is in turn integrable on Γp × Γs because f has polynomial limit 0
both at 0 and infinity.
After exchanging the order of integration in (3.8), we deduce from Cauchy’s integral formula
that
f(g(T )) =e(T )−1
1
(2π)2
∫
Γs
S−1L (s, T ) dsI s(1 + s)
−2
(∫
Γp
S−1L (p, g(s)) dpIf(p)
)
=e(T )−1
1
2π
∫
Γs
S−1L (s, T ) dsI e(s)f(g(s)) = e(T )
−1e(T )(f ◦ g)(T ) = (f ◦ g)(T ).
Let us now consider the case that T is not injective. By Lemma 3.30, the function g has then
finite polynomial limit g(0) ∈ R in Σϕ and hence the function g˜(p) = g(p) − g(0) ∈ Mint(Σϕ)T
has finite polynomial limit 0 in at 0. Let us choose a regulariser e for g˜ with polynomial limit
0 at infinity. (This is always possible: if e˜ is an arbitrary regulariser for g˜, we can choose for
instance e(s) = (1 + s)−1e˜(s).) We have then eg˜ ∈ SH∞L,0(Σϕ). Since g(0) is real, we have
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S−1L (p, g(0)) = (p − g(0))
−1. Moreover g(s) and Qp(g(s))
−1 commute for any s ∈ Γs. For p /∈ Σρ′
we find thus
e(s)S−1L (p, g(s)) − e(s)S
−1
L (p, g(0))
=e(s)Qp(g(s))
−1 [(p− g(s))(p − g(0)) −Qp(g(s))] (p− g(0))
−1
=e(s)Qp(g(s))
−1
[
(p − g(s))p − g(0)(p − g(s))
+ g(s)(p − g(s)) − (p− g(s))p
]
(p− g(0))−1
=e(s)(g(s) − g(0))S−1L (p, g(s))(p − g(0))
−1
=e(s)g˜(s)S−1L (p, g(s))S
−1
L (p, g(0)).
(3.11)
Hence, e regularises also s 7→ S−1L (p, g(s))−S
−1
L (p, g(0)) and e(·)
(
S−1L (p, g(·)) − S
−1
L (p, g(0))
)
does
even belong to SH∞L,0(Σϕ). We thus have
f(g(T )) =e(T )−1e(T )f(g(T ))
=e(T )−1
1
2π
∫
Γp
e(T )S−1L (p, g(T )) dpI f(p)
1
=e(T )−1
1
2π
∫
Γp
[
e(·)S−1L (p, g(·))
]
(T ) dpI f(p)
=e(T )−1
1
2π
∫
Γp
[
e(·)g˜(·)S−1L (p, g(·))S
−1
L (p, g(0))
]
(T ) dpIf(p)
+ e(T )−1
1
2π
∫
Γp
e(T )S−1L (p, g(0)) dpIf(p).
For the second integral, Cauchy’s integral formula yields
e(T )−1
1
2π
∫
Γp
e(T )S−1L (p, g(0)) dpIf(p) = e(T )
−1e(T )f(g(0)) = f(g(0))I (3.12)
as f decays regularly at infinity in Σθ. For the first integral, we have
e(T )−1
1
2π
∫
Γp
[
e(·)g˜(·)S−1L (p, g(·))S
−1
L (p, g(0))
]
(T ) dpIf(p)
=e(T )−1
1
(2π)2
∫
Γp
(∫
Γs
S−1L (s, T ) dsI e(s)g˜(s)S
−1
L (p, g(s))S
−1
L (p, g(0))
)
dpIf(p)
(A)
= e(T )−1
1
(2π)2
∫
Γs
S−1L (s, T ) dsI
(∫
Γp
e(s)g˜(s)S−1L (p, g(s))S
−1
L (p, g(0)) dpIf(p)
)
(B)
= e(T )−1
1
(2π)2
∫
Γs
S−1L (s, T ) dsI e(s)
(∫
Γp
S−1L (p, g(s)) − S
−1
L (p, g(0)) dpIf(p)
)
(C)
= e(T )−1
1
2π
∫
Γs
S−1L (s, T ) dsI (e(s)f(g(s)) − f(g(0)))
=e(T )−1(e(T )f ◦ g(T )− e(T )f(g(0))I) = f ◦ g(T )− f(g(0))I,
(3.13)
where the identity (A) follows from Fubini’s theorem, the identity (B) follows from (3.11) and the
identity (C) finally follows from Cauchy’s integral formula. Altogether, we have
f(g(T )) = f ◦ g(T ) − f(g(0))I + f(g(0))I = f ◦ g(T ).
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In order to justify the application of Fubini’s theorem in (A), we observe that the integrand is
bounded the function by
F (s, p) = Cθ
∣∣pS−1L (p, g(s))∣∣ |e(s)g˜(s)||s| |f(p)||p| 1|p− g(0)| ,
where we used (3.1) in order to estimate the S-resolvent S−1L (s, T ).
If g(0) 6= 0 then |p − g(0)|−1 is uniformly bounded in p. Just as before, also
∣∣pS−1L (p, g(s))∣∣ is
uniformly bounded on Γs × Γp. Since g˜ decays regularly at 0, e decays regularly at infinity and f
decays regularly both at 0 and infinity, the function F is hence integrable on Γs × Γp and we can
apply Fubini’s theorem.
If on the other hand g(0) = 0, then g = g˜ and we can write
F (s, p) =Cθ
∣∣S−1L (p, g(s))∣∣ |e(s)g˜(s)||s| |f(p)||p|
=Cθ
∣∣pαS−1L (p, g(s))g(s)1−α∣∣ |e(s)g(s)α||s| |f(p)||p|1+α , (3.14)
with α ∈ (0, 1) such that |f(p)|/|p|1+α is integrable. This is possible because f decays regularly
at 0. Just as in (3.10), we can estimate the first factor in (3.14) by∣∣pαS−1L (p, g(s))g(s)1−α∣∣ ≤ max{ |g(s)|1−α|p|1−α 1|1− p−1g(s)| , |g(s)|1−α|p|1−α 1|1− p−1g(s)|
}
,
where we used that |g(s)| = |g(s)| = |g(s)| because g is intrinsic. This expression is as before
uniformly bounded on Γs × Γp because g(Γs) ⊂ Σρ′ ∩ CI . Hence, F is again integrable and it is
actually possible to apply Fubini’s theorem.
Altogether, we have so far shown that f(g(T )) = (f ◦ g)(T ) for any f ∈ EL[Σω′ ]. Finally, we
consider now a general function f ∈ ML[Σω′ ]g(T ) that does not necessarily belong to EL[Σω′ ]. If
e is a regulariser for f , then e and ef both belong to EL[ω
′]. By what we have just shown, we
hence have eg := e ◦ g ∈ Mint[Σω]T and (ef)g := (ef) ◦ g ∈ ML[Σω]T with eg(T ) = e(g(T )) and
(ef)g(T ) = (ef)(g(T )).
Let τ1 and τ2 be regularisers for eg and (ef)g. Then τ = τ1τ2 regularises both of them and hence
eg(T ) = τ
−1(T )(τeg)(T ).
Since eg(T ) = (e◦g)(T ) = e(g(T )) is injective because e is a regulariser for f , the operator (τeg)(T )
is injective too. Moreover, for fg := f ◦ g, we find (τeg)fg = τ(egfg) = τ(ef)g ∈ EL[ω] because
τ was chosen to regularise both eg and (ef)g. Therefore τeg is a regulariser for fg and hence
fg ∈ ML[Σω]T . Finally, we deduce from Lemma 3.31 that
f(g(T )) =e(g(T ))−1(ef)(g(T )) = (eg)(T )
−1((ef)g)(T )
=(eg)(T )
−1τ(T )−1τ(T )((ef)g)(T )
=(τeg)(T )
−1((τe)gfg)(T ) = fg(T ) = (f ◦ g)(T ).

Corollary 3.34. Let T ∈ Sect(ω) be injective and let f ∈ ML[Σω]. Then f ∈ ML[Σω]T if and
only if p 7→ f(p−1) ∈ ML[Σω]T−1 and in this case
f(T ) = f(p−1)(T−1).
Proof. Since T is injective, the function p−1 belongs to Mint[Σω]T and the statement follows from
Theorem 3.33.

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3.2. Extensions according to spectral conditions. As in the complex case, cf. [34, Section
2.5], one can extend the H∞-functional calculus for sectorial operators to a larger class of functions
if the operator satisfies additional spectral conditions. We shall mention the following three cases,
which are relevant in the proof the spectral mapping theorem in Section 3.3. In order to explain
them, we introduce the notation
Σϕ,r,R = (Σϕ ∩BR(0)) \Br(0)
for 0 ≤ r < R ≤ ∞. (We set B∞(0) = H for R =∞.)
(i) If the operator T ∈ Sect(ω) has a bounded inverse, then Bε(0) ⊂ ρS(T ) for sufficiently
small ε > 0. We can thus define the class
E∞L (Σϕ) = {f = f˜ + a ∈ SHL(Σϕ) : a ∈ H, f˜ ∈ SHL(Σϕ) decays regularly at ∞}
and E∞int(Σϕ) as the set of all intrinsic functions in Σϕ. For any function f ∈ E
∞
L (ϕ) with
ϕ > 0, we can define f(T ) as
f(T ) =
1
2π
∫
∂(Σϕ,r,∞∩CI)
S−1L (s, T ) dsI f(s) + aI,
with 0 < r < ε arbitrary. It follows as in Lemma 3.16 from Cauchy’s integral theorem that
this approach is consistent with the usual one if f ∈ EL(Σϕ), but the class of admissible
functions E∞L (Σϕ) is now larger. We can further extend this functional calculus by calling
e ∈ E∞L (Σϕ) a regulariser for f ∈ ML(Σϕ), if e(T ) is injective and ef ∈ E
∞
L (Σϕ). In this
case, we define f(T ) = e(T )−1(ef)(T ).
Obviously all the results shown so far still hold for this extended functional calculus
since the respective proofs can be carried out in this setting with marginal and obvious
modifications. Only in the case of the composition rule we have to consider several cases,
just as in the complex case, namely the combinations
a) T is sectorial and g(T ) is invertible and sectorial
b) T is invertible and sectorial and g(T ) is sectorial
c) T and g(T ) are both invertible and sectorial.
In the cases a) and c) one needs the additional assumption 0 /∈ g(Σω) on the function g.
(ii) If the operator T ∈ Sect(ω) is bounded, then H \Bρ(0) ⊂ ρS(T ) for sufficiently large ρ > 0.
We can thus define the class
E0L(Σϕ) = {f = f˜ + a ∈ SHL(Σϕ) : a ∈ H, f˜ ∈ SHL(Σϕ) decays regularly at 0}
and E0int(Σϕ) as the set of all intrinsic functions in E
0
L(Σϕ). For any function f ∈ E
∞
L (ϕ)
with ϕ > 0, we can define f(T ) as
f(T ) =
1
2π
∫
∂(Σϕ,0,R∩CI)
S−1L (s, T ) dsI f(s) + aI,
with 0 < ρ < R arbitrary. As before this approach is consistent with the usual one if
f ∈ EL(Σϕ), but the class of admissible functions E
0
L(Σϕ) is again larger than EL(Σϕ).
We can further extend this functional calculus by calling e ∈ E0L(Σϕ) a regulariser for
f ∈ ML(Σϕ), if e(T ) is injective and ef ∈ E
0
L(Σϕ) and define again f(T ) = e(T )
−1(ef)(T )
for such f .
As before, all results shown so far hold also for this extended functional calculus because
the respective proofs can be carried out in this setting with marginal and obvious modi-
fications. For showing the composition rule, we have to consider again several cases and
distinguish the following situations:
a) T is sectorial and g(T ) is bounded and sectorial
b) T is invertible and sectorial and g(T ) is bounded and sectorial
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c) T and g(T ) are both bounded and sectorial
d) T is bounded and sectorial and g(T ) is sectorial
e) T is bounded and sectorial and g(T ) is invertible and sectorial.
In the cases a), b) and c) one needs the additional assumption ∞ /∈ g(Σω)
H∞
and in the
case one needs the additional assumption e) 0 /∈ g(Σω) on the function g.
(iii) If finally T ∈ Sect(ω) is bounded and has a bounded inverse, then we can set E0,∞L (Σϕ) =
SHL(Σϕ) and E
0,∞
int (Σϕ) and define for such functions
f(T ) =
1
2π
∫
∂(Σϕ,r,R∩CI)
S−1L (s, T ) dsI f(s)
for sufficiently small r and sufficiently large R. Choosing regularisers in E0,∞int (Σϕ) gives
again an extension of the H∞-functional calculus and of the two extended functional calculi
presented in (i) and (ii). All the results presented so far still hold for this extended functional
calculs, where the composition rule can be shown again under suitable conditions on the
function g.
3.3. The spectral mapping theorem. Finally, let us now show the spectral mapping theorem
for the H∞-functional calculus. We point out that a substantial technical difficulty will appear
here that does not occur in the classical situation: the proof of the spectral mapping theorem in
the complex setting makes use of the fact that f (T |Vσ) = f(T )|Vσ if σ is a spectral set and Vσ is
the invariant subspace associated with σ, i.e. the range of the spectral projection χσ(T ) defined
in Lemma 2.40. However, subspaces that are invariant under right linear operators are in general
only right linear subspaces, but not necessarily left linear subspaces. Hence, they are not two-sided
Banach spaces and we cannot define f (T |Vσ) because the S-functional calculus as introduced in
Definition 2.37, Definition 2.38 and Definition 3.5 requires the Banach space to be two-sided. The
S-resolvents can otherwise not be defined. (A different approach to the S-functional calculus, that
does not require a left multiplication on the Banach space was recently introduced in [28]. This
approach applies however only to intrinsic functions.) Instead of using the properties of the S-
functional calculus for T |Vσ we thus have to find a workaround and prove several steps directly,
which is essentially done in Lemma 3.39.
We start with two technical lemmas that are necessary in order to show the spectral inclusion
theorem.
Lemma 3.35. Let T ∈ Sect(ω) and let s ∈ H. If Qs(T ) is injective and there exist e ∈ Mint[Σω]T
and c ∈ H, c 6= 0 such that
f(q) := Qc(e(q))Qs(q)
−1 ∈ Mint[Σω]T
and such that e(T ) and f(T ) are bounded, then e(T )Qs(T )
−1 = Qs(T )
−1e(T ).
Proof. By assumption the operator Qs(T ) is injective and hence (iii) in Lemma 3.31 implies that
Q−1s ∈ Mint[ω]T . Since e(T ) is bounded, it commutes with T and so also with Qs(T )
−1. We thus
have
e(T )Qs(T )
−1 ⊂ Qs(T )
−1e(T ).
In order to show that this relation is actually an equality, it is sufficient to show that v ∈
D
(
Qs(T )
−1
)
for any v ∈ V with e(T )v ∈ D(Qs(T )
−1). This is indeed the case: if e(T )v be-
longs to D(Qs(T )
−1), then there exists u ∈ D(Qs(T )) with e(T )v = Qs(T )u. Hence
Qc(e(T ))v = e(T )
2v − 2c0e(T )v + |c|
2v
= e(T )Qs(T )u− 2c0Qs(T )u+ |c|
2v = Qs(T )(e(T )u − 2c0u) + |c|
2v,
(3.15)
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where the last identity follows again from (i) in Lemma 3.31 because e(T ) is bounded and commutes
with T and in turn also with Qs(T ). Since f(T ) ∈ B(V ), we conclude on the other hand from (ii)
of Lemma 3.31 that
Qc(e(T )) = Qs(T )
[
Qc(e(·))Qs(·)
−1
]
(T ) = Qs(T )f(T ).
Due to (3.15), we then find
v =
1
|c|2
(Qc(e(T ))v −Qs(T )(e(T )u − 2c0u))
= Qs(T )
1
|c|2
(f(T )v − e(T )u + 2c0u)) .
Hence, v belongs to D(Qs(T )
−1) and the statement follows.

Lemma 3.36. Let T ∈ Sect(ω) and let f ∈ ML[Σω]T . For any s ∈ Σω, s 6= 0 there exists a
regulariser e for f with e(s) 6= 0.
Proof. Let e˜ be an arbitrary regulariser of f such that e˜ ∈ Eint[Σω], e˜f ∈ EL[Σω] and e˜(T ) is
injective. If e˜(s) 6= 0, then we can set e = e˜ and we are done. Otherwise recall that [s] is a spherical
zero of e˜ and that its order is a finite number n ∈ N since e 6≡ 0 as e(T ) is injective. We define
now e(q) := Q−ns (q)e(q) with Qs(q) = q
2 − 2s0q + |s|
2. Then e ∈ Eint[Σω] with e(s) 6= 0 and
ef = Q−ns e˜f ∈ EL[Σω]. Furthermore, by (ii) in Lemma 3.31, we have e˜(T ) = Qs(T )e(T ). Since
e˜(T ) is injective, we deduce that also e(T ) is injective. Hence e is a regulariser for f with e(s) 6= 0.

Lemma 3.37. Let T ∈ Sect(ω) and let s ∈ Σω with s 6= 0. If f(T ) has a bounded inverse for some
f ∈Mint[Σω]T with f(s) = 0, then s ∈ ρS(T ).
Proof. Let f be as above and let us first show that Qs(T ) = T
2−2s0T + |s|
2I is injective and hence
invertible as a closed operator. By Lemma 3.36, there exists a regulariser e for f with c := e(s) 6= 0.
We have ef ∈ Eint[Σω] with (ef)(s) = 0. Since all zeros of intrinsic functions are spherical zeros,
we find that also h = efQ−1s = Q
−1
s ef ∈ Eint[Σω]. The product rule (ii) in Lemma 3.31 implies
therefore
h(T )Qs(T ) ⊂ (hQs)(T ) = (ef)(T ) = (fe)(T ) = f(T )e(T ),
where ef = fe because both functions are intrinsic. Since e(T ) and f(T ) are both injective, we
find that also Qs(T ) is injective. Moreover, e is also a regulariser for Q
−1
s f .
Now observe that the function g(q) := Qc(e(q))Qs(q)
−1 = (e(q)2−2c0e(q)+|c|
2)(q2−2s0q+|s|
2)−1
belongs to Eint[Σω]. Indeed, by Corollary 3.12, the space Eint[Σω] is a real algebra such Qc(e(q)) =
e(q)2 − 2c0e(q) + |c|
2 belongs to it as e does. The function Qc(e(q)) however has a spherical zero
at s because e(s) = c such that g(q) = Qc(e(q))Q−1s (q) is bounded and hence belongs to Eint[Σω]
by Corollary 3.13. In particular this implies that g(T ) is bounded.
We deduce from Lemma 3.35 that e(T )Qs(T )
−1 = Qs(T )
−1e(T ) and inverting both sides of
this equation yields Qs(T )e(T )
−1 = e(T )−1Qs(T ). The product rule in (ii) of Lemma 3.31, the
boundedness of h(T ) = (eQ−1s f)(T ) and the fact thatQ
−1
s and e commute because both are intrinsic
functions imply
f(T ) = e(T )−1(ef)(T ) = e(T )−1
(
QseQ
−1
s f
)
(T ) = e(T )−1Qs(T )
(
eQ−1s f
)
(T )
= Qs(T )e(T )
−1(eQ−1s f)(T ) = Qs(T )(Q
−1
s f)(T ).
Since f(T ) is surjective, we find that Qs(T ) is surjective too. Hence Qs(T )
−1 is an everywhere
defined closed operator and thus bounded by the closed graph theorem. Consequently s ∈ ρS(T ).

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Proposition 3.38. If T ∈ Sect(ω) and f ∈ Mint[Σω]T , then
f(σS(T ) \ {0}) ⊂ σSX(f(T )).
Proof. Let s ∈ σS(T )\{0} and set c := f(s). If c 6=∞, then Lemma 3.37 implies that Qc(f(T ))
2 =
f(T )2 − 2c0f(T ) + |c|
2I does not have a bounded inverse because g = f2 − 2c0f + |c|
2 belongs to
Mint[Σω]T and satisfies g(c) = 0. Hence c = f(s) ∈ σS(f(T )) for s ∈ σS(T ) \ {0} with f(s) 6=∞.
If on the other hand c =∞, then suppose that c /∈ σSX(f(T )), i.e. that f(T ) is bounded. In this
case there exists a ∈ H such that Qa(f(T )) has a bounded inverse. By (iii) in Lemma 3.31, this
implies g(p) = Qa(f(p))
−1 ∈ Mint[Σω]T . The operator g(T ) is invertible as g(T )
−1 = Qa(f(T ))
belongs to B(V ) because f(T ) is bounded. Since moreover g(s) = 0 as f(s) =∞, another applica-
tion of Lemma 3.37 yields s ∈ ρS(T ). But this contradicts our assumption s ∈ σS(T ) \ {0}. Hence,
we must have c ∈ σSX(f(T )).

We have so far shown the spectral inclusion theorem for spectral values not equal to 0 or ∞.
These two values need a special treatment. They also need additional assumptions on the function
f for a spectral inclusion theorem to hold as we shall see in the following. (The assumptions
presented here might however not be the most general ones that are possible, cf. [33].)
First we however have to show a technical lemma. We start with recalling the spectral projections
associated with subsets of the extended S-spectrum. Let σ ⊂ σSX(T ) be a spectral set, i.e. a subset
that is open and closed in σSX(T ). By Lemma 2.40, the operator Eσ := χσ(T ) is a projection that
commutes with T , i.e. it is a projection onto a right-linear subspace of V that is invariant under
T . More precisely, if∞ /∈ σ, then we can choose a bounded slice Cauchy domain Uσ ⊂ H such that
σ ⊂ Uσ and such that (σS(T ) \ σ) ∩ Uσ = ∅. The projection then Eσ is given by
Eσ =
1
2π
∫
∂(Uσ∩CI )
dsI S
−1
R (s, T ) =
1
2π
∫
∂(Uσ∩CI )
S−1L (p, T ) dpI . (3.16)
If on the other hand ∞ ∈ σ, then we can choose an unbounded slice Cauchy domain Uσ ⊂ H such
that σ ⊂ Uσ and such that (σS(T ) \ σ) ∩ Uσ = ∅. The projection Eσ is then given by
Eσ = I +
1
2π
∫
∂(Uσ∩CI )
dsI S
−1
R (s, T ) = I +
1
2π
∫
∂(Uσ∩CI)
S−1L (p, T ) dpI .
Lemma 3.39. Let T ∈ Sect(ω) be unbounded and assume that σS(T ) is bounded. Furthermore let
E∞ be the spectral projection onto the invariant subspace associated to ∞. If f ∈ Mint[Σω]T has
polynomial limit 0 at infinity, then {f(T )}∞ = f(T )E∞ is a bounded operator that is given by the
slice hyperholomorphic Cauchy integral
{f(T )}∞ =
∫
∂(Σϕ\Br(0))∩CI
f(s) dsI S
−1
R (s, T ), (3.17)
where Br(0) is the ball centered at 0 with r > 0 sufficiently large such that it contains σS(T ) and
any singularity of f . Moreover, for two such functions, we have
{f(T )}∞{g(T )}∞ = {(fg)(T )}∞. (3.18)
Proof. Let us first assume that f ∈ Eint[Σω], i.e. f ∈ Eint(Σϕ) with ω < ϕ < π. Since f decays
regularly at infinity, it is of the form f(s) = f˜(s) + a(1 + s)−1 with a ∈ R and f ∈ N∞0 (Σϕ). The
operator f˜(T ) is given by the slice hyperholomorphic Cauchy integral
f˜(T ) =
1
2π
∫
∂(Σϕ′∩CI )
f˜(s) dsI S
−1
R (s, T ) (3.19)
35
with I ∈ S and ϕ′ ∈ (ω,ϕ). Let now r1 < r2 be such that σS(T ) ⊂ Br(0). Cauchy’s integral theorem
allows us to replace the path of integration in (3.19) by the union of Γs,1 = ∂(Σϕ′ ∩ Br1(0)) ∩ CI
and Γs,2 = ∂(Σϕ′ \Br2(0)) ∩ CI such that
f˜(T ) =
1
2π
∫
Γs,1
f˜(s) dsI S
−1
R (s, T ) +
1
2π
∫
Γs,2
f˜(s) dsI S
−1
R (s, T ). (3.20)
Let us choose R ∈ (r1, r2). Since σSX(T ) = σS(T ) ∪ {∞}, we have E∞ = I − EσS(T ) and
the spectral projection EσS(T ) is given by the slice hyperholomorphic Cauchy integral (3.16) along
Γp = ∂(BR(0)∩CI). The subscripts s and p in Γs,1, Γs,2 and Γp are chosen in order to indicate the
corresponding variable of integration in the following computation.
If we write the operators f˜(T ) and Eσ in terms of the slice hyperholomorphic Cauchy integrals
defined above, we find that
f˜(T )Eσ =
1
2π
∫
Γs,1
f˜(s) dsI S
−1
R (s, T )
1
2π
∫
Γp
S−1L (p, T ) dpI
+
1
2π
∫
Γs,2
f˜(s) dsI S
−1
R (s, T )
1
2π
∫
Γp
S−1L (p, T ) dpI .
(3.21)
If we apply the S-resolvent equation (2.13) in the first integral, which we denote by Ψ1 for neatness,
we find
Ψ1 =
1
(2π)2
∫
Γs,1
f˜(s) dsI S
−1
R (s, T )
∫
Γp
p
(
p2 − 2s0p+ |s|
2
)−1
dpI
−
1
(2π)2
∫
Γs,1
f˜(s) dsI sS
−1
R (s, T )
∫
Γp
(
p2 − 2s0p+ |s|
2
)−1
dpI
−
1
(2π)2
∫
Γp
(∫
Γs,1
f˜(s) dsI (S
−1
L (p, T )p − sS
−1
L (p, T ))
(
p2 − 2s0p+ |s|
2
)−1)
dpI .
(3.22)
For s ∈ Γs, the the functions p 7→
(
p2 − 2s0p+ |s|
2
)−1
and p 7→ p
(
p2 − 2s0p+ |s|
2
)−1
are rational
functions on CI that have two singularities, namely s = s0 + Is1 and s = s0 − Is1. Since we chose
r1 < R, these singularities lie inside of BR(0) for any s ∈ Γs. As Γp = ∂(BR(0) ∩ CI), the residue
theorem yields
1
2π
∫
Γp
p
(
p2 − 2s0p+ |s|
2
)−1
dpI = lim
CI∋p→s
p(p− s)−1 + lim
CI∋p→s
p(p− s)−1 = 1
and
1
2π
∫
Γp
(
p2 − 2s0p+ |s|
2
)−1
dpI = lim
CI∋p→s
(p− s)−1 + lim
CI∋p→s
(p− s)−1 = 0,
where limCI∋p→s f˜(p) denotes the limit of f˜(p) as p tends to s in CI . If we apply the identity (2.14)
with B = S−1L (p, T ) in the third integral in (3.22), it turns into
1
(2π)2
∫
Γp
(∫
Γs,1
f˜(s) dsI
(
s2 − 2p0s+ |p|
2
)−1
sS−1L (p, T )
)
dpI
−
1
(2π)2
∫
Γp
(∫
Γs,1
f˜(s) dsI
(
s2 − 2p0s+ |p|
2
)−1
S−1L (p, T )p
)
dpI = 0.
The last identity follows from Cauchy’s integral theorem because f˜(s) is right slice hyperholomor-
phic and s 7→ (s2 − 2p0s + |p|
2)−1S−1L (p, T ) and s 7→ s(s
2 − 2p0s + |p|
2)−1S−1L (p, T ) are left slice
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hyperholomorphic on Σϕ′ ∩Br1(0) for any p ∈ Γp as we chose R > r1. Hence, we find
Ψ1 =
1
2π
∫
Γs,1
f˜(s) dsI S
−1
R (p, T ).
The second integral in (3.21), which we denote by Ψ2 neatness, turns after an application of the
S-resolvent equation (2.13) into
Ψ2 =
1
(2π)2
∫
Γs,2
f˜(s) dsI S
−1
R (s, T )
∫
Γp
p
(
p2 − 2s0p+ |s|
2
)−1
dpI
−
1
(2π)2
∫
Γs,2
f˜(s) dsI sS
−1
R (s, T )
∫
Γp
(
p2 − 2s0p+ |s|
2
)−1
dpI
−
1
(2π)2
∫
Γs,2
(∫
Γp
f˜(s) dsI (S
−1
L (p, T )p − sS
−1
L (p, T ))
(
p2 − 2s0p+ |s|
2
)−1)
dpI .
(3.23)
Since we chose R < r2 the singularities of p 7→
(
p2 − 2s0p+ |s|
2
)−1
and p 7→ p
(
p2 − 2s0p+ |s|
2
)−1
lie outside of BR(0) for any s ∈ Γs,2. Hence, these functions are right slice hyperholomorphic on
BR(0) and so Cauchy’s integral theorem implies that the first two integrals in (3.23) vanish. Since f˜
decays regularly at infinity, (3.1) holds true and Γp is a path of finite length, we can apply Fubini’s
theorem and exchange the order of integration in the third integral of (3.23). After applying the
identity (2.14), we find
Ψ2 =
1
(2π)2
∫
Γp
(∫
Γs,2
f˜(s)dsI
(
s2 − 2p0s+ |p|
2
)−1 (
sS−1L (p, T )− S
−1
L (p, T )p
))
dpI .
However, also this integral vanishes : as f decays regularly at infinity, the integrand decays suf-
ficiently so that we can use Cauchy’s integral theorem to transform the path of integration and
write ∫
Γs,2
f˜(s)dsI
(
s2 − 2p0s+ |p|
2
)−1 (
sS−1L (p, T )− S
−1
L (p, T )p
)
= lim
ρ→+∞
∫
∂(Uρ∩CI)
f˜(s)dsI
(
s2 − 2p0s+ |p|
2
)−1 (
sS−1L (p, T )− S
−1
L (p, T )p
)
= 0
where Uρ = (Σϕ \Ur2)∩Uρ. The last identity follows again from Cauchy’s integral theorem because
the singularities p and p of s 7→ (s2− 2p0s+ |p|
2)−1 and s 7→ (s2 − 2p0s+ |p|
2)−1s lie outside of Uρ
because we chose R < r2.
Putting these pieces together, we find that
f˜(T )Eσ =
1
2π
∫
Γs,1
f˜(p) dpI S
−1
R (p, T ). (3.24)
We therefore deduce from (3.20) and E∞ = I − Eσ that
f˜(T )E∞ = f˜(T )− f˜(T )Eσ =
1
2π
∫
Γs,2
f˜(p) dpI S
−1
R (p, T ). (3.25)
Let us now consider the operator a(I + T )−1. Since it is slice hyperholomorphic on σS(T )
and at infinity, it is admissible for the S-fuctional calculus. If we set χ{∞}(s) := χH\UR(0) (that
is χ{∞}(s) = 1 if s /∈ UR(0) and χ{∞}(s) = 0 if s ∈ UR(0)), then χ{∞}(T ) = E∞ via the S-
functional calculus. The product rule of the S-functional calculus yields a(I + T )−1E∞ = g(T )
with g(s) = a(1 + s)χ{∞}(s). If we set
Uρ,1 := (Σϕ \Br2(0)) ∪ (H \Bρ(0)) and Uρ,2 = (Σϕ ∩Br1(0)) ∪Bε(0)
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with 0 < ε < 1 sufficiently small, then Uρ = Uρ,1 ∪ Uρ,2 is an unbounded slice Cauchy domain that
contains σS(T ) and such that g is slice hyperholomorphic on Uρ. Hence,
a(I + T )−1E∞ =g(∞)I +
1
2π
∫
∂(Uρ∩CI)
dpI S
−1
R (p, T )
=
1
2π
∫
∂(Uρ,1∩CI)
a(1 + s) dpI S
−1
R (p, T )
and letting ρ tend to infinity, we finally find
a(I + T )−1E∞ =
1
2π
∫
Γs,2
a(1 + s) dpI S
−1
R (p, T ). (3.26)
Adding (3.25) and (3.26), we find that (3.17) holds true for f ∈ Eint[Σω]
Now let f be an arbitrary function in Mint[Σω]T that decays regularly at infinity and let e be a
regulariser for f . We can assume that e decays regularly at infinity—otherwise, we can replace e
by s 7→ (1 + s)−1e(s), which is a regulariser for f with this property. We expect that
f(T )E∞ =e
−1(T )(ef)(T )E∞ = e
−1(T ){(ef)(T )}∞
(∗)
=e−1(T ){e(T )}∞{f(T )}∞ = e
−1(T )e(T )E∞{f(T )}∞
=E∞{f(T )}∞
(∗∗)
= {f(T )}∞
(3.27)
such that (3.17) holds true. The boundedness of f(T )E∞ follows then also from the boundedness
of the integral {f(T )}∞. The second and the fourth of the above equalities follow from the above
arguments since ef and e both belong to Eint[Σϕ] and decay regularly at infinity. The equalities
marked with (∗) and (∗∗) however remain to be shown.
Let ω < ϕ2 < ϕ1 < ϕ be such that e, f ∈ Eint(Σϕ) and let r1 < r2 be such that Br1(0)
contains σS(T ) and any singularity of f . We set Us = Σϕ1 \ Br1(0) and Up = Σϕ2 \ Br2(0),
where the subscripts s and p indicate again the respective variable of integration in the following
computation. An application of the S-resolvent equation (2.13) shows then that
{e(T )}∞{f(T )}∞ =
1
2π
∫
∂(Us∩CI)
e(s) dsI S
−1
R (s, T )
1
2π
∫
∂(Up∩CI)
S−1L (p, T ) dpI f(p)
=
1
(2π)2
∫
∂(Us∩CI)
e(s) dsIS
−1
R (s, T )
∫
∂(Up∩CI )
p(p2 − 2s0p+ |s|
2)−1 dpIf(p)
+
1
(2π)2
∫
∂(Us∩CI)
e(s) dsIS
−1
R (s, T )
∫
∂(Up∩CI )
(p2 − 2s0p+ |s|
2)−1 dpIf(p)
+
1
(2π)2
∫
∂(Us∩CI)
e(s) dsI
(
sS−1L (p, T )− S
−1
L (p, T )p
) ∫
∂(Up∩CI )
(p2 − 2s0p+ |s|
2)−1 dpIf(p).
Because of our choice of Us and Up, the singularities of p 7→ (p
2 − s0p + |s|
2)−1 lie outside Up for
any s ∈ ∂(Us ∩ CI) such that p 7→ (p
2 − 2s0p + |s|)
−1 and p 7→ p(p2 − 2s0p + |s|)
−1 are right slice
hyperholomorphic on Up for any such s. Since f also decays regularly in Up at infinity, Cauchy’s
integral theorem implies that the first two of the above integrals equal zero. The fact that e and f
decay polynomially at infinity allows us to exchange the order of integration in the third integral,
such that
{e(T )}∞{f(T )}∞
=
1
(2π)2
∫
∂(Up∩CI)
[∫
∂(Us∩CI)
e(s) dsI
(
sS−1L (p, T )− S
−1
L (p, T )p
)
(p2 − 2s0p+ |s|
2)−1
]
dpIf(p).
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If p ∈ ∂(Up ∩ CI), then p lies for sufficiently large ρ in the bounded axially symmetric Cauchy
domain Us,ρ = Us ∩Bρ(0). Since f is an intrinsic function on Us,ρ, Lemma 2.36 implies
1
2π
∫
∂(Us∩CI)
e(s) dsI
(
sS−1L (p, T )− S
−1
L (p, T )p
)
(p2 − 2s0p+ |s|
2)−1
= lim
ρ→∞
1
2π
∫
∂(Us∩Bρ(0)∩CI )
e(s) dsI
(
sS−1L (p, T )− S
−1
L (p, T )p
)
(p2 − 2s0p+ |s|
2)−1
=S−1L (p, T )e(p).
Recalling the equivalence of right and left slice hyperholomorphic Cauchy integrals for intrinsic
functions, c.f. Remark 2.39, we finally find that
{e(T )}∞{f(T )}∞ =
1
2π
∫
∂(Up∩CI)
S−1L (p, T ) dpIe(p)f(p) = {(ef)(T )}∞,
Hence, the identity (∗) in (3.27) is true.
Similar arguments show that also the equation (∗∗) holds true. We choose 0 < R < r such
that BR(0) contains σS(T ) and all singularities of f(T ) and we choose ω < ϕ
′ < ϕ such that
f ∈ Eint(Σϕ′) and set Up := Σϕ′ \ Br(0). An application of the S-resolvent equation (2.13) shows
that
Eσs(T ){f(T )}∞ =
1
2π
∫
∂(BR(0)∩CI )
dsI S
−1
R (s, T )
1
2π
∫
∂(Up∩CI)
S−1L (p, T ) dpI f(p)
=
1
(2π)2
∫
∂(BR(0)∩CI )
dsI S
−1
R (s, T )
∫
∂(Up∩CI )
p(p2 − 2s0p+ |s|
2)−1 dpI f(p)
−
1
(2π)2
∫
∂(BR(0)∩CI )
dsI sS
−1
R (s, T )
∫
∂(Up∩CI)
(p2 − 2s0p+ |s|
2)−1 dpI f(p)
+
1
(2π)2
∫
∂(BR(0)∩CI )
[∫
∂(Up∩CI )
dsI
(
sS−1L (p, T )− S
−1
L (p, T )p
)
(p2 − 2s0p+ |s|
2)−1
]
dpI f(p).
Again, the first two integrals vanish as a consequence of Cauchy’s integral theorem because the
poles of the function p 7→ (p2 − 2s0p + |s|
2)−1 lie outside of Up for any s ∈ ∂(BR(0) ∩ CI) and f
decays regularly at infinity. Because of (3.1) and the regular decay of f at infinity, we can however
apply Fubini’s theorem to exchange the order of integration in the third integral and find
EσS(T ){f(T )}∞ =
=
1
(2π)2
∫
∂(Up∩CI)
[∫
∂(BR(0)∩CI )
dsI (s
2 − 2p0s+ |p|
2)−1
(
sS−1L (p, T )− S
−1
L (p, T )p
)]
dpI f(p).
As the functions s 7→ (s2−2p0s+ |p|
2)−1 and s 7→ (s2−2p0s+ |p|
2)−1s are right slice hyperholomor-
phic on BR(0) for any p ∈ ∂(Up ∩CI), also this integral vanishes due to Cauchy’s integral theorem.
Consequently, the identity (∗∗) in (3.27) holds also true as
E∞{f(T )}∞ = {f(T )}∞ − Eσ{f(T )}∞ = {f(T )}∞.
Finally, we point out that the above computations, which proved that {(ef)(T )}∞ = {e(T )}∞{f(T )}∞
did not require that e ∈ Eint[Σω]. They also work if e belongs to Mint[Σω]T and decays regularly
at infinity. Hence the same calculations show that (3.18) holds true.

Theorem 3.40. Let T ∈ Sect(ω) and s ∈ {0,∞}. If f ∈ Mint[Σω]T has polynomial limit c at s
and s ∈ σSX(T ), then c ∈ σSX(f(T )).
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Proof. If c 6= ∞, then c ∈ R because, as an intrinsic function, f takes only real values on the real
line. We can hence consider the function f−c instead of f because σSX(f(T )) = σSX(f(T )−cI)+c
so that it is sufficient to consider the cases c = 0 or c =∞.
Let us start with the case c = 0 and s =∞. If ∞ ∈ σS(T ) \ {0}
H∞
, then
0 ∈ f(σS(T ) \ {0})
H∞
⊂ σSX(f(T ))
because f(σS(T ) \ {0}) ⊂ σSX(f(T )) by Proposition 3.38 and the latter is a closed subset of H∞.
In case ∞ /∈ σS(T )
H∞
, we show that 0 /∈ σSX(f(T )) implies that T is bounded, i.e. that even
∞ /∈ σSX(T ). Let us hence assume that ∞ /∈ σS(T )
H∞
and that 0 /∈ σSX(f(T )). In this case, there
exists R > 0 such that σS(T ) is contained in the open ball BR(0) of radius R centered at zero. The
integal
EσS(T ) :=
1
2π
∫
∂(BR(0)∩CI )
dsI S
−1
R (s, T )
defines then a bounded projection that commutes with T , namely the spectral projection asso-
ciated with the spectral set σS(T ) ⊂ σSX(T ) that is obtained from the S-functional calculus, cf.
Lemma 2.40. The compatibility of the S-functional calculus with polynomials in T moreover implies
TEσS(T ) = (sχσS(T ))(T ) =
1
2π
∫
∂(BR(0)∩CI )
s dsI S
−1
R (s, T ) ∈ B(V ),
where χσS(T ) denotes the characteristic function of an arbitrary axially symmetric bounded set that
contains BR(0).
Set E∞ := I − EσS(T ) and let V∞ := E∞V be the range of E∞. Since T commutes with E∞,
the operator T∞ := T |V∞ is a closed operator on V∞ with domain D(T∞) = D(T )∩V∞. Moreover,
we conclude from Lemma 2.40 that
σSX(T∞) = σSX(T ) \ σS(T ) ⊂ {∞}
and so in particular
σS(T∞) = σSX(T∞) \ {∞} = ∅. (3.28)
Now observe that f(T ) commutes with E∞ because of (i) in Lemma 3.31. Hence, f(T ) leaves
V∞ invariant and f(T )∞ := f(T )|V∞ defines a closed operator on V∞ with domain D(f(T )∞) =
D(f(T )) ∩ V∞. (Note that f(T )∞ intuitively corresponds to f(T∞). The S-functional calculus is
however only defined on two-sided Banach spaces. As V∞ is only a right-linear subspace of V and
hence not a two-sided Banach space, we can not use it to define the operator f(T∞), cf. the remark
at the beginning of Section 3.3!) Since f(T ) is invertible because we assumed 0 /∈ σSXf(T ), the
operator f(T )∞ is invertible too and its inverse is f(T )
−1|V∞ ∈ B(V∞).
Our aim is now to show that T∞ is bounded. Any bounded operator on a nontrivial Banach
space has non-empty S-spectrum and hence we can then conclude from (3.28) that V∞ = {0}. Since
f decays regularly at infinity, there exists n ∈ N such that sfn(s) ∈ Mint[ω]T decays regularly at
infinity too. Because of Lemma 3.31, the operators Tfn(T ) and (sfn)(T ) both commute with E∞.
Hence, they leave V∞ invariant and we find, again because of Lemma 3.31, that
Tfn(T )|V∞ ⊂ (sf
n)(T )|V∞ ∈ B(V∞)
with
D (Tfn(T )|V∞) = D (Tf
n(T )) ∩ V∞
= D ((sfn)(T )) ∩ D (fn(T )) ∩ V∞ = D ((sf
n)(T )|V∞) ∩D (f
n(T )|V∞) .
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But since sfn and fn both decay regularly at infinity in Σϕ, Lemma 3.39 implies that f
n(T )|V∞
and (sfn)(T )|V∞ are both bounded linear operators on V∞. Hence their domain is the entire space
V∞ and we find that
Tfn(T )|V∞ = (sf
n)(T )|V∞ ∈ B(V∞).
Finally, observe that Lemma 3.39 also implies that fn(T )|V∞ = (f(T )|V∞)
n. As f(T )|V∞ has a
bounded inverse on V∞, namely f(T )
−1|V∞ , we find that T∞ ∈ B(V∞) too. As pointed out above,
this implies V∞ = {0}.
Altogether we find that V = VσS(T ) := EσS(T )V such that T = T |VσS(T ) ∈ B(VσS(T )) = B(V )
and in turn ∞ /∈ σSX(T ) if 0 = f(∞) /∈ σSX(f(T )).
Now let us consider the case that s = 0 and c = 0, that is f(0) = 0. If 0 /∈ σSX(f(T )),
then f(T ) has a bounded inverse. Let e be a regulariser for f such that ef ∈ Eint[Σω]. Since
f(T ) = e(T )−1(ef)(T ) is injective, the operator (ef)(T ) must be injective too. As the function ef
has polynomial limit 0 at 0, we conclude from Lemma 3.30 that even T is injective. If we define
f˜(p) := f(p−1), then f˜ has polynomial limit 0 at ∞ and f˜(T−1) is invertible as f˜(T−1) = f(T )
by Corollary 3.34. Hence, 0 = f˜(∞) /∈ σSX(f˜(T
−1)) and arguments as the ones above show that
∞ /∈ σSX(T
−1) such that T−1 ∈ B(V ). Thus, T has a bounded inverse and in turn 0 /∈ σSX(T ) if
0 = f(0) /∈ σSX(f(T )).
Finally, let us consider the case c = f(s) = ∞ with s = 0 or s = ∞ and let us assume that
∞ /∈ σSX(f(T )), that is that f(T ) is bounded. If we choose a ∈ R with |a| > ‖f(T )‖, then
a ∈ ρS(f(T )) and hence aI − f(T ) has a bounded inverse. By (iii) in Lemma 3.31, the function
g(p) := (a− f(p))−1 belongs to Mint[Σω]T . Moreover, g(T ) is invertible and g(T ) has polynomial
limit 0 at s. As we have shown above, this implies s /∈ σSX(T ), which concludes the proof.

Combining Proposition 3.38 and Theorem 3.40, we arrive at the following theorem.
Theorem 3.41. Let T ∈ Sect(ω). If f ∈ Mint[Σω]T has polynomial limits at σSX(T ) ∩ {0,∞},
then
f(σSX(T )) ⊂ σSX(f(T )).
Let us now consider the inverse inclusion. We start with the following auxiliary lemma.
Lemma 3.42. Let T ∈ Sect(ω) and let f ∈ Mint[Σω]T have finite polynomial limits at {0,∞} ∩
σSX(T ) in Σϕ for some ϕ ∈ (ω, π). Furthermore assume that all poles of f are contained in ρS(T ).
(i) If {0,∞} ⊂ σSX(T ), then f(T ) is defined by the H
∞-functional calculus for sectorial oper-
ators.
(ii) If 0 ∈ σSX(T ) but∞ /∈ σSX(T ), then f(T ) is defined by the extended H
∞-functional calculus
for bounded sectorial operators.
(iii) If∞ ∈ σSX(T ) but 0 /∈ σSX(T ), then f(T ) is defined by the extended H
∞-functional calculus
for invertible sectorial operators.
(iv) If 0,∞ /∈ σSX(T ), then f(T ) is defined by the H
∞-functional calculus for bounded and
invertible sectorial operators.
In all of these cases f(T ) ∈ B(V ).
Proof. Let us first consider the case (i), i.e. we assume that {0,∞} ⊂ σSX(T ). Since f has
polynomial limits at 0 and ∞ in Σω, the functions f has only finitely many poles [s1], . . . , [sn] in
Σω. For suitably large m1 ∈ N, the function f1(p) = (1 + p)
−2m1Qs1(p)
m1f(p) has also polynomial
limits at 0 and ∞ and poles at [s2], . . . , [sn] but it does not have a pole at [s1]. Moreover, if we
set r1(p) = (1 + p)
−2m1Qs1(p)
m1 , then r1(T ) is bounded and injective because [s1] ⊂ [ρS(T ))].
We can now repeat this argument and find inductively m2, . . . ,mn such that, after setting rℓ(p) =
(1 + p)−2mℓQsℓ(p)
mℓ for ℓ = 2, . . . , n and r := rn · · · r1, the function f˜ = rf belongs to Mint[Σω]T ,
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has polynomial limits at 0 and ∞ and does not have any poles in Σω. Hence it belongs to Eint[Σω].
Moreover, r belongs to Eint[Σω] too and since r(T ) = rn(T ) · · · r1(T ) is the product of invertible
operators, it is invertible itself. Hence r regularises f such that f(T ) is defined in terms of the
H∞-functional calculus. Moreover, f(T ) = r(T )−1f˜(T ) is bounded as it is the product of two
bounded operators.
Similar arguments show the other cases: in (ii) for example, the function f has polynomial limit
at 0 but not at∞, such that the poles of f may accumulate at∞. However, we integrate along the
boundary of Σω,0,R = Σω ∩BR(0) in CI for sufficiently large R when we define the H
∞-functional
calculus for bounded sectorial operators. Hence, only finitely many poles are contained in Σω,0,R
and hence relevant. Therefore we can apply the above strategy again in order to show that f is
regularised by a rational intrinsic function and that f(T ) is hence defined and a bounded operator.
Similar, we can argue for (iii) and (iv), where the poles may of f accumulate at 0 resp. at 0 and
∞, but only finitely many of them are relevant.

Proposition 3.43. Let T ∈ Sect(ω). If f ∈ Mint[Σω]T has polynomial limits at σS(T ) ∩ {0,∞},
then
f(σSX(T )) ⊃ σSX(f(T )).
Proof. Let s ∈ H with s /∈ f(σSX(T )). The function p 7→ Qs(f(p))
−1 belongs then to Mint[Σω]T
and has finite polynomial limits at σSX(T ) ∩ {0,∞}. Moreover the set of poles of Qs(f(·)) as an
element of Mint[Σω], which consists of those spheres [p] in Σω \ {0} for which f([p]) = [f(p)] = [s],
is contained in the S-resolvent set of T as we chose s /∈ f(σSX(T )). From Lemma 3.42 we therefore
deduce that Qs(f(T ))
−1 is defined and belongs to B(V ). Hence Qs(f(T )) has a bounded inverse
and so s ∈ σSX(f(T )).
If finally s = ∞ /∈ f(σSX(T )), then the poles of f are contained in the S-resolvent set of T .
Hence, Lemma 3.42 implies that f(T ) is a bounded operator and in turn s =∞ /∈ σSX(f(T )).

Combining Theorem 3.41 and Proposition 3.43, we obtain the following spectral mapping theorem
Theorem 3.44 (Spectral Mapping Theorem). Let T ∈ Sect(ω) and let f ∈ Mint[Σω]T have
polynomial limits at {0,∞} ∩ σSX(T ). Then
f(σSX(T )) = σSX(f(T )).
4. Fractional powers via the H∞-functional calculus
We apply now the H∞-functional calculus introduced in Section 3 in order to define fractional
powers of sectorial operators. Again we follow the strategy used in [34] to obtain our results.
4.1. Fractional powers with positive real part. Let T ∈ Sect(ω) and let α ∈ (0,+∞). The
function s 7→ sα does then obviously belong to Mint[Σω]T and we can define T
α using the quater-
nionic H∞-functional calculus introduced in Section 3. Precisely, we can choose n ∈ N with n > α
and find
Tα := sα(T ) = (I + T )n
(
sα(1 + s)−n
)
(T ), (4.1)
where (sα(1 + s)−n) (T ) is defined via a slice hyperholomorphic Cauchy integral as in (3.2) or (3.3).
Definition 4.1. Let T ∈ Sect(ω) and α > 0. We call the operator defined in (4.1) the fractional
power with exponent α of T .
The following properties are immediate consequences of the properties of the H∞-functional
calculus.
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Lemma 4.2. Let T ∈ Sect(ω) and let α ∈ (0,+∞).
(i) If T is injective, then
(
T−1
)α
= (Tα)−1. Thus 0 ∈ ρS(T ) if and only if 0 ∈ ρS(T
α).
(ii) Any bounded operator that commutes with T commutes also with Tα.
(iii) The spectral mapping theorem holds, namely
σS(T
α) = {sα : s ∈ σS(T )}.
Another important property is analyticity in the exponent. Observe that, although in the clas-
sical case the mapping α 7→ Tα is holomorphic in α, we cannot expect slice hyperholomorphicity
here because the fractional powers are only defined for real exponents, cf. the comments after
Definition 2.41.
Proposition 4.3. If T ∈ Sect(ω), then the following statements hold true.
(i) If T is bounded, then Tα is bounded too and the mapping Λ : α→ Tα is analytic on (0,+∞)
and has a left and a right slice hyperholomorphic extension to H+ = {s ∈ H : Re(s) > 0}.
In particular, for any α0 ∈ (0,+∞) the Taylor series expansion of fα at α0 converges on
(0, 2α0).
(ii) If n ∈ N and 0 < α < n, then D(T n) ⊂ D(Tα). The mapping Λv : α 7→ A
αv is analytic
on (0, n) for each v ∈ D(T n) and the power series expansion of Λv at α0 ∈ (0, n) converges
on (−r + α,α + r) with rα0 = min{α0, n − α0}. Hence, Λv has a left and a right slice
hyperholomorphic expansion to the set
⋃
α0∈(0,n)
Brα0 (α0).
Proof. Let us first show (ii). If n ∈ N and α ∈ (0, n), then Tα = (I + T )n (sα(1 + s)−n) (T ).
If v ∈ D (T n), then T n and (sα(1 + s)−n) (T ) commute because of (i) in Lemma 3.31 such that
Tαv = (sα(1 + s)−n) (T )(I + T )nv and hence v ∈ D(Tα).
Let now α0 ∈ (0, n) and set r = min{α0, n − α0}. The Taylor series expansion of α 7→ s
α at
α0 is s
α =
∑+∞
n=0
(α−α0)k
k! s
α0 log(s)k and converges on (0, 2α0). If ε ∈ (0, 1) and α ∈ (0, n) with
|α− α0| < (1− ε)r, then we have after choosing ϕ ∈ (ω, π) that
Tαv =
(
sα(1 + s)−n
)
(T )(I + T )nv
=
1
2π
∫
∂(Σϕ∩CI)
sα(1 + s)−n dsI S
−1
R (s, T )(I + T )
nv
=
1
2π
∫
∂(Σϕ∩CI)
+∞∑
k=0
(α− α0)
k
k!
sα0 log(s)k(1 + s)−n dsI S
−1
R (s, T )(I + T )
nv. (4.2)
We want to apply the theorem of dominated convergence in order to exchange the integral and the
series. Using (3.1) we find that Ψ˜(s) =M ‖(I + T )nv‖Ψ(s) with
Ψ(s) :=
+∞∑
k=0
|α− α0|
k
k!
|s|α0−1
| log(s)|k
|1 + s|n
is a dominating function for the integrand in (4.2). In order to show the integrability of Ψ(s) along
∂(Σϕ ∩CI), we choose Cest > 1 such that (1− ε)Cest < 1 and 0 < t0 < 1 and 1 < t1 such that
| ln(t) + Iθ| < Cest| ln(t)| ∀t ∈ (0, t0] ∪ [t1,∞). (4.3)
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We then have
1
2
∫
∂(Σϕ∩CI)
ψ(s) d|sI | =
∫ +∞
0
+∞∑
k=0
|α− α0|
k
k!
tα0−1
| ln(t) + Iϕ|k
|1 + teIϕ|n
dt
≤
+∞∑
k=0
|α− α0|
k
k!
(
C0C
k
est
∫ t0
0
tα0−1(− ln(t))k dt
+ C0C
k
1
∫ t1
t0
tα0−1 dt+ C2C
k
est
∫ +∞
t1
tα0−(n+1) ln(t)k dt
)
,
with the constants
C0 := max
t∈[0,t1]
1
|1 + teIϕ|n
, C1 := max
t∈[t0,t1]
| ln(t) + Iϕ|
and a constant C2 > 0 such that
1
|1 + teIϕ|
<
C2
t
∀t ∈ [t1,+∞).
Since ∫ t1
0
tα0−1(− ln(t))k dt ≤
∫ 0
−∞
eα0ξ(−ξ)k dξ =
k!
αk+10
and similarly ∫ +∞
t1
tα0−(n+1) ln(t)k dt ≤
∫ +∞
1
e−(n−α0)ξξk dξ =
k!
(n− α0)k+1
,
we can further estimate
1
2
∫
∂(Σϕ∩Ci)
Ψ(s) d|sI | ≤
≤
+∞∑
k=0
|α− α0|
k
k!
(
C0C
k
est
k!
αk+10
+ C0C
k
1
(
tα01 − t
α0
0
α0
)
+ C2C
k
est
k!
(n− α0)k+1
)
.
As |α− α0| < (1− ε)r = (1− ε)min{α0, n− α0}, we finally find
1
2
∫
∂(Σϕ∩Ci)
Ψ(s) d|sI |
≤
C0
α0
+∞∑
k=0
((1− ε)Cest)
k +
C0(t
α0
1 − t
α0
0 )
α0
+∞∑
k=0
(C1|α− α0|)
k
k!
+
C2
α0
+∞∑
k=0
((1− ε)Cest)
k .
Since (1 − ε)C1 < 1 these series are finite and hence Ψ˜ is an integrable majorant of the integrand
in (4.2). We can thus exchange the series and the integral in (4.2) such that
Tαv =
+∞∑
k=0
(α− α0)
k
k!
1
2π
∫
∂(Σϕ∩CI )
sα0 log(s)k(1 + s)−n dsI S
−1
R (s, T )(IT )
nv
and that as we shoed above this series converges uniformly for |α− α0| < (1− ε)r. Since ε ∈ (0, 1)
was arbitrary, we obtain the statement.
If T is bounded, then (4.1) is the composition of two bounded operators and hence bounded.
With arguments as the ones used above one can show that the power series expansion of Λ at α0
converges in B(V ) on (0, 2α0). If we write the variable (α − α0) in the power series expansion on
the left or on the right side of the coefficients and extend α to a quaternionic variable, we find that
Λ has a left resp. a right slice hyperholomorphic extension to Bα0(α0). Finally, any point in H
+ is
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contained in a ball of this form, and hence we find that we can extend Λ to a left or to a right slice
hyperholomorphic function on all of H+.

We show now that the usual computational rules that we expect to hold for fractional powers of
an operator hold true with our approach.
Proposition 4.4 (First Law of Exponents). Let T ∈ Sect(ω). For all α, β > 0 the identity
Tα+β = TαT β holds. In particular D(T γ) ⊂ D(Tα) for 0 < α < γ.
Proof. Because of (ii) in Lemma 3.31, we have TαT β ⊂ Tα+β with D
(
TαT β
)
= D
(
Tα+β
)
∩D
(
T β
)
.
We choose n ∈ N with α, β < n and define the bounded operators Λα := (s
α(1 + s)−n) (T ) and
Λβ :=
(
sβ(1 + s)−n
)
(T ). If now v ∈ D
(
Tα+β
)
, then (ii) in Lemma 3.31 implies
Tα+βv =(I + T )2n(I + T )−2nTα+βv = (I + T )2nTα+β(I + T )−2nv
=(I + T )2n
(
sα+β(1 + s)−2n
)
(T )v = (I + T )2nΛαΛβv
and hence ΛαΛβv ∈ D
(
(I + T 2n)
)
= D
(
T 2n
)
. Sinc (sn−α(1 + s)−n) (T ) commutes with T 2n
because of (i) in Lemma 3.31, we thus find
T n(I + T )−2nΛβv =
(
sn+β(1 + s)−3n
)
(T )v =
(
sn−α(1 + s)−n
)
(T )ΛαΛβv ∈ D
(
T 2n
)
.
Since T and T (I + T )−1 commute, we have T (I + T )−1Tv = T 2(I + T )v and hence v ∈ D(T )
implies T (I + T )−1v ∈ D(T ). If on the other hand T (I + T )−1v ∈ D(T ), then the identity
T (I + T )−1v = v − (I + T )−1v
implies v ∈ D(T ) and hence v ∈ D(T ) if and only if T (I+T )−1v ∈ D(T ). By induction, we find that
v ∈ D(Tm) if and only if T n(I + T )−nv ∈ D(Tm). We thus conclude that (I + T )−nΛβv ∈ D(T
2n)
which in turn implies Λβv ∈ D(T
n)) = D((I + T )n). Thus, T βv = (I + T )nΛβv is defined, such
that in turn v ∈ D
(
T β
)
for any v ∈ D(Tα+β). We conclude that
D
(
TαT β
)
= D
(
Tα+β
)
∩ D
(
T β
)
= D
(
Tα+β
)
and in turn TαT β = Tα+β .

Proposition 4.5 (Scaling Property). Let T ∈ Sect(ω) and let Λ = [δ1, δ2] ⊂ (0, π/ω) be a compact
interval. Then the family (Tα)α∈Λ is uniformly sectorial of angle δ2ω. In particular, for every
α ∈ (0, π/ωT ), the operator T
α is sectorial with angle ωTα = αωT .
Proof. The second statement obviously follows from the first by choosing λ = [α,α]. Because of
(iii) in Lemma 4.2, we know that σS(T
α) = (σS(T ))
α ⊂ Σαω ⊂ Σδ2ω for α ∈ Λ. What remains to
show are the uniform estimates (3.1) for the S-resolvents.
We choose ϕ ∈ (δ2ω, π). In order to show that ‖S
−1
L (s, T
α)s‖ is uniformly bounded for s /∈ Σϕ
and α ∈ Λ, we define for α ∈ Λ and s /∈ Σϕ the function
Ψs,α(p) =S
−1
L (s, p
α) s+ S−1L
(
−|s|
1
α , p
)
|s|
1
α
=Qs (p
α)−1
(
|s|
1
α + p
)−1 (
p(s− pα)s + pα(s− pα)|s|
1
α
)
.
(4.4)
This function belongs to SH∞L,0[Σω]: as s /∈ Σϕ, it is left slice hyperholomorphic on Σθ0 with
θ0 := min{α
−1ϕ, π} > ω. The first line in (4.4) implies that Ψs,α has polynomial limit 0 at infinity
because S−1L (s, p
α) and S−1L
(
|s|1/α, p
)
have polynomial limit 0 at infinity and the second line in
(4.4) implies that Ψs,α has polynomial limit 0 at 0 because Qs(p
α)−1 and
(
|s|1/α − p
)−1
are bounded
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for p sufficiently close to 0. Since the function S−1L
(
|s|1/α, p
)
=
(
|s|1/α − p
)−1
belongs to EL[Σω],
we find that also S−1L (s, p
α)s = Ψs,α(p) + S
−1
L (|s|
1/α, T )|s|1/α belongs to EL[Σω] and that
S−1L (s, T
α)s = S−1L
(
|s|
1
α , T
)
|s|
1
α +Ψs,α(T ).
The function Ψs,α satisfies the scaling property Ψtαs,α(tp) = Ψs,α(p) such that Ψ s
|s|
,α
(
|s|−
1
α , p
)
=
Ψs,α(p). If we choose θ ∈ (ω,min{π, δ
−1
2 ϕ}) and I = Is, we therefore find that
‖S−1L (s, T
α)s‖ ≤Cθ′,T +
∥∥∥Ψs/|s|,α (|s|− 1αT)∥∥∥
≤Cθ′,T +
1
2π
∥∥∥∥∥
∫
∂(Σθ∩CI)
S−1L (p, T ) dpI Ψs/|s|,α
(
|s|−
1
α p
)∥∥∥∥∥
≤Cθ′,T +
Cθ′,T
2π
∫
∂(Σθ∩CI )
|p|−1d|p|
∣∣Ψs/|s|,α (p)∣∣ ,
where Cθ′,T is the respective constant in (3.1) for some θ
′ ∈ (ω, θ), which is independent of s and
α ∈ Λ. Hence, if we are able to show that
sup
{∫
∂(Σθ∩CIs )
|p|−1d|p| |Ψs,α (p)| : |s| = 1, s /∈ Σϕ, α ∈ Λ
}
<∞, (4.5)
then we are done. Since we integrate along a path in the complex plane CIs , we find that p and s
commute and Ψs,α (p) simplifies to Ψs,α (p) = (s− p
α)−1
(
p+ |s|1/α
)−1 (
ps+ |s|1/αpα
)
. As |s| = 1,
we can therefore estimate
|Ψs,α (p)| ≤
|p|1−ε
|s− pα|
|p|ε
|1 + p|
+
|p|α−ε
|s− pα|
|p|ε
|1 + p|
≤ K
|p|ε
|1 + p|
with ε ∈ (0, δ1), because |p|
1−ε/ |s− pα| and |p|α−ε/ |s− pα| are uniformly bounded by some con-
stant K > 0 for our parameters s, α and p. Thus we have an estimate for the integrand in (4.5) that
is independent of the parameters such that (4.5) is actually true.
With analogous arguments using the right slice hyperholomorphic version of the S-functional
calculus for sectorial operators, we can show that also ‖sS−1R (s, T
α)‖ is uniformly bounded for
s /∈ Σϕ and α ∈ Λ. Since ϕ ∈ (δ2ω, π) was arbitrary, the proof is finished.

As immediate consequences of Proposition 4.5 and the composition rule Theorem 3.33, we obtain
the following two results.
Proposition 4.6. Let T ∈ Sect(ω) for some ω ∈ (0, π) and let α ∈ (0, π/ω) and ϕ ∈ (ω, π/α). If
f ∈ SH∞L,0(Σαϕ) (or f ∈ ML[Σαω]Tα), then the function p 7→ f (p
α) belongs to SH∞L,0(Σϕ) (resp.
ML[Σω]T ) and
f (Tα) = (f (pα)) (T ).
Corollary 4.7 (Second Law of Exponents). Let T ∈ Sect(ω) with ω ∈ (0, π) and let α ∈ (0, π/ω).
For all β > 0, we have
(Tα)β = Tαβ .
Corollary 4.8. Let T ∈ Sect(ω) and γ > 0. For any v ∈ D(T γ), the mapping Λv : α 7→ T
αv defined
on (0, γ) is analytic in α. Moreover, the power series expansion of Λv at any point α0 ∈ (0, γ)
converges on (−r + α0, α0 + r) with r = min{γ − α0, α0}.
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Proof. Let n > γ and set A := T γ/n. Because of Corollary 4.7, we have Tα = Aαn/γ . If v ∈ D(T γ),
then v ∈ D(An) and the mapping Υ(β) := Aβv is analytic on (0, n) by Proposition 4.3. The
radius of convergence of its power series expansion at β0 ∈ (0, n) is greater than or equal to
r′ = min{β0, n − β0}. Hence, Λv(α) = Υ(nα/γ) is also an analytic function and the radius of
convergence of its power series expansion at any point α0 ∈ (0, γ) is greater than or equal to
min{α0, γ − α0}, which is exactly what we wanted to show.

We conclude this section with the generalization of the famous Balakrishnan representation of
fractional powers and some of its consequences. This formula was introduced in [10] as one of the
first approaches to define fractional powers of sectorial operators.
Theorem 4.9 (Balakrishnan Representation). Let T ∈ Sect(ω). For 0 < α < 1, we have
Tαv =
sin(απ)
π
∫ +∞
0
tα−1(t+ T )−1Tv dt, ∀v ∈ D(T ). (4.6)
More general, for 0 < α < n ≤ m, we have
Tαv =
Γ(m)
Γ(α)Γ(m − α)
∫ +∞
0
tα−1[T (t+ T )−1]mv dt, ∀v ∈ D(T n). (4.7)
Proof. We first show (4.6) and hence assume that α ∈ (0, 1). For v ∈ D(T ), we have because of (ii)
in Lemma 3.31 and with arbitrary ϕ ∈ (ω, π) and ε > 0 that
Tαv =
(
pα(p+ ε)−1
)
(T )(T + εI)v
=
(
pα(p+ ε)−1
)
(T )Tv + ε
(
pα(p+ ε)−1(1 + p)−1
)
(T )(I + T )v
=
1
2π
∫
∂(Σϕ∩CI)
sα−1s(s+ ε)−1 dsI S
−1
R (s, T )Tv
+
1
2π
∫
∂(Σϕ∩CI)
sαε(s + ε)−1(1 + s)−1 dsI S
−1
R (s, T )(I + T )v.
Now observe that there exists a positive constant K < +∞ such that∣∣ε(s+ ε)−1∣∣ ≤ K
|s|
∀ε > 0, s ∈ ∂(Σϕ ∩ CI).
Together with the estimate (3.1), this implies that the integrand in the second integral is bounded
for all ε > 0 by the functions s 7→ KCϕ,T |s|
α−1(|1 + s|)−1‖(I + T )v‖, which is integrable along
∂(Σϕ∩CI) because of the assumption α ∈ (0, 1). Hence, we can apply Lebesgue’s theorem in order
to exchange the integral with the limit and find that the second integral vanishes as ε tends to 0.
In the first integral on the other hand, we find that
S−1R (s, T )Tv =(sI − T )Qs(T )
−1Tv = sTQs(T )
−1v − T 2Qs(T )
−1v
=sTQs(T )
−1 −Qs(T )Qs(T )
−1v +
(
−2s0T + |s|
−1I
)
Qs(T )
−1v
=− v + sTQs(T )
−1v − sTQs(T )
−1v + s(sI − T )Qs(T )
−1v
=− v + sS−1R (s, T )v.
(4.8)
Hence, the function s 7→ S−1R (s, T )Tv for s ∈ ∂(Σϕ ∩ CI) is bounded at 0 because of (3.1). Since
it decays as |s|−1 as s → ∞ and since the function s 7→ s(s + ε)−1 is uniformly bounded in ε on
∂(Σϕ ∩CI), we can apply Lebesgue’s theorem also in the first integral in order to take the limit as
ε→ 0 and obtain
Tαv =
1
2π
∫
∂(Σϕ∩CI)
sα−1 dsI S
−1
R (s, T )Tv.
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Choosing the standard parametrisation of the path of integration, we thus find
Tαv =
1
2π
∫ 0
−∞
(
−teIϕ
)α−1
eIϕIS−1R
(
teIϕ, T
)
Tv dt
+
1
2π
∫ +∞
0
(
te−Iϕ
)α−1
e−Iϕ(−I)S−1R
(
te−Iϕ, T
)
Tv dt.
Once more (3.1) and the fact that S−1R (s, T )Tv is bounded at 0 allow us to apply Lebesgue’s theorem
in order to take the limit as ϕ tends to π. We finally find after a change of variables in the first
integral that
Tαv =
1
2π
∫ +∞
0
tα−1
(
− eIπα
)
(−I)S−1R
(
−teIπ, T
)
Tv dt
+
1
2π
∫ +∞
0
tα−1e−Iπα(−I)S−1R
(
te−Iπ, T
)
Tv dt
=−
sin(απ)
π
∫ +∞
0
tα−1S−1R (−t, T )Tv dt,
which equals (4.6) as S−1R (−t, T ) = (−tI − T )
−1 = −(tI + T )−1 for t ∈ R.
Let us now prove (4.7) and let us for now assume that n−1 < α < n and n = m. For v ∈ D(T n),
we then have
Tαv = Tα−(n−1)T n−1v =
sin((α− n+ 1)π)
π
∫ +∞
0
tα−n(tI + T )−1T nv dt.
Integrating n− 1 times by parts, we find
Tαv =
(n− 1)! sin((α− n+ 1)π)
π(α− n+ 1) · · · (α− 1)
∫ +∞
0
tα−1(tI + T )−nT nv dt
=
Γ(n)
Γ(α)Γ(n − α)
∫ +∞
0
tα−1(tI + T )−nT nv dt, (4.9)
where the second identity follows from the identities sin(zπ)/π = 1/(Γ(z)Γ(1 − z)) and zΓ(z) =
Γ(z + 1) for the gamma function. Hence (4.7) holds true if n− 1 < α < n = m.
Now observe that, because of (3.1) and because (tI + T )−nT n =
(
(tI + T )−1T
)
v is bounded
near 0 due to (4.8), the integral (4.9) defines a real analytic function in α on the entire interval
(0, n). From Proposition 4.3 and the identity principle for real analytic functions, we conclude that
(4.7) holds also if 0 < α < n = m.
Finally, let us show by induction on m that (4.7) holds true for any m ≥ n. For m = n we have
just shown this identity, so let us assume that it holds true for some m ≥ n. We introduce the
notation
cm :=
Γ(m)
Γ(m− α)Γ(α)
and Im :=
∫ +∞
0
tα−1
[
T (tI + T )−1
]m
v dt
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so that Tαv = cmIm. We want to show that T
αv = cm+1Im+1. By integration by parts, we deduce
Im =
(
tα
α
[
T (tI + T )−1
]m
v
)∣∣∣∣+∞
0
+
m
α
∫ +∞
0
tα
[
T (tI + T )−1
]m
(tI + T )−1v dt
=
m
α
∫ +∞
0
tα
[
T (tI + T )−1
]m
(tI + T )−1v dt
=
m
α
∫ +∞
0
tα−1
([
T (tI + T )−1
]m
v −
[
T (tI + T )−1
]m+1
v
)
dt
=
m
α
(Im − Im+1).
Hence Im =
m
m−αIm+1 and so
Tαv = cmIm = cm
m
m− α
Im+1 = cm+1Im+1.
The induction is complete.

4.2. Fractional powers with negative real part. If α < 0 the fractional power pα has polyno-
mial limit infinity at 0 in any sector Σϕ with ϕ > π. Because of Lemma 3.30 it does therefore not
belong toML[Σω]T if T is not injective. If on the other hand T is injective, then it is regularisable
by some power of p (1 + p)−2 such that pα ∈ML[Σω]T . We can thus define T
α for injective sectorial
operators via the H∞-functional calculus.
Definition 4.10. Let T ∈ Sect(ω) be injective. For α ∈ R we call the operator Tα := (pα)(T ) the
fractional power with exponent α of T
The properties of the fractional powers of T in this case are again analogue to the complex case,
cf. [34]. We state the most important properties for the sake of completeness, but we omit the proofs
since they are either immediate consequences of the preceding results or can be shown with exactly
the same arguments as in the complex case without makeing use of any quaternionic techniques.
For the special case that the operator is not only injective, but does even have a bounded inverse,
properties of the fractional powers Tα with negative real part were already studied in [16].
Proposition 4.11. Let T ∈ Sect(ω) be injective and let α, β ∈ R.
(i) The operator Tα is injective and (Tα)−1 = T−α =
(
T−1
)α
.
(ii) We have TαT β ⊂ Tα+β with D
(
TαT β
)
= D
(
T β
)
∩ D
(
Tα+β
)
.
(iii) If D(T ) = V = ran (T ), then Tα+β = TαT β.
(iv) If 0 < α < 1, then
T−αv =
sin(απ)
π
∫ +∞
0
t−α(tI + T )−1v dt ∀v ∈ ran (A).
(v) If α ∈ R with |α| < π/ω, then Tα ∈ Sect(|α|ω) and for all β ∈ R
(Tα)β =
(
Tαβ
)
.
(vi) If 0 < α1, α2, then D(T
α2) ∩ ran (Tα1) ⊂ D(Tα) for each α ∈ (−α1, α2), the mapping
α 7→ Tαv is analytic on (−α1, α2) for any v ∈ D(T
−α2) ∩ ran (Tα1).
49
Proposition 4.12 (Komatsu Representation). Let T ∈ Sect(ω) be injective. For v ∈ D(A)∩ran (A)
and α ∈ (−1, 1), one has
Tαv =
sin(απ)
π
[
1
α
v −
1
1 + α
T−1v
+
∫ 1
0
tα+1(tI + T )−1T−1v dt+
∫ +∞
1
tα−1(tI + T )−1Tv dt
]
=
sin(απ)
π
[
1
α
v +
∫ 1
0
t−α(I + tT )−1Tv dt−
∫ 1
0
tα
(
I + tT−1
)−1
T−1v dt
]
.
5. Spectral theory of the nabla operator
Our goal in this section is to define fractional powers of the gradient operator using the quater-
nionic theory introduced above. The gradient of a function v : R3 → R is the vector-valued function
∇v(x) =
∂x1v(x)∂x2v(x)
∂x3v(x)
 , x =
x1x2
x3
 .
If we identify R with the set of real quaternions and R3 with the set of purely imaginary quaternions,
this corresponds to the quaternionic nabla operator
∇ = ∂x1e1 + ∂x2e2 + ∂x3e3.
In the following we shall often denote the standard basis of the quaternions by I := e1, J := e2
and K := e3 = IJ = −JI. This suggests a relation with the complex theory, which we shall use
intensively. With this notation, we have
∇ = ∂x1I+ ∂x2J+ ∂x3K.
We study the properties of a quaternionic nabla operator on the space L2(R3,H) of all square-
integrable quaternion-valued functions on R3, which is a quaternionic right Hilbert space when
endowed with the scalar product
〈w, v〉 =
∫
R3
w(x) v(x) dx.
Let v ∈ L2(R3,H) and write v(x) = v1(x) + v2(x)J with two CI-valued functions v1 and v2. As
|v(x)|2 = |v1(x)|
2 + |v2(x)|
2, we have
‖v‖2L2(R3,H) = ‖v1‖
2
L2(R3,CI)
+ ‖v2‖
2
L2(R,3,CI)
, (5.1)
where L2(R3,H) denotes the complex Hilbert space over CI of all square-integrable CI-valued
functions on R3. Hence, v ∈ L2(R3,H) if and only if v1, v2 ∈ L
2(H,CI).
Theorem 5.1. The S-spectrum of ∇ as an operator on L2(R3,H) is
σS(∇) = R.
Proof. Let us consider L2(R3,H) as a Hilbert space over CI by restricting the right scalar multipli-
cation to CI and setting 〈w, v〉I := {〈w, v〉L2(R3,H)}I, where {·}I denotes the CI-part of quaternion,
i.e. if a = a1 + a2J = a1 + Ja2 with a1, a2 ∈ CI, then {a}I := a1. If we write v,w ∈ L
2(R3,H) as
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v = v1 + Jv2 and w = w1 + Jw2 with v1, v2, w1, w2 ∈ L
2(R3,CI), then
〈w, v〉L2(R3,H) :=
∫
R3
(w1(x) + Jw2(x))(v1(x) + Jv2(x)) dx
=
∫
R3
w1(x)v1(x) dx+
∫
R3
w2(x)(−J)v1(x) dx
+
∫
R3
w1(x)Jv2(x) dx+
∫
R3
w2(x)(−J
2)v2(x) dx
=
∫
R3
w1(x)v1(x) dx+
∫
R3
w2(x)v2(x) dx
+ J
(
−
∫
R3
w2(x)v1(x) dx+
∫
R3
w1(x)v2(x) dx
)
.
Therefore we have
〈w, v〉I := 〈w1, v1〉L2(R3,CI) + 〈w2, v2〉L2(R3,CI)
and hence L2(R3,H) considered as a CI-complex Hilbert space with the scalar product 〈·, ·〉I equals
L2(R3,CI)⊕ L
2(R3,CI). Moreover, because of (5.1), the quaternionic scalar product 〈·, ·〉 and the
CI-complex scalar product 〈·, ·〉I induce the same norm on L
2(R3,H). Applying the nabla operator
to v = v1 + Jv2 we find
∇v(x) =(I∂x1 + J∂x2 +K∂x,3)(v1(x) + Jv2(x))
=I∂x1v1(x) + J∂x2v1(x) +K∂x3v1(x) + I∂x1Jv2(x) + J∂x2Jv2(x) +K∂x3Jv2(x)
=I∂x1v1(x)− ∂x2v2(x)− I∂x3v2(x) + J (−I∂x1v2(x) + ∂x2v1(x)− I∂x3v1(x)) .
Writing this in terms of the components L2(R3,H) ∼= L2(R3,CI)⊕ L
2(R3,CI), we find
∇
(
v1(x)
v2(x)
)
=
(
I∂x1v1(x)− ∂x2v2(x)− I∂x3v2(x)
−I∂x1v2(x) + ∂x2v1(x)− I∂x3v1(x)
)
.
If we apply the Fourier transform on L2(R3,CI) componentwise, this turns into
∇̂
(
v̂1(x)
v̂2(x)
)
=
(
−ξ1 −Iξ2 + ξ3
Iξ2 + ξ3 ξ1
)(
v̂1(ξ)
v̂2(ξ)
)
.
Hence, in the Fourier space, the Nabla operator corresponds to the multiplication operator MG :
v̂ 7→ Gv̂ on V̂ := L2(R3,CI)⊕ L
2(R3,CI) that is generated by the matrix valued function
G(ξ) :=
(
−ξ1 −Iξ2 + ξ3
Iξ2 + ξ3 ξ1
)
. (5.2)
For s ∈ CI, we find
sI
V̂
−G(ξ) =
(
s+ ξ1 Iξ2 − ξ3
−Iξ2 − ξ3 s− ξ1
)
.
For s ∈ CI, the inverse of sIV̂ −MG is hence given by multiplication operatorM(sI−G)−1 determined
the matrix-valued function
(sIV̂ −G(ξ))
−1 =
1
s2 − ξ21 − ξ
2
2 − ξ
2
3
(
s− ξ1 −Iξ2 + ξ3
Iξ2 + ξ3 s+ ξ1
)
.
This operator is bounded if and only if the function ξ 7→ (sI − G(ξ))−1 is bounded on R3, i.e. if
and only s /∈ R. Hence, σ(MG) = R.
The componentwise Fourier transform Ψ is a unitary CI-linear operator from L
2(R3,H) ∼=
L2(R3,CI) ⊕ L
2(R2,CI) to V̂ under which ∇ corresponds to MG, that is ∇ = Ψ
−1MGΨ. The
spectrum σCI(∇) of ∇ considered as a CI-linear operator on L
2(R3,H) therefore equals σCI(∇) =
σ(MG) = R. By [28, Theorem 3.2], we however have σCI(∇) = σS(∇) ∩ CI and so σS(∇) = R.
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The above result shows that the gradient does not belong to the class of sectorial operators
as (−∞, 0) 6⊂ ρS(T ) so that the theory developed in Section 4 is not directly applicable. Even
worse, we cannot find any other slice hyperholomorphic functional calculus that allows us to define
fractional powers ∇α of ∇ because the scalar function sα is not slice hyperholomorphic on (−∞, 0]
and hence not slice hyperholomorphic on σS(∇).
In the following we shall nevertheless introduce a method that allows us to deduce the fractional
heat equation based on quaternionic techniques and the considerations made above. We shall
however need to introduce the SC-functional calculus, the version of the S-functional calculus for
operators with commuting components introduced in [20].
We consider a two-sided quaternionic Banach space V . By [39], this space is of the form V =
VR ⊗ H, i.e. any v ∈ V is of the form v = v0 +
∑3
ℓ=1 vℓeℓ, where the components vℓ are elements
of the real Banach space VR := {v ∈ V : av = va ∀a ∈ H}. An operator A on the space VR can
then be extended to a quaternionic right linear operator on V by componentwise application, i.e.
Av = Av0 +
∑3
ℓ=1Avℓeℓ. As an operator on V , the operator A commutes with any quaternionic
scalar.
Let now T ∈ B(V ). We can then write T = T0 +
∑3
ℓ=0 Tℓeℓ with components Tℓ ∈ B(VR),
ℓ = 0, . . . , 3. Operators on VR are therefore also called scalar operators as the do not contain any
imaginary units. Let us now set T := T0 −
∑3
ℓ=1 Tℓeℓ. If the components Tℓ commute mutually,
then T + T = 2T0 and TT = TT =
∑3
ℓ=0 T
2
ℓ are scalar operators and
(sI − T )
(
s2I − 2sT0 + TT
)
=|s|2sI − Ts2 − 2|s|2T0 + 2TT0s+ sTT − T
2T
=|s|2sI − Ts2 − |s|2T − |s|2T + T 2s+ TTs+ sTT − T 2T
=|s|2
(
sI − T
)
− 2s0T
(
sI − T
)
+ T 2
(
sI − T
)
=
(
T 2 − 2s0T + |s|
2I
) (
sI − T
)
,
(5.3)
where we used the identities 2s0 = s + s and |s|
2 = ss. Recalling Qs(T ) = T
2 − 2s0T + |s|
2I and
setting
Qc,s(T ) = s
2I − 2sT0 + TT ,
this reads as
(s− T )Qc,s(T ) = Qs(T )
(
sI − T
)
.
If Qs(T ) and Qc,s(T ) are both invertible, we therefore have
S−1L (s, T ) = Qs(T )
−1(sI − T ) =
(
sI − T
)
Qc,s(T )
−1. (5.4)
Similarly, one also shows
S−1R (s, T ) = Qc,s(T )
−1(sI − T ).
Indeed, for a bounded operator T with commuting components, one can show that Qs(T ) has a
bounded inverse if and only if Qc,s(T ) has one [20, Proposition 4.6] . Hence, one has
ρS(T ) =
{
s ∈ H : Qc,s(T )
−1 =
(
s2I − 2sT0 + TT
)−1
∈ B(V )
}
.
As the next theorem shows, this also true for an unbounded operator with commuting components.
Theorem 5.2. Let T = T0 +
∑3
ℓ=1 Tℓeℓ ∈ K(V ) with Tℓ ∈ K(VR) such that the components
Tℓ, ℓ = 0, . . . , 3 commute mutually, i.e. TℓTκv = TκTℓv for all v ∈ D(T
2) =
⋂
r,s=0,...,3D(TrTs) and
all ℓ, κ ∈ {0, . . . , 3}. If we set Qc,s(T ) = s
2I − 2sT0 + TT and e0 = 1, then
ρS(T ) =
{
s ∈ H : Qc,s(T )
−1 ∈ B(V )
}
(5.5)
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and
S−1L (s, T ) = (sI − T )Qc,s(T ) and S
−1
R (s, T ) = Qc,s(T )
−1s−
3∑
ℓ=1
TℓQc,s(T )
−1eℓ. (5.6)
Proof. McIntosh showed in [38, Theorem 3.3] that an operator A = A0 +
∑3
ℓ=1Aℓeℓ ∈ B(V )
with commuting components is invertible if and only if AA = AA =
∑3
ℓ=0A
2
ℓ is invertible. This
holds true also for an unbounded operator with commuting components: if AA is invertible, then
(AA)−1 =
(∑3
ℓ=0A
2
ℓ
)−1
commutes with each of the components Aℓ and it also commutes with
the imaginary units eℓ because it is a scalar operator. Hence, it commutes with A and so A
−1 =
A(AA)−1 as (
A(AA)−1
)
Av = AA(AA)−1v ∀v ∈ D(A)
and
A
(
A(AA)−1
)
v = (AA)(AA)−1v = v ∀v ∈ V.
Consequently, the invertibility of AA implies the invertibility of A.
If on the other hand A is invertible and A−1 = B0 +
∑3
κ=1Bκeκ ∈ B(V ), then
I|D(A) =A
−1A =
(
B0 +
3∑
κ=1
Bκeκ
)(
A0 +
3∑
ℓ=1
Aℓeℓ
)
=B0A0 −
3∑
ℓ=1
BℓAℓ + (B2A3 −B3A2)e1
+ (B3A1 −B1A3)e2 + (B1A2 −B2A1)e3,
from which we conclude that
I|D(A) = B0A0 −
3∑
ℓ=1
BℓAℓ and BℓAκ −BκAℓ = 0 1 ≤ ℓ < κ ≤ 3.
Therefore
BA =
(
B0 −
3∑
ℓ=1
Bℓeℓ
)(
A0 −
3∑
ℓ=1
Aℓeℓ
)
=B0A0 −
3∑
ℓ=1
BℓAℓ + (B2A3 −B3A2)e1
+ (B3A1 −B1A3)e2 + (B1A2 −B2A1)e3 = I|D(A).
Similarly, we see that AB = I also implies AB = I. Hence, the invertibility of A implies the
invertibility of A and A
−1
= A−1. Thus, if A is invertible, we have (AA)−1 = A
−1
A−1 ∈ B(V ).
Altogether, we find that A is invertible if and only if AA = AA is invertible.
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Let us now turn our attention back to the operator T ∈ K(V ) with commuting components.
Since T and T commute, we have Qs(T ) = Qs(T ) and Qc,s(T ) = Qc,s(T ) and so
Qc,s(T )Qc,s(T ) =(s
2I − 2sT0 + TT )(s
2I − 2sT0 + TT )
=|s|4I − 2s|s|2T0 + s
2TT
− 2|s|2T0s+ 4|s|
2T 20 − 2sT0TT
+ s2TT − 2sT0TT + (TT )
2
=|s|4I − 2s0|s|
2T − 2s0|s|
2T + 2Re(s2)TT
+ 4|s|2T 20 − 2s0T
2T − 2s0TT
2
+ T 2T
2
,
where we used in the last identity that 2s0 = s+ s, that |s|
2 = ss, and that 2T0 = T + T . As
2Re(s2)TT = 2s20TT − 2s
2
1TT
and
4|s|2T 20 = |s|
2(T + T )2 = |s|2T 2 + 2s20TT + s
2
1TT + |s|
2T
2
we further find
Qc,s(T )Qc,s(T ) =|s|
2(|s|2I − 2s0T + T
2)
− 2s0T (|s|
2I − 2s0T + T
2)
+ T
2
(|s|2I − 2s0T + T
2) = Qs(T )Qs(T ).
By the above arguments, we hence have
Qc,s(T )
−1 ∈ B(V )⇐⇒
(
Qc,s(T )Qc,s(T )
)−1
∈ B(V )
⇐⇒
(
Qs(T )Qs(T )
)−1
∈ B(V )⇐⇒ Qs(T )
−1 ∈ B(V )
and hence (5.5) holds true.
Computations as in (5.3) show that
S−1L (s, T )v = (sI − T )Qc,s(T )
−1v and S−1R (s, T )v = Qc,s(T )
−1(sI − T )v
for v ∈ D(T ). These operators can be extended to continuous operators on the entire space V by
writing them as in (5.6), cf. Remark 2.32. This yields the identity in (5.6).

Let us now turn back to the nabla operator on the quaternionic right Hilbert space L2(R3,H). If
I ∈ S is an arbitrary imaginary unit and J ∈ S with J ⊥ I, then any v ∈ L2(R3,H) can be written
as v = v1 + v2J with components v1, v2 in L
2(R3,CI), i.e. L
2(R3,H) = L2(R3,CI)⊕L
2(R3,CI)J .
Contrary to the decomposition v = v1 + Jv1, which we used in the proof of Theorem 5.1 with
I = I and J = J, this decomposition is not compatible with the CI-right vector space structure of
L2(R3,H) as va = v1a+v2aJ for any a ∈ CI . Howeover, this identification has a different advantage:
any closed CI-linear operator A : D(A) ⊂ L
2(R3,CI) → L
2(R3,CI) extends to a closed H-linear
operator on L2(R3,H) with domain D(A) ⊕ D(A)J , namely to A(v1 + v2J) := A(v1) + A(v2)J .
Moreover, if A is bounded, then its extension to L2(R3,H) has the same norm as A. We shall
denote an operator on L2(R3,CI) and its extension to L
2(R3,H) = L2(R3,CI) ⊕ L
2(R3,CI)J via
componentwise application by the same symbol. This will not cause any confusion as it will be
clear from the context to which we refer.
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Theorem 5.3. Let ∆ be the Laplace operator on L2(H,CI) and let Rz(−∆) be the resolvent of −∆
at z ∈ CI . We have
σS(∇)
2 =
{
s2 ∈ H : s ∈ σS(T )
}
= σ(−∆) (5.7)
and
Qc,s(∇)
−1 = Rs2(−∆) ∀s ∈ CI \ R. (5.8)
Proof. Since the components of ∇ commute and eκeℓ = −eℓeκ for 1 ≤ κ, ℓ ≤ 3 with κ 6= ℓ, we have
∇2 =
3∑
ℓ,κ=1
∂xℓ∂xκeℓeκ =
3∑
ℓ=1
−∂2xℓ +
∑
1≤ℓ<κ≤3
(∂xℓ∂xκ − ∂xκ∂xℓ) eℓeκ =
3∑
ℓ=1
−∂2xℓ = −∆.
As ∇0 = 0, we have ∇ = −∇ and in turn
Qc,s(∇) = s
2I − 2s∇0 +∇∇ = s
2I −∇2 = s2I − (−∆)
Hence, Qc,s(∇) is invertible if and only if s
2I − (−∆) is invertible. In this case
Qc,s(∇) = (s
2I − (−∆))−1 = Rs2(−∆).

As one can easily verify, the nabla operator is selfadjoint on L2(R3,H). From the spectral theorem
for quaternionic linear operators in [4], we hence deduce the existence of a unique spectral measure
E on σS(∇) = R, the values of which are orthogonal quaternionic linear projections on L
2(R3,H),
such that
∇ =
∫
R
s dE(s).
Via the measurable functional calculus for intrinsic slice functions, it is now possible to define
fα(s) = s
αχ[0,+∞)(s) of T as
fα(∇) =
∫
R
sαχ[0,+∞)(s) dE(s),
where χ[0,+∞) denotes the characteristic function of the set [0,+∞). This corresponds to defining
∇α at least on the subspace associated with the spectral values [0,+∞), on which sα is defined.
(Observe that even with the measurable functional calculus the operator ∇α cannot be defined, as
sα is not defined on (−∞, 0).)
We shall now give an integral representation for this operator via an approach similar to the
one of the slice hyperholomorphic H∞-functional calculus. Surprisingly, this yields a possibility
to obtain the fractional heat equation via quaternionic operator techniques applied to the nabla
operator.
For α ∈ (0, 1), we define
fα(∇)v :=
1
2π
∫
−IR
S−1L (s,∇) dsI s
α−1∇v ∀v ∈ D(∇). (5.9)
Intuitively, this corresponds to Balakrishnan’s formula for ∇α, where only spectral values on the
positive real axis are taken into account, i.e. points where sα is actually defined, because the path
of integration surrounds only the positive real axis.
Theorem 5.4. The integral (5.9) converges for any v ∈ D(∇) and hence defines a quaternionic
linear operator on L2(R3,H).
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Proof. If we write the integral (5.9) explicitly, we have
fα(∇)v =
1
2π
∫ +∞
−∞
S−1L (−It,∇) (−I)
2 (−It)α−1∇v
=−
1
2π
∫ +∞
0
S−1L (−It,∇)(−It)
α−1∇v dt
−
1
2π
∫ +∞
0
S−1L (It,∇)(It)
α−1∇v dt
=−
1
2π
∫ +∞
0
S−1L (−It,∇)t
α−1e−I
(α−1)π
2 ∇v dt
−
1
2π
∫ +∞
0
S−1L (It,∇)t
α−1eI
(α−1)π
2 ∇v dt,
(5.10)
where fα(∇)v is defined if and only if the last two integrals converge in L
2(R3,H).
Let us consider L2(R3,H) as a Hilbert space over CI as in the proof of Theorem 5.1. If we
write v ∈ L2(R3,H) as v = v1 + Jv2 with v1, v2 ∈ L
2(R,CI) and apply the Fourier-transform
componentwise, we obtain an isometric CI-linear isomorphism Ψ : v 7→ (v̂1, v̂2)
T between L2(R3,H)
and V̂ := L2(R3,CI) ⊕ L
2(R3,CI). For any quaternionic linear operator T on L
2(R3,H), the
composition ΨTΨ−1 is a CI-linear operator on V̂ with D(ΨTΨ
−1) = ΨD(T ).
Applying ∇ to v ∈ D(∇) ⊂ L2(R3,H) corresponds to applying the multiplication operator MG
associated with the matrix-valued function G(ξ) defined in (5.2) to v̂(ξ) = (v̂1(ξ), v̂2(ξ))
T . Hence,
∇ = Ψ−1MGΨ and
ΨD(∇) = D(MG) =
{
v̂ ∈ V̂ : G(ξ)v̂(ξ) ∈ V̂
}
=
{
v̂ ∈ V̂ : |ξ|v̂(ξ) ∈ V̂
}
. (5.11)
That is last identity holds, as for v̂(ξ) = (v̂1(ξ), v̂2(ξ))
T ∈ V̂ straightforward computations show
that
|G(ξ)v̂(ξ)|2 =
∣∣∣∣(−ξ1v̂1(ξ) + (−Iξ2 + ξ3)v̂2(ξ)(Iξ2 + ξ3)v̂1(ξ) + ξ1v̂2(ξ)
)∣∣∣∣2
=(ξ21 + ξ
2
2 + ξ
2
3)(|v̂1(ξ)|
2 + |v̂2(ξ)|
2) = |ξ|2|v̂(ξ)|2.
(5.12)
Because of (5.10), we have
fα(∇)v =−Ψ
1
2π
∫ +∞
0
(
Ψ−1S−1L (−It,∇)t
α−1e−I
(α−1)π
2 ∇Ψ−1
)
Ψv dt
−Ψ
1
2π
∫ +∞
0
(
Ψ−1S−1L (It,∇)t
α−1eI
(α−1)π
2 ∇Ψ−1
)
Ψv dt,
(5.13)
Since Iv = I(v1 + Jv2) = v1I− J(v2I) and Ψ is CI-linear, we find ΨIΨ
−1(v̂1, v̂2)
T = (v̂1I, v̂2(−I))
T ,
i.e. multiplication with I on L2(R3,H) from the left corresponds to the multiplication with the
matrix E := diag(I,−I) on V̂ . As Q−It(∇)
−1 = (∇2 + t2)−1 = (−∆ + t2)−1 is a scalar operator
and hence commutes with any quaternion, we have
S−1L (−It,∇) = Q−It(∇)
−1It−∇Q−It(∇)
−1 = (It−∇)Q−It(∇)
−1,
and in turn
Ψ−1S−1L (−It,∇)t
α−1e−I
(α−1)π
2 ∇Ψ−1
=Ψ−1
(
ItQ−It(∇)
−1 −∇Q−It(∇)
−1
)
tα−1e−I
(α−1)π
2 ∇Ψ−1
=
(
tMEQ−It(MG)
−1 −MGQ−It(MG)
−1
)
tα−1M
exp
(
− (α−1)π
2
E
)MG.
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The operator QIt(MG)
−1 is
QIt(MG)
−1 = (M2G + t
2I)−1 =M(G2+t2I)−1 =M(t2+|ξ|2)−1I
with |ξ|2 = ξ21 + ξ
2
2 + ξ
2
3 and the operator in the first integral of (5.13) equals therefore
Ψ−1S−1L (−It,∇)t
α−1e−I
(α−1)π
2 ∇Ψ−1
=MtE(t2+|ξ|2)−1−G(t2+|ξ|2)−1t
α−1M
exp
(
−
(α−1)π
2
E
)MG.
It is hence the multiplication operator MA1(t,ξ) determined by the matrix-valued function
A1(t, ξ) =
tα−1
t2 + |ξ|2
(tE −G(ξ)) exp
(
−
(α− 1)π
2
E
)
G(ξ)
=
tα−1
t2 + ξ21 + ξ
2
2 + ξ
2
3
×
×
 e−Iαπ2 ξ1(t− Iξ1) + IeIαπ2 (ξ22 + ξ23) (eIαπ2 ξ1 + e−Iαπ2 (ξ1 + It)) (ξ2 + Iξ3)(
Ie−I
απ
2 ξ1 + e
I
απ
2 (−t+ Iξ1)
)
(Iξ2 + ξ3) e
I
απ
2 (−t+ Iξ1)ξ1 − Ie
−Iαπ
2
(
ξ22 + ξ
2
3
)
 .
Similarly the operator in the second integral of (5.13) is
Ψ−1S−1L (It,∇)t
α−1eI
(α−1)π
2 ∇Ψ−1
=M−tE(t2+|ξ|2)−1−G(t2+|ξ|2)−1t
α−1M
exp
(
(α−1)π
2
E
)MG.
It is hence the multiplication operator MA2(t,ξ) determined by the matrix-valued function
A2(t, ξ) =
tα
t2 + |ξ|2
(−tE −G(ξ)) exp
(
(α− 1)π
2
E
)
G(ξ)
=
tα−1
t2 + ξ21 + ξ
2
2 + ξ
2
3
×
×
 eIαπ2 ξ1(t+ Iξ1)− Ie−Iαπ2 (ξ22 + ξ23) −(eIαπ2 (−It+ ξ1) + e−Iαπ2 ξ1) (ξ2 + Iξ3)(
eI
απ
2 ξ1 + e
−Iαπ
2 (−It+ ξ1)
)
(ξ2 − Iξ3) −e
−Iαπ
2 (t+ Iξ1)ξ1 + Ie
I
απ
2
(
ξ22 + ξ
2
3
)
 .
Hence, we have fα(∇)v = Ψ
−1fα(MG)Ψv with
fα(MG)v̂ :=−
1
2π
∫ +∞
0
MA1(t,ξ)v̂ dt−
1
2π
∫ +∞
0
MA2(t,ξ)v̂ dt (5.14)
for v̂ = Ψv ∈ ΨD(∇).
We show now that these integrals converge for any v̂ ∈ ΨD(∇). As Ψ is isometric, this is
equivalent to (5.9) converging for any v ∈ D(∇). Since all norms on a finite-dimensional vector
space are equivalent, there exists a constant C > 0 such that
‖ M‖ ≤ C max
ℓ,κ∈{1,2}
|mℓ,κ| ∀M =
(
m1,1 m1,2
m2,1 m2,2
)
∈ C2×2
I
. (5.15)
The modulus of the (1, 1)-entry of A1(t, ξ) with t ≥ 0 is
tα−1
t2 + ξ21 + ξ
2
2 + ξ
2
3
∣∣∣e−Iαπ2 ξ1(t− Iξ1) + IeIαπ2 (ξ22 + ξ23)∣∣∣
=
tα−1
t2 + ξ21 + ξ
2
2 + ξ
2
3
(
|ξ1t|+ |ξ|
2
)
≤
tα−1
t2 + |ξ|2
(
|ξ|t+ |ξ|2
)
.
57
Similarly, one sees that also the (2, 2)-entry of A1(t, ξ) satisfies this estimate. For the (1, 2)-entry
we have on the other hand
tα−1
t2 + ξ21 + ξ
2
2 + ξ
2
3
∣∣∣(Ie−Iαπ2 ξ1 + eIαπ2 (−t+ Iξ1)) (Iξ2 + ξ3)∣∣∣
≤
tα−1
t2 + ξ21 + ξ
2
2 + ξ
2
3
(2|ξ1||ξ2 + Iξ3|+ t|ξ2 + Iξ3|) ≤
2tα−1
t2 + |ξ|2
(
|ξ|2 + t|ξ|
)
.
Similar computations show that the (2, 1)-entry does also satisfy this estimate and hence we deduce
from (5.15) that
‖A1(t, ξ)‖ ≤ 2C
tα−1
t2 + |ξ|2
(
|ξ|t+ |ξ|2
)
.
Analogous arguments show that this estimate is also satisfied by ‖A2(t, ξ)‖.
For the integrals in (5.14) we hence obtain∫ +∞
0
‖MA1(t,ξ)v̂‖V̂ dt+
∫ +∞
0
‖MA2(t,ξ)v̂‖V̂ dt
≤2
∫ +∞
0
2C
∥∥∥∥ tα−1t2 + |ξ|2 (|ξ|t+ |ξ|2) |v̂(ξ)|
∥∥∥∥
L2(R3)
dt
≤4C
∫ 1
0
tα−1
∥∥∥∥ |ξ|tt2 + |ξ|2 |v̂(ξ)|+ |ξ|2t2 + |ξ|2 |v̂(ξ)|
∥∥∥∥
L2(R3)
dt
+ 4C
∫ +∞
1
tα−2
∥∥∥∥ t2t2 + |ξ|2 |ξv̂(ξ)|+ t|ξ|t2 + |ξ|2 |ξv̂(ξ)|
∥∥∥∥
L2(R3)
dt.
Now observe that
t2
t2 + |ξ|2
≤ 1,
|ξ|2
t2 + |ξ|2
≤ 1,
t|ξ|
t2 + |ξ|2
≤
1
2
< 1.
Because of (5.11), the relation v̂ ∈ ΨD(∇) implies that |v̂(ξ)| and ||ξ|v̂(ξ)| both belong to L2(R3)
and hence we finally find∫ +∞
0
‖MA1(t,ξ)v̂‖V̂ dt+
∫ +∞
0
‖MA2(t,ξ)v̂‖V̂ dt
≤8C‖v(ξ)‖L2(R3)
∫ 1
0
tα−1 dt+ 8C‖ξv̂(ξ)‖L2(R3)
∫ +∞
1
tα−2 dt,
which is finite as α ∈ (0, 1). Hence (5.14) converges for any v̂ ∈ ΨD(∇) and (5.9) converges in turn
for any v ∈ D(∇).

Theorem 5.5. The operator fα(∇) can be extended to a closed operator on L
2(R3,H). For v ∈
D(∇2) = D(−∆), it is moreover given by
fα(∇)v = (−∆)
α
2
−1
[
1
2
(−∆)
1
2 +
1
2
∇
]
∇v. (5.16)
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Proof. Let v ∈ D(∇2) = D(−∆). We have because of (5.4) that
fα(∇)v =
1
2π
∫ +∞
−∞
(−ItI +∇)Qc,−It(∇)
−1(−I)2(−tI)α−1∇v dt
=−
1
2π
∫ +∞
0
(−ItI +∇)Qc,−It(∇)
−1tα−1e−I(α−1)
π
2∇v dt
−
1
2π
∫ +∞
0
(ItI +∇)Qc,It(∇)
−1tα−1eI(α−1)
π
2∇v dt.
(5.17)
Due to (5.8), we have moreover
Qc,It(∇)
−1 = (−t2 +∆)−1 = Qc,−It(∇)
−1
and hence
fα(∇)v =−
1
2π
∫ +∞
0
tαQc,It(∇)
−1I
(
eI(α−1)
π
2 − e−I(α−1)
π
2
)
∇v dt
−
1
2π
∫ +∞
0
∇Qc,It(∇)
−1tα−1
(
eI(α−1)
π
2 + e−I(α−1)
π
2
)
∇v dt
=
sin
(
(α− 1)π2
)
π
∫ +∞
0
tαQc,It(∇)
−1∇v dt
−
cos
(
(α− 1)π2
)
π
∫ +∞
0
∇Qc,It(∇)
−1tα−1∇v dt.
(5.18)
For the first integral, we obtain
sin
(
(α− 1)π2
)
π
∫ +∞
0
tαQc,It(∇)
−1∇v dt
=
sin
(
(α− 1)π2
)
π
∫ +∞
0
tα(−t2 +∆)−1∇v dt
=
sin
(
(α− 1)π2
)
π
∫ +∞
0
τ
α−1
2 (−τ +∆)−1∇v dτ
=
1
2
(−∆)
α−1
2 ∇v.
(5.19)
The last identity follows from the integral representation for the fractional power Aβ with Re(β) ∈
(0, 1) of a complex linear sectorial operator A given in [34, Corollary 3.1.4], namely
Aβv =
sin(πβ)
π
∫ +∞
0
τβ
(
τ +A−1
)−1
v dτ, v ∈ D(A). (5.20)
As −∆ is an injective sectorial operator on L2(R3,CI), also its closed inverse (−∆)
−1 is a sectorial
operator. Its fractional power
(
(−∆)−1)
) 1−α
2 is, because of (5.20), given by the last integral in
(5.19). Since (−∆)
α−1
2 =
(
(−∆)−1
) 1−α
2 , we obtain the last equality.
Observe that the expression 12(−∆)
α−1
2 ∇v is actually meaningful as we chose v ∈ D(∇2). Indeed,
if we consider the operators in the Fourier space V̂ as in the proof of Theorem 5.4, then −∆
corresponds to the multiplication operatorM|ξ|2 generated by the scalar function |ξ|
2. The operator
(−∆)
α−1
2 is then the multiplication operator M|ξ|α−1 generated by the function (|ξ|
2)
α−1
2 = |ξ|α−1.
Hence
D(−∆)−
α−1
2 =
{
v ∈ L2(R3,H) : v̂ ∈ D(M|ξ|α−1)
}
=
{
v ∈ L2(R3,H) : |ξ|α−1v̂(ξ) ∈ V̂
}
.
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If G(ξ) is as in (5.2), then ∇̂v(ξ) = MGv̂(ξ) = G(ξ)v̂(ξ) ∈ V˜ and because of (5.12) we have
|G(ξ)v̂(ξ)| = |ξ| |v̂(ξ)| ∈ L2(R). As α ∈ (0, 1), we therefore find that |ξ|α−1|MGv̂(ξ)| = |ξ|
α|v̂(ξ)|
belongs to L2(R3) and so ∇̂v ∈ D(M|ξ|α−1). This is equivalent to ∇v ∈ D
(
(−∆)
α−1
2
)
.
As v ∈ D(∇2) = D(−∆), we obtain similarly that the second integral in (5.18) equals
−
cos
(
(α− 1)π2
)
π
∫ +∞
0
∇Qc,It(∇)
−1tα−1∇v dt
=
sin
(
(α − 2)π2
)
π
∫ +∞
0
∇(−t2 +∆)−1tα−1∇v dt
=
sin
(
(α − 2)π2
)
2π
∫ +∞
0
(−τ +∆)−1τ
α−2
2 ∇2v dτ
=
1
2
(−∆)
α
2
−1∇2v.
(5.21)
Again this expression is meaningful as we assumed v ∈ D(∇2). This is equivalent to |ξ|2v̂(ξ) ∈ V̂
because ∇̂2v(ξ) = |ξ|2v̂(ξ). Since α ∈ (0, 1) and v̂ ∈ D(M|ξ|2), the function |ξ|
2v̂(ξ) belongs to
the domain of the multiplication operator M|ξ|α−2 because M|ξ|α−2 |ξ|
2v̂(ξ) = |ξ|αv̂(ξ) ∈ V̂ . Since
(−∆)
α
2
−1 corresponds to M|ξ|α−2 on the Fourier space V̂ , we find ∇
2v in D
(
(−∆)
α
2
−1
)
.
Altogether, we find
fα(∇)v = (−∆)
α
2
−1
[
1
2
(−∆)
1
2 +
1
2
∇
]
∇v ∀v ∈ D(∇2). (5.22)
Finally, we show that fα(∇) can be extended to a closed operator. We need to show that for
any sequence vn ∈ D(fα(∇)) = D(∇) that converges to 0 and for which also the sequence fα(∇)vn
converges, we have z := limn→+∞ fα(∇)vn = 0. In order to do this, we write as in (5.18)
fα(∇)v =
sin
(
(α − 1)π2
)
π
∫ +∞
0
tα(t2 +∆)−1∇v dt
−
cos
(
(α− 1)π2
)
π
∫ +∞
0
∇(t2 +∆)−1tα−1∇v dt.
If we choose an arbitrary, but fixed r > 0, then (r +∆)−1 commutes with (t2 + ∆)−1 and ∇ and
we deduce from the above integral representation that
(r +∆)−1fα(∇)v = fα(∇)(r +∆)
−1v ∀v ∈ D(∇).
We show now that the mapping v 7→ fα(∇)(r+∆)
−1v is a bounded linear operator on L2(R3,H).
Since (r +∆)−1 maps L2(R3,H) to D(∆) = D(∇2), the composition ∇2(r +∆)−1 of the bounded
operator (r+∆)−1 and the closed operator ∇2 is bounded itself. As we have seen above, ∇2 and in
turn also the bounded operator ∇2(r+∆)−1 map L2(R3,H) into the domain of the closed operator
(−∆)
α
2
−1. Hence, also their composition (−∆)−
α
2
−1∇2(r + ∆)−1 is therefore bounded. Similarly,
∇(r + ∆)−1 is a bounded operator that maps L2(R3,H) to D(
(
−∆)
α−1
2
)
as we have seen above,
and so the composition (−∆)
α−1
2 ∇(r +∆)−1 is also bounded. Because of (5.22), the operator
fα(∇)(r +∆)
−1 =
1
2
(−∆)
α−1
2 ∇(r +∆)−1 +
1
2
(−∆)
α
2
−1∇2(r +∆)−1
is the linear combination of bounded operators and hence bounded itself.
If a sequence vn ∈ D(fα(∇)) converges to 0 and z = limn→+∞ fα(∇)vn ∈ L
2(R3,H) exists, then
(r +∆)−1z = lim
n→+∞
(r +∆)−1fα(∇)vn = lim
n→+∞
fα(∇)(r +∆)
−1vn = 0.
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But as (r+∆)−1 is the inverse of a closed operator, its kernel is trivial and so z = limn→+∞ fα(∇)vn =
0 . Hence, fα(∇) can be extended to a closed operator.

Remark 5.6. The identity (5.16) might seem surprising at the first glance, but it is actually rather
intuitive. By the spectral theorem there exist two spectral measures E(−∆) and E∇ on [0,+∞) resp.
R such that −∆ =
∫
[0,+∞) t dE−∆(t) and ∇ =
∫
R
r dE∇(r). As ∇
2 = −∆, the spectral measure
E(−∆) is furthermore the push-forward measure of E∇ under the mapping t 7→ t
2 such that∫
[0,+∞)
f(t) dE(−∆)(t) =
∫
R
f
(
t2
)
dE∇(t)
for any measurable function f . Hence, we have for v ∈ D(∇2) that
fα(∇) =
∫
R
tαχ[0,+∞)(t) dE∇(t)v
=
∫
R
tα−2
1
2
(|t|+ t)t dE∇(t)v
=
∫
R
tα−2 dE∇(t)
1
2
(∫
R
|t| dE∇(t) +
∫
R
t dE∇(t)
)∫
R
t dE∇(t)v
=
∫
[0,+∞)
t
α
2
−1 dE(−∆)(t)
1
2
(∫
[0,+∞)
|t|
1
2 dE(−∆)(t) +
∫
R
t dE∇(t)
)∫
R
t dE∇(t)v
=(−∆)−
α
2
−1
[
1
2
(−∆)
1
2 +
1
2
∇
]
∇v.
The vector part of fα(∇) is because of (5.16) given by
Vec fα(∇)v =
1
2
(−∆)
α−1
2 ∇v.
If we apply the divergence to this equation with sufficiently regular v, we find
div (Vec fα(∇)v) =
1
2
(−∆)
α−1
2 ∆v = −
1
2
(−∆)
α+1
2 .
We can thus reformulate the fractional heat equation (1.8) with α ∈ (1/2, 1) as
∂tv − 2 div (Vec fβ(∇)v) = 0, β = 2α− 1.
5.1. An example with nonconstant coefficients. As pointed out before, the advantage of
the above procedure is that is does not only apply to the gradient to reproduce the fractional
Laplacian. Instead it applies to a large class of vector operators, in particular generalized gradients
with nonconstant coefficients. As a first example, we consider the operator
T := ξ1
∂
∂ξ1
e1 + ξ2
∂
∂ξ2
e2 + ξ3
∂
∂ξ3
e3
on the space L2(R3+,H, dµ) of H-valued functions on R
3
+ = {ξ = (ξ1, ξ2, ξ3)
T ∈ R3 : ξℓ > 0} that are
square integrable with respect to dµ(ξ) = 1ξ1,ξ2,ξ3dλ(ξ), where λ denotes the Lebesgue measure on
R3. In order to determine Qs(T )
−1 we observe that the operator given by the change of variables
J : f 7→ f ◦ ι with ι(x) = (ex1 , ex2 , ex3)T is an isometric isomorphism between L2(R3,H, dλ(x)) and
L2(R3+,H, dµ(ξ)). Moreover, T = J
−1∇J such that
Qs(T ) = (s
2I + TT ) = J−1(s2I +∆)J
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and in turn
Qs(T )
−1 := (s2I − TT )−1 = J−1(s2I +∆)−1J.
We therefore have for sufficiently regular v with calculations analogue to those in (5.17) and (5.18)
that
fα(T )v =
sin((α− 1)π)
π
∫ +∞
0
tα(−t2 + TT )−1T dt
+
cos((α− 1)π)
π
∫ +∞
0
tα−1T (−t2 + TT )−1Tv dt.
Clearly, the vector part of this operator is again given by the first integral such that
Vec fα(T )v =
sin((α − 1)π)
π
∫ +∞
0
tα(−t2 + TT )−1Tv dt
=
sin((α − 1)π)
π
∫ +∞
0
tαJ−1(−t2 +∆)−1JTv dt
=J−1
sin((α− 1)π)
π
∫ +∞
0
tα(−t2 +∆)−1 dt JTv
=
1
2
J−1(−∆)
α−1
2 JTv,
where the last equation follows from computations as in (5.22). Choosing β = 2α+ 1 we thus find
for sufficiently regular v that
Vec fβ(T )v(ξ)
=
1
2
J−1(−∆)αJTv(ξ1, ξ2, ξ3)
=
1
2
J−1(−∆)α
 ex1vξ1(ex1 , ex2 , ex3)ex2vξ2(ex1 , ex2 , ex3)
ex3vξ3(e
x1 , ex2 , ex3)

=
1
2
J−1
1
(2π)3
∫
R3
∫
R3
−|y|2αeiz·ye−x·y
 ex1vξ1(ex1 , ex2 , ex3)ex2vξ2(ex1 , ex2 , ex3)
ex3vξ3(e
x1 , ex2 , ex3)
 dx dy
=
1
2(2π)3
∫
R3
∫
R3
−|y|2αei
∑3
k=1 ξkyke−ix·y
 ex1vξ1(ex1 , ex2 , ex3)ex2vξ2(ex1 , ex2 , ex3)
ex3vξ3(e
x1 , ex2 , ex3)
 dx dy.
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