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CLOSED IDEAL PLANAR CURVES
BEN ANDREWS, JAMES MCCOY, GLEN WHEELER, AND VALENTINA-MIRA WHEELER*
Abstract. In this paper we use a gradient flow to deform closed planar curves to
curves with least variation of geodesic curvature in the L2 sense. Given a smooth
initial curve we show that the solution to the flow exists for all time and, provided
the length of the evolving curve remains bounded, smoothly converges to a multiply-
covered circle. Moreover, we show that curves in any homotopy class with initially
small L3‖ks‖22 enjoy a uniform length bound under the flow, yielding the convergence
result in these cases.
1. Overview
Let us define E[γ] for a smooth closed planar curve γ : S→ R2 by
E[γ] =
1
2
∫
γ
k2s ds .
Here, ks is the first arclength derivative of curvature. We note that applications of
the energy E appear in computer aided design [HT].1 Critical points for E are termed
planar ideal curves. These are the model one-dimensional case of ideal submanifolds,
and their study is a preliminary proof-of-concept step in a larger program. We explain
this broader perspective in Section 2, before moving into the details of the case we
study here in Section 3.
Our primary interest is in the L2-gradient flow for the functional E. In Section 3
we calculate the first variation of E, giving the resultant Euler-Lagrange operator and
gradient flow. Next, Section 4 describes local existence for the flow. This is done
by a standard method. Section 5 concerns the equilibrium set for the flow, proving
that it consists only of multiply-covered circles (we call these ω-circles) and their rigid
images. We move on to the analysis of the global behaviour of the flow in Section
6, which identifies length as the quantity that influences asymptotic behaviour of the
flow. The main result of Section 6 is global existence for arbitrary smooth initial data.
This behaviour is reminiscent of the (unconstrained) elastic flow [DKS], and is in stark
contrast with the curve diffusion flow [W2] and its higher-order relatives [PW].
In Section 7, we study the behaviour of the flow under a condition on the scale-
invariant counterpart of E, namely (here L is used to denote the length of γ)
(L3E)[γ] .
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While the flow exists for all time regardless of the initial energy, convergence is not
straightforward. Since the rigidity result of Section 5 classifies all equilibria as circles,
clearly initial data in the regular homotopy class of a lemniscate can not converge. The
key issue is in obtaining uniform upper and lower bounds for the length of the evolving
family of curves. When length is straightforward to control, such as in the case of
evolving families of curves with free boundary on parallel lines [MWW1]2, convergence
can be obtained by a more standard, direct argument. In Section 7 we prove that
smallness of (L3E)[γ0] allows us to estimate the scale-invariant energy by the square
of the Euler-Lagrange operator in L2. This allows us to first prove monotonicity of
the scale-invariant energy, and eventually obtain uniform upper and lower bounds on
length.
When full convergence of a gradient flow is difficult, adaptation of the classical
 Lojasiewicz-Simon gradient inequality is a powerful strategy. Relying on an obser-
vation due to Chill [C], this was successfully completed in [DPS] for the elastic flow.
Here, we are able to avoid adapting this framework through further careful analysis
of the Euler-Lagrange operator. In particular, we show that if the energy is small, it
must decay exponentially fast. This is then enough to enact a standard argument to
obtain full convergence of the flow. Apart from yielding exponential convergence, this
further improves the resultant convergence statement by removing the need for a family
of reparametrisations (compare with the convergence results in [DPS]). This is reminis-
cent of, for example, Huisken’s original convergence result for the mean curvature flow
[H1]. This argument concludes Section 7.
We summarise the main results, Theorem 6.1 and Theorem 7.10, in the following
statement.
Theorem 1.1. Let γ : S× [0, T )→ R2 be the steepest descent L2-gradient flow for the
functional
E[γ] =
1
2
∫
γ
k2s ds ,
where γ(·, 0) = γ0(·) is smooth and T is maximal, T ∈ (0,∞]. Then:
(a) The maximal time of existence is infinite (T =∞); and
(b) If the length L[γt] is uniformly bounded along the flow, then γ converges ex-
ponentially fast in the C∞-topology to a standard round ω-circle, where ω =
1
2pi
∫
γ0
k0 ds0.
Furthermore, there exists a universal constant ε2 > 0 such that if γ0 : S→ R2 satisfies
(L3E)[γ0] < ε2 ,
then length is uniformly bounded along the flow, and the convergence statement from
(b) above holds.
2. Ideal submanifolds
It is a classical pursuit to find geometric shapes that exhibit desirable properties. Let
us take X : Mn → Rn+m to be a smooth closed immersed submanifold of Euclidean
2See [MWW2] for the published conference paper.
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space. Often, in the case of submanifold theory, desirable properties are determined by
the curvature of the submanifold. For example, minimal submanifolds have vanishing
mean curvature vector, and CMC submanifolds have parallel mean curvature vector.
In the case of hypersurfaces (m = 1), this means that the mean curvature scalar is
constant.
Minimal hypersurfaces have a variational characterisation in terms of the L2-gradient
of the area functional
A[X ] =
∫
Mn
dµ
where dµ is the area measure induced by X . For smooth hypersurfaces with constant
mean curvature, there are several variational approaches. The first and most classical is
to minimise A(X) subject to a constraint on enclosed volume. In terms of gradient flows,
this perspective gives rise to the volume-preserving mean curvature flow (VPMCF), see
[H2].3
Another approach is to build the volume- or area-preservation property into the
definition of the underlying Hilbert space, where the gradient is being taken. From this
perspective, we consider not the L2-gradient of A with constraint but instead the H−1-
gradient of A. This gives rise to the surface diffusion flow (SDF), see [W1]. The set of
smooth equilibria set for both flows consists of CMC hypersurfaces, but the operators
are very different. For (VPMCF), the velocity is
H − 1
A[X ]
∫
Mn
H dµ
whereas for (SDF) the velocity is
∆H .
Both have zero average, which is why both preserve enclosed volume. However one is
non-local and second order, and the other is fourth order.
In this paper we propose a third option. The motivation for this choice is as follows.
For (VPMCF), we have a minimisation problem with a constraint. This results in a
non-local operator. The (SDF) gives a local operator, but the variational problem is
not in L2; rather, it is in H−1. Our proposal is to consider the functional
E[X ] =
1
2
∫
Mn
|∇H|2 dµ
and minimise E in L2. This is a variational problem in L2 and the operator is local.
Of course, nothing is free, and the resultant operator is now of sixth order. However
we feel that, intuitively at least, this is at least as good a situation as (VPMCF) and
(SDF).
To test this intuition we need to check a few essential points:
• That the set of smooth equilibria consists only of CMC hypersurfaces; and
• That the L2-gradient flow around CMC hypersurfaces is stable.
The main results of the present paper are the confirmation of both of these points in
the simplest case of n = m = 1.
3Another natural approach is to fix area, see [M].
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3. Planar ideal curves
Let us now give the details of the mathematical setting. Suppose γ0 : S → R2 is a
circle immersed regularly in the plane, and consider the energy
E[γ0] =
1
2
∫
γ
k2s ds ,
where s denotes the Euclidean arc-length, k = 〈γss, ν〉 is the curvature, τ = (τ1, τ2) = γs
is the tangent vector and ν = (−τ2, τ1) the unit normal vector along γ. Our convention
here is that the normal vector points into the interior of γ.
Consider now a one-parameter family of curves γ : S × [0, T ) → R2 evolving with a
purely normal velocity 4
∂tγ = V ν .
The commutator of the time and arc-length derivatives is given by
[∂t, ∂s] = kV ∂s ,
and the measure ds evolves by
∂t ds = −kV ds .
Since [∂t, ∂s]γ = kV τ , we find
∂tτ = ∂s(V ν) + kV τ = Vsν .
By the orthonormality of {τ, ν}, ∂tν = −Vsτ . Similarly, as [∂t, ∂s]τ = k2V ν, we find
∂tκ = ∂s(Vsν) + k
2V ν = (Vss + k
2V )ν − Vskτ ,
so that
∂tk = ∂t 〈κ, ν〉 = Vss + k2V .
Now [∂t, ∂s]k = V kks, so
∂tks = ∂s(Vss + k
2V ) + V kks = Vs3 + Vsk
2 + 3V kks .
The evolution of the functional E can now be calculated:
d
dt
1
2
∫
γ
k2s ds =
∫
γ
ks(Vs3 + Vsk
2 + 3V kks) ds−
∫
γ
V kk2s ds
=
∫
γ
V
[
− ks4 − kssk2 − 2kk2s + 3kk2s −
1
2
kk2s
]
ds
=
∫
γ
V
[
− ks4 − kssk2 + 1
2
k2sk
]
ds .
Above we have used the notation Vs3 = Vsss and ks4 = kssss. Now for the flow γ to be
the steepest descent gradient flow of E in L2, we must have E ′ = −‖γt‖22, that is, we
require
V = ks4 + kssk
2 − 1
2
k2sk .
4This procedure can be carried out analogously with a tangential component to the velocity; this
will carry through and then cancel out at appropriate moments in the derivation. This is because E
does not depend on parametrisation, and tangential terms correspond only to reparametrisation.
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We therefore have the flow:
(1) ∂tγ =
(
ks4 + kssk
2 − 1
2
k2sk
)
ν .
4. Local existence and uniqueness
By writing the solution locally in time as a graph over the initial data and using clas-
sical PDE theory, we obtain the following local well-posedness result. This procedure is
carried out in detail in [B] for a more general class of equations than we consider here.
Theorem 4.1. Let γ0 : S→ R2 be a closed immersed curve of class C6,α. There exists
a unique smooth maximal family γ : S × [0, T ) → R2, T ∈ (0,∞], of immersed curves
such that γ(s, 0) = γ0(s) and
∂tγ =
(
ks4 + kssk
2 − 1
2
k2sk
)
ν .
Furthermore, if T <∞, then the quantity
Q[γt] = L[γt] +
∫
γ
k2s5 ds
is unbounded as t→ T .
Remark. The regularity condition and blowup criterion of Theorem 4.1 are not optimal.
One natural hypothesis would be that the flow exists uniquely for initial data of class
W 3,2. Then, the energy controls automatically the high derivative term in the W 3,2-
norm, whereas the lowest order term is controlled by the length. We identify in Sections
6 and 7 estimates on length as the critical ingredient for convergence of the flow.
Remark. If the quantity Q[γt] remains uniformly bounded and T <∞ is maximal, then
by the standard Sobolev inequality γ is uniformly bounded in C6,α, and we may assert
that the flow converges as t→ T to a C6,α limiting curve. This then allows us to apply
again the short time existence theorem, contradicting the maximality of T .
5. Rigidity for closed ideal curves
Let γ be a closed curve satisfying
K[γ] := ks4 + kssk2 − 1
2
k2sk = 0 ,
that is, a stationary solution to the L2-gradient flow of E. Recall that such curves are
called ideal. In this section we prove:
Theorem 5.1. Suppose γ : S→ R2 is a smooth closed ideal curve. Then γ(S) = Sr(x),
that is, γ is a standard round ω-circle.
Proof. Integrating the equation. Since K[γ] = 0 we find by a standard argument
that γ is analytic and
(k2s3)s + 2ks3kssk
2 − ks3k2sk = (k2s3 + k2ssk2)s − 2k2ssksk − ks3k2sk
= (k2s3 + k
2
ssk
2 − kssk2sk)s − 2k2ssksk + 2k2ssksk + kssk3s
= 0
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which implies (
k2s3 + k
2
ssk
2 +
1
4
k4s − kssk2sk
)
s
= 0 .
Therefore there exists a C ∈ R such that for each s ∈ [0, L],
Q(s) = k2s3 + k
2
ssk
2 +
1
4
k4s − kssk2sk = C .
Let s0 ∈ [0, L] be a point where ks(s0) = 0 (note that k is a smooth periodic function).
Then
(2) Q(s0) = (k
2
s3 + k
2
ssk
2)(s0) = C ≥ 0 .
We have two cases.
Case 1: C = 0. In this case integration yields∫
γ
[
k2s3 + k
2
ssk
2 +
7
12
k4s
]
ds = 0 .
We conclude that ks is constant, which, together with the closedness of γ, implies the
result.
Case 2: C > 0. Consider the rescaling η = ργ. We calculate on η
Q(s) = k2s3 + k
2
ssk
2 +
1
4
k4s − kssk2sk = Cρ−8 .
Choosing ρ = C
1
8 we find
(3) Q(s) = k2s3 + k
2
ssk
2 +
1
4
k4s − kssk2sk = 1 .
Now we write Q(s) =M2(s) +N2(s) where
M(s) = ks3 and N(s) = kssk − 1
2
k2s .
Equation (3) implies that there exists a φ : [0, L]→ R such that
M(s) = cosφ(s) and N(s) = sin φ(s) .
Since
Ns = φs cos φ = ks3k = kM
and
Ms = ks4 = −φs sin φ = −φsN
we have by analyticity φs = k.
Since the integral of k is 2ωpi we have
φ(s+ nL) = φ(s) + 2ωnpi ,
where ω is the winding number of γ. Let τ(s) = (xs, ys) where γ = (x, y). Then
x2s + y
2
s = 1 and again we find a function θ : [0, L]→ R such that
τ(s) = (cos θ(s), sin θ(s)) .
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This function θ is (up to translation) the standard notion of tangential angle. As
τs = kν = θs(s)(− sin θ, cos θ) and ν(s) = (− sin θ, cos θ), we must also have that θs = k
and so
θ(s) = φ(s) + θ0
for some θ0 ∈ R. This implies that
τ(s) = (cos(φ(s) + θ0), sin(φ(s) + θ0))
= (cosφ(s) cos θ0 − sin φ(s) sin θ0, sin φ(s) cos θ0 + cosφ(s) sin θ0) .
In particular
ys = N(s) cos θ0 +M(s) sin θ0 .
By closedness, we have
0 =
∫
γ
ys ds = cos θ0
∫
γ
N(s) ds+ sin θ0
∫
γ
M(s) ds .
Now ∫
γ
M(s) ds =
∫
γ
ks3 ds = 0
and ∫
γ
N(s) ds = −3
2
∫
γ
k2s ds .
Therefore we find
cos θ0
∫
γ
k2s ds = 0 .
Either ks = 0 and we again conclude the result, or cos θ0 = 0. In the latter case, we
note that sin θ0 6= 0 and calculate
0 =
∫
γ
xs ds = sin θ0
3
2
∫
γ
k2s ds .
This again implies ks = 0 and so we are finished.

6. Global existence for arbitrary initial data
Along an ideal curve flow, the functional ‖ks‖22 is monotone decreasing. Inflating the
curve by scaling γ 7→ ργ for ρ→∞ decreases the energy to zero, regardless of γ. This
is why the flow tends to enlarge the initial data. In fact, the flow may enlarge the initial
data without end. We prove in this section that the only kind of blowup that can occur
along an ideal curve flow is that length becomes unbounded, and that furthermore this
can not happen in finite time; implying that the ideal curve flow with smooth initial
data exists for all time.
Theorem 6.1. Let γ0 : S→ R2 be a smooth immersed curve, and γ : S× [0, T )→ R2 be
the ideal curve flow with γ0 as initial data. Then T =∞, and if there exists an L0 ∈ R
such that L(t) ≤ L0 for all t ∈ [0, T ), γ converges exponentially fast in the C∞-topology
to a standard round ω-circle.
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In this section we focus on the T =∞ part of Theorem 6.1, leaving the convergence
result for Section 7. There the ideal curve flow is studied under a condition on
(4)
1
2
L3(t)‖ks‖22(t) = (L3E)[γt] .
We prove that there exists an absolute constant ε2 > 0 such that (L
3E)[γt] < ε2 implies
convergence to an ω-circle (Theorem 7.10).
In the present section, we wish to work without any condition on L3E at t = 0.
However note that, since E[γ] is decreasing, if at any time L3(t0) < ε2/E[γ0], the
smallness condition would be satisfied at t0, and the results of the next section (and in
particular Theorem 7.10) would apply. Therefore we assume that this is not the case
for the remainder of this section, that is, that the estimate
(5) L3(t) ≥ ε2
E[γ0]
holds.
The local existence result Theorem 4.1 states that if T < ∞, then at least one of
length or ‖ks5‖22 become unbounded in finite time. We will show below that neither one
of these possibilities can occur.
We begin by noting the following scale-invariant curvature estimate.
Lemma 6.2. For any immersed curve γ : S→ R2 we have the estimate
L‖k‖∞ ≤
√
L3‖ks‖22 + 2ωpi .
Here ω is the winding number of γ.
Proof. We calculate
k = k − k + k ≤
∫
γ
|ks| ds+ 2ωpi
L
.
Taking a supremum and using the Ho¨lder inequality, we find
‖k‖∞ ≤ 1
L
(√
L3‖ks‖22 + 2ωpi
)
.

Remark. Note that we do not need the hypothesis (5) for Lemma 6.2 to hold. This will
be useful in the next section.
Now we show that length can not become unbounded in finite time.
Lemma 6.3. Along any ideal curve flow γ : S× [0, T )→ R2 we have
L[γt] ≤
(
L[γ0] exp
(
E[γ0]
))
ec0t ,
where c0 = c0(ω,E[γ0]).
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Proof. We calculate and estimate using Lemma 6.2
d
dt
L = −
∫
γ
kK ds ≤ ‖k‖2‖K‖2
≤
(
2ωpi√
L
+
√
2E
1
2 [γ0]L
)
‖K‖2 .
Now, (5) implies
L−1 ≤
(
4E[γ0]
ε0
) 1
3
:= cL .
Therefore
d
dt
logL ≤ L− 12
(
2ωpi
L
+
√
2E
1
2 [γ0]
)
‖K‖2
≤ √cL(2ωpicL +
√
2E
1
2 [γ0])‖K‖2
≤ cL
4
(
√
2ωpicL + E
1
2 [γ0])
2 + 2‖K‖22 .
Let us set c0 :=
cL
4
(
√
2ωpicL + E
1
2 [γ0])
2. Integrating and using
(6) − 2
∫ t
0
‖K‖22 dτ =
∫ t
0
d
dτ
‖ks‖22 dτ = ‖ks‖22(t)− ‖ks‖22(0) ,
we find
logL[γt] ≤ logL[γ0] + c0t+ E[γ0] ,
or
L[γt] ≤
(
L[γ0] exp
(
E[γ0]
))
ec0t .

Let us now prove global existence, that is, T = ∞. Although we only need to
show that ‖ks5‖22 ≤ C(t0) on [0, t0], t0 < ∞, what we shall actually prove is that all
derivatives of curvature are uniformly bounded on any bounded time interval.
Theorem 6.4. Along any ideal curve flow γ : S× [0, T )→ R2 we have for all l ∈ N,
‖ksl‖∞ ≤ C(l) ,
where C(l) a constant depending only on l, T , ω and E[γ0].
Proof. We first need to identify the structure of the evolution for ksl. Recall the com-
mutator equation
[∂t, ∂s] = kK∂s .
Recall also the base case,
∂tk = Kss + k2K .
We calculate the additional terms that arise when moving up an order:
∂tksl+1 = [∂t, ∂s]ksl + ∂s(∂tksl) = kKksl+1 + ∂s(∂tksl) .
Now
K = ks4 + P 23 (k) ,
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where we use P ji (u) to mean a linear combination of terms each consisting of j arc-length
derivatives on i copies of u. Thus we have
∂tk = (ks6 + P
4
3 (k)) + (k
2ks4 + P
2
5 (k)) = ks6 + P
4
3 (k) + P
2
5 (k)
∂tks = ks7 + P
5
3 (k) + P
3
5 (k) + kksK = ks7 + P 53 (k) + P 35 (k)
and by induction
∂tksl = ksl+6 + P
4+l
3 (k) + P
2+l
5 (k)
The inductive step follows (given the inductive hypothesis) by noticing that
∂tksl+1 = ∂s(∂tksl) + kKksl+1
= ksl+7 + P
5+l
3 (k) + P
3+l
5 (k) + (kksl+1(ks4 + P
2
3 (k)))
= ksl+7 + P
5+l
3 (k) + P
3+l
5 (k) .
Now we calculate
d
dt
∫
γ
(ksl)
2 ds = 2
∫
γ
ksl(ksl+6 + P
4+l
3 (k) + P
2+l
5 (k)) ds
+
∫
γ
k2slk(ks4 + P
2
3 (k))) ds
= −2
∫
γ
k2sl+3 ds+ 2
∫
γ
ksl(P
4+l
3 (k) + P
2+l
5 (k)) ds .
We now apply Proposition 2.5 of Dziuk-Kuwert-Scha¨tzle [DKS] in combination with
the length and curvature bounds derived above, yielding the estimates∫
γ
kslP
4+l
3 (k) ds ≤ δ‖ksl+3‖22 + c(δ, T, ω, E[γ0], ‖k‖∞)
and ∫
γ
kslP
2+l
5 (k) ds ≤ δ‖ksl+3‖22 + c(δ, T, ω, E[γ0], ‖k‖∞) .
Choosing δ = 1/4 we find
d
dt
∫
γ
k2sl ds+
∫
γ
k2sl+3 ds ≤ C .(7)
This implies that ‖ksl‖22 is uniformly bounded on all bounded time intervals, yielding
the result. 
Now we have global existence by a standard argument.
Theorem 6.5. The ideal curve flow γ : S × [0, T ) → R2 with γ0 as initial data exists
for all time (T =∞).
Proof. Let us suppose T <∞ (and T is maximal). In this proof we use C(l) to denote
a constant only depending on l, γ0, and T . We use the same symbol C(l) to denote
possibly different constants throughout the proof.
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The main tool is Theorem 6.4. This implies for all l ∈ N,
‖∂lsK‖∞ ≤ C(l) .
Set v = |∂uγ| where u is the initial space parameter before reparametrisation by arc-
length. From the evolution equation v satisfies
∂tv = −kKv
so that v is uniformly bounded from above and below on any bounded time interval.
We observe that for any function φ : S→ R we have
(8) ∂luφ = v
l∂lsφ+ P
l(v, . . . , ∂l−1u v, φ, . . . , ∂
l−1
s φ)
where P l is a polynomial. Using this for φ = kK, we see that
‖∂lu(kK)‖∞ ≤ C(l) .
By differentiating the ODE for v we have for ψl = ∂
l
uv
∂tψl + kKψl ≤ C(l) ,
which gives
‖ψl‖∞ ≤ C(l) .
The evolution equation ∂tγ = Kν, and the equations |∂sγ| = 1, ∂2sγ = kν, imply
‖∂lsγ‖∞ ≤ C(l)
where l ∈ N0. These uniform estimates imply γ extends smoothly to S× [0, T ], and by
short-time existence beyond T , contradicting the maximality of T . 
Proof of Theorem 6.1. Theorem 6.5 is the T =∞ part of Theorem 6.1. The remaining
part of Theorem 6.1 that is to be established is the convergence statement under the
assumption that length is bounded.
Intuitively, if the length is uniformly bounded, the smallness assumption required to
use the proof of Theorem 7.10 as-is should be satisfied after waiting a sufficient amount
of time, and then we can apply the proof of Theorem 7.10 to the flow starting after
this waiting time, in order to conclude Theorem 6.1. Clearly, since ‖K‖22 ∈ L1([0,∞)),
we have convergence along a subsequence to an ω-circle, and so there does exist such a
waiting time. To conclude the proof, we give an estimate for this.
Our estimate exploits the rigidity proof from Section 5. We claim that
(9) E ≤ CL3/2‖K‖2 ,
where C = C(ω).
To prove (9), let M and N be as in Section 5, and set
Q = (M + iN)e−iθ
where θ is the angle of the unit tangent. Then Q′ = Ke−iθ. That gives
M + iN = Q(x′ + iy′) .
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Integrating, we find (with Q¯ the average of Q)
−3
2
iE =
∫
γ
(M + iN) ds
=
∫
γ
(Q− Q¯)(x′ + iy′) ds+ Q¯
∫
γ
(x′ + iy′) ds
which implies
E ≤ CL‖Q− Q¯‖∞
≤ CL
∫
γ
|K| ds
≤ CL3/2‖K‖2 ,
as required.
The estimate (9) implies controlled decay of E, since (recall length is uniformly
bounded here) then
d
dt
∫
γ
k2s ds = −2
∫
γ
|K|2 ds
≤ −2CL−3/20
(∫
γ
k2s ds
)2
,
implying that
E(t) ≤ E[γ0]
1 + 2CL
−3/2
0 E[γ0] t
.
Therefore we can estimate the waiting time t0 by (for example)
t0 ≤ L
3/2
0
2CE[γ0]
(
E[γ0]
ε2
)
=
L
3/2
0
2Cε2
.
This finishes the proof. 
7. Stability of ω-circles
Our primary goal in this section is to use the hypothesis
(E) L3(t)‖ks‖22(t) < ε
at t = 0 to control evolving length. First, we prove some preparatory estimates.
Lemma 7.1. Let P = ∫
γ
k2s4 ds and
K0 = ks4 +
(
2piω
L
)2
kss .
Then there exists a constant Cω depending only on ω such that∫
γ
K20 ds ≥ CωP − 45ω8pi8L−3E2 .
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Proof. Consider the Fourier series for k:
k =
∑
p
ap exp
(
i
2pi
L
ps
)
.
Then
K0 =
∑
p
ap
[(
4pi2
L2
p2
)2
− 4pi
2
L2
ω2
4pi2
L2
p2
]
exp
(
i
2pi
L
ps
)
=
∑
p
ap
(
4pi2
L2
)2
p2(p2 − ω2) exp
(
i
2pi
L
ps
)
.
This implies
∫
γ
K20 ds =
∑
p
|ap|2
(
4pi2
L2
)4
p4(p2 − ω2)2L .
We calculate
a±ω =
1
L
∫
γ
k exp
(
± i2pi
L
ωs
)
ds =
1
L
∫
γ
(
k − 2piω
L
)
exp
(
± i2pi
L
ωs
)
ds .
This implies
|a±ω| ≤ 1
L
∫
γ
∣∣∣∣k − 2piωL
∣∣∣∣
∣∣∣∣ exp
(
± i2pi
L
ωs
)
− exp
(
± iθ
)∣∣∣∣ ds
+
1
L
∣∣∣∣
∫
γ
(
k − 2piω
L
)
exp(±iθ) ds
∣∣∣∣ .
In the above we have again used θ to denote the tangential angle.
Noting that
∫
γ
(
k − 2piω
L
)
exp(±iθ) ds =
∫
γ
θs exp(±iθ) ds− 2piω
L
∫
γ
τ ds = 0
and
∣∣∣∣2piL ωs− θ
∣∣∣∣ ≤
∫ s
0
∣∣∣∣ dds
(
2pi
L
ωs− θ
)∣∣∣∣ ds
≤
∫ s
0
∣∣∣∣2piL ω − k
∣∣∣∣ ds ≤ L
∫
γ
|ks| ds ≤
√
2L
3
2E
1
2
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we obtain
|a±ω| ≤ 1
L
∫
γ
∣∣∣∣k − 2piωL
∣∣∣∣
∣∣∣∣ exp
(
± i2pi
L
ωs
)
− exp
(
± iθ
)∣∣∣∣ ds
≤ 1
L
∫
γ
|ks| ds
∫
γ
∣∣∣∣
(
± i2pi
L
ωs
)
−
(
± iθ
)∣∣∣∣ ds
≤ L
(∫
γ
|ks| ds
)2
≤ 2L2E .
Now
P =
∑
p
(
4pi2
L2
)4
p8|ap|2L ,
so we have ∫
γ
K20 ds =
∑
p
|ap|2
(
4pi2
L2
)4
p4(p2 − ω2)2L
=
∑
|p|6=ω
|ap|2
(
4pi2
L2
)4
p4(p2 − ω2)2L
≥
∑
|p|6=ω,0
|ap|2
(
4pi2
L2
)4
p8
(
1− ω
2
p2
)2
L .
We define Cω by(
1− ω
2
p2
)2
≥ min
{(
1− ω
2
(ω − 1)2
)2
,
(
1− ω
2
(ω + 1)2
)2}
:= Cω .
Then ∫
γ
K20 ds ≥ CωP −
(
4pi2
L2
)4
ω8
(
|a+ω|2 + |a−ω|2
)
L
≥ CωP − 4ω8
(
4pi2
L2
)4
L5E2
≥ CωP − 45ω8pi8L−3E2 ,
as required. 
Proposition 7.2. Let γ0 : S → R2 be a smooth immersed curve. Then there exist
universal constants Cˆω and ε0 > 0 depending only on ω such that
(L3E)[γ] < ε0 =⇒
∫
γ
K2 ds ≥ CˆωL−6E .
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Proof. Using Lemma 7.1:∫
γ
K2 ds =
∫
γ
K20 ds+ 2
∫
γ
K0(K −K0) ds+
∫
γ
(K −K0)2 ds
≥ 1
2
∫
γ
K20 ds−
∫
γ
(K −K0)2 ds
≥ Cω
2
P − 29ω8pi8L−3E2 −
∫
γ
(K −K0)2 ds .(10)
Now K −K0 = (k2 − (2piωL )2)kss − 12kk2s , so
∫
γ
(K −K0)2 ds ≤ 2
∫
γ
(
k2 −
(
2piω
L
)2)2
k2ss ds+
1
2
∫
γ
k2k4s ds .
Now the curvature bound (Lemma 6.2) yields
∫
γ
(K −K0)2 ds ≤ 2
((√
2LE +
2ωpi
L
)
+
(
2ωpi
L
))2(∫
γ
|ks| ds
)2 ∫
γ
k2ss ds
+
1
2
(√
2LE +
2ωpi
L
)2 ∫
γ
k4s ds
≤ 4
√
2
(√
2L3E + 4ωpi
)2E
L
∫
γ
k2ss ds
+
1
2
(√
2L3E + 2ωpi
)2
L−2
∫
γ
k4s ds .(11)
Now the Gagliardo-Nirenberg Sobolev inequality yields universal constants C3, C4 such
that the inequalities
C1
∫
γ
k2ss ds ≤ C1C3
(∫
γ
k2s ds
) 2
3
(∫
γ
k2s4 ds
) 1
3
≤ C1C3(2E) 23P 13
≤ LCω
8E
P + C(ω)C
3
2
1 C
3
2
3 L
− 1
2E
3
2 , and(12)
C2
∫
γ
k4s ds ≤ C2C4L2
(∫
γ
k2s ds
) 3
2
(∫
γ
k2s4 ds
) 1
2
≤ C2C4L2(2E) 32P 12
≤ L
2Cω
8
P + C(ω)C22C24E3L2
hold. Using these with C1 = 4
√
2
(√
2L3E + 4ωpi
)2
and C2 =
1
2
(√
2L3E + 2ωpi
)2
in
combination with (11) above yields
∫
γ
(K −K0)2 ds ≤ Cω
4
P + C(ω)
[
((L3E)
3
2 + ω3)(L−
3
2E
5
2 ) + ((L3E)2 + ω4)E3
]
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where C(ω) is a constant depending only on ω. Plugging this into (10) we find∫
γ
K2 ds ≥ Cω
2
P − 29ω8pi8L−3E2 −
∫
γ
(K −K0)2 ds
≥ Cω
4
P − C(ω)
[
L−3E2 + ((L3E)
3
2 + ω3)(L−
3
2E
5
2 ) + ((L3E)2 + ω4)E3
]
≥ Cω
4
(4ω2pi2
L2
)3
E − C(ω)
[
L−3E2 + ((L3E)
3
2 + ω3)(L−
3
2E
5
2 ) + ((L3E)2 + ω4)E3
]
.
This implies
L9
∫
γ
K2 ds ≥ a(L3E)− b(L3E)2 − c(L3E) 52 − d(L3E)3 − e(L3E)4 − f(L3E)5
where a, b, c, d, e, f are universal constants that depend only on ω. Therefore, for L3E
small enough (depending only on ω), we have
L9
∫
γ
K2 ds ≥ a
2
L3E ,
as required.

The first consequence of Proposition 7.2 is preservation and exponential improvement
of the scale-invariant smallness condition.
Proposition 7.3. There exist absolute constants ε1, ε2, C0 depending only on ω (with
0 < ε2 ≤ ε1 < ε0, C0 > 0) such that the following statements hold. Let γ0 : S → R2 be
a smooth immersed curve satisfying
(L3E)[γ0] < ε1
and γ : S× [0,∞)→ R2 be the ideal curve flow with γ0 as initial data. Then
(L3E)[γt] ≤ (L3E)[γ0] .
Furthermore, if (L3E)[γ0] < ε2 then for any t ∈ [0,∞) we have the estimate∫ t
0
L3‖K‖22 dτ ≤ C0
[
(L3E)[γ0]− (L3E)[γt]
]
.
Proof. We calculate and estimate to find
(L3E)′ = −L3
∫
γ
K2 ds+ 3(L3E)(−‖kss‖
2
2 +
7
2
‖kks‖22)
L
≤ −L3
∫
γ
K2 ds+ 21
2
(L3E)L−1‖kks‖22 .
First, since ε1 < ε0, the hypothesis of Proposition 7.2 holds for a maximal time interval
[0, δ). The curvature estimate (Lemma 6.2) and Proposition 7.2 imply that on this time
interval
‖kks‖22 ≤ L−2(
√
2L3E + 2ωpi)2
(
2
Cˆω
L6
∫
γ
K2 ds
)
.
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Combining with our first estimate, we find
(L3E)′ ≤ L3
∫
γ
K2 ds
(
− 1 + 21
Cˆω
(L3E)L−3(
√
2L3E + 2ωpi)2L3
)
≤ L3
∫
γ
K2 ds
(
− 1 + 21
Cˆω
(L3E)(
√
2ε0 + 2ωpi)
2
)
.
Therefore by assuming that
(L3E)(0) < min
{
ε0,
Cˆω
21(
√
2ε0 + 2ωpi)2)
}
:= ε1
we see that (L3E)′ ≤ 0, showing that δ = T and preserving the hypothesis (L3E) < ε1
for all time.
To see the second statement, take (L3E)(0) < min{ε0, 1/2C} := ε2, and apply
Proposition 7.2 one more time, to see
(L3E)′ ≤ −C
2
L3
∫
γ
K2 ds ≤ − 1
C0
L3‖K‖22
implying the result by integration. 
We are now able to use Proposition 7.3 to establish an a-priori estimate on length,
the crucial ingredient needed to obtain our convergence result.
Proposition 7.4. Let γ0 : S→ R2 be a smooth immersed curve satisfying
(L3E)[γ0] < ε2
where ε2 is as in Proposition 7.3, and γ : S× [0,∞)→ R2 be the ideal curve flow with
γ0 as initial data. Then
L[γt] ≤ L[γ0] exp
(
C1(L
3E)[γ0]
)
,
where C1 is an absolute constant depending only on ω.
Proof. We estimate the evolution of length using first the curvature estimate (Lemma
6.2):
(logL)′ = −‖kss‖
2
2
L
+
7
2L
‖kks‖22
≤ C(ω)L−3E .
Then Proposition 7.2 implies
(logL)′ ≤ C(ω)L3‖K‖22
which, after application of the estimate in Proposition 7.3, yields
logL[γt] ≤ logL[γ0] + C(ω)(L3E)[γ0] ,
which implies the claimed a-priori estimate for length. 
With a uniform upper bound for length in hand, we are able to conclude exponential
decay of the energy, and therefore the scale-invariant energy also.
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Corollary 7.5. Let γ0 : S→ R2 be a smooth immersed curve satisfying
(L3E)[γ0] < ε2
where ε2 is as in Proposition 7.3, and γ : S× [0,∞)→ R2 be the ideal curve flow with
γ0 as initial data. Then there exists a universal constant C2 (depending only on ω and
the upper bound for length) such that∫
γ
K2 ds ≥ C2E ,
and in particular
E[γt] ≤ E[γ0]e−C2t .
Proof. Proposition 7.2 implies
E ′[γt] = −
∫
γ
K2 ds ≤ −C2E[γt]
from which the claim immediately follows. 
We may now use our estimates to bound length uniformly from below.
Lemma 7.6. Let γ0 : S→ R2 be a smooth immersed curve satisfying
(L3E)[γ0] < ε2
where ε2 is as in Proposition 7.3, and γ : S× [0,∞)→ R2 be the ideal curve flow with
γ0 as initial data. Then
L[γt] ≥ L[γ0] exp
(
− C3
)
,
where C3 is an absolute constant depending only on ω, E[γ0] and L[γ0].
Proof. We calculate
(13) log
( 1
L
)′
=
‖kss‖22
L
− 7
2L
‖kks‖22 ≤ L−1‖kss‖22 .
Now invoking estimate (12) and its successors in the proof of Proposition 7.2, we find
L−1
∫
γ
k2ss ds ≤
L3
16ω4pi4
P
and
CωP ≤ C(ω)
(∫
γ
K2 ds+ L−3E +
∫
γ
(K −K0)2 ds
)
≤ Cω
2
P + C(ω)
(∫
γ
K2 ds+ L−3E +
[
((L3E)
3
2 + ω3)(L−
3
2E
5
2 ) + ((L3E)2 + ω4)E3
])
so that absorbing yields
L3P ≤ C(ω)
(
L3
∫
γ
K2 ds+ E +
[
((L3E)
3
2 + ω3)(L
3
2E
5
2 ) + ((L3E)2 + ω4)L3E3
])
.
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The estimate in Proposition 7.3 and the exponential decay of E (Corollary 7.5) implies
then that ∫ ∞
0
L3Pdt ≤ C(ω,E[γ0], L[γ0]) .
We may then integrate (13) to find
log
( 1
L[γt]
)
≤ log
( 1
L[γ0]
)
+ C3
which implies the result. 
Remark. Note that combined with the discussion around (5), this estimate shows that
length is bounded uniformly away from zero along any ideal curve flow.
This means we have a uniform length bound. We now have global existence by
Theorem 6.1. In fact, since length is uniformly bounded from above and below, we
have the following uniform version of Theorem 6.4.
Corollary 7.7. Let γ0 : S→ R2 be a smooth immersed curve satisfying
(L3E)[γ0] < ε2
where ε2 is as in Proposition 7.3, and γ : S× [0,∞)→ R2 be the ideal curve flow with
γ0 as initial data. We have for all l ∈ N0,
‖ksl‖∞ ≤ C(l) ,
where C(l) is a constant depending only on l and γ0.
Proof. First, the estimate for l = 0 follows from Lemma 6.2 and the uniform bound for
L from below (Proposition 7.6).
So, let us assume l > 0. In the proof of Theorem 6.4, we used Proposition 2.5
from Dziuk-Kuwert-Scha¨tzle [DKS]. The time dependence here was a result of using
the exponential-in-time estimate for length, Lemma 6.3. In that proof we also used
the standing assumption that length was uniformly bounded from below. This means
we have the estimate (7) for all t ∈ [0,∞) with a uniform constant C on the right
depending only on ω, E[γ0] and L[γ0]. That is,
d
dt
∫
γ
k2sl ds+
∫
γ
k2sl+3 ds ≤ Cl .
This implies (with the Poincare´ inequality)
(14)
d
dt
∫
γ
k2sl ds ≤ Cl −
(
L2
4ω2pi2
)3 ∫
γ
k2sl ds .
We assume that Cl > ‖ksl‖22|t=0 (if not, replace it by this constant). Estimate (14)
implies
(15)
∫
γ
k2sl ds ≤
(
4ω2pi2
L2
)3
Cl .
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To see this, note that (15) is initially true, and if ‖ksl‖22 grew to ever attain the value
on the right hand side of (15) at t = t0, the estimate (14) implies that (‖ksl‖22)′(t0) ≤ 0.
Therefore ‖ksl‖22 can never exceed the value on the right hand side of (15).
Finally, from (15) we see that
‖ksl‖2∞ ≤ L
∫
γ
k2sl+1 ds ≤ C(l, ω, E[γ0], L[γ0])
as required. 
Global existence and the uniform estimates on length imply that L(t) converges
along a subsequence of times {tj}, tj →∞. We can use any of the uniform L1-in-time
functions identified earlier to obtain convergence along possibly a further subsequence
to a standard round ω-circle parametrised by γ∞. Here γ∞ is not just the limit as
t→∞ but includes possible one-off composition with a tangential diffeomorphism.
Remark. Although we work toward full convergence, one should be careful to claim
uniqueness of the parametrisation γ∞. In geometric problems, this is typically false.
For example, taking initial data for the flow to be γ0(θ) = γ∞(θ+
pi
2
) (a rotation of the
circle γ∞, whatever it might be) will produce a stationary flow that remains a fixed
distance from γ∞ in all C
k-norms.
This is why it is necessary to include at least implicitly a one-time reparametrisation
to obtain full convergence. In our statement, we do this by saying that we have full
convergence for each flow with given initial data to an ω-circle, but do not pick out a
specific parametrisation for this ω-circle. From a larger perspective, an interesting open
question is how to determine in general properties of the limit from the initial data, for
example the centre of the limit or its radius.
Our approach now is to prove that we have convergence of every derivative of the
parametrisation by directly integrating and differentiating the evolution equation. We
begin by using exponential decay of E plus uniform estimates for the curvature to
obtain, by interpolation, exponential decay of all derivatives of curvature.
Corollary 7.8. Let γ0 : S→ R2 be a smooth immersed curve satisfying
(L3E)[γ0] < ε2
where ε2 is as in Proposition 7.3, and γ : S× [0,∞)→ R2 be the ideal curve flow with
γ0 as initial data. Then for all l ∈ N,
‖ksl‖∞ ≤ C(l)e−
C2
2
t ,
where C(l) is a constant depending only on l, ω, E[γ0], L[γ0], and C2 is as in Corollary
7.5.
Proof. We estimate
‖ksl‖2∞ ≤ CL2‖ksl+1‖22 ≤ CL2
(∫
γ
k2s ds
) 1
2
(∫
γ
k2s2l+1 ds
) 1
2
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Now the uniform curvature estimates (Corollary 7.7) and uniform length estimates
(Proposition 7.4 and Lemma 7.6) imply
‖ksl‖2∞ ≤ C(l)
√
E
from which the result follows. 
We can use the control above to obtain uniform bounds for all derivatives of the
evolving family γ.
Proposition 7.9. Let γ0 : S→ R2 be a smooth immersed curve satisfying
(L3E)[γ0] < ε2
where ε2 is as in Proposition 7.3, and γ : S× [0,∞)→ R2 be the ideal curve flow with
γ0 as initial data. Then for all l ∈ N0,
‖∂ulγ‖∞ ≤ C ′(l) +
l∑
p=0
‖∂slγ0‖∞ ,
where C ′(l) is a constant depending only on l, ω, E[γ0], L[γ0], and C2 is as in Corollary
7.5.
Proof. We claim that for l ∈ N0,
(16) ∂t∂slγ = (ν + τ)
l∑
p=0
(
P 4+p
1+l−p(k) + P
2+p
3+l−p(k)
)
.
We prove this by induction. First, note that K = P 41 (k) + P 23 (k) so the equation above
holds for l = 0. For the inductive step, we differentiate to find
∂t∂sl+1γ = [∂t, ∂s]∂slγ + ∂s(∂t∂slγ)
= kK∂sl−1τ + ∂s
[
(ν + τ)
l∑
p=0
(
P 4+p
1+l−p(k) + P
2+p
3+l−p(k)
)]
= kK
(
ν
∑
p+q=l−1
P qp (k) + τ
∑
p+q=l−2
kP qp (k)
)
+ (ν + τ)
l∑
p=0
(
P 4+p
2+l−p(k) + P
2+p
4+l−p(k)
)
+ (ν + τ)
l∑
p=0
(
P 4+p+1
1+l−p (k) + P
2+p+1
3+l−p (k)
)
= ν
∑
p+q=l−1
(
P q+4p+2 (k) + P
q+2
p+4 (k)
)
+ τ
∑
p+q=l−2
(
P q+4p+3 (k) + P
q+2
p+5 (k)
)
+ (ν + τ)
l+1∑
p=0
(
P 4+p
1+l−p(k) + P
2+p
3+l−p(k)
)
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= (ν + τ)
l+1∑
p=0
(
P 4+p
1+l−p(k) + P
2+p
3+l−p(k)
)
as required.
Integrating (16) and using Corollary 7.8, we find
‖∂slγ‖∞ ≤ ‖∂slγ0‖∞ + C(l)
∫ t
0
e−
C2
2
t′ dt′ ≤ ‖∂slγ0‖∞ + C ′(l) .
Converting arc-length derivatives back to the given derivatives on the parametrisation
by (8), we find
‖∂ulγ‖∞ ≤ C ′′(l) +
l∑
p=0
‖∂slγ0‖∞ ,
as required. 
We may now deduce full convergence. The full result is as follows.
Theorem 7.10. Let γ0 : S→ R2 be a smooth immersed curve satisfying
(L3E)[γ0] < ε2
where ε2 is as in Proposition 7.3, and γ : S× [0,∞)→ R2 be the ideal curve flow with
γ0 as initial data. Then γ converges exponentially fast in the C
∞-topology to a standard
round ω-circle.
Proof. We use Theorem A.1 to conclude full convergence of the flow.
We take (Nn, h) = (R2, gR
2
), Mm = S1, f = γ and F = K. Uniform boundedness of
γ and all its derivatives (Proposition 7.9) implies the first hypothesis of Theorem A.1
is satisfied. For the second, we note that (using Corollary 7.8 and Proposition 7.4)∫
γ
K2 ds ≤ Ce−C2t .
This implies ∫ T
0
(∫
γ
K2 ds
) 1
2
dt ≤ C
∫ T
0
e−
C2
2
t dt ≤ Cˆ
where Cˆ is a constant depending only on ω, E[γ0] and L[γ0].
Finally, we consider the third hypothesis. Uniform boundedness of all derivatives of
γ (Proposition 7.9) yields that for any sequence tj → ∞, the C∞-norm of γ(tj , ·) is
uniformly bounded. We have exponential decay of the energy, and so E[γ(tj , ·)] → 0,
which implies that a subsequence γ(tjk , ·) converges to an ω-circle in the C∞-topology.
Of course, ω-circles are smooth, and so the third hypothesis is satisfied.
Therefore we apply Theorem A.1 to conclude full convergence of the flow. 
Remark. We note that this theorem implies the following geometric inequality. Clearly,
perturbations of any ω-circle satisfy (L3E)[γ] < ε2. Theorem 7.10 implies that if
γ : S→ R2 is in the regular homotopy class of a lemniscate, then
(L3E)[γ] ≥ ε2 .
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If this were not the case, then Theorem 7.10 would imply that the curve γ is diffeomor-
phic to an ω-circle, which is impossible.
Appendix A. A convergence result
In this part of the appendix we briefly prove that bounded flows whose velocity decays
in a certain weak sense have unique limits.
Theorem A.1. Let (Nn, h) be an n-dimensional Riemannian manifold and Mm be
an m-dimensional manifold with n > m. Suppose f : Mm × [0,∞) → Nn is a one-
parameter family of smooth isometric immersions satisfying
∂tf = F .
Suppose furthermore that
• (Uniform bounds) We have the estimates
∫
M
|f |2 dµ ≤ c1 and
∫
M
|H|2 |f |4 dµ ≤ c2
for time-independent constants c1 and c2.
• (L1-L2 Velocity) The L2-norm of the velocity is uniformly L1 in time, that is,
∫ T
0
(∫
M
|F |2 dµ
) 1
2
dt ≤ c3
for a constant c3 that does not depend on T .
• (Subconvergence) there exists a smooth immersion f∞ : Mm → Nn and a se-
quence {tj} ⊂ [0,∞), tj →∞, such that f(·, tj) C
∞−→ f∞.
Then f converges to f∞.
Proof. Suppose there exists a sequence {sj} ⊂ [0,∞), sj →∞, such that f(·, sj) C
∞−→f˜ 6=
f∞. Consider the functional
G[f ] =
∫
M
|f − f∞|2 dµ .
Since f˜ and f∞ are smooth, it follows that
(17) lim
j→∞
G[f(·, sj)] 6= 0 .
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We compute ∣∣∣∣ ddtG
∣∣∣∣ ≤
∣∣∣∣2
∫
M
|F | |f − f∞|
(
1 + |H| |f − f∞|
)
dµ
∣∣∣∣
≤ ‖F‖2
[ ∫
M
|f − f∞|2
(
1 + |H| |f − f∞|
)2
dµ
] 1
2
≤ c‖F‖2
[ ∫
M
|f − f∞|2 + |H|2 |f − f∞|4 dµ
] 1
2
≤ c‖F‖2
[
‖f‖22 + ‖f∞‖22 + ‖|H| |f |2‖22 + ‖|H| |f∞|2‖22
] 1
2
≤ c‖F‖2 ,
by hypothesis. This is in contradiction with (17), since then
|G[f(·, sj)]−G[f(·, tj)]| ≤ c
∫ ∞
min{sj ,tj}
‖F‖2 dt −→ 0 .
Therefore there can not exist such a sequence {sj}, and the theorem is proved. 
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