Decision-makers in organizations and other hierarchical systems interact within and across multiple organizational levels and take interdependent actions over time. The challenge is to identify incentive mechanisms that align agents' interests and to provide these agents with guidance for their decision processes. To this end, we developed a multiscale decision-making model that combines game theory with multi-time-scale Markov decision processes to model agents' multi-level, multi-period interactions. For a two-level, multi-period, multi-agent problem, we derived closed-form solutions that determine optimal incentive levels, provide agents with decision rules, and identify information needs. We show the difference between a single-timescale model, where agents make decisions with the same frequency, and a multi-time-scale model, where superior agents make decisions less frequently than their subordinates. Our results show that in the single-time-scale case, agents can make optimal decisions with information merely from the current and subsequent period. In the multi-time-scale case, data from the entire decision horizon are necessary. This paper contributes to multiscale decision theory by generalizing solutions for multi-period interactions that were previously limited to a few time periods. We apply our model to a management problem with an account manager and multiple customer representatives.
Introduction
Decision-making over multiple periods is a challenging task for agents. The decision process is further complicated when agents across multiple hierarchical levels affect each other's decisions and outcomes, and when uncertainties need to be considered. We model and analyze the interactions between decision-making agents across two hierarchical levels, where the higher-level agent relies on cooperative decisions by multiple lowerlevel agents. A conflict of interest exists between the two levels as the preferred actions of the lower-level agents reduce the superior agent's likelihood to achieve its goal. To align interests, the higher-level agent can offer a share of its reward as an incentive to the lower level agents. A sufficiently large incentive results in cooperative behavior by the lower-level agents. In this paper, we determine agents' optimal decisions and incentives given their organizational interdependencies and multi-period interactions.
Decisions by higher and lower-level agents occur on different time scales. The higher-level agent makes decisions on a slower time scale, i.e., less frequently, than lower-level agents. In other words, the decisions of the higher-level agents are more strategic, whereas the decisions by the lower-level agents are more operational.
To analyze this type of interaction and to determine optimal decisions for agents, we combine a game-theoretic model with multi-time-scale Markov decision processes to account for the multi-period, multi-time-scale interdependencies.
This paper contributes to multiscale decision theory by generalizing solutions for multi-period interactions that were previously limited to few periods. In general, analytical models have been limited to either multi-agent one-period problems, or singleagent multi-period problems. Multi-agent, multi-period problems have not yet been solved analytically. This paper develops a unified model for simultaneously solving hierarchical and temporal decision challenges. Lastly, this paper makes a contribution to the literature on multi-time scale Markov decision processes (e.g., Chang et al., 2003) by proposing a novel modeling approach and formulation technique.
The paper is organized as follows: Section 2 discusses the related literature and Section 3 introduces the model. In Section 4, the agent interaction is analyzed, first for a single-time-scale situation and then for the multi-time-scale case. Section 5 provides a numerical example of the model. Section 6 presents the conclusions.
Literature Review
We review the literature on hierarchical and organizational decision-making that has influenced the development of multiscale decision theory (MSDT). We discuss the stateof-the-art methods in MSDT and show their relationship with the literature on multi-timescale modeling and multi-organizational scale modeling.
Hierarchical and Organizational Decision-Making
The phenomenon of organizations and their hierarchical structures was first studied by sociologists and economists. In his 1922 posthumously published work on "Economy and Society," Max Weber views bureaucracies as hierarchical structures composed of rational decision-makers (Weber 1978 ). Williamson's (1979) seminal work on transaction-cost economics linked the existence of organizations and their hierarchical structures to transaction costs associated with asset specificity, uncertainty, and transaction frequency. Transaction costs are the reasons why organizations are formed as opposed to single consumer-producer interactions in the market place. Williamson (1967 Williamson ( , 1970 had earlier developed a quantitative model to determine the optimal number of hierarchical levels in organizations.
Hierarchy within organizations can be explained with information processing limitations and social preferences of humans. Radner (1992) views decentralization as a necessity to overcome the limitations of individuals in processing information, but attributes the fact that decentralization takes the form of hierarchy to sociological and psychological reasons rather than pure economic reasons. The concept of bounded rationality reconciled economists' rationality assumption with behavioral observations of the limitations of human decision-making. Bounded rationality is most prominently associated with the work of Simon (1957 Simon ( , 1972 , who received the Noble Memorial Prize in Economics for his work in this area. Earlier discussion of the bounded rationality concept can be traced back to Savage's (1954) "Foundations of Statistics."
Rational decision-making of interdependent individuals in organization can be formulated mathematically using cooperative and non-cooperative game theory. The theory of teams by Marschak (1955) and Marschak and Radner (1972) formulates the problems of collaborating individuals who have the same interests and beliefs, but do not share the same information. In contrast to this cooperative game theory approach, noncooperative game theory is used to describe conflicts of interests between individuals in organizations. Personal and/or team objectives can be in conflict with that of other individuals, teams, or the higher-level objectives, particularly in large organizations.
Incentives can be used to align conflicting interests and motivate work that supports higher-level, and thus more important, organizational objectives (Wernz 2008 ). This paper determines effective incentives for objective alignment, and our model has similarities to principal-agent models. Principal-agent theory describes a hierarchical interaction between two decision-makers with incomplete and asymmetric information.
The superior decision-maker (principal) offers a contract to the subordinate decisionmaker (agent). The contract is designed to motivate the agent to perform work in the interest of the principal (Milgrom and Roberts 1992) . Although a number of papers, e.g., Besanko (1985) , Plambeck and Zenios (2000) , discuss principal-agent models for multiperiods, also called dynamic principal agent models, no publication has yet discussed the multi-time-scale aspect in which the principal makes decisions on a strategic level, i.e. less frequently than the subordinate agent.
Organizational agent interactions have also been studied in fields outside of economics, particularly in operations research, management science, computer science, and systems engineering. In the following paragraphs, we present contributions that have most significantly influenced the development of multiscale decision theory.
A taxonomy to classify and formally describe hierarchical agent interactions was developed by Schneeweiss (1995 Schneeweiss ( , 2003a Schneeweiss ( , 2003b . A unified notation for various hierarchical agent interaction situations was proposed. The author acknowledges the different time scales present in organizational systems (strategic, tactical, operational) , but the models only describe one-period interactions. Mesarovic et al. (1970) developed a mathematical framework to describe and analyze multi-level hierarchical systems, but again only for single period interactions. A mathematical theory of coordination was developed based on the conceptual and formal aspects of hierarchical systems. From their work, we adopted the interaction relationship between lower and higher levels, in which the success of the supremal agent depends on the performance of the infimal agent.
To account for uncertainty and temporal dynamics in strategic agent interactions, stochastic game theory was developed (Shapley 1953) . Stochastic games are a combination of Markov decision processes (MDPs) (Puterman 1994 ) and classical game theory. Shapley (1953) was the first to propose an algorithm that solves stochastic games. Zachrisson (1964) coined the term "Markov games" to emphasize the connection to MDPs. For survey papers on stochastic games and solution algorithms see Howard (1960), Pollatschek and Avi-Itzhak (1969) , Raghavan and Filar (1991), Mertens (1992) , Filar and Vrieze (1996) , and Bowling and Veloso (2000) . We are using an MDP formulation in our model to account for the stochastic, multi-period agent interactions. In the following section, we further discuss this topic with an emphasis on multi-time-scale aspects.
Multi-Time-Scale Decision-Making Models
Researchers have used various approaches to model multi-time-scale phenomena via MDPs. One can distinguish between two classes of contributions: (1) multi-time-scale systems that are modeled with MDPs and (2) one-time-scale systems with imposed hierarchical, multi-time-scale structures. The latter is mostly used to increase the computational efficiency of solution algorithms; e.g., Sutton (1995) , Hauskrecht et al. (1998) , Parr (1998), and Sutton et al. (1999) . Our model falls into class (1) of multi-timescale systems, and the related literature is discussed in the following paragraphs. Chang et al. (2003) proposed multi-time-scale Markov decision processes (MMDPs). The authors' model is an extension of Muppala et al. (1996) and GosevaPopstojanova and Trivedi (2000) , in which the lower level is modeled as a Markov chain and the upper level is described via a Markov reward process. MMDP has been applied to production planning in semiconductor fabrication Bhatnagar 2004, Bhatnagar and Panigrahi 2006) , management of hydro power plants (Zhu et al. 2006) , and has influenced work on target tracking in sensor networks (Yeow et al. 2005 (Yeow et al. , 2007 and reverse supply chains (Wongthatsanekorn et al. 2010) . Chang (2004) extended his earlier work to include game-theoretic interactions between agents with conflicting interests. In Chang's model, agents make their decisions sequentially. In our model, we assume that agents do not know the actions taken by the other agents, which we recognize by applying a non-cooperative game-theoretic model with simultaneous decision-making. Jacobson et al. (2003) proposed periodically time-inhomogeneous Markov decision processes (PTMDPs). The evolution of the system is described by (N+1)-periodic sequences of reward functions and transition probabilities. The first N epochs are fast-scale epochs, while the interval N+1 is a slow-scale cycle. Their approach presents an alternative to our approach of modeling multi-time-scale evaluation, yet without including strategic agent interactions.
In their book, Sethi and Zhang (1994) focused on hierarchical decision-making in stochastic manufacturing systems. Different hierarchical levels have different time scales associated with their decisions. Hierarchy is discussed from a temporal perspective, but organizational interactions across hierarchies are not explicitly modeled. Delebecque and Quadrat (1981) analyzed a multi-time scale phenomenon in hydroelectric power generation with singularly perturbed MDPs. In singularly perturbed MDPs, small perturbations on fast time scales affect the aggregate behavior observable on slower time scales. Singularly perturbed MDPs have been extensively studied in the literature; see Zhang (1998, 2005) for an overview. In our model, fast scale decisions also affect higher-level phenomena, but the link is through organizational hierarchies, not perturbations.
Multiscale Decision Theory
The model that describes the type of hierarchical agent interaction considered in this paper was introduced by Wernz and Deshmukh (2007a,b) . Rewards are passed down from a supremal agent to motivate cooperative decisions by infimal agents. A cooperative decision by an infimal agent improves the supremal agent's chances of success, i.e., increases the probability of a transition to a state associated with higher rewards. Wernz and Deshmukh (2010b) built upon this initial model in their development of the multiscale decision-making framework. Their model was the first comprehensive approach that could derive closed-form, analytic solutions for one period, multiorganizational scale interactions in large, hierarchical organizations. The multiscale decision-making framework has been applied to a two-level management challenge (Wernz and Deshmukh 2007b) , a two-level production planning problem (Wernz and Deshmukh 2007a), a three-level service operations application (Wernz and Henry 2009) , and a three-stage supply chain problem (Henry and Wernz 2013) . Further details on these applications are presented at the end of the example problem in Section 3.1. Wernz and Deshmukh (2012) extended a three-level model from one to three periods. The next step in the theory's development is to extend the multiscale decisionmaking model to account for interactions over many periods. The first efforts in this direction were documented in conference proceedings by Deshmukh (2009, 2010a) . This paper extends their work by generalizing the model from two agents to n+1 agents, by formulating theorems and developing proofs, by applying the model to a challenge problem, by providing a numerical example, and by discussing the results and their implications in a decision processes context.
Model
We motivate our model with an example problem from the customer service industry.
The purpose of the example is to illustrate the applicability of the multiscale decisionmaking model and to put the mathematical result into a decision-relevant context.
Example Problem
In a customer service division of an organization, an account manager is supported by a number of customer representatives. The manager is responsible for renewing customer contracts in regular time intervals. The day-to-day customer care is handled by the representatives, who answer customer phone calls to solve customer problems.
When contacting customers for service contract renewals, the manager decides between two approaches: (1) she calls the customer to discuss new contract terms, or (2) sends a small gift along with a letter with details of the new terms. Both actions have the same costs for the organization. As a result of the manager's action, customers either renew or discontinue their contracts. Both outcomes are possible for a given action, but a call is more likely to result in a renewal than when a letter with a gift is sent.
The representatives, when receiving a customer's phone call with a service request, can also take one of two actions. To address a customer request, representatives can (1) be strict and insist on the contractual agreement when identifying resources to solve the customer's problem, or (2) be lenient and use additional resources to try to satisfy the customer. As a result of the interaction, the customer is either satisfied or dissatisfied. Satisfying the customer is associated with additional cost to the organization.
A lenient response to a customer request most likely results in a satisfied, high-cost customer, while a strict response most likely results in an unsatisfied, low-cost customer. Still, both outcomes are possible for a given action.
The representative's pay depends on the cost he produces; lower costs are preferred and result in a higher salary from the organization. Consequently, the representative prefers to be strict. However, since customer satisfaction has an influence on contract renewal rates, the manager might be willing to compensate the payoff difference for the representatives. If it is financially advantageous for her, the manager will offer an incentive to the representatives. We assume that the incentive is a proportional share of the manager's pay. The higher the customer renewal rate, the higher the manager's pay, and the higher the incentive for the representatives.
A number of questions arise for the manager and the representatives: how high does the incentive for the representatives have to be to switch from the initially preferred action of being strict to the cooperative action of being lenient? What is the maximum share of her pay the manager is willing to offer before the cost of incentives exceeds the benefits? What role do the transition probabilities that describe the link between actions and outcomes play? How can the manager and the representatives compute their optimal decisions? What information do they need to determine an optimal decision? How do the temporal dynamics of representatives interacting multiple times with a customer before contract renewal affect all of these aspects?
The temporal dynamics will be modeled via Markov decision processes (MDPs).
To account for the fact that the manager only makes decisions from time to time, while the representatives make their decisions more frequently, we model the manager's decision as time-invariant until the next contract renewal phase. This means that the manager's decision (i.e., to call or send a letter) and the incentive level she offers to the representatives does not change over time. This difference in decision frequency accounts for the multi-time-scale nature of the problem, and the fact that the time-scale is coupled to the organizational scale. The following section will describe the example problem mathematically and in general terms. The mathematical model description is applicable to a wide range of hierarchical decision-making problems. The customer service example serves the purpose of illustrating results and providing the context for the decision process studied.
As mentioned in the literature review, similar examples with applications in production planning, maintenance service operations, and supply chain management have been analyzed. In production planning, a hierarchical chain consisting of operations manager, production planner, and material handler have conflicts of interest related to profitability, meeting production deadlines, and inventory costs Deshmukh 2007a, 2010b ). In a three-level maintenance service scenario, an account manager uses incentives to align the interests of her subordinate maintenance supervisor, who in turn seeks to align the actions of his maintenance workers Henry 2009, Wernz and Deshmukh 2012) . Multiscale decision-making has also been used to coordinate the decisions between organizations. In a supply chain, a retailer, a wholesaler, and a producer can use incentives to coordinate their chain-wide decisions (Henry and Wernz 2013) . Further applications in health care and hospital management are currently being explored (Sudhaakar and Wernz 2013) .
Model Formulation
In the general model, the account manager will be referred to as the supremal agent, or agent SUP, and the representatives as infimal agents or agents INF1, INF2 etc., generally 
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The data can alternatively be represented in vector notation:
The initial state-dependent transition probabilities for agent SUP are   
The rows of the matrices correspond to the actions and the columns correspond to the states to which the agent transitions. For agents INFx, the notation can be represented accordingly, and in matrix notation the transition probabilities are
with index function   1, 2 f . The final transition probability of agent SUP is based on the initial transition probability and the influence functions such that 
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We choose the influence function to be a constant and define it as 
The meaning of the chosen change coefficient structure in (9) 
Agent SUP's initial reward is reduced by the reward share given to agents INFx.
: 1 The following assumptions about the model's parameters are made: 
To calculate the expected cumulative reward, which agents need to calculate to determine their optimal course of action, the backward induction principle (Bellman 1957 ) is applied, starting in the last period of the time horizon and working backwards to period 1.
The expected cumulative reward from period t to period 1 N  is In the following analysis, we determine optimal incentive levels and optimal actions for the agents.
Analysis
We assume that agents are risk-neutral and rational, i.e., agents maximize their expected utilities, or equivalently, their expected rewards. Rational agents are able to calculate both their own expected rewards, as well as the other agents' expected rewards. They can decide which decisions yield the highest expected rewards for themselves. Hence, agents will engage in a game-theoretic reasoning process, recognizing the dependency of each other's decisions. The Nash equilibrium concept is used to determine which decisions the rational agents take for a given incentive.
The game occurs in two stages. In the first stage, agent SUP determines the incentive level, i.e., the share coefficient. In the second stage, agents take the respective actions in response to the incentive level chosen. To determine an optimal action, agents evaluate their and the other agents' cumulative expected rewards of the entire time horizon, i.e.,
The Nash equilibrium is the set of agents' actions that are the best responses to other agents' preferred actions. Expressed mathematically, this means that the Nash equilibrium is a strategy profile In the following sections, we will determine the conditions for which a collaborative Nash equilibrium exists. First, we determine the Nash equilibrium for a 
Single Time-Scale Model
In the single-time-scale model, agent SUP can vary its decision from period to period and can select different incentive levels (share coefficients) in each period. In contrast, agent SUP can choose only one decision and one share coefficient for all periods in the multitime-scale.
We begin the analysis by determining the share coefficient , 
An incentive level that induces cooperation only exists if * , 1 x N b  satisfies (24). In the final section of this paper, we will illustrate this participation condition with a numerical example. Next, we determine the share coefficients for the earlier periods. 
Theorem 2 shows that agents have to look merely one period ahead to determine their optimal decisions. Surprisingly, periods further into the future do not affect the current decisions. This fact can be explained by the anticipated choices of optimal share coefficients , and data from all future periods are decision-relevant. We will show this effect in the next section, where agent SUP selects one share coefficient value for the entire time horizon.
Multi-Time-Scale Decision Making
In the multi-time-scale case, agent SUP commits to one type of action and one share coefficient value that applies to all periods. This case resembles a strategic decision.
Agent SUP does not have the flexibility to change its initial decision. Another way to interpret this situation is that agent SUP makes one decision that controls the Markov chain over subsequent periods. In our example, the manager either calls or sends a letter, which affects the final state specifying contract renewal or no renewal.
The time-invariant share coefficient is denoted by ,1. 
For the following theorem, we introduce a shorthand for the reward and transition probability differences, which simplifies the representation of results:
1.1, 2.1, 1 2
where numerator ( , x t num ) and denominator ( , x t den ) are computed recursively as follows: 
The results of Theorem 3 show that in order to make decisions in the multi-timescale case, agents SUP and INFx need information from all future periods. In contrast, for the single-time-scale case (Theorem 2), agents INFx only needed information from the current and next period. Besides the effect of higher information needs, there is a second effect associated with the multi-time-scale model: agent SUP has to pay a larger share of its reward to incentivize agents INFx. In the single-time-scale case, agent SUP had more flexibility to adjust incentives, which allowed agent SUP to retain more reward for itself.
In the final step, we determine if agent SUP wants to offer the optimal share coefficients ,1.. 1 0 A number of observations can be made based on these results. First, agent SUP is better off choosing the optimal, non-zero share coefficients in both the multi-time-scale and single-time-scale case. These incentives induce cooperative behavior by agent INF1 since its expected reward is higher than if it did not cooperate. In other words, the participation condition is met for the chosen data. Furthermore, agent INF1 significantly benefits from the incentive and its cooperative actions, as its cumulative expected reward about triples from 9.63 to 27.39 and 31.21, respectively.
Numerical Example
The second observation is that in the single-time-scale case, the share coefficient values are identical for periods 1, 2, and 3. The values are identical since the data of all three periods is the same. The share coefficient in the fourth and last period is larger than the prior ones. This deviation can be explained as follows: in earlier periods, agent INF1
benefited from transitioning with a higher probability to its preferred state. Thus, agent INF1 received a benefit beyond the current period's reward, which allowed for a lower share coefficient as compensation. In the last period, this effect no longer exists, hence the larger share coefficient of 12.12% compared to 9.70%.
The third observation is that in the multi-time-scale model, the auxiliary share coefficient values differ in each period. The last period requires the largest share coefficient value of 12.12%, which is applied to all periods. With data that is different for different periods, any period, not just the last, could have been the period with the highest auxiliary share coefficient.
Extending the example from one to multiple infimal agents yields similar results, since agents INFx, their actions, and incentives are independent from one another.
However, the cumulative influence t C must not violate condition (10) 
Discussion and Conclusions
We developed a multi-time-scale decision-making model that allows hierarchically interacting agents to make optimal decisions over many periods. The supremal agent, agent SUP, chooses one type of decision and one level of incentive that is fixed over the entire decision horizon. If the participation condition is met, i.e., if profitable, agent SUP will offer a share of its pay (reward) to motivate cooperative actions by agents INFx. We determined the optimal levels of incentives, which take into account multi-period agent interdependencies. In the context of the motivational example, this means that the account manager can determine a cost-minimal incentive level that motivates cooperative behavior by customer representatives, which can resolve the representatives' conflicts of interest.
Furthermore, we showed the difference between a multi-time-scale model and a single-time scale model. In the single-time scale case, agent SUP (the manager) can change its decisions and level of incentives from period to period. The advantage of this flexibility is that the optimal incentive levels and decisions can be determined with a subset of data from the current and next period. In contrast, in the multi-time-scale, where agent SUP makes a strategic decision that applies to all periods, it needs information from all periods to find an optimal decision. In addition, agent SUP has to pay more, i.e., offer higher incentive levels, to obtain cooperative behavior from its infimal agents. The comparison of the single-and multi-time-scale models shows the cost of strategic management and the benefits of flexibility in terms of rewards and data requirements.
The paper contributes to the unification of the temporal and organizational scale in multi-agent, multi-period models. Furthermore, the paper provides an alternative formulation for multi-time-scale MDPs. Most results in this paper can be described analytically as opposed to being described only numerically. The advantage of analytic solutions is that agents know which information they need in order to make optimal decisions, the effect of parameters and the sensitivity of results can be readily determined, and optimal decisions can be calculated with little computational effort.
In the description of the example problem, we listed a number of questions that can now be answered. can determine their optimal actions using partial or incomplete information. In particular, the incentive payments are independent of the action-outcome uncertainties (transition probabilities) at the customer representatives' level. In contrast, the manager needs data on all model parameters to determine whether she wants to pay the optimal levels of incentives. Furthermore, all data is needed by all agents in the multi-time-scale case.
However, aggregated data in form of reward and probability differences is sufficient; see (27)-(28).
How do the temporal dynamics of representatives interacting multiple times
with a customer before contract renewal affect all of these aspects? The difference in decision frequency is captured by the multi-time-scale model. When compared to the single-time-scale model, incentives for customer representatives have to be larger in the multi-time-scale case. This results primarily from the inflexibility of the manager to adjust the incentives from period to period. Consequently, customer representatives receive higher incentives and the manager has to share a higher percentage of her reward with her subordinates.
The multi-time-scale model considered only one decision horizon at the level of agent SUP (manager). An expansion to multiple decision horizons, i.e., a long-term perspective on interactions of manager, representatives and customers, is possible. Each decision horizon is coupled to the next only by the factor of whether a customer has renewed their contract or not. The analysis can thus be broken down into individual decision horizons and merely the initial states would differ. To explore a long or infinite decision horizon, the limit behavior of model parameters on optimal share coefficients would provide insights. Without much analysis, once can see that the effect of far-out periods on current periods is small, getting smaller with more temporal distance.
Future work should explore the effect of more hierarchical levels, more outcome states, and more actions. Wernz and Deshmukh (2012) modeled a 3-level, 3-period model, which illustrates the complexity of adding just one level in a multi-time-scale case. Still, a multi-level expansion that uses an algorithmic rule to capture all possible permutations and automatically analyzes all interaction scenarios seems possible. Sudhaakar and Wernz (2013) explored the effect of multiple actions and outcomes for a multi-level, one-period model. They showed that with more actions and outcomes, the transition probabilities, which previously were not necessary, are now needed to calculate the incentive levels. In a multi-period extension of this work, we expect to lose the ability to present the results as analytic solutions, but solutions based on data using analytical methods would still be possible. . (43) This result matches the theorem for 2 t N   . We continue with the backward induction and evaluate (39) for period 3 N  . This yields the same result as in (43), with the time indices reduced by 1. Due to the self-similar structure of the equation over time, we can conclude that the result holds for every period 1,..., 2 t N   . □
