The next generation of wireless networks will feature a more flexible radio access design, integrating multiple new technological solutions (e.g., massive Multiple-Input Multiple-Output (MIMO), millimeter waves) to satisfy different verticals and use cases. The performance evaluation of these networks will require more complex models to represent the interactions of different components of the networks accurately. For example, channel models, which are of paramount importance to precisely characterize the behavior of such systems, need to account for multi-antenna systems and new frequency bands. This paper presents the ns-3 implementation of a spatial channel model for the 0.5-100 GHz spectrum, following the 3GPP Technical Report 38.901. The code, designed to be flexible and easily extensible, is integrated in ns-3's antenna, propagation and spectrum models, and offers the support for the investigation of future wireless systems in ns-3.
New Radio (NR) [3] . Similarly, multiple generations of Wireless Local Area Networks (WLANs) are being proposed to achieve higher capacity, improved spatial reuse, or lower energy consumption with IEEE 802.11ax/ay/ah/bd [15, 38] . These wireless networking standards will be the first to exploit new technologies such as, for example, massive Multiple-Input Multiple-Output (MIMO) and millimeter wave (mmWave) communications [10] .
Standardization bodies (i.e., the 3GPP and the IEEE) are aiming at addressing the requirements of multiple verticals and use cases with a single design of the Radio Access Network (RAN) [2] . For example, 3GPP NR can be configured to support enhanced mobile broadband, to provide ultra-high capacity to the end users, reliable and low latency communications, for remote control scenarios, and massive machine-type deployments. Therefore, future wireless networks will exhibit an increasing degree of complexity and flexibility. The different versions of IEEE WLANs and 3GPP NR can (i) operate on a wide portion of spectrum, which includes the traditional bands below 6 GHz and the mmWave frequencies; (ii) be deployed on devices equipped with quasi-omnidirectional antennas, or with phased antenna arrays to perform analog, hybrid or digital beamforming; and (iii) support devices that communicate while moving at different speeds, up to 500 km/h for NR.
A correct and reliable testing and performance evaluation of such complex networks becomes of paramount importance to identify the critical elements of the system before commercializing it, and to understand which algorithms and network architectures can provide the best quality of service to the end users. Simulations will play a fundamental role in this, as testbeds for 5G and nextgeneration WLANs are still in the making [26, 32] . Additionally, simulations can adapt better than testbeds to the evolving and high number of use cases and deployment scenarios that such networks will serve. ns-3 is well positioned to be an important simulation tool for future wireless networks, thanks to the contributed modules for mmWaves and NR [22, 25] , IEEE 802.11ad/ay [6, 8] , and to the activity to extend the wifi module to also support IEEE 802.11ax [19] .
Nonetheless, ns-3 is currently lacking common channel model Application Programming Interfaces (APIs) that can be used by all the aforementioned modules, to provide results based on the same channel abstraction, or to test the coexistence of different technologies in the same frequency spectrum. These modules, indeed, currently use different channel modeling techniques, included in the modules themselves [7, 30, 37] , not directly comparable with each other, and not designed with a modular and extensible approach. ns-3, on the other hand, provides a number of propagation models, and a flexible abstraction for the spectrum usage of single and multi carrier systems [9] , but is lacking a fading model that can be integrated with multi-antenna wireless technologies.
The channel model, however, is one of the most important components of a wireless network simulator, as the results can only be as accurate as the channel model is [13] . In particular, when it comes to mmWaves, the harsh propagation conditions severely impact the performance of the higher layers of the protocol stack, much more than at traditional sub-6 GHz frequencies [27] . Moreover, mmWave systems generally exploit beamforming to increase the link budget of the communication, and this element has to be introduced in the overall modeling process of the channel. Additionally, when considering MIMO systems, an exact characterization of the rank of the wireless channel is necessary for a proper evaluation of how many parallel streams can be supported [34] .
In this paper, we present the implementation of a channel model for future wireless networks that is in the process of being merged to ns-3. Notably, we implemented a Spatial Channel Model (SCM) for the spectrum module, which characterizes the channel through a matrix H, in which each single entry models the channel between two antenna elements at the transmitter and the receiver [33] . The channel realization is computed using the 3GPP stochastic model for 5G networks between 0.5 and 100 GHz [4] . Additionally, we extended the propagation module to support the models in [4] , with a different characterization for Line of Sight (LOS) and Non Line of Sight (NLOS) states (to determine if the direct path between the transmitter and the receiver is blocked or not), and the antenna module, which now features antenna arrays. The implementation of the channel model equations is based on that in [37] , but the code has been refactored and redesigned to be as modular as possible, with a clear separation of the propagation model, the fading, the antenna, and the beamforming. Moreover, it can be easily extended to support other fading models based on the computation of a channel matrix. We believe that this model, which has been developed as part of the Google Summer of Code project, represents a substantial and timely contribution to the wireless research community that uses ns-3 to study next-generation wireless networks.
The rest of the paper is organized as follows. In Sec. 2 we review modern channel modeling efforts, with a focus on the 3GPP channel model for 5G and on why SCMs are widely used in this context. We describe the implementation of the 3GPP SCM from [4] in Sec. 3, and present examples and comment on use cases in Sec. 4. Finally, we conclude the paper in Sec. 5.
RECENT DEVELOPMENTS IN CHANNEL MODELING
Channel modeling is a fundamental activity for the design and evaluation of future wireless networks. The authors of [13] claim that the new features of cellular and WLAN networks call for new approaches in channel modeling. Large antenna arrays and the deployment of MIMO techniques require the addition of the spatial dimension in the channel, with a full 3D model, capable of characterizing the diversity of the channel paths for each pair of antenna elements between the transmitter and the receiver. Moreover, the channel in the new frequency bands of 3GPP NR and IEEE 802.11ad/ay (i.e., the mmWaves) needs proper understanding, especially with respect to the multipath, fading and blockage behavior. Finally, new deployments (e.g., vehicular networks) introduce additional modeling requirements for network simulations. These challenges have motivated several efforts in channel modeling, especially when considering mmWave frequencies [14] . Multiple measurements campaigns in these frequency bands have strived to accurately model the propagation and fading in different scenarios [16, 28, 31] , highlighting how mmWaves are characterized by a high propagation loss, a sensitivity to blockage, and a reduced impact of small scale fading with sparsity in the angular domain. These measurement campaigns have then led to different families of channel models for future wireless networks, generally given by the combination of propagation loss and fading models. The different modeling approaches differ for their degree of abstraction, simplicity and accuracy. Analytical studies for 5G generally use simple propagation loss models, combined with Nakagami-m or Rayleigh fading [5] . These models are computationally efficient, but fail to capture the spatial dimension of the channel and cannot be combined with realistic beamforming models. Quasi-deterministic channels, developed, for example, for IEEE 802.11ad/ay [21] , are instead designed to be as accurate as possible in specific scenarios, but are much more complex and require a precise characterization of the environment [20] .
3GPP TR 38.901
For the evaluation of NR, the 3GPP has adopted a 3D SCM [4] , which represents a tradeoff between the two aforementioned channel modeling approaches, as it is generic, thanks to its stochastic nature, but at the same time can model interactions with beamforming vectors. An SCM, indeed, models the channel through a channel matrix H(t, τ ), with as many rows as the number of transmit antennas (U ), and columns as the number of receive antennas (S). Each entry H u,s (t, τ ) corresponds to the impulse response of the channel between the s-th element of the Base Station (BS) antenna and the u-th element of the User Terminal (UT) antenna at delay τ at time t. H u,s (t, τ ) is generated by the superposition of N different clusters, representing groups of multipath components that arrive and/or depart the antenna arrays with certain angles. The multipath components impact the receiving array with different delays, and the power will be scaled according to a delay-based profile. If present, a LOS cluster is modeled with the strongest power and the minimum delay. The other clusters, instead, represent reflections from the scattering environment.
The 3GPP channel modeling framework is described in TR 38.901 [4] and represents the extension of TR 38.900, which was targeted for above-6 GHz bands only. It supports the modeling of wireless channels between 0.5 and 100 GHz by means of a stochastic SCM, in which a single instance of the channel matrix H(t, τ ) is computed according to random distributions for large scale fading parameters (i.e., the delay profile, the angles of arrival and departure, and the shadowing) and for the small scale fading (i.e., for small variations in the channel given, for example, by the Doppler spread). To enable the simulation of signal propagation in different environments, it specifies four scenarios, with different parameters for the random distributions underlying the channel: • RMa (Rural Macro), targeting rural deployment with continuous wide are coverage; • UMa (Urban Macro), inteded to model urban areas with macrocells mounted above the rooftops of the surrounding buildings; • UMi (Urban Micro) Street Canyon, similar to UMa but with base stations mounted below the rooftops; • Indoor Hostpot (InH) Mixed and Open Office, designed for the modeling of indoor environments. For each scenario, it provides the characterization of the LOS/N-LOS channel condition, the propagation loss, and the small scale fading due to the effect of Doppler and multipath. Also, it defines a radiation model to account for the non-isotropic behavior of real antennas.
The channel matrix generation procedure, represented in Figure 1, accounts for both large (i.e., pathloss and shadowing) and small scale (fast fading) propagation phenomena, and provides the possibility to select different models and parameters depending on the scenario of interest. The pathloss model describes the signal attenuation between the transmitter and the receiver as a function of the 3D positions and the carrier frequency. The shadowing model provides the statistical characterization of the attenuation due to the presence of obstacles between the transmitter and the receiver. The small scale fading accounts for the signal phase and amplitude variations due to small changes in the spatial separation between the transmitter and the receiver, and for the Doppler effect introduced by a moving terminal. While the large scale propagation effects are considered to be constant within the frequency band of interest, the small scale fading has a frequency-selective behavior, thus introducing a gain which varies within the frequency band of interest.
In the following, we describe the 3GPP SCM for 5G networks that has been implemented in ns-3, providing details on the pathloss and channel condition computations, the channel matrix generation procedure, and the antenna model that can be associated to such matrix.
NS-IMPLEMENTATION
In ns-3, the modeling of the signal propagation through the wireless channel is handled by the spectrum module, which includes the abstract classes SpectrumPhy and SpectrumChannel. Devices communicating through the same wireless channel have their own SpectrumPhy instances, which are in charge of creating the Power Spectral Density (PSD) of the transmitted signals. The different SpectrumPhy instances are attached to the same SpectrumChannel object which dispatches the transmissions among the devices. At each transmission, the SpectrumPhy calls the method Spectrum-Channel::StartTx which notifies each receiver and computes the corresponding PSDs of the received signal. To account for the power attenuation and fading due to the propagation of the signal through the environment, SpectrumChannel relies on two standard interfaces, i.e., PropagationLossModel and SpectrumPropa-gationLossModel. The former models slow fading, in which the loss is constant over the frequency band of the signal, while the latter is used for fast fading models, which introduce frequencyselective losses.
The 3GPP SCM can be divided into four main components, namely, (i) channel condition models, used to determine the LOS/N-LOS channel state, (ii) propagation loss models, including pathloss and shadowing, (iii) the fast fading model, and (iv) the antenna model. The objective of this project was to implement these components using, whenever possible, the interfaces provided by the spectrum and propagation modules [9] , without compromising the support to existing models and ensuring an easy integration in the main code base. We decided to implement each component as a separate class in order to achieve a flexible and re-usable architecture, enabling the possibility to easily replace, modify or include new parts. Fig. 2 reports a simplified UML diagram for the classes involved in the channel model implementation.
LOS Probability Models
The first step for the generation of the channel matrix is to determine the LOS/NLOS channel condition. 3GPP TR 38.901 provides stochastic models to determine the channel state in all the scenarios of interest, taking into account the distance between the communication endpoints and the characteristics of the propagation environment, e.g., the presence of buildings and obstacles.
Since ns-3 lacks a general way to account for the channel state, we developed the class ChannelCondition, which stores the state information related to a certain channel. Also, we proposed a new interface, called ChannelConditionModel, which can be extended to implement any specific channel condition model, either stochastic or deterministic. The main method is GetChannelCondition, which accepts as argument the positions of the two nodes and returns a pointer to the corresponding ChannelCondition instance.
To include the channel condition models defined in the 3GPP TR 38.901, we developed four different classes, i.e., ThreeGppRma-ChannelConditionModel, ThreeGppUmaChannelConditionModel, ThreeGppUmiStreetCanyonChannelConditionModel, ThreeGpp-IndoorOpenOfficeChannelConditionModel and ThreeGppIndoor-MixedOfficeChannelConditionModel, each handling a different scenario. All the new classes derive from the same base, called ThreeGppChannelConditionModel, which extends the Channel-ConditionModel interface and provides caching functionalities for the periodic update of the states. When the method GetChannel-Condition is called for the first time, the channel state is computed and its value is stored in a map, together with the generation time. Then, at subsequent calls, the method checks if the state has to be updated or not based on the time expired since its generation and, if so, a new state is independently generated, without accounting for any temporal correlation. The update interval can be tuned by the user with the attribute UpdatePeriod, with the possibility of never updating the channel condition if the attribute is set to 0.
Pathloss and Shadowing Models
The pathloss models defined in 3GPP TR 38.901 can be expressed through the general form of Eq. (1), where d is the 3D distance between the two endpoints, f C is the carrier frequency, A, B and C are model parameters, and X is an optional loss term.
In particular, A represents the pathloss exponent and accounts for the dependence on the distance between the receiver and the transmitter, while C determines the relation between the pathloss and the carrier frequency. A, B, C and X assume different values depending on the propagation conditions, such as the scenario, the LOS/NLOS channel state and the break point distance d BP , as defined in [4] . Also, to account for the variations of the received signal power due to blockage events, a log-normal shadowing component is added to the mean pathloss. Adjacent fading values are correlated with an exponential autocorrelation function, and their correlation depends on the spatial separation between the two positions. As for the pathloss, the standard deviation of the shadowing component, as well as the autocorrelation function, depend on the specific propagation conditions. Moreover, 3GPP TR 38.901 specifies a model to account for the outdoor-to-indoor penetration loss due to buildings or cars, which however was not considered in this work and is planned for future development.
To include the pathloss and shadowing model defined in 3GPP TR 38.901, we developed the base class ThreeGppPropagation-LossModel, which extends the PropagationLossModel interface and implements the general logic used to handle the computation of the mean pathloss and the shadowing component. Then, we extended this class by developing four subclasses, i.e., Three-GppRmaPropagationLossModel, ThreeGppUmaPropagationLoss-Model, ThreeGppUmaStreetCanyonPropagationLossModel and ThreeGppIndoorOfficePropagationLossModel, which define the models for the different channel scenarios. Since the propagation loss depends on the LOS/NLOS channel state, the ThreeGppPropa-gationLossModel class is paired with a channel condition model through the ChannelConditionModel interface. The main method is DoCalcRxPower, which returns the power received at the receiver side based on the positions of the communicating nodes. It makes use of the methods GetLossLos and GetLosNlos to compute the mean pathloss in the LOS and NLOS states, respectively, and of the method GetShadowing to apply the shadowing model. Two other functions, namely GetShadowingStd and GetShadowingCorrela-tionDistance, are used by GetShadowing to retrieve the standard deviation of the shadowing component and the correlation distance, a parameter which defines the autocorrelation function.
Fast Fading Model
The fast fading model included in 3GPP TR 38.901 accounts for the changes in the phase and amplitude of the transmitted signal due to the effect of multipath propagation, i.e., the presence of multiple signal components that propagate over different paths. It provides the possibility to set the model parameters depending on the scenario of interest, thus enabling the modeling of multiple propagation environments.
Eq. (2) represents the overall channel impulse response H u,s (t, τ ). As mentioned in Sec. 2, it is obtained by the superposition of M × N rays, grouped in N clusters. Rays belonging to the same cluster experience the same power P n and propagation delay τ n , present similar angles of arrival and departure (θ n,m , ϕ n,m ), and have uniformly distributed initial phases Φ n,m . Each ray accounts for the antenna field patterns F(θ n,m , ϕ n,m ) and for power distribution among the vertical and horizontal polarizations through the term K n,m . The terms exp(jk Td ) represent the array responses of the transmitting and receiving antennas, wherek is the wave vector andd is the element location vector. In case of user mobility, each ray is subject to a phase shift ν n,m due to the Doppler effect. In the LOS case, a Ricean factor is added to the direct path. 
Our implementation follows the same approach described in [37] , but introduces some changes to improve the modularity of the code and includes the latest updates with respect to [1] . As in [37] , to reduce the model complexity, we assumed that all the rays within a cluster are subject to the same Doppler shift (ν n ), corresponding to that of the central ray. Thus, the channel impulse response can be expressed as:
where H u,s,n represents all the terms of the impulse response except for the Doppler contribution. We developed the class ThreeGppChannelModel, which computes the coefficients H u,s,n as described in Sec. 7.5 of [4] and handles their periodic update. The main method is GetChannel, which takes as input the mobility models of the transmitter and receiver nodes, the associated antenna objects and the channel condition, and returns an instance of ThreeGppChannelMatrix. As represented in Table 1 , the structure ThreeGppChannelMatrix ThreeGppChannelMatrix m_channel the channel coefficients H u,s,n m_delay the clusters delays τ n m_angle the clusters arrival and departure angles m_generatedTime a time stamp indicating the generation time Table 1 : Main entries of the structure ThreeGppChannelMatrix contains entries to store the channel coefficients H u,s,n , the propagation delays τ n , the angles of arrival and departure, and a time stamp indicating the generation time. The first time a channel is generated, the corresponding ThreeGppChannelMatrix is cached in a map together with identifiers for the transmitting and receiving nodes. When the same channel is requested again, the method GetChannel retrieves the ThreeGppChannelMatrix from the map and checks whether the channel coefficients have to be updated or not, depending on the expired time and the occurrence of LOS-NLOS transitions. If so, it recomputes the coefficients, otherwise it returns the old realization. Moreover, the class ThreeGppChan-nelModel provides attributes to enable an easy configuration of the model parameters, such as carrier frequency, channel scenario and update period. In particular, the choice of the update period should consider (i) the channel coherence time, i.e., the time duration over which the channel response does not vary, which depends on several factors, such as frequency, user mobility and propagation environment, and (ii) the time granularity of the simulation, which should be fine enough to capture the channel dynamics.
Blockage
Model. 3GPP TR 38.901 also provides an optional feature that can be used to model the blockage effect due to the presence of obstacles, such as trees, cars or humans, at the level of a single cluster. This differs from a complete blockage, which would result in an LOS to NLOS transition. Therefore, when this feature is enabled, an additional attenuation is added to certain clusters, depending on their angle of arrival. There are two possible methods for the computation of the additional attenuation, i.e., stochastic (Model A) and geometric (Model B). In this work, we used the implementation provided by Zhang et al. in [37] , which uses the stochastic method. In particular, we extended the class ThreeGppChannelModel by including the method CalcAttenua-tionOfBlockage, which computes the additional attenuation. Also, we defined attributes to enable/disable the blockage feature and to configure the model parameters.
Antenna Array Model
In 3GPP TR 38.901, BS and UT antennas are modeled as uniform rectangular antenna arrays with multiple panels, each containing N a,c × N a,r antenna elements with fixed spacing, where N a,c is the number of elements in a column and N a,r is the number of elements in a row of the antenna array. Orientation of the arrays can be configured by adjusting bearing, tilt and slant angles.
The technical report [4] describes how to compute the azimuth and zenith components of the field pattern F to be used for the generation of the channel matrix, i.e., F θ and F ϕ , respectively, taking into account orientation and polarization of the panels. We developed a new class, called ThreeGppAntennaArrayModel, which implements this model under the following assumptions: (i) the array is composed of a single panel; (ii) the slant angle is fixed and equal to 0 deg; and (iii) the antenna elements are vertically polarized.
The main method is GetElementFieldPattern, which accepts as argument the azimuth and zenith angles of arrival and returns a std::pair containing the element field components computed following a four-step procedure. The first step is to express the azimuth and zenith angles of arrival using the antenna local coordinate system, i.e., with the origin corresponding to the bottom-left corner of the array and x-and y-axes parallel to the horizontal and vertical sides, using the procedure described in Sec. 7.1 of [4] . The second step is to compute the radiation power pattern of each element, which describes how the irradiated power varies through the space. The technical report specifies the radiation power pattern as a function of the zenith, and azimuth angles of arrival (θ ′ , ϕ ′ ) expressed in the local coordinate system:
where θ 3d B and ϕ 3d B represent the vertical and horizontal beamwidth and are equal to 65 • , SLA V is the side-lobe level limit and is set to 30 dB, A max represents the front-back ratio and is fixed to 30 dB, while G E represents the directional gain of an antenna element and is a model parameter. The third step is to derive the azimuth and zenith components of the element field pattern. Since only vertical polarization is considered, we have F ′ ϕ ′ (θ ′ , ϕ ′ ) = 0 and F ′ θ ′ (θ ′ , ϕ ′ ) = A ′ (θ ′ , ϕ ′ ). Finally, the fourth step is to convert the field pattern components back to the global coordinate system to obtain F θ (θ, ϕ) and F ϕ (θ, ϕ).
The ThreeGppAntennaArrayModel class features also the method GetElementLocation, which accepts as argument the index of the antenna element and returns the corresponding location vectord, and provides the methods Set/GetBeamformingVector to store and retrieve the beamforming vector w.
Computation of the PSD
The PSD of the received signal is computed as:
where S t x (t, f ) is the PSD of the transmitted signal, w r x and w t x are the transmitting and receiving beamforming vectors, and H (t, f ) is the channel matrix in the frequency domain. Applying the Fourier transform to channel coefficients expressed as in Eq.
(3), S r x (t, f ) can be rewritten as:
w r x,u H u,s,n w t x,s e j2π ν n t e j2π τ n f
L n e j2π ν n t e j2π τ n f ,
where L n represents the long-term component of cluster n, as defined in [37] .
In our implementation, the computation of S r x (t, f ) is handled by the class ThreeGppSpectrumPropagationLossModel, which extends the SpectrumPropagationLossModel interface. This class interacts with ThreeGppChannelModel to retrieve the channel coefficients and holds a map containing the ThreeGppAntennaArray objects of all the devices. It uses an instance of ChannelCondi-tionModel to determine the channel condition. The main method is DoCalcRxPowerSpectralDensity, which takes as input the mobility models of transmitter and receiver nodes, and returns the PSD of the received signal, computed using Eq. (6) . In particular, it relies on the private methods GetLongTerm, to calculate the long term components, and CalcBeamformingGain, to account for Doppler and the propagation delay. To reduce the computational load, all the long term components associated with a certain channel are cached and recomputed only when the channel realization is updated. The model parameters, such as carrier frequency and channel scenario, can be configured by means of the attribute system.
EXAMPLES AND USE CASES
In this section, we describe, by means of an example, how the different classes presented above have to be configured to build the entire 3GPP channel modeling framework. Also, we outline the possible use cases.
Examples
The example three-gpp-channel-example.cc included in the spectrum module demonstrates the usage of the proposed framework. It involves two devices, a transmitter and a receiver, placed at a certain distance from each other and communicating over a wireless channel. At regular intervals, we simulate a transmission between the two nodes and estimate the Signal to Noise Ratio (SNR) perceived at the receiver node. The script provides the possibility to configure the distance between the two nodes, the channel model parameters, as well as the transmission power and the receiver noise figure. Also, it produces an output trace containing the experienced propagation loss and the SNR estimate. As an example, in Fig. 3 we reported the average propagation loss over the distance between the two devices operating at 2.1 GHz for different scenarios and channel conditions, obtained by averaging the results of 100 independent runs of this script.
In the following, we review the procedure used to create and configure the channel model classes, assuming that the UMa scenario is selected:
(1) create an instance of the class ThreeGppUmaChannelCondi-tionModel; (2) create an instance of ThreeGppUmaPropagationLossModel, configure the carrier frequency through the attribute "Frequency", and set the channel condition model through the attribute "ChannelConditionModel"; (3) create an instance of ThreeGppSpectrumPropagationLoss-Model, configure set the UMa scenario, the carrier frequency and the channel condition model through the attributes "Scenario", "Frequency" and "ChannelConditionModel"; (d) Indoor office (mixed) Figure 3 : Average propagation loss over distance between the two nodes, for different scenarios and channel conditions.
calling the method ThreeGppSpectrumPropagationLoss-Model::AddDevice.
Besides being implemented in the three-gpp-channel-example.cc script, these steps could be included in a helper class for an ns-3 module that aims at using this channel model. For a proper usage of this model, users may need to set the transmission time granularity of the simulation based on the channel coherence time of the scenario of interest and use an error model that accounts for the non-Additive White Gaussian Noise (AGWN) behavior of fast fading channels. For example the error model in [18] , which has been developed according to TR 38.901, could be used in combination with the proposed channel model for NR system-level simulations, provided that the channel coherence time is larger than the slot length of the NR frame structure.
Use Cases
The main target of the developed model is to enable system-level simulations of 3GPP scenarios through a 3GPP-compliant channel model and antenna model. As such, it is a requirement for any 3GPP LTE and NR-based system-level simulation that properly models and evaluates the performance of physical layer techniques using appropriate channel modeling, both in the sub-6 GHz bands and in mmWave bands. Moreover, it provides a common framework for simulations and coexistence studies of different technologies that share the spectrum resources, such as 3GPP and IEEE Radio Access Technologies (RATs) in unlicensed/dedicated spectrum bands. For example, it can be used to evaluate the 3GPP and IEEE RATs coexistence of:
• IEEE 802.11b/g/a/n/ac/ax (Wi-Fi) and 3GPP LTE-LAA (Licensed-Assisted Access) in unlicensed sub 6 GHz bands [12] , Also, it provides a common framework for simulations of spectrum sharing solutions through either spectrum refarming or dynamic spectrum sharing, for example, if different 3GPP RATs of the same operator share the licensed spectrum for some long period of time until one of the RATs becomes obsolete (spectrum refarming). This happens in low frequency bands (e.g., 900, 1800 MHz) that are essential for 3GPP NR to achieve coverage, but in which 3GPP LTE is already deployed and operational, and cannot thus be migrated to other frequency bands. As such, a key example of spectrum refarming is that of 3GPP LTE and 3GPP NR in licensed sub 6 GHz bands. Another example of spectrum sharing is when different operators share the spectrum by means of coordination policies. In this regard, the research community has also recently proposed solutions based on spectrum sharing [29] and spectrum pooling [11] for mmWave bands, which exploit coordination among different cellular network operators to improve the spatial reuse, and which could be tested from an end-to-end perspective on top of the proposed framework.
In addition, the developed model is also useful to evaluate the 3GPP and IEEE interworking through a common channel modeling. 3GPP and IEEE interworking considers core network and radio access network integration by means of aggregating 3GPP-based RATs in licensed bands and Wi-Fi in unlicensed bands. Examples for which the developed model could be used include:
• Wi-Fi and 3GPP LTE interworking, e.g., through LTE-WLAN Aggregation (LWA) and LTE-WLAN Radio Level Integration with IPsec Tunnel (LWIP) [24] , • IEEE 802.11ax and 3GPP NR interworking [36] .
CONCLUSIONS AND FUTURE WORK
In this paper, we introduced a new channel model for ns-3, developed following the specifications in [4] . This work is expected to enrich ns-3 by enabling a more accurate modeling of the dynamics of wireless channels between 0.5 and 100 GHz, thus enhancing the support for the simulation of wireless systems. In Section 1, we introduced the importance of channel models and simulation tools for the design of next-generation wireless systems. In Section 2, we explained the motivations that drive the design of more accurate channel models and described the SCMs approach. In Section 3, we overviewed the 3GPP SCM and explained how it has been implemented in ns-3. Finally, in Section 4, we provided an example of usage and outlined the possible use cases.
We plan to further improve this work by (i) refining the antenna model to enable the modeling of multiple panels with dual polarization; (ii) implementing the outdoor-to-indoor penetration loss model described in [4] , Sec. 7.4.3; (iii) implementing the additional modeling components, such as the spatial consistency procedure and the modeling of the oxygen absorption, specified in [4] , Sec. 7.6;
(iv) performing a calibration campaign to validate the model following the assumptions reported in [4] , Sec. 7.8; and (v) lowering the computation time needed to generate a channel realization [35] through the optimization of matrix operations.
