Approaches to text mining for clinical medical records by Zhou, Xiaohua et al.
  
 
 
 
 
 
 
 
 
 
 
 
 
College of Information Science and Technology
 
 
 
Drexel E-Repository and Archive (iDEA) 
http://idea.library.drexel.edu/   
 
 
Drexel University Libraries 
www.library.drexel.edu
 
 
 
 
 
 
 
 
 
 
 
The following item is made available as a courtesy to scholars by the author(s) and Drexel University Library and may 
contain materials and content, including computer code and tags, artwork, text, graphics, images, and illustrations 
(Material) which may be protected by copyright law. Unless otherwise noted, the Material is made available for non 
profit and educational purposes, such as research, teaching and private study. For these limited purposes, you may 
reproduce (print, download or make copies) the Material without prior permission. All copies must include any 
copyright notice originally included with the Material. You must seek permission from the authors or copyright 
owners for all uses that are not allowed by fair use and other provisions of the U.S. Copyright Law. The 
responsibility for making an independent legal assessment and securing any necessary permission rests with persons 
desiring to reproduce or use the Material. 
 
 
Please direct questions to archives@drexel.edu  
 
 
 
 
 
 
 
To appear in The 21st Annual ACM Symposium on Applied Computing 2006, Technical tracks on Computer 
Applications in Health Care (CAHC 2006), Dijon, France, April 23 -27, 2006. 
Approaches to Text Mining for Clinical Medical Records 
 
Xiaohua Zhou and Hyoil Han 
College of Information Science and Technology 
Drexel University 
Philadelphia, PA 19104 
xiaohua.zhou@drexel.edu  
hhan@cis.drexel.edu
Isaac Chankai, Ann Prestrud and Ari Brooks  
College of Medicine 
Drexel University 
Philadelphia, PA 19102 
{ic36, ann.prestrud}@drexelmed.edu 
ari.brooks@drexelmed.edu 
 
Abstract 
Clinical medical records contain a wealth of information, largely 
in free-text form. Means to extract structured information from 
free-text records is an important research endeavor. In this paper, 
we describe a MEDical Information Extraction (MedIE) system 
that extracts and mines a variety of patient information with 
breast complaints from free-text clinical records. MedIE is a part 
of medical text mining project being conducted in Drexel 
University. Three approaches are proposed to solve different IE 
tasks and very good performance (precision and recall) was 
achieved. A graph-based approach which uses the parsing result 
of link-grammar parser was invented for relation extraction; high 
accuracy was achieved. A simple but efficient ontology-based 
approach was adopted to extract medical terms of interest. 
Finally, an NLP-based feature extraction method coupled with an 
ID3-based decision tree was used to perform text classification.   
Categories and Subject Descriptors 
I.2.7 [Natural Language Processing]: Text Analysis 
General Terms 
Experimentation 
Keywords 
Clinical Records, Information Extraction, Relation Extraction, 
Ontology 
1. Introduction 
Patient medical records contain a wealth of information that 
can prove invaluable for the conduct of clinical research.  Clinical 
records are largely maintained in free-text form. Thus, a reliable 
and efficient method to extract structured information for future 
data mining from free-text using information extraction 
techniques may greatly benefit research endeavors.  
We report here on the development of a MEDical 
Information Extraction (MedIE) system that extracts and mines a 
variety of patient information with breast complaints from free-
text clinical records. MedIE is a part of a large research project on 
breast cancer being conducted at Drexel University College of 
Medicine. Before researchers can conduct any analysis or mining, 
they must first code textual patient records and save this 
structured information into the database. A total of 125 separate 
initial consultation notes were mined by our system.  Results were 
then compared to a medical student's independent manual 
processing of the same consultation notes.  
The technique used in this paper is an extension to [19]. In 
[19], three approaches to numeric attributes filling, medical term 
identification, and text classification were described, and an 
evaluation for 13 extracting tasks on a small collection of 50 
patient records was reported. We extended the graph-based 
approach for numeric attribute filling in [19] to a generic relation 
extraction technique capable of performing the majority of 
information extraction tasks in the project; we also solved several 
technical problems while using Link Grammar parser [14] to 
build graphs, which made the system more robust. We improved 
term extraction approach in [19] by extensive use of ontology and 
adoption of a NLP-based term prediction technique. In short, the 
extended MedIE system is more generic, robust, and effective in 
terms of knowledge extraction; the evaluation for 23 extracting 
tasks on a larger collection of 125 patient records is more 
representative and convincing. 
The remainder of this paper is organized as follows: in 
section 2, we review related work; in section 3 we present our 
own approaches to extraction of the three types of information; 
and section 4 evaluates system performance. A short conclusion 
finishes the article. 
2. Related Work 
One line of research related to ours is Named Entity 
Recognition (NER) in free-text. Though most NER methods 
cannot handle medical terms directly, their concepts, such as 
pattern matching, can be borrowed. General Architecture for Text 
Engineering (GATE) [1] uses patterns written in regular 
expressions to implement all its components such as tokenization 
and named entity recognition. It also provides a Java Annotated 
Pattern Engine (JAPE) [2], by which users can extend NER 
component to identify entities of interest. However, because 
medical terms are full of synonyms and morphologic variants, the 
ontology is necessary to achieve high extraction accuracy. A 
research project, "Acquiring Medical and Biological Information 
from Text" (AMBIT) [5], led by a research group at the 
University of Sheffield, aims to build such a large database of 
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medical terminology for information extraction from clinical 
records. In this particular project, we adopt Unified Medial 
Language System (UMLS)1 as the domain ontology to identify 
medical terms. 
The pattern-based template filling is a common technique for 
information extraction. AutoSlog [12], PALKA [6], CRYSTAL 
[16] and WHISK [17] can automatically induce linguistic patterns 
from training examples. However, supervised pattern learning is 
very expensive to prepare training examples. Instead, we use an 
unsupervised approach, which makes use of the parsing results of 
link grammar parser [14], to extract a good portion of knowledge 
in the project.  
There is research that applies link grammar parser to 
information extraction. Madhyastha et al. reported the use of link 
grammar parser for event extraction [9] and Ding et al. applied 
link grammar to extraction of biomedical interactions [4].  Both 
works achieved the goal of information extraction by analyzing 
the meaning of important links in the sentence. Differing from 
their approaches, we first transform the parsed sentence to a 
formalism of a graph and then perform concept association based 
on the graph generated. 
Another line of related research is text classification. 
Decision trees are a frequently used technique for text 
classification. Wendy Lehnert et al. [8] present an ID3-based 
decision tree for classification, which uses learned keywords as 
features [8]. Kuhn and De Mori propose application of semantic 
classification trees (SCT) to natural language understanding [7]. 
SCT is an extension to word-based (as feature) decision trees. 
Unlike [8] and [7], Riloff and Lehnert [13] describe an approach 
to text classification that represents a compromise between word-
based technique and in-depth natural language processing. It takes 
polysemy, synonyms, phrases, and local context into account 
during feature extraction. 
3. Tasks and Methods 
The extracting tasks in our project can be roughly classified 
into three groups. The first is extraction of medical terms (e.g., 
past medical history and past surgical history). The second is text 
classification. For example, a patient can be classified as a former 
smoker, a current smoker, or a non-smoker. The last group is 
about relation between two terms (e.g. symptoms and human 
body parts). We propose three approaches to address these 
extracting tasks, respectively. 
 
3.1 Ontology-based Term Extraction 
Medical term extraction is often a task during patient record 
processing. For example, clinicians are always interested in the 
medical history and surgical history of patients. Medical term 
extraction essentially belongs to the task of named entity 
recognition. However, medical terms are full of synonyms and 
morphologic variants. It is necessary to adopt ontology for high 
accuracy extraction of medical terms from clinical records. 
Medical terms are often multi-word phrases; therefore, it is not 
efficient to search all combinations of sequential words in the 
sentence through the ontology. Instead, we follow the method in 
[19], using part of speech patterns to generate term candidates and 
then checking if the candidate terms exist in the ontology.  
                                                                
1 http://www.nlm.nih.gov/research/umls/
In UMLS, each term may belong to more than one concept 
and at least one semantic type is assigned to each concept. 
According to the possible semantic type, we can determine 
whether the medical term extracted is of interest or not. In this 
particular project, we also need to group medical terms. For 
example, clinicians have particular interest in certain predefined 
diseases such as hypertension. We then need to identify synonyms 
(e.g. high blood pressure is a synonym of hypertension) of these 
predefined diseases. This task is simply completed by lookup of 
synonyms in ontology.  
The ontology-based approach for medical term extraction 
achieves high precision and acceptable recall. But it still fails to 
retrieve a portion of terms of interest simply due to the ontology 
incompleteness or typo made by doctors. We relieve the problem 
by predicting some terms based on the idea that elements in 
coordinating structures should have similar semantic types. In the 
following example, we recognize splenectomy and gallbladder 
cholecystectomy as surgeries; gunshot then has a good chance to 
be a surgery name though it is not explicitly defined in UMLS. 
 
“Gunshot wound in 1989, splenectomy in 1992, and 
gallbladder cholecystectomy in 1990” 
 
The ontology-based approach for medical term extraction 
can achieve higher performance than those general named entity 
recognition approaches. However, it requires intensive searching 
though we adopt part of speech patterns to minimize the number 
of term candidates. 
3.2 Graph-based Relation Extraction 
Relation extraction refers to a task that finds pairs of two 
terms in text (usually in a sentence or a couple of consecutive 
sentences) that are semantically or syntactically related to each 
other. Most information extraction (IE) tasks in this project are 
relation extraction or could be transformed to relation extraction 
problem. One type of information for extraction is numeric 
attribute, such as blood pressure, pulse, age and weight of a 
patient. Because this project targets patients with breast cancer, 
clinicians are also concerned about menarche age, number of 
pregnancies, and number of live births. Extraction of these 
numbers is equivalent to associated medical concepts (e.g. blood 
pressure) with numeric values. Another type of information is the 
association of diseases or symptoms with persons (e.g. father, 
mother, aunt etc.) or parts of the body (e.g. right breast or left 
breast). For example, the trace of family history of cancer is about 
the association of disease with a person; examination of breast is 
about the association of symptoms with part of human body. 
Some extracting tasks could be transformed to relation extraction 
problems. For example, clinicians are interested in the 
menopausal status of the patient. This is a typical classification 
problem. But browsing patient records, we found that if the date 
of last menstrual period is known, then menopausal status can be 
determined. Thus the problem is transformed to the association of 
medical term (last menstrual period) with date. 
The procedure of relation extraction is comprised of two 
major steps. The first step is the extraction of various terms 
including diseases, symptoms, human body parts, persons, 
numbers, dates, etc, as described in Section 3.1. Co-reference 
resolution is required for relation extraction because doctors may 
use pronoun or abbreviation to reference previous terms while 
writing patient records. We use a shallow method [3] to find the 
real entity pronouns or abbreviations refer to. 
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The second step is to find pairs of terms that are semantically 
or syntactically related to each other.  The judgment of semantic 
relation is simple because the semantic type of each term is 
already given during extraction and the possible relations of any 
two semantic types are pre-defined in the ontology. However, the 
determination of syntactic relation is difficult because in the 
majority of cases a sentence contains more than two terms. In the 
first sentence of the example below, there are four medical 
metrics and four numbers. In the second sentence, there are two 
human body parts and two symptoms. 
 
“Blood pressure is 144/90, pulse of 84, temperature of 98.3, 
and weight of 154 pound.” 
 
“…There is no other mass palpable in the right breast while 
the left breast is free of any lesions” 
 
We propose a graph-based approach for the extraction of 
syntactic relation based on the linkage information produced by 
Link Grammar Parser [14]. Link Grammar is an original sentence 
parser, producing not only a constituent tree as most parsers yield, 
but also a linkage diagram that consists of links between two 
words. In the example shown in Figure 1, there are nine links. The 
link between “is” and “144/90” represents a verb-object relation 
(denoted by notation ‘O’). Some researchers have explored the 
use of link grammar in information extraction. Madhyastha et al. 
reported the use of link grammar parser for event extraction [9] 
and Ding et al. applied link grammar to the extraction of 
biomedical interactions [4].  Both works reached the goal of 
information extraction by analyzing the meaning of important 
links in the sentence. Differing from their approaches, we first 
transform the parsed sentence to a formalism of graph and then 
perform concept association based on the generated graph. 
Figure 1.  An Example of a Linkage Diagram2
 
Suppose a node represents a word and an edge represents a 
link. Then the linkage diagram of a valid sentence can be viewed 
as a connected graph. Furthermore, each edge can be weighted 
against the type of link according to the application (e.g. we 
penalize the links connecting two clauses). Thus, the distance 
between any term pair can be calculated from the graph. 
Intuitively, the distance between any term pair is a good measure 
of their syntactic relationship. Then the task of syntactic relation 
extraction is equivalent to search the shortest node (or the node 
with a distance less than the threshold [4]) with certain semantic 
type for a given node in a (weighted) graph. 
For some extracting tasks, we need to pay attention to the 
occurrence of negating words or phrases. In the following 
example, left breast is linked with the symptom of lesions, but 
because of the occurrence of negative phrase, be free of, they 
actually have no association at all. 
 
“…There is no other mass palpable in the right breast while 
the left breast is free of any lesions” 
 
                                                                
2  The diagram is yielded by the online Link Grammar parser at 
http://www.link.cs.cmu.edu/link/.
This approach provides a generic framework for relation 
extraction, but has several technical limitations in practice. First, 
link grammar parser cannot parse text fragments without verbs 
(e.g. blood pressure: 144/90). For this reason, we also 
implemented a pattern-based approach. If the parser fails to parse 
the sentence, the pattern approach will take the place. Second, 
link grammar parser was originally developed for conversational 
English and makes many errors while parsing text in the 
biomedical domain, most likely due to its lack of syntactic 
information of biomedical vocabulary. Third, link grammar parser 
can process single-word terms but cannot deal with multi-word 
terms. Regarding the last two problems, Szolovits [18] presented 
a heuristic method to augment the lexicon of link grammar parser 
with UMLS’s specialist lexicon. We plan to adopt this technique 
in future versions. In the current project, we used a simple method 
to relieve this problem. After medical term identification, we 
replaced these terms in sentences with placeholders and then 
submitted the modified sentence to parser. The last example is 
sentence converted to the sentence below after our method is 
applied. Link grammar parser cannot recognize the meaning of 
placeholders, but it is able to figure out the part of speech the 
holders represent and successfully parses the sentence. 
 
“There is no other symptom1 in part1 while part2 is free of 
any symptom2” 
 
In this sub-section, we introduced a graph-based approach 
for relation extraction. In comparison with pattern-based approach, 
it is more flexible and robust. This approach is comprised of 
following five components, term extraction, co-reference 
resolution, medical term replacement, link grammar parsing, and 
graph building. 
3.3 Decision Trees Based Text Classification 
Text classification is another type of information extraction 
tasks in our project. For instance, patients fall into three classes 
with regard to smoking behavior: non-smoker, former smoker, or 
current smoker. The following texts are examples describing 
different smoking behaviors. 
 
“She quit smoking five years ago” (former) 
“She is currently a smoker” (current) 
“None” (never) 
“She has never smoked” (never) 
 
For high accuracy, an analytic NLP approach is 
recommended by most of the literature. Usually pattern-based 
semantic analysis would be performed to classify cases. However, 
the analytic approach highly demands large amounts of domain 
knowledge and is consequently difficult to generalize.  
Conversely, a machine learning technique does not depend 
on domain knowledge and the approach can easily be generalized. 
In this project, we employed an ID3-based decision tree [11] for 
categorical fields. According to information theory, Information 
Gain (Mutual Information) of the predictor and dependent 
variable is a good measure of the predictor’s discriminating 
ability. Thus, the ID3 decision tree is supposed to use fewer 
features than other decision tree algorithms. (For the details, see 
[19]) 
4. Experiment 
The MedIE system is implemented by Java. Link Grammar 
Parser is used to produce both linkage information for relation 
extraction and constituent trees for feature extraction during text 
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classification. WordNet is mainly used to get the lemma 
(uninfected form) of each word in a sentence. GATE (General 
Architecture for Text Engineering) is used for tokenization and 
part of speech tagging. UMLS serves as the domain ontology for 
medical term identification. For the sake of efficiency, we 
downloaded the UMLS data and installed it in a local DB2 
database. Data is accessed through JDBC. We implemented the 
ID3-based decision tree algorithm for text classification. 
We evaluated our MedIE system on a collection of 125 
patient records, each of which is a subject with breast complaints. 
The format of the patient records is same as [19]. One record is 
comprised of multiple sections, each of which begins with a fixed 
string. Therefore, it is easy to split the whole record into sections. 
Each section is written in natural language. 
 
Table 3. Result of medical term extraction 
Attributes 
extracted 
Precision  
(Recall) 
Attributes 
extracted 
Precision  
(Recall) 
Blood pressure 100.0% Menopause 94.0% 
Weight 100.0% Palpable nodule 86.0% 
Pulse 100.0% Breast Mass 86.0% 
Age of menarche 100.0% Auxiliary Nodes 100.0% 
Number of 
pregnancies 100.0% Nipple D/C 100.0% 
Age of first child 100.0% Family History of cancer 92.0% 
Number of live 
births 100.0% 
The reason to 
visit doctor 92.0% 
 
We use precision and recall to evaluate the performance. 
Extraction of fourteen attributes listed in Table 1 based on the 
method of relation extraction achieves extremely high precision 
(recall). In [19], only the first seven tasks listed in Table 1 were 
performed. By examining all 125 records manually, we found that 
the extremely high precision is, in part, attributed to the consistent 
dictation style (all records were provided by the same clinician, 
author Ari D. Brooks, MD). If the size of the data set increases or 
the writing style varies, performance may be degraded.  
Classification Tasks Precision (Recall) 
Smoke behavior 92.2% 
Alcohol use 89.4% 
Appearance 93.7% 
 
The ID3-based decision tree is evaluated on three text 
classification tasks: smoking behavior, alcohol use, and 
appearance. Five-fold cross validation was applied, that is, the 
whole data set is split into five subsets. For each round, four 
subsets are treated as training data and the last as testing data. We 
ran a five-fold cross validation ten times, each time the dataset is 
randomly shuffled. Average precision (recall) is then calculated 
(see table 2). It is worth noting that [19] only evaluated the 
classification task of smoking behavior.  
 
 
Clinicians in our project are also interested in the medical 
and surgical history of patients. Because these attributes may 
contain multiple values (medical terms), the precision and recall 
for i-th patient are defined respectively as, 
i
i
i TInstl
ETrueR =  
and
i
i
i ETotal
ETrueP = . Precision and recall for the whole 
collection, respectively, are defined as, ∑∑= i ii i TInst
ETrue
R  
and 
ii
i i
ETotal
ETrue
P ∑∑= where: 
ETruei: number of extracted true terms in i-th subject.  
ETotali: number of extracted terms in i-th subject. 
TInsti: number of total true terms in i-th subject. 
 
We revised the approach for medical term identification and 
achieved significant progress of precision and recall. For the 
details of performance improvement, please refer to Tables 3, 
which list the performance of medical term extraction in [19] and 
our experiment, respectively. 
The performance improvement is mainly attributed to the 
extensive use of domain ontology. After medical term 
identification, we need to further classify terms into predefined 
terms or other terms. In [19], the authors failed to recognize 
synonyms of predefined terms. We corrected this problem, which 
increases the recall of predefined terms and precision of other 
terms. The authors of [19] simply treat all terms existing in 
domain ontology as medical terms of interest. Actually a small 
portion of extracted terms such as “history” and “human” was not 
expected. We filtered out these terms in the new version by 
additionally examining the semantic type of the term, which 
increases term precision. Due to the incompleteness of domain 
ontology (UMLS) or typo, ontology-based approach failed to 
extract some terms not defined in ontology. In the current version, 
we use the coordinating structure to predict some medical terms, 
which increases the recall of medical term extractions. 
5. Conclusion 
In this paper, we implemented a MEDical Information 
Extraction (MedIE) system that extracts and mines a variety of 
information from clinical medical records. Good performance was 
achieved. 
The information extraction tasks in this project can be 
roughly classified into three classes. The first is extraction of 
medical terms. The second, also the major one, is relation 
extraction. The last is text classification. We propose three 
approaches to address those three different IE tasks. 
Attribute Name Precision 
[ours] 
Recall 
[ours] 
Precision 
[19] 
Recall 
[19] 
Predefined Past  
Medical History 96.7% 96.7% 96.7% 96.7% 
Other Past Medical 
History   88.1% 89.4% 76.1% 86.4% 
Predefined Past 
 Surgical history 92.3% 94.2% 77.8% 35% 
Other Past Surgical 
History   87.5% 92.3% 62.0% 75% 
Table 1. Result of extraction using concept association 
Table 2. Result of text classification 
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A graph-based approach which uses the parsing result of 
link-grammar parser was invented for relation extraction and high 
accuracy was achieved. A simple but efficient ontology-based 
approach was adopted to extract medical terms of interest. 
Finally, an NLP-based feature extraction method coupled with an 
ID3-based decision tree was used to perform text classification. 
This preliminary approach to categorical fields has, so far, proven 
to be quite effective.  
 However, the size of data set used is small. When more 
diversified writing styles are introduced into patient records, the 
performance of IE may degrade. We plan to use a larger data set 
to evaluate and tune our future work. Besides, link grammar 
parser makes many errors while parsing text in biomedical 
domain. We are going to relieve this problem by augmenting the 
lexicon with UMLS’s specialist lexicon in future versions. 
Moreover, we will try to make the system more flexible and 
robust.  
Approaches proposed in this paper may offer a new means 
by which clinician-researchers may extract large volumes of data 
from patient medical records. To date, this resource is untapped, 
as there is no effective means to extract data. We hope to continue 
this work, refining our approach, to expand its utility. 
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