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Zusammenfassung
Ultraschnelle Elektronbeugung ist eine pump–probe Technik, durch die sich Mo-
lekulardynamiken mit atomarer Auflösung visualisieren lassen. Allerdings können
die schnellsten elektronischen und atomaren Licht-Materie Wechselwirkungen mit
dieser Technik noch nicht gemessen werden. Der Grund dafür ist, dass die zeitli-
che Auflösung durch die praktische Realisierung extrem kurzer Elektronenpulse,
bedingt durch Coulomb-Abstoßung und Vakuum-Dispersion aufgrund der Ruhe-
masse, limitiert ist. Die Raumladung und endliche Energiebandbreite führen bei-
de zu einer zeitlichen Verlängerung der Elektronenpulsdauer. Zwar können solche
Pulse mit Mikrowellenfeldern zeitlich komprimiert werden, aber diese Methode ist
fundamental durch die möglich zeitliche Synchronisation der Mikrowelle mit den
erzeugenden Laserpulsen limitiert.
In dieser Arbeit soll diese Limitierung überwunden werden, um die zeitliche
Auflösung von ultraschneller Elektronenbeugung zu verbessern und ultimativ in
das Regime jeglicher realistischer Licht-Materie-Wechselwirkung vorzudringen. Zu-
nächst wird ein hochauflösendes mikrowellen-optisches Phasenspektrometer basie-
rend auf optischer Interferometrie entwickelt, welches bei der 800 nm Ti:Sapphir-
Wellenlänge arbeitet, die am besten zur Probenanregung geeignet ist. Dieser Pha-
sendetektor bietet eine Auflösung von 3 fs und ist in der Lage, als wesentliches
Bestandteil einer Phasenregelschleife zur rauscharmen Synchronisierung eines di-
elektrischen Resonator-Oszillators mit dem Ti:Sapphir-Laser. Darüberhinaus zei-
gen wir eine neuartige passive Synchronisierungstechnik durch direkte Extraktion
einer Mikrowellenfrequenz aus einer Harmonischen der Laser-Repetitionsrate mit-
tels Photodetektion.
Es werden Rekordwerte im Phasenrauschen über neun Frequenz-Dekaden (mHz–
MHz) durch den Einsatz eines optischen Modenfilters gezeigt. Dieser unterdrückt
thermisches Rauschen und arbeitet bei niedrigen Pulsenergien, um Amplitude-zu-
Phase-Konversion bei der Photodetektion zu reduzieren. In einer Verstärkerket-
te wird dieses Mikrowellensignal verstärkt, um die zur Elektronenpulskompres-
sion nötige Leistung zu erreichen. Durch rigorose Out-of-loop-Charakterisierung
der Synchronisation mittels des mikrowellen-optischen Phasendetektors wird eine
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Standardabweichung der zeitlichen Stabilität von 4.8 fs gezeigt. Diese überlegene
Synchronisation erlaubte die Erzeugung von 12 fs (Standardabweichung) Elektro-
nenpulsen, welche nach unserem Wissen die kürzesten sind.
Zuletzt wird die Stabilität der Laser-Elektronen-Synchronisation über mehre-
re Stunden gezeigt, welche durch Ausregeln der Langzeitdrifts mittels einer in-situ
Messung ermöglicht wird. Dadurch wird gezeigt, dass ultraschnelle Elektronenbeu-
gung durch die Anwendung dieser Techniken für die Beobachtung der schnellsten
reversiblen Licht-Materie-Wechselwirkungsdynamiken auf atomaren Skalen geeig-
net ist.
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Abstract
Ultrafast electron diffraction is a pump–probe technique that allows the visuali-
sation of molecular dynamics with atomic scale resolution. However, the fastest
electronic and atomic dynamics in light-driven matter transformations are, as yet,
unmeasureable with this technique. This is because the temporal resolution in ul-
trafast electron diffraction is limited by difficulties in producing the shortest elec-
tron pulses, caused by the electron charge, via Coulomb repulsion (space charge),
and rest mass, via vacuum dispersion of the electron wavefunction. Space charge
effects and a finite energy bandwidth both lead to temporal broadening of electron
pulses. Methods to compress such pulses in microwave fields have been developed,
but these are fundamentally limited by the achievable temporal synchronisation
of the employed microwave with the excitation laser pulses.
This work is aimed at breaking this limitation and thereby advancing ultra-
fast electron diffraction towards the ultimate temporal resolution of any realistic
light–matter interaction. Firstly, a high-resolution optical-microwave phase detec-
tor based on optical interferometry is designed for operation around the 800-nm
wavelength of Ti:sapphire lasers best suited for sample excitation. The phase de-
tector provides a resolution of 3 fs and the capability of functioning as an integral
component in a phase-locked loop for synchronising a low-noise dielectric resonator
oscillator with the Ti:sapphire laser.
Furthermore, we demonstrate a separate, novel, passive synchronisation tech-
nique through direct microwave extraction of a harmonic of the laser repetition
rate by photodetection. A record-low residual phase noise over nine frequency
decades (mHz–MHz) is achieved through implementation of an optical-mode filter
which circumvents thermal noise problems at low pulses energies to simultaneously
reduce detrimental amplitude-to-phase noise conversion in the photodetection pro-
cess. An amplification chain is designed to achieve a microwave power suitable for
electron compression while preserving this excellent phase noise. Rigorous out-
of-loop characterisation of the synchronisation with the optical-microwave phase
detector shows a root-mean-square (rms) timing stability of 4.8 fs. This superior
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synchronisation has allowed the generation of 12 fs (rms) electron pulses, the short-
est to our knowledge.
Lastly, stability of the laser–electron synchronisation over many hours is also
demonstrated on a sub-five-femtosecond scale through in-situ measurement and
subsequent compensation for the entire range of possible long-term drifts. This
shows that incorporating these techniques can allow ultrafast electron diffraction
experiments to observe the fastest reversible atomic-scale light–matter interaction
dynamics.
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Chapter 1.
Atomic and electronic motion on
ultrashort timescales
1.1. Ultrafast electron diffraction
Fundamental physical, chemical and biological processes resolve on ultrashort
timescales at the sub-molecular level. Gaining access to the evolution of such
processes requires techniques with femtosecond and picometer resolutions [1–6].
These techniques are typically pump–probe methods, whereby a process is ini-
tiated by an ultrashort optical pulse and subsequently examined (probed) with
a second ultrashort pulse at varying, controlled delay times. Reconstructing the
structural information obtained from each delay step leads to a visualisation of the
dynamics as they play out, similar to time-lapse photography, but on much shorter,
atomic-level time scales. One established technique for probing molecular dynam-
ics in space and time is that of ultrafast electron diffraction (UED) [7, 8], which
utilises optical pulses for exciting dynamics, and ultrashort electron pulses as the
probe. Employing electrons accelerated to keV energies, i.e. picometer de Broglie
wavelengths, achieves the subatomic resolution required to obtain direct struc-
tural information [6,8]. UED has allowed scientists to study a plethora of ultrafast
processes on the molecular scale, including melting and heating processes [9–12],
structural phase transformations in condensed matter [13–16] and isolated chemi-
cal reactions [17–19].
The concept of a UED experiment is depicted in Fig 1.1. A femtosecond laser is
split into two arms; one arm is used for electron generation via the photoelectric
effect, while the other arm is used for sample excitation. After being emitted from
a photocathode at high voltage, the electrons are accelerated in a DC field up to
the energy required for diffraction, typically 30–300 keV [21].
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Figure 1.3: Concept of a laser-driven UED pump-probe experiment, employing electron pulse
Figure 1.1.: Ultrafast electron diffraction concept, figure from [20]. A laser illuminates
a photocathode charged to a high voltage, generating electrons via the photoelectric
effect. The electrons are accelerated towards a grounded anode to an energy suitable
for diffraction (typically 30–300 keV). The electrons are transversely collimated with a
magnetic lens and longitudinally focused with a microwave cavity before being incident
on the diffraction target. The sample dynamics is initiated by the laser pulses, with
the laser–electron delay controlled by a delay stage inserted into the pump beam arm.
The diffracted electrons are collected by a camera.
The initial transverse and longitudinal velocity spread of the electrons upon
generation leads to divergence and temporal broadening. Divergence can be com-
pensated for with static fields in magnetic lenses. Temporal broadening can be
compensated for with time-dependent fields in microwave cavities [22–28], however
this is generally limited by the achievable synchronisation between the driving mi-
crowave and the laser, and is often a limiting factor in UED experiments [28–30].
Without precise synchronisation, efforts to compress the electron pulses can in fact
have a detrimental effect [25]. This issue is described in detail in chapter 2 and its
resolution is the central theme of this thesis (chapters 3–7).
After the transverse and longitudinal compensation elements, the electrons are
diffracted from the sample, with the laser–electron delay controlled by a delay stage
inserted into the pump beam arm. Finally, the diffracted electrons are collected
by a camera, providing time-resolved structural changes of molecular systems.
Diffraction setups may be designed with a transmission geometry (as depicted),
or reflection geometry. Transmission experiments require sample thicknesses on
the order of 10–50 nm to maintain a high enough electron throughput, due to the
electron inelastic mean free path [31]. However, reflection geometries require phase
2
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matching between the pump pulses and the electron probe in collinear setups [32],
which is not required in transmission.
The biggest challenge for achieving the best temporal resolution in a UED exper-
iment is the ability to produce ultrashort electron pulses [33,34], which is difficult
due to the electron rest mass and charge [35]. Ideally, bright pulses are required
in order to study any processes, especially irreversible ones [9]. However, Coulomb
repulsion in bright electron pulses severely limits the achievable pulse duration
through an unavoidable, irreversible expansion of the Liouville phase space [35].
To access the fastest processes in condensed matter systems, a time resolution on
the order of 10 fs full width at half maximum (FWHM) or 5 fs root-mean-square
(rms) is required. Space charge effects do not allow for this and UED setups with
bright electron pulses are currently limited to a resolution of about 100 fs [28–30].
This, and the pump–probe jitter problem mentioned above, currently prevents
UED from being applied to many classes of fundamental questions in physics and
chemistry.
1.2. Single-electron pulses
Space charge effects can be somewhat mitigated by using relativistic electrons
which experience minimal coulomb repulsion [36–38], however this leads to a de-
crease in the scattering angle, due to the too short de Broglie wavelengths, and
difficulties in beam line design. Producing only one electron per laser pulse, on
the other hand, completely eliminates space charge effects [39]. With no other
electrons, the single electron cannot experience any internal repulsive forces and
hence maintains its phase space volume through the entire beam line. While a
single-electron duration may be described in terms of its coherence length, this is
not a fair representation of the electron pulse duration, as a single-electron diffrac-
tion experiment requires the repetition of many pump–probe events, ~107–109 [40].
It is more realistic to think in terms of the arrival times of all electrons in an in-
tegrated diffraction image, with respect to the exciting laser pulses. The pulse
duration can then be defined as the full width at half maximum of the envelope
of the statistical distribution of the total electrons integrated over a certain num-
ber of single electrons [41], and is so used in the remainder of this thesis, unless
specifically stated otherwise.
An additional advantage of moving to the single-electron regime is the possibility
for improved transverse coherence. Transverse coherence is a measure of the ability
of spatially separated electron wavepackets to interfere with themselves, and hence
3
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defines the physical size of the atomic-scale system which can be studied. In typical
UED setups with space charge, at electron de Broglie wavelengths in the region
0.02 – 0.07 Å (for 30 – 300 keV electrons), the transverse coherence is on the order
of 2–3 nm [41, 42], which allows investigations of many condensed matter systems
but does not provide access to biomolecular systems with few-nanometer sizes.
With single-electron pulses, exhibiting no Coulomb repulsion, the divergence is
reduced and therefore allows the possibility of a higher coherence; a coherence of
up to 20 nm for single-electron sources has been demonstrated [43]. Together with
the in principle infinitesimally short pulse duration, single-electron pulses therefore
offer a valuable perspective for studying ultrafast physical and chemical processes
on fundamental length and time scales, provided they can be repeatedly studied.
1.3. Requirements for the laser system
Performing a complete time-resolved (“4D”) diffraction experiment with single-
electron pulses, while having the potential for ultimate temporal resolution and
spatial coherence, sets some important limits on the possible samples to study. To
build up a useful diffraction image requires upwards of 107 electrons [40] and the
dynamics under investigation must therefore be highly reversible. Furthermore,
to reduce total acquisition time, the repetition rate of the laser must be as high
as possible. Going to higher repetition rates, however, involves depositing more
energy in the sample, eventually destroying it, and the time between pump pulses
must be long enough to let the sample completely relax from one excitation to
the next. Therefore, the ideal laser repetition rate is in the 100 kHz – fewMHz
range [40].
The properties of the laser pulses incident on the photocathode for electron gen-
eration are critical to produce electron pulses with suitable phase-space character-
istics for diffraction. Excitation of an electron occurs through photon absorption
and may happen at any point during irradiation within the laser pulse width. For a
flat metal cathode, surface imperfections result in not only a longitudinal velocity
spread, but also a transverse spread [41]. Therefore, the initial energy bandwidth of
the electrons should be minimised for both favourable compression characteristics
(described in section 2.1) and for maximising transverse coherence [43]. Because the
energy transfer in the emission process is indirect [44], the electron energy spread
is reduced by minimising the difference between the cathode work function and
the photon energy [45]. Also, the uncertainty relation causes a trade off between
the laser pulse duration and bandwidth to optimise the electron properties [41].
4
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Figure 1.2.: Spectral and temporal characteristics of the Ti:Sapphire laser used in this
work, from [20]. (a) The spectrum spans approximately 50 nm from 770 nm to 820 nm
and yields a compressed pulse duration (b) of 50 fs.
Here we use a 50-fs Fourier limited Ti:sapphire oscillator, with a spectrum
spanning from 770 to 820 nm, as shown in Fig 1.2. Generation of electrons from
a gold photocathode, with a work function of ~4.2 eV [46], is achieved by fre-
quency tripling the 800 nm light to 266 nm, corresponding to a photon energy of
~4.66 eV. This provides for the generation of electrons with an initial energy spread
of ~0.2 eV [41]. The Ti:sapphire oscillator has a 5MHz repetition rate to provide
for reduced acquisition times. In the case that a diffraction sample cannot sustain
laser pump pulses at 5MHz, the repetition rate is controllable with a pulse picker,
which allows for dividing the repetition rate by an integer. When implementing
electron beam optics such as the microwave cavity (see in section 2.1), however,
it is advantageous to use the full repetition rate for the best synchronisation (see
section 5.1).
Achieving the optimum temporal resolution for UED experiments is the cen-
tral theme of this thesis, to advance the resolution to a point allowing the di-
rect probing of the fastest realistically possible structural dynamics in condensed
matter and molecules. This thesis is structured as follows: Chapter 2 discusses
single-electron compression in microwave fields, leading to the key issue of laser–
microwave synchronisation. This is followed by a review of existing synchronisation
techniques, along with their intended (or implemented) applications, introducing
the current state of the art. Chapter 3 presents a fiber-loop optical–microwave
phase detector [47], based on optical interferometry, and designed for applications
5
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with Ti:sapphire laser systems. The demonstrated parameters of the device allow
for a phase detection sensitivity of less than 3 fs on a few-minute timescale up
to the Nyquist frequency. Chapter 4 presents a first implementation of the phase
detector via a phase-locked loop for synchronising a dielectric resonator oscillator
with the Ti:sapphire oscillator. This implementation results in a 50-fs synchronisa-
tion stability, measured out-of-loop by a direct measurement of the laser–electron
delay with a time-of-flight spectrometer [48]. Chapter 5 introduces an alternative
synchronisation scheme without any active feedback. This scheme is accurately
characterised with the fiber-loop phase detector and shows a short term stability
(2mHz – 2.5MHz) within 5 fs (rms). This results in the synchronisation no longer
being a dominant factor with regards to the achievable electron pulse duration,
and hence UED temporal resolution. Chapter 6 discusses the requirements for
achieving a long term stable synchronisation with the scheme described in chap-
ter 5 and shows that, through compensation of the drift arising via laser–electron
streaking [49], stability over the many hours required to acquire a complete 4D
single-electron diffraction experiment is also achievable on a 5-fs (rms) level. Chap-
ter 7 provides an outlook towards realisation of this novel synchronisation scheme
in our UED beam line and the possibilities for investigation of fundamental dy-
namics in space and time.
6
Chapter 2.
Temporal resolution limitations in
single-electron UED
In chapter 1, the concept of single-electron UED was introduced as a means of cir-
cumventing the space charge effects in multi-electron pulses which leads to broad-
ening of electron pulses after propagation over any significant distance, thus lim-
iting the achievable temporal resolution. While single-electron pulses completely
eliminates the space charge effect, there remain other factors which need to be
accounted for if resolution on a few-femtosecond scale is to be achieved [35]. There
are two essential effects. First, the electron pulse duration upon generation, as
discussed in section 1.3, is limited by the laser pulse duration. Second, due to the
finite bandwidth of the electrons and the dispersive nature of electrons in vacuum,
electrons of higher energy travel faster than those of lower energy. After propa-
gation over a certain distance, this ultimately leads to a temporal broadening of
the pulse. Even with single-electron pulses, we require a means of recompression
of the pulse, such as the microwave cavity in Fig 1.1, ideally to durations shorter
than their initial duration at photoemission.
2.1. Electron pulse compression in microwave
fields
Compression of single-electron wave packets in the time domain relies on ma-
nipulation of the electron phase space. After propagation-induced dispersion, the
electron phase space tends toward a linear distribution. By spatial separation of
the electrons based on energy (or velocity) through the use of static electric fields,
and propagating the higher energy electrons over a longer distance before recom-
7
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bining the pulse, it is possible to invert the phase space, after which the pulse self
compresses.
This has, for example, been implemented through chicanes [36] and electrostatic
reflectrons [50,51]. In the absence of space charge, the initial energy bandwidth of
the electron pulses is generally maintained throughout a beam line containing any
static electric and magnetic fields. This therefore does not allow for the possibility
of compression below the initial pulse duration due to the conservation of the
electron phase space, as described by Louville’s theorem.
However, shorter pulse durations can be achieved by propagation of the pulse
through a time-dependent electric field. This can not only invert the linear phase
space, but also stretch it along the energy axis, providing the means for compression
beyond any initial limitations.
Methods for such compression have been conceived theoretically using microwave
cavities [22,23], or ponderomotive forces [52–54]. In [54], temporal compression is
combined with transverse compression which has the potential to avoid temporal
distortions introduced by magnetic lenses [55]. The concept of such energy modu-
lation, depicted in Fig 2.1, is described as follows. When electrons are generated
from a laser via the photoelectric effect, they have a pulse duration and energy
spread determined by the laser pulse and spectral widths (see section 1.2), re-
spectively, and an uncorrelated phase space distribution (point (1) in Fig 2.1).
Dispersion from the initial pulse duration τinitial occurs during propagation as a
result of vacuum dispersion which leads to a broadened pulse duration τdisp at (2).
Next, propagation in a longitudinal time-dependent electric field with the field
phase nulled at the arrival of the center of the pulse modulates the electron en-
ergy such that the leading electrons are decelerated and the trailing electrons are
accelerated, inverting the phase space, as depicted by (3). Essential to the con-
cept of compression is the overcompensation of the phase space affected through
the time-dependent field, producing new energy components. Note that the phase
space volume is conserved in the absence of space charge and remains approxi-
mately linear as long as the dispersed pulse duration τdisp is much shorter than the
period of the microwave Tmicrowave, or τdisp/Tmicrowave  1. Over the length of time
during which the electrons experience this energy modulation, the pulse duration
remains approximately τdisp, but the energy bandwidth increases and the chirp
is reversed. Further propagation leads to self compression as the trailing, higher
energy electrons catch up to the leading, lower energy electrons. Finally, the pulse
becomes maximally compressed at (4), the location of the diffraction sample.
The achievable electron pulse duration τfinal is approximately given by [25]
8
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Figure 2.1.: Electron compression with microwave fields, figure taken from [25]. (1)
The electron pulse is generated with an initial energy spread and temporal spread τinitial
determined by the laser. The pulse has dispersed on arrival at the microwave cavity
(2) to a duration of τdisp and exhibits a linear chirp, with the higher energy electrons
leading the lower energy electrons. The microwave phase is arranged in such a way
that the leading, higher energy electrons are decelerated and the lagging, lower energy
electrons are accelerated, inverting the chirp and increasing the energy bandwidth (3).
During propagation after the phase space inversion, the electron pulse self compresses
until reaching (4) where the faster trailing electrons catch the slower leading electrons
and the pulse is maximally compressed. The pulse compresses maximally at a single
point in space (4), at a duration significantly shorter than upon generation
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τfinal = τinitial
4υinitial
4υfinal ≈ τinitial
4Einitial
4Efinal , (2.1)
where 4υinitial, 4υfinal, 4Einitial and 4Efinal are the initial velocity spread, final
velocity spread, initial energy spread and final energy spread, respectively. This
shows that by having 4Efinal > 4Einitial, compression of electron pulses to shorter
than the initial duration is possible. Note that this approximation holds only for
small changes in the electron energy with respect to its central energy.
As noted above, this minimum pulse duration is localised in space and therefore
the propagation distance required to reach the temporal focus is of importance.
The location of the temporal focus f after propagation through the time dependent
field is given by [23]
f =
√
8E30
me
τdisp
4Efinal =
√
8E30
me
1
gE
, (2.2)
where E0 is the central energy of the electron pulse, me the electron mass and
gE = 4Efinal/τdisp is the time dependent energy gain coefficient describing the
energy transferred from the field to the electrons, characterising the compression
strength, and is proportional to the frequency and amplitude of the employed
field. The temporal focus, which should be tuned to coincide with the diffraction
sample position, can then be controlled by the electric field characteristics of the
microwave. In order to reduce power requirements, it is helpful to use higher driving
frequencies [25].
In a microwave cavity, the resonance frequency is governed by the physical di-
mensions of the cavity and must be limited such that the period remains consider-
ably larger than the electron pulse duration inside the cavity (Tmicrowave  τdisp) to
maintain a linear manipulation of the electron phase space. As long as this caveat
is adhered to, a high frequency also serves to relax the synchronisation require-
ments to achieve the same time-domain jitter (defined in section 2.2 below) as a
lower-frequency source.
In this work we employed a microwave cavity operating in the TM010 mode,
designed for operation around 6.2GHz [25]. The resonance was tuneable through
thermal expansion at a rate of approximately -100 kHz/K for matching to the driv-
ing microwave source. At 6.2GHz, the period is Tmicrowave ≈ 160 ps, much longer
than the electron pulse duration upon arrival at the cavity of τdisp = 300 fs [49],
ensuring a linear transformation of the electron phase space. With this frequency, a
10
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realistic temporal focus of ~20 cm is easily achievable with a few hundred milliwatts
of microwave power, at a central electron energy of E0 = 25 keV.
The actual achievable compressed electron pulse duration is limited by Eq 2.1
and two other factors in the experiment. One is imperfections in the electron
beam line leading to a slightly curved phase space, discussed further in section
5.4. Second is the quality of the synchronisation between the microwave driving
the cavity, and the femtosecond laser pulses providing excitation of the diffraction
sample. Maintaining precise synchronisation between the phase of the microwave
inside the cavity with respect to the pump laser is critical to achieving a high
temporal resolution in pump probe experiments.
2.2. Phase noise and jitter
In section 2.1, jitter in terms of the quality of a synchronisation scheme was in-
troduced. This quantifies the timing error of a particular signal with respect to a
reference, in this case the microwave with respect to the laser pulse train, and is a
commonly used term in synchronisation schemes. The jitter of a particular signal
is given for a particular frequency within a specified bandwidth, typically as an
rms value, as detailed in the following.
An ideal sinusoidal signal of amplitude A0 and frequency f0 has the form
y (t) = A0 sin (2pif0t) , (2.3)
however in reality, all waveforms have associated noise which can be in the form
of an amplitude noise or a phase noise. Assuming random phase variations φ (t),
and random amplitude fluctuations ε (t), Eq 2.3 becomes
y (t) = [A0 + ε (t)] sin (2pif0t+ φ (t)) . (2.4)
Amplitude noise introduces fluctuations in the power of the waveform while phase
noise is a measure of the deviations in the instantaneous frequency from the car-
rier frequency. Although it is possible for power fluctuations to play a part in
contributing to timing error, as seen in sections 3.4 and 5.1 below, this typically
only occurs through transformation into a phase noise. Therefore, in the following,
the term ε (t) is ignored, letting Eq 2.4 be rewritten as
y (t) = A0 sin
(
2pif0
{
t+ φ (t)2pif0
})
. (2.5)
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The term φ(t)2pif0 in Eq 2.5 is essentially the time-domain variations of the signal due
to phase fluctuations, defined as jitter. As this is a relation between two random
quantities, it is not particularly useful, however it shows that timing jitter is related
to phase fluctuations by the factor 1/2pif0. These random phase fluctuations are
easier understood as a collection of noise components of varying strength in the
frequency domain. The phase-noise power spectral density (PSD) may be stated as
either a two sided PSD Sφ (f), or a one sided PSD Lφ (f), and are related by [56]
Lφ (f) = 12Sφ (f) (2.6)
with units of rad2/Hz. Note that most instruments for measuring phase noise
specify the one sided PSD Lφ,dB (f) expressed in decibels relative to the carrier
(dBc/Hz), where
Lφ,dB (f) = 10 log [Lφ (f)] . (2.7)
Similar to above, the phase-noise PSD is related to the jitter density, in units of
s2/Hz, by
JPSD =
1
(2pif0)2
Sφ (f) . (2.8)
The rms jitter Jrms within a certain bandwidth 4f can then be calculated as the
square root of the integral of the jitter density [57]
Jrms =
√√√√ˆ
4f
JPSDdf
= 12pif0
√√√√ˆ
4f
Sφ (f)df . (2.9)
In the following chapters, unless explicitly stated as otherwise, phase noise is spec-
ified as the one sided PSD Lφ,dB (f) and jitter values are specified as the rms value
Jrms, and specified to a frequency bandwidth. For a sine wave, the relation between
peak-to-peak fluctuations σpp and rms fluctuations σrms is given by σpp = 2
√
2σrms.
Note that phase noise can be defined in two different ways, as either absolute or
residual phase noise. Residual phase noise is the noise added by a particular de-
vice to a system, while absolute phase noise is the total noise at the output of a
system, including the noise of the reference or generating oscillator. For microwave
compression, where a microwave source is synchronised to a laser oscillator, it is
12
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the residual phase noise which contributes to the jitter which is relevant in the
experiment.
2.3. Laser–microwave synchronisation concepts
In the following, different concepts for laser–microwave synchronisation techniques
are reviewed, and the key aspects of such synchronisation schemes are described.
A common technique for synchronisation between two sources involves the use of
a phase-locked loop (PLL), a method for the precise synchronisation of a voltage-
controlled oscillator (VCO) to a reference signal. Fig 2.2 shows the block diagram of
VCOLFPD
ϕr ϕo
ϕo
Kd K0 sF(s)
Figure 2.2.: Phase-locked loop block diagram. The phase or frequency difference
between the output from a voltage-controlled oscillator (VCO) and a reference signal
is measured with a phase detector (PD). The output of the phase detector, the error
signal, is proportional to the measured phase difference (ϕr − ϕo) and is passed to
a loop filter which filters the input for application to the VCO. The control voltage
dependent resonance frequency of the VCO then approaches the reference frequency
until a lock is found by maintaining the error signal at zero.
a PLL. The principle works as follows: A reference signal of phase ϕr is compared
with the output phase from a VCO ϕo in a phase detector (PD). The output
from the phase detector is proportional, by the sensitivity factor Kd of the phase
detector, to the phase difference between the two signals (ϕr − ϕo). This is referred
to as the error signal and is passed to a loop filter (LF) with a transfer function
F (s), generally a low-pass filter, which determines the signal to be applied as
a control voltage to the VCO. The VCO has a response Ko/s which effects the
resonance frequency as a function of the control voltage. Note that the transfer
functions F (s) and Kd/s are the Laplace transforms of the time domain transfer
functions. The frequency of the VCO is adjusted to maintain the error signal, and
hence the phase difference between the VCO output and the reference signal, at
13
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zero. The output phase of the VCO ϕo can be described in terms of the phase-
locked loop components by
ϕo = (ϕr − ϕo)KdF (s) Ko
s
= (ϕr − ϕo) KF (s)
s
, (2.10)
where K = KdKo is defined as the forward loop gain. Rearranging Eq 2.10 for the
transfer function H (s) ≡ ϕo/ϕr gives
H (s) = KF (s)
s+KF (s) . (2.11)
When schemes involving a PLL are in a locked state, the error signal no longer
provides an accurate representation of the synchronisation quality. In order to make
a proper out-of-loop characterisation, a second phase detector not being used for
feedback is required.
Good quality synchronisation between microwave sources and lasers has been
important in accelerator facilities [58] and UED likewise, and is also a critical
aspect for free-electron laser (FEL) systems [59,60]. 20-fs synchronisation, for both
long-term and short-term (0.05Hz to 100 kHz) has been demonstrated with a PLL
between a 3GHz microwave oscillator and a 75MHz repetition rate Ti:sapphire
laser [61]. This was achieved by phase detection between the 5th harmonic of the
laser repetition rate at 375MHz and the output of a 3GHz oscillator, frequency
divided by eight, in a double balanced mixer (DBM). The synchronisation was
limited by the achievable bandwidth of the loop filter with most jitter arising at
high frequencies. This synchronisation method has been employed for driving a
microwave cavity in UED systems [26,28,29]. The Instrument Response Function
(IRF), that is, a convolution between the synchronisation jitter, laser pulse, and
electron pulse duration, has been measured for these systems with ponderomotive
scattering at 150–200 fs (rms) for bright electron pulses with 0.1–0.6 pC [26,28]. The
synchronisation technique was claimed to be the dominant contributor to the IRF
measurement in these cases. A separate characterisation method based on direct
measurement of the microwave phase inside the cavity by electro-optic sampling
has been demonstrated in [29]. This technique had a resolution of 30 fs (rms) and
demonstrated an rms jitter of 100 fs. Measurements of the synchronisation with
14
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a streak camera in [30] has demonstrated an effective 30 fs rms jitter after post
correction of the data.
There is also currently a great interest in the generation of ultra-low-noise mi-
crowave signals derived from femtosecond mode-locked lasers for applications such
as in radar systems for higher precision detection [62,63]. Division from optical to
microwave frequencies by photodetection of the frequency comb of a mode-locked
laser locked to an ultra-stable continuous-wave laser [64] produces a microwave sig-
nal with the precision of the optical frequency standard. Recently, the generation
of a 10GHz microwave signal with an absolute timing jitter of less than 1 fs from
a 1GHz repetition rate Ti:sapphire oscillator [65] and an 11.55GHz microwave
with a timing stability of less than 100 as from a 250MHz oscillator [66] have been
demonstrated. The limiting factors to these systems is excess noise introduced in
the photodetection process [67], discussed in detail in chapter 5.
Methods for the synchronisation of optical and microwave sources over long dis-
tances is another field of strong interest [68–70]. One such method is based on
imparting the relevant synchronisation information in the optical domain, rather
than the electronic domain, through balanced intensity detection [71] and balanced
phase detection [47]. The signal derived from such detection serves as a phase detec-
tor (Fig 2.2) for the purpose of locking to a VCO in a PLL. This avoids the need for
compensation of noise added in the photodetection process. The extreme sensitiv-
ity of optical interferometry produces superior resolution of the laser–microwave
delay; down to attosecond precision between mode-locked lasers and VCOs has
been demonstrated with low-noise fiber oscillators at telecommunication wave-
lengths [72–74] over distances spanning from 2.3 km up to 120 km.
In this work, a few GHz microwave source (as per section 2.1) for driving the
microwave cavity is synchronised to our 5MHz Ti:sapphire laser system in order
to yield the minimum possible electron pulse duration for application in ultrafast
electron diffraction experiments. Towards this end, a fiber-loop optical–microwave
phase detector (FLOM-PD) optimised for operation around the Ti:sapphire spec-
tral range is developed for providing feedback to a dielectric resonator oscillator
(DRO) locked to a harmonic of the repetition rate of the laser repetition rate. An
alternative approach for synchronisation, based on direct extraction of a microwave
signal through filtering and amplification of a photodetected current pulse train
from the laser is demonstrated (see chapter 5). In this case, the FLOM-PD pro-
vides the capability for out-of-loop characterisation of the performance. A jitter of
less than 5 fs and a long term stability on the same scale is achieved (see chapter
6).
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2.4. Fundamental noise limitations
Whatever the synchronisation technique is, there are fundamental noise limitations
which cannot be avoided. There are two noise aspects which can limit the perfor-
mance of microwave signals. These are shot noise [75] and thermal noise [76, 77].
Shot noise arises from fluctuations in the level of an optical or electrical signal due
to the discrete nature of photons and electrons, and can be modelled as a Poisson
process. For an average number particles N , the standard deviation is
√
N and
the signal-to-noise ratio (SNR) is then
SNR = N√
N
=
√
N , (2.12)
hence the larger the signal, the larger the absolute noise, but the better the SNR.
The PSD of the shot noise in a photodetected signal can be given in terms of the
average current Iavg [78]
Sshot (ω) = 2eIavg, (2.13)
where e is the electronic charge. This PSD is a white noise and contributes a
constant background to the phase noise of the signal which is difficult to suppress
and can be a limiting factor in the achievable phase noise at significantly large
photocurrents [79].
Thermal noise on the other hand arises as a result of the thermal agitation
of charge carriers in a conductor at non-zero temperature. A resistive element
produces a thermal noise voltage within a bandwidth 4f of
υ =
√
kBTR4f , (2.14)
where kB is Boltzmann’s constant and R and T the resistance and temperature
(in Kelvin) of the element, respectively. This is also a white noise, with a PSD of
Sthermal = kBT . (2.15)
At room temperature, this amounts to a PSD of Sthermal = −174 dBm/Hz. While
this is a very small quantity, it is important to note that the noise power is inde-
pendent of the applied power, and the SNR scales linearly with the signal power.
Therefore, while shot noise may dominate the phase noise of a signal at higher
power (or current), at very low signal powers the thermal noise will dominate the
phase noise.
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A few-femtosecond
laser–microwave phase detector at
800 nm
As seen in section 2.3, locking a microwave source to a laser pulse train on a few
femtosecond scale generally requires a high-precision phase detector. The period
of the 6.2GHz microwave frequency used for electron compression has a period
of approximately 160 ps. In order to achieve a synchronisation on the order of a
femtosecond therefore requires a precision to within 1 × 10−5 of the microwave
period. In the following, a fiber-loop optical–microwave phase detector (FLOM-
PD), previously demonstrated in the telecommunications band with Erbium-based
fiber lasers at 1530–1550 nm [74,80,81], is adapted for operation around the 800 nm
spectral range for use with Ti:sapphire systems. This provides the capability for
laser–microwave synchronisation with a PLL towards electron compression down
to a few-femtosecond duration. Alternatively, it allows characterisation of other,
independent synchronisation schemes with few-femtosecond resolution.
3.1. The fiber-loop optical–microwave phase
detector
The FLOM-PD, introduced above in section 2.3, is a phase detector which achieves
superior resolution by imparting the relative laser–microwave timing information
in the optical domain [80]. By measuring the synchronisation in the optical domain
via interference, effects such as amplitude-to-phase conversion arising in photodi-
odes can be avoided [82–84]. The concept of the FLOM-PD is shown in Fig 3.1. An
optical pulse train (in red), with repetition rate frep, is coupled into polarisation-
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Figure 3.1.: Schematic of the FLOM-PD. A laser pulse train (red) is fiber coupled and
split via a 50/50 coupler into a Sagnac loop. A phase modulator applies a phase shift, in
proportion to the laser–microwave phase difference θe, to one of the pulse trains. After
propagation through the loop, the pulse trains interfere, and the outputs from each port
of the 50/50 coupler are detected with signal strength proportional to sin2 (4φ/2) and
cos2 (4φ/2) with 4φ the phase difference between the counter-propagating pulses.
Balanced detection of the two signals results in a voltage proportional to the phase
error θe.
maintaining fiber and propagates through a circulator. The pulse train is then
split via a 50/50 coupler and the two resulting pulse trains traverse a Sagnac
fiber loop in opposite directions and interfere upon arrival back at the coupler.
The intensities leaving each of the two coupler ports, assuming a perfect 50/50
splitting ratio in the coupler, are governed by P1 = Pin (1− L) cos2 (4φ/2) and
P2 = Pin (1− L) sin2 (4φ/2), where Pin and L are the input optical power into
the loop and the total loss of the loop, respectively, and 4φ the relative phase
difference upon interference in the coupler of the two pulses [85]. A microwave (in
orange) of frequency fmicrowave = nfrep, where n is a multiple of the pulse train rep-
etition rate, co-propagates with the clockwise optical pulses in a travelling-wave
phase modulator, influencing the optical interference as a function of the instan-
taneous microwave field strength. This results in either a retardation or advance-
ment of one of the pulse trains. The phase difference between counter-propagating
pulses θe is encoded in the relative phase difference 4φ, and is measured with a
balanced detector, providing the change in intensities between the output ports
of the coupler. A bias unit provides a phase shift between the clockwise and the
18
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Figure 3.2.: Over-modulation of the FLOM-PD. Increasing the microwave drive volt-
age such that V0 > Vpi results in a distorted output voltage as a function of the phase
delay. This results in possible ambiguities such that operation at a particular point
Vop could mean a relative laser–microwave phase at two different points φ1 and φ2,
allowing the possibility of a loop not finding a lock.
counter-clockwise pulses to maximise the detection sensitivity while minimising
the amplitude-to-phase conversion.
Realisation of a FLOM-PD for the 800 nm wavelength of Ti:sapphire lasers re-
quires nonstandard components, or in cases where this is not available, standard
components not ideal for the required spectral range of ~770–830 nm, which were
characterised before implementation. These aspects were considered and are dis-
cussed in the following.
3.2. Phase modulation at microwave frequencies
The phase modulator is a lithium niobate based, 10Gb/s, broadband traveling-
wave Mach-Zehnder interferometric modulator (PM-0K5-10-PFA-PFA-800, EO
Space) centered at 800 nm. The unidirectional nature of the modulator is achieved
as the applied light copropagates with the applied microwave in one direction,
building up over the entire medium. The other optical path in the Sagnac loop
counter-propagates and the total modulation averages to zero. The modulation
depth of the unit is described by
Φ0 =
pi
Vpi
V0, (3.1)
where Vpi is the voltage required to induce an optical pi phase shift and V0 the peak
value of the driving microwave voltage. As increasing V0 results in a linear increase
in the sensitivity (as seen below in Eq 3.11), it is desirable to apply the maximum
possible microwave strength. However, when V0 > Vpi, higher-order modulations
occur, as depicted in Fig 3.2. This will result in ambiguities in the relative laser–
19
Chapter 3. A few-femtosecond laser–microwave phase detector at 800 nm
microwave phase, where a particular operation point Vop could be either φ1 or φ2.
This may lead to the inability of a loop to find a lock. Using an incorrect sensitivity,
defined by the slope of the output voltage with respect to phase (see section 3.3),
can also lead to incorrectly interpreted synchronisation measurements. In order to
circumvent any ambiguities, the maximum applied voltage was always kept below
Vpi ≈ 2.3V. As the microwave is more commonly described in terms of the applied
rms power P0,rms, for a 50Ω system, where P0,rms = V 20,rms/R, Eq 3.1 can be
rewritten and is more useful in the form
Φ0 =
pi
Vpi
√
2
√
50P0,rms
= pi
Vpi
10
√
P0,rms. (3.2)
In cases where there was an excess of available microwave power, the input mi-
crowave power was limited to P0,rms = 16dBm (~40mW), resulting in a modulation
depth of 0.87pi (see Eq 3.2).
3.3. Balanced detection
After propagating through the Sagnac loop, the optical intensities at the two out-
put ports as a result of interference are given by
P1 = Pin (1− L) cos2
(4φ
2
)
(3.3)
and
P2 = Pin (1− L) sin2
(4φ
2
)
, (3.4)
where Pin and 4φ are the input optical power into the loop and the relative phase
difference upon arrival at the coupler of the two pulses, respectively, and L is the
total loss in the Sagnac loop. The phase difference arising as a result of microwave
modulation with a frequency fmicrowave is given by
4φ (t) = Φ0 sin (2pifmicrowavet+ θe) , (3.5)
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Figure 3.3.: FLOM-PD biasing and sensitivity. (a) The detected signal at the two
output ports as a function of the phase difference between counter-propagating pulses.
With a phase bias of pi/2 the outputs are equal which results in a balanced signal of
maximum sensitivity Kd linear with the phase error θe. (b) An example measurement
of the sensitivity Kd calibrated by applying a microwave signal of the same input power
as used for experiments at a slightly offset frequency from fmicrowave, and measuring
the output on an oscilloscope. The sensitivity is then the slope about the microwave
zero-crossing phase. For small phase deviations of ±5 ps, the balanced voltage is linear
and yields a sensitivity of Kd = 0.13mV/fs.
where Φ0 is the modulation depth of the phase modulator, and θe the phase error
between the driving microwave and the optical pulse train. When the frequency
fmicrowave applied to the phase modulator is an exact multiple of the repetition rate
frep, by substituting Eq 3.5 into Eqs 3.3 and 3.4 gives a generated average current
at the two ports of the balanced detector of [71]
〈I1〉 = RPavg sin2
(
Φ0 sin θe + pi/2
2
)
(3.6)
〈I2〉 = RPavg cos2
(
Φ0 sin θe + pi/2
2
)
, (3.7)
where R is the responsivity of the photodiode in units of A/W, and Pavg =
Pin (1− L) is the average optical power after accounting for all losses in the loop.
Note that in the above equations we assume a pi/2 bias provided by the bias unit
to achieve the maximum sensitivity, as shown in Fig 3.3a. The output voltage from
the balanced detector is given by
〈Vbal〉 = G {〈I2〉 − 〈I1〉} , (3.8)
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where G is the transimpedance gain of the balanced photodetector. From Eqs 3.6
and 3.7, Eq 3.8 yields
〈Vbal〉 = G {RPavg cos (Φ0 sin θe + pi/2)}
= GRPavg sin (Φ0 sin θe) . (3.9)
For phase error deviations θe  1 the small-angle approximation sin θe ≈ θe is
valid and Eq 3.9 reduces to
〈Vbal〉 ≈ GRPavgΦ0θe. (3.10)
This yields a detection sensitivity Kd (as per section 2.3), in units of V/rad, of
Kd = GRPavgΦ0. (3.11)
In the experiment, the sensitivity is calibrated by applying an unlocked mi-
crowave source, of equal power to that being used for synchronisation, with a
frequency offset ∆f ≈ 100 kHz from fmicrowave. Measured on an oscilloscope, the
error signal then traces the output voltage as a function of the phase error, an
example of which is shown in Fig 3.3b. The x-axis is achieved by adjusting the
measured time delay by the factor ∆f/fmicrowave. Note that a time delay is related
to a phase shift (in radians) via the factor 2pifmicrowave. For a microwave power
of 16 dBm, and an input optical power of 28mW, this results in a sensitivity of
Kd = 0.13mV/fs, or 3.25V/rad. That is, assuming that 0.1mV can be measured
reliably, this corresponds to a precision of approximately 1 fs.
3.4. Biasing
In the absence of any microwave modulation the relative phase difference between
counter-propagating pulses at interference 4φ = 0 is zero. Thus, all power exits
through the circulator, as cos2 0 = 1 and sin2 0 = 0, to be detected at the upper
diode in Fig 3.1. For the derivation of the sensitivity Kd, an external phase shift
of pi/2 was assumed as this maximises the slope of the detected signal, and hence
the sensitivity. The phase difference arising as a result of microwave modulation,
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Figure 3.4.: FLOM-PD microwave amplitude-to-phase conversion susceptibility for
two different microwave phase offsets. (a) The nominal phase ∆θ 6= 0 results in a
DC modulation proportional to
√
P sin (∆θ). Fluctuations in the microwave power ∆P
result in fluctuations in the DC phase modulation and are incorrectly interpreted as
fluctuations in the error signal θe. (b) The nominal phase is nulled with respect to the
pulse train. Here amplitude-to-phase fluctuations are avoided as sin (∆θ) = 0.
assuming fmicrowave = nfrep, can be rewritten as
∆φmod (t) = Φ0 sin [θe (t) + ∆θ] , (3.12)
where ∆θ is the nominal phase offset of the microwave. Assuming the modulation
depth Φ0 is large enough (as defined by Eq 3.2), a pi/2 phase difference can be
achieved when ∆φ = ∆φmod = Φ0 sin [θe (t) + ∆θ] for some nonzero ∆θ. However
this has two detrimental consequences. Firstly, with a nonzero ∆θ the small angle
approximation made in Eq 3.10 is no longer valid and the sensitivity Kd suffers
as a result. This increases both the shot and thermal noise, as discussed below in
section 3.5. Secondly, and more important, is the effect of microwave AM-to-PM,
shown in Fig 3.4. A nonzero phase offset ∆θ 6= 0, as in Fig 3.4a, results in a DC
modulation proportional to
√
P sin (∆θ). Fluctuations in the microwave power ∆P
will result in fluctuations in the DC phase modulation, and hence the output of
the balanced detector, which are then incorrectly interpreted as fluctuations in the
error signal θe. In the case where the nominal phase is nulled with respect to the
pulse train (Fig 3.4b), amplitude-to-phase fluctuations are avoided as sin (∆θ) = 0.
This implies that to reduce noise in the system, we require the pi/2 phase shift to
be applied external of the phase modulator. This is achieved with the use of an
optical bias unit within the Sagnac loop. It consists of a quarter wave plate inserted
between two Faraday rotators with 45° rotation, oriented in opposite directions.
Between the two Faraday rotators, the two counter-propagating pulses will have
polarisation 90° with respect to each other. Aligning the slow axis of the quarter
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Figure 3.5.: FLOM-PD amplitude-to-phase conversion susceptibility for two different
bias points (circles). With intensity-balanced detectors (left circle), fluctuations in the
optical power result in a shift in the sensitivity Kd but have little effect on the error
signal. For an intensity imbalance, and a nonzero DC error signal (right circle), power
fluctuations not only change Kd , but also result in a shift in the error signal, and are
measured as spurious fluctuations in the phase error θe.
wave plate with one of the pulse trains, and therefore the fast axis with the other
pulse train, ensures a quarter wave, or pi/2, bias between the opposite directions.
After propagating through the second Faraday rotator, both pulse trains are left
with their original polarisation.
After applying a pi/2 phase shift, there still remains one avenue through which
AM-to-PM may manifest. This is an intensity mismatch between the two detectors.
In the 800 nm system, this arises principally due to the circulator insertion loss.
After interference, one arm of the signal exits the 50/50 coupler and is directly
detected by one of the photodiodes. The other arm, however, must propagate an
additional time through the circulator before being photodetected, introducing
a 25% imbalance between the two arms through the 1.3 dB insertion loss. In a
noiseless system this would be no problem and would simply result in a locking
point at a nonzero microwave phase. With amplitude noise, however, this is not
so simple and power fluctuations in the optical pulse trains lead to spurious phase
fluctuations in the error signal, as explained in Fig 3.5. This shows the output from
the balanced detector for two different bias points, one with equal intensities on the
two detectors (left) and an imbalanced case (right). The two sine waves represent
different output voltage amplitudes as a result of optical amplitude fluctuations. In
the first case (intensity balanced) fluctuations in the optical power result in a shift
in the sensitivity Kd, but have little effect on the error signal. For an intensity
imbalance, and a nonzero DC error signal (right circle), power fluctuations not
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only change Kd, but also result in a shift in the error signal, and are measured as
spurious fluctuations in the phase error θe.
We account for such types of imbalances in the FLOM-PD with the use of a
fiber-based variable optical attenuator (VOA), placed after the 50/50 coupler in
that signal arm experiencing no loss due to the circulator. This will lead to some
overall decrease in the sensitivity of the system, however, this is an acceptable trade
off as the shot and thermal noise, as determined by the sensitivity, are orders of
magnitude below the AM-to-PM limited floor. We achieve a best-possible-intensity
matching of the two signals by measuring the DC level of the balanced signal with
a high-resolution voltmeter and using the VOA to minimise the DC level.
The input optical power into the FLOM-PD is limited by nonlinear phase shifts
in the fiber induced by high peak intensities in the fiber [86]. Effects such as
self-phase modulation, leading to the generation of new frequencies, followed by
dispersion, lead to imperfect interference of the counter-propagating pulse trains
upon returning to the coupler. Note that in the case where the counter-propagating
pulses are of the same intensity throughout the entire loop, they experience iden-
tical phase shifts and normal operation is maintained [87]. However, this breaks
down in the FLOM-PD due to two factors. The coupler used in this work (FUSED-
22-800-5/125-50/50-3A3A3A3A-1-1-PM, OZ Optics) had a design value of the cou-
pling ratio of 50/50, but was measured at 47/53. While this only results in a ~12%
difference in intensity between the pulse trains, the effect can become significant as
it builds up over the entire loop. Furthermore, as the path lengths of the two pulse
trains propagating to and from the phase modulator are different, the insertion loss
of 4.5 dB of the phase modulator, equating to an attenuation of 65%, results in one
direction accumulating more nonlinear effects than the other. In order to reduce
imbalanced nonlinear effects, the input optical power is limited to Pin = 28mW.
After the circulator insertion loss of 1.3 dB (75% transmission) the initial average
power of each pulse train is approximately 10mW. Assuming negligible broadening
of the 100 fs input pulse duration, which would only lead to a decrease in peak
intensity, before being split by the coupler the pulses have a peak intensity, in the
single mode fiber with mode field diameter 5µm, of 2.5× 1010 W/cm2. With this
intensity, nonlinear effects are reduced and have a minimal contribution to the
detected phase ∆φ.
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3.5. Characterisation
The above sections have described the design factors which were required for con-
struction of a FLOM-PD for operation at 800 nm. Here the fundamental limits to
the performance of the FLOM-PD are derived in detail. These include the fun-
damental noise floor resulting from shot noise and thermal noise (as per section
2.4) as well as amplitude-to-phase conversion, detection sensitivity, and detection
resolution.
Shot noise
The shot noise current density for a generated current I0 (A2/Hz) is given by
Ishot = 2eI0, (3.13)
where e is the electronic charge. This gives a shot noise after detection in the case
of the FLOM-PD of
Ishot = 2eRPavg, (3.14)
where R and Pavg are the photodiode responsivity and the average incident optical
power respectively, as above. The single-sideband phase-noise PSD as a result of
shot noise fluctuations is then
Lshot = 12
IshotG
2
K2d
= e
RPavgΦ20
. (3.15)
As the applied microwave power is proportional to the square of the modulation
depth, P0 ∝ Φ20, Eq 3.15 shows that the phase noise is inversely proportional to
the input optical power and the applied microwave power. Hence the optical and
microwave power should be maximised to minimise shot noise.
With a total loss in the loop (see section 3.4) of 85% (L = 0.85), due largely
to the 4.5 dB insertion loss of the phase modulator, with further losses introduced
through the circulator insertion loss (2×1.3 dB), Pavg = Pin (1− L) = 4mW. The
maximum microwave power is limited to P0 ≈ 16dBm (~40mW) to avoid multiple
zero crossings over one period, as discussed in section 3.2. Under these conditions,
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we achieve a SSB phase noise PSD, by Eqs 3.2 and 3.15, of
Lshot = 1.06× 10−17 rad2/Hz = −170 dBc/Hz.
Integration of the shot noise floor from DC up to 5MHz, the oscillator repetition
rate, shows a shot noise limited floor as low as 0.2 fs, as given by Eq 2.9.
Thermal noise
Next, the thermal noise contribution to the FLOM-PD noise floor is developed. As
discussed in section 2.4, thermal noise arises from the agitation of charge carriers
of nonzero temperature. From Eq 2.15, this amounts to a power spectral density at
room temperature (T = 293K) of ST = kBT = 4.14×10−18 W/Hz (-174 dBm/Hz).
The noise voltage density (V2/Hz) at the output of the transimpedance amplifier
as a result of such thermal noise is
υ2n = STG (3.16)
and the SSB phase noise PSD is then given by
Lthermal = 12
υ2n
K2d
. (3.17)
With the sensitivity in Fig 3.3a of Kd = 0.13mV/fs (3.25V/rad), achieved at
an input optical power of 28mW and a microwave power applied to the phase
modulator of 16 dBm, by Eq 3.17, the SSB phase noise as a result of thermal noise
is
Lthermal = 6.22× 10−18 rad2/Hz = −172dBc/Hz.
Interestingly, under these conditions, the thermal noise floor is within a factor
of two of the shot noise limited floor. As with the shot noise, the thermal noise
is inversely proportional to the applied microwave power, however it is inversely
proportional to the square of the incident optical power. Hence reducing the input
optical power leads to a thermal noise dominated floor, while increasing the input
optical power leads to a shot noise limited noise floor.
The actual noise floor of the FLOM-PD was measured by applying optical power
(28mW) without any microwave phase modulation. The measured voltage from
the balanced detector in a perfect detector would then be nulled and any measured
voltage is purely a result of noise, which limits the detection capability and the
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Figure 3.6.: Noise floor of the FLOM-PD, measured from 1Hz to 2.5MHz. The
measurement was performed by measuring the error signal from the FLOM-PD with
no microwave signal applied. The measured voltage is converted to a phase noise floor
by assuming a sensitivity of Kd = 3.25V/rad, simulating conditions with an ideal
microwave. The noise floor of -148 dBc/Hz is well above the thermal and shot noise
limits, and is likely a result of amplitude-to-phase conversion. Integration of the noise
floor over the measured spectrum shows a lower limit of detection of the FLOM-PD
of 3.5 fs.
achievable synchronisation when employing the FLOM-PD in a PLL. To convert
the noise voltage into a phase noise a sensitivity of Kd = 3.25V/rad was used,
despite the fact that no microwave power was applied. This effectively simulates
the noise of the system with the maximum realistic applied microwave power,
but does not take into account further contributions to the noise floor from the
modulation process such as microwave-amplitude-to-phase couplings. With the
incorporation of the VOA into the system, a nulled signal at the balanced detector
occurs when the microwave phase is nulled with respect to the optical pulses and
minimal microwave-amplitude-to-phase noise is expected (see section 3.3).
The results are shown in Fig 3.6, with a noise floor of -120 dBc/Hz (-148 dBc/Hz)
at 10Hz (1MHz) offset from the carrier frequency fmicrowave = 6.237GHz. This
is well above the thermal and shot noise floors of approximately -170 dBc/Hz,
indicating a noise floor dominated by AM-to-PM conversion, as discussed in section
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Figure 3.7.: FLOM-PD amplitude-to-phase coefficient estimation, assuming the noise
floor (black, from Fig 3.6) is dominated by AM-to-PM conversion. In this case, the
difference between the noise floor and the laser RIN (blue) provides an effective upper
limit. The measured difference ranges between 19–29 dB, equating to an AM-to-PM
coefficient of α = 0.05–0.14 rad.
3.4. While not being able to make an out-of-loop measurement of the AM-to-PM
coefficient α, which would require a second FLOM-PD, we were able to make
an estimation with the assumption that the noise floor is limited by AM-to-PM
conversion. With the shot and thermal noise limits decades below at −170 and
−172 dBc, respectively, this was deemed a fair assumption, and the noise floor is
then related to the laser RIN [67] by
LFLOM−PD = RIN + 20 log (α)− 3. (3.18)
This allows the calculation of α by comparison of the noise floor with the RIN.
Such a comparison was made and is shown in Fig 3.7. The figure shows the laser
RIN and the FLOM-PD noise floor between 1 kHz and 2.5MHz where the plots
are relatively flat. A maximum and minimum difference of 29 dB and 19 dB, re-
spectively, is evident. By equation 3.18, this yields an AM-to-PM coefficient in
the range α = 0.05–0.14 rad/ (∆P/P0), which agrees well with the reported val-
ues for 1530 nm FLOM-PDs in [85] of 0.06 – 0.3 rad/ (∆P/P0). Integration of the
noise floor from 2.5MHz down to 1Hz leads to a phase detection resolution of
3.5 fs. This is 3–4 times worse than FLOM-PDs in the telecommunications band,
shown to achieve attosecond locks [81,85]. Suppression of the noise floor could be
feasible through either active stabilisation of the oscillator output amplitude [88],
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reducing the RIN, or through further suppression of the FLOM-PD AM-to-PM
conversion. By compensation of unwanted offsets in the loop-filter electronics, an
AM-to-PM coefficient as low as α = 0.001 rad/ (∆P/P0) has been demonstrated
in [89]. Nevertheless, achieving a synchronisation, and ultimately an electron pulse
duration, dictated by the FLOM-PD noise floor on a <5 fs scale would be a factor
of ~20 improvement over existing UED experiments [28–30], and open the poten-
tial to study ultimately the fastest atomic and electron dynamics. The following
chapters describe the application of the FLOM-PD as a high-resolution phase de-
tector forming, first, an integral component of a PLL, and second, an out-of-loop
characterisation method for a different, passive synchronisation scheme.
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Active laser–microwave
synchronisation with the
FLOM-PD
As a first application of the FLOM-PD, laser–microwave synchronisation has been
achieved by driving a voltage-controlled oscillator (VCO) via a phase-locked loop
(PLL). Here, a dielectric resonator oscillator (DRO) with a carrier frequency of
6.237 GHz, to match the resonance of the microwave cavity, and an output power
of 15 dBm was used. The error signal provided by the FLOM-PD drives the tuning
input of the DRO and the output of the DRO is fed back to the FLOM-PD to
close the PLL. Out-of-loop characterisation at low frequencies was possible with a
home-built time-of-flight (ToF) spectrometer [20], and showed a jitter (integrated
from 2mHz to 5Hz) in the synchronisation of ~50 fs. The technique, results, con-
sequences and limitations of this approach are described in the following.
4.1. DRO characteristics
The VCO used in this work was a specially designed DRO manufactured by IN-
WAVE AG. The oscillator had a sensitivity of 100 kHz/V and a tuning range of
0–10V, providing an electrical tuning bandwidth of 1MHz. Mechanical tuning of
the resonance frequency by up to 50MHz was possible around the design frequency
of 6.238GHz, to match the resonance with the desired harmonic of the Ti:sapphire
oscillator. The absolute phase noise of two slightly different DROs is shown in Fig
4.1. The DRO with lower phase noise (black) had no post amplification and pro-
vided an output power of 5 dBm (DRO-6.238GHz V.2). With incorporated post
amplification (HMC441, Hitite), the second DRO (DRO-6.238GHz V.3) produced
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Figure 4.1.: The absolute phase noise for the INWAVE AG dielectric resonator os-
cillator. With no post amplification, the DRO has an output power of 5 dBm and a
high-frequency phase noise of -160 dBc/Hz at an offset of 1MHz. This was insufficient
to drive the phase modulator of the FLOM-PD and further amplification was required.
With post amplification provided by the HMC441 (in blue), the output is at a power
of 15 dBm, at a cost of raising the noise floor to -152 dBc/Hz at 1MHz offset.
an output power up to 15 dBm at a cost of raising the noise floor at 1MHz offset
to -152 dBc/Hz.
In order to achieve the best lock, the loop filter frequency (see section 2.3) should
be lower than the frequency above which the DRO phase noise is lower than the
noise floor of the FLOM-PD. With slightly less microwave power available from
the DRO V.3 (see section 4.3) than the calibration power used for calculation of
the noise floor in Fig 3.6, a slightly higher noise floor is expected, and the afore
mentioned optimum frequency was estimated at about fcutoff = 100 kHz.
4.2. Synchronisation measurement with ToF
detection
To evaluate the performance of synchronising the DRO to the Ti:sapphire oscillator
using the FLOM-PD in a PLL, we required an out-of-loop characterisation method.
While the FLOM-PD provides an excellent method for characterising timing jitter,
by incorporating it into the synchronisation scheme it can only provide a very
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limited in-loop evidence of the performance. The in-loop signal (the FLOM-PD
error signal) is always close to zero within the locking bandwidth and cannot, by
definition, provide the actual performance.
Therefore, we measured here the synchronisation performance through direct
observation of the laser–electron delay induced as a result of the energy modula-
tion imparted during propagation of the electrons through the microwave cavity.
As discussed in section 2.1, electrons propagating through the microwave cavity
experience a loss or gain in energy dependent on the microwave phase at the time
of electron arrival. Electrons arriving near the microwave zero phase gain (or lose)
energy almost linearly as a function of their arrival time. The arrival time of the
electrons with respect to the microwave phase is dominated by two factors: the
pulse duration at arrival to the cavity, and the laser–microwave jitter. Therefore,
the energy distribution of the electrons after propagation through the cavity is
a cross-correlation between the electron pulse duration and the laser–microwave
jitter. This distribution has previously been measured by deflection of electrons
in a Wien filter [25] or by the employment of a microwave cavity operating in the
TEM110 mode [24] to characterise the jitter in UED experiments. Here the cross-
correlation distribution is measured through energy analysis in the time domain
with a home-built, high-resolution ToF detector developed in [48]. Details of the
ToF detector can also be found in Appendix B.
With a good synchronisation scheme, the laser–microwave jitter will be much
shorter than the dispersed electron pulse duration upon arrival at the microwave
cavity (see section 2.1) and the cross-correlation will reflect only the duration of
the electron pulses at the cavity. However as the electron pulse duration has no
effect on the average energy of the streaked pulses, any shift in the central energy
of the electron pulses is entirely due to the laser–microwave jitter. By analysis of
the central energy of successive electron pulses, as shown in Fig 4.2a, the jitter
can be extracted, albeit limited in frequency up to the rate at which such spectra
can be acquired. The ToF spectrometer is capable of single-shot detection, with a
quantum efficiency of approximately 50%, and is therefore ideal for this purpose.
In order to convert a measured energy shift into a phase or delay, the time de-
pendent energy gain coefficient, gE (introduced in section 2.1 and given by the
microwave amplitude and frequency), in this case functioning as a linear phase-to-
energy coefficient, was determined by scanning the microwave phase over a short
range around a zero crossing. Fig 4.2b shows a representative measurement of
gE using the ToF spectrometer with the phase scanned by a calibrated manual
phase shifter. Synchronisation measurements in this work have been performed at
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Figure 4.2.: Concept of microwave streaking of electrons propagating through the
microwave cavity [90]. (a) A drift in the synchronisation causes the electrons inside the
microwave cavity to experience a different phase of the oscillating electric field, leading
to a shift in the central energy of the electron pulse. As long as the synchronisation
drift is small with respect to the microwave period, the shift in central energy is linear
with the drift. The imparted energy modulation, through time-of-flight detection, can
be converted into a phase delay, or timing drift, shown in (b). A typical value for the
achievable phase-to-energy coefficient with the ToF spectrometer described above is
on the order of 32.9meV/fs.
electron count rates of typically 4–5×105 counts per second, ensuring the single-
electron-pulse regime at a laser repetition rate of 5.1MHz. The single-shot capa-
bility of the ToF spectrometer allows for arbitrary sampling intervals, implying
a trade off between a high effective sampling rate (short sampling intervals) and
good statistics (long sampling intervals). We chose a sampling interval of 2 s for
Fourier frequencies below ~0.1Hz and 100 ms above ~0.1Hz. Note that a 100ms
sampling interval corresponds to an effective Nyquist frequency of 5Hz. The ToF
spectra within each sampling interval are then fitted by a Gaussian in order to ob-
tain their central energy, which is converted to timing drift using gE ≈ 33 eV/ps.
The accuracy, given by a 95% confidence level of the Gaussian fits, was determined
as 2 fs (2 s intervals) and 4.6 fs (100ms intervals), respectively [90].
4.3. PLL implementation
The setup for the synchronisation measurement with the DRO-6.238GHz V.3,
chosen for its higher output power to sufficiently drive the FLOM-PD phase mod-
ulator, is shown in Fig 4.3. The Ti:sapphire output is split to apply power to both
the FLOM-PD and for electron generation via the photoelectric effect. The error
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Figure 4.3.: Setup for synchronisation measurement with the DRO-6.238GHz V.3.
The Ti:sapphire output is split to apply power to the FLOM-PD and for electron
generation. The error signal from the FLOM-PD drives the tuning input of the DRO
and the output of the DRO is fed back to the FLOM-PD to close the PLL and lock the
DRO to the 1216th harmonic of the repetition rate. With a 3 dB splitter, the available
power from the DRO to both the FLOM-PD and the microwave cavity is 12 dBm (as
per section 4.1). To achieve a strong enough phase-to-energy coefficient (section 4.2)
further amplification of the DRO output before application to the microwave cavity
yielded gE = 14.8 eV/ps. The energy modulation of the electrons due to the cavity was
detected as a function of arrival time by the ToF spectrometer.
signal from the FLOM-PD drives the tuning input of the DRO and the output
of the DRO is fed back to the FLOM-PD to close the PLL and lock the DRO to
the 1216th harmonic of the Ti:sapphire repetition rate. With a 3 dB splitter, the
available power from the DRO to both the FLOM-PD and the microwave cavity
is 12 dBm (as per section 4.1). In order to achieve a high enough phase-to-energy
coefficient for better accuracy of the ToF detector (see section 4.2) further amplifi-
cation of the DRO output was required. We used the AM53-6.2S-25-37 (Microwave
Amps) before application to the microwave cavity which yielded a phase-to-energy
coefficient of gE = 14.8 eV/ps, somewhat smaller than the example above, but
still adequate for the synchronisation measurement. The energy modulation of the
electrons due to the longitudinal electric field in the microwave cavity was then
detected as a function of arrival time by the ToF spectrometer. For the two mea-
surement modes, described in section 4.2, we acquired 500 samples each, allowing
an overlapping measurement of the phase noise down to mHz frequencies. The
in-loop error signal was minimised through appropriate selection of the loop filter
filter frequency and gain. This resulted in a frequency of 20 kHz, somewhat lower
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Figure 4.4.: Out-of-loop residual phase noise measurement of the DRO. The residual
phase noise (in green) was measured by the ToF phase detector from 2mHz up to
5Hz. There are no noticeable spikes in the phase noise, however an overall high level
results in an integrated jitter (in blue) of 50 fs.
than the 100 kHz mentioned in section 4.1, but allowing greater drift suppression
at lower offset frequencies.
The measured out-of-loop residual phase noise is shown in Fig 4.4. The phase
noise (in green) presents no noticeable spikes within the measured range. However,
the relatively high phase noise in this region contributes a low-frequency jitter, in-
tegrated from 2mHz to 5Hz (in blue) of slightly less than 50 fs. While this is within
the range of the synchronisation in previously demonstrated results [29,30], it does
not provide the ability to compress electrons to the few-femtosecond regime. In
addition, it is possible that the high-frequency jitter could contribute substantially
to the overall performance, further limiting the achievable synchronisation.
Without a second FLOM-PD available, we could not make an out-of-loop mea-
surement in the high frequency range. However, it is possible to derive an esti-
mation from the measurements. Outside the PLL locking bandwidth of 20 kHz
the phase noise will follow the DRO phase noise. By integrating the phase noise
curve in Fig 4.1 between 20 kHz and 2.5MHz provides a jitter of <8 fs within this
range, assuming no additional noise sources between the DRO output and the
cavity itself. Below 20 kHz but above the ToF phase detector limit of 5 Hz, the
jitter is given by the noise floor of the FLOM-PD. Integration of the FLOM-PD
noise floor within this range amounts to <2 fs of jitter. With this knowledge it
is fair to assume the overall quality of the synchronisation is dominated by the
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measurable low frequency jitter at <5Hz (~50fs), as addition of the jitter from the
other regions (in quadrature) amounts to <1 fs.
While this calculation provides an estimation of the jitter outside of the range
for which out-of-loop characterisation was possible, it may not prove realistic if,
for example, the locking conditions were somehow unfavourable and the actual
noise was higher than the FLOM-PD noise floor. However, as discussed in section
4.2, the width of the retrieved electron spectra from the ToF detector is a cross-
correlation between the dispersed pulse duration at arrival to the microwave cavity
τdisp (see Fig 2.1), hence in principle revealing the laser–microwave jitter τjitter
arising over the duration of the measurement. If enough signal-to-noise is available,
it is then possible to measure the total jitter through analysis of the width of the
ToF spectra [25]. The temporal width of the retrieved ToF spectra τe is given by:
τe =
∆E
gE
, (4.1)
where ∆E is the measured energy width. The jitter is related to the calculated
temporal width by [25]:
τ 2jitter = τ 2e − τ 2disp. (4.2)
For the beam line used in the above experiment, characterisation of the uncom-
pressed (dispersed) electron pulse duration by optical field streaking has been pre-
viously demonstrated with a duration of (153± 9) fs, rms [49]. Taking the average
of all the spectra acquired at 2 s sampling intervals, resulted in a statistical dis-
tribution of the standard deviation of the energy width of ∆E = (2.45± 0.02) eV.
With the measured phase-to-energy coefficient of gE = 14.8 eV/ps, Eq 4.1 gives an
rms cross-correlation duration of τe = (165± 1) fs. The fact that τe and τdisp are
very similar means that with such a large error in the measurement of τdisp, we can
only provide an upper limit for the jitter. By Eq 4.2, the calculated upper limit for
the jitter is τjitter = 79 fs. This agrees well with the directly measured jitter in the
region from 2mHz to 5Hz of 50 fs, confirming the dominant contributions arise in
this range.
In summary, the best estimation of laser–microwave jitter employing an ac-
tive lock with the FLOM-PD and the DRO is 50–79 fs. While this demonstrates
the capability of the FLOM-PD to function very well in a PLL, the final perfor-
mance is only on par with previously demonstrated results [30]. This appears to be
predominantly due to the noise floor of the FLOM-PD at low frequencies. This is
attributed to amplitude-to-phase couplings in the FLOM-PD (discussed in chapter
3) and arises as a result of the relative intensity noise of the laser pulses propa-
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gating in the Sagnac loop. In order to reduce the synchronisation jitter and hence
the electron pulse duration down to the few-femtosecond regime, significant sup-
pression of the FLOM-PD noise floor would be required, or alternatively, another,
more stable laser system.
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Laser–microwave synchronisation
with direct extraction
Here, an alternative to the FLOM-PD + DRO synchronisation scheme is pre-
sented which does not require any feedback or lock [91]. In short, a mode-locked
laser system operating with a repetition rate of frep being detected by a photodiode
generates a current pulse train with a frequency spectrum containing components
at every harmonic of the fundamental repetition rate up to the photodiode cut-
off frequency [92, 93]. Filtering and amplifying one such harmonic at the desired
microwave frequency fmicrowave results in a microwave signal with inherent synchro-
nisation to the laser. The synchronisation is defined only by the microwave genera-
tion scheme, arising primarily through noise introduced during the photodetection
process [67]. The overall performance of the synchronisation is then limited only
by the residual phase noise arising in the components used in the extraction and
amplification process. The method with which this was performed, along with the
considerations required to achieve the best synchronisation, is detailed below.
5.1. Microwave generation
This method for synchronisation is based on extraction of the microwave signal
from a harmonic of the repetition rate after photodetection of the laser. Discussed
in section 2.4, photodetection brings both shot noise and thermal noise into play,
particularly when detecting low average optical power. It has recently been shown
by Quinlan et al [94] that by exploiting spectral correlations in the shot noise when
detecting ultrashort pulses, an orders of magnitude improvement in the shot noise
floor, and consequently the timing of the generated pulse train, can be seen by the
factor
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1− C (τ) = 1− exp−(2pifmicrowaveτ)2 , (5.1)
where τ is the pulse width and C (τ) is the optical-pulse-width-dependent correla-
tion factor. Note that the right-hand side of the equality in Eq 5.1 holds only for
a Gaussian pulse. As the pulse length of the Ti:sapphire oscillator is optimised at
the photocathode for electron generation, the pulses are considerably larger at the
photodetector (as outlined below) however, the pulse duration is still subpicosec-
ond on detection and, by Eq 5.1, we can achieve 10−3or 30 dB suppression of the
shot noise and the resulting shot noise is far below the thermal noise limit, as seen
in the following.
The thermal noise has a constant PSD of Sthermal = −174 dBm/Hz (Eq 2.15) at
room temperature. Thermal noise therefore imposes a fundamental limit on the
achievable phase noise when detecting very low signal powers. Hence it is advan-
tageous to yield the maximum possible power at fmicrowave upon photodetection.
However, this power is inhibited by saturation effects in photodetectors due to
the high peak power of pulsed laser sources [95–97]. Space charge resulting from
the generation of a high number of carriers in the depletion region leads to the
formation of an electric field opposing the photodiode bias and impedes the flow
of charge carriers across the diode junction. This effectively reduces the band-
width of the detector and ultimately limits the achievable power at fmicrowave. Uni-
travelling-carrier photodiodes [98] with incorporated cliff layers [99] and flip-chip
bonding [100] have been designed to circumvent this limit.
To enable generation out to the 1216th harmonic of the repetition rate of
our 5.128MHz Ti:sapphire oscillator (corresponding to a microwave frequency of
fmicrowave = 6.237GHz), a photodiode with a 10GHz bandwidth (EOT, ET4000)
was used. The ET4000 has a far lower linear power handling capability compared
with the photodiodes presented in [99] and [100], however it is evident below that
the maximum available power for photodetection in this work was still below the
onset of saturation.
A measurement of the dependence of the detected power at fmicrowave on the
average optical power incident on this diode is shown in Fig 5.1. The output
power increases for low input powers, however the onset of saturation is evident
well below 1mW, with the detected power at 6.237GHz reaching a maximum of
-47 dBm. At this power, the thermal-noise-limited noise floor of the photodetected
microwave signal amounts to -127 dBc/Hz. Amplification of the signal only further
degrades the signal-to-noise (SNR) ratio. To suppress the contribution of thermal
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Figure 5.1.: Output power dependence of the power in the 1216th harmonic of the
laser repetition rate as a function of the incident optical power on the photodiode;
figure taken from [91]. Saturation due to the high pulse energy sets in below 1mW,
with the generated microwave power reaching a maximum of -47 dBm.
noise, we implemented a repetition-rate multiplication technique to enhance the
microwave power prior to photodetection [91].
Microwave enhancement with an optical-mode filter
Repetition-rate multiplication is a concept for redistributing the optical power in a
laser pulse train from the fundamental of the repetition rate to a harmonic thereof.
This has been successfully demonstrated in the past with optical-mode filtering [96,
101,102], and pulse interleaving with cascaded Mach-Zehnder interferometers [79,
103]. While the latter technique has the distinct advantage of a high throughput,
the multiplication is governed by the factor 2n, where n is the number of Mach-
Zehnder stages. This becomes a problem at high multiplication factors as not
only must one implement a large number of stages, but the possible operation
frequencies become much more limited. With a 5MHz oscillator, the only possible
microwave frequencies are 5GHz and 20GHz (for n = 10,11, respectively), both
of which fall well outside the resonance bandwidth of the microwave cavity.
Instead, we implement an optical-mode filter, using a Fabry-Perot cavity with
a free spectral range matching the desired harmonic of the laser repetition rate.
The mode filter consists of two mirrors mounted on a single steel block, separated
by a distance L, and convert an incoming laser pulse train at frep to a series of
decaying pulse trains at
fmicrowave =
c
2L . (5.2)
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Figure 5.2.: Microwave enhancement with the optical-mode filter. In blue is the pho-
todetected microwave power with 2.3W average power available for optical-mode filter-
ing, yielding ~2.5mW incident on the photodiode. With optimised alignment, a power
of -15 dBm was achievable at fmicrowave = 6.237GHz, providing an enhancement of
~35 dB over the unmode-filtered case (black) when illuminated with the same incident
power. The neighbouring modes at fmicrowave ± frep are suppressed by 4 dB.
Employment of the mode filter therefore serves to spectrally redistribute the opti-
cal power into multiples of fmicrowave and has two main consequences. Firstly, this
results in an increase in the photodetected microwave power for the same incident
optical power, compared to the unfiltered case. Second, with lower pulse energies,
this increases the incident average optical power at which the onset of saturation
occurs. The mode filter was designed so that the generated pulse train at fmicrowave
decays almost completely before the next laser pulse arrives, to avoid optical inter-
ference and the need for active stabilisation of the optical path length. However,
one pulse from the laser still circulates >1000 times, so suitable mode matching of
the laser with the mode filter was required to maintain stability. Toward this end,
both mirrors have a reflectivity of R = 99.75 ± 0.05% and a radius of curvature
of 200mm, and are separated by L = 24mm (defined by Eq 5.2). The enhance-
ment of the microwave power as a result of the mode filter is shown in Fig 5.2.
With 2.3W of average power from the laser incident on the mode filter, yielding
~2.6mW at the photodiode, this enables a photodetected microwave power of -
15 dBm (blue trace). This is an enhancement factor of 35 dB, or ~4000, over the
achievable power with direct detection (i.e no mode filter; black trace), under the
same illumination power. This effectively suppresses the thermal noise to a level
of -159 dBc/Hz, equating to a fundamental lower limit of the jitter, by Eq 2.9,
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of 0.45 fs in a 2.5MHz bandwidth. This is greater than a factor of 50 than the
achievable lower limit without the mode filter of 25 fs; the mode filter is essential
to opening the possibility of a few-femtosecond synchronisation.
Note that with 2.6mW of incident power, the photodetected microwave power
is saturation limited (evident in Fig 5.1) under direct illumination. As mentioned
above, saturation is a result of high peak powers degrading the photodiode band-
width. Optical-mode filtering converts a pulse of energy E to a decaying pulse
train of much lower energies. The energy En of the nth pulse in the decaying pulse
train can be written in terms of the energy E1 of the strongest pulse (i.e the first
pulse) as
En = E1R2(n−1). (5.3)
The total energy Etot in the pulse train is then
Etot =
∞∑
n=1
En = E1
∞∑
n=1
R2(n−1) = E1
∞∑
n=0
R2n
≈ E1
ˆ ∞
0
R2ndn. (5.4)
The energy of the first pulse, in terms of the total energy is then
E1 ≈ −2 ln (R)Etot. (5.5)
The onset of saturation from Fig 5.1 is at an incident average power of ~0.75mW
with a pulse energy of ~150 pJ. At the maximum available power from the mode
filter of ~2.6mW, Eq 5.5 yields a maximum pulse energy of only 2.6 pJ, indicating
a level well below saturation. This is important as saturation not only limits the
achievable microwave power, but also contributes to amplitude-to-phase couplings
in photodiodes [95,104] and can severely degrade the achievable synchronisation.
Minimisation of photodiode amplitude-to-phase conversion
As mentioned above, the generation of a high number of carriers from intense
illumination of a photodiode leads to a reduction in the response time of the
photodiode, limiting the achievable microwave power causing amplitude-to-phase
conversion. When illuminated by ultrashort laser pulses, the generated photocur-
rent from a diode is a pulse train of duration determined by the longer response
time of the photodiode. With low power and linear operation, this response does
not change significantly with increasing power. However, after the onset of satura-
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Figure 5.3.: Photodiode response for increasing incident optical power. For low in-
cident powers, the peak response increases linearly and the generated current pulses
are undistorted. At higher powers, saturation begins to limit the output level, and the
reduced response time leads to a shift in the centre of mass of the generated pulses.
tion, the degradation of the response time leads to a slow decay of the pulse and
a shift in the centre of mass of the generated pulse, as illustrated in Fig 5.3.
The rms phase drift arising from laser power fluctuations has been measured
and characterised in [67, 105] with interesting results. Firstly, the amplitude-to-
phase conversion coefficient α, measured in radians per fractional power fluctuation
(rad/(4P/P )), is unique to each photodiode and dependent on the physical design.
Distribution of the incident power uniformly over the depletion region reduces α
compared to illumination at equal power with less ideal irradiation. Importantly,
at certain powers above saturation α can be nulled. Critically, these “vanishing
points” only exist within a very narrow incident power range and a small deviation
in the incident power results in a substantial shift in α. However, by exploiting two
detectors exhibiting a strong negative correlation in their noise characteristics, a
reduction in α to below 0.06 rad/(4P/P ) for a range of incident pulse energies
has been demonstrated [106].
A measurement of α for the ET4000 was performed by attenuating the beam
after the optical-mode filter and measuring the resultant phase shift at fmicrowave.
The setup is shown in Fig 5.4a. Amplification of the signal was required after pho-
todetection in order to achieve enough power to drive the mixer, however, after
thermalisation, the amplifier had no noticeable effect on the phase of the signal.
The signal was mixed in a double balanced mixer with a reference signal with the
output a voltage proportional to the phase difference (described in detail below in
section 6.1). The result is shown in Fig 5.4b when using the maximum achievable
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Figure 5.4.: (a) Setup for AM-to-PM coefficient α measurement. The beam after the
mode filter (MF) is attenuated with a neutral density filter wheel (NDFW) before de-
tection with the ET4000 photodiode (PD). The signal is then band-pass filtered (BPF)
and amplified to a level sufficient for mixing in a double balanced mixer (DBM). The
reference is a phase-locked VCO. This results in an output voltage proportional to the
phase difference between the two arms. (b) The ET4000 exhibits a linear phase response
as a function of incident power. The fitted slope yields α = 0.077±0.007 rad/(4P/P).
power after the mode filter of ~2.6mW. The phase response of the photodiode is
linear with optical power, yielding α = 0.077 ± 0.007 rad/(4P/P ). This value is
yielded as we are well below the onset of saturation, and below any measureable
vanishing point. This will result in a noise floor of the extracted microwave approx-
imately 25 dB (Eq 3.18) below the RIN of the Ti:sapphire oscillator (blue curve
in Fig 3.7), assuming α is relatively frequency independent. This would lead to
an AM-to-PM phase-noise floor of -145 dBc/Hz (-155 dBc/Hz) at 10 kHz (1MHz)
from which we draw the conclusion that the residual phase noise of the extracted
microwave is most likely dominated by AM-to-PM, due mostly to the thermal
noise suppression achieved with the optical-mode filter.
Electrical amplification by 50 dB to 33 dBm (2W)
Post mode filtering and photodetection, we had a current pulse train containing
an impressive -15 dBm (~30µW) at fmicrowave. However, electron pulse compression
requires a power of approximately 33 dBm (2W) in an ideally sinusoidal signal.
This necessitated the design of an electrical amplification chain to boost the signal
strength by 48 dB.
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Electrical amplification degrades the synchronisation by adding to the phase
noise of the signal and is characterised through the amplifier noise factor (F ) (or
noise figure — NF = 10 log (F )). The noise factor is defined as the input to output
noise ratio, F = SNRin/SNRout. Intuitively, it would seem the smaller the total
F from all amplifiers, the better the noise performance, however Friis [107] showed
that the overall noise factor Fs of a system is
Fs = F1 +
F2 − 1
G1
+ F3 − 1
G1G2
+ . . . Fn − 1
G1G2G3 . . . Gn−1
, (5.6)
where Gn is the gain of the nth amplifier in the network. From the equation, it
is evident that the noise added to the system for the nth stage is reduced by
a factor in proportion to the gain of all the previous stages combined; that is,
the noise of successive amplifiers impacts the system less and less. With typical
values Fi = 3 and Gi = 103, Fs increases only from 3 to 3.002 when going from
a one to two amplifier system; Fs is dominated by F1, the noise factor of the first
stage. In systems where a substantial level of amplification is required, low-noise
amplifiers [108] are typically used as the first amplifier. In cases where amplitude
stability is of utmost importance, saturating amplifiers, which accept a range of
input powers and amplify everything to a constant specified output power, can be
used to suppress amplitude fluctuations of the microwave. This, however, comes
at the expensive of phase stability, with the output phase typically varying a few
degrees per dB of input power fluctuation. This is unacceptable for systems which
require few-femtosecond synchronisation.
The final high-power microwave for electron-pulse compression was achieved
with two microwave amplification stages. The first amplifier (CA67-451, Ciao Wire-
less) had a noise factor of F ≈ 2 (NF = 3 dB) and amplified the signal directly
after the photodiode from -15 dBm to 5 dBm, and the second amplifier (AMF-4B-
05900640-50-36P, MITEQ) from 5dBm to 33 dBm (2W).
Time domain consequences of the neighbouring harmonics
Prior to each amplification stage the signal was band-pass filtered (PLC6237DB006-
1, Proline) within a few MHz of bandwidth about fmicrowave to further suppress the
other harmonics of the repetition rate. This resulted in a suppression of the nearest
neighbouring harmonics at fmicrowave ± frep by about 15 dB. When this microwave
is used for compression, the suppression increases to 30 dB inside the microwave
cavity due to its narrow bandwidth (~2 MHz) [25].
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Effectively, inside the microwave cavity the carrier frequency fmicrowave is 1000
times stronger stronger (30 dB) than the strongest neighbouring components, at
fmicrowave ± frep. While this is a huge suppression of the sidebands, femtosecond
synchronisation requires a high stability, and the effect of the sidebands on the
few-femtosecond-level jitter needs to be estimated.
The microwave signal inside the cavity is a superposition of all the harmon-
ics which exist after photodetection, filtering and amplification; the electric field
Emicrowave (t) of this directly detected signal has the form
Emicrowave (t) =
N∑
n=1
an sin (2npifrept+ φn) , (5.7)
where an and φn are the amplitude and relative phase of the nth harmonic, and
N = fcutoff/frep is given by the photodiode cutoff frequency fcutoff . Treating only
the nearest two sidebands gives
Emicrowave (t) =A(sin (2pifmicrowavet)
+ 11000
[
sin (2pi {fmicrowave − frep} t+ φl)
+ sin (2pi {fmicrowave + frep} t+ φu)
]
, (5.8)
where φl and φu are the relative phases of the lower and upper sidebands with
respect to fmicrowave, respectively. Assuming these phases are dominated by the
phase response of the microwave cavity (shown in Fig 6.4) then φl = −φu and Eq
5.8 in fact describes an amplitude modulation of the form
Emicrowave (t) = A [1 +M cos (2pifmt+ φ)] sin (2pifct) , (5.9)
with a modulation frequency fm = frep, modulation depth M = 1/500, around
a carrier frequency fc = fmicrowave. This will effect the microwave compression
strength gE (defined in section 2.1) through variations in the peak amplitude of
the signal by a factor 10−3. This has the consequence that changes in gE will result
in a change in the final electron pulse duration τfinal . This effect is linear, however,
and will therefore only result in changes on the order of attoseconds (Eq 2.1).
The modulation does not effect the frequency and therefore does not effect the
linearity of the signal about the zero crossing. Hence, residual sidebands introduce
no significant nonlinear distortions when manipulating the electron phase space for
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optimum compression. Having taken all of the above considerations into account,
a synchronisation on the order of, or even better than, the DRO synchronisation
scheme presented in chapter 4 was expected.
5.2. Experimental setup
Similar to the characterisation of the PLL performance described in chapter 4, we
used the ToF phase detector to make an out-of-loop characterisation of the syn-
chronisation of the directly extracted microwave with the Ti:sapphire oscillator
at low frequencies. Furthermore, by combination of this measurement and imple-
mentation of the FLOM-PD as a high-frequency phase-detector, we performed a
complete out-of-loop characterisation over nine frequency decades. The setup for
the experimental implementation is shown in Fig 5.5. The full laser power was
incident on the optical-mode filter for microwave extraction and subsequent am-
plification, as described in section 5.1. The reflected beam was separated from the
input beam with a Faraday isolator (FI) and split into two arms to provide refer-
ences for the two separate characterisation systems. One arm containing 40mW,
ensuring nonlinear effects in the fiber were kept minimal (see section 3.5), was
coupled into the FLOM-PD for high frequency phase detection. 16 dBm (40mW)
of the extracted microwave was split from the available 33 dBm to drive the phase
modulator in the FLOM-PD. The resulting spectrum of the error signal from the
FLOM-PD was measured with a spectrum analyser (E4447A, Agilent) and con-
verted to a phase noise through the calibrated sensitivity. Note that splitting the
microwave prior to the cavity does not reflect the jitter as seen by the electrons.
This is taken into account in section 5.3 below. The second arm from the laser
was frequency tripled and used for generation of electrons for low frequency phase
detection with the microwave cavity + ToF measurement technique. Enough laser
power was used here to generate one-tenth of an electron on average per pulse, as
discussed in section 4.2. The rest of the microwave power, 30 dBm, was applied to
the microwave cavity.
5.3. Jitter characterisation
Under the above conditions, the phase error sensitivity from the FLOM-PD was
measured at Kd = 3.25V/rad, while the ToF had a phase-to-energy coefficient of
gE = 33 eV/ps. The out-of-loop relative phase noise between the directly extracted
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Figure 5.5.: Setup for the synchronisation measurement. The full laser power was inci-
dent on the optical-mode filter for microwave extraction. The reflected beam (99.75%)
was split into two further beams after separation from the incoming beam with a Fara-
day isolator (FI). The remaining two beams were used for electron generation and
coupling into the FLOM-PD. A: The direct extraction scheme described in section
5.1. Optical-mode filtering prior to photodetection followed by band-pass filtering and
amplification provided a useable power of close to 33 dBm (or 2W). B: The microwave
was split, with 30 dBm being applied to the microwave cavity (MCC) for the low fre-
quency phase noise measurement with the time-of-flight detector (ToF), as described
in section 4.2, and 16 dBm applied to the phase modulator in the FLOM-PD for the
high-frequency phase noise measurement.
microwave and the laser was measured from 2mHz to 2.5MHz and is shown in Fig
5.6. The measurement performed with the ToF spectrometer is shown in green,
while the FLOM-PD measurement is in black. As the high frequency measurement
was taken before being coupled into the microwave cavity (see Fig 5.5) the black
curve is the result after multiplying the measured data (in grey) with the nor-
malised transmission function of the cavity, as it is a more realistic representation
of the synchronisation with regards to electron compression capability. This only
has a noticeable effect at larger offset frequencies where the transmission drops
significantly. At acoustic frequencies in the Hz–kHz range, there are some notice-
able spikes in the phase noise originating from mechanical vibrations and acoustic
noise in the laboratory, but the region of most prominent acoustic noise (between
280Hz and 460Hz) contributes only ~0.15 fs to the jitter as it is overshadowed
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Figure 5.6.: Integrated jitter for the free running directly extracted microwave [90].
In black is the FLOM-PD measured high frequency phase noise of the free running
microwave at 6.237 GHz relative to the laser, corrected for the transmission function of
the microwave cavity. In grey is the uncorrected data. In green is the ToF spectrometer
measured low frequency phase noise. In blue is the integrated jitter, showing from the
Nyquist frequency of 2.5 MHz down to 2 mHz yields less than a 5 fs jitter.
by the contribution from the high-frequency noise floor. The phase noise in the
region 2 kHz–1MHz is at a level of -147 dBc/Hz, showing that the residual phase
noise is indeed most likely limited by AM-to-PM conversion of the photodiode
(see section 5.1). This result however, after taking into account the noise figure
of the amplification chain, is still >20 dB better than the thermal noise limited
floor achievable without the incorporation of the mode filter. Below 1Hz, there are
no noticeable spikes, but the overall phase noise increases, as a result of increas-
ing laser RIN. Integration of Fig 5.6 from the Nyquist frequency down to 2 mHz
(~8 minutes) yields a remarkable laser–microwave timing jitter of 4.8 fs (rms) [90].
However, the measured high-frequency phase noise of -147 dBc/Hz is very similar
to the FLOM-PD error signal noise floor (Fig 3.6). Therefore, the corresponding
contribution to overall jitter may well be an upper limit and the scheme could
actually perform better. Nevertheless, this is a factor of 20 better than in state
of the art ultrafast electron diffraction [29, 30]. We mainly attribute this pleasant
result to the purely passive synchronisation scheme, with the microwave extracted
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Figure 5.7.: Synchronisation with direct extraction implemented in a DLL. As the
FLOM-PD was used for phase-error detection, only the ToF-detected low-frequency
measurement was possible. By implementing the DLL, while there are no noticeable
spikes, however, an increase of the phase noise of 5–10 dB is evident over the free
running case (Fig 5.6). Similar to the PLL using the DRO, the performance here is
limited by the noise floor of the FLOM-PD, and results in a 17 fs jitter, integrated from
2mHz to 5Hz.
directly from the Ti:sapphire oscillator via optical-repetition-rate multiplication,
thus circumventing thermal noise problems while simultaneously maintaining low
pulses energies to avoid saturation and consequently high AM-to-PM conversion
in the photodiode.
We performed a further synchronisation attempt in the form of active stabilisa-
tion using the FLOM-PD in a delay-locked loop (DLL), the result of which is shown
in Fig 5.7. With only one FLOM-PD, a complete out-of-loop characterisation was
not possible, as with the locked DRO in section 4.3, and the measurement is only
the low-frequency (below 5Hz) phase noise achievable with the ToF spectrometer.
By examining the figure, it is immediately evident that the DLL actually adds
noise into the system (at least over the measureable range) and has a phase noise
approximately 10 dB higher than the in the free-running case of Fig 5.6. An inte-
grated jitter between 2mHz and 5Hz of 17 fs, greater than the free-running jitter
integrated over the entire spectrum, further reinforces that a lock is hindered by
the laser-RIN-limited FLOM-PD noise floor, as evidenced in section 4.3.
Suppression of the AM-to-PM conversion in the FLOM-PD, as described in
section 3.5, could greatly improve these limitations and reduce the jitter toward the
subfemtosecond regime. Reduction of the AM-to-PM conversion in the photodiode
for a direct synchronisation scheme is another possibility for reducing the jitter
without the DLL, however there is not such an advantage to be gained in this
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respect. The AM-to-PM limited residual phase noise is less than 10 dB above the
thermal noise floor (above 2 kHz where the majority of the jitter arises) and further
improvement beyond this would not lead to any further reduction in the jitter.
The best possible jitter in this case would be on the order of 1 fs. Thermal noise
in the FLOM-PD on the other hand is in fact lower than the shot-noise floor of
-170 dBc/Hz (section 3.5). With active laser intensity control, a shot-noise-limited
phase-noise floor of the FLOM-PD, and hence attosecond-level feedback, is in
principle achievable [81, 85, 109] offering potential for yet another regime of jitter
control.
5.4. Further considerations for electron
compression
The few-femtosecond jitter demonstrated here is a factor of 20 better than in
other UED systems [29, 30] and solves one of the key problems in producing few-
femtosecond electron pulses by microwave compression. However, few-femtosecond
laser–microwave synchronisation does not directly entail few-femtosecond electron
pulses. This is outlined and discussed in the following.
It has been shown that by reversal and stretching of the linear energy chirp with
microwave compression, an electron pulse duration at the target position (position
of the diffraction sample) on an attosecond scale is achievable [22, 23]. With a
5 fs laser–microwave jitter this implies a synchronisation-limited achievable pulse
duration of a few femtoseconds. However, when dealing with such short time scales,
design of the electron beam line becomes a critical factor.
Distortions in magnetic lenses [55] have been shown to impart an axial “banana”
shape on an electron pulse as, inside the lens, the electrons experience a longitu-
dinal velocity which decreases in proportion to their distance from the axis. We
modelled the effect of this for our beam line with particle tracing simulations [110]
and Fig 5.8a shows the resulting electron pulse duration as a function of prop-
agation distance. The simulation assumed ideal laser–microwave synchronisation
(that is, 0 fs jitter) and was performed including all components in the experimen-
tal beam line. Electrons are generated at x = 0m from a gold photocathode of work
function ~4.2 eV [46] being illuminated by the 3rd harmonic of the Ti:sapphire os-
cillator (266 nm, 4.66 eV). The initial pulse duration of 30 fs is a result of the laser
pulse duration. Note that all pulse durations stated here are rms durations. Heavy
dispersion occurs over the region x = 0 → x = 0.003m, where static acceleration
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Figure 5.8.: GPT simulation of the electron pulse duration under the actual experi-
mental conditions in the laboratory, assuming perfect synchronisation. (a) Shows the
1: static acceleration leads to pulse broadening from 50 fs to 100 fs. 2: Transverse fo-
cusing with a magnetic lens after 210mm leads to temporal distortions of the electron
beam [55]. 3: Propagation through the microwave cavity (using a field map from [42])
at 425mm inverts the phase space of the pulse and leads to compression. 4: At a
sample position of 660mm, the electrons reach a minimum duration of 10.4 fs. (b)
shows the pulse duration of the on-axis electrons under the same conditions as in (a).
As these electrons all pass through the magnetic lens along the same trajectory, no
distortions are seen and the pulse duration compresses to 4.4 fs at the sample position.
in a 8.33MV/m field accelerates the electrons to 25 keV, yielding a 100 fs pulse du-
ration. Further dispersion increases the pulse duration until x = 0.425m where the
microwave cavity (using a field map from [42]) inverts the phase space of the pulse
and compression begins. Note that at the magnetic lens position of x = 0.21m a
very slight steepening of the dispersion can be discerned. The pulses compress until
reaching the sample position at x = 0.66m, reaching a minimum rms duration of
10.4 fs. This result is more than twice as long as the jitter in the synchronisation
and shows that the jitter is likely contributing minimally to the overall electron
pulse duration. Fig 5.8b shows the result of only the on-axis electrons which all
experience the same field in the magnetic lens and hence are not influenced by
lens induced distortions. These are capable of being compressed to 4.4 fs, which is
very close to the limit of microwave compression with a strength gE = 33 eV/ps
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(Eq 2.1). In this case, the duration is on par with the laser–microwave jitter, and
the pulse would broaden by only a factor of
√
2. This shows that the microwave
has been synchronised with the laser to such a level that jitter is no longer the
dominant factor for producing ultrashort electron pulses.
5.5. Compressed pulse duration
In this section, the compressed electron pulse duration with 5 fs laser–microwave
synchronisation, measured with an optical field streaking technique [111] is pre-
sented [112]. In short, when an electron and an optical plane wave interact in free
space without any external influences, the electron experiences oscillatory motion
due to the optical field. Post interaction, a zero net change in the electron en-
ergy results due to the zero time integral of the electric field over the complete
pulse. Optical field streaking on the other hand, is based on the rapid injection
(or ejection) of electrons into (or out of) a controlled optical field, whence the
electrons experience forces only from a part of the streaking pulse, resulting in a
non-zero net transfer of energy between the field and the electrons [111,113–116].
The experimental concept and implemented setup can be found in Appendix A.
The results of the streaking experiments are shown in Fig 5.9. Zero energy gain
refers to the central electron energy of 25 keV and negative delay times indicate
an early arrival time with respect to the streaking field. The counts are shown
as either a loss or gain in electrons, with the measured data being subtracted
from an unstreaked background, thus showing the energy redistribution as a result
of the streaking. Progressively, from left to right, shows the effect of increasing
the microwave compression strength gE, achieved via increasing the microwave
amplitude, controlling the location of the temporal focus as described by Eq 2.2.
The slant of the regions of loss in electrons (shown in blue) reveals, and allows
one to visualise, the chirp of the electron pulse at the foil, further emphasised by
the white dashed lines. The central panel presents a minimum duration of the
measured spectra when the compression strength was tuned to gE = 20.1 eV/ps,
corresponding to an input microwave power of Pin = 100mW [112], such that the
temporal focus coincided with the foil. The temporal width of the spectrogram is
a convolution of the laser field with the electron pulse. However, as the electron
pulse duration here is expected to be much shorter than the laser pulse envelope,
the energy gain profile follows the envelope of the streaking pulse. Extracting
the short electron pulse duration from this spectrogram was still achievable by
analysis of only the electrons with maximal energy gain, resulting from only the
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Figure 5.9.: Laser streaking of compressed electron pulses, figure from [112]. Negative
delay times indicate an early arrival time at the location of the laser streaking foil.
Electrons gain energy from interaction with the laser field. From left to right shows the
result of increasing the microwave compression strength gE, controlling the location of
the temporal focus as described by Eq 2.2. The slant of the regions of loss in electrons
(blue) reveals the chirp of the electron pulse at the foil, clarified by the white dashed
lines. The central panel presents a minimum duration of the measured spectra when
the compression strength is tuned, at gE = 20.1 eV/ps, such that the temporal focus
coincides with the foil. The temporal width of the spectrogram is a convolution of
the laser field with the electron pulse. A measure of the pulse duration is achievable
by analysis of the region of maximal electron energy gain, which results from only the
most intense part of the laser envelope [112], yielding an rms pulse duration of 12±2 fs
(28± 5 fs full width at half maximum) and shows good agreement with the simulated
pulse duration (section 5.4 above) assuming perfect laser–microwave synchronisation.
This measurement shows that contributions to the electron pulse duration from jitter
in the laser–microwave synchronisation is minimal.
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most intense portion of the 50 fs streaking pulse. Integration of the top 15 eV
distinguishable from the figure resulted in an rms cross-correlation duration of
(15± 1) fs [112]. Through simulations, the electron pulse duration was able to
be deconvoluted from the cross-correlation yielding τfinal = (12± 2) fs (rms) [20]
and shows good agreement with the simulated pulse duration for our beam line
(section 5.4 above). The measurement time for a streaking spectrogram is similar
to the 8 minute time scale over which the jitter was measured (Fig 5.6 above)
at 4.8 fs (rms). This measurement shows that, over the duration required for the
measurement, the laser–microwave synchronisation is no longer a limiting factor for
the achievable pulse duration of compressed electron pulses. In fact, even under the
isochronic beam line conditions detailed in section 5.4, the jitter only broadens the
phase-space limited pulse duration by a factor of
√
2. A single-electron UED scan,
however, requires a significantly longer acquisition time for a complete 4D movie.
Studies of the long term drift in the synchronisation as a result of temperature
instability and laser repetition-rate drift are presented in the next chapter, along
with a method for compensation of such drift resulting in a stability of 4.7 fs over
many hours.
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Long term stability
Despite the excellent stability of the microwave source from 2mHz to the Nyquist
frequency of 2.5MHz, providing 12 fs electron pulses, the synchronisation was
found to deteriorate on longer time scales (hours and above), which are required for
UED experiments in the single-electron regime. This drift manifests through two
main routes, namely the repetition rate drift of the Ti:sapphire oscillator and the
temperature drift in the laboratory. Without active feedback, any drift arising in
the components used for extraction of the microwave will directly effect the qual-
ity of the synchronisation. While the microwave frequency fmicrowave will always
directly follow any drift in the laser repetition rate frep, the frequency-dependent
phase response of the filter elements yields an indirect drift between the microwave
phase inside the cavity and the laser. Temperature fluctuations lead to thermal ex-
pansion of components which can lead to a phase delay in the coaxial cabling [117]
or shifts in filter resonance frequencies.
In the following chapter, the long-term drift resulting from these two factors have
been analysed. With compensation of the drifts arising, a long term synchronisation
of better than 5 fs is demonstrated [90].
6.1. Repetition rate induced synchronisation
drift
As fmicrowave is a multiple of the repetition rate frep, the long-term repetition-rate
drift 4frep, shown in Fig 6.1a, is reflected at fmicrowave with a magnitude
4fmicrowave = fmicrowave
frep
4frep. (6.1)
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Figure 6.1.: (a) Repetition-rate drift of the Ti:sapphire oscillator. The ~1Hz rms drift
manifests as a much larger drift at GHz frequencies, data from [25]. (b) Filter phase
response measurement technique. MF mode filter, PD photodiode, MA microwave
amplifier, DBM Double balanced mixer. The filter element is placed in the test arm
and supplied by an appropriate signal. The test signal is then mixed with a reference
and the output yields the phase information as a DC voltage.
Consequently, the lower the repetition rate, the more severe the drift at fmicrowave.
This can become a problem when extracting GHz microwave signals from lasers
with MHz repetition rates and below. Our 5MHz repetition-rate Ti:sapphire oscil-
lator exhibits a long-term repetition-rate drift 4frep = 1Hz (rms). By Eq 6.1 this
corresponds to 4fmicrowave drifting by approximately 1.2 kHz. In order to suppress
the unwanted repetition-rate harmonics (i.e all the harmonics not at fmicrowave),
many microwave components were selected to have the highest quality factor and
narrowest bandwidth. This has the trade off of rather sharp filter phase responses.
A long term frequency instability of 10−6 (kHz drift in a GHz system) can already
lead to fs-level drifts in the synchronisation via frequency-dependent phase shifts.
Measurement technique
Measurements of the phase response of the filter elements in the microwave gen-
eration scheme were performed to quantify the timing instabilities which arise
as a result of long term drifts in the laser repetition rate. Figure 6.1b shows an
example of the experimental setup for such a measurement, in this case for the
optical-mode filter. The input frequency was deliberately scanned across the band-
width of the filter. The signal output from the filter then contains the frequency-
dependent phase response of the filter. In order to measure the phase, the signal
was mixed in a double balanced mixer with a reference signal, containing the origi-
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nal unfiltered spectral components. The output of the mixer Vout is proportional to
the product of the reference signal A1 cos (2pifmicrowavet) and the signal under test
A2 cos (2pifmicrowavet+4φ) , where 4φ is the phase difference upon traversing the
filter. Note that the amplitudes A1 and A2 need to satisfy the appropriate input
power specifications of the mixer. The output is then
Vout ∝ A1 cos (2pifmicrowavet)A2 cos (2pifmicrowavet+4φ)
∝ cos (4φ) + cos (4pifmicrowavet+4φ) . (6.2)
The output was low-pass filtered, leaving the DC element cos (4φ), dependent on
the induced phase shift. For an accurate measure, calibration of the mixer was
required. Note that Eq 6.2 only treats input signals of one spectral component.
For inputs with multiple spectral components with output will be
Vout ∝
N∑
n=1
cos (4φn) , (6.3)
where N is the number of identical frequency components in the reference and test
arms and 4φn are the phase differences of all such components. With no method
to break down Vout and relate it to the individual 4φn, it is important to provide
a spectrally pure reference signal.
Phase measurements
The phase response of the first component in the microwave generation scheme,
the optical mode filter (section 5.1), was measured with this setup (Fig 6.1b).
Specifically, a portion of the Ti:sapphire oscillator was split into two beams and
photodetected, one via the optical-mode filter. After photodetection, the test arm
underwent amplification to achieve a signal strength required to drive the mixer in
a linear fashion. As the photodetected pulse trains contain frequency components
at all harmonics of the laser repetition rate, the reference arm was derived by using
the second photodetected pulse train to drive a VCO, phase locked to fmicrowave
with a PLL. To scan the resonance of the mode filter, the mirror distance was
mechanically tuned (and hence the resonance frequency by Eq 5.2). The result of
this is shown in Fig 6.2. The normalised transmission is shown in black and shows
a resonance frequency of fmicrowave = 6.237GHz, and a bandwidth of ~5MHz. The
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Figure 6.2.: Optical mode filter frequency response. The mode filter has a 3 dB band-
width of ~9MHz and a linear phase response. The phase slope amounts to 17 °/MHz
around the resonance frequency.
measured phase response of the mode filter, in blue, in the region around the
resonance frequency is linear with a slope of 24.1 °/MHz, amounting to a timing
drift of 7.7 fs/kHz. With the long-term drifts resulting from the repetition-rate
instability calculated at 4fmicrowave = 1.2 kHz, this results in a 9.2 fs (rms) drift
arising as a result of the optical-mode filter, showing we can expect a long term
drift in the synchronisation more than twice the magnitude of the drift which
occurs on an 8 minute time scale (chapter 5), and this from just one component
in the microwave generation scheme.
Measurements of the phase response of the microwave filters and microwave cav-
ity were made under the same principle described above in Fig 6.1. The generation
of the test and reference arms to drive the mixer was somewhat more straightfor-
ward in these cases. Here the output of an external microwave synthesiser was split
and used to supply the component under test and as the reference. As the output
power of the synthesiser (SMF100A, Rohde and Schwarz) can be selected from
-20 to +20 dBm, no further amplification of either arms, for both the cavity and
filters, was necessary. The microwave cavity is equipped with an antenna pickup
to allow monitoring of the phase, and power, inside the cavity. The measurements
across the bandwidth of the components were performed by sweeping the output
frequency from the microwave synthesiser, with the results shown in Figs 6.3 and
6.4 for the filters and cavity, respectively. The colours in the figure represent the
same as for Fig 6.2 (that is, transmission in black; phase response in blue). The
microwave filters present a somewhat larger bandwidth than the optical-mode fil-
ter, however due to the high-order nature of the filters (note the steep roll off
outside the passband), the filter has a 540° phase shift across its bandwidth. This
amounts to a slope of 11 °/MHz, or 4.9 fs/kHz, showing the repetition-rate drift
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Figure 6.3.: Microwave filter frequency response. The filters have reasonably wide
bandwidths, compared to the mode filter, of ~40MHz, however they also posses an
extreme roll off in transmission outside the bandwidth, reflecting their high order nature.
The phase response over the filter bandwidth is approximately linear with a 540 ° phase
shift and a slope of 11 °/MHz
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Figure 6.4.: Microwave cavity frequency response. The cavity presents a bandwidth of
~2MHz, as per the design of maximum rejection of the neighbouring modes. The phase
response over the bandwidth is linear with a slope of 54 °/MHz around the resonance
frequency.
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manifests a 5.8 fs (rms) drift in each of the two microwave filters. While less severe
than the optical-mode filter, with two filters, this amounts to a total microwave
filter induced drift of 11.6 fs (rms). The microwave cavity on the other hand has
a much narrower bandwidth, as seen in Fig 6.4, of less than 2MHz. Within the
cavity bandwidth, the phase response amounts to 54 °/MHz (20 fs/kHz). Owing to
this narrower bandwidth, the microwave cavity has the harshest phase response,
yielding a drift of ~24 fs (rms) in response to the laser repetition rate drifts.
6.2. Temperature induced synchronisation drift
Before the laser is photodetected, temperature instabilities can cause a drift in the
optical-mode filter. The mode filter resonance frequency, defined above in section
5.1, is directly related to optical-path length, and hence the mirror separation
(Eq 5.2). Path-length instabilities lead to resonance-frequency instabilities due to
thermal expansion of the steel mount. This can be used to estimate the required
stability of the mirror separation to maintain few-femtosecond synchronisation.
Consider a temperature change 4T resulting in a change in the path length 4L,
given by
4L = αL4T , (6.4)
where α is the linear coefficient of thermal expansion of the mode filter mount.
This yields a resonance frequency of
fnew =
c
2 (L+4L) , (6.5)
or a shift in the resonance frequency of
4f = c2 (L+4L) −
c
2L =
c
2
(
L− (L+4L)
L (L+4L)
)
= c2L
( 4L
L+4L
)
≈ f
(4L
L
)
, (6.6)
giving a temperature dependent resonance frequency shift
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Figure 6.5.: Optical-mode filter temperature dependent phase drift. The slope
presents a linear drift of 3.0 fs/mK. The point to point fluctuations arise from drift in
other components in the generation scheme.
4f
4T ≈ αf . (6.7)
In the case of our steel mounting block, where α = 12 × 10−6, at a central
frequency of f = fmicorwave = 6.237GHz, Eq 6.7 gives a magnitude of 4f/4T =
748 kHz/K. Given that the phase response of the mode filter is approximately
linear around the resonance frequency (see section 6.1 above) we can equate this
to a temperature dependent timing drift of 5.7 fs/mK.
To verify this slope, a direct measurement of the effect of temperature fluctua-
tions in the mode filter on the laser–microwave drift inside the microwave cavity
was made. This measurement was possible by monitoring the central energy of
the electron pulses with the ToF detector, described above in section 4.2. As this
method requires a full power microwave source driving the cavity, it was not pos-
sible to entirely isolate the drift of the optical-mode filter. However, by controlled
modulation of the mode-filter temperature, the drift resulting from the mode-filter
could be distinguished, with the result shown in Fig 6.5. A clear linear drift is
evident, and fitting reveals a slope of (3.0± 0.1) fs/mK. The point-to-point fluctu-
ations of ~200 fs are believed to be a result of other components in the generation
scheme. To reduce this temperature-induced drift, the mode filter was enclosed
within an isolated housing, resulting in temperature fluctuations of 11 mK (rms),
however this still amounts to a timing drift of (33± 1) fs (rms).
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Figure 6.6.: A typical coaxial cable. The centre conductor and the outer shield are typ-
ically copper. They are separated by an insulating dielectric material, often polyethylene
or polytetrafluoroethylene (PTFE), and surrounded by a plastic jacket. Cables consist-
ing of a PTFE jacket can be remarkably temperature stable above 20 °C [117].
The next step in the microwave system that has the possibility to be effected
by temperature is the coaxial cabling. A typical coaxial cable consists of a central
copper conductor, and an outer grounded shield, insulated from each other by a
dielectric and housed in a plastic jacket, see Fig. 6.6. An important measure of a
coaxial cable is the electrical length Le, defined as the number of wavelengths in
the cable, and given by
Le =
fmicrowavel
√
r
c
, (6.8)
where l is the cable length, r is the relative permittivity of the dielectric and c
the speed of light. In the case of a constant microwave frequency, the electrical
length is dependent only on the physical length of the cable, and the velocity of
propagation vp inside the cable, where
vp =
c√
r
. (6.9)
Temperature instabilities in the cabling lead to thermal expansion of the central
conductor and consequently the physical propagation distance, governed by the
linear thermal expansion coefficient α of the conductor (for copper α = 16.6 ×
10−6m/(m·K)). Furthermore, temperature effects the relative permittivity of the
dielectric [117], and therefore the propagation velocity. In order to evaluate the
phase change due to temperature instabilities, both of these effects must be taken
into account. Measurements on different commercial cables have been performed
with interesting results [117]. These measurements showed that cables with the
same insulator present drifts of varying magnitude, hence the phase dependence
on temperature depends on numerous factors and is specific to particular cables. Of
key importance however, is Polytetrafluoroethylene (PTFE), commonly known as
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Teflon, a common dielectric found in coaxial cables. Teflon undergoes a molecular
phase change around 20 °C [118] and causes a dramatic shift in the dielectric con-
stant. When operating near to this temperature, cabling containing Teflon is very
susceptible to temperature instabilities, however above this temperature, there ex-
ists cables where the change in the dielectric constant counteracts the expansion of
the central conductor, yielding regions of superior stability. One such cable is the
Phase Master 190 (Teledyne Storm Microwave) which presents an approximately
constant phase stability of 4φ = 35ppm/°C over the temperature range 20–40 °C.
Note that calculating the timing drift arising from such an instability is possible
by
4t = Le
fmicrowave
4φ. (6.10)
For the Phase Master 190, this amounts to 140 fs/(m·K) (after normalising Eq 6.10
to one metre). This cable was installed everywhere in the experimental arrange-
ment where any significant length (>0.1m) of cable was required, yielding a total
cable length of 2m. All cables were insulated from the surroundings with an addi-
tional foam layer, reducing temperature fluctuations to <0.1K (rms). With these
stringent implementations, the temperature induced drift resulting from coaxial
cabling still amounts to 28 fs (rms). Note that one of the cables presented in [117]
has a phase stability an order of magnitude better than the Phase Master 190,
however it also has a massive attenuation at 6GHz, about 3 dB/m. This attenua-
tion would lead to an increase in the high frequency jitter, as discussed in sections
5.1, and was considered an unfavourable trade off. Furthermore, bending in the
cabling also leads to phase shifts and care was taken to ensure the cables were
mounted rigidly everywhere.
The microwave amplifiers consist of active components which generate a con-
siderable amount of heat. While typical amplifiers can maintain operation up to
~100 °C, any temperature dependent phase response could result in considerable
degradation in the synchronisation if the amplifiers are left unstabilised. This was
quantified by using the ToF detection method, and monitoring the amplifier tem-
perature after power is initially applied. The result, in Fig 6.7, shows an 800 fs
drift over less than 6 °C, or a linear temperature drift coefficient of (0.15± 0.01)
fs/mK. Without temperature stabilisation, the amplifiers would need to be left to
thermalise before the microwave could be used for electron compression. However,
cooling the amplifiers removes the requirement of waiting until thermalisation (if
cooled at room temperature) and also ensures safe operation. Therefore, the am-
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Figure 6.7.: Microwave amplifier temperature dependent phase drift. The slope
presents a linear drift of 0.15 fs/mK. The measured data points present reduced noise
compared with Fig 6.5 as the measurement time is greatly reduced, isolating the am-
plifier induced drift from other components.
plifier chain was cooled with a closed circuit at 25 °C, with a stability of 35mK
(rms), corresponding to a timing drift of (5.2± 0.3) fs (rms).
The last component requiring consideration with respect to temperature related
effects was the microwave cavity itself. Here, the cavity is similar to the optical-
mode filter in that thermal expansion results in a shift in the compression-cavity
resonance frequency. This is in fact a necessity to enable optimum input coupling
of the microwave source. With no other way to tune the resonance frequency,
the cavity temperature must be tuned such that f0 overlaps with fmicrowave. This
required active stabilisation of the cavity and with f0 = fmicrowave = 6.237GHz,
necessitated a set temperature of 35 °C. Figure 6.8 shows the ToF-measured phase
drift as a result of scanning the microwave cavity temperature. It presents a linear
phase drift with a coefficient of (−1.10± 0.02) fs/mK. This implies a timing drift
of (−38.5± 0.7) fs when the cavity is temperature stabilised at (35.0± 0.4) °C.
These results suggest the necessity of components being temperature stabilised
to ~1 mK or better in order to achieve a few-femtosecond or below long-term drift
in the synchronisation. This would require major planning and implementation
however, with suitable laboratory conditions (isolated air conditioning system)
and the best temperature stabilisation units, it could be possible. However, an
alternative approach was devised and implemented here and is described below.
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Figure 6.8.: Microwave cavity temperature dependent phase drift. The slope presents
a linear drift of -1.1 fs/mK. Similar to Fig 6.7, a short measurement time isolates the
amplifier induced drift.
6.3. Drift compensation
Precise temperature stabilisation of the critical components involved in microwave
generation and electron compression on a 1mK scale poses a major technical chal-
lenge. Here, to avoid the need for intricate temperature control, we present in-situ
timing-drift compensation which is capable of removing timing drift from the mea-
surement system via either a slow feedback loop or time stamping and post pro-
cessing of the acquired data. The upper panel of Fig 6.9 shows typical long-term
laser–microwave timing drift due to the combined effect of temperature fluctua-
tions and repetition-rate drift, which we recorded with the ToF phase detector
under similar conditions as described for the out-of-loop synchronisation measure-
ments in chapters 4 and 5. A strong influence on the timing stability appears to be
temperature oscillations with a period of about half an hour, caused by the labora-
tory air conditioning system, which induce laser–microwave timing drift of about
200 fs (peak-to-peak). Additionally, in order to verify the timing drift measured by
the ToF phase detector, a cross-correlation between the laser pulses and the elec-
tron pulses passing through the compression cavity was recorded repeatedly every
~8 minutes via laser field streaking; as described above in section 5.5. This cross-
correlation contains not only information about the electron pulse duration [112]
(cross-correlation width) but also the time-zero between laser and electron pulse
directly at the position of the diffraction sample, given by the temporal position of
the cross-correlation signal. Any timing drift due to drift of the microwave phase
67
Chapter 6. Long term stability
- 2 0 0
- 1 0 0
0
1 0 0
2 0 0
0 1 2 3 4
- 3 0
- 1 5
0
1 5
3 0
T i m e - o f - f l i g h t  p h a s e  d e t e c t o rTim
ing 
drif
t (fs
)
L a s e r  s t r e a k i n g
 Tim
e-z
ero
 (fs
)
T i m e  ( h )
Figure 6.9.: Long term drift correction [90]. Above: the uncompensated drift between
microwave phase and electron arrival inside the cavity, showing a peak-to-peak drift
of >400 fs. The oscillations on a ~30min timescale reflect the laboratory temperature
fluctuations. Below: The drift after cross-correlated compensation, showing a peak-to-
peak drift of less than 15 fs.
is revealed by the laser–electron cross-correlation, which is correlating the electron
pulses after the interaction with the microwave inside the compression cavity again
with the main clock of the experiment (that is, the laser pulses). Thus, the cross-
correlation measurement qualifies as an out-of-loop verification of the timing drift
measured by the ToF phase detector. Note that both the timing drift (phase de-
tector) and the cross-correlation (streaking) are recorded by the same ToF energy
analyser; hence, a shutter was positioned within the streaking laser beam path in
order to interleave both measurements on a few-second time scale.
The ToF-measured timing drift shown in the upper panel of Fig 6.9 was then
applied to correct the laser–electron delay of the corresponding streaking spec-
tra over the entire measurement period. Each data point was therefore assigned a
measured drift delay. This reduces the drift to the accuracy of the characterisation
method, of a few-femtoseconds in this case (see section 4.2). The result, the eval-
uated time-zero from the corrected cross-correlation measurements, is depicted in
the lower panel of Fig 6.9. After drift correction, the remaining time-zero fluctu-
ations amount to 4.7 fs (rms) over a duration of more than 4 hours [90]. This is
only limited by the error margins of the time-zero evaluation, suggesting an even
better drift compensation. In conclusion, the in-situ time stamping method pre-
sented here is capable of reducing the long-term laser–microwave timing drift from
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hundreds of femtoseconds to below 5 fs (rms), eliminating the need for elaborate
temperature control in the ~mK range and below, as required for an approach
without drift compensation. Furthermore, this result is a factor of 6 better than
the long-term drift achieved through time-stamping for other UED systems [30].
Implementation of this compensation technique, together with the synchronisation
scheme present in chapter 5 and an optimised electron beam line, will allow the
possibility for studying the fastest electronic and atomic dynamics.
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Outlook
This work has demonstrated a technique for synchronisation of a few-GHz mi-
crowave with a 5MHz Ti:sapphire laser oscillator with hitherto unprecedented
few-femtosecond precision on both short term (chapter 5) and long term (chapter
6) time scales. Characterisation with the FLOM-PD (chapter 3) at high frequen-
cies, together with ToF phase detection (chapter 4) at low frequencies has shown
that by using direct extraction of the microwave from the Ti:sapphire oscillator
(chapter 5), the jitter was suppressed to 4.8 fs from 2mHz to 2.5MHz, allowing
for the compression of electrons down to 12 fs (rms) (chapter 5).
The feasibility of our compressed single-electron pulses for probing atomic-scale
material dynamics has been demonstrated with static diffraction from an organic
crystal [20] and pump–probe diffraction from graphite [119]. However, some fur-
ther steps are necessary to perform time-resolved diffraction experiments with
compressed electron pulses. The capability for simultaneous energy analysis with
the ToF spectrometer (for drift compensation), and diffraction image capture with
the camera, are as yet not available in the existing UED beamline. So far, inter-
changing between the two measurement systems requires a few minutes.
One concept for diffraction with online drift compensation is depicted in Fig
7.1. Drift measurement is implemented on the undiffracted electrons arriving at
the center of the camera through a hole drilled in the centre of the camera. This
allows these electrons (of minimal value for the diffraction image) to pass towards
the ToF spectrometer and compensation of the drift is achieved through adjust-
ment of the delay of the excitation pulses in real time. An alternative concept is
the use of magnetic deflection coils to quickly exchange between the two measure-
ment systems, effectively at the flick of a switch (µs–ms time scale). This would
involve designing the beam line with the ToF spectrometer spatially offset from
the camera, hence not requiring modification of the camera in any way.
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Figure 7.1.: Concept for electron diffraction measurement with laser–electron drift
compensation [90]. The noticeable addition is the “slow loop”. In this example, a hole
is drilled in the centre of the camera used for diffraction image captures, allowing a
portion of the undiffracted electrons to be used for drift measurement and subsequent
compensation with the slow loop.
Implementation of one of these concepts will allow the probing of atomic scale
light–driven matter transformations with few-femtosecond resolution in time and
atomic resolution in space. Eventually, this may also allow the visualisation of pure
charge-density motion induced by optical fields [120], the primary step of any light–
matter interaction, demonstrating ultrafast electron diffraction’s exciting prospects
for the future.
72
Appendix A.
Laser streaking of compressed
electron pulses
The setup for the streaking measurement is shown in Fig A.1. Central to this
technique is the use of a free-standing 50 nm aluminum foil which acts as a mirror
for the laser pulses while electrons are transmitted, albeit only with an efficiency
of 3.5%. The foil is placed at the location of the diffraction sample to enable
streaking of compressed electron pulses. Upon propagation through the Al foil,
the 25 keV electrons experience an abrupt transition from a region of high field, to
the field-free region behind the foil. This transition, approximately 84 as based on
the 7.6 nm penetration depth of 800 nm light in aluminium [121], is much shorter
than an optical cycle and allows a net transfer of energy to the electrons. Phase
matching between the electrons and the laser is achieved through a noncollinear
geometry with angles of incidence of 17° and 77° to the surface normal for the
electron beam and the laser beam, respectively [122]. To maximise the electric field
in the electron propagation direction, and hence the transfer of energy, the laser
is polarised parallel to the plane of incidence. After the foil, the electron energy
is measured with the ToF spectrometer (see section 4.2). Recording the electron
energy as a function of the laser–electron delay yields a spectrogram containing
a cross-correlation between the laser streaking pulse and the compressed electron
pulse.
The carrier-envelope phase of the laser pulses used in this work was not sta-
bilised and hence random for every laser shot. Therefore, the streaking spectro-
gram reflects the envelope of the streaking field. With an optical streaking pulse of
wavelength λ and a peak electric field of Emax, the maximum energy transferred
to the electrons, at a central energy U0, due to a longitudinal interaction with the
streaking field is given by [49,122]:
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Appendix A. Laser streaking of compressed electron pulses
Compression
Cavity
Laser
5 MHz
0.5 µJ
e-pulses E(t)
ToF
Al foil
Figure A.1.: Setup for laser streaking of compressed electron pulses. A 50 nm free-
standing aluminium foil is placed at the location of the diffraction sample, reflecting the
incident laser pulses while transmitting the compressed electrons. Propagation through
the foil from a high field into a low field allows a net transfer of energy to the electrons.
This energy transfer is maximised by maintaining the polarisation of the laser parallel
to the plane consisting of both electron and laser pulses. Phase matching is achieved
through a noncollinear geometry. Recording the electron energies over a delay scan
with the ToF spectrometer results in a spectrogram containing a cross-correlation of
the laser pulses and the compressed electron pulses.
4Umax = eλ√2mepic
√
U0Emax, (A.1)
where e is the electronic charge andme is the electron mass. It should be noted that
Emax is the amplitude resulting from the streaking field in the direction of electron
propagation and is a superposition of both the incident and reflected beams. The
beam diameter at the foil was 56µm × 86µm FWHM, projected onto the electron
beam axis, and the maximum field amplitude was Emax = 1.9GV/m [112]. From
Eq A.1, this equates to a maximum energy gain of approximatelyEmax = 77.4 eV,
with electrons of energy U0 = 25 keV. In order to avoid thermal damage of the
streaking foil, the repetition rate of the laser system is reduced to the 100 kHz
range via a pulse picker. For a full description of the streaking experiment, see [20].
74
Appendix B.
High-resolution time-of-flight
detector
The setup for the high-resolution ToF detector is shown in B.1. Electron pulses
of multi-keV average energy travelling at non-relativistic speeds are incident on a
micro-channel plate (MCP) detector (MCP 3636, Surface Concept GmbH) with
single-shot capability. While not relativistic, the propagation speed is nevertheless
high and electrons at a central energy of 25 keV, with less than a few eV energy
bandwidth disperse by only about 200 fs/(eV·m), far below the MCP impulse re-
sponse of ~200 ps. To achieve a suitable resolution, a drift tube is inserted into
the electron beam path. This consists of a central copper conductor, charged to
a few volts below the initial acceleration voltage, and a grounded aluminium cas-
ing [48]. Upon entry, the electrons experience deceleration and propagate through
the tube with minimal velocity and the electrons of only slightly differing energies
experience heavy temporal dispersion. At the exit of the tube, the electrons are ac-
celerated back to their initial velocity and arrive at the MCP detector. The MCP,
triggered by the laser pulses, maps the electron arrival time to its respective energy.
Careful design of the physical dimensions of the drift tube is essential to minimise
electrostatic lensing, and hence transverse divergence; a detailed description of the
design process can be found in [20]. The drift tube construction of length 200mm
and radius 20mm, allows an MCP resolution of better than 1 eV (FWHM) over a
range of ~10 eV, designed for 25 keV of central energy, for realistic electron beam
parameters (1mm radius, 2.4mrad divergence).
75
Appendix B. High-resolution time-of-flight detector
MCC
Laser
5 MHz
0.5 µJ
e-pulses E(t)
Trigger
TDC
MCP
Figure B.1.: Time-of-flight spectrometer concept. Electron pulses of multi-keV av-
erage energy, in this case 25 keV, travelling at ~0.3c are incident on a micro-channel
plate (MCP) detector. Electrons with slightly higher energy arrive earlier than those
of lower energy, however at 25 keV, this difference is well below the resolution of the
MCP impulse response of ~200 ps. To increase the resolution, a drift tube is inserted
into the electron beam path. This consists of a central copper conductor, charged to a
few volts below the initial acceleration voltage, and a grounded aluminium casing [48].
Upon entry, the electrons experience deceleration and propagate through the tube with
minimal velocity and the electrons of only slightly differing energies experience heavy
temporal dispersion. At the exit, the electrons are accelerated back to their initial ve-
locity and arrive at the MCP detector. The MCP, triggered by the laser pulses, maps
the electron arrival time to its respective energy.
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Data archiving
The experimental raw data, evaluation files, and original figures can be found on
the Data Archive Server of the Laboratory for Attosecond Physics at the Max
Planck Institute of Quantum Optics: /afs/rzg/mpq/lap/publication_archive.
The source data of all figures is organised relative to the root folder of the
data archive for the thesis within subfolders inside the /figures directory, using
the same figure numbers as in the thesis. A text file within each folder named
fig_X.X.txt (X.X being the figure number) gives detailed information about the
organisation and format of the raw data, as well as the processing performed in
order to obtain the final figure. Further experimental and simulation details are
given where applicable, in addition to the main text.
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