ABSTRACT
Introduction
The design and construction of certain projects such as dams and urban drainage systems, management of water resources and prevention of flood damage require an adequate knowledge of extreme events of high return periods as worst conditions are normally considered in designs (Tao et al, 2002; Olofintoye 2009 . In most cases, the return periods of interest sometimes exceed the period of available records and as such cannot be extracted directly from the recorded data. It is necessary to extrapolate design parameters from the data and this cannot be achieved by other methods. That is why in current engineering practice, the estimation of extreme rainfall depths used for design is accomplished based on statistical frequency analysis of maximum precipitation records. Further stimulation for the study resulted from recent presentation by NIMET of evidence of climate variation especially on the trend of maximum rainfall in 2012 (Okoloye et al, 2014) .
As the climate is changing, the necessity to accurately estimate extreme events such as the maximum rainfall frequency has become urgent as it will contribute to the design of safer and more efficient hydraulic structures. Probability distribution models utilized for the analysis of hydrological data are numerous but only few of them had been utilized or applied in previous studies conducted by researchers in Nigeria.
No particular model is considered superior for all practical purposes hence WMO (2008) recommends that available models are screened on the basis of the problem to be solved and the nature of available data. Data for frequency analysis should be independent and identically distributed hence it is needful to screen candidate distributions for best fit to available data at a location.
Materials and Methods

Data and Analysis
This study entails frequency analysis of annual maximum series of daily rainfall depths of selected cities in South Eastern Nigeria. The three (3) cities selected are: Onitsha, Enugu, and Owerri. The daily rainfall data for the selected cities were obtained from the Nigerian Meteorological Agency (NIMET) Oshodi, Lagos for the period between 1965 and 2012 (48years) . Annual maximum series is the series formed from the selection of the highest rainfall value for each of the years under consideration for the stations. The annual series data for each station was tested for homogeneity using Rainbow Software and checked for outliers using HEC-SSP Software. Six probability distribution models namely: Gumbel Extreme Value type 1 (EVI), Generalized Extreme Value (GEV), Generalized Pareto (GPA), LogNormal, and Pearson type III and log Pearson type III were fitted to the annual maximum series data at each location. The details of the descriptive statistics of annual maximum rainfall series and their logarithms are shown in Tables 1a and 1b. The parameters of the fitted distributions were estimated by method of moments (MOM). The best fit model at a location was selected based on results of goodness of fit tests and the application of a scoring and ranking scheme. Subsequently. the best fit model at a location was used to predict rainfall return levels for return periods of engineering design significance (between 5 to 500years). The details of quantile functions and parameter estimates of the probability distributions utilised are as given in Table 2 Table 2: Quantile function and parameters of probability distribution ( Vivekananda,Koutsoyiannis)
Where ZF is obtained from In Table 2 , F(R) (or F) is the cumulative distribution function (CDF) of R; P is the probability of exceedance ξ, α and k are the location scale and shape parameters respectively;
are the average, standard deviation and coefficient of skewness of the recorded rainfall data; sign (k) is plus or minus 1 depending on the sign of k; RT is the estimated rainfall by the probability distribution for a return period (T).
Goodness of Fit Test Criteria
The goodness of fit test used to check the adequacy of fit of probability distribution models to the series of recorded rainfall data for the stations are: Root mean square error (RMSE), Relative root mean square error (RRMSE), Mean absolute deviation index (MADI), Maximum absolute error (MAE), Probability plot correlation coefficient (PPCC), Chi -square (x 2 ) test.
It is to be noted that in evaluating the performance of a probability distribution model at a location, the lower the value of the Goodness-of -fit test result the better the distribution except for the PPCC criterion in which the nearer the value is to 1 numerically the better the distribution.
Root Mean Square Error (RMSE)
The root mean square was used to measure the difference between values predicted by a model and the observed values. These individual differences are called residuals. The RMSE of a model prediction with respect to the estimated variable x model was obtained using the formula (Tao et al 2002) .
are observed values, while f R are the corresponding values computed from the assumed probability distribution, n is the number of observations and m is the number of parameters estimated for the distribution. The smaller the value of RMSE obtained for a distribution, the more fitted it is to the observed data (Sabri and Arif, 2009; Ahmad et al 2011) . Hence smaller value of RMSE for candidate distributions indicate that it is more fitted to the observed data.
Relative Root Mean Square Error (RRMSE)
Relative root mean square error was computed by dividing the root mean square error by the mean observed data. The relative root mean square error provides a good picture of the overall fit of a distribution. It computes each error in proportion to the size of observation thereby reducing the effect of outliers which are Commonly found in hydrological data. RRMSE was computed using the formula (Tao et al 2002) :
are observed values while fi R are the corresponding values computed from the assumed probability distribution, n is the number of observations, m is the number of parameters estimated for the distribution. The smaller the value of RRMSE obtained for a distribution, the more fitted it is to the observed data (Sabri and Arif, 2009; Ahmad et al 2011) . Hence smaller value of RRMSE for candidate distributions indicate that it is more fitted to the observed data.
Mean Absolute Deviation Index (MADI)
The mean absolute deviation index is the average distance between each data value and the mean. It was computed using the formula (Sabri and Arif, 2009; Ahmad et al, 2011) :
Where R0 are the observed value, Rf the value forecasted by the distribution and N the number of data points. The smaller the value of MADI obtained for a distribution, the more fitted it is to the observed data (Sabri and Arif, 2009; Ahmad et al 2011) . Hence smaller value of MADI for candidate distributions indicate that it is more fitted to the observed data.
Maximum Absolute Error (MAE)
The maximum absolute error gives the largest absolute difference between the observe (Filliben, 1975) and values predicted by the distributions. MAE was computed using the relationship given by the formula:
Where Ro are the observed values, Rf are the values predicted by the probability distribution model.
The smaller the value of MAE obtained for a distribution, the more fitted it is to the observed data (Filliben, 1975) . Hence smaller value of MAE for candidate distributions indicate that it is more fitted to the observed data.
Probability Plot Correlation Coefficient (PPCC)
PPCC is a measure of the correlation between the ordered observations and corresponding fitted values determined by a plotting position equation. PPCC was computed using the relation (Filliben, 1975 A value of PPCC close to 1 suggest that the observed data could have been drawn from the fitted distributed at a location.
Chi-Square Test
Chi-square test is a statistical test commonly used to compare observed data with the data we would expect to obtain according to a specific hypothesis. It is computed using the formula (Vivekananandan, 2014) .
are the year recorded data, year, total year and the expected rain recorded respectively. The smaller the value of Chi-square test value obtained for a distribution, the more fitted it is to the observed data.
Diagnostic Test (D-Index)
D -Index for a distribution was computed using the relationship given by (Vivekananandan, N. 2014) :
where R is the average (or mean) of recorded Annual maximum Density (AMD), o i R , (i=1 to 6) are first six highest sample values in the series and f R is estimated value by probability distribution function (PDF). The distribution having the least D -index is identified as better suited distribution in Comparison with the other distribution for estimation of maximum rainfall values (Vivekananda, 2014).
Scoring and Ranking Scheme
Based on the results of the goodness of fit tests, a scoring scheme in which the best performing distribution with respect to a test criterion was assigned a score of six (6), the next test was assigned five and the worst test assigned one. The distribution with the highest total score at a location based on the Goodness of fit criteria was adjudged the best distribution model at the station and was selected as the best distribution at the station.
Forecasting of Rainfall Return Levels at the Station
The rainfall return levels at a station were computed by substituting the appropriate return period in to the appropriate Quantile function in Table 2 for the applicable best distribution.
Results and Discussions
The procedure outlined in section 2 was followed in the analysis. The results of the various analyses culminating in the selection of the best fit probability distribution model for each station and the rainfall return levels for selected return periods of between 5years and 500 years.
The result of the goodness of fit test results for the distributions at the stations are shown in Table 3 . 
Assessment of Probability Distribution Models by Scoring Goodness of Fit Tests Values
The assessment of the probability distribution models was based on the total score obtained from all the test. The test scores ranging from one to six (1-6) is awarded to each distribution model based on the criteria that the distribution model with the highest score is chosen as the best distribution model for the data of a particular city. The distribution best supported by a test is awarded a score of six (6), the next best is award a score of five (5) and so on in descending order. Using the scoring scheme outlined, Table 4 was computed. The overall ranking results are also presented in Table 4 . Ranking the total scores, a summary of the performance of the six probability models was obtained as shown on Table 5 . The table detailed the Best-fit-model and the second best fit model for each location with their scores. The best fit probability distribution shown in the Table 5 were used to compute the Quantile values in Table 6 . The results of the various analyses culminating in the selection of the best fit probability distribution model for each station and the rainfall return levels (mm) for selected return periods of between 5years and 500 years is as presented in Table 6 . 
Rainfall Frequency Curves (RFCS)
The AMR estimates obtained for the probability distribution models in Table 6 were used to develop the RFCs and presented in Figures 1 to 3. 
Conclusions
In this study the best-fit probability distribution model applicable to each location were selected for three cities in South Eastern Nigeria from six probability distributions and used to predict rainfall return levels of engineering importance for the location. Based on the results the following conclusions are made:
1. GEV model is best-fit probability model at all the locations. The Quantile estimates or forecasted rainfall values for different return periods as shown in Table 6 are considered adequate design parameters for planning and design of hydraulic structures for flood mitigation and flood precautions in the various locations.
