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Laser decoherence limits the stability of optical clocks by broadening the observable resonance
linewidths and adding noise during the dead time between clock probes. Correlation spectroscopy
avoids these limitations by measuring correlated atomic transitions between two ensembles, which
provides a frequency difference measurement independent of laser noise. Here, we apply this tech-
nique to perform stability measurements between two independent clocks based on the 1S0 ↔ 3P0
transition in 27Al+. By stabilizing the dominant sources of differential phase noise between the
two clocks, we observe coherence between them during synchronous Ramsey interrogations as long
as 8 s at a frequency of 1.12 × 1015 Hz. The observed contrast in the correlation spectroscopy
signal is consistent with the 20.6 s 3P0 state lifetime and supports a measurement instability of
(1.8 ± 0.5) × 10−16/√τ/s for averaging periods longer than the probe duration when deadtime is
negligible.
High-stability frequency comparisons are the basis of
many applications of optical atomic clocks including time
and frequency metrology [1], relativistic geodesy [2], and
tests of fundamental physics [3]. Measurements with op-
tical clocks are typically performed by interrogating an
atomic resonance using an ultrastable laser, and stabi-
lizing the laser frequency based on the measured atomic
transition probabilities [4]. Here, laser frequency noise
contributes intrinsically to measurement instability be-
cause it limits the probe duration [5, 6], effectively broad-
ening the linewidth of the atomic resonance [7]. It also
introduces noise during the dead time between clock in-
terrogations [8]. Recent experiments have made improve-
ments to the stability of laser systems but have yet to
reach the stability required to probe many atomic clock
transitions at the atomic species’ natural linewidths [9].
Correlation spectroscopy is an alternative frequency com-
parison measurement technique that avoids these limita-
tions by simultaneous interrogation of two atoms (or two
atomic ensembles) with the same laser, which allows for
common-mode cancellation of laser noise and probe times
longer than the laser coherence time.
To illustrate the laser-noise limitation, consider fre-
quency measurements on a two-level system with states
|↓〉 and |↑〉 [7]. A typical Ramsey sequence begin-
ning from |↓〉 involves two pi/2-pulses with a controlled
laser phase difference φ separated by the probe dura-
tion TR [10]. We assume each pi/2 pulse has a du-
ration negligible compared to TR. A measurement of
σˆz = |↑〉 〈↑| − |↓〉 〈↓| at the end of this sequence has
expectation value 〈σˆz〉 = cos [(ωL − ω0)TR + φ], where
ωL is the laser frequency and ω0 is the atomic reso-
nance frequency. Atom-laser decoherence (for example,
due to laser frequency fluctuations or atomic spontaneous
emission) alters this picture by reducing the contrast of
the Ramsey fringe by a factor C(TR) < 1, which de-
pends on the probe duration. In many optical clocks, in-
cluding the 27Al+ clocks in this letter, decoherence over
the relevant timescales is dominated by flicker-frequency
noise of the laser [4]. This limits the probe duration
that minimizes measurement instability, which has been
evaluated analytically and through numerical simula-
tion [5, 6, 11, 12]. The reduced contrast C(TR) due to
flicker-frequency noise can be estimated based on the as-
sumption of Gaussian-distributed phase fluctuations as
C(TR) = e
−(σ0ω0TR)2/2, where σ0 is the fractional flicker
noise floor of the Allan deviation. The instability at long
averaging times τ is then given by
σ(τ) =
1
ω0
√
TRτ
e(σ0ω0TR)
2/2, (1)
which has a minimum at TR = 1/
√
2σ0ω0.
To avoid this limit, in correlation spectroscopy,
two atoms or atomic ensembles are probed si-
multaneously with the same laser and their fre-
quency difference is determined by measurements
of the parity operator, Πˆ = σˆz,1 ⊗ σˆz,2. For
unentangled atoms in a pure quantum state,
〈Πˆ〉 = 〈σˆz,1〉〈σˆz,2〉 = cos (∆1TR + φ1) cos (∆2TR + φ2),
where we have defined ∆i ≡ ωL − ω0,i and i is an index
that refers to each atom. We can separate 〈Πˆ〉 into
terms that depend on the sum and difference frequency
detunings ∆± ≡ ∆1 ±∆2 and phases φ± ≡ φ1 ± φ2 such
that
〈Πˆ〉 = 1
2
[cos(∆+TR + φ+) + cos(∆−TR + φ−)] . (2)
At probe durations long compared to the laser coherence
time, the first term in Eq. (2) averages to zero. The fun-
damental limit in coherence time for a particular clock
ar
X
iv
:2
00
7.
02
19
3v
1 
 [p
hy
sic
s.a
tom
-p
h]
  4
 Ju
l 2
02
0
2transition is given by the spontaneous decay rate Γ (typ-
ically the rate of decay from the excited state). If a spon-
taneous decay event occurs during the Ramsey probe du-
ration the second Ramsey pi/2-pulse places the atom in
an equal superposition of up and down. Including spon-
taneous decay and assuming no laser coherence, Eq. (2)
becomes
〈Πˆ〉 = 1
2
e−ΓTR cos (∆−TR + φ−) . (3)
Since ∆− = ω0,1−ω0,2, Eq. (3) represents a direct atom-
atom frequency measurement that is independent of the
laser noise. The fractional instability of a frequency ratio
measurement at this lifetime limit is given by
σD(τ) =
2
ω0
√
TRτ
eΓTR , (4)
where we have used ω0,i ≈ ω0. The optimum probe dura-
tion for minimum instability of a correlation spectroscopy
comparison is then TR,opt = 1/(2Γ) [12].
Previous implementations of correlation spectroscopy
for optical clocks used two or more ions [13–18] or neutral
atomic ensembles [19, 20] confined in the same trap. In
these experiments, the atoms were co-located to within a
few microns such that differential effects including op-
tical path length fluctuations and noise due to varia-
tions in the ambient electromagnetic field were naturally
common-mode and thus suppressed. Using this technique
for many clock applications requires implementation in
spatially separated optical clocks where differential noise
can limit their relative coherence. Here, by suppress-
ing sources of differential noise, both in the probe laser
beams and the atomic resonance frequencies, we demon-
strate correlation spectroscopy between two independent
clocks and observe linewidths approaching the ultimate
limit of resolution from the 27Al+ 3P0 excited-state life-
time of 20.6 s [21].
We implement correlation spectroscopy using two opti-
cal atomic clocks based on quantum logic spectroscopy of
the 1S0 ↔ 3P0 transition in 27Al+. A key difference be-
tween the two optical clocks is the choice of qubit species,
which is used for sympathetic cooling and state read-
out [22]. One of these systems, using hyperfine levels in
the ground state manifold of 25Mg+ as the qubit, has re-
cently been evaluated to have a systematic fractional fre-
quency uncertainty of ∆f/f = 9.4×10−19 [23]. The sec-
ond, using the S1/2 and D5/2 levels of
40Ca+ as an optical
qubit, is a newly-developed clock with improved control
of some systematic uncertainties, but its error budget has
not been fully evaluated. In what follows, we identify
these two systems as 25Mg+/27Al+ and 40Ca+/27Al+,
respectively.
The two clocks are located on optical tables spaced
roughly 3 m apart. A diagram of the experiment is given
in Fig. 1(a). All laser systems used for cooling and ma-
nipulation of the qubit ions are independent; however,
Figure 1. a) Illustration of the correlation spectroscopy exper-
iment, including simplified schematics of the laser path-length
stabilization and active magnetic field stabilization setups.
Here fBeat = 2(f1 − f2) is phase locked to a maser-referenced
10 MHz signal, and the relative phase is corrected by mod-
ulating the Path 2 AOM, denoted by f2 + δf . The mag-
netic field is stabilized using measurements from single-axis
fluxgate sensors (shown as yellow circles) oriented along the
quantization axis Bq. In the
25Mg+/27Al+ clock two pairs
of coils are used, while in the 40Ca+/27Al+ system there is
only one. Boxes labeled ×2 denote frequency doubling of the
input light where the final light sent to the atomic clocks is
at 267.4 nm. b) Pulse sequence for the synchronized inter-
rogation. Line breaks indicate that the clock interrogation is
much longer than the detection, cooling, and state prepara-
tion required on each cycle of the sequence.
the 27Al+ laser systems (3P1 and
3P0) both share a com-
mon source for the two clocks. The 267 nm laser light
used to drive the 1S0 ↔ 3P0 clock transition is gener-
ated on the 40Ca+/27Al+ optical table and sent to the
25Mg+/27Al+ table via a 6-m-long UV-cured photonic
crystal fiber [24].
Using the same laser source for the two clocks allows
3for precise control of the differential phase in the probe
pulses by active suppression of Doppler-noise in the op-
tical fibers and free-space optical paths [25, 26]. A di-
agram of the path-length stabilization setup is given in
Fig. 1(a), where the total path length between the two
ions is ≈10 m. Part of the laser beams are retro-reflected
close to where they enter the two vacuum systems and
form a beatnote at a beamsplitter close to the UV fre-
quency doubler. The relative phase noise in this beatnote
is measured using a 400 MHz bandwidth avalanche pho-
todiode and is stabilized by controlling an acousto-optic
modulator (AOM) frequency in the 25Mg+/27Al+ path.
In out-of-loop measurements using a test setup compa-
rable to the setup in Fig. 1, we observe differential phase
fluctuations below pi/20 at Ramsey probe durations as
long as 12 s [12]. This residual noise is likely limited by
the short, out-of-loop, open-air paths such as those before
the ion traps. When running the experiment, a frequency
counter monitors the in-loop beat-note to check for cycle
slips in the phase-locked loop.
Another effect that can limit the atom-atom coherence
of the two systems is fluctuations of the local magnetic
fields. To minimize the corresponding Zeeman shifts in
each clock, we servo the magnetic field based on mea-
surements with multiple fluxgate magnetometers placed
close to the vacuum chamber and oriented along the clock
quantization axis. A linear combination of these mea-
surements is used to estimate the magnetic field at the
ion and corrections are made using a set of Helmholtz
coils mounted around each optical table. Using these ac-
tive stabilization techniques, we reduce the magnetic field
noise amplitude to below 20 µGauss (µG) for averaging
times as long as 103 s [12].
Both the 1S0 and
3P0 states in
27Al+ have a
magnetic quantum number of F = 5/2. We per-
formed initial correlation spectroscopy experiments on
the
∣∣1S0,mF = 5/2〉 ↔ ∣∣3P0,mF = 5/2〉 transition,
which has a sensitivity to magnetic fields of −4.2 kHz/G
(1 G = 10−4 T). Through numerical simulations using
measured magnetic field noise, we found that this resid-
ual magnetic field noise was still a limitation [12]. To fur-
ther reduce the effect of magnetic field noise, we switched
to probing the
∣∣1S0,mF = 3/2〉↔ ∣∣3P0,mF = 1/2〉 tran-
sition. This transition has a sensitivity to magnetic fields
of 0.28 kHz/G, a factor of ≈15 reduction in sensitiv-
ity compared to the typical clock transition. Prepa-
ration of the
∣∣1S0,mF = 3/2〉 initial state is done by
applying a series of pi-polarized laser pulses on the∣∣1S0,mF = m〉 → ∣∣3P1, F = 7/2,mF = m〉 transitions,
for m ∈ {−5/2,−3/2,−1/2, 1/2, 5/2}. The frequen-
cies of the sequentially applied laser pulses are tuned to
be on resonance for each mF transition. Because the
3P1, F = 7/2 manifold has gF ≈ 3/7 [22, 27], the split-
ting of the transition frequencies for adjacent Zeeman
levels is near 1 MHz at typical operating magnetic fields
of 1.5 to 1.7 G, and these optical pumping transitions
(pulse durations tpi > 50 µs) are frequency-resolved. The
target state is thus a dark state of the optical pumping
process. The series of pi-polarized laser pulses is repeated
twelve times to ensure a high fidelity of being in the target
state [12]. Once
∣∣1S0,mF = 3/2〉 is prepared, we drive
the
∣∣1S0,mF = 3/2〉 ↔ ∣∣3P0,mF = 1/2〉 transition with
a σ+/σ−-polarized laser beam.
Synchronization between the two experimental control
systems is achieved in a transmit/receive configuration.
The 25Mg+/27Al+ system takes the role of the trans-
mitter and supplies the 40Ca+/27Al+ system with trig-
gering pulses; the experimental sequence can be seen in
Fig. 1(b). To begin the experiment, the 25Mg+/27Al+
system sends a “prepare” TTL pulse to the 40Ca+/27Al+
system, which initiates the laser cooling and state prepa-
ration sequences required before interrogating the clock
transition. The 40Ca+/27Al+ system (which requires less
time for preparation) then waits for a “start” TTL in-
dicating that the 25Mg+/27Al+ system is finished with
its cooling and state preparation. After the “start” TTL
each clock waits for a (different) predefined time, which is
used to manually account for a constant communication
lag between the two systems. Subsequently, the two sys-
tems drive the first of the two pi/2 Ramsey pulses on the
corresponding atomic clocks. The clocks’ states evolve
for the Ramsey period TR, with continuous sympathetic
Doppler cooling applied to the qubit ion [21]. Following
the Ramsey probe duration the second pi/2 pulse is ap-
plied to each clock. The relative phase of the second pi/2
pulse between the two systems is scanned. Finally, the
state of the atom is measured using quantum-logic-based
readout and recorded for post-processing calculations of
the parity.
During a measurement run, we use the measurement
outcome of the previous experimental cycle as projective
state preparation for the next such that |↓〉 can be either
the 1S0 or
3P0 state. Parity measurements are made by
observing if a transition in each ion state has occurred
since the previous interrogation. A parity of +1 corre-
sponds to both atoms making a transition or both not
making a transition, whereas a parity of −1 corresponds
to only one of the two ions making a transition. To gen-
erate the parity fringes seen in Fig. 2, the 40Ca+/27Al+
clock is interrogated with a constant Ramsey phase φ1,
while the 25Mg+/27Al+ clock scans its phase φ2, rela-
tive to the 40Ca+/27Al+ clock. By scanning the relative
phase between the two systems’ second pi/2-pulses, φ−
can be scanned allowing the coherence between the two
systems to be observed. Each point on the correlation
spectroscopy fringe is probed &50 times to average down
the quantum projection noise.
In these parity phase scans, we observe atom-atom
coherence well beyond the coherence time of the laser
(460 ± 30 ms), which has been measured using a sin-
gle ion [12]. Due to periodic interruptions from ion loss
and other effects, which are filtered from the data as de-
4Figure 2. Parity fringes obtained for Ramsey probe durations between 0.5 s and 8 s (upper right labels). Here, the transition
used for correlation spectroscopy is the
∣∣1S0,mF = 3/2〉 ↔ ∣∣3P0,mF = 1/2〉 transition. Experimental data (black dots) are
shown with error bars dominated by quantum projection noise. Fits to these parity fringes (blue lines) and their 1σ confidence
intervals (red shading) are determined by re-sampling the data using non-parametric bootstrapping methods. The maximum
obtainable parity amplitude (gray dashed lines) due to the finite lifetime of the two 27Al+ ions is calculated using Eq. (3).
scribed in the supplement [12], the fringes in Fig. 2 ac-
cumulate data from multiple runs of the experiment and
span total measurement durations as long as 4 hours.
The fringe contrast thus represents all atom-atom deco-
herence mechanisms that act on timescales of seconds as
well as long-term frequency drifts that act on timescales
of hours. To maintain the laser frequency near resonance
for the Ramsey pi/2 pulses between these runs, common-
mode adjustments to the laser frequency were made.
Fits of the function 〈Πˆ(φ−)〉 = C cos(φ− − φ0) to
the parity data in Fig. 2 are used to extract the
contrast C, phase φ0, and their associated uncertain-
ties. The uncertainties are obtained by a bootstrap-
ping method which resamples the experimentally deter-
mined binomial distributions [12, 28]. A plot of the
measured contrast as a function of the Ramsey probe
duration can be seen in Fig. 3, showing data taken
on the less magnetically sensitive
∣∣1S0,mF = 3/2〉 ↔∣∣3P0,mF = 1/2〉 transition as well as initial data taken
on the
∣∣1S0,mF = 5/2〉 ↔ ∣∣3P0,mF = 5/2〉 transition.
The noise suppression due to the magnetic field servo is
comparable in both of these data sets and the improve-
ment in the contrast is due to the reduced magnetic sen-
sitivity of the
∣∣1S0,mF = 3/2〉↔ ∣∣3P0,mF = 1/2〉 tran-
sition.
The decay time of the contrast for experiments on the∣∣1S0,mF = 3/2〉 ↔ ∣∣3P0,mF = 1/2〉 transition is mea-
sured to be td = 19 ± 11 s. This value is much longer
than the measured laser coherence time of 460 ± 30 ms
and is consistent with the decay time of 20.6 s expected
due to the finite excited-state lifetime. However, we ob-
serve a 20(8)% reduction in the contrast from the ideal
value of 0.5 set by Eq. (3). We attribute this primar-
ily to errors in the 27Al+ state preparation and pi-pulse
infidelity when driving the clock transition.
The contrast of the fringes can be used to estimate
the measurement instability for correlation spectroscopy
comparisons between the two clocks [15], using
σest =
1
ω0C(TR)
√
TR
. (5)
We find instability as low as σest = (1.8 ± 0.5) ×
10−16/
√
τ/s at TR = 8 s, which corresponds to the
achievable instability given the observed contrast if there
is no dead time in the measurement and all probes were
made at the relative phases where the parity slope is the
highest. In our experiment, for the longer probe dura-
tions, we have negligible overhead due to state prepara-
tion and measurement, but suffer from frequent interrup-
tions due to collisions with background gas. An upper
estimate of the achievable measurement instability as-
sumes a total averaging time τtot including all dead time
during the measurement runs, and the phase uncertainty
σφ determined from the fit of the parity fringe,
σupper =
σφ
√
τtot
TRω0
. (6)
This gives the measurement instability achieved in the
phase scans presented in this letter, which is as low as
(2.8±0.6)×10−16/√τ/s for TR = 8 s, as shown in Fig 3.
In summary, we have demonstrated atomic coherence
at probe durations as long as 8 s between optical res-
onances of two 27Al+ ions held in separate traps. The
5Figure 3. a) Contrast as a function of the probe duration. The measured contrast (solid points) and associated uncertainty
come from fits to the parity fringes. For comparison, a fit to the laser-coherence-limited Ramsey spectroscopy contrast [12]
(red line) and the calculated upper bound on the correlation spectroscopy contrast set by the lifetime limit (black line) are
plotted. A fit to the experimental points using the model function A exp−TR/td is determined, where A is the contrast and td
is the decay time. Fitting with this function gives A = 0.4± 0.04 and td = 19± 11 s for
∣∣1S0,mF = 3/2〉 ↔ ∣∣3P0,mF = 1/2〉
and A = 0.4± 0.06 and td = 4± 2 s for
∣∣1S0,mF = 5/2〉↔ ∣∣3P0,mF = 5/2〉. b) Comparison of the instability calculations and
measurements as a function of probe duration. The instability σupper, calculated using Eq. (6), is shown with green dots. This
can be compared against the instability σest determined with Eq. (5) shown with blue dots. A lower bound on the instability is
given by the lifetime limit (black line, Eq. (4)), which assumes a randomized laser phase at all probe durations. Also included
is an estimate of the instability at the laser-noise limit both from the analytical estimate (red line, Eq. (1)) and a numerical
simulation (red points) assuming a flicker frequency noise floor at 4.4× 10−16. Numerical simulations stop at a probe duration
of ≈ 200 ms due to fringe hops occurring in our numerical simulation. For all theoretical estimates we assume a dead time of
only 0.1 s (the average single-cycle dead time of our clocks), which has negligible impact at longer probe durations.
contrast 1/e decay time of td = 19 ± 11 s is consis-
tent with the 20.6 s excited state lifetime (correspond-
ing to 2.3× 1016 optical cycles). Coherence at this level
is sufficient to reach a ratio measurement instability be-
low 3 × 10−16/√τ/s for averaging times τ  TR. This
stability supports a relative frequency measurement with
statistical uncertainty 1 × 10−18 in a single day of aver-
aging.
Correlation spectroscopy between spatially separate
atomic clocks could improve measurement precision for
many applications of optical clocks in which a direct
atom-atom comparison is needed. For example, relativis-
tic geodesy measures the gravitational potential differ-
ence between two geographical locations by observing a
relative frequency shift between atoms located at those
points [2]. This has been proposed as an alternative to
existing geodetic survey techniques with potential advan-
tages in terms of spatial and temporal resolution. By
extending the probe duration beyond the laser coherence
limit, future geodetic surveys could use portable laser
systems with relatively poor stability compared to the
best laboratory systems, but still average quickly to the
limits imposed by clock accuracy. Similarly, extensions of
this technique [29, 30] to optical clocks based on different
atomic species could be used to measure or constrain the
time-variation of fundamental constants and to search for
ultralight dark matter [3]. These searches could achieve
greater resolution by avoiding laser noise limits. Correla-
tion spectroscopy takes advantage of the fact that atomic
resonances can have a longer coherence time than that of
the most stable laser demonstrated to date. It allows for
the realization of many promising applications of optical
clocks independent of further development of ultrastable
laser technologies.
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LASER NOISE IN RAMSEY SPECTROSCOPY
In a typical clock comparison, laser coherence limits
the resolution of frequency measurements on each clock
individually. The dominant source of laser noise is of-
ten flicker frequency noise. Here, we model the effect
of flicker frequency noise and compare this model with
data resulting from Ramsey interrogation where the free
evolution time is scanned.
Analytical model
The expectation value for σˆz at the end of a Ramsey
experiment can be written as,
〈σˆz〉 = cos [(ωL − ω0)TR + φN + φ] , (S1)
where ωL/2pi is the laser frequency, ω0/2pi is the atom
frequency, TR is the Ramsey probe time, φ is the con-
trolled laser phase difference between the first and sec-
ond pi/2 pulses and φN accounts for noise in the laser
at the timescale TR. A simple lower bound on the clock
instability can be obtained by assuming negligible fluctu-
ations in the atomic frequency ω0 and laser phase noise
φN described by a Gaussian distribution (see Ref. [1]),
P (φN) =
1
σN
√
2pi
e−φ
2
N/2σ
2
N . (S2)
We assume slow feedback is used to correct for drifts in
ωL such that the flicker-noise limited φN has a standard
deviation σN = σ0ωLTR, where σ0 is the fractional flicker
noise floor of the Allan deviation. Averaging Eq. (S1)
over this classical noise, we get
〈σˆz〉 =
∫ ∞
−∞
P (φN) cos [(ωL − ω0)TR + φN + φ] dφN
(S3)
=e−σ
2
N/2 cos [(ωL − ω0)TR + φ] . (S4)
Therefore, laser noise reduces the contrast of the
Ramsey fringe by the factor C(TR) = e
−(σ0ωLTR)2/2
and increases the single-shot measurement uncertainty
δωL = δσˆz/|d〈σˆz〉/dωL| [2]. For ωL = ω0, the choice
φ = pi/2 maximises the error-signal slope∣∣∣∣d〈σˆz〉dωL
∣∣∣∣ = TRe−(σ0ωLTR)2/2, (S5)
and the projection-noise-limited frequency instability is
given by
σy(τ) =
δωL
ω0
√
TR
τ
, (S6)
=
1
ω0
√
TRτ
e(σ0ω0TR)
2/2. (S7)
The optimum probe time in this model can be found by
minimizing with respect to TR, giving
TR,opt =
1√
2σ0ω0
. (S8)
This simple treatment gives a value close to the asymp-
totic optimum probe time reported in Ref. [1]. As de-
scribed there, a more realistic treatment of the laser noise
forces the maximum probe time to be shorter than TR,opt
to avoid Ramsey fringe hops. Below, we describe a mea-
surement of the laser coherence time then use that mea-
surement in a numerical model to take into account this
more stringent limitation.
Laser coherence measurement
To estimate our laser noise floor in the framework of
this model, we performed a Ramsey experiment detuned
by a known frequency (ωL − ω0)/2pi = 13.14 Hz. and
fit to the resulting oscillations. Fitting Eq. (S3) to the
resulting oscillations as seen in Fig. S1 we obtain a frac-
tional noise floor of σ0 = 4.4(2) × 10−16/
√
τ/s. This
corresponds to TR,opt = 0.22 s, roughly consistent with
our typical (Rabi) probe time of 0.15 s.
Simulated stability with flicker frequency noise
To verify the model described above, we performed
a simulation with numerically-generated frequency noise
with a 1/f noise spectrum and a fractional noise floor in
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2Figure 1. Plot of the transition probability as a function
of the Ramsey free evolution time. The decay time of the
envelope is set by the local oscillator noise. From fitting to
the data we obtain a fractional laser instability σ0 = 4.4(2)×
10−16/
√
τ/s.
the Allan deviation of σ0 = 4.4 × 10−16 [3, 4]. For this
simulation we used 300,000 clock interrogation cycles and
varied the probe duration from 20 ms to 200 ms, with
dead time equal to an average dead time between the
25Mg+/27Al+ and 40Ca+/27Al+ systems of 100 ms. At
short averaging times, the behavior of the Allan deviation
is determined by the flicker noise. At averaging times
beyond 100 s, the simulation reaches a 1/
√
τ slope as
expected for the white spectrum of quantum projection
noise. We fit a white noise model to the Allan deviation
from the numerical simulation to find the asymptotic 1
second instability. Main text Fig. 3 shows the results of
that simulation (assuming two identical clocks with un-
correlated noise) up to a maximum probe time of 0.18 s,
beyond which fringe hops in the lock resulted in diverging
instability.
The numerical estimate of the laser-limited instabil-
ity is slightly above the analytical estimate because of
non-linear error signal response at longer probe dura-
tions. Compared to typical clock operation, as described
in [5], both of these estimates ignore details like probing
multiple Zeeman states to track the magnetic field noise
and probing from two opposing directions to monitor for
drifts in the ion motion. As a result the laser-limited in-
stability shown here is a best case scenario that can be
compared to the instability observed in the correlation
spectroscopy experiment.
STABILITY OF CORRELATION
SPECTROSCOPY MEASUREMENTS
To model the stability of correlation spectroscopy, we
assume perfect pi/2 pulses, but negligible laser coher-
ence at the timescale of the Ramsey probe (i.e., Tpi/2 
Tcoherence  TR). We further assume the atomic coher-
ence to be lifetime-limited. As described in the main
text, the expression for the expectation value of the par-
ity operator under these conditions is
〈Πˆ〉 = 1
2
e−ΓTR cos (∆−TR + φ−) , (S9)
where Γ is the atomic excited state decay rate, ∆− =
ω0,1 − ω0,2 is the difference between atomic resonance
frequencies and φ− = φ1 − φ2 is a differential control
phase. In a measurement of the relative frequency of two
systems utilizing correlation spectroscopy the single-shot
frequency uncertainty is given by
δ∆− =
δΠ
|d〈Π〉/d∆−| . (S10)
The measurement variance (δΠ)2 is limited by projec-
tion noise. Using Eq. (S9) and Eq. (S10) we obtain an
expression for the single-shot frequency uncertainty in
correlation spectroscopy,
δ∆− =
2
TR
√
1− 14e−2ΓTR cos2(∆−TR + φ−)
|e−ΓTR sin(∆−TR + φ−)| . (S11)
The single-shot measurement uncertainty can be mini-
mized by probing on the maximum slope points of the
correlation parity fringe, ∆−TR + φ− = ±pi/2, resulting
in lifetime-limited measurement uncertainty of
δ∆− =
2
TR
eΓTR . (S12)
With this expression for the single-shot measurement un-
certainty, the asymptotic measurement instability lim-
ited by projection-noise is given by
σcorr(τ) =
δ∆−
ω0
√
TR
τ
=
2
ω0
√
τTR
eΓTR , (S13)
where we have used ω0,i ≈ ω0. The probe duration
that gives the lowest achievable measurement instability
is TR,opt = 1/(2Γ). The stability at TR,opt is
σR,opt(τ) =
2
ω0
√
2eΓ
τ
. (S14)
For 27Al+ with ω0 = 2pi× 1.121× 1015 and Γ = 1/20.6 s,
a value of σR,opt(τ) = 1.5× 10−16/
√
τ/s is obtained.
340Ca+/27Al+ EXPERIMENTAL SETUP
The design of the 40Ca+/27Al+ vacuum chamber and
ion trap are similar to the 25Mg+/27Al+ system described
in Ref. [5]. Sympathetic cooling and state detection are
performed using 40Ca+, similar to methods described in
Ref. [6]. One significant difference from Ref. [6] is that
we perform EIT-assisted Doppler cooling which uses the
dark resonance of the 397 nm and 866 nm transitions
to increase the cooling rate and decrease the cooling
limit [7].
A significant limitation to the up-time of the
25Mg+/27Al+ system is collisions of the 27Al+ ion with
molecular hydrogen background gas present in the vac-
uum chamber. Collisions with molecular hydrogen con-
tributes to the systematic uncertainty through collisional
heating and phase shifts [8], can cause excitation to un-
wanted meta-stable states such as 3P2, and can cause
Al-H+ formation which is a significant limitation to the
lifetime of the 27Al+ ion. To address this limitation, the
40Ca+/27Al+ system uses a titanium vacuum chamber
to reduce the hydrogen partial pressure relative to the
25Mg+/27Al+ system which uses a stainless steel cham-
ber. The external vacuum system components are made
with grades II and V titanium [9, 10] with the exception
of a stainless steel flange on the ion pump. The reduction
in the hydrogen partial pressure has reduced the rate of
Al−H+ formation and unwanted meta-stable state exci-
tation in the 40Ca+/27Al+ system roughly by a factor of
2-3 as compared to the 25Mg+/27Al+ system, although
these rates have not been rigorously quantified.
OPTICAL PUMPING TO INNER ZEEMAN
STATES OF THE 1S0 MANIFOLD
To reduce the sensitivity of the experiment to magnetic
field noise we prepare the 27Al+ atom in each of the two
atomic clocks into the |1S0,mF = 3/2〉 Zeeman state so
we can drive the |1S0,mF = 3/2〉 ↔ |3P0,mF = 1/2〉
clock transition. This state preparation is done by op-
tical pumping of 27Al+ on the |1S0〉 → |3P1〉 transition.
To drive the population to the target state, a series of
on-resonance pi-polarized laser pulses are applied to all
Zeeman sub-levels within |1S0〉, aside from the target
state. A diagram of the pumping and decay cycles of
the excited |3P1〉 state can be seen in Fig. S2. The fre-
quency of these transitions, as mentioned in the text, are
spaced ≈1 MHz apart from the nearest neighbor Zee-
man transition with a quantization field of 1.5 to 1.7 G,
and these optical pumping transitions (pulse durations
tpi > 50 µs) are frequency-resolved. After each series
of 5 pi-pulses we wait 300 µs for the 3P1 state to decay
(3P1 lifetime ≈ 300µs) before another cycle of pump-
ing is applied. Experimentally, we determined that 12
cycles of optical pumping saturates the contrast in the
Figure 2. Diagram of the (a) pumping and the (b) de-
cay for a single cycle of the optical pumping to prepare the
|1S0,mF = 3/2〉 state. 12 cycles of this pumping is used to
achieve a transition probability ≥ 95% in the observed Rabi
lineshape for the |1S0,mF = 3/2〉 ↔ |3P0,mF = 1/2〉 tran-
sition. To ensure that the excited state has decayed we wait
300 µs before applying another set of pi-pulses.
|1S0,mF = 3/2〉 ↔ |3P0,mF = 1/2〉 transition. This
pumping procedure can be used to prepare the state of
27Al+ into any of the 1S0 Zeeman ground states.
DIFFERENTIAL NOISE SOURCES
The primary sources of differential noise that limit the
atom-atom coherence between the two systems are mag-
netic field noise and variations in the clock laser optical
path length between the two systems. In the following
sections we describe methods used to reduce the effects
of these differential noise sources.
Magnetic field stability
In the main text we present data that utilized two dif-
ferent Zeeman levels in the |1S0〉 and |3P0〉 manifolds as
the lower and upper states of the clock transition. We
model the effect of differential first order Zeeman shifts
between the ground and excited state of the clock tran-
sition due to magnetic field noise using
∆fAl(B) = µBB(gPmF (
3P0)− gSmF (1S0)), (S15)
4Figure 3. Allan deviation of the measured magnetic field amplitude along the quantization axis, simultaneously sampled in the
25Mg+/27Al+ system (red) and in the 40Ca+/27Al+ system (blue). b) Simulated parity amplitude vs. Ramsey free evolution
time plots using random laser phase noise and the measured differential magnetic field noise. Here, the red trend is neglecting
the effects of the differential magnetic field noise and is only taking into account the lifetime limit of the excited state while
the dark orange and light blue includes differential magnetic phase noise determined using the magnetic field sensitivity of
the |1S0,mF = 5/2〉 ↔ |3P0,mF = 5/2〉 and |1S0,mF = 3/2〉 ↔ |3P0,mF = 1/2〉 transitions respectively. When probing the
|1S0,mF = 3/2〉 ↔ |3P0,mF = 1/2〉 transition we expect to measure a parity amplitude consistent with the parity amplitude
due to the lifetime limit.
where gP = −0.00197686(21), gS = −0.00079248(14), µB
is the Bohr magneton, and B is the instantaneous applied
magnetic field [11]. Initially, measurements were done us-
ing the |1S0,mF = 5/2〉 ↔ |3P0,mF = 5/2〉 transition
(Fig. 3 in the main text) which has a factor of 15 larger
sensitivity to magnetic fields. When performing correla-
tion spectroscopy on |1S0,mF = 5/2〉 ↔ |3P0,mF = 5/2〉
we observe an optimum measurement stability at ≈ 2 s
due to the differential magnetic field noise between the
two systems limiting the atom-atom coherence.
To measure the magnetic field noise present in our sys-
tems we use the logic ion as a sensor. In the 25Mg+
system we lock a frequency-doubled DDS source to the
|2S1/2,F = 3,mF = 3〉 ↔ |2S1/2,F = 3,mF = 2〉 mi-
crowave transition that has a sensitivity to magnetic
fields of 2.3 MHz/G and monitor the drift in the fre-
quency to infer the change in the magnetic field as a func-
tion of time. In the 40Ca+ system we use Ramsey spec-
troscopy on a superposition of the |2D5/2,mF = −5/2〉
and |2D5/2,mF = 3/2〉 Zeeman states to increase the sen-
sitivity of our magnetic field measurement. Using this
superposition state we obtain a sensitivity to magnetic
fields of 6.72 MHz/G. This superposition state is gen-
erated by first driving a pi/2-pulse on the |2S1/2,mF =
−1/2〉 → |2D5/2,mF = −5/2〉 transition then a pi-pulse
on the |2S1/2,mF = −1/2〉 → |2D5/2,mF = 3/2〉 tran-
sition. By locking the phase of the second pi/2-pulse to
the peak of the Ramsey fringe we can track changes in
the magnetic field by converting the determined phase
correction into a magnetic field.
To determine how the fringe contrast in the correla-
tion spectroscopy experiment is affected by magnetic field
noise, we perform numerical simulations of the experi-
ment incorporating magnetic field noise from a simulta-
neous measurement of the magnetic field local to both
experiments. By using this data in the simulation we
can determine the effect that this representative mag-
netic field noise has on the parity amplitude. To simu-
late the parity fringes we begin with the single atom σˆz,i
observable where 〈σˆz,i〉 = 〈cos(φL−φdiff,i−φi)〉 and i la-
bels which atomic clock is being measured. In this equa-
tion φL is the laser phase noise common to both systems,
φdiff,i is the differential phase noise present in system i,
and φi is used to scan the phase in one system and held
constant in another to scan the relative phase between
the two systems. The probe time is assumed to be much
longer than the laser coherence time such that the laser
phase can be modeled as a uniformly-distributed random
number on the interval φL ∈ [0, 2pi). The time series of
the measured magnetic fields of the two systems is con-
verted into a phase shift, which is inserted into the model
as φdiff,i. The simulated 〈σˆz,i〉 time series for each system
is then used to determine the parity 〈Πˆ〉 = 〈σˆz,1〉〈σˆz,2〉
which is averaged for each value of (φ1−φ2) and a fringe is
fit to extract the contrast. Because the phase noise grows
with TR the effect of this measured magnetic field noise
becomes more significant at longer Ramsey free evolution
times as seen in Fig. S3. This simulation suggests that
switching to interrogating the inner manifold transition
(|1S 0,mF = 3/2〉 ↔ |3P0,mF = 1/2〉) is necessary to
achieve lifetime limited contrast of the parity fringe. By
probing on the most magnetically insensitive transition
in the Zeeman manifolds of 1S0 and
3P0 we are able to
reach the lifetime limit of the clock transition.
5Figure 4. Measurement of differential path length noise in a test setup. a) Diagram of the optical and electronic system for
stabilizing and measuring differential phase noise between the two beam paths. This test setup effectively replaces the ions
with a beam-splitter that allow us to form an out-of-loop beatnote for which the phase noise should approximate the phase
noise of the real experiment (AOM: acousto-optic modulator). b) Time-series phase measurement of the out-of-loop and in-
loop detectors (measured simultaneously) and the unstabilized phase noise observed on the out-of-loop detector immediately
before the other measurements. c) Root-mean-squared phase fluctuations for a simulated Ramsey experiment using the three
time-series measurements from b).
Optical path length noise
To minimize fluctuations in the laser beam optical path
length, we actively control the differential phase of the
light delivered to the two systems. Before implement-
ing the optical path length stabilization described in the
main text, we built a separate test setup that allowed
us to measure the out-of-loop stability. A diagram of
this setup is shown in Fig. S4. The out-of-loop beatnote
is generated by overlapping two laser beams, equivalent
to the clock probe beams in the experiment, on a beam
splitter. The phase of this beatnote includes noise con-
tributions from any optical paths that are not common
to the clock probe beams and their respective retrore-
flected beams. Here and in the experiment, the main
contributions are the short air paths after AOM-1 and
AOM-2. This measurement also includes any electronic
noise introduced by either the phase-locked-loop or the
out-of-loop phase measurement.
In Fig. S4(b) and (c) we show the results of the differen-
tial phase noise measurements, both in-loop and out-of-
loop, with the latter case plotted both for the stabilized
and free-running (unstabilized) cases. While the out-of-
loop noise measured here is worse than the in-loop noise,
indicating that there is differential noise after the two
AOMs, the residual noise remains negligible (< pi/20 rad)
for all probe times considered here.
DATA ANALYSIS
Error analysis with non-parametric bootstrapping
Following Ref. [12] we utilize non-parametric boot-
strapping to estimate the uncertainty of the fits to our
data. Using our experimentally determined binomial dis-
tributions for each phase, we randomly draw n events,
where n is equal to the number of measurements at a
specific phase. The numerically sampled data is then av-
eraged to obtain the parity at each measured phase and
these points are fit using the equation C sin (φ− − φ0)
where C is the parity amplitude and φ0 is the phase offset
of the fringe. This sequence of resampling and fitting is
repeated N = 10, 000 times and the fit parameters C and
φ0 for each fit are recorded. The mean and standard de-
viation of these fit parameters converge for large N and
are used in the results of Fig. 3 in the main text. For
Fig. 3(b) in the main text, we use the standard deviation
of the φ0 bootstrap distribution to estimate the insta-
6bility σupper that includes the effect of deadtime in the
experiment. Here, the deadtime includes the overhead
from state preparation and cooling and the time lost due
to collisions and synchronization errors (as much as 76%
of data is affected by these events at short probe times).
To calculate the uncertainty in σupper we first calculate
the variance of this parameter under the assumption that
the data used to determine the measurement standard
deviation s is normally distributed and (ndf − 1)s2/σ2 is
a variable distributed as χ2ndf−1. In this analysis σ
2 is the
true variance of the distribution and ndf is the degrees
of freedom. The number of degrees of freedom can be
determined by ndf = (nφ − nfit) where nφ is the number
of phases probed on the fringe and nfit is the number of
fit parameters.
Factors limiting parity fringe contrast
From fitting to the |1S0,mF = 3/2〉 ↔ |3P0,mF =
1/2〉 experimental data in Fig. 3(a) we observe that the
decay rate of the parity contrast as a function of Ramsey
free evolution time is consistent with the lifetime of the
3P0 excited state. However, in the same fit we observe a
TR = 0 parity fringe contrast of A = 0.4± 0.04 where an
ideal parity contrast would be A = 0.5. Here, we discuss
removal of data flagged in realtime and flagged in post
processing and discuss effects which may be the cause of
the reduction in the TR = 0 parity fringe contrast.
Data which is flagged in real time consists of collision
events and missed experiment triggers. Background gas
collision events can be observed as either a loss in fluo-
rescence from the cooling ion or as a change in the order
of the two ions [8]. Both of these signals are continuously
monitored and collision events are filtered by removing
the data point coincident with the event and the one im-
mediately preceding. The total percentage of useful data
was as small as 24% for short TR and as large as 71% for
longer TR. However, at short probe durations the loss of
data is primarily a result of timing synchronization er-
rors. Filtering of the data significantly reduces the mean
duty-cycle for probing the clock transitions, but improves
the contrast of the parity signal.
Separately, some collision events result in Al − H+
molecule formation. This can only occur when 27Al+
is in its 3P0 excited state and a H2 molecule collides with
energy greater than the reaction barrier needed to form
Al − H+. These collision events can also result in the
ion being excited to a metastable internal state that is
not addressable by any of the experimental pulses. The
likely metastable states for 27Al+ are |3P2〉 (τ = 298.5 s)
and any Zeeman sublevel of |3P0〉 not addressed by the
clock probe. Both of these types of collision events are
filtered in post processing by checking for long measure-
ment periods where no transitions are detected on one of
the clocks.
Data Filtering
Ramsey Free Evo-
lution Time (s)
Total # of
meas.
% data used
0.5 2224 24
1.0 1035 71
1.5 1317 50
2.0 944 42
3.0 706 66
4.0 1040 63
6.0 594 44
8.0 791 43
Table I. Table detailing the number of measurements taken
at each Ramsey free evolution time and the percent of data
remaining following filtering. Total # of meas. is the to-
tal length of the data array before filtering and % data used
is the data remaining following filtering for data affected by
collisions and asynchronous probes. At short probe durations
the loss of data is primarily a result of timing synchronization
errors.
During the course of this measurement we discovered
significant jitter and drifts in the CPU clocks used to
match data measured on the two systems. To mitigate
these timing errors, the CPU clock for the 25Mg+/27Al+
system was used as an NTP server for the computer clock
on the 40Ca+/27Al+ system. Nevertheless, the final data
could include some instances of asynchronous probes on
the two systems, particularly at the shorter probe dura-
tions
When a photo-chemical reaction occurs and an Al−H+
molecule is formed, a new 27Al+ ion must be loaded.
Following reloading, we observe no change in the |1S0〉 ↔
|3P0〉 transition frequency. Because of this we are able to
combine data from sequential runs at the same Ramsey
free evolution time.
The parity amplitude A = 0.4±0.04 observed at short
TR is likely limited by imperfect state preparation and
|1S0,mF = 3/2〉 ↔ |3P0,mF = 1/2〉 pi-pulse infidelity.
Experimental optimization of the state preparation se-
quence using Rabi spectroscopy results in 5%−10% state
preparation infidelity on a single system and we observe
≈ 5% pi-pulse infidelity. This results in a 10%− 15% re-
duction in the maximum achievable contrast when per-
forming correlation spectroscopy on two clocks. One pos-
sible cause for the reduction in parity fringe contrast in
longer datasets (e.g. 4 s) is long term drifts in the 3P1
laser frequency. This is currently addressed by periodic
recalibration of the 3P1 lasers.
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