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Introduction
The recognition of recursive structure in inventory problems leads to the implicit functional equation approach which is characteristic of dynamic programming [1] . But, as powerful a descriptive tool as these recursive decision structures are, they are extremely difficult to handle analytically. This difficulty is, in part, inherent in the very reality of the formulations. Simple analyses are not possible in highly nonlinear functional equations.
In view of these conflicting properties an alternative principle of analysis seems useful which is conceptually close to the functional equation approach of dynamic programming, but which incorporates many of its essential features in a more amenable framework of analysis. The idea is to ask slightly different questions of the realities of inventory problems. Instead of asking what identities certain unknown functions must satisfy, we ask directly what the functions must be. This leads to the construction of the unknown functions rather than to their implicit definition.
The alternate question we pose is not mathematically equivalent to the original. But it does not appear less realistic. There simply is no logical basis to favor one or the other on the basis of realism. That is a matter of the investigator's intuition and taste in the final analysis. It is believed, however, that the questions are practically equivalent in many inventory problems, and the alternate question often brings the matter within analytical reach not otherwise available.
Section 1 formulates a class of recursive inventory decision problems which seems well suited for describing a wide variety of inventory models. It also provides the framework for stating the dynamic programming point of view. Section 2 develops a characteristic feature of dynamic programming, namely "state valuations," or in the case at hand, "inventory valuations." In dynamic programming, inventory valuations are unknown functions (of inventory levels); our proposal is to construct similar inventory valuations directly from the knowledge of the real inventory situation. Section 3 then illustrates this approach in two specific problems.
Recursive Inventory Decision Problems
We formulate a recursive inventory decision problem as a mathematical system, M of two random variables R In ordinary parlance, M is the "model" of the situation under study; it contains all the kinematic necessary relations, such as material balances, disposition and evaluation of shortage conditions, costing of activities in the operation, etc.
To illustrate these ideas, consider a specific inventory model as follows. At each time period t, we assume the state s is determined by inventory on hand and in transit to an inventory point-up to three periods-
where ik is inventory to arrive at t + k. For now we allow io to be negative, to reflect back order conditions, but will require i1, i2, i3 to be non-negative. Given so, it is clear that (1), (2), and (3) determine a random process P uniquely, since every partial sequence Pk= (so, do, ro, , Sk, dk,rk) has a probability distribution which can be constructed recursively from (1), (2), and (3). 
Two Illustrative Analyses
In support of the proposal above, we carry out two illustrative analyses. Situations similar to that described above will be convenient, though we will begin with a simpler case, and extend the analysis to a more complicated one. 
Case Vh(s, d)
A triple (io, i1, q2) represents inventory which will be held over until required. This inventory will be held over (io + il + q2)/M periods on the average, and the average amount of this particular inventory in the operation will be (io + il + q2)/2 for that time and an average of
unit periods of inventory will be held over. Thus, the effective amount of chargeable holdover costs is taken to be (these are negative, being costs)
Vh (S, d) =-h [(io + il + q2) _ i -2q]
The negative terms inside the brackets arise since material in i1 will not be subject to hold over costs for one period, and material of q2 for two periods.
Case Vb1(s, d)
In the case of backlog valuations, we invoke a "horizon principle." We do not consider possible backlogs past the longest in-transit-time in the operation, for later decisions may be used to diminish or eliminate such eventualities. Rather, we shall compute the expected number of backlogs over the horizon of the longest in-transit-time in the operation. In this case they become for the current, next, and second periods, respectively for some lnew F, G depending on D, E and qT. Now, by casting the previous graphical methods into forms using cumulative rather than frequency probability functions, (17) can also be solved graphically for q2. It is interesting to note the sequential nature of this solutioll process: first, in effect, qT is determined, as though only the slower route were available; and with qT determined, the expedited shipment q2 is then found. An examination of the structure of the problem, shows this sequential process is quite general, being valid in such situations regardless of the specific transit times, or even the number of ways of receiving shipments.
