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VON NEUMANN’S MINIMAX THEOREM FOR CONTINUOUS
QUANTUM GAMES
LUIGI ACCARDI AND ANDREAS BOUKAS*
Abstract. The concept of a classical player, corresponding to a classical
random variable, is extended to include quantum random variables in the
form of self adjoint operators on infinite dimensional Hilbert space. A quan-
tum version of Von Neumann’s Minimax theorem for infinite dimensional (or
continuous) games is proved.
1. Introduction: Classical Two-person Zero-sum Games
In classical zero-sum infinite-dimensional (or continuous) games between two
players, called Blue and Red, each player has an infinite number of moves (or pure
strategies) available in each play of the game. The moves of Blue and Red are
identified [5] with the points of some closed and bounded intervals [a, b] ⊂ R and
[c, d] ⊂ R respectively. To the case when Blue makes choice λ ∈ [a, b] and Red
makes choice l ∈ [c, d] we assign a numerical non-negative payoff Z(λ, l) to Blue
and a corresponding payoff −Z(λ, l) to Red. We assume that both players take
a conservative approach, in the sense that Blue wants to maximize his minimum
payoff and Red wants to minimize the maximum payoff to Blue. If there exists
(λ0, l0) ∈ [a, b]× [c, d] such that
max
λ
min
l
Z(λ, l) = Z(λ0, l0) = min
l
max
λ
Z(λ, l)
then (λ0, l0) is a saddle point of Z and λ0, l0 are optimal moves for Blue and
Red respectively. If Z has no saddle point then Blue and Red must use mixed
strategies i.e, see [5], they must alter their moves and choose them using random
devises represented by classical probability distribution functions
F : [a, b] → [0, 1] , G : [c, d] → [0, 1]
associated with the probability measure spaces (Ω1, σ1, µ1) and (Ω2, σ2, µ2), re-
spectively, that describe the outcomes of the random devices used, respectively,
by Blue and Red. Here, for i = 1, 2, the Ωi’s are the sample spaces, the µi’s are the
probability measures on the Ωi ’s , and the σi’s are the corresponding σ-algebras
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of measurable subsets of the Ωi’s. We may then think of the classical players Blue
and Red as random variables B and R, i.e., as measurable functions
B : (Ω1, σ1, µ1) → [a, b] , R : (Ω2, σ2, µ2) → [c, d] . (1.1)
Then
F (λ) = µ1 ({ω1 ∈ Ω1 : B(ω1) ≤ λ}) = Pr ( player B makes a move ≤ λ) (1.2)
and
G(l) = µ2 ({ω2 ∈ Ω2 : R(ω2) ≤ l}) = Pr ( player R makes a move ≤ l) . (1.3)
If we let the double Riemann-Stieltjes integral
K(F,G) =
∫ d
c
∫ b
a
Z(λ, l) dF (λ) dG(l)
be the total expected payoff to B, then the fundamental problem of two-person
zero-sum continuous game theory is the existence of probability distributions, i.e.,
of mixed strategies, F ∗ and G∗ such that
max
F
min
G
K(F,G) = K(F ∗, G∗) = min
G
max
F
K(F,G) . (1.4)
If such F ∗ and G∗ exist, then K(F ∗, G∗) is the value of the game. If the payoff
function Z is continuous then, by the extension of von Neumann’s Minimax The-
orem [14] to infinite dimensional games [5, 2], such F ∗ and G∗ always exist. For a
historical study of von Neumann’s Minimax Theorem we refer to [12].
Modern proofs of the existence of optimal strategies typically use Kakutani’s
fixed point theorem [11] for strategies in Rn or, in the case of infinite dimensional
sets of strategies, its extensions to Banach or locally convex topological vector
spaces [8, 13]. In all cases, a compact and convex set of strategies from which to
choose, is required.
The remaining sections are structured as follows:
In Section 2 we describe how the classical concept of a player can be translated
into the language of quantum mechanics [10, 6, 9, 15], i.e., in terms of self-adjoint
operators on Hilbert space, also referred to as observables or quantum random
variables, due to the fact that their spectrum is real. In Section 3 we describe
Kakutani’s fixed point theorem for Banach spaces, in the form that we are going
to use it [11, 13, 8, 16]. In Section 4 we describe a class of compact and convex
sets of positive operators of trace one, that will serve as our sets of mixed quantum
strategies available to the two players. In Section 5 we describe how the classi-
cal two-person zero-sum game setup can be formulated in terms of: self-adjoint
operators on Hilbert space, the spectral theorem, and positive operators of unit
trace. We then prove the quantum version of the Minimax Theorem, i.e., Theorem
5.1. We remark that finite dimensional two-person zero-sum quantum games were
considered in [3].
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2. From Classical to Quantum Players
For a probability measure space (Ω, σ, µ) as in Section 1, L2(Ω, σ, µ), denotes
the Hilbert space of all µ- equivalence classes of square-integrable complex-valued
functions f defined on Ω with inner product
〈f, g〉 =
∫
Ω
f̄(ω) g(ω) dµ(ω) .
To pass from the classical to a quantum formulation of game theory we notice
that with the classical random variables, i.e., with the classical players B and R
of (1.1), we can associate self-adjoint multiplication operators
B : L2(Ω1, σ1, µ1) → L2(Ω1, σ1, µ1) , R : L2(Ω2, σ2, µ2) → L2(Ω2, σ2, µ2)
defined pointwise by
B(f)(ω1) = B(ω1) f(ω1) , R(g)(ω2) = R(ω2) g(ω2) .
In general, for f ∈ L2(Ω, σ, µ) we let ρ = |f〉〈f | denote the operator
ρ : L2(Ω, σ, µ) → L2(Ω, σ, µ)
defined by
ρ(g) = |f〉〈f |(g) = 〈f, g〉f
and for λ ∈ R we let E(λ) denote the projection operator
E(λ) : L2(Ω, σ, µ) → L2(Ω, σ, µ)
defined by
E(λ)(g) = χ(−∞,λ]g .
If f ≡ 1 then ρ = |f〉〈f | is a state i.e a positive operator of unit trace and, in
analogy to (1.2),
F (λ) := tr ρE(λ) = 〈1, E(λ)1〉 = µ ((−∞, λ]) = Pr (playerB makes a move ≤ λ) .
It is then suggested that we think of a quantum player as a self-adjoint operator
T =
∫
R
λ dE(λ)
on some infinite dimensional separable Hilbert space H, whose available moves
coincide with its spectrum σ(T ), with the projection E(λ) interpreted as the event
player T makes a move ≤ λ, and with probability distribution
F : λ ∈ R → F (λ) = tr ρE(λ) ∈ [0, 1] ,
determined by a state ρ on H.
We denote by m(T ) and M(T ) the lower bound and upper bound of T , respec-
tively, defined by
m(T ) = inf
‖x‖=1
〈Tx, x〉 , M(T ) = sup
‖x‖=1
〈Tx, x〉 .
If T is bounded thenm(T ) andM(T ) are finite and the spectrum σ(T ) is contained
in the interval IT = [m(T ),M(T )]. In particular m(T ),M(T ) ∈ σ(T ). We recall
that σ(T ) is closed in R.
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3. Kakutani’s Fixed Point Theorem
Following [16], if S is a subset of a normed space V then a set-valued mapping
U : S → P (S), where P (S) is the power set of S, is a K-mapping of S into itself
if:
(i) for each x in S, U(x) is a compact convex non-empty subset of S;
(ii) the graph of U , G(U) = {(x, y) : y ∈ U(x)} is closed in S × S.
Condition (ii) is equivalent to the following upper semi-continuity condition:
(iii) if xn → x in S, yn ∈ U(xn) and yn → y then y ∈ U(x).
A fixed point of a K-mapping U is a point x ∈ S such that x ∈ U(x). A
subset S of a normed space V has the Kakutani property if each K-mapping U of
S into S has a fixed point. Kakutani’s fixed point theorem [11] states that every
compact convex nonempty subset of Rn has the Kakutani property. The theorem
was extended in [1] from Rn to any Banach space V .
4. A Compact Set of Quantum States
For an infinite dimensional separable Hilbert space H we denote by B(H) the
Banach algebra of bounded linear operators A : H → H, with the usual operator
norm ‖A‖, and by T (H) the Banach space of trace class operators T : H → H
with the trace norm
‖T‖1 = Tr |T | = Tr (
√
T ∗T ) =
∞∑
i=1
〈ei,
√
T ∗Tei〉 ,
where (ei)
∞
i=1 is any orthonormal basis of H. For T ∈ T (H) and A ∈ B(H),
|Tr(TA)| ≤ ‖T‖1‖A‖ .
We denote by S(H) the closed convex subset of T (H) consisting of all density
operators (or quantum states) in H, i.e., all positive operators ρ : H → H with
Tr(ρ) = 1. Equipped with the metric
d (ρ1, ρ2) = ‖ρ1 − ρ2‖1
the state space S(H) is a complete separable metric space and is a Banach space
under ‖ · ‖1. In particular, S(H) × S(H) is a Banach space under ‖(ρ1, ρ2)‖ =
‖ρ1‖1 + ‖ρ2‖1. Unlike the finite dimensional case, S(H) is not compact.
As shown in [10], if (ei)
∞
i=1 is an orthonormal basis of H, (ci)
∞
i=1 ⊆ R a sequence
bounded from below, and
D = {ψ ∈ H :
∞∑
i=1
|ci|2〈ei, ψ〉2 <∞} ,
then D is dense in H and the formula
E(ψ) =
∞∑
i=1
ci〈ei, ψ〉ei (4.1)
defines a self-adjoint operator E in H with domain D. In particular, E has the ei’s
as eigenvectors corresponding to its eigenvalues ci, i = 1, 2, ... . If the multiplicities
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of the ci’s are finite and ci → ∞ as i → ∞ then, by Lemma 11.55 of [10], for an
arbitrary positive constant c the set
A(c) = {ρ ∈ S(H) : Tr ρE ≤ c} (4.2)
is a compact subset of the metric space S(H). By the linearity of the trace, A(c)
is also convex. Typically, E is the energy operator of a quantum oscillator system
and we think of A(c) as the set of quantum states with mean energy ≤ c.
5. The Quantum Minimax Theorem
Based on our concept of a quantum player described in Section 2, we may set
up a quantum game as follows:
In the notation of Section 2, for i = 1, 2 let Hi be an infinite dimensional
separable Hilbert space, and let
B : H1 → H1 , R : H2 → H2
be bounded self-adjoint operators with spectral resolutions
B =
∫
R
λ dE(λ) , R =
∫
R
l dE′(l)
respectively. Let
Z : IB × IR → [0,+∞)
be continuous and not identically equal to zero on IB × IR. We could assume, al-
though we do not that here, that Z is equal to zero outside σ(B)×σ(R), indicating
the impossibility of assigning a profit to non-observable moves.
For quantum states ρ, φ on H1 and H2, respectively, for λ, l ∈ R we define
Fρ(λ) = tr ρE(λ) , Gφ(l) = trφE
′(l) .
With B and R we associate the total expected payoff function
K(ρ, φ) =
∫
IR
∫
IB
Z(λ, l) dFρ(λ) dGφ(l) ≥ 0 .
Finally, for given positive constants c1, c2, as in (4.2), we denote
A1(c1) = {ρ ∈ S(H1) : Tr ρE1 ≤ c1} , A2(c2) = {φ ∈ S(H2) : TrφE2 ≤ c2}
where E1, E1 are of the type (4.1). We may now formulate and prove the following
quantum version of the Minimax Theorem which provides the quantum analogue
of (1.4).
Theorem 5.1. There exist quantum states ρ∗, φ∗ such that
max
ρ∈A1(c1)
min
φ∈A2(c2)
K(ρ, φ) = K(ρ∗, φ∗) = min
φ∈A2(c2)
max
ρ∈A1(c1)
K(ρ, φ).
Proof. For each pair of quantum states ρ and φ, the set IB×IR has finite measure
(Fρ(M(B))− Fρ(m(B)) (Gφ(M(R))−Gφ(m(R))
and Z is continuous (thus measurable) and nonnegative on it. Thus, by Fubini’s
theorem ∫
IR
∫
IB
Z(λ, l) dFρ(λ) dGφ(l) =
∫
IB
∫
IR
Z(λ, l) dGφ(l) dFρ(λ) .
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For each ρ ∈ A1(c1), the mapping
p1 : φ ∈ A2(c2) → p1(φ) =
∫
IB
∫
IR
Z(λ, l) dGφ(l) dFρ(λ) ∈ R
is continuous. To see that we notice that if (φn) is a sequence in A2(c2) with
‖φn − φ‖1 → 0 as n→ ∞, where φ ∈ A2(c2), then
|p1(φn)− p1(φ)| =|
∫
IB
∫
IR
Z(λ, l) d (Gφn −Gφ) (l) dFρ(λ)|
≤V (Gφn −Gφ)V (Fρ) Z(λ0, l0)
where
Z(λ0, l0) = max
λ∈IB,l∈IR
Z(λ, l)
and
V (Gφn −Gφ) = inf{K :
k∑
i=0
|(Gφn −Gφ) (xi)− (Gφn −Gφ) (xi−1)| ≤ K}
V (Fρ) = inf{K :
N∑
i=0
|Fρ(yi)− Fρ(yi−1)| ≤ K} ,
where the inequality must hold for all partitions
{x0 < x1 < ... < xi−1 < xi < ... < xk}, k ∈ N,
of IR and
{y0 < y1 < ... < yi−1 < yi < ... < yN}, N ∈ N,
of IB, are the total variations (see [7] and [4]) of Gφn −Gφ and Fρ over IR and IB
respectively. We have
k∑
i=0
|(Gφn −Gφ) (xi)− (Gφn −Gφ) (xi−1)| =
k∑
i=0
|tr (φn − φ)(E(xi)− E(xi−1))|
≤
k∑
i=0
‖φn − φ‖1‖E(xi)− E(xi−1)‖
=‖φn − φ‖1
k∑
i=0
‖E(xi)− E(xi−1)‖.
Since, for each i, E(xi)− E(xi−1) is a self-adjoint operator,
‖E(xi)− E(xi−1)‖ = sup
‖h‖=1
|〈h, (E(xi)− E(xi−1))h〉|
so, by Proposition 1, p. 309 of [17],
k∑
i=0
‖E(xi)− E(xi−1)‖ =
k∑
i=0
sup
‖h‖=1
|〈h, (E(xi)− E(xi−1))h〉|
= sup
‖h‖=1
k∑
i=0
|〈h, (E(xi)− E(xi−1))h〉| ≤ 1 .
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Thus
V (Gφn −Gφ) ≤ ‖φn − φ‖1 .
Similarly
V (Fρ) ≤ ‖ρ‖1 = 1 .
Thus
|p1(φn)− p1(φ)| ≤ ‖φn − φ‖1 Z(λ0, l0)
so p1 is continuous for each ρ ∈ A1(c1) . Thus, since A2(c2) is compact, for each
ρ ∈ A1(c1) there exists a (not necessarily unique) quantum state φ∗(ρ) ∈ A2(c2)
at which p1 attains its minimum, i.e., for each ρ ∈ A1(c1),
K(ρ, φ∗(ρ)) = min
φ∈A2(c2)
K(ρ, φ) , (5.1)
Similarly, for each φ ∈ A2(c2) there exists a (not necessarily unique) quantum
state ρ∗(φ) ∈ A1(c1) at which the mapping
p2 : ρ ∈ A1(c1) → p2(ρ) =
∫
IB
∫
IR
Z(λ, l) dGφ(l) dFρ(λ) ∈ R ,
attains its maximum, i.e., for each φ ∈ A2(c2),
K(ρ∗(φ), φ) = max
ρ∈A1(c1)
K(ρ, φ) . (5.2)
On the compact and convex subset A1(c1)×A2(c2) of S(H)×S(H), we define the
point-to-set mapping U by
U(ρ, φ) = {(ρ∗(φ), φ∗(ρ)) : such that (5.1) and (5.2) are true} .
We will show that U is a K-mapping:
As shown above, U(ρ, φ) is non-empty. Let ((ρ∗n(φ), φ
∗
n(ρ))) be a sequence in
U(ρ, φ) converging to an element (x, y) of A1(c1) × A2(c2) with respect to the
product metric d× d on S(H)× S(H). Then, as n→ +∞,
‖ρ∗n(φ)− x‖1 → 0 , ‖φ∗n(ρ)− y‖1 → 0 .
We will show that (x, y) ∈ U(ρ, φ), so U(ρ, φ) is a closed (thus compact) subset of
A1(c1) × A2(c2) . Equivalently, we will show that x and y have properties (5.2)
and (5.1) respectively.
Let ǫ > 0 be given, and let n0 ∈ N be such that, for all n ≥ n0,
‖φ∗n(ρ)− y‖1 <
ǫ
Z(λ0, l0)
, ‖ρ∗n(φ)− x‖1 <
ǫ
Z(λ0, l0)
Then, as in the proof of continuity of p1,
K(ρ, y) ≤|K(ρ, y)−K(ρ, φ∗n0(ρ))|+K(ρ, φ
∗
n0
(ρ))
≤Z(λ0, l0)‖φ∗n(ρ)− y‖1 +K(ρ, φ∗n0(ρ))
<ǫ+K(ρ, f)
for all f ∈ A2(c2), since φ∗n0(ρ) has property (5.1). By the arbitrariness of ǫ, it
follows that
K(ρ, y) ≤ K(ρ, f)
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for all f ∈ A2(c2), so y has property (5.1). Similarly,
K(x, φ) =|K(x, φ)−K(ρ∗n0(φ), φ) +K(ρ
∗
n0
(φ), φ)|
≥K(ρ∗n0(φ), φ)− |K(x, φ)−K(ρ
∗
n0
(φ), φ)|
≥K(ρ∗n0(φ), φ)− Z(λ0, l0)‖ρ
∗
n0
(φ)− x‖1
>K(r, φ)− ǫ
for all r ∈ A1(c1), since ρ∗n0(φ) has property (5.2). By the arbitrariness of ǫ, it
follows that
K(x, φ) ≥ K(r, φ)
for all r ∈ A1(c1), so x has property (5.2). Thus U(ρ, φ) is compact.
To show that U(ρ, φ) is also convex, let (ρ∗i (φ), φ
∗
i (ρ)) ∈ U(ρ, φ), i = 1, 2, and
let t ∈ [0, 1]. Then
t (ρ∗1(φ), φ
∗
1(ρ))+(1−t)(ρ∗2(φ), φ∗2(ρ)) = (t ρ∗1(φ)+(1−t)ρ∗2(φ), t φ∗1(ρ)+(1−t)φ∗2(ρ)) .
By the linearity of the trace,
K(t ρ∗1(φ) + (1− t)ρ∗2(φ), φ) =tK(ρ∗1(φ), φ) + (1− t)K(ρ∗2(φ), φ)
≥tK(ρ, φ) + (1− t)K(ρ, φ)
=K(ρ, φ)
for all ρ ∈ A1(c1), so t ρ∗1(φ) + (1− t)ρ∗2(φ) has property (5.2). Similarly
K(ρ, t φ∗1(ρ) + (1− t)φ∗2(ρ)) ≤ K(ρ, φ)
for all φ ∈ A2(c2), so t φ∗1(ρ) + (1 − t)φ∗2(ρ) has property (5.1). Thus U(ρ, φ) is
convex.
To show that U satisfies the upper semi-continuity condition of Section 3, let
((ρn, φn)) be a sequence in A1(c1) × A2(c2) converging to an element (ρ, φ) of
A1(c1) × A2(c2) with respect to the product metric d × d on S(H) × S(H), i.e.
‖ρn − ρ‖1 → 0 and ‖φn − φ‖1 → 0 as n → +∞, and let (ρ∗n(φn), φ∗n(ρn)) ∈
U(ρn, φn), i.e. for all (r, f) ∈ A1(c1)×A2(c2) we have
K(ρn, φ
∗
n(ρn)) ≤ K(ρn, f) , K(ρ∗n(φn), φn) ≥ K(r, φn) ,
with (ρ∗n(φn), φ
∗
n(ρn)) converging to an element (ρ
∗, φ∗) of A1(c1) × A2(c2) with
respect to the product metric d× d on S(H)×S(H), i.e. ‖ρ∗n(φn)− ρ∗‖1 → 0 and
‖φ∗n(ρn) − φ∗‖1 → 0 as n → +∞. We will show that (ρ∗, φ∗) ∈ U(ρ, φ), i.e. that
ρ∗ = ρ∗(φ) and φ∗ = φ∗(ρ), meaning that
K(ρ, φ∗) ≤ K(ρ, f) , K(ρ∗, φ) ≥ K(r, φ) ,
for all (r, f) ∈ A1(c1)×A2(c2).
So let ǫ > 0 be given, and let n0 ∈ N be such that, for all n ≥ n0,
‖φ∗n(ρn)− φ∗‖1 <
ǫ
2Z(λ0, l0)
, ‖ρn − ρ‖1 <
ǫ
2Z(λ0, l0)
and
‖ρ∗n(φn)− ρ∗‖1 <
ǫ
2Z(λ0, l0)
, ‖φn − φ‖1 <
ǫ
2Z(λ0, l0)
.
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Then
K(ρ, φ∗) ≤|K(ρ, φ∗)−K(ρn0 , φ∗n0(ρn0))|+K(ρn0 , φ
∗
n0
(ρn0))
<
ǫ
2
+K(ρn0 , f)
≤ ǫ
2
+ |K(ρn0 , f)−K(ρ, f)|+K(ρ, f)
<
ǫ
2
+
ǫ
2
+K(ρ, f)
=ǫ+K(ρ, f) ,
so K(ρ, φ∗) ≤ K(ρ, f) for all f ∈ A2(c2). Similarly,
K(ρ∗, φ) ≥K(ρ∗n0(φn0), φn0)− |K(ρ
∗, φ)−K(ρ∗n0(φn0), φn0)|
>K(r, φn0)−
ǫ
2
≥K(r, φ)− |K(r, φn0)−K(r, φ)| −
ǫ
2
>K(r, φ)− ǫ
2
− ǫ
2
=K(r, φ)− ǫ ,
so K(ρ∗, φ) ≥ K(r, φ) for all r ∈ A1(c1). Thus U is upper semi-continuous and by
Kakutani’s theorem U has a fixed point (ρ∗, φ∗) ∈ U(ρ∗, φ∗), i.e. such that
K(ρ, φ∗) ≤ K(ρ, φ) ≤ K(ρ∗, φ) ,
for all (ρ, φ) ∈ A1(c1)×A2(c2), which is equivalent to
max
ρ∈A1(c1)
min
φ∈A2(c2)
K(ρ, φ) = K(ρ∗, φ∗) = min
φ∈A2(c2)
max
ρ∈A1(c1)
K(ρ, φ).

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Columbia 2, 00133 Roma, Italy and Hellenic Open University, Graduate School of
Mathematics, Patras, 26335, Greece
E-mail address: boukas.andreas@ac.eap.gr
