Abstract-We consider the quantitative group testing problem where the objective is to identify defective items in a given population based on results of tests performed on subsets of the population. Under the quantitative group testing model, the result of each test reveals the number of defective items in the tested group. The minimum number of tests achievable by nested test plans was established by Aigner and Schughart in 1985 within a minimax framework. The optimal nested test plan offering this performance, however, was not obtained. In this work, we establish the optimal nested test plan in closed form. This optimal nested test plan is also asymptotically (as the population size grows to infinity) optimal among all test plans. We then focus on the application of heavy hitter detection problem for traffic monitoring and anomaly detection in the Internet and other communication networks. For such applications, it is often the case that a few abnormal traffic flows with exceptionally high volume (referred to as heavy hitters) make up most of the traffic seen by the entire network. Since the volume of heavy hitters is much higher than that of normal flows, the number of heavy hitters in a group of flows can be accurately estimated from the aggregated traffic load. Other potential applications include detecting idle channels in the radio spectrum in the high SNR regime.
I. INTRODUCTION

A. Group Testing
The group testing problem is concerned with identifying defective items in a given population by performing tests over subsets of the population. Under the classic model, each test gives a binary result, indicating whether the tested group contains any defective items. The objective is a test plan that minimizes the number of tests required for identifying all defective items.
The problem was first motivated by the practice of screening draftees with syphilis during World War II, and the idea of testing pooled blood samples from a group of people (rather than testing each person one by one) was initiated by Robert Dorfman [1] . In Dorfman's test plan, draftees are tested in groups with a suitable size. If a group is tested positive, its members are tested one by one to identify the infected individual(s). An improvement to Dorfman's test plan was proposed by Sterrett in 1957 [2] . The improvement suggested that once an infected person from a group is identified, the rest of the group is again tested together.
General formulations of and rigorous attacks on group testing were pioneered by Sobel and Groll in their paper published in 1959 [3] . Sobel and Groll adopted a probabilistic model on the defective items and focused on the problem of minimizing the expected number of tests. This formulation of group testing was later known as probabilistic group testing (PGT). Recognizing the intractability of the optimal solution to the general problem, Sobel and Groll considered a class of test plans with a nested structure. Specifically, in a nested test plan, once a test reveals a defective group, the next test must be on a proper subset of this group. Sobel and Groll characterized implicitly the optimal nested test plan with a pair of recursive formulas and solved them numerically. They also established several asymptotic (as the population size approaches infinity) properties of the optimal nested test plan.
The counterpart to PGT is the combinatorial group testing (CGT) formulated and studied by Li [4] and Katona [5] . In CGT, there are n items among which d are defective. There is no probabilistic knowledge on the defective sets, and the objective is to minimize the number of tests in the worst case (i.e., a minimax formulation rather than a Bayesian formulation as in PGT) [6] .
Under both formulations, the test plans can be adaptive or non-adaptive. Adaptive test plans are sequential in nature: which group to test next depends on the outcome of the previous tests. The studies in [3] - [5] mentioned above all focus on adaptive test plans. Non-adaptive group testing is a one-stage problem in which all actions can be determined before any test is performed. Non-adaptive test plans are often represented by matrices [7] , [8] .
The classic group testing formulation has seen a wide range of applications, including chemical apparatus leakage detection [3] , mutiaccess communications [9] - [11] , idle channel detection in the radio spectrum [12] , compressed sensing [13] , network tomography [14] and anomaly detection [15] , [16] . In particular, non-adaptive group testing has been widely applied to DNA sequencing and DNA library screening [7] , [17] - [19] .
B. Quantitative Group Testing for Heavy Hitter Detection
In this work, we consider quantitative group testing in which a test reveals not only whether the tested group is contaminated, but also the number of defective items in the tested group. Under the combinatorial formulation of the problem, Aigner and Schughart established in [20] the performance (i.e., the number of required tests) of the optimal nested test plan. The optimal nested test plan itself, however, was not obtained. In this work, we establish the optimal nested test plan in closed form. This optimal nested test plan is also asymptotically (as the population size grows to infinity) optimal among all test plans.
We then focus on the application of quantitative group testing to the heavy hitter detection problem for traffic monitoring and anomaly detection in the Internet and other communication networks. For Internet traffic, it is a common observation that a small percentage of high-volume flows (referred to as heavy hitters) account for most of the total traffic [21] . In particular, it was shown in [22] that the top (in terms of volume) 9% of flows make up 90.7% of the total traffic over the Internet. Quickly identifying the heavy hitters is thus crucial to network stability and security. However, the large number of Internet flows makes individual monitoring extremely inefficient if not impossible. The quantitative group testing model stems from the fact that the difference between the average traffic rates of heavy hitters and normal flows is large, which allows for accurate estimation of the number of heavy hitters from the aggregated traffic load. Through simulation examples, we examine the impact of the estimation error (caused by the random nature of the traffic volume of both normal flows and heavy hitters) in each group test on the end result of heavy hitter detection in terms of false positive and false negative rates. Other potential applications include detecting idle channels in the radio spectrum when the signal strength is relatively even across busy channels and much higher than the noise level in idle channels (the high SNR regime).
C. Related Work
Quantitative group testing is one of the several models under the so-called additive group testing problems [6] . It is also known as the coin weighing problem with a spring scale first introduced by Shapiro in 1960 [23] . The problem is to identify d counterfeit coins in a collection of n. The weights of the authentic and counterfeit coins are known. Thus each weighing gives the number of counterfeit coins in the tested group. Most studies on this problem focus on non-adaptive test plans, see, for example, [24] - [32] on the case of unknown d and [29] , [33] , [34] on the case of known d. On adaptive test plans for quantitative group testing, there are a number of results on the special case of d = 2 (see [28] , [29] , [35] - [38] ). For the general case with 0 < d < n, besides the work by Aigner and Schughart [20] discussed in Section I-B, Bshouty developed a polynomial-time algorithm with a performance no worse than twice of the information-theoretic lower bound [39] .
The applications of quantitative group testing include the uniquely decodable codes for noiseless n-user adder channel problem [40] , and the construction of unknown graphs from additive queries [34] , [36] , [41] . Several variations of the problem can be found in [42] - [44] .
On the heavy hitter detection problem, most existing work falls into the category of streaming algorithms that sample the incoming stream of packets to maintain a counter for heavy hitter suspects that are updated dynamically (see the counter-based algorithms given in [45] - [47] ) or a sketch of all flows based on frequency estimation (see the sketch-based algorithms given in [48] - [50] ). Other types of heavy hitter detection schemes include per-flow based traffic monitoring [51] , [52] and application-oriented approaches [53] , [54] . To our best knowledge, detecting heavy hitters by measuring aggregated traffic under a quantitative group testing formulation is new.
II. PROBLEM FORMULATION
Under the CGT formulation, we are given a population of n items, each labeled with a unique ID. It is known that among these n items, d are defective. We assume that 1 
where (n) denote the entire population. Our objective is an optimal nested test plan π * given by
where Π denotes the family of all admissible nested test plans. To simplify the notation, the performance of the optimal nested test plan π * is denoted by N(n, d) (rather than N π * (n, d)), which will also be referred to as the optimal number of tests for identifying d defective items in the population. Let M(n, d) denote the optimal size of the first group test for (n, d). The value of M(n, d) for all n and d fully specifies the optimal nested test plan π * . Considering the minimax nature of the CGT formulation, we arrive at the following recursive formula for the optimal number of tests:
Define
as the optimal size of the first group test for the CGT problem (n, d). [20] , where they gave the closed form of N(n, d) for all n and d. However the test plan, M(n, d) , was not explicit for all n and d. In this work, by solving the integer optimization problem defined in (3) and (4), we show that the CGT in quantitative model admits a clean solution in closed form as given in the following section.
III. OPTIMAL NESTED TEST PLAN IN CLOSED FORM
The theorem below characterizes the optimal nested test plan M(n, d) and its performance N(n, d) in closed forms 1 . We focus on cases with d ≤ 
where 1, 2, . . . , 2 l . With the help of TABLE I, we can also better understand the closed forms given in (5) and (6) . In particular, l and k defined in (7) and (8) are, respectively, the indexes of the frames and segments. Next, we show the order of the optimal number of tests in terms of n and d. We can rewrite (5) as follows:
where l is given in (7). It is easy to that the second term P 2 is bounded in n. We subsequently conclude that the optimal nested test plan guarantees to identify all d defective items in a population of n in O(d log 2 (n/d)) tests, which is logarithmic with n. Fig. 1 illustrates the scaling behavior of N(n, d) in n. By comparing with the information theoretic lower bound, this query complexity is asymptotically optimal over all algorithms when d is a constant and the population size grows to infinity.
IV. CGT WITHOUT PRIOR KNOWLEDGE
We have so far focused on the standard CGT formulation which assumes a prior knowledge on the total number of defective items in the given population. For applications where this prior knowledge is unavailable, the first question is how to start the first test: for any population size n, should the first test be carried over the entire population or a proper subset of the population with the size potentially depending on n? In the theorem below, we show that within the class of nested test plan, the optimal action in the first step is to test the entire population. The first test will then reveal the total number d of defective items, and the problem is reduced to a CGT of (n, d).
Theorem 2: For a given population with any size n, within the class of nested test plans, the optimal action in the first step is to test the entire population.
V. APPLICATION TO HEAVY HITTER DETECTION
In this section, we consider the application of the optimal nested test plan developed in Section III to the heavy hitter detection problem. Consider a network consisting of n flows, among which d are heavy hitters. We are going to study two different probabilistic models of flows. First, we assume that each flow is an independent Poisson distribution with rate µ 0 for normal flows and µ 1 for heavy hitters. Define
as the fraction of heavy hitters in terms of number of flows and the total traffic volume, respectively. Over the Internet, we typically have ρ around 10% to 20% and η around 80% to 90%.
To apply the group testing plan to the heavy hitter detection problem, we need to estimate the number of heavy hitters from measurements of aggregated traffic rate. Assume that m flows are aggregated together and T measurements are taken. Based on the independent Poisson assumption on each 
where z i is observation of traffic rate in ith measurement. This estimated value d 1 will be used as the outcome of this group test, which will determine the size of the next group test based on the optimal nested test plan given in Theorem 1.
In the second numerical example, we assume that each flow is an independent log-normal distribution with mean value µ 0 for normal flows and µ 1 for heavy hitters. The definitions in (10) are still valid. But different to the Poisson model, since the likelihood function is not in closed form, now we are using sample mean estimator to estimate the number of heavy hitters in the aggregated group. i.e.
where "[·]" denotes the operation of taking the nearest integer. Fig.2 and Fig.3 show the simulation examples on the two types of detection errors for various values of ρ and η. For convenience, we keep µ 0 = 1, so that the value of µ 1 will change with ρ and η according to (10) . It is obvious that, for fixed ρ, when η increases, the false negative and false positive rates will both decrease. When η is fixed, the groups with smaller ρ will have lower detection errors. It's easy to see from (10) that, when ρ decreases and η increases, the difference between µ 1 and µ 0 will become larger. It makes the mean square error of the ML estimator and sample mean estimator smaller. That's why the estimation of d 1 become more accurate and probabilities of detection error will decrease. On the other hand, by comparing (a)(b) with (c)(d) in these figures, we can see when the value of T in each test changes from 1 to 2, the estimation error of d 1 becomes smaller with more measurements, therefore the final detection errors will decrease significantly.
VI. CONCLUSIONS
We studied the quantitative group testing problem within the combinatorial group testing framework. The optimal nested test plan is established in closed form. The result finds applications in heavy hitter detection and spectrum sensing.
