This paper presents a pseudo empirical likelihood approach to inference for multiple frame surveys. We establish a unified framework for point and interval estimation of finite population parameters, and show that inferences about the parameters of interest and the effective use of different types of auxiliary population information can be conveniently carried out through the constrained maximization of the pseudo empirical likelihood function. Confidence intervals are constructed using either the asymptotic χ 2 distribution of the adjusted pseudo empirical likelihood ratio statistic or a bootstrap calibration method. Simulation results show that the proposed methods have superb finite sample performances for both point and interval estimation. In particular, the proposed multiplicity-based pseudo empirical likelihood method requires less detailed frame membership information and is very easy to use for multiple frame surveys. The proposed pseudo empirical likelihood ratio confidence intervals have a clear advantage over the conventional normal theory intervals in estimating population proportions of rare items, a scenario that often motivates the use of multiple frame surveys. All related computational problems can be handled using existing algorithms for pseudo empirical likelihood methods with single frame surveys.
Introduction
Multiple frame surveys have been widely used by large statistical agencies and business organizations to decrease sampling costs or to reduce frame under-coverage errors that could occur if only one single sampling frame is used. The Canadian Community Health Survey (CCHS), a cross-sectional survey that collects information related to health status, health system utilization and health determinants for the Canadian population, uses a three-frame sampling design. The primary sampling frame is the area frame initially designed for the Canadian Labour Force Survey (LFS). A Random Digit Dialing sampling frame and a list frame of residential telephone numbers are also used to increase the frame coverage of the target population. In multiple frame surveys, two or more population frames are available, and each of these frames can be incomplete but together they cover the entire target population. Independent probability samples, one from each frame, are taken and the goal is to make inference on the overall population parameters of interest using the combined sample data. When sample data are collected using two frames, the problem is referred to as dual frame surveys.
Multiple frame surveys have been studied by several authors, with the primary focus on point estimation. These include the work of Bankier (1986) , Fuller and Burmeister (1972) , Hartley (1962 Hartley ( , 1974 , Kalton and Anderson (1986) , Skinner (1991) , and Skinner and Rao (1996) , among others. Lohr and Rao (2000) studied variance estimation for dual-frame surveys using the jackknife method and examined the performance of normal theory confidence intervals through simulation. Lohr and Rao (2006) derived optimal linear estimators and pseudo-maximum likelihood estimators for the population total when samples are taken independently from multiple frames using probability sampling designs. They also included a short discussion on variance estimation and showed that the asymptotic variance of their proposed estimator has a very complex form. Confidence intervals under multiple frame surveys have not been studied in detail in the previous literature.
In this paper, we present a pseudo empirical likelihood (PEL) approach to inference from multiple frame surveys. The proposed approach addresses both point estimation and confidence intervals, and known auxiliary population information can be conveniently incorporated into inferences through the constrained maximization of the PEL function. Confidence intervals for the population mean or the finite population distribution function can be constructed using either a χ 2 approximation to the adjusted PEL ratio statistics or a bootstrap calibration method. The χ 2 approximation requires calculation of design effects which involves variance estimation. The bootstrap method, on the other hand, bypasses the need for variance estimation and is valid for single-stage sampling designs with small sampling fractions. Simulation studies show that the bootstrap method performs well even if the sampling fractions are not very small. Our proposed multiplicity-based pseudo empirical likelihood approach is particularly appealing since it is less demanding on frame membership information, very easy to use for multiple frame surveys and provides superior results on both point and interval estimation. Our proposed pseudo empirical likelihood ratio confidence intervals have a clear advantage over the conventional normal theory intervals in estimating population proportions of rare items, a scenario that often motivates the use of multiple frame surveys. All required computational procedures for the proposed methods on multiple frame surveys can be handled by using existing procedures for single frame surveys after suitable re-formulation of the involved problem.
The pseudo empirical likelihood method for single frame surveys and related computational procedures are briefly reviewed in Section 2. Our proposed pseudo empirical likelihood methods for multiple frame surveys are presented in Section 3. Results from an extensive simulation study on finite sample performances with comparison to existing approaches are reported in Section 4. Some concluding remarks are given in Section 5.
Pseudo Empirical Likelihood Approach to Single Frame Surveys
Consider a finite population U consisting of N units. Let {(y i , x i ), i ∈ s} be a nonstratified survey sample with fixed sample size n, where y i and x i are the values of the response variable y and the vector of auxiliary variables x associated with the ith unit and s is the set of sampled units. Let π i = P (i ∈ s) be the inclusion probabilities and d i = 1/π i be the basic design weights. The pseudo empirical likelihood function, first defined in Chen and Sitter (1999) and then modified in Wu and Rao (2006) , is given by
whered i (s) = d i / i∈s d i are the normalized design weights and p = (p 1 , · · · , p n ) ′ is the discrete probability measure over the set of sampled units. If the design weights d i are all equal, then l ns (p) reduces to the usual empirical likelihood i∈s log(p i ). Moreover, (1) may be regarded as the Hajék estimator of (n/N)
log(p i ) is the "census" empirical likelihood when the finite population is regarded as a random sample from an infinite superpopulation. Maximizing l ns (p) subject to p i > 0 and i∈s p i = 1 givesp i =d i (s). The maximum PEL estimator for the population meanȲ = N −1 N i=1 y i is given byŶ P EL = i∈sp i y i = i∈sd i (s)y i , which is the Hajék estimator ofȲ .
For PEL ratio confidence intervals onȲ , we consider the general case where the population meanX = N −1 N i=1 x i is known and needs to be incorporated into inferences. Letp i , i ∈ s be the maximizer of l ns (p) subject to
Letp i (θ) be the maximizer of l ns (p) subject to (2), (3) and an additional constraint induced by the parameter of interestȲ :
for a fixed θ. Let r ns (θ) = −2{l ns (p(θ)) − l ns (p)} be the PEL ratio function. It is shown by Wu and Rao (2006) that, under suitable regularity conditions, the adjusted PEL ratio function r [a] ns (θ) = r ns (θ)/deff GR converges in distribution to a χ 2 random variable with one degree of freedom when θ =Ȳ . The design effect deff GR is calculated based on a generalized regression (GR) estimator and requires in general the second order inclusion probabilities π ij = P (i, j ∈ s); see Wu and Rao (2006) . Let {(y hi , x hi ), i ∈ s h , h = 1, · · · , H} be a stratified probability sample, where (y hi , x hi ) is the value of (y, x) associated with the ith unit in stratum h, s h is the set of sampled units selected from stratum h with fixed stratum sample size n h , and H is the total number of strata in the population. Let n = H h=1 n h be the overall sample size. Let d hi be the stratum design weights andd hi (s h ) = d hi / i∈s h d hi be the normalized stratum design weights. The PEL function under stratified sampling is defined as
where W h = N h /N, N h is the hth stratum population size, N = H h=1 N h is the overall population size, and
′ is the probability measure over the stratum sample s h . The PEL ratio function r st (θ) for the overall population mean
y hi is the population mean for stratum h, is similarly defined as for the non-stratified case, with l ns (p) replaced by l st (p 1 , · · · , p H ), and the constraints (2), (3) and (4) respectively replaced by (6), (7) and (8) below:
The adjusted PEL ratio function r [a] st (θ) = r st (θ)/deff GR(st) is asymptotically distributed as χ 2 1 when θ =Ȳ . The design effect deff GR(st) is computed based on a combined generalized regression estimator using the stratified sample. Computational details can be found in Wu and Rao (2006) .
The profile PEL ratio confidence intervals onȲ at (1 − α)-level can be constructed as
where χ 2 1 (α) is the upper α quantile of the χ 2 distribution with one degree of freedom, and r
[a] (θ) is the adjusted PEL ratio function based on either the non-stratified or the stratified sample. In a recent unpublished technical report, Wu and Rao (2009) proposed an alternative PEL ratio (1 − α)-level confidence interval onȲ using a bootstrap calibration method. The interval is given by
where r(θ) is the un-adjusted PEL ratio function and b * α is the approximate upper α-quantile of the sampling distribution of r(θ) at θ =Ȳ , which can be obtained through the bootstrap method. The interval (10) has asymptotically correct coverage probability at the 1 − α level under single stage unequal probability sampling designs with negligible sampling fractions.
There are three major computational tasks associated with the PEL methods. For non-stratified sampling, one needs to solve a nonlinear system for the Lagrange multiplier. An efficient algorithm was developed by Chen et al. (2002) to serve that purpose. For stratified sampling, the constrained maximization problem can be solved using the same algorithm after a simple reformulation of the problem (Wu, 2004) . For both non-stratified and stratified sampling designs, the PEL ratio confidence intervals require profile analysis. The lower and upper bounds of the interval can be found through an efficient bi-section search algorithm (Wu, 2005) . Several related R functions for computing the PEL ratio confidence intervals are also available in Wu (2005) .
Pseudo Empirical Likelihood Inference for Multiple Frame Surveys
In this section we present pseudo empirical likelihood methods for multiple frame surveys. The approach based on the post-stratified sample, presented in Section 3.1, is restricted to dual frame surveys. Generalization to multiple (more than two) frame surveys is straightforward but is heavy and cumbersome in notation. The approach also requires complete frame membership information and correct partition of samples into domains defined by multiple frames. In Section 3.2 we present a multiplicitybased PEL approach which not only requires less detailed frame membership information but also involves no additional difficulty or notational complexity in dealing with general multiple frame surveys.
It should be noted that PEL methods for single frame samples described in Section 2 can be directly applied to multiple frame surveys if we are able to pool all multiple frame samples into a single combined sample. This requires identifying and removing all duplicated units and also calculating inclusion probabilities from the induced sampling design for the pooled sample. The approach is less attractive than the two general PEL methods presented below and this idea is not popular among survey practitioners.
Inference for dual frame surveys based on the post-stratified sample
We first describe the basic setting for dual frame surveys, following the classical notation of Hartley (1962) ; see also Skinner and Rao (1996) and Rao (2000, 2004) . Let A and B denote two sampling frames. Both frames can be incomplete but it is assumed that together they cover the entire finite population, U. Let A be the set of population units in frame A and B be the set of population units in frame B. The population of interest, U, may be divided into three mutually exclusive domains a = A∩B c , b = A c ∩B and ab = A∩B such that U = A∪B = a∪b∪ab. Note that A c and B c denote complement sets of A and B. Let N, N A , N B , N a , N b and N ab be the number of population units in U, A, B, a, b and ab, respectively. It follows that
The sample of size n A taken from frame A is denoted by S A and the frame A first order inclusion probabilities are denoted by π Ai = P (i ∈ S A ); S B , π Bi and n B are similarly defined for the sample from frame B. The two samples S A and S B are independent. LetȲ ,Ȳ a ,Ȳ b andȲ ab respectively denote the population means of the response variable y for U, a, b and ab. It follows that
The main objective is to make inference aboutȲ using the dual frame samples S A and S B as well as auxiliary population information that is available. We first consider cases where domain population sizes N a , N b and N ab are known. One such case is that frame A is complete (say, an area list frame) and frame B is not complete (say, a telephone frame), and both N A and N B are known. In this case N ab = N B , N a = N A − N B and N b = 0. Frame A sample S A can be post-stratified as S A = S a ∪ S ab over the two domains a and ab, where S a = a ∩ S A and S ab = S A ∩ (ab). Similarly, frame B sample S B can be post-stratified as S B = S b ∪ S ba over the two domains b and ab, where S b = b ∩ S B and S ba = S B ∩ (ab). Note that both S ab and S ba are from the common domain ab, but S ab is part of the frame A sample and S ba is part of the frame B sample. This differs from the notation S ′ ab and S ′′ ab used by Hartley and other authors.
If no auxiliary information is involved at the estimation stage and if the goal is to obtain a point estimator ofȲ , the problem essentially reduces to estimating the domain meanȲ ab using two independent samples S ab and S ba , plus an estimate ofȲ a using S a and an estimate ofȲ b using S b . The final estimator ofȲ can then be obtained using (1). The PEL approach we propose here will simultaneously achieve four major goals: (i) obtain a point estimator ofȲ ; (ii) incorporate frame-specific and/or other types of auxiliary population information; (iii) construct confidence intervals onȲ with or without auxiliary information; and (iv) overcome computational complexities.
Although S ab and S ba should be viewed as two independent samples from the same domain ab, it is strategically more convenient to create a duplicated domain ba = B∩A, which is identical to ab = A ∩ B, and to view S ab as a sample from ab and S ba a sample from ba. We can then rewriteȲ as an overall population mean over four strata, i.e.,
The dual-frame samples S A and S B are combined into a single "post-stratified sample" (S a , S ab , S ba , S b ), with "post-stratum sample sizes" (n a , n ab , n ba , n b ). Note that n A = n a + n ab and n B = n b + n ba . Following the stratified formulation described in Section 2, we define the PEL function for dual-frame samples as
The four sets of probability mea-
′ correspond to the post-stratified samples S a , S ab , S ba and S b , respectively. The PEL function l D (p a , p ab , p ba , p b ) may be regarded as the Hajék estimator of (n D /N){ i∈a log(p ai ) + (1/2) i∈ab log(p abi ) + (1/2) i∈ba log(p bai ) + i∈b log(p bi )}, where the term in the curved brackets is a "census" empirical log-likelihood when the finite populations A and B are regarded as independent random samples from overlapping superpopulations.
There are two types of constraints used for PEL-based inferences: the set of normalization constraints and the set of constraints induced by the parameters of interest and/or the known auxiliary population information. The set of normalization constraints under the current formulation is specified as
The second set of constraints consists of those induced by the response variable, y, and those by the auxiliary variables. First, estimators of the common meanȲ ab over domain ab using either S ab or S ba need to be the same. Let y Ai be observed in S A and y Bj be measured in S B , both for y. We require that i∈S ab
Suppose thatX A is the vector of known frame A population means of auxiliary variables x A . This frame-specific information can be incorporated through the constraint
IfX B specific to frame B is also available, a similar set of constraints can be imposed. A key technical argument used here for both asymptotic development and computational procedures is to reformulate all involved constraints in the form of (7) under stratified sampling. For this purpose, we re-write (3) and (4) as
where X A = N AX A is the frame A population total. Suppose that, in addition to frame-specific information, the overall population meanX of x is known and the x i are observed on both samples S A and S B . This information can be utilized through the constraint
The maximum PEL estimator ofȲ based on this post-stratified formulation is computed asŶ (5), (6) and (7). We now consider the PEL ratio confidence intervals onȲ . Letp a (θ),p ab (θ),p ba (θ) andp b (θ) be the maximizer of l D (p a , p ab , p ba , p b ) under the constrains (2), (5), (6), (7) and the following additional constraint induced by the common parameter of interest Y :
for a fixed θ. The PEL ratio statistic is given by
Let deff P be the design effect associated with a combined generalized regression estimator under the post-stratified samples for the dual frame surveys. Details on how to calculate deff P are given in Appendix A2. The following result follows from Theorem 3 of Wu and Rao (2006) on the PEL ratio statistic under stratified sampling.
Theorem 1.
Under regularity conditions C1-C3 specified in Appendix A1, the adjusted PEL ratio statistic r D (θ) = r D (θ)/deff P converges in distribution to a χ 2 random variable with one degree of freedom when θ =Ȳ .
There are two major issues related to the implementation of C a in practice. The first issue is that the interval requires an adjustment factor based on the design effect. It is shown in Appendix A2 that calculation of the design effect deff P involves variance estimation for two post-stratified estimators and hence requires second order inclusion probabilities. For single-stage unequal probability sampling designs with small sampling fractions in both frames, the design effect can be bypassed through a bootstrap calibration method; see Section 3.3 for further discussion on the bootstrap method. The second issue is that the population size N ab of the overlapping domain ab is often unknown, and an estimate of N ab is typically required. Skinner and Rao (1996) suggested a pseudo maximum likelihood (PML) estimator of N ab , denoted bŷ N ab, P M L , which is the smaller root of the quadratic equation px 2 − qx + r = 0, where
in the definition of the PEL function and the maximum PEL estimatorŶ P given by (8). The impact of usingN ab, P M L in place of N ab on the PEL ratio confidence intervals as well as finite sample performances of the bootstrap calibration method are examined in Section 4 through simulation studies.
A single-frame multiplicity-based approach to multiple frame surveys
In this section we present a single-frame multiplicity-based PEL approach to inferences from multiple frame surveys. The method requires less information on frame membership details and is generally applicable to Q-frame (Q ≥ 2) survey samples.
Suppose that there are Q frames, denoted by A 1 , · · · , A Q , Q ≥ 2. These frames make a partition of the overall population into possibly 2 Q − 1 non-overlapping domains. All existing approaches, including the PEL method presented in Section 3.1, require that the domain membership can be correctly identified for all sampled units. Such information, however, is not always available. A partial membership information, termed multiplicity which is the number of frames a particular unit belongs to, can often be obtained with some minor effort during the data collection process (Mecatti, 2007) .
Let S 1 , · · · , S Q be Q independent samples drawn respectively from the Q frames. Let {(y qi , x qi ), i ∈ S q }, q = 1, · · · , Q be the Q-frame survey samples, where y qi is the common response variable attached to unit i on frame A q and x qi is a vector of auxiliary variables which are not necessarily common across different frames. Let d qi = 1/π qi be the design weights associated with frame A q , where π qi = P (i ∈ S q ) are the first order inclusion probabilities for S q . Let A q be the set of all units in frame A q and U = {1, 2, · · · , N} be the complete set of units for the overall finite population of size N. Any frame-specific unit (qi) corresponds to a unique j ∈ U. The key concept here is the so-called multiplicity m qi , defined as the number of frames unit i in frame A q belongs to. For dual frame surveys, m qi = 1 if i ∈ a or i ∈ b and m qi = 2 if i ∈ ab. This information is less demanding than the specific domain membership and may be obtained without much difficulty. It is straightforward to show that Q q=1 i∈Aq
A design-unbiased estimator of the population total Y is given bŷ
The above approach is equivalent to pooling together the Q frames into a single frame which keeps all duplicated units and replacing y qi by y qi /m qi . This amounts to letting the value of response variable, y qi , be shared by the m qi frames to which unit qi belongs. The idea of variable sharing was first used by Rao (1968) to handle a single frame with an unknown amount of duplication. An unbiased estimator of the overall population size N is given byN M = Q q=1 i∈Sq d qi /m qi and the Hajék estimator of the population mean is given byŶ H =Ŷ M /N M . The single frame variable sharing estimator Y M , given in (9), can also be viewed from a different angle. If we re-write the estimator asŶ
then it is the so-called weight sharing estimator (Lavallee, 2007) . The basic design weight d qi attached to unit i in frame A q is shared by the same unit on all m qi different frames.
We define the single-frame multiplicity-based PEL function for the Q-frame survey samples as
where n M = Q q=1 n q , and n q is the size of sample S q from frame
is the set of probability measure attached to sample S q , q = 1, · · · , Q. Ignoring the mul-
In the absence of auxiliary population information, max-
The maximum PEL estimator ofȲ , computed asŶ M = Q q=1 i∈Sqp qi y qi , is identical to the Hajék estimatorŶ H =Ŷ M /N M . Letp qi (θ) be the maximizer of l M (p 1 , · · · , p Q ) under the constraint (11) and Q q=1 i∈Sq
for a fixed θ. The multiplicity-based PEL ratio function for the population meanȲ is defined as
Let deff M be the design effect associated withŶ H ; see Appendix A3 for details. We have the following result (Theorem 2) concerning the asymptotic distribution of r M (θ). Let C1 * and C2 * be regularity conditions similar to C1 and C2 given in Appendix A1 but extended from dual frames to multiple frames.
Theorem 2. Under regularity conditions C1
* and C2 * , the adjusted PEL ratio statistic r Proof of Theorem 2 is similar to that of Theorem 1 in Wu and Rao (2006) on single frame surveys and is omitted. If the vector of the overall population meanX of common auxiliary variables x is known and x qi is observed in all samples S q , q = 1, · · · , Q, this information can be conveniently used through the constraint Q q=1 i∈Sq
A result similar to Theorem 2 can be established when constraint (13) is included in calculating bothp qi andp qi (θ). The design effect in this case is denoted as deff GR(M ) and is related to a generalized regression estimator ofȲ . If auxiliary information specific to a particular frame population is available, it can be incorporated into inference as well. But in this case the frame-specific membership information is also required. Let Z t be the population total of z for frame A t , with full observations {z ti , i ∈ S t } over the frame A t sample data. In order to use Z t as part of constraint (13), we require that values of the z variable be observed on other frame samples for all units which belong to frame A t . For the frame A q (q = t) sample S q and i ∈ S q , we assume that z qi is observed if the ith unit on frame A q is also a unit on frame A t ; we let z qi = 0 if the ith unit on frame A q is not a unit on frame A t . Then z qi can be used as part of x qi in (13), withZ = Z t /N as part ofX.
Bootstrap calibrated PEL ratio confidence intervals
Construction of PEL ratio confidence intervals based on Theorems 1 and 2 requires consistent estimation of the design effect, which involves variance estimation, as detailed in the Appendix. The problem, however, can be alleviated through a bootstrap calibration method. Wu and Rao (2009) described bootstrap procedures for the PEL method involving single-frame surveys, and the procedure for stratified sampling is directly applicable to multiple frame surveys under the post-stratified formulation presented in Section 3.1.
For the single-frame multiplicity-based PEL approach to multiple frame surveys, the bootstrap procedure of Wu and Rao (2009) for non-stratified sampling designs can be applied under some minor modifications. First, both the design weights d qi and the multiplicity m qi need to be treated as part of the qth frame sample data. Bootstrap samples selected from the qth frame sample are in the form of
q }, where S * q is a set of n q units selected from S q using simple random sampling with replacement. Secondly, the bootstrap version of the PEL function specified in (10) is given by
Bootstrap versions of the constraints (12) and (13) can be similarly defined as
and
A bootstrap calibrated PEL ratio confidence interval onȲ is constructed as C * u = {θ | r M (θ) < b * α }, where b * α is the upper αth quantile of the un-adjusted PEL ratio statistic r M (θ) at θ =Ȳ obtained through the bootstrap method.
The above bootstrap calibration method bypasses the need for calculating the design effects and hence avoids variance estimation. The method is valid for single-stage unequal probability sampling designs with small sampling fractions. When a multistage clustering sampling design is used for any of the sampling frames, bootstrap procedures are not readily available and require further research.
Simulation Studies
We conducted a limited simulation study to examine finite sample performances of the proposed PEL methods for multiple frame surveys. Both point estimators and confidence intervals were considered. In particular, we considered single-stage unequal probability sampling designs and included the bootstrap calibrated PEL ratio confidence intervals as part of the study.
We first considered dual frame surveys using a synthetic finite population created from Statistics Canada's 2000 Family Expenditure Survey in the province of Ontario. The original data set contains 2396 sampled households with measures on y: total expenditure, x 1 : total income, x 2 : number of people in the household, x 3 : number of children (less than fifteen years old), and several other variables. We created the frame A population by including all households with at least one child. This frame may be viewed as the list of households on government's child tax benefit program. We chose the frame B population which consists of households with no more than three people. The resulting population sizes for the two frames are N A = 1007 and N B = 1724, and the overall population size is N = 2248. The three domain sizes are N a = 524, N b = 1241 and N ab = 483.
Samples from frame A were selected by the Rao-Sampford PPS sampling method (Rao, 1965; Sampford, 1967) , with inclusion probabilities proportional to the household's total income (x 1 ). Samples from frame B were taken by simple random sampling without replacement. Our focus is on estimating the population meanȲ = N −1 N i=1 y i of household's total expenditure, y. The population correlation coefficient between the response variable y and the design variable x 1 is 0.8. The PPS sampling design used here is highly efficient in estimatingȲ , and the design effect over simple random sampling is bigger than 3. This is a common scenario for dual frame surveys where the two sampling designs are often very different.
Among existing estimators for dual frame surveys, the optimal pseudo maximum likelihood (P ML) estimatorŶ P M L proposed by Skinner and Rao (1996) is the most competitive one. It has the same asymptotic efficiency as the estimator of Fuller and Burmeister (1972) but is applicable to surveys with complex designs. We included this estimator in the simulation for the purpose of comparison.
For each simulated dual frame sample (S A , S B ) of size (n A , n B ), we computed five point estimators ofȲ : (1) P ML(N ab ): the optimal pseudo maximum likelihood estimator, assuming the domain population size N ab is known; (2) P ML(N ab ): the optimal pseudo maximum likelihood estimator, using the estimated domain sizeN ab given by Skinner and Rao (1996) ; (3) P EL(N ab ): the maximum pseudo empirical likelihood (PEL) estimator based on the post-stratified formulation given in Section 3.1, assuming N ab is known; (4) P EL(N ab ): the PEL estimator given in Section 3.1, with N ab replaced byN ab ; (5) P EL(M): the PEL estimator under the multiplicity-based formulation given in Section 3.2. Note that N ab is not required for P EL(M).
Frame A sample sizes were chosen as n A = 50 and 100, corresponding to frame A sampling fractions of 5% and 10%; frame B sample sizes were chosen at three levels at n B = 50, 100 and 150, with sampling fractions ranging approximately from 3% to 9%. Simulated relative bias (RB%) and mean squared error (MSE) for the five estimators and several combinations of the sample sizes (n A , n B ) are presented in Table 1 , based on 1000 repeated simulation runs. Table 1 shows that all five estimators are virtually unbiased, with the largest absolute relative bias equal to 0.6%. For a given sample size (n A , n B ), MSE's of the five estimators are also very close to each other. There are, however, two interesting observations: (i) For the pseudo maximum likelihood (PML) estimator and the pseudo empirical likelihood (PEL) estimator using post-stratified samples, using the known N ab or the estimatedN ab does not seem to make a difference in estimatingȲ ; (ii) Multiplicity-based PEL estimator, which does not require information on domain population sizes, has the best overall performance among the five estimators, although the differences are small. We now turn to the construction of confidence intervals onȲ . For each simulated dual frame sample of size (n A , n B ), we computed five confidence intervals: (1) P ML(N ab ), NA: the interval based on normal approximations (NA) using the pseudo maximum likelihood estimator and its estimated variance (Skinner and Rao, 1996 , Section 6); (2) P EL(N ab ), χ 2 : the PEL ratio confidence interval based on the asymptotic χ 2 distribution of the adjusted PEL ratio function under the post-stratified formulation (Theorem 1 of Section 3.1); (3) P EL(N ab ), BT : the PEL ratio confidence interval based on bootstrap (BT ) calibration to the un-adjusted PEL ratio function under the post-stratified formulation; (4) P EL(M), χ 2 : the multiplicity-based PEL ratio confidence interval using the asymptotic χ 2 distribution of the adjusted PEL ratio function (Theorem 2 of Section 3.2); (5) P EL(M), BT : the multiplicity-based PEL ratio confidence interval using bootstrap calibration to the un-adjusted PEL ratio function. The estimated domain population sizeN ab is used for the first three intervals. Table 2 reports the simulated coverage probability (CP), left (L) and right (R) tail error rates and average length (AL) of the 95% confidence intervals onȲ based on 1000 repeated simulation runs. For the bootstrap calibration method, 1000 bootstrap samples were used for each simulated dual frame sample. Table 2 shows several noticeable patterns: (i) All five intervals have coverage probabilities close to the nominal value, with the normal theory interval based on the pseudo maximum likelihood estimator over-shooting the target coverage rate for a few cases; (ii) PEL ratio confidence intervals under the post-stratified formulation have average length similar to the normal theory interval and coverage probabilities are close to 95% for all cases considered; (iii) Multiplicity-based PEL ratio confidence intervals are generally shorter, in some cases 
, where I(·) is the indicator function, however, perform quite differently under dual frame sampling designs. The multiplicity-based PEL interval performs uniformly better than the interval based on normal approximation, especially when t is in the tail region of the population quantiles. Simulation results, not included here to save space, are similar to those reported in Table 4 under three-frame designs. The PEL interval based on the post-stratified sample, on the other hand, is not computable when either {I(y i ≤ t), i ∈ S ab } or {I(y i ≤ t), i ∈ S ba } are all zeros or all ones. There is a non-trivial probability that this could happen when t is in the tail region and sample sizes are not large.
We now report simulation results based on a three-frame sampling design for the same synthetic population. In addition to the two frames A and B, a third frame C was taken as the complete list of all N = 2248 households in the population. Stratified simple random sampling was used for frame C, where the population was stratified into low (x 1 ≤ 30000), middle (30000 < x 1 < 60000) and high (x 1 ≥ 60000) income households. To limit the number of combinations of the three frame sample sizes, equal sample size allocation was used for the stratified sampling. The sampling designs for frames A and B remained the same as in the previous study.
In the first part of the study on the three frames design, we examined two multiplicitybased PEL estimators of the population meanȲ : the Hajek estimatorŶ H =Ŷ M /N M whereŶ M is given by (9) without using any auxiliary population information and the estimator under the constraint (13) over household's total income x 1 , assuming the population meanX 1 is known. Simulated relative biases of the two estimators, not included here, are less than 0.1% for all cases considered.
For each simulated three-frame sample of size (n A , n B , n C ), we computed five 95% confidence intervals onȲ : (1) M 1 (NA): the normal approximation interval based on Y H and its estimated variance; (2) M 1 (χ 2 ): the PEL ratio interval based on Theorem 2 without using any auxiliary population information; (3) M 1 (BT ): the interval similar to M 1 (χ 2 ) but using the bootstrap calibration method; (4) M 2 (χ 2 ): the PEL ratio interval under the additional constraint (13) over x 1 ; (5) M 2 (BT ): the bootstrap version of M 2 (χ 2 ). Results based on 1000 repeated simulation runs are reported in Table 3 . All five intervals have coverage probabilities close to the nominal value, and the PEL intervals using auxiliary population information are significantly shorter than the intervals without the additional constraint. Bootstrap calibrated PEL ratio confidence intervals have average length and coverage probability comparable to the intervals based on χ 2 approximations but have the advantage of not involving variance estimation under single-stage unequal probability sampling designs.
In the second part of the study on the three frames design, we examined confidence intervals on the population distribution function
. Note that proportions of population units with certain characteristics of interest are special cases of the distribution function. Calculation of point estimators and confidence in- tervals on F N (t) at fixed t amounts to replacing y i by I(y i ≤ t) and then following the methods for the population mean. We compared the performances of three confidence intervals on F N (t): (1) interval based on normal approximation (NA) to the Hajék estimator; (2) PEL ratio interval based on the χ 2 approximation (P EL(χ 2 )); (3) PEL ratio interval using the bootstrap method (P EL(BT )). No auxiliary population information is involved. Table 4 reports simulated results on the three confidence intervals on F N (t) with the value of t fixed at five population quantiles. In addition to coverage probabilities (CP), lower (L) and upper (U) tail error rates and average length (AL), Table 4 also includes average lower bound (LB) and average upper bound (UB) of the intervals. Sample sizes are taken as n A = 50, n B = 50 and n C = 60, with the same sampling designs used for Table 3 .
There are two striking observations from Table 4 . First, when the values of t are in the middle range of the population quantiles (i.e., t = t 0.25 , t 0.50 and t 0.75 ), all three confidence intervals perform similarly and perform well. This is similar to the observation from Table 3 for the population mean. Second, when t is in the tail region of the population quantiles (i.e., t = t 0.05 and t 0.95 ), PEL ratio intervals clearly outperform normal approximation intervals in terms of coverage probabilities and balanced tail error rates with almost identical average length. For instance, the interval P EL(χ 2 ) for F N (t) at t = t 0.05 has coverage probability of 95.4% compared to 92.8% from the NA interval. The upper and lower tail error rates for the P EL(χ 2 ) interval are 1.8% and 2.8%, compared to 6.3% and 0.9% from the NA interval. PEL intervals also have larger average lower confidence bound on F N (t) when t is a small population quantile and smaller average upper confidence bound when t is a large population quantile. PEL intervals and NA intervals have virtually identical average length. The bootstrap cal-ibrated PEL interval perform well except for t = t 0.05 where the coverage probability is low.
Concluding Remarks
Multiple frame surveys pose several challenges for statistical analysis. Obtaining accurate information on domain membership is the first challenge in practice; Estimating the unknown domain population sizes under complex sampling designs is another problem. In addition, incorporating various auxiliary population information into inferential procedures is also difficult. Variance estimation and confidence intervals are even harder to handle with multiple frame surveys under general unequal probability sampling designs.
The proposed PEL approach to multiple frame surveys under a post-stratified formulation follows the traditional route in this area. It is easy to implement for dual frame surveys but difficult to extend to three or more frames due to the requirement on domain membership as well as notational complexities. The proposed multiplicitybased PEL approach, on the other hand, is extremely promising. It is very easy to implement for surveys involving three or more frames, requires less detailed frame membership information, does not require knowledge on domain population sizes, and yet is flexible in using auxiliary population information that is available. Multiple frame surveys are often used to obtain more reliable estimates for population total counts or proportions of rare items, such as people with certain rare disease or illegal status. This is the scenario where our proposed PEL ratio confidence intervals have a clear advantage over the customarily normal approximation based intervals, as demonstrated in the simulation study on estimating the population distribution function F N (t) with t in the tail region of the population quantiles. The PEL approach also has the potential to deal with other types of inferential problems such as testing of statistical hypothesis or regression analysis using survey data. The required information on multiplicity m qi is also insensitive to domain misclassifications, as shown in the simulation results reported by Mecatti (2007) .
The bootstrap calibrated PEL ratio confidence intervals given in Section 3.3 is applicable for single stage unequal probability sampling designs with small sampling fractions. Antal and Tillé (2009) have proposed a new bootstrap method for single frame surveys that works well when sampling fractions are not small. We plan to study PEL intervals for the case of large sampling fractions by adapting their method to multiple frame surveys.
Pseudo empirical likelihood approach to inference for complex surveys has gained increased attention of survey researchers. An overview of the major theoretical developments as well as computational algorithms for single frame surveys can be found in the recent book chapter by Rao and Wu (2009) . The pseudo PEL methods presented in this paper for multiple frame surveys will add a new dimension to the existing literature on the subject. ). Following a standard linearization argument to the two ratio-type Hajek estimators i∈Sad ai (S a )z i and i∈S abd abi (S ab )z i , we have A(z) = W aZa + W abZab + 1
whereZ a andZ ab are the domain population means,z i = z i −Z a if i ∈ S a andz i = (z i −Z ab )/2 if i ∈ S ab . This gives V {A(z)} . = N −2 V ( i∈S A d Aizi ) and standard variance formula for the Horvitz-Thompson estimator can be applied here. Similar arguments can also be applied to V {B(z)}. The design effect is given by deff P = [V {A(r)} + V {B(r)}] / S 2 r /n D , where r i = (y i −Ȳ ) − (B * ) ′ (x * i −X * ), B * is the population regression coefficients between y i and x * i , and the vector x * i includes variables appeared in constraints (5), (6) and (7), plus three indicator variables for domains a, ab and b. The term S 2 r is the overall population variance corresponding to the r-variable. The above defined design effect is an unknown population quantity but can be estimated using plug-in estimators for V {A(r)}, V {B(r)} and S Variance estimator forŶ H is derived as follows:
whereỹ qi = (y qi −Ȳ )/m qi . Standard variance estimators for the Horvitz-Thompson estimator can be applied to the shared variableỹ qi , withȲ replaced byŶ H and N replaced byN M at the final step.
