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A strong law of large numbers for linear combinations of order statistics is 
proved under integrability conditions only. Together with some straightforward 
extensions, the theorem generalizes previous results of Wellner, Helmers and 
Sen. 
1. Introduction. Let U1, U2 , • • • be random variables defined on a single 
probability space (~, te, P) and suppose that U" U2, • • • are independent and 
identically distributed (i.i.d.) according to the uniform distribution on (0, 1). For 
N = 1,2, ... ' ul :N < u2:N < . .. < UN :N denote the ordered u" .. . 'UN. Intro-
duce Lebesgue measurable functions JN: (0, 1) ~ IR, N = 1, 2, · · ·, a Borel mea-
surable function g: (0, 1) ~ 1R and define gN: (0, 1) ~ !R, N = 1, 2, · · · , by 
(1.1) gN(t) = g(U[Nt)+! :N), 
where [x] denotes the integer part of x. We adopt the convention that when 
integration is with respect to Lebesgue measure A on (0, 1), we shall write ff for 
ffd;\. The range of integration will be (0, 1) unless explicitly indicated otherwise. 
For 1 < p < oo, LP is the Lebesgue space of measurable functions j: (0, I)~ 1R 
with finite norm ilfiiP = {fifiPYIP for 1 <p < oo and llflloo = ess supifl for 
p = 00. 
The purpose of this note is to show that under integrability assumptions on JN 
andg, 
(1.2) MN = fJN(gN- g) = "i/(_lg(lf; ,N)f//!',)/NJN- fJNg 
converges to zero for N ~ oo with probability I (w.p. 1). If, moreover, JN converges 
in an appropriate sense to a function J which shares the integrability properties of 
JN, we prove that 
(1.3) 
also converges to zero w.p. 1. 
If JN(t) = cN,i for (i- 1)/N < t < i/N, i = 1, · · · ,N, and g = hoF- 1 for a 
probability distribution function (df) F on 1R and a Borel measurable function 
h: 1R ~ IR, then the joint distribution of fJNgN, N = I, 2, · · · , is that of 
N- 1":icN,;h(X; ,N),N = 1,2,· · ·, where the X; ,N are order statistics of a sequence 
of i.i.d. random variables with common df F. We are ther.efore concerned with the 
almost sure convergence of suitably standardized linear combinations of a function 
of order statistics. 
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Previous results in this direction may be found in Wellner (1977), Helmers (1977) 
and Sen (1978). Wellner restricts attention to the case where JN(t) = cN,i for 
(i - 1) IN < t ..;; i IN, i = 1, · · · , N, and assumes that g is left continuous and of 
bounded variation on closed subintervals of (0, 1). He proves that MN ~ 0 w.p. 1 if 
numbers b1, b2 and C, as well as 8 > 0 exist such that, for all N and t E (0, 1), 
where dIg I denotes integration with respect to the total variation measure induced 
by g. He shows that MN ~ 0 w.p. 1 under the additional assumption that JN 
converges to J pointwise. 
It is clear that Wellner's result will cover most cases that one is likely to come 
across in practice, the main flaw being that it just fails to contain the strong law for 
the sample mean, i.e., the case where JN = 1 and g E L 1• This gap is closed in 
Helmers (1977) where it is shown that MN~ 0 w.p. 1 for eN;= J(ii(N + 1)), J 
piecewise continuous and bounded and g = F- 1 E L 1• ' 
For b1, b2 E [0, 1), Wellner's conditions (1.4) and (1.5) imply integrability of g 
and JN and for this case a mathematically more satisfactory result was obtained in 
Sen (1978, Theorem 4.1). Sen also takes JN(t) =eN,; for (i- l)IN < t < iiN, 
i = 1, · · · , N, and assumes that JN converges pointwise to J, but now J is required 
to be continuous and of bounded variation on closed subintervals of (0, 1). This 
switching of the smoothness condition from g (Wellner) to J (Helmers and Sen) is 
quite common in problems concerning linear functions of order statistics, where 
one can use both kinds of smoothness almost interchangeably. The improvement, 
however, is that instead of (1.4)-(1.6), Sen requires that g E L!l and supN II JN liP< 
oo for somep,q E (1, oo) withp- 1 + q- 1 = 1, to prove that MN~o w.p. 1. Note 
that JN~J pointwise and supNIIJNIIP< oo imply J E LP by Fatou's lemma and 
together with g E Lq this ensures that Sen's assumption that Jg E L 1 is automati-
cally satisfied. Apparently unaware of Wellner (1977), Sen also proves another 
result (Theorem 4.2) which is strictly contained in Wellner's. 
The present note constitutes an attempt to provide a mathematically cleaner 
version of the above results. Roughly speaking we shall show that all smoothness 
conditions on g and J, including (1.6), are superfluous and that the pointwise 
convergence of JN can be relaxed. We do not assume. that JN is a step function. 
2. A strong law. Let g: (0, 1) ~ IR be Borel measurable and let gN be defined 
by ( 1.1 ). We begin by proving · 
LEMMA 2.1. With probability 1, gN converges to g in Lebesgue measure, i.e., 
limN--->ooi\{t:lgN(t)- g(t)l ;;;. 8} = 0 for every 8 > 0. 
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PROOF. Choose e > 0. By Lusin's theorem there exists a Borel set B c (0, 1) 
and a continuous function g: (0, 1) ~ IR such that A.( B) < e and g = g on (0, 1) n 
Be. Define gN(t) = g(U(NtJ+I:N) and BN = {t:U(NtJ+I:N E B}, so that gN = gN on 
(0, 1) n Bf... Since A.( B N) = P N( B), where P N denotes the empirical distribution of 
U1, ···,UN, it follows from the strong law that lim supNA.(BN) < e w.p. 1. In view 
of the Glivenko-Cantelli theorem and the continuity of g, this implies that w.p. 1 
we have for every 8 > 0 
limNsupA.{t:lgN(t)- g(t)l ~ 8} < A.(B) + limNsupA.(BN) 
+ limNsupA.{t:lgN(t)- g(t)l ~ 8} < 2e. 
Since e > 0 is arbitrary the lemma is proved. 
THEOREM 2.1. Let 1 < p < oo, p- 1 + q- 1 = 1, and suppose that JN E LP for 
N = 1, 2, · · · and g E Lq. If either 
(i) 1 < p < oo and supN II J N II P < oo, or 
(ii) p = 1 and { JN: N = 1, 2, · · · } is uniformly integrable, 
then limN ..... ooMN = 0 with probability 1. 
PROOF. Suppose first that 1 < p < oo , so q < oo; w.p. 1, gN~ gin Lebesgue 
measure and flgNiq= N- 1~lg(u;)lq~flglq by the strong law. By Vitali's theo-
rem this implies that f I gN - g I q ~ 0, and Holder's inequality yields I M N I < 
IIJNIIpllgN-gllq~ow.p.l. 
Suppose now that p = 1, so q = oo. Because of the uniform integrability of JN 
and Lemma 2.1, we have w.p. 1 
limNsup IMNI < 8limNsup IIJNIIt + 21!glloo limNsupf{lg.-gJ>.S}IJNI 
= 8limNsup IIJNIIt 
for every 8 > 0. Since supN II JN 11 1 < oo, the proof is complete. 
For JN E LP, N = 1, 2, · · ·, consider the type of convergence to J E LP defined 
by limN ..... oofJNf = fJf for every f E Lq. For 1 < p < oo this is weak convergence 
in LP and for p = oo it is weak* convergence in L00 • Necessary and sufficient 
conditions for a set { JN, N = 1, 2, · · · } c LP to be sequentially relatively compact 
in the topology of this convergence are precisely conditions (i) and (ii) in Theorem 
2.1 (for 1 < p < oo see Dunford and Schwartz (1958), IV.8.4 and IV.8.11; for 
p = oo see Banach (1932), page 131, for the sufficiency of (i); the necessity is easy). 
To ensure that JN converges to J E LP in the above sense one only has to add to 
conditions (i) and (ii) the further assumption that f/,JN~ f/,J for every t E (0, 1) 
(see Dunford and Schwartz (1958), IV. 13.23, 25, 27, and Banach (1932), page 
135-136). Under this additional assumption we may therefore replace fJNg by fJg 
in Theorem 2.1 to obtain 
CoROLLARY 2.1. Suppose that the conditions of Theorem 2.1 are satisfied and that 
there exists a function J E LP such that limN ..... oof6JN = f/,J for every t E (0, 1). Then 
limN--+ooMN = 0 with probability 1. 
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Note that the remarks preceding Corollary 2.1 also imply that the conditions on 
J N and J in the corollary are necessary as well as sufficient to ensure that M N ~ 0 
w.p. 1 for every g E Lq. 
3. Variations on a theme. Theorem 2.1 and its corollary clearly contain 
Wellner's result for 0 < b 1 = b2 < 1 as well as those of Helmers and Sen (cf. 
Section 1). In this section we extend our results to cover the other cases discussed 
by Wellner, which enlarges the range of applications considerably. Though these 
extensions are straightforward, the conditions inevitably become more cumbersome 
to state. 
For different b 1 and b2 in [0, 1), (1.4) and (1.5) allow a different balance between 
the rates of growth of g and J N near 0 and 1. Correspondingly, we shall show that 
in Theorem 2.1 and Corollary 2.1 one may allow different values of p and q on 
different subintervals of (0, 1), provided these subintervals overlap; the existence of 
such overlapping subintervals is easily seen to be equivalent to the assumptions of 
Theorem 3.1. The indicator function of a set A is denoted by x(A) or x(A,.). 
THEOREM 3.1. Let 0 = t0 < t 1 < · · · < tk = 1 and e > 0. For j = 1, · · ·, k, let 
1 < pj < oo, pj- 1 + qj- 1 = 1 and define intervals Aj = (tj_ 1, tj) and Bj = (tj_ 1 - e, 
tj +e) n (0, 1). Suppose that, for j = 1, ... ' k, JNx(Aj) E LPJ for N = 1, 2, ... ' 
gx(Bj) E Lq1 and either 
(i) 1 <pj < oo and supNiiJNx(Aj)IIP1 < oo, or 
(ii) pj = 1 and { JNx(A): N = 1, 2, · · · } is uniformly integrable. 
Then lim N--+oo M N = 0 with probability 1. If, moreover, there exists a function J with 
Jx(Aj) E LP1 for}_= 1, · · · , k, such that limN ..... oofJJN = f~J for every t E (0, 1), 
then also lim N--+oo M N = 0 with probability 1. 
PROOF. Consider an index} with 1 <pj < oo, so qj < oo. Choose 8 E (O,e] and 
define c; = (tj_ 1 - 8, tj + 8) n (0, 1). The Glivenko-Cantelli theorem and the strong 
law ensure that w.p. 1 
limNsup fA)gNiq1 < limNsup ~~lg(lf;)iq1X( c;, U;) = fc)glq1 < oo. 
Since 8 E (O,e] is arbitrary, this implies that figNiq1x(Aj) ~ figlq1x(Aj) w.p. 1 by 
Fatou's lemma. Arguing as in the proof of Theorem 2.1, we conclude that 
fJN(gN- g)x(Aj) ~ 0 w.p. 1. 
For an index j with pj = 1 and qj = oo, the Glivenko-Cantelli theorem ensures 
that lim supNIIgNx(A)IIoo < llgx(Bj)lloo < oo w.p. 1, and again copying the proof 
of Theorem 2.1, we find that fJN(gN-g)x(Aj)~O w.p. 1. This proves the 
first statement of the theorem. The second statement is obvious because 
the assumptions of the theorem imply that fJNgx(Aj) ~ fJgx(A) for j = 
1,· .. ' k. 
A second extension of our re.sults concerns, e.g., the case where near a point 
t~ E [0, 1], lgl (or IJNI) grows faster than (uniform) integrability would allow, but 
where the effect of this is cancelled by the fact that JN (or g) tends to zero at t0 at 
an appropriate rate. Since we are concerned with the product of JN at the point t 
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and gat the point u1NtJ+l:N• this cancellation will work best if we can pin down 
the order statistics near t0 quite close to their expected values. This means that the 
best results are to be obtained for t0 = 0 and/or 1, which corresponds to (1.4) and 
(1.5) for the case where one or both of the b; are outside the interval [0, 1). As this is 
also the most common situation in applications, we shall restrict the few remarks 
we make to this case. The reader can easily formulate a similar result for arbitrary 
t0 for himself. 
Take any 8 > 0 and define intervals KN,; for i = l, · · · , [(N + 1)/2], N = 
1,2,· .. ' by 




KN,; = N log i(N- i + 1) ' 
i ( 4N2 )] (1 + 8) N log log i(N _ i + 1) n (0, 1). 
For P - almost every w E n, there exists N( w) such that for N ;a. N( w) and 
i = 1, · · ·, [(N + 1)/2] we have U;,N E KN,;· This follows easily from Theorems 2 
and 3 in Shorack and Wellner (1978) together with Bernstein's inequality for 
binomial tails. For N = 1, 2, · · · , define gN: (0, 1) ~ [0, oo] by 
gN(t) sup{lg(s)l: s E KN,[NtJ+I} fort E (o, t), 
sup{ ig(1 - s )I : s E KN,N-[NtJ} fort E [ ~, 1 ). 
Then, w.p. 1, lgNI < gN on (0, 1) for sufficiently large N. 
For 11 E (0, ~ ), let D., denote the interval ( 17, 1 - 11 ). The following result is now 
an immediate consequence of Theorem 3.1. 
THEOREM 3.2. Suppose that, for every 11 E (0, f), gx(D.,), JNx(D.,) and Jx(D.,) 
satisfy the conditions on g, JN and J in Theorem 3.1. If also 
lim.,_olimNsupfD~iJNI(iN + lgl) = lim.,-ofD~iJgi = 0, 
then the conclusions of Theorem 3.1 continue to hold. 
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