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Resumen del proyecto
El siguiente proyecto se titula ’Asignacio´n de recursos a nivel f´ısico para
entornos multi-cell ’ y con e´l se pretende optimizar los recursos de un sistema
multicelular. El sistema se presenta con un nu´mero determinado de ce´lulas que
tienen una estacio´n base cada una y quieren establecer una comunicacio´n con
alguno de los usuarios que se encuentran dentro de la cobertura de la misma
ce´lula. A su vez todas las ce´lulas trabajan con la misma frecuencia de manera
que el nivel de interferencia que aparece en la comunicacio´n, provocado por los
usuarios vecinos, podr´ıa llegar a ser realmente elevado. De esta manera se busca
una forma efectiva de asignar recursos con tal de disminuir la interferencia y
poder recibir la sen˜al u´til con una velocidad de transmisio´n elevada.
En todo momento se pretende maximizar la funcio´n de la velocidad de trans-
misio´n de los datos que van desde la estacio´n base al usuario asignado. En la
maximizacio´n de la funcio´n de coste intervienen distintos para´metros a consider-
ar como las pe´rdidas del canal, las interferencias de las ce´lulas vecinas, el ruido,
el shadowing y la potencia de transmisio´n de las estaciones base.
Primeramente se gestiona la asignacio´n de potencias de las estaciones base con
tal de limitar el nivel de interferencia y garantizar una velocidad de transmisio´n
lo suficientemente elevada. La asignacio´n de las potencias se hace a partir de la
maximizacio´n de la funcio´n de la velocidad de transmisio´n que cuando se tra-
baja con sistemas mayores de dos ce´lulas resulta ser no convexa. De este modo
se plantean algoritmos de resolucio´n con tal de llegar a obtener una solucio´n del
problema de maximizacio´n o´ptima o casi o´ptima. Finalmente tambie´n se puede
reducir el nivel de la interferencia gestionando la asignacio´n de usuarios a los
recursos del sistema. As´ı pues se introduce el concepto de schedulers.
Se ve pues que el objetivo del proyecto es en todo momento obtener una
comunicacio´n con una velocidad de transmisio´n elevada y un nivel de inter-
ferencias bajo proponiendo soluciones que no sean computacionalmente muy
dif´ıciles de llevar a la pra´ctica y que aporten buenos resultados, haciendo un
buen manejo de los recursos que se disponen.
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Cap´ıtulo 1
Introduccio´n
1.1. Motivacio´n
La constante evolucio´n de la tecnolog´ıa mo´vil hace que se lleven a cabo es-
tudios que se centran en mejorar la calidad de las comunicaciones (QoS). En
este proyecto se trabaja con un sistema multicelular en donde cada ce´lula tiene
una estacio´n base y un nu´mero finito de usuarios, igual a cada ce´lula. Las esta-
ciones base tienen una u´nica antena transmisora y los usuarios una receptora.
Se trabaja con una u´nica frecuencia portadora lo cual provoca que el nivel de
interferencia causado por las ce´lulas vecinas sea bastante elevado. Por lo tan-
to la motivacio´n del proyecto es reducir este nivel de interferencia mediante la
gestio´n de la asignacio´n de los recursos del sistema aumentando as´ı la eficiencia
espectral.
La reduccio´n del nivel de interferencia a trave´s de la gestio´n adecuada de los
recursos causa a su vez un aumento de la velocidad de transmisio´n de los datos
por el canal de bajada. Se entiende como canal de bajada el que va de la estacio´n
base al usuario asignado.
La reduccio´n de todo tipo de interferencias se lleva estudiando desde hace bas-
tantes an˜os. Es as´ı que en GSM y CDMA ya se hablan de te´cnicas que permiten
atenuar el efecto de e´stas.
Este campo de trabajo es una fuente creciente de estudio ya que las comunica-
ciones mo´viles esta´n en constante expansio´n. Por lo tanto es preciso una buena
gestio´n y manejo de los recursos del sistema, a la hora de asignarlos a los usuar-
ios, para que se les pueda ofrecer a todos ellos un QoS aceptable.
1.2. Objetivos
En general este proyecto pretende optimizar los recursos de un sistema mul-
ticelular. Ma´s concretamente se quiere:
Gestionar de una manera eficiente la asignacio´n de los usuarios del sis-
tema con tal de maximizar la funcio´n de la velocidad de transmisio´n y
reducir a su vez el nivel de interferencia causado por las ce´lulas vecinas.
Esta asignacio´n de usuarios se designan como scheduling. Se estudian tres
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schedulers distintos para determinar cua´l presenta mejores resultados, en
cuanto a velocidad de transmisio´n, dependiendo del sistema con el que se
trabaje. De todos modos tambie´n se contempla la complejidad a la hora
de implementar el scheduler.
Gestionar la asignacio´n de potencias de transmisio´n de las estaciones base
que transmiten a una misma frecuencia. Por lo tanto se habla de plani-
ficacio´n y control de potencia. Con la maximizacio´n de la funcio´n de la
velocidad de transmisio´n surgen problemas en cuanto a la convergencia
de manera que se tienen que usar algoritmos determinados para resolver
el problema y poder obtener la asignacio´n de potencias que maximiza la
funcio´n de coste. Cabe destacar que alguno de estos algoritmos no llega a
converger a la solucio´n o´ptima.
Hacer una asignacio´n de usuarios y potencia hace que se obtengan mejores resul-
tados en cuanto a la velocidad de transmisio´n. En el caso de este trabajo como
se esta´n simulando escenarios con ce´lulas y usuarios limitados el uso de ambos
parece que va a beneficiar y hara´ que se obtengan velocidades de transmisio´n
del sistema ma´s elevadas.
1.3. Estructura y contenido de los cap´ıtulos
Este proyecto se ha dividido en 5 cap´ıtulos. El primero contiene la moti-
vacio´n, objetivos y estructura del proyecto. En el segundo cap´ıtulo se explica
detalladamente el estado del arte de los sistemas celulares, sistemas GSM, CD-
MA y finalmente se habla de estudios actuales que tratan algoritmos centraliza-
dos y distribuidos. En el tercer cap´ıtulo se describe el canal de transmisio´n, el
modelado de las interferencias, el escenario, se define el problema a maximizar
y se plantean schedulers para la asignacio´n de usuarios y algoritmos para la
asignacio´n de potencias. El cap´ıtulo cuarto consta de diferentes simulaciones
que ayudan a extraer distintas conclusiones. Y finalmente el u´ltimo cap´ıtulo
contiene las conclusiones finales del proyecto y el trabajo futuro.
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Cap´ıtulo 2
Estado del arte
El siguiente cap´ıtulo empieza con una breve introduccio´n a los sistemas celu-
lares wireless. Seguidamente se habla de las estructuras de acceso ba´sicas que
se apoyan en los sistemas celulares, tales como GSM y CDMA. De este modo se
analizan los problemas que presentan las te´cnicas de acceso al medio y el mode-
laje de las interferencias, ayudando a plantear el modelo de sistema. Finalmente
aparece una introduccio´n a las familias de algoritmos para gestionar los recursos
del sistema.
2.1. Redes wireless (Redes celulares)
Las redes wireless [22] existen des de hace cientos de an˜os, concretamente
des de la presentacio´n de la telegraf´ıa wireless por Marconi, en 1897. Cuando
se habla de redes wireless, en comunicaciones, se refiere a que las conexiones
entre nodos se llevan a cabo sin ningu´n tipo de cableado. Estas redes se aplican
normalmente para transmitir datos a distancia y este trabajo se centra en los
sistemas celulares [7] y [9] en donde los diferentes terminales mo´viles se comu-
nican con la estacio´n base de la ce´lula en la que se encuentran mediante redes
wireless.
Hay diferentes tipos de redes wireless que reciben distintos nombres dependi-
endo del alcance que tengan. Las PAN inala´mbricas, las LAN, las MAN y las
WAN. Las primeras, las PAN, son redes inala´mbricas de a´rea personal de inter-
conexio´n de dispositivos dentro de un a´rea relativamente pequen˜a, por lo gener-
al al alcance de una persona. Por ejemplo, Bluetooth (esta´ndar IEEE 802.15.3)
proporciona una WPAN para la interconexio´n de un auricular a un ordenador
porta´til. Las redes LAN tienen una extensio´n limitada f´ısicamente a un edificio
o a un entorno de 200 metros, o con repetidores podr´ıa llegar a la distancia de
un campo de 1 kilo´metro. Su aplicacio´n ma´s extendida es la interconexio´n de
ordenadores personales y estaciones de trabajo. Es una Wireless LAN la tec-
nolog´ıa IEEE 802.11, conocida como WI-FI.
Por lo que respeta a las redes MAN la cobertura se extiende llegando a abarcar
a´reas metropolitanas enteras. Dentro de esta categor´ıa se encuentran las redes
WIMAX fijas basadas en el esta´ndar IEEE 802.16.
Seguidamente esta´n las redes Wireless WAN que cubren un a´rea mucho ma´s
grande y se pueden usar como un sistema de acceso pu´blico a internet. Dentro
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de este grupo esta´n las redes WIMAX mo´viles basadas en el esta´ndar IEEE
802.20, GSM y CDMA. Las redes GSM constan de tres sistemas: el sistema de
conexio´n, la estacio´n base y el sistema de operacio´n y soporte.
Figura 2.1: Redes Wireless
Las redes wireless han tenido un impacto significante en la sociedad actual
desde su aparicio´n. Los mo´viles, los servicios de emergencias entre otros forman
parte de estos inmensos sistemas wireless.
La evolucio´n de la tecnolog´ıa celular ha ido creciendo desde finales del 1950, todo
y que el primer sistema comercial no aparecio´ hasta finales del 1970 principios
del 1980. Existen tres generaciones de sistemas celulares, la primera generacio´n,
la segunda y la tercera. En la primera generacio´n los servicios de voz se basaban
en te´cnicas analo´gicas de transmisio´n. La segunda generacio´n de los sistemas
mo´viles surgio´ hacia el 1990 a causa de la incompatibilidad de varios sistemas.
La Comisio´n Europea propuso una armonizacio´n del sistema empezando la era
de la digitalizacio´n donde se empezaron a usar te´cnicas de muestreo y filtrado.
Dentro de este grupo se encuentran los sistemas CDMA y GSM. Finalmente se
habla de la tercera generacio´n de los sistemas celulares que fueron desarrollados
con el propo´sito de ofrecer una alta velocidad de los datos y conectividad multi-
media a los usuarios. De este modo la ITU (International Telecommunications
Union) definio´ los sistemas 3G, que soportan datos de alta velocidad (144kbps
a ma´s de 2Mbps). Dentro de este u´ltimo grupo se encuentra UMTS(Universal
Mobile Telecommunications System) y CDMA2000(Code Division Multiple Ac-
cess 2000).
La comunicacio´n wireless en los sistemas celulares es muy distinta de la de sis-
temas como la tele y la radio. Para empezar los usuarios so´lo esta´n interesados
en los mensajes destinados a ellos. Y por u´ltimo en los sistemas celulares hay
dos maneras de comunicarse, es decir existe una canal de bajada que va desde
la estacio´n base al usuario, y un canal de subida que va desde el usuario a la
estacio´n base. Por lo tanto esta´ permitido un feedback que vaya del receptor al
transmisor.
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Un sistema celular consiste en un nu´mero fijo de estaciones base, una para cada
ce´lula. La cobertura total del a´rea es dividida en ce´lulas o celdas mientras que
los mo´viles se comunican con la estacio´n base ma´s cercana.
Figura 2.2: Sistema celular
Por lo que hace referencia a la capa de acceso y presentacio´n del modelo OSI
1 hay dos te´rminos que se han de tener en cuenta. Uno es el acceso mu´ltiple
y el otro el manejo de la interferencia. En referencia al primer para´metro, no
se tiene en cuenta en este proyecto ya que se trabaja con una u´nica frecuencia.
Las estaciones base de las distintas ce´lulas transmiten a un u´nico usuario a la
misma frecuencia. De manera que al estar transmitiendo simulta´neamente a la
misma frecuencia el nivel de interferencia podr´ıa llegar a ser muy elevado siendo
necesario un buen manejo de la interferencia usando te´cnicas que permitan re-
ducirla. Se busca reducir esta interferencia para tener una SINR elevada y por
consiguiente una velocidad de transmisio´n tambie´n alta.
A la hora de disen˜ar sistemas celulares [5] se han de tener en cuenta los sigu-
ientes puntos:
1.Reduccio´n de la interferencia co-canal(CIRF ): La separacio´n mı´nima en-
tre dos ce´lulas cocanal, Ds, esta´ basada en el factor de reduccio´n de la interfer-
encia co-canal (q).
q =
Ds
R
(2.1)
Este apartado es muy importante en este proyecto ya que como todas las
ce´lulas trabajan con la misma frecuencia el nivel de interferencia co-canal es
muy elevado.
2.Handoffs Si un usuario esta´ hablando dentro de una ce´lula tiene asignado
1Modelo OSI es es un marco de referencia para la definicio´n de arquitecturas de inter-
conexio´n de sistemas de comunicaciones creado por la Organizacio´n Internacional para la
Estandarizacio´n
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una frecuencia de canal, si cambia a otra ce´lula se le asigna una nueva frecuen-
cia sin que se interrumpa la llamada i ni tan siquiera se de´ cuenta de ello.
3. Asignacio´n y manejo de frecuencias Esta´ basado en la distancia mı´nima Ds
y en el nu´mero de ce´lulas k.
K =
(Ds
R
)2
3
=
q2
3
(2.2)
Los canales asignados se dividen en K y se tienen k conjuntos de frecuencias.
Cada celda opera con su grupo de frecuencias que ha de asignar a los distintos
usuarios. Normalmente se suele trabajar con microce´lulas y picoce´lulas ya que
para una Ds pequen˜a se puede usar ma´s frecuentemente una misma frecuencia.
En el caso de este proyecto cada estacio´n base transmite a un so´lo usuario, de
manera que todas las ce´lulas trabajan a la misma frecuencia ocupando todo el
ancho de banda disponible, sin ser necesario esta asignacio´n y manejo de fre-
cuencias.
El tipo de ce´lulas que se representan en este proyecto son hexagonales. Ya que si
se pretende cubrir una determinada zona con c´ırculos se produce solapamiento
entre ellos, lo cual es poco eficiente desde el punto de vista de uso del espectro
pues en la zona de solapamiento se atender´ıa a los usuarios con ma´s frecuencia
de lo necesario. Es por eso que en los modelos de planificacio´n las coberturas de
estaciones base se idealizan mediante pol´ıgonos regulares que cubran el plano
sin superposicio´n. De los pol´ıgonos regulares el hexa´gono tiene la propiedad de
que, para un radio de cobertura R dado (distancia de centro a ve´rtice), es la
figura de mayor superficie, y por tanto, es la que permite cubrir un a´rea dada
con el menor nu´mero de estaciones. Esto le convierte en la forma geome´trica
que se usa generalmente para representar las celdas.
2.2. Introduccio´n a GSM
GSM [2],[3] (Sistema Global para comunicaciones mo´viles) es un esta´ndar
celular de segunda generacio´n desarrollado para proveer servicios de voz y datos
usando una modulacio´n digital.
En 1982, el principal cuerpo de gobernacio´n de los operadores europeos de
comunicaciones, conocido como CEPT ( Confe´rence Europe´ene des Postes et
Te´le´communications), crearon el comite´ Groupe Spe´cial Mobile(GSM) con las
tareas de especificar un sistema paneuropeo radio celular que operase en la ban-
da de 900Hz. El esta´ndar tendr´ıa que soportar roaming 2 internacional y se
preven´ıa que causar´ıa un crecimiento de la industria de telecomunicaciones Eu-
ropea. Es decir el sistema deber´ıa permitir la libre circulacio´n de los abonados en
Europa significando as´ı que si un abonado de una determinada red nacional via-
jase a otros pa´ıses habr´ıa de tener acceso a todos los servicios. La propia estacio´n
GSM deber´ıa permitir a este usuario llamar y ser llamado do´nde quiera que se
encontrase dentro de la cobertura internacional.
Actualmente el te´rmino GSM todav´ıa se usa para describir el sistema, pero ha
2Roaming es un concepto utilizado en comunicaciones inala´mbricas que esta´ relacionado
con la capacidad de un dispositivo de moverse de una zona de cobertura a otra.
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sido renombrado como ’the Global system for Mobile Communications’.
2.2.1. Arquitectura de red GSM
La arquitectura de red GSM esta´ compuesta por estaciones mo´viles (MS
Mobile station), subsistemas de las estaciones base (BSS Base Station Subsys-
tem) y el centro de conmutacio´n de los servicios mo´viles (MSC Mobile service
switching Centre).
Figura 2.3: Arquitectura de red GSM
Un abonado al sistema usa una estacio´n base (MS) para realizar y recibir lla-
madas a trave´s de la red GSM. La MS se compone de dos entidades funcionales,
el mo´dulo del abonado (SIM Subscriber Identity Module), que consiste en una
tarjeta inteligente que contiene informacio´n espec´ıfica de un abonado en partic-
ular, y el equipamiento mo´vil (ME Mobile Equipment) que es esencialmente el
terminal mo´vil sin la SIM.
El ME es subdividido en tres bloques funcionales. El primero es el equipamiento
del terminal (TE Termina Equipment), que realiza funciones pertenecientes a
un servicio en particular sin desempen˜ar ninguna funcio´n espec´ıfica de GSM.
El segundo bloque funcional es la terminacio´n mo´vil (MT Mobile Termination)
que trata todas las funciones relacionadas con la transmisio´n de informacio´n en
la interfaz radio GSM. Finalmente el tercer bloque funcional es el adaptador
del terminal (TA Terminal Adapter) que se usa para asegurar la compatibilidad
entre el MT y el TA. La SIM es una tarjeta inteligente del taman˜o de una tarjeta
de cre´dito o a veces ma´s pequen˜a que puede usar un abonado para personalizar
un ME. Tiene una zona de memoria no vola´til3 que se usa para guardar infor-
macio´n espec´ıfica de un abonado en particular e incluye el nu´mero internacional
3 Memoria no vola´til es esa que su contenido no se pierde si no hay energ´ıa
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de identidad de abonado mo´vil (IMSI International Mobile Subscriber Identity
number). Este nu´mero se usa para identificar cada abonado a la red GSM de
manera individual, y consiste en no ma´s de 15 d´ıgitos decimales.
Por lo que respeta al subsistema de la estacio´n base (BSS), un MS se comunica
con una estacio´n base transceptora4 BTS (Base Transceiver Station) v´ıa inter-
faz radio. Las BTSs se usan para formar las celdas de cobertura en GSM y su
posicio´n determina la capacidad y cobertura de la red. El manejo de la interfaz
radio es gestionado por un controlador de la estacio´n base (BSC Base station
Controller. Las funciones de gestio´n incluyen la asignacio´n de canales radio a
las MSs en las distintas llamadas, determinar cua´ndo se requiere un handover5,
identificar una BTS adecuada y controlar la potencia de transmisio´n de la MS
para asegurar que es suficiente para servir a su BTS.
Para el caso de este proyecto este esquema de arquitectura de red ayuda a
plantear el sistema. Siguiendo las mismas pautas, en el proyecto, se conserva la
primera parte de la figura Fig. 2.3. Prescindiendo de las MSCs (Conmutacio´n
de los servicios mo´viles) que aparecen en la figura Fig.2.3 el sistema del proyec-
to esta´ formado por terminales mo´viles (MS) y estaciones base en cada ce´lula
(BSS).
2.2.2. Me´todos de acceso al medio
Existen tres esquemas de mu´ltiple acceso: TDMA (Time Multiple Access),
FDMA (frequency divisio´n Multiple Access) i CDMA (Code Division Multiple
Access).
Figura 2.4: FDMA-TDMA-CDMA
En teor´ıa no importa co´mo se divida el espectro si en tiempo, frecuencias o
co´digos, la capacidad tendr´ıa que ser la misma. Ahora en la pra´ctica cuando se
habla de sistemas celulares se ha demostrado que uno es mejor que los otros.
Cabe considerar que beneficios aporta el hecho de trabajar con CDMA en lugar
de hacerlo con otras te´cnicas de acceso mu´ltiple al medio, todo y que en GSM
se utiliza FDMA y TDMA.
En la multiplexacio´n TDMA el recurso que se comparte es el tiempo. Cada
usuario se asocia a un slot temporal en el que transmite, es decir se establece
4 Se llaman estaciones base transceptoras esas que tienen la funcio´n tanto de transmisor
como receptor
5Se llama handover al proceso en donde un MS renuncia a su conexio´n con una BTS
mientras establece una nueva conexio´n con otra BTS asegura´ndose que la llamada existente
se mantiene.
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una relacio´n entre el slot de tiempo y el canal de comunicacio´n. En cambio en
FDMA se divide el espectro en subbandas para asignar cada una a un canal que
tendra´ relacionada una subportadora. Por u´ltimo CDMA asigna co´digos ortog-
onales a cada canal de manera que se utiliza todo el ancho de banda disponible.
CDMA es un sistema celular de banda ancha y en este proyecto al estar tra-
bajando con una u´nica antena transmisora y receptora tambie´n se caracteriza
como un sistema de banda ancha. Es decir un usuario ocupa todo el espectro
teniendo as´ı una u´nica portadora.
Si se usa CDMA, y la ortogonalidad de los co´digos es perfecta, por el hecho de
estar utilizando un sistema de banda ancha con una portadora, se elimina la
interferencia intracelular y se reduce elfading multicamino6. Pero en la realidad
el canal hace perder la ortogonalidad de los co´digos. A diferencia de FDMA y
TDMA si se accede al medio utilizando CDMA el nivel de interferencia de las
ce´lulas vecinas es elevado y por lo tanto cualquier reduccio´n de e´ste provoca un
aumento del la velocidad de transmisio´n. Por otro lado cuando se usan te´cnicas
de acceso al medio compartido como FDMA y TDMA, al estar trabajando con
banda estrecha, se tiene que minimizar la interferencia intracelular separando
los canales, que se asignan a los distintos usuarios, lo ma´ximo posible en fre-
cuencia. Pero por otro lado la interferencia de las ce´lulas vecinas (interferencia
co-canal) es mı´nima. En este proyecto se hace un reuso de frecuencias7 total ya
que los usuarios trabajan con una u´nica portadora ocupando todo el ancho de
banda. Aspecto que es distinto que en el caso de GSM en donde al usar te´cnicas
como FDMA y TDMA se divide el canal en subcanales causando, por un lado
un uso ineficiente del ancho de banda disponible que se mide con el factor de
reuso de las frecuencias. Y por otro lado la complejidad de la planificacio´n de
frecuencias puede llegar a ser muy alta.
2.2.3. Control de potencia en GSM
El sistema GSM emplea control de potencia para asegurar que el MS i la BTS
transmiten con suficiente potencia para mantener una comunicacio´n aceptable,
reduciendo interferencia de las ce´lulas vecinas y mejorando la eficiencia espec-
tral. El algoritmo de control de potencia se basa en las medidas de la sen˜al
hechas en el canal de subida (uplink) que se toman en las BTS.
2.2.4. Taman˜os redes GSM
Existen diferentes taman˜os de ce´lulas en una red GSM -Macro, Mini, Mi-
cro, Pico y ce´lulas paraguas. El a´rea de cobertura de cada celda var´ıa segu´n
el entorno de aplicacio´n. Las macro ce´lulas son aquellas en que la antena de
la estacio´n base esta´ instalada en un ma´stil o en un edificio tienen un radio
de cobertura de 1,5 a 20Km y su aplicacio´n fundamental es en carreteras y
entornos rurales. Las miniceldas tienen radios de cobertura de 0,7 a 1,5Km y
su aplicacio´n fundamental es en a´reas urbanas. Las micro ce´lulas se utilizan
6Se llamafading a la atenuacio´n de la sen˜al debida a su propagacio´n y a la configuracio´n
del terreno
7Mediante un reuso de frecuencias se permite a un mismo canal ser usado simulta´neamente
en mu´ltiples transmisores mientras estos este´n los suficientemente separados para evitar in-
terferencias.
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normalmente para cubrir zonas determinadas de ciudades con elevada densidad
de tra´fico y penetracio´n en interiores de edificios. Las picoceldas tienen radios
de cobertura de 3 a 200m, usadas para cobertura de lugares espec´ıficos como
centros comerciales, aeropuertos y oficinas. Finalmente las ce´lulas Sombrilla o
Paraguas son celdas grandes que cubren lagunas entre otras ma´s pequen˜as.
Esta clasificacio´n refleja la historia de la evolucio´n celular desde redes con celdas
grandes de pequen˜a capacidad de tra´fico hasta otras redes formadas por micro-
celdas de elevada capacidad y cobertura en lugares de alta densidad de tra´fico.
Figura 2.5: Macro, micro y pico celdas
2.3. CDMA
Se entiende como CDMA[4](Code Division Multiple ACCESS) a la te´cnica
de acceso al medio que usa distintos co´digos para separar los diferentes usuar-
ios. La gran diferencia entre CDMA y FDMA - TDMA es que estos dos u´ltimos
requieren distintas bandas frecuenciales y diferentes franjas temporales (time
slots) respectivamente para ofrecer una buena separacio´n entre los canales y
evitar que las sen˜ales se solapen. Por otra parte los sistemas CDMA dependen
de las propiedades ortogonales de los co´digos CDMA para separar los distintos
usuarios o canales. La buena eleccio´n de los co´digos CDMA es clave para que el
sistema opere satisfactoriamente. Al trabajar con co´digos perfectamente ortog-
onales, en el sentido de que la correlacio´n cruzada8 entre dos co´digos cualquiera
es cero, permite que el sistema este libre de MAI9(Interferencia de Mu´ltiple Ac-
ceso) tanto en la transmisio´n uplink como downlink. Pero esto nunca pasa en la
realidad ya que el canal destruye la ortogonalidad de los co´digos.
El primer esta´ndar de comunicaciones celular basado en CDMA fue desarrol-
lado por una empresa de tecnolog´ıas wireless, Qualcomm, en el 1990. De hecho
la primera red CDMA comercial fue lanzada en 1995 y proporcionaba 10 veces
8El te´rmino correlacio´n cruzada es una medida de la similitud entre dos sen˜ales para
distintos desplazamiento de tiempo
9MAI es un tipo de interferencia causada por mu´ltiples usuarios que esta´n usando la misma
frecuencia en el mismo tiempo.
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ma´s capacidad que las redes GSM o otras redes basadas en otros tipos de acceso
al medio como TDMA. Desde entonces los sistemas mo´viles celulares basados en
CDMA han sido de las tecnolog´ıas wireless que han crecido ma´s ya que adema´s
de ofrecer una mayor capacidad tambie´n aportan mejor calidad de voz, mayor
cobertura y ma´s seguridad entre otros beneficios.
2.3.1. Tecnolog´ıas CDMA
Existen tres tipos distintos de tecnolog´ıa CDMA. Direct Sequence (DS) CD-
MA, Frequency Hopping (FH) CDMA y Time Hopping (TH) CDMA.
En DS-CDMA cada usuario usa un co´digo para pasar la informacio´n de canal
directamente haciendo una multiplicacio´n, y por lo tanto es el esquema ma´s
simple de CDMA. Por lo que respeta a los sistemas FH-CDMA utilizan un
oscilador multitono para generar mu´ltiples frecuencias portadoras discretas de
manera que cada usuario en el sistema elige un patro´n de salto de frecuencia
(frecuency hopping) entre aquellas portadoras que gobiernan una determinada
secuencia. Es decir haciendo frecuency hopping se pretende ir cambiando de
frecuencia para que se tengan ma´s posibilidades de no coger siempre una zona
donde el canal tiene muchas pe´rdidas. Dependiendo de la velocidad de salto
de frecuencia se tienen dos te´cnicas distintas: slow-hopping FH-CDMA o fast-
hoppig FH-CDMA. Finalmente el tercer tipo es el sistema TH-CDMA que no
se usa tanto como los otros dos debido a que es dif´ıcil de implementar y el hard-
ware de su transmisor es costoso ya que la velocidad de computacio´n es muy
alta.
Figura 2.6: A´rbol de la tecnolog´ıa CDMA
Por lo que respeta a los esquemas de sistemas h´ıbridos CDMA se pueden
formar con muchas combinaciones de DS, FH i TH junto con multi-portadora
(MC Multi-Carrier) y multi-tono (MT multi Tone).
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2.3.2. Interferencias en CDMA
En CDMA la interferencia vista por cualquier usuario se modela de una
manera lo ma´s parecida posible al ruido blanco Gaussiano 10 y la potencia de
la sen˜al interferente se quiere mantener a un nivel bajo. Esto se consigue:
1. Haciendo que la sen˜al recibida de cada usuario sea lo ma´s aleatoria posible
a trave´s de la modulacio´n.
2. Haciendo un control de potencia para asegurarse que la potencia recibida
de los usuarios de una misma ce´lula no supera el nivel mı´nimo que se
necesita para la demodulacio´n.
3. Haciendo un promediado de la interferencia de algunos usuarios distribui-
dos en las proximidades de la ce´lula. Este promediado hace que la inter-
ferencia se parezca a una Gaussiana y reduce el nivel de aleatoriedad de
la interferencia. Por eso en este proyecto se usa esta manera de modelarla.
4. Utilizando te´cnicas de diversidad.
Existen distintos tipos de interferencia. En el proyecto se trabaja con un es-
cenario multicelular en donde cada celda tiene su propia estacio´n base que
transmite a los usuarios que pertenecen a su a´rea de cobertura usando la mis-
ma frecuencia. Al estar tratando con un escenario multicelular y multiusuario
aparece la llamada interferencia co-canal. El problema es que cuando un usuario
se conecta a una estacio´n base recibe la sen˜al deseada enmascarada con ruido
e interferencia procedente de otras estaciones base de ce´lulas vecinas que tam-
bie´n han establecido comunicacio´n con usuarios de su regio´n de cobertura. Esta
interferencia afecta a la velocidad de transmisio´n alcanzada en la comunicacio´n
de manera negativa.
Figura 2.7: Escenario Multicelular
El modelado de la interferencia y a su vez el intento de reducirla obteniendo
una mejor capacidad en la comunicacio´n es una continua fuente de estudios.
10El ruido blanco gaussiano(AWGN) presenta una distribucio´n de Gauss y no tiene cor-
relacio´n con el tiempo.
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En los canales mo´viles tambie´n aparece la llamada interferencia inter-simbo´li-
ca (ISI) debida a la propagacio´n multicamino en los canales wireless. Y si se
esta´ trabajando con mu´ltiples portadoras tambie´n se habla de la MAI (Multiple
Access Interference), pero en el caso de este proyecto solamente hay un usuario
conectado a cada estacio´n base en una misma ce´lula por lo tanto no se tiene
en cuenta. Pero por otro lado se puede llegar a tener un nivel de interferencia
co-canal, causado por las ce´lulas vecinas, bastante elevado ya que todas las ce´lu-
las trabajan con la misma portadora. Es por eso que se intenta reducir el nivel
de esta interferencia optimizando los recursos del sistema multicelular mediante
una asignacio´n de recursos y de potencias de transmisio´n de las estaciones base.
Por lo que respeta a la ISI puede ser minimizada de muchas maneras. Un me´todo
es reducir la velocidad de s´ımbolo disminuyendo la velocidad de los datos para
cada canal (e.g. Dividiendo el ancho de banda en ma´s canales usando OFDM11).
Y otro me´todo es usar un esquema de co´digo que sea tolerante tanto para la ISI
como para CDMA.
En un sistema CDMA en el receptor se usa un receptor RAKE12 que es un re-
ceptor radio disen˜ado para combatir los efectos de la propagacio´n multicamino.
Esto se consigue usando varios ’sub-receptores’, cada uno retrasado ligeramente
para sintonizar individualmente las distintas componentes multicamino. Cada
componente es descodificada individualmente, pero en una etapa posterior son
combinadas para intentar sacar el mejor uso de las distintas caracter´ısticas de
transmisio´n de cada canal de transmisio´n, implicando una mayor relacio´n sen˜al
a ruido (SNR) en un ambiente multicamino.
Figura 2.8: Estructura de un receptor gene´rico RAKE en CDMA
Finalmente cabe resaltar que CDMA ha sido ampliamente considerada para
el canal radio mo´vil de banda ancha. En el esquema de alta tasa de trasmisio´n
11OFDM en ingle´s Orthogonal Frequency Division Multiplexing es una multiplexacio´n que
consiste en enviar un conjunto de ondas portadoras de diferentes frecuencias donde cada una
transporta informacio´n.
12 RAKE es una palabra inglesa que significa rastrillo, y se le llama as´ı a causa de su
parecido con este instrumento.
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de datos, CDMA sufre dra´sticamente de desvanecimiento selectivo en frecuen-
cia que destruye la ortogonalidad de las secuencias de co´digo identificador entre
cada usuario y que resulta en interferencia de acceso mu´ltiple (MAI) e inter-
simbo´lica (ISI) [1]. Debido a lo anterior, la te´cnica de multicanalizacio´n por
divisio´n de frecuencias ortogonales (OFDM) (o´ conocida como multiportadora),
fue propuesta en combinacio´n con CDMA para eliminar el problema antes men-
cionado, manteniendo la eficiencia de ancho de banda, mediante la utilizacio´n
de un s´ımbolo OFDM de mayor duracio´n, posiblemente con tiempo de guarda
y un espectro trasladado. De todos modos como en este proyecto no se trabaja
con mu´ltiples portadoras no se tiene que considerar el problema citado.
Estimacio´n de la interferencia
La estimacio´n de las interferencias en CDMA [6],[22] se suele hacer sumando
todas las potencias recibidas de las fuentes interferentes y junto a la potencia
del ruido son los para´metros que afectan a la sen˜al u´til. De esta manera se
puede escribir la relacio´n sen˜al a ruido interferente (SINR) recibida en el enlace
n como:
SINRn =
Gn,nPn
σ2n +
∑
i=1;i6=nGn,iPi
(2.3)
Gn,n es la ganancia en el enlace entre la estacio´n base n y un usuario n.
Mientras que Gn,i es la ganancia entre el usuario i situado en una ce´lula distin-
ta de n y la estacio´n base n. Las ganancias dependen del canal, del shadowing13
y fading. Mientras que Pn es la potencia de transmisio´n de la estacio´n base
situada en la ce´lula n y Pi la de la ce´lula i. Por u´ltimo σ2n es la potencia de
ruido.
De este mismo modo en este proyecto se estima el promedio de la potencia in-
terferente ya que la potencia interferente sola es una variable aleatoria y por lo
tanto su estimacio´n resultar´ıa imposible.
Con tal de dar un sentido al beneficio que se obtiene al promediar la interfer-
encia para formular la velocidad de transmisio´n de un sistema se considera un
ejemplo de promedio del nu´mero de usuarios en el canal de subida. Por simpli-
cidad, se considera un sistema de una u´nica ce´lula con K usuarios controlados
por potencia a una estacio´n base. No se tiene interferencia co-canal. Se plantea
la relacio´n sen˜al a ruido interferente (SINR) equivalente a la relacio´n entre la
energ´ıa de bit y interferencia y ruido por chip14 ( ǫo
Io
en la literatura CDMA) y
se impone que sea mayor que un umbral determinado, al que se le llama β.
GQk∑
n6=kQn +NoW
≥ β, k = 1, . . . ,K, (2.4)
En donde G es la ganancia del sistema (G = W
R
) , No y W hacen referencia a
la potencia y ancho de banda del ruido mientras que Qk := Pkgk es la potencia
13El shadowing aparece en una comunicacio´n wireless cuando hay obsta´culos en el canal
apareciendo as´ı una desviacio´n en la atenuacio´n
14 Se llama chip en CDMA a un pulso que se multiplica con la secuencia de datos para tener
la sen˜al transmitida.
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recibida por el usuario k a la estacio´n base. De manera equivalente se formula
la siguiente expresio´n:
GQk ≥ β(
∑
n6=k
Qn +NoW ), k = 1, . . . ,K. (2.5)
Se suman todas las desigualdades, obteniendo la siguiente condicio´n necesaria
para Qk:
[G− β(K − 1)]
K∑
k=1
Qk ≥ KNoWβ (2.6)
De este modo G− β(K − 1) > 0 es una condicio´n necesaria para encontrar las
posibles potencias. Esta condicio´n tambie´n se puede escribir como:
K <
G
β
+ 1 (2.7)
En este estudio la β esta´ dada es decir se impone una calidad del servicio del
usuario marcando un umbral para la SIR. Ma´s adelante en este proyecto en el
apartado de modelado de la interferencia se desarrolla un estudio parecido a
e´ste pero para el canal de bajada y sin fijar una SIR previa.
Por otro lado si se satisface la condicio´n (2.7) las potencias,
Qk =
NoWβ
G− β(K − 1)
, k = 1, . . . ,K (2.8)
har´ıan que se cumpliesen los requerimientos de la ǫo
Io
para todos los usuarios.
Por lo tanto la condicio´n (2.7) es una condicio´n necesaria y suficiente para la
existencia de posibles potencias que soporten un requerimiento de la ǫo
Io
dado.
La ecuacio´n (2.7) causa que la funcio´n de capacidad del sistema quede limitada
por interferencia. Esto es debido a que como existe interferencia entre usuarios
hay un l´ımite de usuarios aceptados en el sistema. Observando la ecuacio´n (2.8)
se ve que la interferencia afecta del mismo modo y se aprovecha en este proyecto
para la estimacio´n de e´sta.
2.3.3. Control de potencia
El control de potencia es un problema de disen˜o en las redes wireless mod-
ernas [22]. En el caso de este proyecto el control de potencia comprende las
te´cnicas y algoritmos que se usan para manejar y ajustar la potencia transmiti-
da de las estaciones base. Se hace un control de potencia para reducir el efecto
de la interferencia co-canal y llegar a maximizar la velocidad de transmisio´n. En
general en los sistemas de comunicaciones wireless la variacio´n temporal de los
canales de transmisio´n y la interferencia co-canal son dos efectos que empeoran
la actuacio´n de la red. Ya que el ancho de banda es limitado, los canales son
reusados por distintas transmisiones. Este reuso del canal provoca un aumento
de la capacidad de la red por a´rea, pero por otro lado hace que el nivel de inter-
ferencia co-canal sea elevado. Con tal de atenuar estos efectos se usa un control
de potencia llegando a aumentar la eficiencia del sistema y a su vez la velocidad
de transmisio´n.
El objetivo de hacer un control de potencia en este proyecto es controlar la
potencia transmitida por las estaciones base para garantizar una cierta calidad
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en el canal y reducir el nivel de interferencia co-canal.
En CDMA, para alcanzar una comunicacio´n fiable, la SINR, o equivalentemente
la relacio´n de la sen˜al (energ´ıa por bit) a ruido e interferente por chip, tambie´n
llamada ǫ
No
tiene que estar por debajo de un umbral. Esto ser´ıa un control
de potencia en CDMA. Este umbral depende del co´digo espec´ıfico que se use
as´ı como de la propagacio´n multicamino del canal. Para mantener un nivel de
la SINR se necesita hacer un control de potencia. El problema del control de
potencia en el canal de subida se puede formular de la siguiente manera:
Se tiene K usuarios en total en el sistema y un nu´mero de estaciones base.
Se supone que el usuario k se asigna a la estacio´n base ck.
Pk es la potencia del usuario k.
gkm es la atenuacio´n de la sen˜al del usuario k a la estacio´n base m.
La energ´ıa por chip recibida por el usuario k a la estacio´n base m se formula con
la expresio´n Pkgkm
W
. Marcando β como el umbral de la SINR se puede escribir:
GPkgk,ck∑
n6=k Pngn,ck +NoW
≥ β, k = 1, . . . ,K. (2.9)
En donde G = W
R
es la ganancia del sistema. Adema´s debido a las restricciones
de las transmisiones mo´viles, hay un l´ımite de potencia transmitida:
Pk ≤ Pˆ , k = 1, . . . ,K. (2.10)
Estas desigualdades define unos posibles conjuntos de vectores de potencia
P := (P1, . . . , Pk)
t. Este conjunto de potencias es una funcio´n de la atenuacio´n
de los usuarios. Una propiedad del control de potencia es que cuando un usuario
reduce su potencia de transmisio´n crea menos interferencia y beneficia todos los
dema´s usuarios del sistema.
En el control de potencia de IS-9515, que usa CDMA, se habla de lazo abierto y
de lazo cerrado. En el control de potencia de lazo abierto la potencia de trans-
misio´n del mo´vil se determina midiendo la sen˜al recibida de la estacio´n base
y estimando las pe´rdidas del canal. En el canal de bajada debido al riesgo de
interferir con otros usuarios de la ce´lula y al problema near/far 16 los mo´viles
inicialmente transmiten a potencia baja. Despue´s el usuario hace distintos in-
tentos de acceder al medio incrementando gradualmente su potencia en cada
intento hasta que la estacio´n base detecte su peticio´n de acceso. Si la estacio´n
base no le oye el mo´vil ha de esperar un tiempo aleatorio antes de transmitir de
nuevo su peticio´n de acceso. Por otro lado el control de potencia de lazo cerrado
se usa cuando el usuario es admitido en el sistema y para combatir el efecto
near/far cuando el canal del usuario fluctu´a y se basa en realizar medidas de la
FER 17 para ajustar la relacio´n sen˜al a ruido (Eb
No
. Existen distintos estudios que
proponen varias maneras de realizar el control de potencias pero en todos ellos
15IS-95 es un esta´ndar de telefon´ıa mo´vil celular basado en tecnolog´ıa CDMA y tambie´n es
conocido con el nombre de cdmaOne
16El problema near/far es el que contempla que los mo´viles que esta´n ma´s cerca de las
estaciones base causan un nivel de interferencia significante a esos usuarios que esta´n ma´s
lejos.
17 FER significa tasa de trama erro´nea
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lo que se esta´ buscando es obtener ma´s eficiencia espectral. En este proyecto se
plantea hacer una asignacio´n de usuarios seguida de un control de potencia para
resolver un problema de maximizacio´n de la velocidad de transmisio´n. Algunos
de los algoritmos que se plantean para hacer la asignacio´n de usuarios surgen a
partir de los explicados para CDMA. En CDMA es muy importante hacer un
control de potencia para compensar las pe´rdidas del canal.
2.4. Algoritmos centralizados y distribuidos
Planteado un sistema wireless multiusuario con una estacio´n base en cada
ce´lula, independientemente de que la estacio´n tenga una u´nica antena o mu´lti-
ples, surge la duda de si se deber´ıa emplear una solucio´n distribuida o bien
centralizada[17] para realizar la asignacio´n de recursos. En el trabajo[1] se dis-
cuten varios esquemas para hacer una asignacio´n de potencias en un escenario
multicelular, incluyendo tanto soluciones centralizadas como distribuidas.
Los algoritmos centralizados, tal y como dice la palabra, controlan la informa-
cio´n del estado del canal (CSI)18 de manera centralizada. Es decir existe una
unidad central, como por ejemplo una RNC 19, que colecciona la informacio´n
del estado del canal (CSI) y el nivel de interferencia para cada usuario del sis-
tema. Esta unidad es la encargada de asignar los recursos a los usuarios. Por
otra parte en los algoritmos distribuidos no existe ninguna unidad externa y son
las estaciones base quienes van a realizar las tareas de asignacio´n de recursos
de manera independiente, es decir sin tener en cuenta las ce´lulas vecinas. En el
caso de usar algoritmos distribuidos se ve que no se requiere una alta comple-
jidad y sen˜alizacio´n ya que se esta´ trabajando de manera local siendo as´ı que
las estaciones base so´lo necesitan la informacio´n de los usuarios pertenecientes a
su ce´lula. Sin embargo este tipo de algoritmos suelen ser iterativos apareciendo
as´ı problemas de convergencia. Por otra parte el problema de los algoritmos
centralizados sera´ otro, y es que se necesitan una gran cantidad de sen˜alizacio´n
para poder intercambiar la informacio´n CSI y el feedback20 de la asignacio´n.
As´ı que la complejidad del algoritmo crece de manera exponencial con el in-
cremento de usuarios en la red, ya que todo el procesado de la informacio´n se
realiza por una u´nica unidad.
El algoritmo centralizado consiste en modelar el sistema multicelular como una
u´nica red con una unidad de control que tiene los para´metros de acceso de
todos los usuarios de cada ce´lula y determina a su vez que usuario establece
comunicacio´n con una de las estaciones base. El problema que tiene es que re-
quiere mucha informacio´n de feedback y dependiendo de la densidad de usuarios
del sistema puede llegar a ser muy complejo de resolver, ya que el problema a
maximizar tiene ma´s restricciones que el distribuido. Mientras que el algoritmo
distribuido es ma´s simple de resolver y necesita menos feedback pero la solucio´n
que se encuentra al maximizar la velocidad de transmisio´n esta´ ma´s lejos de la
solucio´n o´ptima. La idea en este segundo algoritmo es precisamente distribuir
la complejidad haciendo que cada ce´lula maximice su velocidad de transmisio´n
independientemente. En este proyecto hay un apartado dedicado a comparar los
18CSI Channel State Information
19RNC Radio Network Controller
20Se denota como feedback a la informacio´n de retorno
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resultados que se obtienen en cuanto a velocidad de transmisio´n, si se trabaja
con un algoritmo distribuido o bien con uno centralizado.
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Cap´ıtulo 3
Optimizacio´n en sistemas
celulares
En este cap´ıtulo se habla del modelado y de las pe´rdidas del canal da trans-
misio´n. Seguidamente se tratan las interferencias y la manera de estimarlas en-
lazando con un apartado que muestra el efecto tanto de esta interferencia como
de las pe´rdidas de canal. Se defiende la maximizacio´n de la velocidad de trans-
misio´n en lugar de minimizar la potencia. Se plantea el problema inicial que se
quiere resolver. Se pretende encontrar una asignacio´n de usuarios y de potencias
o´ptima o casi o´ptima que maximice la funcio´n de la velocidad de transmisio´n.
Se estudia el problema inicial y seguidamente se particulariza para el caso de
trabajar con escenarios de dos ce´lulas. Para realizar la asignacio´n de usuarios
se presentan tres schedulers, de los cuales so´lo los dos primeros se usan para el
caso multicelular con ma´s de dos celdas. A continuacio´n se introducen los con-
troles de potencia presentando algoritmos que se implementan en este proyecto
y otros que actualmente existen. Tambie´n se habla de algoritmos distribuidos
para reducir la complejidad del sistema cuando se trabaja con escenarios con
muchas ce´lulas. Se quiere ver si el uso combinado de una asignacio´n de usuarios
seguida de un control de potencia hace que el nivel de la interferencia de las
ce´lulas vecinas quede reducida, tal y como se buscaba des de el principio del
proyecto aumentando la velocidad de transmisio´n.
3.1. Canal de transmisio´n
El sistema de comunicaciones que se estudia se basa en un escenario celular
con dos o ma´s ce´lulas en donde en cada una de ellas se encuentra una estacio´n
base que se comunica con los distintos usuarios de cada celda. La comunicacio´n
es wireless y el trabajo se centra en el canal de bajada es decir en el tramo en que
la estacio´n base transmite al usuario mo´vil. Los usuarios son repartidos por la
ce´lula hexagonal siguiendo una distribucio´n uniforme.1 El canal de transmisio´n
tiene pe´rdidas debido a la propagacio´n multicamino. El concepto de propagacio´n
1La funcio´n de densidad de probabilidad de un funcio´n uniforme es constante entre a y b
con valor 1
b−a
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multicamino va ligado al concepto de fading2. Se tienen tres tipos distintos de
fading. Uno es debido a que la sen˜al no se recibe so´lo a trave´s del camino di-
recto sino que tambie´n se recibe una reflexio´n a causa de que las antenas de los
mo´viles esta´n cerca de tierra. El segundo, las estructuras que rodean las ante-
nas de los mo´viles generaran el fading multicamino tambie´n llamado Rayleigh
fading. Y finalmente existe un retraso temporal debido a la naturaleza disper-
siva del medio. Por lo que respeta al primer tipo de fading comentado, en un
Figura 3.1: Propagacio´n multicamino en un canal mo´vil
canal radio, la sen˜al del transmisor se refleja con otros objetos como ahora las
montan˜as, edificios, veh´ıculos u otros obsta´culos que se encuentren en el esce-
nario. Esto provoca que el receptor tenga mu´ltiples caminos de transmisio´n. La
fase relativa de las mu´ltiples sen˜ales generadas por las reflexiones pueden causar
tanto interferencia constructiva como destructiva3 al receptor. Esto se experi-
menta en distancias muy cortas y se le llama ’fast fading ’. Estas variaciones
pueden oscilar de 10 a 30dB para distancias cortas, ve´ase la figura Fig: 3.2. La
distribucio´n Rayleigh se usa para describir la variacio´n del tiempo estad´ıstico de
la potencia de la sen˜al recibida y se habla de ella ma´s adelante en este trabajo
cuando se defina el modelo de canal.
Figura 3.2: T´ıpico fading Rayleigh cuando una unidad se esta´ moviendo
2El fading es una atenuacio´n de la sen˜al debida a su propagacio´n y a la configuracio´n del
terreno que aparece cuando una estacio´n base transmite una sen˜al a un mo´vil o viceversa
3Se llama interferencia constructiva cuando dos ondas esta´n en fase y se suman, mientras
que se llama interferencia destructiva cuando dos ondas esta´n fuera de fase y se produce un
efecto de cancelacio´n
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La sen˜al radio recibida procedente de un transmisor consiste t´ıpicamente en
una sen˜al directa, ma´s reflexiones de otros objetos como edificios, montan˜as, y
otras estructuras. Las sen˜ales recibidas llegan ma´s tarde que la sen˜al directa de-
bido a que han de recorrer un camino ma´s largo. Es por eso que aparece el tercer
tipo de fading que se hab´ıa comentado, el retraso temporal, que es el tiempo
que transcurre desde que llega la sen˜al directa hasta que llega la u´ltima sen˜al
reflejada vista por el receptor. En la figura Fig.3.3 se puede ver como afecta
este retraso a la sen˜al transmitida. En un sistema digital, este retraso tempo-
ral puede causar ISI, ya que la sen˜al multicamino retrasada se puede solapar
con los siguientes s´ımbolos causando errores significantes en los sistemas que
trabajan con velocidades altas de bit, especialmente cuando se usa tecnolog´ıa
CDMA. Los efectos empiezan a ser serios cuando el retardo es mayor que el
50% de la duracio´n de bit. Por lo que hace referencia al canal de transmisio´n se
Figura 3.3: Retraso temporal causado por el efecto de la propagacio´n
modela un canal Rayleigh multicamino. El canal Rayleigh se puede representar
con dos distribuciones normales independientes de potencia 1/2. Si se expresa
la distribucio´n normal como N(µ, σ2) se tiene que el canal, formado por parte
real y parte imaginaria se expresa como:
Parte real:
Hr(i, j) ≈ N(0,
1
2
) (3.1)
Parte imaginaria:
Hi(i, j) ≈ N(0,
1
2
) (3.2)
Canal Rayleigh:
H(i, j) = Hr(i, j) + jHi(i, j) (3.3)
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El canal es distinto para cada usuario ya que e´ste cambia de valor en cada
instante.
Por lo que hace referencia a las pe´rdidas del canal, al estar trabajando con
una u´nica portadora a 1800MHz, se utiliza el modelo Hata COST (231)[19].
COST(231)Hata’s Model
Lb(i, j) = 46,3 + 33,9log
fc
MHz
− 13,82log
hBase
m
− a(hMo´vil) +
+(44,9− 6,55log
hBase
m
)log
D(i, j)
km
+ Cm (3.4)
En donde
a(hMo´vil) = (1,1log
fc
MHz
− 0,7)
hMo´vil
m
− (1,56log
fc
MHz
− 0,8) (3.5)
A su vez :
Cm = 0 (3.6)
hBase = 30m (3.7)
hMo´vil = 1m (3.8)
El para´metro D(i, j) que aparece hace referencia a la distancia que hay entre
usuario (j) y la estacio´n base (i), y se calcula como:
D(i, j) =
√
(BS(i, j)− U(1, j))2 − (BS(2, i)− U(2, j))2 (3.9)
Formando una matriz de distancias formada por tantas filas como ce´lulas haya
en el sistema (i) y tantas columnas como usuarios totales (j) se tengan.
D =


d11 d12 ............. d1j
d21 d22 ............. d2j
d31 d32 ............. d3j
. . .
. . .
di1 di2 ............. dij


(3.10)
BS y U son las matrices de las estaciones base y de los usuarios respectiva-
mente.
La posicio´n de los usuarios esta´ determinada, como se ha dicho, por unas coor-
denadas x e y al igual que las estaciones base. De manera que se puede definir
la matriz de usuarios (U) y la de estaciones base (BS) como:
U =
(
x1 x2 . . . xj
y1 y2 . . . yj
)
(3.11) BS =
(
x1 x2 . . . xi
y1 y2 . . . yi
)
(3.12)
En donde el ı´ndice (j) indica el nu´mero de usuarios total en el sistema y el
ı´ndice (i) el nu´mero de ce´lulas que hay, que es el mismo que el nu´mero de esta-
ciones base. Una vez establecidas las pe´rdidas de canal (path loss), que sirven
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para determinar la ganancia del canal, se introduce el shadowing4 (Ls(i, j)) me-
diante una distribucio´n log-normal5 de desviacio´n t´ıpica 10dB. La ganancia del
canal que une el usuario (j) con la estacio´n (i). Gi,j es el mo´dulo del canal por
las ganancias de las antenas transmisora y receptora por el shadowing y dividido
por las pe´rdidas. Es decir:
Gi,j =
mod(H(i, j))Ls(i, j)GhmovilGhbase
Lb(i, j)
(3.13)
Estas ganancias despue´s sirven para poder calcular la relacio´n sen˜al a ruido e
interferente (SINR) del sistema, y a su vez poder hallar la velocidad de trans-
misio´n. De esta manera se va construyendo una matriz de canal formada por
todas las ganancias posibles que hay en cada canal. Esta matriz (G) esta´ forma-
da por tantas filas como ce´lulas (i) haya en el sistema y tantas columnas como
nu´mero de usuarios totales (j) se tengan, quedando as´ı de la siguiente manera:
G =


G1,1 G1,2 . . . G1,j
G2,1 G2,2 . . . G2,j
G3,1 G3,2 . . . G3,j
...
...
... .
Gi,1 Gi,2 . . . Gi,j

 (3.14)
Cabe resaltar que en el sistema se tienen (j) usuarios pero que estos esta´n repar-
tidos de manera equitativa entre cada ce´lula teniendo ( j
i
) usuarios en cada una.
Las pe´rdidas que introduce el canal afectan a la potencia con que la estacio´n
base transmite, de manera que la potencia recibida es la transmitida atenuada
(PR = PT ∗ G). Si se simula un escenario de 10 ce´lulas y con dos usuarios por
ce´lula por una potencia transmitida de 15W se esta´n recibiendo potencias del
orden de 10−7.
Para´metro Valor
Nu´m.Usuarios por ce´lula 2
Potencia ruido 4,0039 ∗ 10−16 W
Nu´m.Ce´lulas 10
Potencia transmitida 15W
Nu´m.Total usuarios 20
As´ı pues la matriz de potencias recibidas de los usuarios de cada ce´lula es:
4El shadowing aparece en una comunicacio´n wireless cuando hay obsta´culos en el canal
apareciendo as´ı una desviacio´n en la atenuacio´n
5Se llama distribucio´n log-normal a la distribucio´n de probabilidad de cualquier variable
aleatoria con su logaritmo normalmente distribuido.
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

0,0231 0,0043
0,0001 0,0012
0,0000 0,0125
0,0004 0,0405
0,1450 0,0001
0,0001 0,0086
0,0002 0,0047
0,0138 0,0004
0,0422 0,0022
0,0231 0,0019


[W ] (3.15)


Pru1cell1 Pru2cell1
Pru3cell2 Pru4cell2
Pru5cell3 Pru6cell3
Pru7cell4 Pru8cell4
Pru9cell5 Pru10cell5
Pru11cell6 Pru12cell6
Pru13cell7 Pru14cell7
Pru15cell8 Pru16cell8
Pru17cell9 Pru18cel9
Pru19cell10 Pru20cell10


[W ]
(3.16)
Por lo tanto se puede observar que si la estacio´n base de la ce´lula 2 transmite
al usuario 3 situado en esta misma ce´lula con una potencia de 15W e´ste recibe
la informacio´n con una potencia de 0,0001 ∗ 10−7 que son (-80 dBm)6.
3.2. Modelado de la interferencia
Tal y como se ha comentado en apartados anteriores cuando se habla de
interferencias en CDMA, existen distintas te´cnicas para reducirlas y estimarlas.
Ya que la potencia interferente es una variable aleatoria, al igual que el fading7,
y por lo tanto es preferible centrarse en el promedio de e´sta.
En estudios como [8] y [11], se propone una estimacio´n para el promedio de la
potencia interferente cuando todas las ce´lulas activas transmiten con potencia
Pmax y el sistema esta´ limitado por interferencias. Aprovechando el razonamien-
to hecho en el apartado de interferencias en CDMA, ecuacio´n (2.8), se aproxima
el te´rmino de la interferencia en (2.3) por un promedio de la potencia de trans-
misio´n de los interferentes activos y por la ganancia interferente que se denota
como G, la cual es independiente de la localizacio´n del usuario.
N˜∑
i6=n
Gn,iPi ≈ G
N˜∑
i6=n
Pi = G(N˜ − 1)Pmax (3.17)
Donde G es independiente del usuario n y es una cierta funcio´n de las pe´rdidas
del canal. Por otro lado N˜ es el nu´mero de ce´lulas activas. Esta aproximacio´n
resulta muy interesante en redes muy densas y al igual que en el razonamiento
hecho para CDMA (2.8) las interferencias afectan del mismo modo. Pero como
en este proyecto los sistemas que se simulan no esta´n muy cargados no hace
falta usarla para calcular la velocidad de transmisio´n. De todos modos esta
aproximacio´n se va a utilizar ma´s adelante en el apartado de algoritmos de
control de potencia para crear una cota que permita delimitar que estaciones
base transmiten o cua´les esta´n apagadas al usar un algoritmo llamado ON-OFF
de control de potencia.
6Para pasar de W a dBm xW = 10log(x ∗ 10−3∗)dBm
7El fading aparece en un sistema de comunicaciones wireless a causa de la propagacio´n
multicamino y es una desviacio´n de la atenuacio´n del sen˜al
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3.3. Efecto de las pe´rdidas del canal y de las
interferencias
En esta seccio´n se discute el efecto de las pe´rdidas del canal y de los interfer-
entes en un sistema celular. La velocidad de transmisio´n de un usuario situado
en la ce´lula bajo observacio´n, n, se define como:
Rn = log2
(
1 +
PnGn,n
θ2n
)
(3.18)
Donde:
θ2n = σ
2
n +
∑
j 6=n
PjGn,j (3.19)
En la primera situacio´n se analiza el sistema en condiciones normales, es decir
sin forzar ninguna situacio´n, seguidamente se limita el sistema por las pe´rdidas
del canal forzando las interferencias a cero, y finalmente se elimina el efecto de
las pe´rdidas de canal y se representan gra´ficamente las tres situaciones.
Los para´metros de la simulacio´n son los siguientes:
Para´metro Valor
Nu´m.Realizaciones 50
Nu´m.Usuarios por ce´lula 2
Nu´m.Ce´lulas 10
Potencia ruido 4,0039 ∗ 10−16 W
En la figura Fig.3.4 se representa la funcio´n de la velocidad de transmisio´n
normalizada y promediada en funcio´n de la distancia en metros en que se en-
cuentra el usuario respecto la estacio´n base de la ce´lula observada. La velocidad
de transmisio´n se expresa en [bpcu]8
En la figura Fig.3.4 aparecen tres trazas:
1. La de la velocidad de transmisio´n (rate , en la figura Fig.3.4) en donde
R¯n = E[Rn,n] en bits per channel usage [bpcu].
2. La de la velocidad de transmisio´n sin pe´rdidas del canal (rate-ici en la
figura Fig.3.4) en donde R¯icin = E[Rn,n|Gn,n ∗ Pmax = Pmax]. Se elimina
el efecto de las pe´rdidas del canal de transmisio´n.
3. La de la velocidad de transmisio´n sin interferentes (rate-noici en la figu-
ra Fig.3.4) en donde R¯noicin = E[Rn,n|θ
2
n = σ
2
n]. En este caso se limita el
sistema por las pe´rdidas de canal, eliminado el efecto de la ICI.
En la simulacio´n se coge n=1, es decir la ce´lula bajo observacio´n es la ce´lula 1.
En la gra´fica anterior se observa que forzando la ICI9 a cero (R¯noicin = E[Rn,n|θ
2
n =
σ2n]) la funcio´n se comporta de manera exponencial y es que la velocidad de
8[bpcu] bits per channel usage
9ICI es la interferencia co-canal, Inter Channel Interference
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Figura 3.4: Efecto de la interferencia co-canal y las pe´rdidas de canal
transmisio´n sufre una atenuacio´n exponencial debida a las pe´rdidas de canal.
Por lo que respeta a la curva rateici se esta´ evaluando el efecto de la interferen-
cia, poniendo las pe´rdidas de canal a cero. R¯icin = E[Rn,n|Gn,n∗Pmax = Pmax] la
ICI tiene la peor influencia cuanto ma´s cerca de la estacio´n base este´ el usuario.
Ya que si el usuario de la ce´lula observada esta´ cerca de la estacio´n base, los
usuarios interferentes tambie´n esta´n cerca de su estacio´n base correspondiente
creando un nivel de interferencia elevado que hace que la velocidad de trans-
misio´n del usuario en observacio´n empeore.
3.4. Maximizacio´n del rate vs minimizacio´n de
potencia
En este proyecto la funcio´n de coste es la velocidad de transmisio´n o ca-
pacidad del sistema. Esta funcio´n es maximizada en funcio´n de las potencias de
transmisio´n de las estaciones base y los usuarios de cada ce´lula. Se trabaja con
el canal de bajada (downlink). Sin embargo en muchos otros trabajos [14], en
lugar de maximizar la funcio´n de la velocidad de transmisio´n se pretende mini-
mizar la funcio´n de potencia. La pregunta sale cuando se plantea que´ es lo mejor
que se puede hacer. No es que haya una manera mejor que la otra de trabajar,
simplemente cada uno es libre de escoger que me´todo le resulta ma´s co´modo
evaluando que beneficios e inconvenientes aporta cada manera de trabajo.
Se ha elegido maximizar la velocidad de transmisio´n imponiendo restricciones de
potencia porque parece ma´s lo´gico intentar trabajar con la ma´xima capacidad
posible que no minimizar la potencia marcando restricciones de la velocidad de
transmisio´n.
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Cuando se minimiza la potencia imponiendo restricciones sobre la velocidad
de transmisio´n, la optimizacio´n de la funcio´n de coste se realiza con me´todos
distintos a los que se utilizan para resolver el problema de maximizacio´n de la ve-
locidad de transmisio´n. En el caso de estar trabajando con el caso de minimizar
potencias se suele usar algoritmos de resolucio´n llamados Linear Programming
(LP)[15], [16] que permiten obtener soluciones al problema. Pero cuando se tra-
baja con el primer caso de maximizar la velocidad de transmisio´n hay una mayor
complejidad nume´rica ya que el problema resulta ser convexo. Por esto en este
caso se intenta usar algoritmos que hagan convexa la funcio´n o bien encuentren
una solucio´n que se acerque a la solucio´n o´ptima de la maximizacio´n. Es as´ı que
se hablan de algoritmos de asignacio´n de usuarios y de potencia. Tambie´n se
habla de algoritmos para reducir la complejidad del sistema.
3.5. Modelo del sistema: Caso multicelular
Se considera un escenario multicelular con el mismo nu´mero de usuarios en
cada ce´lula. Cada estacio´n base transmite a un u´nico usuario a la vez y utiliza
la misma frecuencia portadora. Es por esta razo´n que la interferencia de las
ce´lulas vecinas puede llegar a ser muy elevada afectando considerablemente la
comunicacio´n. Para solucionar el problema se propone hacer una asignacio´n de
usuarios seguido de un control de potencia. En la figura Fig.3.5 las estaciones
Figura 3.5: Escenario multicelular
base esta´n representadas por tria´ngulos y los usuarios por cruces.
Si se analiza el canal de bajada, es decir el que va desde la estacio´n base al
usuario, el problema a maximizar se puede escribir de la siguiente manera:
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(u*,P*) = arg ma´x
P∈ΩN ;u∈γN
R (3.20)
En donde se define:
P∗ = (P ∗1 , . . . , P
∗
N ) como el vector de potencias o´ptimo y u
∗ = (u∗1, . . . , u
∗
N )
como el vector de usuarios asignados a cada ce´lula o´ptimo. Por lo que respeta
a las restricciones, se define ΩN y γN como:
ΩN = (P|0 ≤ Pn ≤ Pmax, n = 1, 2..., N) (3.21)
γN = (u|1 ≤ un ≤ Un, n = 1, 2..., N) (3.22)
Un es el nu´mero de usuarios de la ce´lula n, Pmax es la potencia ma´xima de
transmisio´n y por u´ltimo la velocidad de transmisio´n (R) que se maximiza sera´ la
suma de las velocidades de transmisio´n de cada estacio´n base que se pueden
expresar como:
Rn = log2(1 + SINRn) (3.23)
Rn es la velocidad de transmisio´n de la estacio´n base n. En donde la relacio´n
sen˜al a ruido e interferente (SINR) se puede escribir como:
SINRn =
PnGn,n
σ2n +
∑
j 6=n PjGn,j
(3.24)
De manera que la velocidad total del sistema, expresada en bits/s/Hz, se puede
escribir finalmente como:
R =
N∑
n=1
log2
(
1 +
PnGn,n
σ2n +
∑
j 6=n PjGn,j
)
(3.25)
La ecuacio´n (3.25) tambie´n se puede reformular utilizando propiedades de los
logaritmos:
R = log2
(
N∏
n=1
(1 +
PnGn,n
σ2n +
∑
j 6=n PjGn,j
)
(3.26)
σ2n es la varianza del ruido aditivo independiente de media cero AWGN
10. Mien-
tras que Pj denota las potencias de las estaciones base interferentes, Pn la po-
tencia de la estacio´n base n, bajo observacio´n y el ı´ndice N marca el nu´mero de
ce´lulas totales. Gn,i es la ganancia de la potencia del canal entre el usuario ui
en una ce´lula vecina a la n y la estacio´n base de la ce´lula n. A veces tambie´n
se puede encontrar Gn,i(m) donde m indica el slot en el que se esta´, marcando
una referencia temporal. En este trabajo no se tiene en cuenta esta referencia.
En la figura Fig.3.6 las estaciones base esta´n representadas por cuadrados so´li-
dos y el usuario activo, de la ce´lula en observacio´n, por un c´ırculo. La sen˜al u´til
se muestra con una l´ınea continua y las sen˜ales interferentes con l´ıneas discon-
tinuas. El problema planteado en (3.20) resulta ser complejo de resolver conjun-
tamente. De manera que ambas restricciones se tratan por separado. Primero
de todo se hace la asignacio´n de usuario, y una vez la estacio´n base tiene claro
con quien va a establecer la comunicacio´n se continua haciendo una asignacio´n
de potencias de transmisio´n.
10El ruido blanco gaussiano (AWGN) presenta una distribucio´n de Gauss y no tiene cor-
relacio´n con el tiempo.
44
Figura 3.6: Sen˜al u´til e interferentes
3.5.1. Asignacio´n de usuarios
A continuacio´n se presentan tres schedulers [10] para hacer la asignacio´n de
usuarios previa. Dos de ellos se usan tanto para sistemas de dos ce´lulas como
para esos que tengan muchas celdas. Estos schedulers son el Round Robin, el
Maximum SNR y el Two-Cell Maximum Capacity. El u´ltimo de ellos so´lo se
implementa para sistemas de dos ce´lulas debido a problemas de complejidad. Se
quiere resolver el problema (3.20) tratando las restricciones por separado con
tal de que sea ma´s fa´cil de resolver. Primero de todo se hace la asignacio´n de
usuarios de manera que se puede reescribir el problema general del siguiente
modo:
(u*) = arg ma´x
u∈γN
R (3.27)
En donde el para´metro R queda definido en (3.25). Tal y como se ha comentado
se plantean tres schedulers y en el cap´ıtulo 4 de simulaciones se demuestra cua´l
de ellos es preferible usar segu´n la situacio´n.
Round Robin Scheduling
El Round Robinscheduling es el algoritmo ma´s simple para hacer una asig-
nacio´n de usuarios. A los usuarios se les asigna de una manera justa un intervalo
de tiempo (time slot) en donde pueden transmitir a ma´xima potencia. Este al-
goritmo selecciona todos los usuarios de una ce´lula de manera equitativa y en
un orden racional, normalmente comenzando por uno hasta llegar al u´ltimo y
empezando de nuevo desde el primer usuario. El planeamiento Round Robin es
tan simple como fa´cil de implementar.
Maximum SNR Scheduling
El siguiente scheduling en cada franja temporal (time slot) maximiza el cau-
dal de la ce´lula transmitiendo al usuario mo´vil que tenga mejor canal en ese
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instante. Se denota Un al nu´mero de usuarios en la ce´lula n. El usuario u
∗
n es
elegido si:
u∗n = arg ma´x
1≤un≤Un
Gn,n
σ21n
(3.28)
Partiendo del escenario multicelular este scheduling se habr´ıa de comportar
mejor que el de Round Robin y por lo tanto alcanzar una velocidad de trans-
misio´n ma´s alta. Efectivamente en las simulaciones se comprueba que se obtienen
mejores resultados con el Maximum SNR scheduling, cosa que es lo´gica al estar
maximizando la SNR y por lo tanto buscando el mejor canal para alcanzar una
velocidad de transmisio´n ma´s alta.
Two-Cell Maximum Capacity Scheduling
Este algoritmo se particulariza para un escenario de dos ce´lulas ya que como
se ha comentado que para el caso de trabajar con ma´s ce´lulas, la complejidad au-
menta considerablemente. El scheduling propuesto consiste en seguir un proceso
de dos pasos optimizando conjuntamente la seleccio´n del usuario y los niveles
de potencia para maximizar la capacidad de la red. En todo momento se busca
la asignacio´n de usuarios o´ptima que maximice la funcio´n de la velocidad de
transmisio´n(3.25).
En cada slot de tiempo se realiza:
1. Para cada par de usuarios (u1, u2) se ha de encontrar la asignacio´n de po-
tencias o´ptima (P ∗1 , P
∗
2 ) a partir de la expresio´n comentada anteriormente:
(P ∗1 , P
∗
2 ) = arg ma´x
(P1,P2)∈Ω2
R (3.29)
Despue´s se guarda la correspondiente velocidad de transmisio´n alcanzada
R(u1, u2).
2. Se eligen los usuarios (u∗1, u
∗
2) que tienen una velocidad de transmisio´n
ma´s alta R(u1, u2) y se transmite con los niveles de potencia (P
∗
1 , P
∗
2 ).
Matema´ticamente se puede formular el algoritmo como:
(u∗1, u
∗
2, P
∗
1 , P
∗
2 ) = arg ma´x
1≤u1≤U1,1≤u2≤U2,(P1,P2)∈Ω2
R (3.30)
Con el uso de este algoritmo se esta´ haciendo una bu´squeda exhaustiva que com-
plicar´ıa los ca´lculos si se quisiera aumentar el nu´mero de ce´lulas y por lo tanto
probablemente ser´ıa demasiado complejo para utilizarlo en sistemas pra´cticos.
Pero resulta atractivo por el hecho que se consigue la combinacio´n de potencias
de transmisio´n y asignacio´n de usuarios que dan una velocidad de transmisio´n
ma´s elevada en el caso particular de trabajar con dos ce´lulas.
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3.5.2. Asignacio´n de potencias
Una vez realizada la asignacio´n de usuarios se acaba de resolver el problema
(3.20) haciendo un control de potencia. La maximizacio´n a realizar se puede
reescribir como:
(P*) = arg ma´x
P∈ΩN
R (3.31)
Ahora se trata de encontrar la asignacio´n de potencias que maximiza esta fun-
cio´n (3.31). El problema resulta ser no convexo y por lo tanto se van a plantear
distintos algoritmos de resolucio´n que ayuden a encontrar la asignacio´n de poten-
cias o´ptima o casi o´ptima. Una vez se encuentren estas potencias de transmisio´n
de las estaciones base, como tambie´n se ha hecho anteriormente una asignacio´n
de usuarios, se tendra´n los vectores (u∗) y (P∗) que maximizan la funcio´n de
coste (3.20).
Seguidamente se explican los algoritmos que se usan en este proyecto para en-
contrar esta asignacio´n de potencias y se comentan brevemente otras opciones
que existen en la actualidad.
Algoritmos implementados en el proyecto
1. Binary Power Control
2. Algoritmo ON-OFF
En este apartado se plantean dos algoritmos. Uno es implementable y el otro
no. Se pretende resolver el problema (3.31) que resulta ser no convexo. El al-
goritmo Binary Power Control encuentra la asignacio´n de potencias haciendo
una resolucio´n exhaustiva de manera que en escenarios reales resulta imposible
de implementar. Es por esta razo´n que en este proyecto tambie´n se trabaja con
el algoritmo ON-OFF que a partir de una aproximacio´n resulta que encuen-
tra tambie´n una asignacio´n de potencias que todo y no ser la o´ptima se puede
aplicar en escenarios con muchas ce´lulas.
Binary Power Control
Cuando se trabaja con Binary Power Control [12], [13] las estaciones base
pueden estar solamente en dos estados. Transmitiendo a ma´xima potencia o bien
apagadas. De manera que las distintas combinaciones de las potencias de trans-
misio´n de las estaciones base formara´n un conjunto al que se llama ΩN definido
en (3.21). Seguidamente se ha de evaluar la funcio´n a maximizar, es decir la de
la velocidad de transmisio´n (3.25), en el conjunto de puntos frontera, ΩN , para
encontrar la combinacio´n de potencias que dan una velocidad de transmisio´n
ma´s alta. En total se tienen (2N − 1) puntos frontera ya que no se contempla
el caso en que todas las estaciones base esta´n apagadas. Se consideran distintas
aproximaciones de la velocidad de transmisio´n para aplicar despue´s este u otro
algoritmo.
1. Aproximacio´n de la media aritme´tica y geome´trica
2. Re´gimen Low SINR
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Aproximacio´n de la media aritme´tica y geome´trica
Se pueden hacer distintas aproximaciones para arreglar el problema no convexo
que se ha de maximizar y resulte ma´s fa´cil aplicar un algoritmo de resolucio´n
para encontrar la combinacio´n de potencias.
GN =
(
N∏
n=1
xn
) 1
N
≤
1
N
N∑
n=1
xn = AN (3.32)
GN indica la media geome´trica y AN la media aritme´tica de x1, ..., xN . Se define
xN = (1 + SINRn) y por lo tanto utilizando (3.32) se puede escribir:
R = log2
(
N∏
n=1
1 +
PnGn,n
σ2n +
∑
j 6=n PjGn,j
)
≤
≤ Nlog2
(
1 +
1
N
N∑
n=1
1 +
PnGn,n
σ2n +
∑
j 6=n PjGn,j
)
(3.33)
Aprovechando la aproximacio´n anterior se puede rescribir el problema a maxi-
mizar como:
P∗ = arg ma´x
P∈ΩN
Nlog2
(
1 +
1
N
N∑
n=1
1 +
PnGn,n
σ2n +
∑
j 6=n PjGn,j
)
(3.34)
Aproximacio´n Low-SINR
Cuando se trabaja con el re´gimen Low -SINR se puede aplicar una aproximacio´n
en la funcio´n de la velocidad de transmisio´n de cada usuario simplificando
el problema (log2(1 + SINR) ≈
SINR
ln2 ),mientras que el re´gimen High SINR:
log2(1 + SINR) ≈ log2(SINR). Entonces usando la aproximacio´n Low -SINR
se puede reescribir la velocidad de transmisio´n como:
R ≈
1
ln2
N∑
n=1
(
PnGn,n
σ2n +
∑
j 6=n PjGn,j
)
(3.35)
Una vez aproximada la funcio´n a maximizar se aplica Binary Power Control
o otro algoritmo para poder encontrar el conjunto de potencias de transmisio´n
que hacen ma´ximo la velocidad de transmisio´n (3.35).
Para plantear el algoritmo Binary Power Control se hace una bu´squeda ex-
haustiva, es decir hacer muchas simulaciones para intentar cubrir las situaciones
t´ıpicas de las redes celulares. Se evalu´a la velocidad de transmisio´n para todos
los puntos frontera del vector de asignacio´n de potencias y se busca que com-
binacio´n hace que se obtenga una velocidad de transmisio´n ma´s elevada. Este
vector de potencias es una combinacio´n de las distintas potencias que transmiten
las estaciones base pudiendo so´lo estar apagadas o transmitiendo a ma´xima po-
tencia. Es por eso que a este algoritmo de control de potencia se le llama Binary
Power Control. En este proyecto se ha usado este algoritmo ya que se trabaja
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con un sistema limitado en cuanto a ce´lulas y usuarios. Pero si por el contrario
se trabajase con escenarios ma´s densos no se podr´ıa usar este algoritmo ya que
la complejidad de los ca´lculos aumentar´ıa considerablemente. Es por eso que a
continuacio´n se plantea el algoritmo ON-OFF. Tambie´n se realizan simulaciones
con este u´ltimo, que todo y que no da tan buenos resultados en cuanto a veloci-
dad de transmisio´n, es implementable en situaciones ma´s reales.
Algoritmo ON-OFF
El algoritmo ON-OFF[8] es una aproximacio´n general para la asignacio´n
de potencias de una manera distribuida bajo el problema de maximizacio´n
(3.31). Este algoritmo es parecido al Binary Power Control ya que consiste
en ir activando y desactivando cada ce´lula, correspondiendo a que la estacio´n
base este´ apagada o bien transmitiendo a ma´xima potencia. Todo y que no en-
cuentra la asignacio´n o´ptima de potencias hace una aproximacio´n de manera
que permite que sea implementable en la realidad. El Binary Power Control en
escenarios reales con muchas ce´lulas resultar´ıa inviable. En este proyecto tam-
bie´n se implementa este algoritmo para resolver el problema de convexidad de
la funcio´n (3.25) para sistemas con muchos usuarios y ce´lulas. Desde el punto
de vista de la suma de las velocidades de transmisio´n, cada ce´lula explota su
propia informacio´n de canal disponible con tal de determinar si su activacio´n
supone una ganancia de capacidad o si por contrario causa una reduccio´n de
la velocidad de transmisio´n por culpa de la interferencia que esta´ creando. Por
lo tanto si se modela la interferencia tal y como se ha visto en (3.17) se puede
establecer una cota que sirva para determinar si una estacio´n base debe estar
transmitiendo a ma´xima potencia o bien apagada.
Mediante manipulaciones de (3.24) y (3.25), usando (3.17) y asumiendo re´gi-
men high SINR11, la mejor decisio´n sobre la activacio´n de la ce´lula se toma
inspeccionando la siguiente desigualdad:
Gm,mPm∑
i6=m;i∈N Gm,iPi
≥
∏
n∈N ;n6=mG
∑
i6=n;i∈N Pi∏
n∈N ;n6=mG
∑
i6=n6=m;i∈N Pi
(3.36)
En la ecuacio´n (3.36) se observa que a diferencia del estudio hecho en CDMA
(2.4) la SIR no esta´ definida previamente. En CDMA se trabajaba con una
QoS previa marcando una calidad de servicio del usuario. Ahora esta SIR se
desconoce.
Observando (3.36) se puede interpretar como:
SIRi ≥
∑
j 6=i
(SIRij) (3.37)
11Por lo que respeta a la aproximacio´n high SINR cuando la relacio´n sen˜al a ruido e inter-
ferente es mucho ma´s grande que uno entonces se puede escribir:
log(1 + SINR) ≈ log(SINR)
Con dicha aproximacio´n el problema se simplifica pasando a ser convexo pero so´lo se puede
usar cuando el nivel de sen˜al es mucho mayor que el de la interferencia. Por otro lado cuando
se trabaja con un re´gimen bajo de la SINR (low SINR) se puede escribir:
log(1 + SINR) ≈
SINR
ln(2)
De este modo se obtiene una relacio´n lineal entre la velocidad de transmisio´n alcanzable por
cada usuario y la potencia.
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No se necesita conocer el promedio de la ganancia de la interferencia G definida
en (3.17). Teniendo en cuenta que todas las ce´lulas que transmiten lo hacen a
potencia Pmax se puede escribir la condicio´n que se ha de mirar para activar o
desactivar una ce´lula.
Gm,m∑
i6=m,i∈N Gm,i
> (
N˜ − 1
N˜ − 2
)N˜−1 ≈ e (3.38)
De este modo si se cumple (3.38) se activa la ce´lula y si no se apaga.
En este proyecto se plantea otra cota de aproximacio´n de la interferencia que
hace que se obtenga una velocidad de transmisio´n ma´s elevada. Es por eso que
se realiza un histograma 12 de la ganancia para ver el rango en que se encuentra
el valor ma´s frecuente de ganancia.
Se lanza una simulacio´n con los siguientes para´metros para ilustrar el proced-
imiento que se sigue para calcular la cota nueva.
Para´metro Valor
Nu´m.Usuarios por ce´lula 30
Potencia ruido 4,0039 ∗ 10−16 W
Nu´m.Ce´lulas 10
Potencia transmitida 15W
Nu´mero total usuarios 300
Figura 3.7: Histograma de la ganancia
Los valores de la ganancia ma´s frecuentes esta´n en el intervalo 0,1 ∗ 10−7 y
0,3∗10−7. Seguidamente para encontrar el umbral que se esta´ buscando, se tiene
que ir probando las diferentes ganancias que pertenecen al intervalo encontrado
12Un histograma es una representacio´n gra´fica de una variable en forma de barras en donde
en el eje horizontal se presentan los valores de la variable y en el vertical la frecuencia de
aparicio´n de estos valores.
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anteriormente y dividirlas por la ganancia que crean los usuarios interferentes
para tener la SIR. De este modo se forma un vector de cotas, se ordena de
mayor a menor y como la mayor´ıa de ganancias esta´n en este rango se impone
una restriccio´n de que so´lo deje pasar el 83% de estas ganancias. Esto se logra
estableciendo que la cota sea el valor correspondiente a la posicio´n del vector
de cotas creado anteriormente que corresponde a este 83%. As´ı pues una vez
obtenido este valor de cota, que se llama cotanueva ya se puede calcular la
velocidad de transmisio´n y ver que efectivamente ha mejorado respecto a la
cota anterior (3.38). En el cap´ıtulo de simulaciones de este proyecto se muestran
los resultados de la velocidad de transmisio´n al utilizar la cota propuesta del
histograma y la cota que se aproxima por el nu´mero e.
La nueva aproximacio´n de la interferencia queda:
Gm,m∑
i6=m,i∈N Gm,i
> cotanueva (3.39)
Una vez planteadas las dos cotas, el algoritmo trabaja de la siguiente manera:
1. Todas las ce´lulas empiezan encendidas (ON), de manera que el vector de
potencias esta´ todo a Pmax.
2. Cada ce´lula simulta´neamente mide la SINR del mejor usuario, determi-
nado con la operacio´n previa de asignar usuarios (3.27), y basa´ndose en
(3.39) sigue estando activa o bien aparece apagada (OFF) en la siguiente
iteracio´n.
El escenario multicelular una vez inicializado el algoritmo podr´ıa tener un
aspecto similar al de la figura siguiente.
De esta manera en la segunda iteracio´n las estaciones base ya han hecho las
Figura 3.8: Algoritmo ON-OFF
medidas necesarias, teniendo la asignacio´n de potencias y la velocidad de trans-
misio´n del sistema.
51
Otros algoritmos que se implementan en la actualidad
A continuacio´n se presentan tres algoritmos que se usan en la actualidad. Los
dos primeros buscan hacer la funcio´n de la velocidad de transmisio´n (3.25) con-
vexa para encontrar la asignacio´n de potencias de transmisio´n de las estaciones
base. El tercer algoritmo es distribuido y sirve para reducir la complejidad en
el caso de estar trabajando con sistemas con muchas ce´lulas.
1. Geometric Programming Power Control
2. Algoritmo SCALE (Successive Convex Approximation for Low-complExity)
3. Algoritmos de baja complejidad
a) clustering
Geometric Programming(GP)
GP [18] es una clase de problemas de optimizacio´n no lineales y no con-
vexos con muchas propiedades computacionales y teo´ricas que pueden ser de
ayuda. Ya que un GP puede ser transformado en un problema de optimizacio´n
convexo un o´ptimo local sera´ un o´ptimo global.
Hay dos formas equivalentes de GP: La forma esta´ndar y la forma convexa. La
primera es una optimizacio´n con restricciones de un tipo de funcio´n que se llama
posinomio, y la segunda forma se obtiene de la primera a trave´s de un cambio
de variable logar´ıtmico.
Un monomio es una funcio´n definida en los reales y que se puede escribir como:
f(x) = dxa
(1)
1 x
a(2)
2 ...x
a(n)
n (3.40)
Donde d es una constante multiplicativa d ≥ 0 y a(j) tambie´n es constante.
Entonces una suma de monomios es un posinomio.
f(x) =
K∑
k=1
dkx
a
(1)
k
1 x
a
(2)
k
2 ...x
a
(n)
k
n (3.41)
En donde dk ≥ 0, k = 1, 2...,K y a
(j)
k ∈ R, (j = 1, 2, ..., n), k = 1, 2, ...,K.
Por ejemplo 2x−π1 x
0,5
2 + 3x1x
100
3 es un posinomio en x.
De esta manera se puede minimizar un posinomio sujeto a una restriccio´n en la
forma esta´ndar. El problema viene que GP en la forma esta´ndar no es un prob-
lema de optimizacio´n convexo, sin embargo si se aplica un cambio logar´ıtmico
de las variables y constantes multiplicativas: yi = log(xi), bik = log(dik), bl =
log(dl) y de los valores de las funciones se puede reescribir el problema llegando
a tener un problema convexo.
Algoritmo SCALE (Successive Convex Approx. for Low-complExity)
Partiendo de [20],[21] la maximizacio´n de la velocidad de transmisio´n (3.25),
como resulta que se tiene un problema no convexo se propone utilizar un algo-
ritmo que escalarice las velocidades de transmisio´n de cada usuario formando
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una suma objetiva de pesos.
Se puede reescribir el problema como:
ma´x
P≥0
K∑
k=1
wk
∑N
n=1 log(1 + SIR
n
k (P
n), k = 1, ....,K
s.t.
N∑
n=1
Pnk ≤ P
max
k (3.42)
En donde Pmaxk es la restriccio´n ma´xima de potencia del usuario k y cada wk es
un escalar no negativo fijado que permite una negociacio´n entre las velocidades
de transmisio´n asignadas a cada usuario.
De una manera equivalente estos pesos permiten poner diferentes QoS 13.
Se puede reescribir el problema como:
ma´x
P≥0
∑
k
wk
∑
n log(
∑
j G
m
kjP
n
j + σ
j
k) −log(
∑
j
GnkjP
n
j + σ
n
k )
s.t.
∑
nPnk ≤ P
max
k ∀k (3.43)
Se observa que el objetivo es una diferencia de funciones co´ncavas en P y re-
sulta ser dif´ıcil de resolver eficientemente para encontrar un o´ptimo global. La
aproximacio´n por water filling14 encuentra una solucio´n aproximada separando
el problema en K sub-problemas convexos y seguidamente iterando hasta en-
contrar la convergencia.
Agoritmos de baja complejidad
Clustering
Se plantea un algoritmo para reducir la complejidad del sistema y despue´s
poder aplicar cualquiera de los algoritmos definidos anteriormente de asignacio´n
de usuarios y potencias de transmisio´n, para resolver el problema planteado
(3.20). Tomando como referencia [12] se propone un algoritmo de baja comple-
jidad para resolver situaciones en donde hay un gran nu´mero de ce´lulas.
El algoritmo de Clustering consiste en dividir el problema inicial en sub-problemas
ma´s pequen˜os que sean ma´s fa´ciles de resolver. Sin embargo buscar las soluciones
o´ptimas parciales no significa encontrar el o´ptimo global. Lo que se busca es con-
seguir una buena actuacio´n del algoritmo manteniendo un compromiso con la
complejidad en lugar de obtener un o´ptimo global.
Se tiene un conjunto de N ce´lulas en la red y se hacen K clusters 15 de manera
que K << N . No obstante cabe resaltar que se obtienen mejores resultados con
algoritmos que no hagan la bu´squeda de manera local como el clustering. Pero
a costa de que la complejidad en esos casos se vea aumentada.
13Se define QoS, Quality of Service, como la capacidad de garantizar la transmisio´n de
cierta cantidad de datos en un tiempo dado (throughput)
14Water filling es otro algoritmo que se usa para resolver el problema a maximizar, que
resulta ser no convexo, de una manera iterativa.
15Los clusters sera´n un conjunto de ce´lulas.
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Figura 3.9: Clustering. Sistema celular de 18 ce´lulas y 9 clusters.
Para un cluster Q dado, la interferencia de las N-K ce´lulas restantes con-
tribuyen simplemente como ruido, quedando la velocidad de transmisio´n en el
cluster Q como:
Rcluster,Q =
∑
q∈Q
log2(1 +
PqGq,q
σ2Zq + σ
2
I q +
∑
j∈Q,j 6=q PjGq,j
) (3.44)
En donde σ2Iq =
∑
j 6=Q PjGq,j es la interferencia de las ce´lulas de la red que no
son parte del cluster. Asumiendo que este te´rmino interferente se puede estimar
o aproximar, se habr´ıa de hacer asignacio´n de usuarios y control de potencia
so´lo localmente en cada cluster. Entonces el problema se podr´ıa formular como:
PQ = arg ma´x
P∈ΩK ;u∈γK
Rcluster,Q (3.45)
Para resolver el problema de maximizacio´n, se ha de investigar (N
K
) subproble-
mas. Cada maximizacio´n implica hacer (2K) evaluaciones habiendo reducido la
complejidad considerablemente. Una vez divido el sistema en clusters se hace
en cada uno su asignacio´n de usuarios y de potencias. Para hacer la asignacio´n
de usuarios se utiliza alguno de los schedulers comentados. Mientras que para
asignar potencias dependiendo del nu´mero de ce´lulas que haya dentro del cluster
tambie´n se usa un algoritmo u otro. Si se elige el Binary Power Control, porque
se trabaja en un escenario con pocas ce´lulas dentro el cluster, entonces se reduce
la complejidad del transmisor y tambie´n se produce una simplificacio´n clave del
problema habilitando el control distribuido de la asignacio´n de potencias. Tam-
bie´n se podr´ıan utilizar cualquiera de los algoritmos comentados en este mismo
apartado.
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3.6. Sistema de dos ce´lulas
En este apartado se pretende particularizar la expresio´n (3.20) para el caso
de tener dos ce´lulas. Se considera un sistema de dos ce´lulas [10] en el cual dos
estaciones base vecinas se comunican con terminales mo´viles en una a´rea de
cobertura determinada que se puede apreciar en la figura Fig.3.10. El problema
a maximizar se plantea a partir de (3.20) siendo ahora:
(u1∗, u2∗, P1∗, P2∗) = arg ma´x
(P1,P2)∈Ω2; (u1,u2)∈γ2
R (3.46)
Para este caso particular el conjunto Ω2 y γ2 se definen como:
Ω2 = (P1, P2|0 ≤ P1 ≤ Pmax; 0 ≤ P2 ≤ Pmax) (3.47)
γ2 = (u1, u2|1 ≤ u1 ≤ U1; 1 ≤ u2 ≤ U2)) (3.48)
Pmax es la potencia ma´xima de transmisio´n de las estaciones base, U1, U2 es el
nu´mero de usuarios de la ce´lula 1 y 2 respectivamente y por u´ltimo la velocidad
de transmisio´n(R, expresada en bits/s/Hz ) que se maximiza queda definida
particularizando la expresio´n (3.25)como:
R = log2
(
1 +
P1G1,1
σ21 + P2G1,2
)
+ log2
(
1 +
P2G2,2
σ22 + P1G2,1
)
(3.49)
Las estaciones base se muestran como tria´ngulos y los usuarios como cruces.
Figura 3.10: Sistema wireless de dos ce´lulas
Tal y como se ha definido anteriormente de manera gene´rica, P1 y P2 son las
potencias de transmisio´n de las estaciones base 1 y 2 respectivamente. σ21 y
σ22 son las varianzas del ruido blanco gaussiano (AWGN) aditivo y de media
cero en la celda 1 y 2. G1,1 y G2,2 son la ganancia del canal que comunica
el usuario 1(u1) de la celda 1 con la estacio´n base de la misma celda y la
ganancia entre el usuario 2(u2) de la ce´lula 2 y la estacio´n base de la misma
celda respectivamente. Finalmente G1,2 y G2,1 son las ganancias de los canales
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interferentes. Es decir la ganancia entre el usuario 2 de la celda 2 y la estacio´n
base de la celda 1 y la ganancia del usuario 1 de la celda 1 a la estacio´n base de la
celda 2 respectivamente. Una vez planteado el problema a maximizar (3.46), que
resulta ser no convexo, se quiere encontrar la asignacio´n de usuarios y potencias
de manera separada para facilitar los ca´lculos.
3.6.1. Asignacio´n de usuarios
Para resolver el problema particular de dos ce´lulas (3.46), primero de todo
se hace una asignacio´n de usuarios y despue´s un control de potencia tal y como
se ha comentado. La asignacio´n de usuarios se hace siguiendo uno de los algo-
ritmos propuestos anteriormente. El problema a maximizar se puede escribir de
la siguiente manera:
(u1∗, u2∗) = arg ma´x
(u1,u2)∈γ2
R (3.50)
El conjunto γ2 queda definido en (3.48). En este caso al estar trabajando con un
escenario de dos ce´lulas se puede coger el Two-Cell Maximum Capacity Schedul-
ing, que ya hace asignacio´n de usuarios y de potencia, y es el que da mejores
resultados en cuanto velocidad de transmisio´n. Pero como hace una resolucio´n
exhaustiva resulta muy costoso de utilizar y cuando se aumentan el nu´mero de
ce´lulas es implementable. Es por eso que se elije el algoritmo Maximum SNR
Scheduling que consiste en que la estacio´n base, en el caso de estar trabajan-
do con algoritmos distribuidos, mire que usuario es el que tiene mejor canal .
De este modo se hace la asignacio´n de usuarios y se obtienen resultados de la
velocidad de transmisio´n bastante buenos.
3.6.2. Asignacio´n de potencias
Una vez asignados los usuarios so´lo hace falta asignar las potencias de trans-
misio´n de las estaciones base para acabar de resolver la maximizacio´n (3.46). El
problema que se ha de maximizar queda de la siguiente manera:
(P1∗, P2∗) = arg ma´x
(P1,P2)∈Ω2
R (3.51)
El problema a maximizar no es convexo por lo tanto se escoge alguno de los
algoritmos enunciados anteriormente. Como en este caso particular se trabaja
con so´lo dos ce´lulas se utiliza el algoritmo Binary Power Control. De manera
que las estaciones base so´lo pueden estar en dos estados. Transmitiendo a ma´xi-
ma potencia (Pmax) o bien estar apagadas. Si se hace una resolucio´n exhaustiva
usando el Binary Power Control y se tiene en cuenta (3.47), existen 3 combi-
naciones posibles de potencias de transmisio´n. Ya que la combinacio´n en que
todas las estaciones base esta´n apagadas no se contempla. Estas combinaciones
( 2NumCe´lulas − 1) para el caso de trabajar con dos ce´lulas forman el conjunto
Ω2 y son:
P1 P2
Pmax Pmax
Pmax 0
0 Pmax
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Una vez aplicado el algoritmo se tiene que la velocidad de transmisio´n es ma´xima
para el caso en que la estacio´n base de la ce´lula 1 transmite a ma´xima potencia
y la estacio´n base de la ce´lula dos esta´ apagada (P1 = Pmax y P2 = 0). Este
resultado se puede demostrar matema´ticamente. Si se asume que Gni > 0, ∀n, i
se miran los puntos extremos en los l´ımites de Ω2 : P2 = Pmax o P1 = Pmax cor-
respondientes a ∂R(P1,Pmax)
∂P1
o ∂R(Pmax,P2)
∂P2
. Es decir para resolver matema´tica-
mente la maximizacio´n (3.31) se tiene que derivar la funcio´n del lagrangiano
(3.52) respecto P1 y poniendo P2 = Pmax o derivar respecto P2 y imponiendo
P1 = Pmax para encontrar los candidatos a ma´ximos o mı´nimos. Despue´s medi-
ante la segunda derivada se determina con exactitud que´ clase de puntos cr´ıticos
son. Se define el lagrangiano como:
Λ = log2(1 +
P1G1,1
σ21 + PmaxG1,2
) + log2(1 +
PmaxG2,2
σ22 + P1G2,1
) (3.52)
Al hacer la derivada resulta:
∂Λ
∂P1
= (G1,1G
2
2,1)P
2
1 + (2G2,1G1,1σ
2
2)P1 +
+(G1,1(σ
2
2)
2 +G1,1PmaxG2,2σ
2
2 − Pmaxσ
2
1G2,2G2,1 − P
2
maxG1,2G2,1G2,2)
(3.54)
Al igualar a cero ( ∂Λ
∂P1
= 0) resulta una ecuacio´n de segundo grado con solu-
ciones:
P1 =
−G2,1G1,1σ
2
2±
G1,1G22,1
±
√
(G2,1G1,1σ22)
2 −G21,1G
2
2,1σ
2
2(σ
2
2 + PmaxG2,2) +G
3
2,1G1,1G2,2Pmax(σ
2
1 + PmaxG1,2)
G1,1G22,1
So´lo interesan los valores pertenecientes al intervalo P1 ∈ [0, Pmax] que se
pueden dar si:
G21,1G
2
2,1σ
2
2(σ
2
2 + PmaxG2,2) +G
3
2,1G1,1G2,2Pmax(σ
2
1 + PmaxG1,2) ≥ 0 (3.55)
As´ı que se tiene:
G21,1G
2
2,1σ
2
2(σ
2
2 + PmaxG2,2) ≤ G
3
2,1G1,1G2,2Pmax(σ
2
1 + PmaxG1,2)⇒ (3.56)
⇒ G2,1(σ
2
1 + PmaxG1,2) ≥ G1,1σ
2
2(1 +
σ22
PmaxG2,2
) (3.57)
Seguidamente se estudia la segunda derivada para ver si los puntos cr´ıticos
encontrados al igualar la primera derivada a cero son ma´ximos o mı´nimos.
∂2Λ
∂P 21
=
2PmaxG2,2G2,1(G2,1σ
2
1 +G2,1PmaxG1,2 −G1,1σ
2
2)
(σ21 + PmaxG1,2)(σ
2
2 + P1G2,1)
3
(3.58)
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Para hacer la segunda derivada no negativa se tiene que cumplir:
G2,1(σ
2
1 + PmaxG1,2) ≥ G1,1σ
2
2 (3.59)
Entonces observando (3.59) se observa que al no depender de P1, si se cumple
esta condicio´n, se tiene un mı´nimo. Por lo tanto las soluciones que se encuentren
al igualar a cero la derivada, son mı´nimos que se pueden denominar P1m. De
este modo se descartan las combinaciones de potencia (P1 = 0 ; P2 = Pmax) y
(P1 = Pmax; P2 = Pmax) como combinaciones que maximizan la funcio´n (3.49).
Es por eso que queda demostrado que la asignacio´n de potencias o´ptima al uti-
lizar el algoritmo Binary Power Control es cuando la estacio´n base de la ce´lula
1 transmite a potencia ma´xima y la estacio´n base 2 no transmite (P1 = Pmax ;
P2 = 0).
A modo de ejemplo se plantea la funcio´n de distribucio´n acumulativa (CDF)
para visualizar en que rangos se encuentra la velocidad de transmisio´n del sis-
tema (3.49) despue´s de haber hecho la asignacio´n de usuarios y la asignacio´n
de potencias descritas anteriormente. En teor´ıa de la probabilidad y estad´ıstica,
la Cumulative distributed Function (CDF)[10] describe la distribucio´n de prob-
abilidad de una variable aleatoria real X.
Para cada nombre real x, la CDF de una variable aleatoria real X se da por:
x 7−→ Fx(x) = P (X ≥ x) (3.60)
En donde la parte derecha representa la probabilidad de que la variable aleatoria
X tome un valor menor o igual que x. La probabilidad de que X este´ dentro del
intervalo (a,b] sera´:
Fx(b)− Fx(a) si a < b (3.61)
La CDF de X se puede definir en te´rminos de funcio´n de densidad de probabil-
idad f como:
F (x) =
∫ x
−∞
f(t)dt (3.62)
Al simular la CDF en el eje de las x se representa la velocidad de transmisio´n del
sistema (caudal) en bits/s/Hz y en el eje de las ordenadas la probabilidad de que
la velocidad de transmisio´n sea menor que el punto de las abscisas donde se este´.
Para´metro Valor
Nu´m.Realizaciones 50
Nu´m.Usuarios 8
Nu´m.Ce´lulas 2
Potencia ruido 4.0039*10−16W
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La CDF de la velocidad de transmisio´n (R) queda:
Figura 3.11: CDF con control de potencia
Se observa que la velocidad de transmisio´n tiene una probabilidad bastante el-
evada, que para sistemas de dos ce´lulas y con 8 usuarios, alcance valores de
35bits/s/Hz.
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Cap´ıtulo 4
Simulaciones
Este cap´ıtulo se centra en realizar simulaciones de escenarios multicelulares
calculando la velocidad de transmisio´n del sistema con algoritmos centralizados
o distribuidos. Se pretende encontrar la velocidad de transmisio´n asociada a
un sistema multicelular partiendo de una asignacio´n de usuarios y de potencia
previa. Sin perder de vista el problema que se quiere resolver (3.20) se quiere
ver cua´l es el scheduler que se tiene que usar al hacer la asignacio´n de usuar-
ios para obtener velocidades de transmisiones altas. Seguidamente se estudian
algunos de los algoritmos presentados para calcular la asignacio´n de potencias
o´ptima que resuelve el problema no convexo (3.25), y ver co´mo afectan a la ve-
locidad de transmisio´n. A continuacio´n el trabajo se particulariza para el caso
de trabajar con un escenario de dos ce´lulas. Se hace una asignacio´n de usuarios
utilizando el scheduler Maximum SNR Scheduling y se usa el algoritmo Bina-
ry Power Control para hacer la asignacio´n de potencias y poder maximizar el
problema (3.49) resolviendo (3.46). Se quiere demostrar los resultados obtenidos
matema´ticamente, en cuanto a combinacio´n o´ptima de potencias, en el cap´ıtulo
3. Finalmente se hace un estudio para ver cua´l es la posicio´n o´ptima del usuario
dentro de una ce´lula para recibir con ma´s velocidad y se acaba con una discusio´n
sobre los algoritmos centralizados y distribuidos. Para realizar las distintas sim-
ulaciones hay una serie de para´metros que se mantienen fijos durante todo el
proceso a no ser que se indique lo contrario.
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Para´metros de la simulacio´n:
Para´metro Valor
Cell Layout Hexagonal
Frecuencia portadora 1800 MHz
Pmax 15W
Radio de la Ce´lula 1000m
Ganancia y altura antena BS 16dB, 30m
Ganancia y altura antena usuario 6dB, 1m
st. dev. Rayleigh 0.5 (lineal)
st. desv. Shadowing 10dB
Cm 0
Cuadro 4.1: Para´metros generales
4.1. Sistemas multicelulares
4.1.1. Asignacio´n de usuarios
Partiendo del problema a maximizar (3.20) se pretende resolverlo haciendo
primero una asignacio´n de usuarios y despue´s una asignacio´n de potencias. En
este apartado se tratan los schedulings que son distintos modos de realizar este
control de potencia. Se quiere ver cua´l resulta ma´s u´til para el sistema que se
plantea. Primeramente se estudia el caso general y seguidamente se particular-
izan los resultados para el caso de trabajar con escenarios de dos ce´lulas. Se
plantea un escenario con las siguientes caracter´ısticas:
Para´metro Valor
Nu´m.Usuarios ma´ximo por ce´lula 30
Nu´m.Ce´lulas 5
Potencia ruido 4,0039 ∗ 10−18 W
Nu´m.Realizaciones 50
Cuadro 4.2: Para´metros asignacio´n de usuarios
Seguidamente se representa la velocidad de transmisio´n en funcio´n del nu´mero
de usuarios en la ce´lula hasta llegar a un ma´ximo de 30 usuarios por ce´lula de-
spue´s de haber hecho una asignacio´n de usuarios previa. Es decir se pretende
comentar la diferencia entre los schedulers definidos en el cap´ıtulo 3 para ver
cua´l conviene usar en cada caso. Se analizan los siguientes schedulers :
Round Robin scheduling
Maximum SNR scheduling
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Primeramente se simula un escenario con 5 ce´lulas, y despue´s uno con 10 ce´lulas
para ver tambie´n co´mo va a afectar este aumento del nu´mero de ce´lulas a la ve-
locidad de transmisio´n. Para el escenario de 5 ce´lulas se obtiene la figura Fig.4.1
en donde se representa la velocidad alcanzada despue´s de hacer una asignacio´n
de usuarios, con dos schedulers distintos, en funcio´n del nu´mero de usuarios por
ce´lula. Se observa que si se hace la asignacio´n de usuarios siguiendo el criterio
Figura 4.1: Asignacio´n de usuarios
del scheduler Maximum SNR scheduling se llega a alcanzar una velocidad del
sistema de unos 72 bits/s/Hz mientras que con el scheduler Round Robin lo
ma´ximo que se alcanza son unos 25 bits/s/Hz. Cabe destacar que al aumentar
el nu´mero de usuarios la velocidad de transmisio´n de las estaciones crece ex-
ponencialmente cuando se trabaja con el scheduler Maximum SNR scheduling.
Este resultado resulta lo´gico ya que cuantos ma´s usuarios ma´s posibilidades
tienen las estaciones base de escoger un usuario con un canal bueno. Por otra
parte si se asignan los usuarios siguiendo el scheduler Round Robin al aumentar
el nu´mero de usuarios la velocidad de transmisio´n en media no se ve afectada.
Es decir se simulan 50 realizaciones y se promedian las velocidades obteniendo
valores que oscilan alrededor de los 25 bits/s/Hz. Este resultado es debido a
que este scheduler asigna los usuarios de uno a uno sin seguir ningu´n tipo de
criterio.
Seguidamente se aumenta el nu´mero de ce´lulas con tal de comparar los niveles
de las velocidades de transmisio´n del sistema que se obtienen.
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Para´metro Valor
Nu´m.Usuarios ma´ximo por ce´lula 30
Nu´m.Ce´lulas 10
Potencia ruido 4,0039 ∗ 10−18 W
Nu´m.Realizaciones 50
Cuadro 4.3: Para´metros asignacio´n de usuarios
Figura 4.2: Asignacio´n de usuarios
En la figura anterior se observa que el Maximum-SNR scheduling se sigue
comportando mejor que el Round Robin al aumentar el nu´mero de ce´lulas. E´ste
u´ltimo sigue manteniendo una velocidad de transmisio´n estable a medida que
se incrementan los usuarios, pero a un nivel ma´s elevado. Se pasa de veloci-
dades alcanzables de 25 bits/s/Hz a unos 40 bits/s/Hz. Mientras que haciendo
un Maximum-SNR scheduling al aumentar el nu´mero de ce´lulas y teniendo un
nu´mero de usuarios elevado en las ce´lulas se pueden alcanzar velocidades de
transmisio´n alrededor de los 140 bit/s/Hz. Resultado que se ha visto incremen-
tado sobre unos 70 bits/s/Hz respecto los resultados estudiados en el escenario
de 5 ce´lulas.
4.1.2. Asignacio´n de potencias
En este apartado se pretende evaluar la actuacio´n de los algoritmos prop-
uestos en el cap´ıtulo anterior parar resolver el problema de asignacio´n de po-
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tencias de transmisio´n de las estaciones base. Primeramente se representa una
gra´fica que muestra la velocidad de transmisio´n total del sistema en funcio´n
del nu´mero de ce´lulas. De este modo se ven los resultados que se obtienen al
utilizar el algoritmo Binary Power Control y el algoritmo ON-OFF. Se simula
un escenario hasta un nu´mero ma´ximo de 12 ce´lulas ya que si no los ca´lculos se
complican considerablemente.
Para´metro Valor
Nu´m.Usuarios por ce´lula 5
Potencia ruido 4,0039 ∗ 10−16 W
Nu´m.Realizaciones 20
Nu´m.Ce´lulas 12
Cuadro 4.4: Para´metros
Con los anteriores para´metros se obtiene la siguiente gra´fica Fig.4.3 que
representa la velocidad de transmisio´n, usando los distintos algotimos comenta-
dos,en funcio´n del nu´mero de ce´lulas.
En la figura Fig.4.3 se observa que el algoritmo Binary Power Control da
Figura 4.3: Algoritmos asignacio´n de potencias
mejores resultados en cuanto a velocidad de transmisio´n. Es por esta razo´n que
en escenarios con pocas ce´lulas se puede utilizar dando velocidades ma´s ele-
vadas. El problema surge cuando se aumenta el nu´mero de ce´lulas en el sistema.
Es decir en situaciones reales el algoritmo seria implementable, teniendo que
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usar otros me´todos para resolver el problema no convexo (3.20) que se plante-
aba en el cap´ıtulo anterior. Es por eso que el algoritmo ON-OFF , todo y no
dar tan buenos resultados, utiliza una aproximacio´n de la sen˜al u´til partido la
interferencia para obtener una asignacio´n de potencias que de unos resultados
aceptables de la velocidad de transmisio´n. Este algoritmo se simula haciendo
dos aproximaciones diferentes de manera que en el caso que se utiliza (3.39) se
obtienen mejores resultados que al utilizar (3.38). Tambie´n se observa que al
aumentar el nu´mero de ce´lulas la velocidad de transmisio´n del sistema aumen-
ta. Ya que todo y que el nivel de la interferencia es mayor tambie´n hay ma´s
ce´lulas que contribuyen positivamente al hacer la suma de las velocidades de
transmisio´n de cada una y al calcular la velocidad del sistema.
A continuacio´n se estudia con ma´s profundidad el algoritmo ON-OFF ya que es
el que se puede implementar en escenarios reales y resuelve a su vez el problema
de asignacio´n de potencias. En este caso tal y como se ha comentado se han
utilizado dos cotas distintas para determinar si una estacio´n base esta´ apagada
o transmitiendo a ma´xima potencia. La primera cota (cota1) es la propuesta en
(3.38) y la segunda es la que sale a partir del histograma de ganancias (3.39) y
se hace referencia a ella como cotanueva. Se llama R1 a la velocidad de trans-
misio´n del sistema que se obtiene al modelar la interferencia aplicando cota1 y
R2 a la velocidad que se obtiene al aplicar cotanueva. Se realizan varias simula-
ciones variando el nu´mero de ce´lulas, nu´mero de usuarios para demostrar que
la cotanueva es mejor que cota1 y que por lo tanto se obtiene una velocidad de
transmisio´n ma´s alta (R2 > R1) cuando se usa una en lugar de la otra.
Tambie´n se presenta el vector de potencias para el caso de las dos cotas para ver
los estados de las estaciones base. Estos estados son encendido (ON- trabajando
a ma´xima potencia) o apagado (OFF). Se llama Vector de potencias 1 al que
muestra los estados de las estaciones base al utilizar la cota1 y Vector de poten-
cias 2 al que se obtiene al trabajar con cotanueva. El proceso ON- OFF empieza
con todas las estaciones base en ON transmitiendo a ma´xima potencia. En la
segunda iteracio´n se comprueba (3.38) o (3.39) para determinar si la estacio´n
ha de seguir transmitiendo porque su canal tiene una ganancia alta o si por
contrario el hecho de que este´ encendida sube el nivel de interferencia empeo-
rando considerablemente la velocidad de transmisio´n y por lo tanto es preferible
apagarla. De manera que al final de esta iteracio´n se tiene la asignacio´n de po-
tencias y la velocidad del sistema que se obtiene al hacer esta asignacio´n.
1. Escenario de 19 ce´lulas
Se simula un escenario con los siguientes para´metros:
Para´metro Valor
Nu´m.Usuarios 10
Nu´m.Ce´lulas 19
Pote´ncia ruido 4,0039 ∗ 10−16W
Cuadro 4.5: Para´metros escenario multicelular algoritmo ON-OFF
Las velocidades de transmisio´n que se obtienen con el escenario presentado
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Figura 4.4: Escenario de 19 ce´lulas
son:
Para´metro Valor
R1 167.6537 bits/s/Hz
R2 183.3972 bits/s/Hz
Cota1 e
Cotanueva 7.6032
Cuadro 4.6: Velocidades de transmisio´n alcanzadas usando cota1 y cotanueva
Se ve como la velocidad de transmisio´n es ma´s alta al utilizar la cota (3.39)
que se obtiene apartir del histograma de las ganancias. En la figura siguiente
se muestran los vectores de potencia. Si una estacio´n transmite aparece un 15
que es la potencia ma´xima con la que pueden transmitir y sino un 0 significan-
do que esta´ apagada. Estos vectores tienen tantas columnas como estaciones
haya en el sistema y dos filas que son las dos iteraciones del algoritmo. En la
primera iteracio´n todas las estaciones base esta´n transmitiendo a ma´xima po-
tencia mientras que en la segunda se han apagado o encendido segu´n (3.38) para
el caso del Vector de potencias 1(Power-vector) y (3.39) para el caso del Vector
de potencias 2 (Power-vector2 ).
Los vectores de potencias muestran como las estaciones base van intercalando
los estados apagado-encendido. De manera que en la segunda iteracio´n del al-
goritmo algunas de ellas transmiten a ma´xima potencia y otras esta´n apagadas.
Seguidamente se simula un escenario con menos ce´lulas para ver si se siguen
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Figura 4.5: Vector de potencias 1 y Vector de potencias 2
obteniendo los mismos resultados en cuanto a la velocidad de transmisio´n al
utilizar una cota o la otra.
2. Escenario de 16 ce´lulas
Se tienen los siguientes para´metros:
Para´metro Valor
Nu´m.Usuarios 10
Nu´m.Ce´lulas 16
Pote´ncia ruido 4,0039 ∗ 10−16W
Cuadro 4.7: Para´metros escenario multicelular algoritmo ON-OFF
Figura 4.6: Escenario de 16 ce´lulas
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Con el escenario presentado se obtienen las siguientes velocidades de trans-
misio´n:
Para´metro Valor
R1 126.1378 bits/s/Hz
R2 139.6233 bits/s/Hz
Cota1 e
Cotanueva 11.7686
Cuadro 4.8: Velocidades de transmisio´n alcanzadas usando cota1 y cotanueva
Se observa que R2 sigue siendo mayor que R1 por lo tanto sigue dando ma´s
buenos resultados en cuanto a velocidad de transmisio´n el utilizar la cota prop-
uesta en (3.39) que en (3.38). En la figura siguiente se sigue viendo la alternancia
de los dos estados en las distintas estaciones base. De este modo los vectores de
potencia quedan:
Figura 4.7: Vector de potencias 1 y Vector de potencias2
3. Escenario de 8 ce´lulas
Si ahora se reduce aun ma´s el nu´mero de ce´lulas se tienen menos estaciones base
contribuyendo y se quiere ver si la cota propuesta en (3.39) sigue siendo mejor
que la propuesta en (3.38).
Para´metro Valor
Nu´m.Usuarios por ce´lula 10
Nu´m.Ce´lulas 8
Pote´ncia ruido 4,0039 ∗ 10−16W
Cuadro 4.9: Para´metros escenario multicelular algoritmo ON-OFF
Se tiene el siguiente escenario:
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Figura 4.8: Escenario de 8 ce´lulas
Se observa que la cota que se ha creado a partir de las ganancias y su
frecuencia de aparicio´n cotanueva sigue siendo mejor que Cota1 al obtener una
velocidad de transmisio´n superior.
Para´metro Valor
R1 84.8219 bits/s/Hz
R2 90.6656 bits/s/Hz
Cota1 e
Cotanueva 2.8402
Cuadro 4.10: Velocidades de transmisio´n alcanzadas usando cota1 y cotanueva
A partir de las tablas anteriores tambie´n se puede apreciar que al disminuir el
nu´mero de ce´lulas la velocidad de transmisio´n del sistema tambie´n ha disminui-
do. La velocidad de transmisio´n del sistema aumenta a medida que aumentan el
nu´mero de ce´lulas ya que todo y que hay ma´s interferencia tambie´n aumentan
las contribuciones de los usuarios que transmiten en cada ce´lula. Este crecimien-
to queda representado en el siguiente apartado en la figura Fig.4.3.
Los vectores de potencia se representan en la figura siguiente.
Con las simulaciones presentadas se demuestra que si se utiliza la cota (3.39)
se obtienen mejores resultados en cuanto a velocidad de transmisio´n del sistema
que al utilizar la (3.38).
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Figura 4.9: Vector de potencias1 y Vector de potencias2
4.1.3. Velocidad de transmisio´n
En este proyecto se pretend´ıa hacer una asignacio´n de potencias y de usuar-
ios para maximizar la funcio´n de la velocidad de transmisio´n. Es decir resolver
el problema no convexo (3.20). Es por esto que en el siguiente apartado se repre-
senta la velocidad de transmisio´n, despue´s de haber hecho las dos asignaciones
correspondientes, en funcio´n de los usuarios del sistema. Se muestran las trazas
de la velocidad antes de hacer la asignacio´n de potencias y despue´s con tal de
ver co´mo afecta a esta maximizacio´n. Se simula el siguiente escenario:
Para´metro Valor
Nu´m.Usuarios ma´ximo por ce´lula 30
Nu´m. Ce´lulas 5
Potencia ruido 4,0039 ∗ 10−18 W
Nu´m. realizaciones 50
Cuadro 4.11: Para´metros maximizacio´n de la velocidad
En la figura Fig.4.10 los sub´ındices (w) representan las trazas de la veloci-
dad del sistema una vez hecho la asignacio´n de usuarios y potencia. Se observa
co´mo una vez realizado la asignacio´n de potencias mediante el algoritmo Binary
Power Control y de usuarios utilizando el Round Robin Scheduling, comentados
para el caso multicelular, se obtiene una velocidad de transmisio´n ma´s elevada.
Cabe resaltar que en CDMA la asignacio´n de potencias es muy importante para
compensar las pe´rdidas del canal. Pero en el caso de este proyecto al hacer una
asignacio´n de usuarios previa oportunista el papel de la asignacio´n de potencias
ya no es tan vital. De hecho si se observa la figura Fig.4.10 se resalta que al
usar el scheduler Round Robin, que es un algoritmo no oportunista ya que no
usa ningu´n criterio al asignar usuarios, la velocidad del sistema que se obtiene
al hacer asignacio´n de usuarios y potencias es realmente mayor que si so´lo se
hiciese el primero y oscila alrededor de un mismo valor. Mientras que al usar el
Maximum SNR scheduling la velocidad crece en funcio´n del nu´mero de ce´lulas
Y la diferencia de las velocidades del sistema que hay entre hacer ambas asig-
naciones o so´lo la de usuarios es ı´nfima.
Primeramente se ha simulado un escenario con 5 ce´lulas, y ahora uno con
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Figura 4.10: Velocidad de transmisio´n sistema 5 ce´lulas
10 ce´lulas para ver co´mo va afectar a la velocidad de transmisio´n aumentar el
nu´mero de ce´lulas. Se tiene la siguiente tabla de para´metros:
Para´metro Valor
Nu´m.Usuarios ma´ximo por ce´lula 30
Nu´m.Ce´lulas 10
Potencia ruido 4,0039 ∗ 10−18 W
Nu´m.Realizaciones 50
Cuadro 4.12: Para´metros asignacio´n de usuarios
En la figura Fig.4.11 se observa que la velocidad del sistema aumenta con
el nu´mero de ce´lulas. Al usar el scheduler Round Robin aumenta unos 10 bit-
s/s/Hz y al usar el Maximum SNR scheduling aumenta unos 60 bits/s/Hz. Este
resultado ya se hab´ıa comprovado en la figura Fig.4.3. En la figura Fig. 4.11
las trazas que tienen el sub´ındice (w) representan la velocidad de transmisio´n
despue´s de hacer asignacio´n de usuarios seguido de una asignacio´n de potencia.
Mientras que las que no tienen este sub´ındice son las trazas resultantes de so´lo
hacer asignacio´n de usuarios.
Como resultado se obtiene que para resolver el problema (3.20) primero se
hace una asignacio´n de usuarios. Si se utiliza un algoritmo oportunista como
el Maximum SNR scheduling ya no har´ıa falta hacer una asignacio´n de poten-
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Figura 4.11: Velocidad de transmisio´n sistema 10 ce´lulas
cias. Pero si se utiliza por ejemplo el Round Robin scheduling se habr´ıa de hacer
una asignacio´n de potencias utilizando el algoritmo ON-OFF, si el nu´mero de
ce´lulas fuera elevado. De este modo se puede resolver el problema planteado que
resultaba ser no convexo.
4.2. Sistema de dos ce´lulas
En este apartado se particulariza el estudio multicelular para el caso de tener
dos ce´lulas. Se pretende resolver el problema (3.46) haciendo una asignacio´n de
usuarios y de potencias tal y como se ha ido comentando. El problema es que
como so´lo un usuario por ce´lula puede transmitir se ha de ver que usuario se elige.
Como ambas ce´lulas trabajan a la misma frecuencia el nivel de interferencia es
elevado y por eso se proponen ambas asignaciones.
4.2.1. Asignacio´n de usuarios
Primero se empieza haciendo la asignacio´n de usuarios para ver que algoritmo
se ha de usar. En este caso se usa tambie´n el Two-Cell Maximum Capacity
Scheduling ya que la complejidad no es elevada al trabajar con dos ce´lulas
u´nicamente. Por lo tanto se utilizan:
Round Robin scheduling
Maximum SNR scheduling
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Two-Cell Maximum Capacity Scheduling
Seguidamente se representa la velocidad de transmisio´n en funcio´n del nu´mero
de usuarios utilizando los distintos schedulers para ver cual es ma´s recomend-
able utilizar en la situacio´n de trabajar con dos ce´lulas. Tambie´n se ve co´mo
afecta el uso de un scheduler u otro al aumentar el nu´mero de ce´lulas y usuarios.
Para´metro Valor
Nu´m.Usuarios ma´ximo por ce´lula 30
Nu´m.Ce´lulas 2
Potencia ruido 4,0039 ∗ 10−18 W
Nu´m.Realizaciones 50
Cuadro 4.13: Para´metros asignacio´n de usuarios
Se tiene como ma´ximo un total de 30 usuarios por ce´lula. Es decir en la
primera realizacio´n se mira el escenario formado por un usuario y hasta 30
usuarios siguiendo hasta alcanzar Nu´m.Realizaciones. De manera que mediante
un bucle se realizan distintas simulaciones para ir captando en cada situacio´n
la velocidad de transmisio´n del sistema correspondiente.
As´ı pues empezando con el caso de estar en un sistema de dos ce´lulas y 1 usuario
en cada ce´lula independientemente del scheduler se obtiene una capacidad total
del sistema, que var´ıa en cada realizacio´n que se haga ya que el canal es Rayleigh.
A medida que se van incrementando los usuarios en el sistema la funcio´n de los
schedulers es ma´s importante, ya que se trata de gestionar bien los recursos para
maximizar la funcio´n de la velocidad de transmisio´n del sistema.
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Figura 4.12: Asignacio´n de usuarios
Si se realizan 80 simulaciones se pueden observar ma´s claramente los resul-
tados.
Para´metro Valor
Nu´m.Usuarios ma´ximo por ce´lula 30
Nu´m.Ce´lulas 2
Potencia ruido 4,0039 ∗ 10−18 W
Nu´m.Realizaciones 80
Cuadro 4.14: Para´metros asignacio´n de usuarios
De las figuras Fig.4.12 y Fig.4.13 se pueden extraer algunos resultados y
conclusiones que pueden ayudar a determinar que Scheduler elegir dependiendo
de la situacio´n en que se trabaje.
De hecho cuando se utiliza el Round Robin se observa que la velocidad de trans-
misio´n oscila alrededor de un mismo valor independientemente del nu´mero de
usuarios en cada ce´lula. Este resultado es lo´gico ya que en el Round Robin, tal
y como se ha explicado en el cap´ıtulo anterior, primero se asigna recursos a un
usuario despue´s a otro y as´ı sucesivamente sin contemplar ningu´n para´metro.
El segundo scheduler que se trata es elMaximum SNR scheduling y tiene distin-
to comportamiento. A medida que crecen los usuarios en el sistema la velocidad
de transmisio´n total aumenta de una manera ma´s o menos logar´ıtmica. Este
algoritmo se ha visto como elige el usuario, que va a iniciar comunicacio´n con
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Figura 4.13: Asignacio´n de usuarios
la estacio´n base, segu´n las condiciones de canal que e´ste tenga. Es por eso que a
cuantos ma´s usuarios haya en la ce´lula ma´s amplia sera´ la eleccio´n del usuario
con mejor canal y por lo tanto resulta ser ma´s probable tener una velocidad de
transmisio´n del sistema ma´s elevada.
Por u´ltimo el Two-Cell Maximum scheduling resulta ser el algoritmo con el que
se obtienen mejores resultados en cuanto a velocidad de transmisio´n del sistema.
Este algoritmo de hecho lo que mira, antes de asignar recursos, es el usuario cuya
contribucio´n maximiza la velocidad de transmisio´n del sistema. Se trata pues de
una bu´squeda exhaustiva. Es por eso que en el caso de trabajar con dos ce´lulas
resulta o´ptimo y los resultados que se obtienen son los mejores en comparacio´n
con los otros dos schedulers. Pero cabe comentar que cuando se trabaja con un
escenario multicelular con ma´s de dos ce´lulas los ca´lculos empiezan a compli-
carse llegando a un punto en que resulta realmente costosos y ya no es eficiente
utilizar este scheduler. Por lo tanto parece lo´gico que cuando se trabaja con un
escenario de dos ce´lulas se elija Two-Cell Maximum scheduling ya que es el que
da mejores resultados en cuanto a velocidad de transmisio´n. Pero en el caso de
este proyecto como se compara la velocidad que se obtiene en un sistema de dos
ce´lulas con la de sistemas de ma´s ce´lulas se utiliza el Maximum SNR scheduling
que tambie´n da buenos resultados. As´ı la comparacio´n es ma´s fiable.
4.2.2. Asignacio´n de potencias
En este apartado se busca la asignacio´n de potencia utilizando el algorit-
mo Binary Power Control ya que como se ha observado en la figura Fig.4.3
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este algoritmo se comporta mejor, cuando se trabaja con pocas ce´lulas, obte-
niendo velocidades de transmisio´n ma´s elevadas. En el cap´ıtulo anterior se ha
demostrado matema´ticamente que la combinacio´n o´ptima de potencias de las
dos estaciones base es que la primera transmita a ma´xima potencia y la segunda
este´ apagada. Es por esto que se realizan simulaciones que muestren este resul-
tado. En las siguientes simulaciones, se representan las gra´ficas de la velocidad
de transmisio´n del sistema en funcio´n de las potencias de transmisio´n de las
estaciones base. Se simula el caso:
Para´metro Valor
Nu´m.Usuarios por ce´lula 2
Nu´m.Ce´lulas 2
Pote´ncia ruido 4,0039 ∗ 10−18W
Cuadro 4.15: Para´metros sistema de dos ce´lulas
Primeramente se hace la asignacio´n de usuarios buscando la matriz de canal
de cada uno para poder evaluar y decidir. La matriz de canal para esta simu-
lacio´n y este caso particular tiene los siguientes valores en lineal:
G =
(
0,058 0,0189 0,0001 0,0005
0,0641 0,0005 0,2444 0,0869
)
∗ 10−9 (4.1)
G1,1 = 0,058 ∗ 10
−9 es la ganancia que hay en el canal que une el usuario 1 y
la estacio´n base 1 ambos en la ce´lula 1. G1,2 = 0,0189 ∗ 10
−9 es la ganancia del
canal que une el usuario 2 de la ce´lula 1 con la estacio´n base de la ce´lula 1. Por
lo tanto analizando la matriz de ganancias resultante se obtiene que en la ce´lula
1 transmite el usuario 1 ya que (G1,1 > G1,2) y en la ce´lula 2 el usuario 3 ya
que (G2,3 > G2,4). De manera que se puede reescribir la matriz de ganancias
como si so´lo se tuviera un usuario en cada ce´lula:
Gm =
(
0,058 0,0001
0,0641 0,2444
)
∗ 10−9 (4.2)
En la matriz (4.2), G12 = 0,001 ahora es la ganancia del interferente que la
estacio´n base 1 crea al usuario que esta´ transmitiendo en la ce´lula 2. Seguida-
mente se representa la velocidad de transmisio´n del sistema en funcio´n de la
potencia transmitida por la estacio´n base 1, P1 y la estacio´n base 2, P2. En la
siguiente figura se puede apreciar que efectivamente en el caso en que se con-
sigue una velocidad ma´s elevada es cuando P1 = Pmax y P2 = 0 tal y como se
hab´ıa demostrado teo´ricamente.
Seguidamente se estudian unos casos l´ımites, en donde el sistema se ve lim-
itado por ruido o bien se bloquea un canal y se quiere ver la asignacio´n de
potencias que resulta.
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Figura 4.14: Escenario 2 ce´lulas
Figura 4.15: Gra´fico de la velocidad de
transmission en funcio´n de (P1,P2)
Casos l´ımite
Si se aumenta el valor del ruido de manera que quede atenuado el efecto de
la interferencia, se tiene un sistema limitado por ruido. La ma´xima velocidad
de transmisio´n se obtiene cuando la estacio´n base 1 y 2 transmiten a ma´xima
potencia.
Para´metro Valor
Nu´m.Usuarios por ce´lula 2
Nu´m.Ce´lulas 2
Pote´ncia ruido 10−16W
Cuadro 4.16: Para´metros sistema de dos ce´lulas limitado por ruido
Se simula y se obtiene:
Figura 4.16: Escenario 2 ce´lulas
Figura 4.17: Funcio´n velocidad de trans-
misio´n (P1,P2) con ma´s ruido
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En el caso de que se imponga G11 = 0, se esta´ bloqueando el canal de comu-
nicacio´n del usuario de la ce´lula 1 as´ı que la asignacio´n de potencias o´ptima, a
priori, ser´ıa (P ∗1 , P
∗
2 ) = (0, Pmax).
Para´metro Valor
Nu´m.Usuarios por ce´lula 2
Nu´m.Ce´lulas 2
Pote´ncia ruido 4,0039 ∗ 10−18W
G11 0
Cuadro 4.17: Sistema de dos ce´lulas con un canal bloqueado
Se simula y efectivamente se obtienen los resultados previstos con anterior-
idad: Potencias o´ptimas en el caso de que el canal del usuario de la ce´lula 1
esta´ bloqueado (P ∗1 , P
∗
2 ) = (0, Pmax)
Figura 4.18: Sistema 2 ce´lulas
Figura 4.19: Funcio´n velocidad de trans-
misio´n (P1,P2)con G11 = 0
Se puede prever que en la situacio´n de bloquear el canal del usuario que se
encuentra en la ce´lula 2 la asignacio´n o´ptima de potencias ser´ıa: (P ∗1 , P
∗
2 ) =
(Pmax, 0)
Por lo tanto en resumen se tiene que la asignacio´n o´ptima de potencias que
se va a usar es para maximizar la velocidad de transmisio´n es: (P1 = Pmax)
y (P2 = 0). Es decir cuando la estacio´n 1 transmite a ma´xima potencia y la
estacio´n dos esta´ apagada.
4.2.3. Velocidad de transmisio´n
Una vez hecha la asignacio´n de usuarios y habiendo demostrado la asignacio´n
o´ptima de potencias utilizando el algoritmo Binary Power Control se represen-
tan la velocidad del sistema que se obtiene en funcio´n del nu´mero de usuarios. En
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este apartado se representa la velocidad de transmisio´n en funcio´n del nu´mero
de usuarios una vez hecho la asignacio´n de usuarios y potencias que resuelven el
problema (3.20) no convexo. Estas trazas esta´n marcadas por el s´ımbolo (w). En
el mismo gra´fico tambie´n se muestran la velocidad sin haber hecho la asignacio´n
de potencias. Se realizan 80 realizaciones para obtener resultados ma´s fiables.
Para´metro Valor
Nu´m.Usuarios ma´ximo por ce´lula 30
Nu´m.Ce´lulas 2
Potencia ruido 4,0039 ∗ 10−18 W
Nu´m.Realizaciones 80
Cuadro 4.18: Para´metros sistema 2 ce´lulas
Figura 4.20: Velocidad de transmisio´n del sistema
En la figura Fig. 4.20 se ve como despue´s de hacer la asignacio´n de usuarios
y potencias, si se usa un algoritmo oportunista, se obtienen velocidades del
sistema ma´s o menos iguales que cuando solo se hab´ıa hecho la de usuarios.
Por ejemplo usando el Maximum SNR scheduling se pasa de 32 bits/s/hz a
34 bits/s/Hz cuando se tienen 30 usuarios. Para el mismo caso de 30 usuarios,
si se usa el Two-Cell Maximum Capacity Scheduling se ve que la diferencia
entre las dos trazas comentadas es de 1 bit/s/Hz. Tambie´n se resalta que las
velocidades alcanzadas son menores que en el caso que se ten´ıan ma´s ce´lulas
ya que la velocidad aumenta a medida que aumentan el nu´mero de ce´lulas.
Esta conclusio´n no aplica para algoritmos como el Round Robin Scheduling que
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no asigna los usuarios con mejor canal, sino lo hace de manera secuencial, un
usuario para cada franja de tiempo.
Como resultado de este estudio se concluye que la mejor opcio´n para el caso de
trabajar con un escenario de 2 ce´lulas es elegir el Two-Cell Maximum scheduling.
Entonces el control de potencia ya no es necesario. Si se usa el Maximum
SNR scheduling la asignacio´n de potencias tampoco es necesaria ya que este
algoritmo asigna los usuarios con mejor canal. En CDMA si que era necesario
hacer una asignacio´n de potencias ya que se hab´ıan de compensar las pe´rdidas
del canal. Por eso si se usan algoritmos no oportunistas como el Round Robin
Scheduling entonces s´ı que se habra´ de hacer una asignacio´n de potencias. Al
estar trabajando con escenarios de dos ce´lulas, la mejor opcio´n es usar el Binary
Power Control para maximizar la velocidad de transmisio´n del sistema.
4.3. Algoritmo distribuido vs centralizado
4.3.1. Algoritmo distribuido
En este apartado se estudia una ce´lula en particular y los usuarios que
pertenecen a e´sta con tal de llegar a clasificarlos [17]. La clasificacio´n se basa
considerando la posicio´n que ocupan dentro de la ce´lula. Este estudio se realiza
para determinar en que´ zona dentro de la ce´lula esta´n los usuarios que reciben
con ma´s velocidad. Cuando se usan algoritmos de asignacio´n de usuarios opor-
tunistas como el Maximum SNR scheduling se ve en que zona esta´n los usuarios
con mejor canal que son los que se elijen para comunicarse con la estacio´n base.
Seguidamente se simulan escenarios utilizando un algoritmo distribuido y luego
uno centralizado para comprobar las afirmaciones teo´ricas hechas con anterior-
idad en el apartado (2.4) de este proyecto.
Se divide la ce´lula en 3 zonas de manera que si un usuario esta´ cerca de la
estacio´n base, es decir dentro de una circunferencia de radio (r ≤ Radiodelace´lula3 ),
pertenece a la zona1. De la misma manera si el usuario esta´ dentro de la
corona circular (Radiodelace´lula3 < r ≤
2∗Radiodelace´lula
3 ) e´ste pertenece a la
zona2. Y finalmente si esta´ en la zona delimitada por ( 2∗Radiodelace´lula3 < r ≤
Radiodelace´lula) pertenece a la zona3.
Se lanzan 10 realizaciones con los siguientes para´metros:
Para´metro Valor
Nu´m.Usuarios por ce´lula 15
Nu´m.Ce´lulas 5
Potencia ruido 4,0039 ∗ 10−16 W
Num.Realizaciones 10
Cuadro 4.19: Para´metros algoritmo distribuido
Se tienen 15 usuarios en la ce´lula observada que se han de clasificar por
zonas. As´ı pues se definen tres vectores, Pzona1, Pzona2, Pzona3, que contienen
el nu´mero de usuario que se encuentra en esa zona respectivamente. Tambie´n
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Figura 4.21: Caracterizacio´n de los usuarios
se crea una matriz de velocidades de transmisio´n, Rzonas, que tiene tantas filas
como realizaciones y en las columnas contiene las velocidades con que la estacio´n
base transmite a los usuarios que esta´n en las zonas 1,2 y 3 respectivamente. De
este modo se puede determinar en que zona esta´n los usuarios que reciben con
ma´s velocidad. Despue´s de simular las 10 realizaciones si se observa una de ellas
se ve como han quedado repartidos, por zonas, los usuarios dentro de la ce´lula
estudiada:
Pzona1 =
(
4 6 7 8 13 15
)
(4.3)
Se ve que en la zona1 se tienen 6 usuarios de los 30 que se ten´ıan repartidos por
la ce´lula observada, entre ellos el usuario 4, el 6 etc.
Pzona2 =
(
1 2 3 5 12
)
(4.4)
En este caso en la zona2 hay 5 usuarios.
Pzona3 =
(
9 10 11 14
)
(4.5)
Y finalmente en la zona3 se tienen el resto, que son 4 usuarios.
Las velocidades de transmisio´n usando un algoritmo distribuido se calculan de
manera local. La ce´lula observada calcula su velocidad de transmisio´n de manera
independiente sin tener en cuenta las otras. La interferencia se modela como la
suma de interferentes de los usuarios que transmiten en las ce´lulas vecinas.
La velocidad de transmisio´n de la zona 1 es el promedio de las velocidades
con que transmite la estacio´n base y reciben los usuarios que esta´n en esta
zona. Los usuarios de las ce´lulas vecinas que interfieren en la comunicacio´n
tambie´n esta´n transmitiendo en la misma ce´lula que se esta´ evaluando, todo y
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no estar a la misma distancia de las estaciones base. Seguidamente se observan
las velocidades promediadas de la zona 1 ,2 y 3 respectivamente, para las 10
realizaciones lanzadas, llegando a la conclusio´n que cuanto ma´s cerca se este´ de
la estacio´n base mejor es la velocidad de transmisio´n de la estacio´n base. Se
forma un matriz Rzonas formada por tantas columnas como zonas se divide la
ce´lula y tantas filas como realizaciones se lanzen.
Rzonas =


11,3624 7,6751 0,4768
8,3272 2,5906 0,9995
9,5346 4,6718 0,9997
7,3843 6,9160 2,7966
9,9516 2,2948 0,2963
8,9693 2,5293 0,0007
4,1265 3,1122 2,8712
5,9574 2,8393 0,1999
10,3047 1,5366 3,9868
7,6118 1,2529 0,2908


(4.6)
Se realiza otra simulacio´n para comprobar que la zona 1 es donde se tiene
una mejor comunicacio´n en cuanto a velocidad de transmisio´n. Aumentando el
nu´mero de ce´lulas para incrementar el efecto de las interferencias.
Para´metro Valor
Nu´m.Usuarios 30
Nu´m.Ce´lulas 10
Potencia ruido 4,0039 ∗ 10−16 W
Num.Realizaciones 10
Cuadro 4.20: Para´metros algoritmo distribuido
Simulando con los para´metros descritos se obtienen los siguientes vectores
Pzona1, Pzona2 y Pzona3, para una realizacio´n cualquiera, que contienen los usuar-
ios situados en cada regio´n respectivamente.
Se tienen 9 usuarios en la zona1.
Pzona1 =
(
2 11 13 14 17 18 19 21 26
)
(4.7)
En la zona 2 esta´n situados la mayor´ıa de usuarios del escenario, concretamente
15 usuarios.
Pzona2 =
(
1 3 6 7 8 10 12 15 20 22
25 27 28 29 30
)
(4.8)
Y por u´ltimo en la regio´n 3 esta´n el resto de usuarios.
Pzona3 =
(
4 5 9 16 23 24
)
(4.9)
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Las velocidades de transmisio´n promediadas que se tienen en las 3 zonas
para las 10 realizaciones son:
Rzonas =


7,4960 3,0221 0,1705
4,3327 3,1127 0,6588
3,1845 2,7996 0,4181
4,8037 1,4619 1,0580
6,0213 1,9036 0,0016
7,6455 3,0148 1,5198
4,7900 0,4628 0,4379
4,4008 3,1672 0,1383
3,7664 2,4718 0,0677
6,0623 3,4567 2,9833


(4.10)
Para la iteracio´n 1Rzona1 = 7,4960 mientras queRzona2 = 3,0221 yRzona3 =
0,1705. Se ve por tanto que la zona 1 sigue siendo la mejor, es decir donde la
velocidad de transmisio´n alcanzada es ma´s alta. Seguido de la zona 2 y de la
zona 3 en este orden. Tambie´n se puede apreciar que al aumentar el nu´mero de
ce´lulas han aumentado las interferencias y por lo tanto la velocidad de trans-
misio´n observada en la ce´lula 1 es inferior al del caso anterior, en donde se
trabajaba con dos ce´lulas. De todos modos si en lugar de calcular la velocidad
de transmisio´n observada en la ce´lula 1 se mira la velocidad de transmisio´n total
del sistema e´sta aumenta al aumentar el nu´mero de ce´lulas, tal y como se ve en
la figura Fig.4.3.
Como conclusio´n se extrae que cuanto ma´s cerca de la estacio´n base se este´ el
usuario alcanza mejor velocidad de transmisio´n ya que es donde las pe´rdidas de
canal tienen menos efecto. A medida que el usuario se aleje de la estacio´n base
las pe´rdidas del canal van aumentando empeorando considerablemente el sen˜al
y repercutiendo en la velocidad de transmisio´n alcanzada por el usuario.
El algoritmo que se ha utilizado para calcular las velocidades de transmisio´n
trabaja de una manera individual es decir distribuida. Cada ce´lula intenta max-
imizar su velocidad de transmisio´n independientemente de las otras. Seguida-
mente se propone estudiar la velocidad de transmisio´n con un algoritmo cen-
tralizado que tenga en cuenta las ce´lulas vecinas. La cabecera (overead) de los
mensajes que se env´ıan en este caso aumentar´ıa ya que la unidad de control que
controlase la comunicacio´n tendr´ıa que tener informacio´n de todas las ce´lulas.
4.3.2. Algoritmo centralizado
En este apartado se evalu´a la velocidad de transmisio´n del sistema de cada
zona y se analizan los resultados.
1. Se quiere comprobar que cuanto ma´s cerca se encuentra un usuario de la
estacio´n base con ma´s velocidad recibe los datos.
2. Se quiere comprobar que las velocidades de transmisio´n alcanzadas super-
ara´n a las obtenidas usando un algoritmo distribuido.
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Se comparan las velocidades de transmisio´n obtenidas usando un algoritmo dis-
tribuido y uno centralizado lanzando simulaciones con los siguientes para´metros:
Para´metro Valor
Nu´m.Usuarios 30
Nu´m.Ce´lulas 10
Potencia ruido 4,0039 ∗ 10−16 W
Num.Realizaciones 10
Cuadro 4.21: Para´metros algoritmo centralizado
Para una realizacio´n cualquiera y utilizando el algoritmo centralizado sin
control de potencia se obtienen las siguientes velocidades de transmisio´n del
sistema:
Rsistemas =


15,0633 5,5543 2,0322
7,7746 6,4735 3,0854
6,2686 5,7159 2,1729
9,3411 6,2361 4,0934
11,1028 10,0101 2,5900
10,0853 9,1308 5,5042
6,9726 4,8265 2,3149
9,2734 8,1620 2,0129
8,9657 4,8081 1,2881
10,2470 8,0298 5,5325


(4.11)
La matriz Rsistemas tiene tantas filas como realizaciones se hacen y en las
columnas tiene las velocidades de transmisio´n de las distintas realizaciones de la
zona 1,2 y 3 respectivamente. Se sigue cumpliendo que la zona donde se recibe
con ma´s velocidad es la 1.
4.3.3. Comparacio´n de los algoritmos distribuidos y cen-
tralizados
El primer objetivo parece que esta´ alcanzado ya que se afirma pues que cuan-
to ma´s cerca de la estacio´n base (usuarios zona1) la velocidad de transmisio´n
del sistema es ma´s elevada. Por lo que respeta al segundo objetivo tambie´n se
supera ya que las velocidades de transmisio´n al usar un algoritmo centralizado
son mayores que las que se alcanzan al usar un algoritmo distribuido. Para la
realizacio´n 1 se tiene:
Rzona1 = 7,4960
Rzona2 = 3,0221
Rzona3 = 0,1705
Rsistema1 = 15,0633
Rsistema2 = 5,5543
Rsistema3 = 2,0322
En conclusio´n las velocidades alcanzadas usando un algoritmo distribuido son
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menores que las que se alcanzaban usando un algoritmo centralizado y mantienen
el orden de Rzona1 > Rzona2 > Rzona3 y Rsistema1 > Rsistema2 > Rsistema3.
Figura 4.22: Algoritmo distribuido vs centralizado
En la figura Fig. 4.22 se comparan las velocidades que se obtienen en cada zona
si se usa un algoritmo distribuido (Rzona1, Rzona2 y Rzona3) o bien centralizado
(Rsistema1, Rsistema2 y Rsistema3). Se ve que las velocidades de transmisio´n que
se obtienen en las distintas zonas usando un algoritmo centralizado son mayores
que si se usa uno de distribuido. Y que en la zona1 es donde los usuarios reciben
con ma´s velocidad, seguido de la zona2 y 3.
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Cap´ıtulo 5
Trabajo futuro y
conclusiones
Los sistemas multicelulares presentan una gran complejidad. En este proyec-
to se trabaja con sistemas formados por mu´ltiples usuarios y mu´ltiples ce´lulas
pero con una u´nica antena transmisora y receptora. Se usa una u´nica frecuencia
para todas las ce´lulas de manera que mientras un usuario dentro de una ce´lula
se esta´ comunicando en una frecuencia, en la ce´lula vecina hay otro usuario que
esta´ usando la misma frecuencia haciendo que el nivel de interferencia co-canal
pueda llegar a alcanzar valores muy elevados. Es por esta razo´n que en este
proyecto se han propuesto soluciones al problema citado haciendo un control de
potencia y una asignacio´n de usuarios. El control de potencia se ha hecho usando
algoritmos para encontrar la asignacio´n o´ptima de potencias que maximizaban
la velocidad de transmisio´n del sistema. Mientras que la asignacio´n de usuarios
se caracterizaba por el uso de los schedulers. La combinacio´n de ambos llega-
ba a reducir considerablemente la interferencia intercelular que preocupaba de
principio. Por otro lado tambie´n se resalta que en sistemas con muchas ce´lulas,
hacer un control de potencia puede suponer un coste, en cuanto complejidad,
demasiado elevado. La diversidad tendr´ıa un papel importante y har´ıa que no
se obtuvieran resultados lo suficientemente destacados. De este modo la elec-
cio´n del scheduler resulta ser clave. Ya que si se asignan los usuarios de manera
oportunista ya se compensan en parte las pe´rdidas del canal y no har´ıa falta
hacer una asignacio´n de potencias.
Tambie´n se resalta el uso de algoritmos centralizados o distribuidos en el ca´lculo
de las velocidades de transmisio´n de un sistema celular caracterizado por zonas
de posicionamiento de los usuarios. Sacando como conclusio´n que cuanto ma´s
cerca se este´ de la estacio´n base y si se usa un algoritmo centralizado se ob-
tiene mejor velocidad de transmisio´n. Todo y que se ha de considerar que los
algoritmos distribuidos contrarrestaban con otras ventajas que se tienen que
contemplar a la hora de elegir que algoritmo se usara´ segu´n que´ es lo que con-
viene ma´s en cada situacio´n particular.
Como trabajo futuro ser´ıa interesante extender el estudio de la velocidad de
transmisio´n en un sistema con mu´ltiples antenas tanto en recepcio´n como en
transmisio´n. De esta manera se habr´ıa de considerar la interferencia intracelu-
lar causada por los usuarios que transmiten dentro de una misma ce´lula. Tener
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mu´ltiples antenas en transmisio´n implica que las estaciones base transmitan a
ma´s de un usuario en el mismo tiempo usando alguna de las te´cnicas de mu´ltiple
acceso que se han comentado en este proyecto. As´ı pues se tendr´ıan que buscar
te´cnicas para reducir tanto la interferencia creada por las ce´lulas vecinas como
la que crean los usuarios que transmiten dentro de la misma ce´lula partiendo del
trabajo que se ha realizado en este documento. Pero se observa que en cualquier
sistema celular las interferencias sean del tipo que sean sera´n una constante
fuente de estudio. En todo momento se buscara´ ofrecer una calidad de la co-
municacio´n aceptable (QoS) proporcionando ma´s velocidad de transmisio´n en
el intercambio de datos entre una estacio´n y un usuario cualquiera o viceversa.
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