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Abstract
In real-world practice, medical images acquired in dif-
ferent phases possess complementary information, e.g., ra-
diologists often refer to both arterial and venous scans in
order to make the diagnosis. However, in medical image
analysis, fusing prediction from two phases is often diffi-
cult, because (i) there is a domain gap between two phases,
and (ii) the semantic labels are not pixel-wise corresponded
even for images scanned from the same patient. This paper
studies organ segmentation in two-phase CT scans. We pro-
pose Phase Collaborative Network (PCN), an end-to-end
framework that contains both generative and discrimina-
tive modules. PCN can be mathematically explained to for-
mulate phase-to-phase and data-to-label relations jointly.
Experiments are performed on a two-phase CT dataset, on
which PCN outperforms the baselines working with one-
phase data by a large margin, and we empirically verify that
the gain comes from inter-phase collaboration. Besides,
PCN transfers well to two public single-phase datasets,
demonstrating its potential applications.
1. Introduction
Semantic segmentation is one of the fundamental prob-
lems in computer vision which implies a wide range of ap-
plications. Recent years, with the rapid development of
deep learning [28, 27, 44, 17], researchers have designed
powerful segmentation models [34, 7, 6, 8, 10] which
are mostly equipped with an encoder-decoder architecture.
These models have achieved success in various image do-
mains, including medical image analysis, in particular or-
gan and soft-tissue segmentation, which forms an important
prerequisite of computer-assisted diagnosis [40, 41, 56, 54].
Medical images can appear in more than one phases,
each of which corresponds to a specific way of data sam-
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Cycle-
GAN
[57]
Cy-
CADA
[19]
UCDA
[12]
SIFA
[5]
PCN
(ours)
Image adaptation X X X X
Feature adaptation X X X X
Collaborative learning X X
Unknown label inference X X X X
Table 1: A comparison between our problem setting and
that of previous approaches. Our approach stands out with
the task of collaborative learning (see texts for details).
pling and scanning. It has been well acknowledged that in-
corporating multi-phase information improves visual recog-
nition [42, 52]. Nevertheless, there have fewer studies on
this problem. There are two possible reasons – one of them
lies in the lack of multi-phase training data, and the other
refers to the difficulty in aligning multi-phase data and dig-
ging complementary information out from them.
In this paper, we study this issue in the field of CT scans,
for which we construct a large-scale dataset of 200 patients.
For each case, two 3D volumes were collected from the ar-
terial and venous phases, and the radiologists in our team
manually annotated several abdominal targets, including or-
gans and blood vessels. This is to say, in our dataset, each
sample is composed of two paired images from arterial and
venous phase, respectively. Note that the images scanned
at the same position can be largely different, due to the dif-
ference of radiation in scanning. Plus, although they are
scanned from the same patient, the organs and vessels are
not corresponded in pixel level due to their motion in the
human body (see Figure 1). This causes huge difficulties
in registrations [50, 2] between the two phases. Our goal
is to train a model that leverages the information from both
phases in a collaborative way and improves the segmenta-
tion, while conventional approaches dealt with data in either
phase, but missed the inter-phase connection.
To model the inter-phase relation without the need of
inter-phase registration, the problem refers to domain trans-
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fer and domain adaptation. However, as shown in Ta-
ble 1, our setting is clearly different from that of existing
approaches. More specifically, the knowledge from two
phases needs to ‘help each other’ during training and test-
ing – we call it phase collaboration. To this end, we pro-
pose an end-to-end framework named Phase Collaborative
Network (PCN), which formulates the joint distribution of
two-phase-image data and their semantic labels. The major
contribution of this work lies in decomposing this distribu-
tion into two parts, namely, a data-to-label relation and a
phase-to-phase relation. In practice, the former term is im-
plemented as a discriminative model (e.g., a segmentation
network), and the latter one as a generative model (e.g., a
Generative Adversarial Network [14] which can transfer the
image style across different phases). We adopt a multi-stage
strategy to train PCN, so as to facilitate the two modules to
cooperate while guaranteeing the stability of optimization.
We evaluate PCN on two sources of data, including our
own two-phase dataset and two public one-phase datasets.
In our own data, PCN learns two functions for arterial-to-
venous and venous-to-arterial transfer, respectively, so that
the segmentation in each phase can be assisted by another
one, and the accuracy is boosted consistently. In partic-
ular, when the target is difficult (e.g., a small target like
the adrenal gland) or less discriminative under the spe-
cific phase (e.g., an artery in the venous phase), significant
accuracy gain is obtained. In public datasets where only
the venous phase is present, PCN takes advantage of the
venous-to-arterial transfer function learned from the two-
phase dataset and generates arterial data as extra knowl-
edge. This helps PCN outperform existing approaches that
use only single-phase information. This demonstrates the
potential of PCN, which can be trained at one time with
paired two-phase training data, and freely applied to other
one-phase scenarios.
The remainder of this paper is organized as follows. Sec-
tion 2 briefly reviews related work, and Section 3 introduces
the problem setting. The core part, Phase Collaborative Net-
work, is described in Section 4. Experiments are shown in
Section 5, and the conclusions drawn in Section 6.
2. Related Work
Semantic segmentation is a critical problem in com-
puter vision. Recently, with the rapid development of deep
learning, conventional approaches built upon graph-based
algorithms [1] and/or handcrafted local features [49] have
been replaced by deep neural networks [28, 27, 44, 17] that
can produce higher segmentation accuracy [34, 8]. The
progress in segmentation has boosted more vision tasks
such as video-based segmentation [36, 4], instance segmen-
tation [38, 15, 37, 43, 46] and 3D segmentation [22, 39].
Medical imaging analysis is an important prerequisite
of computer-aided diagnosis (CAD) that can assist human
doctors in clinical scenarios. Since medical images contain
enormous information such as internal organs, bones, soft
tissues and vessels, automatic segmentation plays a funda-
mental role of further diagnoses [3, 47, 16, 55]. Researchers
have designed individualized algorithms in order to capture
specific properties of different organs, e.g., liver [30, 18],
spleen [32], kidneys [29], lungs [21], pancreas [9, 56, 54],
etc. Most existing approaches focused on single-phase data,
however, human doctors often refer to multi-phase data. To
bridge this information gap, researchers attempted to intro-
duce multi-phase information to improve segmentation ac-
curacy [31, 51]. However, since the internal organs are not
still during the scanning process, such algorithms often face
the problem of alignment. The intrinsic problem lies in the
lack of paired data across phases, which makes it difficult to
apply existing algorithms for phase registration [2, 50, 48].
This drives us to formulate the relationship between differ-
ent phases with a generative model.
Deep generative models aim at using a parametric dis-
tribution to fit the real data distribution in a unsupervised
manner. Modeling this distribution can achieve the goal
of data generation. In recent years, generative models like
VAE and GAN [25, 14] and their variants have become
quite popular in both theory and applications. Arterial
and venous images are sampled form different distributions,
and building a relationship between them refers to the field
of domain adaptation, where representative approaches in-
clude Pix2Pix [23], CycleGAN [57] and UNIT [33]. The
basic assumption of these approaches is that image data are
composed of ‘content’ and ‘style’, and they focuses on style
transfer while the content remains unchanged [13, 53]. In
our work, we consider the organ annotations as the content
and their appearance in different phases as style. These do-
main transfer methods were also applied to cross-domain
segmentation [20, 19, 35], but their setting is different from
ours, in which data and label appear in both phases (there
are no ‘source’ and ‘target’ domains) and two labels are re-
lated to the same, unobserved distribution.
3. Problem: Two-Phase Segmentation
We consider semantic segmentation in the context that
information comes from two phases, which is a common
case of medical data. Mathematically, there are two phases
named A and V: A = {XA ∈ RD,YA ∈ {0, 1}D} and
V = {XV ∈ RD,YV ∈ {0, 1}D}, where X and Y de-
note the image and the annotation of dimension D; the sub-
scripts, A and V, denote arterial and venous. Here we use
the subscripts A and V to denote two popular phases named
arterial and venous in CT scans, which are the stage our
approach is working on.
A pair of examples of arterial and venous scans are
shown in Figure 1. Both scans are performed on the same
patient, but the arterial scan happens 35 seconds prior to
2
(a) an arterial-phase CT scan (b) a venous-phase CT scan
Figure 1: (Best viewed in color) An illustration of the dif-
ferences between CT scans from the arterial (left) and ve-
nous (right) phases. The artery (marked in red) has a larger
intensity in the arterial phase while the kidney (marked
in blue) other organs have larger intensities in the venous
phase. These differences are mainly due to the different
properties (in radiology) of these targets.
the venous scan, when the radiation level is higher and thus
artery-related organs and blood vessels are of higher inten-
sity than those in the venous scan (in opposite, vein-related
targets are of higher intensity in the venous scan). This
means that XA and XV are sampled from two distributions
of different appearances, but YA and YV should be from
the same distribution, i.e., the internal structure of the same
person does not change. However, since organs and blood
vessels of a living person are not still during the scanning
process, the observed YA and YV are actually different
from each other. In our case, the radiologists in our team an-
notated the two phases individually, which further increases
the extent of nuance. In overall, YA and YV can be con-
sidered sampled from the same distribution centered at Y?,
denoted as N (Y?,Σ). This inspires the labels can be pre-
dict with information from both phases. The goal is thus
to train a segmentation model for YA = f(XA,XV;θ) or
YV = f(XA,XV;θ), during which both arterial and ve-
nous training data are used, as well as the information in
these two phases are considered in a collaborative way.
4. Approach: Phase Collaborative Network
4.1. Phase Collaboration
The main idea of phase collaboration is to build rela-
tion between two phases so that both of them benefit from
complementary information. Therefore, two phases need to
be considered simultaneously, unlike previous approaches,
such as [19] that was trained on one phase and transferred to
another. The intuition is confirmed by an entropy inequal-
ity [11], i.e., H(XA,XV) > max {H(XA) ,H(XV)},
whereH(·) indicates the Shannon entropy. Mathematically,
our goal is to learn a model f(XA,XV;θ) which minimizes
‖f(XA,XV;θ)−YA‖ + ‖f(XA,XV;θ)−YV‖. Due to
the symmetry of these two terms, we simply discuss the first
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Figure 2: (Best viewed in color) A graphical representation
in a two-phase scenario. The left figure shows that YA and
YV, the labels in two phases, are sampled from the same
distribution p(Y), while the distributions of XA and XV
are different. The right figure shows the generation and in-
ference processes in the arterial phase. During generation,
each fake venous image, XA→V, is generated with the se-
mantic label YA and the phase-specific style elements. The
inference is the process where the semantic label YA can
be inferred from both XA and XA→V. Unobserved data
are marked with dashed borders, and the process related to
phase A (resp. V) is marked in red (resp. blue). P marks
the number of patients; M and N mark the number of sam-
ples in venous and arterial phases, respectively.
term, related to A, in the following parts.
The objective of minimizing ‖f(XA,XV;θ)−YA‖ is
to integrate information from both phases, which is to say,
to model the relations between XA, XV and YA. Since XA
and XV are not acquired in pairs, it is difficult to directly
model their relation using methods such as registration [50,
2], as shown in Figure 1.
We propose a decomposed relation to better model XA,
XV and YA, and apply a probabilistic graphical model [26]
in Figure 2 to help understand these relations:
pdata(XA,XV,YA) ∝ pdata(YA |XA)︸ ︷︷ ︸
data-to-label
· pdata(XV |XA,YA)︸ ︷︷ ︸
phase-to-phase
where the first term, pdata(YA | XA), models the relation
between the paired data and labels in phase A; while the
second term, pdata(XV|XA,YA), models the relation be-
tween phase A and phase V, respectively.
As shown, the data-to-label relation indicates that labels
can be directly inferred with data acquired in phase A with
segmentation models fA, where YA = fA(XA). The phase-
to-phase relation indicates data acquired in phase V can be
inferred with the knowledge acquired in phase A. Here, we
suppose there are samples XA→V ∼ pdata(XV |XA,YA)
that are unobserved due to the CT scanning mechanism.
The unobserved data can be modeled with generators,
GA→V so that XA→V = GA→V(XA,YA). XA→V rep-
resents samples that correspond to the semantic labels YA,
but with phase-specific styles. Intuitively, for a segmenta-
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tion model trained with data and labels acquired in phase V,
fV, we should have YA = fV(XA→V).
4.2. Formulation
This subsection provides the formulation from the per-
spective of loss functions. We start with modeling both
data-to-label and phase-to-phase relations using deep net-
works, and then combine them into the overall objective.
• Data-to-Label Relation
Data-to-Label Relation can be directly modeled with seg-
mentation models. Given an image-label pair (XA,YA),
the loss function of segmentation model fA : XA → YA is
defined as:
LD2L(XA,YA; fA) =‖fA(XA;θA)−YA‖ (1)
where θA indicates the parameter of the segmentation
model fA. Note that the Data-to-Label relation does not
only exist in phase A. In phase V, we can also model this
relation with another segmentation model fV : XV → YV.
Plus, here we apply norm distance, while in other cases this
metric can also be replaced by other segmentation criterion.
• Phase-to-Phase Relation
As shown in Figure 2, to model the Phase-to-Phase rela-
tion, we suppose there exists unobserved data XA→V ∼
pdata(XV |XA,YA). We further leverage an intuition that
XA and XA→V can be transferred to each other and corre-
spond to the same label, i.e. YA = fA(XA) = fV(XA→V).
To acquire XA→V, following the given intuition, we ap-
ply a generator GA→V and a segmentation model fV for
phase V, and design a min-max strategy to optimize them
simultaneously. The objective is:
min
θV
max
φA→V
GA→V(XA;φA→V)
+ ‖fV(GA→V(XA;φA→V) ;θV)−YA‖
(2)
where θV and φA→V are the parameter of the segmentation
model and the generator, respectively. The loss function
thus involves a generation loss of GA→V, and a segmenta-
tion loss using the generated data XA→V:
LP2P(XA,XV,YA; GA→V, fV)
= d[GA→V(XA;φA→V) ,XV]
+ ‖fV (GA→V(XA;φA→V) ;θV)−YA‖
(3)
where d indicates the similarity distance of the generated
data GA→V(XA;θV) and the true data XV in phase V.
Note that this distance can be measured with various meth-
ods, such as utilizing a discriminator as GAN[14], applying
the distance like KL divergence [24] between the distribu-
tion p(XV) and p(XA→V|XA), etc.
• The Overall Objective
Combining Eqns (1) and (3), the loss function of phase
A is written as:
LA(XA,YA,XV; fA, fV,GA→V)
=‖fA(XA;θA)−YA‖+ d[GA→V(XA;φA→V) ,XV]
+ ‖fV (GA→V(XA;φA→V) ;θV)−YA‖
which is also shown as the red routine in Figure 3. Note
that the relation between phase A and V is symmetric, thus
we apply another generator GV→A to transfer image data
from V to A. Now considering both phases A and V, as in
Figure 3, yields the overall loss function for the proposed
Phase Collaborative Network (PCN):
LPCN(XA,YA,XV,YV; SA,SV,GA→V,GV→A)
= λ‖fA(XA;θA)−YA‖+ d[GA→V(XA;φA→V) ,XV]
+ (1− λ) ‖fV (GA→V(XA;φA→V) ;θV)−YA‖
+ λ‖fV(XV;θV)−YV‖+ d[GV→A(XV;φV→A) ,XA]
+ (1− λ) ‖fV (GV→A(XV;φV→A) ;θV)−YV‖
(4)
Note that here we introduce a coefficient λ to adjust the
weight of original and generated data, which ensures the
stability and robustness of PCN in some cases.
4.3. Implementation and Optimization
We instantiate PCN using two state-of-the-art ap-
proaches, namely, RSTN [54] and GAN [14]. RSTN is
a coarse-to-fine segmentation model that consists of two
jointly optimized segmentation networks. GAN is an un-
supervised generative model that approximates the target
distribution. Therefore, in Eqn (4) fA and fV are applied
with RSTN. Meanwhile, a pair of GANs consist of a trans-
lation model to calculate d[GA→V(XA;φA→V) ,XV] +
d[GV→A(XV;φV→A) ,XA]. It is also remarkable that cy-
cle consistency loss [57] can be add in to generative loss to
reinforce the generators, since the phase A and V are sym-
metric. In the experiment, for fair comparison, same archi-
tecture described in [54] is applied for RSTN models, where
coarse and fine models are both a FCN-8s model; the gener-
ators applied the same architecture described in [57], where
the generator has 9 residual blocks and the discriminator is
a 70× 70 PatchGAN [23].
Since both RSTN and GAN reported training instability
to some extent, we train PCN, i.e. equivalently optimize the
above loss function, using a two-stage strategy, in which
the segmentation and translation modules are first sepa-
rately trained to guarantee convergence and then jointly op-
timized towards higher performance. This prevents the not-
yet-well-trained segmentation model from outputting low-
accuracy results which mislead the generative models, and
vice versa.
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Figure 3: (Best viewed in color) Illustration of the entire framework of PCN. Image examples are sampled from our two-phase
medical segmentation dataset (see Section 5.1). The learnable modules include two segmentation networks and a bidirectional
generator. During training, there are three loss functions to compute, namely the arterial/venous segmentation losses and the
generator loss. Red and blue arrows indicate information propagation in the arterial and venous phases, respectively.
• During the separate stage, we set λ = 1 in Eqn (1)
so that each segmentation model, either in phase A
or V, is only trained with real data (XA,YA) and
(XV,YV). At the meantime, the generators are
trained in a way that is equivalent to the training of
CycleGAN [57]. Without this separate stage, the over-
all model often fails to converge.
• During the joint stage, we relax the constraints on
λ so that it falls within (0, 1). During this stage,
segmentation and translation networks are optimized
jointly, so that the segmentation model in each phase
has some chances of receiving generated data from the
other phase for training, and the translation model also
‘tunes’ itself to generate more discriminative image
data. Consequently, the qualities of both segmentation
and translation become higher. We will show the ne-
cessity of this joint stage in the experimental section.
During testing, we simply follow the same flowchart as
in training, and fuse the prediction in both phases as the fi-
nal output. For simplicity, in this paper, the outputs of two
phases are averaged when dealing with segmentation in ei-
ther phase, i.e. λ = 0.5, although tuning the fusing weight
with a held-out validation dataset often leads to higher seg-
mentation accuracy.
4.4. Application to One-Phase Data
Despite that PCN is formulated assuming two-phase data
are available, it is easily applied to one-phase data. Let us
take the NIH pancreas dataset [41] as an example, in which
only the venous phase is collected and labeled. Here, the
key is to borrow a well-trained translation model, from ve-
nous to arterial, learned from a two-phase dataset, and op-
timize it with the venous data. Note that, as in the two-
phase scenario, the translation model can be fixed during
training, making PCN degenerate to a model aware of un-
observed arterial data generated from real venous data. For
the same reason, better performance is achieved by joint
learning. The testing process follows the same flowchart
described previously, where segmentation results produced
in both phases, one real and one generated, are averaged as
the final prediction.
5. Experiments
5.1. Datasets, Evaluation and Details
We collect a two-phase dataset that contains abdominal
CT scans with multiple organs and blood vessels. There are
200 normal and 200 abnormal (with pancreatic cancer) pa-
tients in both the arterial and venous phases, respectively.
We also refer to two public datasets which only contains
single (venous) phase. The NIH pancreas segmentation
dataset [41] contains 82 CT scans, and the pancreas seg-
mentation subset of the medical decathlon dataset (MSD)1
contains 282 CT scans, in all of which the pancreas was
annotated. The resolution of each scan is 512 × 512 × L,
where L is the number of slices along the long axis of the
1http://medicaldecathlon.com/index.html
5
Organ adrenal g. gallbladder infer. v. c. kidney l. kidney r. pancreas super. m. a.
Normal-A RSTN-A
59.40% 87.20% 73.62% 94.28% 95.13% 84.58% 74.48%
PCN-A 64.96% 87.58% 77.09% 94.44% 95.81% 84.89% 79.30%
Normal-V RSTN-V
56.11% 87.19% 78.77% 94.26% 92.10% 86.94% 71.67%
PCN-V 64.00% 88.16% 81.42% 93.33% 95.49% 88.20% 74.36%
Abnormal-A RSTN-A
58.14% 80.59% 73.20% 92.09% 94.45% 80.32% 66.28%
PCN-A 63.57% 86.19% 74.70% 93.01% 94.58% 81.48% 69.75%
Abnormal-V RSTN-V
52.60% 86.10% 78.19% 92.78% 90.26% 75.89% 62.72%
PCN-V 59.90% 89.28% 79.43% 95.51% 94.00% 79.82% 64.40%
Table 2: DSC comparison between RSTN [54] and PCN (our approach) on two-phase multi-organ segmentation.
Prediction of RSTN
DSC = 82.91% 
Prediction of PCN
DSC = 85.25% 
Ground Truth
Figure 4: (Best viewed in color) Typical pancreas segmen-
tation results, in the axial view, produced by RSTN and
PCN, respectively. The red frames indicate a few false pos-
itive region that is eliminated by PCN.
body. The range of L varies among these datasets, where on
average L¯ is 751 for our data, 286 for NIH data and 457 for
MSD data. All data are clamped into HU ∈ [−125, 275].
Following the conventions, we split each dataset into 4
folds, each of which contains approximately the same num-
ber of samples. We train the models on 3 out of 4 subsets
and test them on the held-out one. Different from single-
phase baseline models, PCN is trained with data from two
phases, while tested in a same setting as baseline models.
We measure the segmentation accuracy by computing the
Dice-Sørensen coefficient (DSC) [45] for each sample, and
report the average value over all cases. Training PCN with
RSTN involves two sections. In the first section, we fix
the translation module and and train RSTN with a learning
rate of 10−5. 80,000 and 10,000 iterations are used in the
separate and joint training stages of RSTN, respectively. In
the second section, we train RSTN (the joint stage) together
with the translation module for another 30,000 iterations.
After every 10,000 iterations, we multiply the learning rate
by a factor of 0.8. It typically takes around 40 GPU-hours
to finish a complete PCN training process.
5.2. Segmentation in Our Two-Phase Dataset
We investigate seven targets in our dataset, which con-
tains five abdominal organs and two blood vessels, one
artery and one vein, which are better observed in the ar-
terial and venous phases, respectively. Considering the nor-
mal and abnormal divisions, we have a total of 28 tasks,
each of which is trained and tested individually. Results are
summarized in Table 2.
We first observe that different organs are better seg-
mented in different phases. For example, the superior
mesenteric artery and inferior vena cava prefer the arterial
and venous phases, respectively, which is mainly caused by
the properties in radiology. We also note a significant differ-
ence in segmenting the gallbladder, which reports compara-
ble numbers in the normal cases but biases heavily towards
the venous phase when pancreas abnormality is present –
this is partly due to the impact of pancreatic cancer, al-
though the cancer makes the pancreas itself easier to be rec-
ognized in the arterial phase. All these results were verified
reasonable by the radiologists in our team.
Then we use PCN to integrate two-phase information to-
wards better segmentation. In 27 out of 28 individual tasks,
PCN outperforms the corresponding single-phase baseline,
with the only exception lying in the venous phase scan of
normal left kidney, in which PCN is slightly outperformed
by 1%. The most significant improvement is observed on
the adrenal gland, a tiny target just above the kidneys, in
which PCN outperforms the baseline by a large margin of at
least 5%. This indicates that PCN indeed benefits from in-
formation fusion. We consulted the radiologists on the rea-
son that, for example, on inferior vena cava, PCN majoring
in the arterial phase works inferior to the baseline in the
venous even after it sees venous information. The answer
lies in that ground-truth annotation in the arterial phase is
not as precise as that in the venous phase, because it is even
difficult for the experts to distinguish the boundary of this
minor vein in the arterial phase. Integrating two-phase in-
formation is the correct direction to work on.
Before we continue on single-phase datasets, we perform
several diagnostic experiments to discuss on the behaviors
of PCN on this two-phase dataset.
• Qualitative Visualization
We first show an example of pancreas segmentation in
Figure 4. The single-phase (venous) baseline, RSTN [54],
produces a false-positive area, and it is filtered out when
complementary information provided by the arterial phase
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Arterial Generated Venous Venous Generated Arterial
Figure 5: (Best viewed in color) The top part shows the real and generated arterial and venous CT images, and the bottom
part shows the distribution of intensity in the pancreas area (over all 200 cases), determined by the ground-truth mask.
Organs infer. v. c. pancreas super. m. a.
arterial (100) 67.52% 79.29% 68.42%
venous (100) 70.89% 78.32% 64.57%
mixed (50× 2) 67.30% 74.45% 65.44%
mixed (200× 2) 74.45% 81.23% 72.69%
Table 3: DSC comparison among RSTN models trained on
different numbers (in parentheses) of training data.
is integrated. Note that, unlike the blood vessels, it is not
known which phase is better for pancreas segmentation (see
Table 2). In this scenario, PCN is a safer choice which con-
sistently improves segmentation accuracy in both phases.
• Quality of Image Translation
Next, we analyze the quality of image translation pro-
duced by the translation module. A typical example is
shown in Figure 5, in which we can clearly observe the
change of intensity in the liver (the large region at top-left,
brighter in venous), as well as that in the main artery named
aorta (the small round at the center, brighter in arterial). In
addition, to provide a better view in statistics, we investi-
gate the distributions of pdata(XA) and pdata(XV) which
are also those considered in Equation (2). We make use of
the ground-truth segmentation mask to obtain the intensity
(HU) distributions of different organs on the real/generated
arterial/venous data, and results are shown in Figure 5. We
note that the peak of the HU distribution appears around
50 and 100 for real arterial and venous data, respectively,
showing different distributions, and the generated arterial
and venous data approximate these distributions very well.
• Difference from Data Augmentation
We present and discuss on an interesting question,
namely, what is the difference between PCN and a data aug-
mentation method that simply integrates two-phase data in
the training stage? To answer it, we make a comparison
among three experiments. The first one involves training
two RSTN models on 100 arterial and 100 venous cases,
respectively; the second one trains an RSTN using 50 cases
from each phase (a total of 100 cases); and the third one uses
all these data (200 cases) to train another RSTN. The testing
set remains the same as in the main experiments (Table 2).
Results are listed in Table 3. Compared with Table 2, we
can see that segmentation accuracy is not necessarily im-
proved by (i) using both arterial and venous data in training
or (ii) increasing the size of the training set. This is to say,
the improvement brought by PCN not only comes from see-
ing more training data, but also from the ability of modeling
the relationship between different phases.
• Ablation Study: Unsupervised Domain Adaptation
Last but not least, we study the impact of four train-
ing strategies to demonstrate the necessity of the min-max
strategy mentioned in Equation (2). (i) PCN-2: the stan-
dard PCN on a two-phase dataset; (ii) PCN-1: PCN on a
single-phase dataset (in this setting, we assume that train-
ing data on another phase are not observed, and thus we ap-
ply a pre-trained translation module and fix it during train-
ing); (iii) UDA-2: the translation module is trained in an
Unsupervised Domain Adaptation (UDA) manner, which
means we keep λ = 1 in Equation (4). (iv) UDA-1: PCN
with a fixed and UDA-pretrained translation module; here
we applied a CycleGAN. Results on two blood vessels (on
which we expect two-phase information to play very impor-
tant roles) are summarized in Table 4. With either module
fixed, we observe consistent accuracy drop, which implies
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Phase arterial venous
Organ infer. v. c. super. m. a. infer. v. c super. m. a.
PCN-2 77.09% 79.30% 81.42% 74.36%
PCN-1 74.32% 75.28% 78.96% 73.62%
UDA-2 73.85% 74.43% 78.80% 73.14%
UDA-1 73.14% 72.01% 72.66% 68.11%
Table 4: Segmentation accuracy (DSC) comparison among
different training configurations (see texts for details).
the necessity of our motivation, i.e., modeling both data-to-
label relation pdata(YA | XA) and the phase-to-phase rela-
tion pdata(XV | XA,YA), which are jointly accomplished
by the segmentation and translation modules.
A side note is that, making segmentation and translation
modules independent, we are mimicking the behavior of
CyCADA [19] and SIFA [5], segmentation approaches with
an unsupervised domain adaptation translation module. It is
thus a degenerated version of PCN, and reports lower accu-
racy than PCN in our setting that phase-to-phase relation is
critical for segmentation.
5.3. Segmentation in Single-Phase Datasets
Most public medical image datasets have only one phase,
because collecting two-phase data with annotations is often
expensive in both time and labor. We generalize PCN to
this scenario to demonstrate its potential application, that
uses the pre-learned phase-to-phase relation to assist single-
phase segmentation. Both NIH and MSD-pancreas datasets
are in the venous phase, so we directly apply a pre-trained
venous-to-arterial generator to arterial image generation.
The parameters of this generator are fixed, i.e., we only train
the segmentation models during optimization.
Segmentation results are shown in Table 5, which shows
that, in term of average DSC, PCN outperforms its direct
baseline, RSTN, consistently. Note that the accuracy of
84.50% reported by RSTN is already the state-of-the-art in
the NIH dataset, and PCN still outperforms RSTN in 74 out
of 82 testing cases. In particular, we note that the worst case
in both datasets are largely boosted by PCN, which further
suggests that complementary information is provided by an-
other (arterial) phase, and such information is especially
useful for the most difficult cases which, according to the
radiologists, are mostly caused by some extents of missing
information in the given (venous) phase.
To investigate how PCN benefits from the arterial phase,
we study network predictions on the generated input im-
ages. An average statistics shows the segmentation network
gain 553 out of 2,258 and 929 out of 4,224 correct pre-
diction pixels from arterial information on NIH and MSD-
pancreas dataset respectively. Also considering the effect
of filtering false positives, as shown in Figure 4, the com-
plementariness of data from another phase becomes clear.
Data Approach Average Max Min
NIH
Roth et al. [41] 78.01% 88.65% 34.11%
Zhou et al. [56] 82.37% 90.85% 62.43%
Yu et al. [54] 84.50% 91.02% 62.81%
Ours (PCN) 85.15% 94.68% 68.89%
MSD Yu et al. [54] 73.38% 87.54% 35.53%Ours (PCN) 76.59% 86.23% 57.29%
Table 5: Segmentation accuracy (DSC) comparison be-
tween our approach and the state-of-the-arts on the NIH and
MSD datasets for pancreas segmentation.
6. Conclusions
In this paper, we present the Phase Collaborative Net-
work (PCN) to deal with two-phase segmentation in the area
of medical image analysis. From a theoretical perspective,
we demonstrate that the difficulty mainly lies in modeling
(i) the gap between images from different views and (ii) the
fact that both labels, though not pixel-wise aligned, are sam-
pled from the same distribution. We study this problem by
modeling two relations, namely, data-to-label relation and
phase-to-phase relation, for which we propose to combine
the segmentation module with a generative module. The
entire network is optimized in an end-to-end manner, and
achieves satisfying performance on both single-phase and
two-phase datasets. Confirmed by the radiologists in our
team, these segmentation results are helpful to computer-
assisted clinical diagnoses.
The success of our approach lays the foundation of in-
tegrating multi-phase data into various vision problems.
However, as a preliminary study, PCN still suffers some
drawbacks. For example, we make use of a GAN-based
method to model phase-to-phase relation, but such models
can be heavily constrained by the domains in training data,
which limits its application to other types of data, e.g., a
generative model pre-trained in abdominal CT scans is un-
likely to transfer to brain CT scans or even MRI scans. Also,
PCN assumes that both phases contain part of known infor-
mation, but in real-world, it is possible that image data in
both phase are available but annotations are provided only
in one phase. In this scenario, a possible direction is to
integrate PCN with weakly-supervised or semi-supervised
approaches, which are left for future research.
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