Let M be a commutative homogeneous space of a compact Lie group G and A be a closed G-invariant subalgebra of the Banach algebra C(M ). A function algebra is called antisymmetric if it does not contain nonconstant real functions. By the main result of this paper, A is antisymmetric if and only if the invariant probability measure on M is multiplicative on A. This implies, for example, the following theorem: if G C acts transitively on a Stein manifold M, v ∈ M, and the compact orbit M = Gv is a commutative homogeneous space, then M is a real form of M.
Introduction
Let M = G/H be a homogeneous space of a compact connected Lie group G, where H is the stable subgroup of the base point o. M is called multiplicity free if the quasiregular representation of G in C(M ) contains every irreducible representation of G with a multiplicity 0 or 1. This remarkable class of homogeneous spaces can be characterized by each of the following properties (see [42] or [44] ; the noncompact case is more complicated): 1) M is commutative, i.e., the algebra of all invariant differential operators on M is commutative; 2) (G, H) is a Gelfand pair, i.e., the convolution algebra of all left and right H-invariant functions in L 1 (G) (or measures) is commutative;
3) a generic G-orbit in the cotangent bundle T * M is coisotropic (a submanifold L of a symplectic manifold is called coisotropic if
4) M is weakly commutative (the Poisson algebra C ∞ (T * M ) is commutative); 5) M is weakly symmetric (there exists an automorphism κ of G such that κ(g) ∈ Hg −1 H for all g ∈ G); This class has been intensively investigated last years ( [5] , [9] - [11] , [27] - [29] , [33] - [35] , [42] , [44] ; the list is far from being complete). An important example of a commutative homogeneous space is the group G acting on itself by left and right translations. The space C(M ) of all continuous complex valued functions on M equipped with the sup-norm is a Banach algebra. We say that A is an invariant function algebra on M if A is a G-invariant closed subalgebra of C(M ) which contains constant functions. Invariant function algebras have been studied since 50s as a natural generalization of algebras of analytic functions ( [1] - [4] , [6] - [8] , [12] , [19] , [37] - [40] , [43] ). The structure of bi-invariant function algebras on compact groups is well understood. In 1965, Gangolli ([12] ) and Wolf ([43] ) proved that each bi-invariant algebra on a semisimple group is self-conjugate with respect to the complex conjugation. Then, due to the Stone-Weierstrass theorem, the problem becomes purely geometric. On the other hand, there are many bi-invariant algebras on tori T n : they are in one-to-one correspondence with semigroups in the dual group Z n and may be antisymmetric (i.e., contain no nonconstant real function). Algebras of analytic functions on complex analytic varieties are antisymmetric. The converse is not true: there are examples of antisymmetric function algebras on compact subsets of C n with no analytic structure in their maximal ideal spaces (see, for example, [41] ). However, antisymmetric invariant function algebras have nontrivial analytic structure in all known examples.
The maximal ideal space M A of a bi-invariant algebra A has a natural semigroup structure (with G as the group of units) and a compatible analytic structure ( [6] , [14] ). Idempotents of the semigroup correspond to the Haar measures of some subgroups. The following criterion of antisymmetry holds: a bi-invariant algebra A on a compact group G is antisymmetric if and only if the Haar measure of G is multiplicative on A. For generic homogeneous spaces, this is not true.
In this paper, we prove that the criterion above holds for commutative homogeneous spaces: an invariant function algebra on such a space is antisymmetric if and only if the invariant probability measure is multiplicative on the algebra (Theorem 4). The part "if" is easy. To prove the converse, we use a result of Latypov ([22] ): all invariant function algebras on a homogeneous space M = G/H are self-conjugate with respect to the complex conjugation if and only if M satisfies the following property (F): the group N/H, where N is the normalizer of H in G, is finite. For M C , this means that it is closed in any ambient affine G C -manifold. If an invariant algebra A on a commutative homogeneous space M is antisymmetric and finitely generated (i.e., generated by a finite dimensional invariant subspace), then M A can be realized as the polynomial hull of a G-orbit in a nilpotent spherical G C -orbit in a G C -module (Theorem 6, (b)). Such orbits were studied by Panyushev in papers [33] - [35] . They have many remarkable properties and admit a simple description for some special G C -modules. Every invariant function algebra A on a commutative homogeneous space M is completely determined by its "antisymmetric part". M A is fibred over a commutative homogeneous spaceM ; a fibre is the maximal ideal space of an antisymmetric invariant function algebra on a commutative homogeneous space. There is a natural surjective homomorphism A → C(M ), whose kernel is the maximal proper invariant ideal of A (Theorem 5, Theorem 7). In particular, A is self-conjugate if and only if it contains no proper invariant ideal.
The following theorem is a consequence of the mentioned results. "A real form" above means that there exists an antiholomorphic involution of M which commutes with G such that M is the set of its fixed points. Then
In what follows and in the theorem above, G may be non-connected; we say that M = G/H is commutative if it is multiplicity free. This is true if and only if (G, H) is a Gelfand pair (see, for example, [44, Theorem 9.7.1]). We need no other characterization but keep the term "commutative" due to the following equivalent property: the algebra of all bounded operators in L 2 (M ) which commute with G is commutative.
The criterion of antisymmetry was proved in preprint [17] , which also contains an infinite dimensional version of the Hilbert-Mumford criterion for commutative orbits.
Auxiliary material
The dual space of a Banach space X is denoted by X ′ . The maximal ideal space M A (spectrum) of a commutative Banach algebra A with identity element 1 is the set Hom(A, C) ⊂ A ′ of all nonzero multiplicative linear functionals equipped with the * -weak topology of the dual space A ′ . A function algebra on a compact Hausdorff topological space Q is a closed subalgebra of the Banach algebra C(Q), endowed with the sup-norm, which contains all constant functions; the set of them we identify with C. Let A be a function algebra on Q. A set Y ⊆ Q is called a set of antisymmetry for A if every function which takes only real values on Y is constant on Y . If two sets of antisymmetry overlaps, then their union is also a set of antisymmetry. Hence, any such a set is contained in a maximal one, which is necessarily closed. Distinct maximal sets of antisymmetry are disjoint. This defines a foliation in Q. A function algebra on Q is called antisymmetric if Q is a set of antisymmetry. We denote by A(A) the family of all maximal sets of antisymmetry. Let f ∈ C(Q). The Shilov-Bishop decomposition theorem says that
(1)
′ be the space of finite regular Borel measures on Q. We say that ν ∈ M (Q) is a probability measure if ν ≥ 0 and ν(Q) = 1. If ϕ ∈ M A , then ϕ = 1 and ϕ(1) = 1. Hence, each norm preserving extension of ϕ onto C(Q) is a probability measure. Such a measure is called representing for ϕ. Let M ϕ be the set of representing measures for ϕ. We say that a measure µ is multiplicative on A if µ ∈ M ϕ for some ϕ ∈ M A (in particular, a multiplicative measure has total mass 1). The following fact is well-known.
Lemma 1. The support of a multiplicative measure is a set of antisymmetry.
Proof.
Let G be a compact Lie group. We denote by τ several different morphisms: the homomorphism of G into the group Diff(M ) of all diffeomorphisms of the homogeneous space M = G/H, the quasiregular representation of G in C(M ), and its extension onto the convolution measure algebra M (G):
where g ∈ G, µ ∈ M (G). Lie algebras are denoted by corresponding lowercase Gothic letters. The tangent representations of the Lie algebra g will also be denoted by τ . We do not assume that G acts on M effectively. Let o ∈ M be the base point eH of G/H, where e denotes the identity. The following proposition shows that any invariant function algebra is completely determined by its "antisymmetric part"Ã (the restriction of A onto a maximal set of antisymmetry). (ii) the restrictionÃ = A| F of A to the fibre F =H/H is an antisymmetric H-invariant function algebra on F ;
In particular,Ã is closed in C(F ) and A contains each continuous function on M that is constant on every fibre; the mapping f → f • π defines the embedding
Proof. Clearly, the family A(A) is G-invariant. If P ∈ A(A), o ∈ P , g ∈ G and P ∩ gP = ∅, then P ∪ gP is a set of antisymmetry; hence, P = gP = g −1 P . Therefore, P =Ho for a subgroupH ⊆ G such that H ⊆H. The setH is closed since P is closed. The equality in (iii) is merely the ShilovBishop decomposition theorem (1) for invariant algebras. Further,Ã is closed in C(F ) by Theorem 13.1, Theorem 12.7, and Lemma 12.3 of [13] . The remaining assertions are obvious.
By Proposition 1, real functions in an invariant function algebra separate maximal sets of antisymmetry; in general, this is not true.
Let G be the family of all classes of equivalent irreducible representations of
Sp L ⊆ G be the set of the irreducible components (without multiplicities) of L. If G is abelian, then G = Hom(G, T), where T is the unit circle in C (then M is also an abelian group). Thus, G may be treated as a subgroup of the multiplicative group of the Banach algebra C(M ). If G = T ∼ = T n is a torus, then there is another natural realization of T ∼ = Z n : the mapping χ → −id e χ, where χ ∈ T and e is the identity of T , defines an embedding of T into the vector group t ′ as a lattice, which is dual to the kernel of exp. A closed invariant subspace A ⊆ C(G) is an algebra if and only if S = Sp A is a semigroup; A is antisymmetric if and only if
where the bar denotes the complex conjugation and 1 is the identity of G. The proof is evident. There is another criterion of antisymmetry which holds for all bi-invariant function algebras on compact groups. For a proof, see [14] or [17] ; also, Theorem 2 follows from Theorem 4 below whose proof uses Theorem 2 only for tori (Corollary3).
Let N = N G (H) be the normalizer of H in G. The centralizerZ of τ (G) in Diff(M ) may be identified with the group N/H acting in M by right translations x → xg in G:
Note thatZ and its identity componentZ 0 are compact Lie groups acting on M . Thus, the action τ can be extended onto the groupG = G ×Z 0 . Clearly,G preserves the isotypical components of τ . For the multiplicity free spaces, the Schur lemma implies the following stronger (well-known) assertion.
Thus, if M is commutative, then we may extend the transitive group so that
where Z 0 is the identity component of the centre Z of G. Furthermore, (4) is true if the following condition holds:
(F) the groupZ is finite.
In the following theorem, M is not assumed to be commutative ( [22] , [18] ). Let V be a finite dimensional complex linear space, P(V ) be the algebra of all (holomorphic) polynomials on V . For a compact K ⊂ V , let P (K) be the closure of P(V )| K in C(K). If A = P (K), then M A may be identified with the polynomially convex hull K of K, which is defined as
The hull can also be defined for function algebras. Let A be a function algebra on Q, K be a closed subset of Q. Then
is the A-hull of
If L is a complex homogeneous space of G C , then M is its real form if it is a G-orbit which coincides with the set of all fixed points of some antiholomorphic involution that commute with G.
A criterion of antisymmetry
In this section, we assume (4) if the contrary is not stated explicitly. Let σ be the Haar measure of Z 0 .
Lemma 3. Suppose A antisymmetric. Let T ⊆ G be a closed subgroup and ν be its Haar measure. If
Proof. It is sufficient to prove the lemma assuming T = Z 0 . Indeed, suppose that τ σ A = C. Then, since τ ν preserves the constant functions, the evident equality τ ν τ σ = τ ν implies τ ν A = C. Set
Since G is compact,M satisfies (F) due to (4). The space τ σ A consists of all Z 0 -invariant functions in A. Therefore, it can be treated as an invariant subalgebra of C(M ). By Theorem 3, τ σ A is self-conjugate. On the other hand, τ σ A is antisymmetric since τ σ A ⊆ A. Thus, τ σ A = C.
Let T be a torus in G and Sp T A be the set of weights of τ for T in A:
Then f is said to be a weight function for χ. Let η = χ dν, where ν is the Haar measure of T and χ is a weight. Then τ η f is a weight function or zero for every weight χ and f ∈ C(M ). Since A fin is a dense subalgebra of A and τ η f ∈ A fin for f ∈ A fin , we may assume that f ∈ A fin .
Lemma 4. If M is connected or
Proof. Let M 0 be a component of M . Suppose that f 1 , f 2 ∈ A fin and f 1 , f 2 = 0 on M 0 . Then f 1 f 2 = 0 on M 0 since the functions are real-analytic. If f 1 , f 2 are weight functions for χ 1 , χ 2 , respectively, then f 1 f 2 is a weight function for χ 1 χ 2 . Therefore, the family of such weights is a semigroup. This proves the lemma for connected M . If T = Z 0 , then, for any weight χ, the space of all weight functions for χ is G-invariant. Hence, the semigroup above is independent of the choice of M 0 and coincides with Sp T A.
In general, Sp A is a finite union of semigroups. Let B T be the closed linear span of Sp T A in C(T ).
Proof. It is sufficient to prove (2) for Sp Z 0 A. If (2) is false, then there exist χ ∈ Sp Z 0 A \ {1} and u, v ∈ A \ {0} such that for all z ∈ Z 0 and x ∈ M
Clearly, (7) is true for all G-translates of u, v. Therefore, there exist nontrivial G-irreducible subspaces U, V ⊆ A such that (7) holds for all u ∈ U , v ∈ V . The product uv is Z 0 -invariant; by Lemma 3, uv ∈ C. This implies dim(U V ) ≤ 1. Since U and V are G-invariant and nontrivial, U V = 0 (hence, dim(U V ) = 1). Let u ∈ U and v ∈ V be such that uv = 0. Since uv ∈ C, this implies that u(x), v(x) = 0 for all x ∈ M . It follows that dim U = dim U v = 1 and dim V = dim uV = 1. The corresponding one dimensional characters χ 1 and χ 2 extend χ and χ, respectively, onto G. Since uv ∈ C, χ 1 χ 2 = 1; hence, χ 1 = χ 2 . Therefore, for all g ∈ G and
Assuming in addition that u(o) = v(o) = 1, we see from (8) that u = v. Since A is antisymmetric, we get u = v = 1. Then χ = 1 contradictory to the assumption.
Proof. By Lemma 5 and Theorem 2, σ is multiplicative on the algebra B Z 0 . Clearly, B Z 0 contains all matrix elements f x (z) = τ z f (x), where f ∈ A, x ∈ M , and z ∈ Z 0 . Integrating on z, we get
We do not assume (4) in the statements of the following proposition and theorem.
Proposition 2. Let A be an antisymmetric invariant function algebra on a commutative homogeneous space M andZ
0 be the identity component of the groupZ defined by (3) . Then eachZ 0 -invariant probability measure η on M is multiplicative on A.
Proof. By Lemma 2, we may assume (4). Since η is Z 0 -invariant, we have f dη = τ z f dη for all z ∈ Z 0 , f ∈ A. By Lemma 3, f dη = τ σ f . Thus, the proposition follows from Corollary 3.
Theorem 4. Let G be a compact Lie group, M = G/H be a commutative homogeneous space, A be an invariant function algebra on M , and µ be the invariant probability measure on M . The following assertions are equivalent:
Moreover, the G-fixed point is unique.
Proof. By Lemma 1 and Proposition 2, (1) and (2) are equivalent. The implication (2) ⇒ (3) is evident. Conversely, if ǫ ∈ M A is G-fixed, then µ ∈ M ǫ since the set M ǫ is weakly compact, convex, and G-invariant. This proves the implication (3) ⇒ (2) and the uniqueness of the fixed point.
In the theorem, only the implication (1) ⇒ (2) requires the commutativity of M . Without this assumption, the implication is false. For example, it is not true for adjoint orbits M = Ad(G)v and algebras A = P (M ) (the closure of polynomials in C(M )), where G = SU(2), v = ih + re, r > 0, and h, e, f is the standard sl 2 -triple (see [23] ).
Maximal ideal spaces and hulls of orbits
Let us use the notation of Proposition 1. Each fibre of the fibration is a homogeneous space of a subgroup of G, which is conjugate toH. For y ∈M , let ν y be the unique invariant probability measure on the fibre π −1 (y). Set
The operator α :
Theorem 5. Let M = G/H be a commutative homogeneous space of a compact
Lie group G and A be an invariant function algebra on M . Then
In particular, the fibration of M A extends the fibration of M overM .
Proof. The homogeneous space F =H/H is commutative since (H, H) is a Gelfand pair if (G, H) is a Gelfand pair. By definition of F , the algebraÃ = A| F is antisymmetric on F . It follows from Theorem 4 that the measure ν y is multiplicative on A for each y ∈M . Hence α is a homomorphism. By the Shilov-Bishop theorem,
i.e., α is surjective. Thus, (a) is true. Clearly, α commutes with τ (G). Hence ker α is an invariant ideal in A. Since 1 / ∈ ker α, it is proper. Let J be an invariant ideal of A. If αJ = 0, then αJ = C(M ) since αJ is an invariant ideal in C(M ). Let f ∈ J satisfy αf = 1. Averaging f over τ (H), we get a function u ∈ J such that u| F = 1; hence, Re u ≥ 0 near F . Multiplying by a suitable positiveH-invariant by right function on M and averaging over τ (G), we get a constant nonzero function in J. Hence, J is not proper. This proves (b).
Since the projection α ′ : M A →M is evidently equivariant, it is sufficient to show that F is the pullback of the base pointõ = π(o) = π(F ) ofM to prove (c). If ϕ ∈ F , then ϕ has a representing measure η which is concentrated on F (it follows from (6) that ϕ admits a continuous norm-preserving extension onto C(F )). Hence α ′ ϕ(f ) = αf dη = f dνõ for all f ∈ A. Thus, α ′ ϕ =õ. By Lemma 1, the support of each representing measure for any ϕ ∈ M A is contained in some maximal set of antisymmetry. If α ′ ϕ =õ then this set is F (otherwise, we get a contradiction with (10)). Then ϕ ∈ F .
The remaining assertion is clear.
Corollary 4. An invariant function algebra on a compact commutative homogeneous space is self-conjugate with respect to the complex conjugation if and only if it contains no proper invariant ideal.
Proof. We keep the notation of the theorem. If ker α = 0, then A is selfconjugate since A ∼ = C(M ) by (a). If ker α = 0, then A contains a function f which is nonconstant on the maximal set of antisymmetry F ; thenf / ∈ A.
Let V be a finite dimensional complex vector space, G be a compact connected subgroup of GL(V ), v ∈ V , M = Gv, and M be the polynomial hull of M (recall that M is the maximal ideal space of the algebra P (M ), which is the closure of
We say that w ∈ R(v) is reachable from v. Let P(V ) G be the subalgebra of Ginvariant polynomials in P(V ), P(V ) 0 and P(V ) G 0 be the ideals in these algebras consisting of polynomials p such that p(0) = 0,
The set N is called the nilpotent cone. Since one can get all G-invariant polynomials by averaging over G,
where ν is the Haar measure of G. According to the Hilbert-Mumford criterion,
In the standard statement for the field C, the assertion concerns an algebraic reductive group. Any such a group is the complexification of a compact group G; if T is a maximal torus in G, then G C has the Cartan decomposition G C = GT C G. This makes it possible to reduce the problem to the compact case. If e tξ v, t ∈ R, is periodic, then e itξ v defines a holomorphic mapping λ : D → V of the unit disc D in C such that λ(0) =ṽ and λ(T) ⊆ M , where T = ∂D is the unit circle. Then λ(D) ⊆ M . If e tξ v is not periodic, then it defines an analogous mapping of the upper halfplane and a dense winding of a torus in M .
Up to the end of this section, we use the notation above. Clearly, the integrals in (12) are equal to p dµ, where µ is the invariant probability measure on M = Gv. Therefore, v ∈ N if and only if µ is multiplicative on P(V )| M , hence on P (M ). By Theorem 4, P (M ) is antisymmetric. It follows from (11) that Q ⊆ N for any Q ⊆ N ; since N is G-invariant, this implies M ⊆ N . This proves (b).
Proof of Theorem 1. The manifold M can be realized as a closed G C -orbit for a linear action of G C in a finite dimensional complex linear space V (Matsusima [31] , Onishchik [32] ). By Theorem 6, (a), P (M ) = C(M ); by [18, Theorem 2] , M is a real form of M.
Proof of Corollary 1. According to [18, Corollary 6] , condition (F) implies that the real form M is unique. Moreover, M is equivariantly fibred overM with the fibre F .
Proof. Let F andH be defined as in Proposition 1; thus, F is a maximal set of antisymmetry andÃ = P (F ) = P (M )| F is an antisymmetric invariant function algebra on F . Clearly, (H, H) is a Gelfand pair if (G, H) is a Gelfand pair; hence, F is commutative. Thus, we may apply Theorem 4. It follows that there exists the uniqueH-fixed pointṽ ∈ F = MÃ. Moreover, this implies thatH is the stable subgroup ofṽ in G. SetM = Gṽ. Let ν be the invariant probability measure on F . For each p ∈ P(V ), p(ṽ) = p dν. Hence, the homomorphism α of Theorem 5 maps P (M ) onto P (M ); this implies P (M ) = C(M ). By Theorem 6,M is polynomially convex. According to Theorem 5, M is fibred overM with the fibre F .
Clearly, theH-equivariant linear projection in V onto the subspace ofHfixed points maps eachH-orbit onto a single point. It follows that F is contained in a fibre of this projection. This fibre is an affine subspace; we may assume that it is linear and thatṽ is the zero. By Theorem 6, (b), and (13),ṽ ∈ R(w) for all w ∈ F . Hence, only the orbit Gṽ can be polynomially convex; this proves (1) and (2) . The equality in (3) follows from (13) .
