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We analyze the transition between different coupling regimes of two dielectric rods, which occurs at a critical
distance between them. The hallmark of strong coupling regime is the peak splitting effect observed in spectra.
Here we comprehensively evaluate the critical distance as a function of the rod permittivity using a number
of different approaches. The scattering spectra of the two rods in dependence on the distance demonstrate the
weak to strong coupling transition. We start the analysis by introducing a region of a tidal energy flux around a
single isolated rod (the region is related to the near field) and demonstrate that its effective radius corresponds
to the critical distance obtained from the scattering spectra. Next, we study the eigenfrequencies of the dimer as
functions of distance by ‘diagonalizing’ the coupled multipole matrix. In order to find an analytical formula for
the critical distance, we consider the problem under several approximations, which yield similar results.
I. INTRODUCTION
The study of metamaterials and optical antennas composed
of resonant meta-atoms [1, 2] requires a deep insight into
formation of collective modes in clusters of nanoparticles.
Among others so called oligomers [3] have gained a lot of
attention [3–11] because of the appearance of bright and dark
modes [12, 13], enhancement of localized electric and mag-
netic fields [14–16], Fano resonances with suppression of the
scattering cross-section [4–6, 8, 17] and effects of strong cou-
pling [12, 18, 19]. The simplest oligomer is a dimer, i.e. a
two-particle complex, which has been widely studied for di-
electric [7, 8, 12, 14–16] and plasmonic [13, 17–20] case.
Plasmonic dimers allow a quasistatic approximation being a
simpler mathematical description, however they have inher-
ent Ohmic losses [21]. In contrast, dielectric oligomers have
low losses [3], but a considerable phase retardation owing to
a bigger particle size complicates their analysis.
In chemistry atoms are said to form a molecule when ro-
bust chemical bonds appear between them. This process is
accompanied by a hybridization of atomic orbitals into molec-
ular ones. Similarly, in photonics a non-radiative coupling
can hybridize normal modes of isolated meta-atoms into col-
lective ones making an optical oligomer [9, 20, 22]. Thus,
the coupling regime governs whether two particles form a
dimer (for a strong coupling) or they should be treated as in-
dependent scatterers (for a weak coupling). In particular, both
weak and strong coupling regimes between two silicon rods
have been demonstrated experimentally as appearance of the
TM01 Mie resonance splitting in scattering spectra [12]. The
strong coupling between a pair of waveguides makes it pos-
sible to achieve tunable optical forces [23, 24]. Besides, an
insight into coupling regimes between the neighbor structure
elements is crucial for magnetic [25] and electric [26] dielec-
tric metamaterials. However, to the best of our knowledge,
conditions of weak-to-strong coupling transition and the rela-
tionship between strong coupling and non-radiative nearfield
interaction have yet to be established.
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In this paper, we study a system consisting of two infinite
dielectric rods. We analyze the transition between different
coupling regimes [27], which occurs when the rods are sepa-
rated by a critical distance dc. This distance is evaluated as
a function of the rod permittivity. We utilize the Rabi split-
ting, also known as the Autler–Townes splitting, observed in
spectra, to distinguish the strong coupling regime [13, 27–29].
Simulations of scattering spectra of two rods are performed
for different distances to demonstrate the weak-to-strong cou-
pling transition. To explore this physics, we start by introduc-
ing a region of a tidal energy flux around the single isolated
rod (this region is related to the near field) and demonstrate
that its effective radius corresponds to the critical distance ob-
tained from the scattering spectra of the two rods. Next we
analyze the eigenfrequencies of the two rods as functions of
the distance. We obtain them by ‘diagonalizing’ the matrix of
coupled multipoles. In order to derive an analytical formula
for the critical distance, we limit the consideration to the con-
ventional coupled oscillator model. Our ‘Hamiltonian’ turns
out to be energy-dependent [30, 31] and the problem fails to
admit a non-numerical treatment, so we fall back on different
approximations to derive the criteria for the critical distance.
II. GENERAL THEORETICAL MODEL
Here we consider a pair of dielectric rods made of a loss-
less material with permittivity ε, which are infinite along z
axis (see Fig. 1). We assume no magnetization of the material
(µ = 1) so that the refractive index n =
√
ε. Both rods have
the same radius R and the distance between their centers is
d. Because of the scalability of the Maxwell’s equations, the
dimensionless size parameter x = kR, where k is the wave
number, is more convenient than frequency. We study two
polarizations: transverse electric (TE) polarization with the
electric field vector being transverse to the rod axis and trans-
verse magnetic (TM) polarization with the electric field being
parallel to the rod axis. Also, throughout the work, we study
two geometries of scattering, defined as follows. Here we use
cylindrical coordinates (r, ϕ, z) with the origin placedmidway
between the rods. Let us choose ϕ = 0 along the direction of
incident plane wave propagation. Then we define the longitu-
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FIG. 1. Sketch of the system under study. (a) Without the nearfield
coupling, the two rods scatter light independently. The scattering
spectra demonstrates a single major feature corresponding to the Mie
resonance. (b) Strong nearfield coupling combines the rods into a
dimer. Scattering spectra demonstrate two features, which corre-
spond to symmetric (S) and antisymmetric (A) modes of the dimer.
dinal geometry with the rods placed at ϕ = 0, r = d/2 and
ϕ = pi, r = d/2; and the transverse geometry with the rods
placed at ϕ = ±pi/2, r = d/2.
A. Multiple scattering approach
We simulate the scattering on the two rods by means of
the multiple scattering theory that is a rigorous coupled mul-
tipole method, which takes the interaction between all scat-
terers into consideration [32–38].The method is based on the
point-multipole approximation, which allows us to write the
incident (ψ
(j)
i ) and the scattered (ψ
(j)
s ) waves in the vicinity
of j-th rod as
ψ
(j)
i = ψext +
N∑
l=−N
Ij,lJl(k|r− rj |)e−ilϕ(r−rj),
ψ(j)s =
N∑
l=−N
Sj,lH
(1)
l (k|r− rj |)e−ilϕ(r−rj),
(1)
where ϕ(r) denotes the angle of the vector r in polar coordi-
nates, k is the wavenumber, and rj is the rod position. H
(1)
l is
the Hankel function related to the outgoingwaves [here we as-
sume time harmonics of the form exp(−iωt)], Jl is the Bessel
function related to the incident waves, N is the maximal az-
imuthal number of multipoles under consideration, and ψext is
the excitation field, i.e. the waves form external sources. Scat-
tering on a rod is described by the Lorenz–Mie coefficients:
Sj,l = alIj,l, (2)
where al is the Lorenz–Mie coefficient for the l-th multipole.
As in our problem all rods are equivalent, scattering on each of
them is described by the same set of Lorenz–Mie coefficients
al(ε, x) =
pJl(x)J
′
l (x) − J ′l (x)Jl(nx)
(H
(1)
l )
′(x)Jl(nx)− pH(1)l J ′l (x)
, (3)
where p = n in case of TM polarization, and p = −1/n in
case of TE polarization.
Next we note that the field, which is incident to j-th rod,
consists of the excitation and the sum of the fields scattered
by each other rod:
ψ
(j)
i = ψext +
∑
i6=j
ψ(i)s . (4)
In order to rewrite the scattered fields ψ
(i)
s as a multipole ex-
pansion in the vicinity of the j-th rod, we use the formula
H
(1)
l (k|r− ra|)e−ilϕ(r−ra) =
+∞∑
m=−∞
H(1)m (kra)e
−imϕ(ra)×
× J (1)l+m(kr)e−i(l+m)ϕ(r),
(5)
where ra is an arbitrary vector. We apply this formula in or-
der to express the incident multipole amplitudes Ij,l through
the scattered multipole amplitudes Si,m. By substituting the
multipole decompositions (1) and the formula (5) into Eq. (4),
it is straightforward to show that
Ij,l =
∑
i6=j
N∑
m=−N
H
(1)
l−m(krij)e
−i(l−m)φ(rij)Si,m, (6)
where rij = ri − rj . Here we have truncated the infinite
summation at the maximal azimuthal numberN .
Using the equations (2) and (6) together, we can express
either Ij,l or Sj,l (here we choose the latter) to obtain a system
of ([2N+1]·M) algebraic equations with the same number of
unknowns. HereM is the number of rods (in the present study
we set M = 2). By solving this system, we can work out
the response to any kind of excitation ψext, including a plane
wave considered here. To do it, we first rewrite the excitation
field as a multipole expansion in the vicinity of the j-th rod. In
the case of a plane wave we use the Jacobi–Anger expansion,
which gives
eik·r =
+∞∑
l=−∞
ileik·rje−ilφ(k) ·Jl(k|r−rj |)e−ilϕ(r−rj). (7)
The system of the algebraic equations obtained from com-
bining Eq. (2) and Eq. (6) can be written as a single matrix
equation. The coupled multipole matrix, which consists of
(M ×M) blocks of size ([2N + 1]× [2N + 1]), acts on the
vector containing the scattered multipole amplitudes Sj,l. The
result is a vector containing the multipole amplitudes of the
excitation field. It is straightforward to show that the matrix
3equation for the case of two rods can be expressed as
[
E V (d)
V (−d) E
]


...
S1,−1
S1,0
S1,+1
...
...
S2,−1
S2,0
S2,+1
...


=


...
i−1eik·r1eiφ(k)
eik·r1
ieik·r1e−iφ(k)
...
...
i−1eik·r2eiφ(k)
eik·r2
ieik·r2e−iφ(k)
...


(8)
where E is the ([2N + 1]× [2N + 1])-sized unit matrix, and
Vl,m(d) = −alH(1)l−m(kd)e−i(l−m)φ(d). Zeros of the deter-
minant of the coupled multipole matrix are essentially the
eigenfrequencies of the two rods. The inverse coupled mul-
tipole matrix being an analog of a Green function allows us to
solve the electrodynamic problem.
The field ψs scattered by the two rods is expressed as fol-
lows
ψs =
M∑
j=1
N∑
l=−N
Sj,lH
(1)
l (k|r− rj |)e−ilϕ(r−rj). (9)
By considering the far-field asymptotic of the scattered
field (9) along the direction of incidence, we express the for-
ward scattering amplitude
f(0) =
√
2
pik
M∑
j=1
N∑
l=−N
[
i−le−i
pi
4 e−ik·rj
] Sj,l
|ψext| . (10)
This expression is utilized to evaluate the extinction cross-
section by means of the 2D optical theorem [39–41]
σext = −2
√
pi
k
(Re{f(0)} − Im{f(0)}) . (11)
As follows from the symmetry, the transverse scattering ge-
ometry forbids the excitation of antisymmetric modes, while
the longitudinal geometry does not. Thus, we can distinguish
between symmetric and antisymmetric modes by comparing
the scattering spectra in the longitudinal and transverse ge-
ometries.
B. Simulation results
In Fig. 2 we plot the scattering spectra σext for both TE and
TM polarizations simulated for two rods with ε = 50 (e. g.,
distilled water in the microwave range [42]) by taking 7 mul-
tipoles (|m| ≤ 3) into account. We identify three coupling
regimes dependent on the distance between rods. At almost
infinite distance between the rods (here we use L = 106R)
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FIG. 2. Scattering spectra of two infinite dielectric rods as a function
of distance for TE (a) and TM (b) polarizations. The rods are made
of a material with ε = 50. Panel (c) shows the legend for both
plots (a) and (b). The solid lines show the extinction cross-section
for the longitudinal scattering geometry that allows the excitation of
antisymmetric modes. The dotted lines show the extinction cross-
section for the transverse geometry that forbids it. The dashed lines
are guides for the eyes only. The spectra are relatively shifted along
the vertical axis.
the scattering spectra of the two rods mimic that of a single
isolated rod, with the only peak corresponding to the dipole
Mie resonance (the curves are labeled as L → ∞ in Fig. 2).
This means the rods scatter the incident plane wave indepen-
dently, i.e. the coupling between the rods is infinitesimal.
The spectra labeled d = 450R and d = 800R for TE po-
larization, as well as d = 25R, d = 50R and d = 150R for
TM polarization, exhibit weak fringes, i.e. oscillations. They
are approximately equidistant, with the ‘period’ decreasing as
the distance d increases. These fringes correspond to Fabry–
4Perot-like eigenmodes present in the considered system due to
the coupling via quasi-free waves traveling between the rods.
We also note that in the transverse geometry the ‘period’ of
fringes is twice as large as in the longitudinal geometry, since
the transverse geometry forbids excitation of the antisymmet-
ric modes and only the peaks that correspond to symmetric
modes remain. We estimate the lowest Fabry–Perot frequency
that corresponds to the half-wavelength equal to the distance
between rods. When it is much higher than the frequency x0
of the lowest Mie resonance (piR/d ≫ x0), the fringes are
not observed in the examined spectral range. This estimation
is in a good agreement with plot in Figure 2 where the fringes
corresponding to Fabry–Perot-like modes are absent for the
distances d 6 12R in TM polarization and for d 6 80R in
TE polarization.
At distances less than dc ≃ 10R for TM polarization and
less than dc ≃ 2.75R for TE polarization, the spectra in the
longitudinal geometry demonstrate a splitting of the dipole
peak corresponding to the symmetric mode with a low qual-
ity (Q) factor and the high-Q antisymmetric mode. In the
transverse geometry, which forbids the excitation of the an-
tisymmetric mode, only the low-Q peak corresponding to the
symmetric mode is present. Such kind of a resonance splitting
with the formation of two common modes is the hallmark of
the strong coupling regime [13, 27].
The dependence of the critical distance on the refractive in-
dex dc(n) can be evaluated by analyzing the scattering spec-
tra. Unfortunately, this analysis does not provide the exact
value of the distance where the peak splitting appears. How-
ever, we can distinguish two extreme cases. (i) The split-
ting has definitely appeared when the spectrum demonstrates
two peaks and there is a dip between them (see, Fig. 2 (b),
d = 5R). (ii) The spectrum demonstrates a single intensive
peak that has a symmetric lineshape (see Fig. 2 (b), d = 12R),
i.e., before a weak hump corresponding to the second peak ap-
pears on either side (see Fig. 2 (b), d = 7R). We use these two
cases as an error bar for the critical distance obtained from the
scattering spectra. Fig. 3 shows the distances corresponding
to a single ‘hump-less’ peak with down-facing triangles and
the distances corresponding to appearance of a dip between
the two peaks with up-facing triangles. For both polarizations
the critical distance increases linearly with the refractive index
of the rods.
We have also marked in Fig. 3 the region of the weak-to-
strong coupling transition that has been observed experimen-
tally in silicon nanowires by Cao et al. [12]. The region of
the transition was extracted from the scattering spectra in the
same manner as we did for the simulated spectra. We note the
good agreement of the experimental data with the results of
our simulations.
III. ENERGY TRANSFER ANALYSIS
In this section we demonstrate the link between the peak
splitting effect and the appearance of a non-radiative energy
exchange. First, we prove that the farfield coupling cannot
lead to the splitting of the dipole resonance into a duplet of
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FIG. 3. Critical distances between rods in TE and TM polariza-
tions corresponding to weak-to-strong coupling regime transition ac-
cording to various criteria. The triangles show data obtained from
simulated scattering spectra; the solid lines correspond to Eq. (17)
(the first crossing of the dimer eigenfrequencies sought for numeri-
cally with exact expression for coupling); the dotted lines correspond
to Eq. (27) (the criterion obtained by generalization of the conven-
tional coupled oscillator model and approximating the coupling as
constant). The dashed horizontal line divides physical boundary of
the multiple scattering theory applicability (non-overlapped rods at
d > 2R). Red vertical lines show refractive index values of sev-
eral optical materials in near infrared (Si, Ge, Ge2Sb2Te5 [43, 44]).
The red crosses values correspond to the experiments with silicon
nanowires [12].
the symmetric and the antisymmetric modes. The sketch of
the spectra in Fig. 1 shows that Mie scattering is weak at the
frequencies of the symmetric and the antisymmetric modes
due to the frequency mismatch. Thus, at these frequencies
the backscattering is weak, and a resonance created by multi-
ple scattering on the rods (as in the Fabry–Perot-like modes)
cannot be intensive. Therefore, the farfield coupling cannot
lead to the appearance of two intensive peaks of scattering at
the frequencies of the symmetric and the antisymmetric eigen-
modes, which means this effect is attributed to the near field.
In the 3D case nearfield and farfield components of a field
generated by a dipole source enter the expression as different
terms and can easily be separated. In contrast, the 2D case,
which is studied here, provides no means to separate them ex-
plicitly. Thus, in order to distinguish between the far and near
field effects rigorously, we analyze instantaneous and time-
averaged energy flux around a rod. The time-averaged energy
flux is carried entirely by the farfield component of the wave
regardless of the distance from the source (see Appendix A
for a rigorous proof in the 2D case). Therefore, the nearfield
component does not participate in averaged flux, however the
instantaneous energy flux associated with it might be great.
To evaluate the energy carried by the near field, we introduce
a tidal energy flux as the time-averaged absolute value of the
instantaneous energy flux 〈|S(t)|〉. We consider the tidal-to-
average ratio of the energy fluxes as a figure-of-merit of the
energy carried by the near field.
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FIG. 4. (a, d) Scattering spectra of two rods with ε = 50 as functions of distance in TE (a) and TM (d) polarizations, obtained by the multiple
scattering approach with dipole and quadrupole taken into account. The dashed lines show the dimer eigenfrequencies obtained numerically
by performing a ‘diagonalization’ of the coupled multipole matrix. The non-physical distances d < 2R are shaded in gray. (b, e) The tidal to
time-averaged energy fluxes ratio around a single isolated rod with ε = 50, as functions of distance, in TE (b) and TM (e) polarizations. (c, f)
Lineshape of the dipole Mie resonance of a single isolated rod with ε = 50 in TE (c) and TM (f) polarizations.
To analyze the energy flux, we adopt the dipole approx-
imation. The electric and magnetic fields outside a rod are
expressed by the Hankel function and its derivative (see Ap-
pendix A). We evaluate the instantaneous Poynting vector us-
ing the asymptotic expansions of the Hankel functions near
zero (see, e.g., Ref. 45), truncated after the first term. By ne-
glecting the constant terms in favor of ln(kr), we get
〈|Sr|〉 = −|〈Sr〉|
(
2
pi
)2
ln(kr). (12)
Thus, the tidal-to-average ratio approaches unity in the farfield
region and decreases almost linearly with ln(kr) in the
nearfield region.
We plot the dependence of the tidal-to-average ratio on the
logarithm of distance in Fig. 4. Its linear decrease indicates
the nearfield region, while approaching unity indicates the
farfield region. It is instructive to compare it with the scatter-
ing spectra shown in Fig. 4a,d. The transition from constant to
linear behavior of the flux ratio coincides with the splitting of
the dipole peak observed in the spectra. It confirms the strong
coupling to be an inherently nearfield effect.
IV. EIGENMODE ANALYSIS
Although the strong coupling regime can be qualitatively
explained by the appearance of non-radiative energy exchange
between the subsystems, the quantitative description is usu-
ally provided by solving an eigenvalue problem for mode
spatial distributions (or wave functions) in a system. In this
section we attack the problem by exploiting the rigorous ap-
proach and a number of approximations as well.
We note that for optical materials the transition from weak
to strong coupling regime occurs near d = 2R, especially in
the case of TE polarization. For this reason, the picture in
the strong coupling regime remains unclear. Thus, we also
consider here the non-physical distances d < 2R that would
correspond to overlapping rods for an illustrative purpose and
a deeper physical insight into the strong coupling regime. We
notice that the multiple scattering theory exploits the point
multipole approximation that does not contain any informa-
tion about the radii of the rods, so the results for overlapped
rods do not contain any peculiarities owing to the change in
the topology of the system (only one boundary with air, in-
stead of two such boundaries in case of non-overlapping rods).
Therefore, the results that are physically correct correspond
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FIG. 5. Eigenfrequencies of two rods with ε = 50 in TE polarization. (a) Complex eigenfrequencies obtained in the dipole approximation,
including the Fabry–Perot-like eigenmodes. (b) Real parts of the dimer eigenfrequencies, computed with the various approximations: coupled
oscillator approximation (thick solid lines), dipole approximation (thin solid lines), farfield asymptotic (dashed lines) and nearfield asymptotic
(dotted lines), truncated at the first (1st) and the second term (2nd).
to non-overlapping rods d ≥ 2R. Taking this in mind we
also consider continuation of the solutions for non-physical
distances (d < 2R), as well.
A. Rigorous results
We have computed the eigenfrequencies of the dimer as ze-
ros of the determinant for the ([2N+1]M)×([2N+1]M)ma-
trix of coupled multipoles withN = 2 (dipole and quadrupole
are taken into account). Aside of them, there are two dis-
tinct eigenfrequencies which oscillate at large distances and
demonstrate the appearance of a splitting, referred to as the
Rabi splitting in similar quantum mechanical problems, at
small distances. These are the dimer eigenfrequencies of our
special interest. We plot them with dashed lines in Fig. 4a,d.
At small distances d, the Rabi splitting increases approxi-
mately linearly, as the logarithm of distance decreases. We
notice that in the TE polarization (see Fig. 4a) the splitting is
symmetric with respect to the Mie resonance frequency, un-
like the TM polarization (see Fig. 4d) where the frequency
corresponding to the antisymmetric mode demonstrates a shift
much larger than the symmetric mode. This asymmetry is re-
lated to the asymmetry of the Mie resonance lineshape (see
Fig. 4c,f). The dimer eigenfrequencies diverge in a symmetri-
cal manner when the lineshape of the Mie resonance is close
to the Lorentzian curve, i.e., is symmetric. The frequency cor-
responding to the symmetric dimer mode also demonstrates
an avoided crossing, which is due to the dipole–quadrupole
interaction.
B. Dipole approximation
As we are going to study the dipole resonance, we have
limited ourselves to the dipole approximation. The coupled
multipole matrix (8) acting on a vector composed of the dipole
amplitudes of the rods reads[
1 −a0(ε, ξ)H(1)0 (dξ/R)
−a0(ε, ξ)H(1)0 (dξ/R) 1
]
, (13)
where a0 is the Lorenz–Mie coefficient and ξ is the complex
size parameter (ξ = E + iΓ = (k′ + ik′′)R).
Fig. 5a shows the eigenfrequencies ξ computed numeri-
cally for different distances d by finding the zeros of the de-
terminant of the matrix (13) for rods with ε = 50 (TE po-
larization). Thin solid lines in Fig. 5b show their real parts
E. Let us follow the eigenfrequencies starting from the non-
physical distances as small as d = 0.1R. At small distances
the splitting between the real parts of the eigenfrequencies de-
creases monotonously with the logarithm of the distance. At
d = 3.2R real parts of the eigenfrequencies coincide. Fig. 5a
demonstrates that starting from d = 3.2R, the complex eigen-
frequencies revolve in the complex plane around the eigenfre-
quency of single rod Mie resonance (E0,−Γ0). At d ≃ 130R
they merge with the eigenfrequencies corresponding to the
Fabry–Perot-like modes.
C. Coupled oscillator model
In order to work out a criterion for the transition from weak
to strong coupling regime analytically, we use the conven-
tional coupled oscillator model. To obtain the effectiveHamil-
7tonian, we use the first-order Taylor expansion of the recip-
rocal Lorenz–Mie coefficient a−10 (ε, ξ) around the frequency
ξ ≃ E0 − iΓ0 of the dipole Mie resonance. The expansion
reads a−10 ≃ i(ξ−E0+ iΓ0)/Γ0. After substituting it into the
coupled dipole matrix (13) we notice that the eigenfrequencies
ξ are the eigenvalues of the effective Hamiltonian
H =
[
E0 − iΓ0 −g
−g E0 − iΓ0
]
, (14)
where g = −iΓ0H(1)0 (dξ/R) is the coupling constant. Below
we consider the TE polarization as an example.
The coupling constant g depends on the eigenfrequency ξ.
Thus, the Hamiltonian of the problem is energy-dependent.
We notice that energy-dependent Hamiltonians occur fre-
quently in two-body problems [31]. The equation
(ξ − E0 + iΓ0)2 +
(
Γ0H
(1)
0 (dξ/R)
)2
= 0. (15)
for the eigenvalues ξ of the Hamiltonian is transcendental and
has to be solved either numerically, or within some reasonable
approximations. This equation has an infinite number of so-
lutions due to the presence of an oscillating Hankel function
with an argument containing the unknown ξ.
We also note that the Hamiltonian has an infinite number of
eigenvalues and only two eigenvectors — [1, 1]⊤, which cor-
responds to all symmetric modes, and [1,−1]⊤, which cor-
responds to all antisymmetric modes. Orthogonality of these
modes forbids their interaction. It explains the absence of the
Fano resonance, which is typically observed in the scattering
spectra of dimers of spheres and is attributed to the interaction
of the electric dipole and magnetic dipole modes [3, 7, 8].
1. Numerical solution
Thick solid lines in Fig. 5b show the dimer eigenfrequen-
cies obtained by solving the equation (15) numerically for
ε = 50 in the case of TE polarization. The eigenfrequen-
cies computed in the coupled oscillator model agree well with
those computed in the coupled dipole approximation, which
validates the model. At the distances greater than d = 3.2R
the complex eigenfrequencies revolve around the Mie reso-
nance, just like in the coupled dipole model. At the distances
less than d = 3.2R the splitting between the real parts of
the eigenfrequencies decreases approximately linearly with
the logarithm of the distance. At d = 3.2R the imaginary
part of the symmetric mode is close to −2Γ0 and that of the
antisymmetric mode is close to zero.
As is seen from Fig. 5b, the eigenfrequencies demonstrate
a large splitting before the first crossing. Thus, we can de-
fine the critical distance as the distance which corresponds to
the first crossing of the real parts of the complex eigenfre-
quencies. To find the corresponding distance, we solve the
equation (15) in the following manner. We notice that at the
crossing point the real parts of both dimer eigenfrequencies
ξ1,2 are equal to E0:
ξ1,2(dc) = E0 + iΓ1,2(dc). (16)
By substituting this into Eq. (15), we get a complex equation
with two real unknowns dc and Γ(dc). It can be transformed
into a complex equation of the form f(z) = 0 with a single
unknown if we introduce z = dc + iΓ(dc). The result reads
dc = Re{z},(
Im{z}
Γ0
− 1
)2
=
[
H
(1)
0
(
Re{z}
R
(E0 − i Im{z})
)]2
(17)
We solve the equation (17) numerically for different refractive
indices in TE and TM polarizations. Fig. 3 demonstrates this
result to compare it with the data obtained from peak analysis
in the scattering spectra. We find it to be in good agreement
with the splitting points in both polarizations.
2. Nearfield asymptotic
The coupling coefficient for the two rods is proportional to
the Green function of the 2D Helmholtz equation, i. e., a wave
induced by a dipole oscillator. Therefore, we can study it from
the point of view of the transition from the nearfield coupling
to the farfield coupling. To do that, we utilize the asymptotic
expansions of theH
(1)
0 (ξ) function at ξ → 0 and at ξ →∞.
First, we consider the asymptotic expansion at ξ → 0 (see,
e. g., Ref. 45). In order to study the nearfield coupling ana-
lytically, we truncate this expansion at the first term. By sub-
stituting the resulting expression into Eq. (15), we obtain an
analytical equation for the complex eigenfrequencies in the
nearfield region:
(ξ − E0 + iΓ0)2 = −Γ20
[
1 + i
2
pi
(
ln
dξ
2R
+ γ
)]2
, (18)
where γ ≃ 0.57 is the Euler–Mascheroni constant. This equa-
tion has two complex roots which can be evaluated analyti-
cally:
ξ1(d) = − 2
pi
Γ0W−1
(
piR
dΓ0
e
−pi
2
E0
Γ0
−γ
)
, (19a)
ξ2(d) =
2
pi
Γ0W0
(
piR
dΓ0
e
pi
2
E0
Γ0
−γ
)
, (19b)
where Wn(ξ) is the n-th branch of the complex Lambert
W function [46]. We note that Im{ξ1} = −2Γ0, Im{ξ2} = 0
and Re{ξ1} < Re{ξ2}. The root ξ1 therefore corresponds to
the symmetric eigenmode, and ξ2 corresponds to the antisym-
metric one.
These solutions are plotted with dotted lines labeled ‘1st’ in
Fig. 5b. The real parts of the eigenfrequencies depend linearly
on the logarithm of the distance d, while the imaginary parts
remain constant. This behavior agrees well with the rigorous
solution in the coupled oscillator model in the d→ 0 limit.
We find that the coupling coefficient is described well by its
nearfield asymptotic before the first crossing of the real parts
of the eigenfrequencies, and by the farfield asymptotic after
the crossing, i. e. the crossing point is described by both of
them. Thus, asymptotic approximations allow estimation of
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FIG. 6. Scattering spectra of two rods with ε = 400, calculated for
TE polarization within different approximations: dipole approxima-
tion (black dotted line), farfield asymptotic (red solid line), nearfield
asymptotic truncated at the first term (green dash-dot line), and at
the second term (blue dashed line). The critical distance dc here was
calculated according to Eq. (27).
the critical distance for the transition between weak and strong
coupling regimes. Expressions (19a) and (19b) obtained in the
nearfield asymptotic allow us to derive an estimation formula
for the critical distance dc. To do that, we recall that for the
antisymmetric mode Im{ξ2(d)} ≡ 0, and that at the crossing
point, Re{ξ2(dc)} = E0. By substituting these into Eq. (19b)
we obtain dc as
dc =
2e−γ
E0(ε)
R. (20)
Fig. 5b demonstrates that this formula slightly overestimates
the crossing distance compared to the rigorous solution of the
coupled oscillator model.
We have also simulated the scattering on the two rods with
ε = 400 in the coupled oscillator model with the coupling
approximated as the nearfield asymptotic. We plot the result
with the dash-dot green line in Fig. 6. As is seen from the
figure, for d ≤ dc the spectra obtained in this approximation
do not exhibit the peak corresponding to the antisymmetric
mode. The reason is that the Q factor of the antisymmetric
mode frequency is infinitely large within this approximation.
In order to correct that, we have solved numerically the
equation for eigenfrequencies using the asymptotic expansion
of the Hankel function up to the second term. We plot the re-
sult with dotted lines labeled ‘2nd’ in Fig. 5b. These results
agree with the rigorous solution up to d = 4R. For distances
d > 10R this approximation is no longer valid. We have also
simulated the scattering on the two rods within this approx-
imation. The result is shown with the blue dashed curve in
Fig. 6. This curve shows good agreement with the exact so-
lution (the black dotted line) for the distances up to 1.4dc. At
larger distances both of the nearfield approximations fail to
describe the spectra.
3. Farfield asymptotic
Now we consider the asymptotic expansion at ξ →∞ (see,
e.g., Ref. 45):
H
(1)
0 (ξ) ≃
√
2
piξ
ei(ξ−
pi
4 ). (21)
This corresponds to the farfield coupling. In this regime the
coupling is carried by quasi-free waves described by Eq. (21).
We substitute this asymptotic expansion into Eq. (15) and
find the eigenfrequencies numerically. The results are plot-
ted with dashed lines in Fig. 5b. As it is seen from the fig-
ure, the eigenmodes of the farfield-coupled system show good
agreement with the rigorously computed eigenmodes for the
distances greater than d = 4R. The Fabry–Perot-like modes
are also present in the farfield solution (they are not shown on
the figure for clarity). Therefore, the coupling of the rods is
carried by quasi-free waves for distances d > 4R.
We also note that the Fabry–Perot-like eigenmodes should
obey the phase synchronism relation
2
(
d− pi
4
)
+ 2 arg
ξ − E0 + iΓ0
−iΓ0 = 2piN, (22)
which requires that the summary phase shift obtained by the
quasi-free wave while it travels from the first rod to the second
one, scatters on the second rod, then travels back to the first
rod and scatters there once again, is equal to an integer N
multiplied by 2pi. It is straightforward that the equation (22)
is a necessary condition for the zeros of the determinant of
the coupled oscillator matrix within the farfield asymptotic.
This means that the eigenmodes that we have been referring
to as “Fabry–Perot-like eigenmodes” can indeed be attributed
to the Fabry–Perot resonances.
We have simulated the scattering on the two rods with ε =
400 with the coupling approximated as the farfield asymp-
totic. We plot the results with the red solid line in Fig. 6.
As is seen from the figure, the spectra obtained in the farfield
asymptotic agree well with the exact solution for d ≥ dc. At
d = 0.8dc the farfield approximation overestimates the extinc-
tion cross-section while underestimating the Rabi splitting. At
d = 0.3dc the spectrum obtained in the farfield approximation
does not demonstrate the peak splitting effect at all.
V. CONVENTIONALMODEL
In order to treat the Hamiltonian (14) in the framework of
the conventional theory of coupled oscillators [27, 47], we ne-
glect the frequency dependence of the coupling constant. As
is seen from Fig. 5a, dimer eigenfrequencies revolve around
the Mie resonance frequency. Moreover, Fig. 5b shows that
the regions where the eigenmodes are described well by the
farfield and the nearfield asymptotics, overlap at d ≃ dc.
Hence, here we take the value of the coupling at the Mie res-
onance: g = −iΓ0H(1)0 (d(E0 − iΓ0)/R). By doing so, we
reduce the transcendental equation (15) to a quadratic one,
9which yields two eigenfrequencies
ξ1,2 = E0 − iΓ0 ± g. (23)
In the conventional theory [27, 47], where the coupling con-
stant is real, the strong coupling regime corresponds to the
case where the imaginary parts Γ1,2 of ξ1,2 coincide and the
real parts E1,2 are split. The reverse situation corresponds to
the weak coupling regime. This criterion may be formulated
as follows:
|Γ1 − Γ2| = 0 for strong coupling,
|E1 − E2| = 0 for weak coupling. (24)
However, here the oscillators are coupled via the contin-
uum, so the coupling constant is complex and the Hamil-
tonian (14) is non-Hermitian [27, 48, 49]. Such systems
are characterized by avoided crossings of the eigenfrequen-
cies [27]. The conventional criterion for the strong coupling
does not work for these systems. In order to distinguish be-
tween weak and strong coupling regimes in a non-Hermitian
system, we generalize the conventional criterion (24) to the
case of a complex coupling constant as follows:
|Γ1 − Γ2| ≪ |E1 − E2| for strong coupling, (25a)
|E1 − E2| ≪ |Γ1 − Γ2| for weak coupling. (25b)
We note that the inequality (25a) holds true when dE0/R =
j0,n, where j0,n are the zeros of the Bessel function J0(x). In
other words, there exist infinitely large distances at which the
inequality (25a) holds. But, as was concluded from the analy-
sis of scattering spectra, infinitely large distances correspond
to infinitesimal coupling between the rods. Thus, the inequal-
ity (25a) is necessary but not sufficient for the strong coupling
regime.
With the eigenfrequencies given by Eq. (23), for a high-Q
Mie resonance (Γ0 ≪ E0) we can write
|E1 − E2| ≃ |Γ0Y0(dE0/R)|, (26a)
|Γ1 − Γ2| ≃ |Γ0J0(dE0/R)|. (26b)
The inequality (25a) for the strong coupling regime is there-
fore guaranteed to hold true with dE0/R ≪ y0,1, where
y0,1 ≃ 0.89 is the first zero of the Neumann function Y0(x).
Thus, we can estimate the critical distance as
dc =
y0,1
E0(ε)
R. (27)
We plot the criterion (27) in Fig. 3 and find it in a good agree-
ment with other criteria discussed above.
VI. CONCLUSION
To summarize, we have studied the non-Hermitian problem
of optical mode coupling in two dielectric rods. A number
of approaches have been applied to this problem, which have
been shown to give similar results. The critical distance for
the weak-to-strong coupling transition (shown in Fig. 3) has
almost linear dependence on rod refractive index for both TE
and TM polarizations. We have uncovered that the strong cou-
pling regime is due to the non-radiative exchange of energy in
the nearfield wave zone. Besides, we found a Fabry–Perot like
coupling owing to the farfield scattering.
The strong coupling regime due to the hybridization of res-
onances in parts of a complex system enables new effects be-
ing a subject of intensive studies during the last decade. In the
present work we have comprehensively analyzed the simplest
system and have proposed several criteria for evaluating criti-
cal distance. We have shown in Fig. 3 that the strong coupling
regime could be achieved in pairs of dielectric rods made of
optical materials, such as Si and Ge [43] and Ge2Sb2Te5 [44].
Our predictions agree well with the results of the experiment
performed on Si nanowires [12]. We believe that the obtained
dependences with minor corrections still work for the more
complicated systems such several-particle oligomers and even
periodic lattices in 2D and 3D.
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Appendix A: Time-averaged energy flux
2D waves emitted by a dipole oriented along axis z (we
consider TE polarization as an example) can be written as:
E(t) = A0H
(1)
0 (kr)e
−iωt
ez (A1a)
H(t) =
−i
ωµµ0
A0kH
(1)
1 (kr)e
−iωt
eφ (A1b)
S(t) = −Re{Ez}Re{Hφ}er. (A1c)
Thus, it generates only a radial component of the Poynting
vector. Its time average is equal to
〈Sr〉 = −1
2
Re
{
EzH
∗
φ
}
. (A2)
By substituting the dipole field (A1a) and (A1b), we get
〈Sr〉 = κ
ωµµ0
|A0|2
2
(Y0(kr)J1(kr)− Y1(kr)J0(kr)).
(A3)
Bessel functions satisfy the following identity [45]:
Jl(x)Y
′
l (x)− J ′l (x)Yl(x) ≡
2
pix
. (A4)
By evaluating it for l = 0, we get
〈Sr〉 = |A0|2 k
ωµµ0
1
pikr
(A5)
at any distance from the source.
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On the other hand, in the farfield asymptotic the expressions
for the fields of a dipole are as follows:
Re(Ez) = |A0|
√
2
pikr
cos
(
kr − ωt− pi
4
+ argA0
)
,
Re(Hφ) =
−k
ωµµ0
|A0|
√
2
pikr
cos
(
kr − ωt− pi
4
+ argA0
)
,
(A6)
By substituting them into (A2), we get
Sr(t) = |A0|2 k
ωµµ0
cos2
(
kr − ωt− pi
4
+ argA0
) 2
pikr
.
(A7)
Averaging this result over time gives Eq. (A5). Thus, the time-
average of the energy flux from a dipole source equals that of
its farfield component. We also note from Eq. (A7) that Sr is
non-negative, so for the far field 〈|Sr(t)|〉 = |〈Sr(t)〉|. Thus,
the tidal and time-averaged fluxes are equal.
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