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We investigate the frictional forces due to quantum fluctuations acting on a small sphere rotating
near a surface. At zero temperature, we find the frictional force near a surface to be several orders
of magnitude larger than that for the sphere rotating in vacuum. For metallic materials with
typical conductivity, quantum friction is maximized by matching the frequency of rotation with
the conductivity. Materials with poor conductivity are favored to obtain large quantum frictions.
For semiconductor materials that are able to support surface plasmon polaritons, quantum friction
can be further enhanced by several orders of magnitude due to the excitation of surface plasmon
polaritons.
PACS numbers: 42.50.Lc, 03.70.+k, 12.20.-m, 44.40.+a
Fluctuation-induced electromagnetic forces, generally
called Casimir forces [1] which in the nonretarded limit
are the van der Waals forces, dominate the interaction
between nanostructures and cause permanent stiction in
small devices such as micro- and nanoelectromechanical
systems [2, 3]. Triggered by this urgent practical issue
in nanoelectromechanical and the fast progress of force
detection techniques, experimental [4–9] and theoretical
[9, 10] investigations on such static fluctuation-induced
electromagnetic forces between neutral bodies have ex-
perienced an extraordinary “renaissance” in the past few
years.
Consider two surfaces separated by a finite distance.
Quantum fluctuations create instantaneous charges on
the surfaces. If the surfaces are in relative parallel mo-
tion, induced image charges lag behind and tend to pull
the fluctuating charges back. This lateral dynamical
fluctuation-induced electromagnetic interaction yields a
noncontact friction between two perfectly smooth fea-
tureless dielectric plates. The electrical resistance of the
material dissipates the frictional work. This lateral fric-
tion is called quantum friction, which was first studied in
detail by Pendry in 1997 [11, 12]. Volokitin and Persson
then further studied the quantum friction between two
parallel surfaces and that of a small sphere (or a neu-
tral atom) moving parallel to a surface [13]. Despite the
mounting theoretical evidence of the existence of these
types of forces, recent work [14] has questioned the ex-
istence of quantum friction at absolute zero temperature
between two parallel surfaces, leading to heated debates
[15, 16]. Note the distinction between quantum friction
between two perfectly smooth surfaces and the lateral
Casimir force between a noncontacting corrugated plate
and a corrugated cylinder [17].
In this Letter, we investigate the quantum friction act-
ing on a rotating small neutral sphere positioned close
to a surface at zero and nonzero temperatures. As in a
previously reported study [18] for an isolated sphere ro-
tating in vacuum, our calculations unambiguously con-
firm the existence of quantum friction at absolute zero
temperature. Because of the huge local density of elec-
tromagnetic states (LDOS) near a surface [19], quantum
friction is enhanced by several orders of magnitude com-
pared with that for a sphere rotating in free space studied
in Ref. [18]. The relation between quantum friction and
the conductivity is thoroughly investigated. In particu-
lar, we present calculations for a realistic semiconductor
material, indium antimonide (InSb), which can support
the excitation of surface plasmon polaritons (SPPs) and
lead to larger LDOS near a surface at the SPP frequency.
The larger LDOS can further enhance quantum friction
by several orders of magnitude. This enhancement opens
up the possibility of experimental verification.
We focus on a spherical homogeneous particle of radius
a placed in vacuum at a distance d from a semi-infinite
homogeneous medium, rotating at frequency Ω around a
direction parallel to the surface of the latter, as shown
in Fig. 1. The particle is at temperature T1, while the
planar surface and the vacuum are both at temperature
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FIG. 1: (color online) Sketch of a spherical particle rotating
near a surface. A spherical particle at temperature T1 with
radius a rotates along the z axis with frequency Ω and is
positioned at a distance d from a semi-infinite homogeneous
isotropic medium at temperature T0.
2T0. We work within the electrostatic limit, we neglect
multiple scattering between the particle and the surface,
and we describe the particle through its electrical polar-
izability α(ω) = a3[ǫ(ω)− 1]/[ǫ(ω) + 2], which is written
in terms of its dielectric function ǫ(ω). These assump-
tions are valid for a ≪ d and d much smaller than both
c/Ω and h¯c/kBTj .
By symmetry, the friction torque acting on the sphere
is along the z axis and given by a spectral integral (see
[18] for a comprehensive derivation or [20] for a simple
derivation)
M = −
2h¯
π
∫ ∞
−∞
Γ(ω)dω, (1)
where Γ(ω) = [n1(ω−Ω)−n0(ω)]Im{α(ω−Ω)}Im{G¯(ω)}
is the spectral distribution of the torque [21]. nj(ω) =
[exp(h¯ω/kBTj) − 1]
−1 is the Bose-Einstein distribution
function at temperature Tj . Here, G¯(ω) = [Gxx(ω) +
Gyy(ω)]/2, where Gij is the electromagnetic Green ten-
sor connecting the fluctuating dipole moment pfl(ω) to
the induced electromagnetic field Eind(ω) at the posi-
tion of the sphere r0, i.e., E
ind(ω) = G(r0, r0, ω) ·p
fl(ω)
[18]. Neglecting a minor contribution from the vacuum,
the Green tensor components near the planar surface re-
duce in the electrostatic limit to Gxx(ω) = Gzz(ω) =
Gyy(ω)/2 = (2d)
−3[ǫ(ω)− 1]/[ǫ(ω) + 1]. The heat trans-
fer power P1→0 from the sphere to the surface is similarly
given by [18, 20, 21]
P1→0 =
2h¯
π
∫ ∞
−∞
ωΓ(ω)dω +
h¯
π
∫ ∞
−∞
ωΓ0(ω)dω, (2)
where Γ0(ω) = [n1(ω) − n0(ω)]Im{α(ω)}Im{Gzz(ω)}.
The second integral in Eq. (2) vanishes when the sphere
and the surface are at the same temperature. Inciden-
tally, when the sphere rotates around an axis perpendic-
ular to the planar surface (i.e., the y axis in Fig. 1), Gyy
and Gzz are swapped in Eqs. (1) and (2). The dominant
frequency range contributing to Eqs. (1) and (2) is gener-
ally determined by the prefactor [n1(ω−Ω)−n0(ω)]. The
range is below Ω and kBTj/h¯ limited by both kinemat-
ical and thermal frequencies [22]. At zero temperature,
[n1(ω − Ω) − n0(ω)] becomes a step function taking the
value −1 in the frequency window [0, Ω]. In this Let-
ter, we neglect contributions from fluctuating magnetic
dipole moments and fluctuating magnetic fields. These
contributions become dominant when dσ0/c ≫ 1 [19] or
aσ0/c≫ 1 [18]. However, materials with low conductiv-
ity lead to large quantum friction (see below) and then
magnetic contributions can be safely neglected.
According to the fluctuation dissipation theorem,
Im{α(ω)} is proportional to the magnitude of the dipole
moment fluctuation [18], while Im{Gij(ω)} is propor-
tional to the magnitude of the electric field fluctuation,
which is in turn scaling with the LDOS near the surface
[19]. These quantities are solely determined by the per-
mittivity of the material. We now study the quantum
friction using different materials. For simplicity, we as-
sume the sphere and the surface to be made of the same
material.
Metallic materials.—We consider a material with high
conductivity σ0, the optical response of which is well de-
scribed by the Drude permittivity ǫ(ω) = 1 + i4πσ0/ω
at low frequencies. If the relevant frequencies kBTj/h¯
and Ω are much smaller than the conductivity (we use
Gaussian units, in which the conductivity has dimension
of frequency), we have
Im{
ǫ− 1
ǫ+ 2
} ≃ 3ω/4πσ0, (3)
Im{
ǫ− 1
ǫ+ 1
} ≃ ω/2πσ0, (4)
and consequently we have closed-form expressions for
Eqs. (1) and (2):
M = −
3h¯
256π3σ20
a3
d3
(θ21 + θ
2
0 + 2Ω
2)Ω, (5)
P1→0 =
h¯
128π3σ20
a3
d3
[
θ41 − θ
4
0
5
+
3
2
(θ21Ω
2 +Ω4)], (6)
where θj = 2πkBTj/h¯. Equation (5) verifies the exis-
tence of quantum friction as M ∝ Ω3 at absolute zero
temperature, to be compared withM ∝ Ω5 for the sphere
rotating in free space [18]. The torque due to quantum
friction is an odd function of the rotation frequency Ω as
a consequence of causality (notice that the Im{. . . } fac-
tors in Γ are odd functions of ω), so it always results in
mechanical stopping regardless of the sign of Ω. The me-
chanical energy dissipation −MΩ is not equal to the heat
transfer power P1→0 from the sphere to the surface. The
remaining part of the energy, Pabs = −MΩ − P1→0, is
absorbed by the particle in the form of thermal heating.
Pabs = 0 determines the equilibrium temperature condi-
tion, which is θ1θ0 = [1 +
15
2
( Ωθ0 )
2 + 15
2
( Ωθ0 )
4]1/4. Quantum
friction near the surface produces particle heating similar
to conventional friction, which is different from the result
for the sphere rotating in free space, for which cooling of
the particle has been claimed to be possible [18]. The
heat transfer power is positively tuned by the rotation
frequency. It is nonzero (as P1→0 ∝ Ω
4) even at absolute
zero temperature, which shows spontaneous emission due
to rotation [18, 23]. Equation (6) agrees with the previ-
ous result in Ref. [24] when Ω = 0.
In the limit of low rotation frequencies (Ω ≪ θj ≪
σ0), we can assume negligible heating (i.e., T0 =
T1 = T ) so that the torque becomes proportional to
Ω, M ≃ −βΩ, where β = 3k2BT
2a3/32h¯πσ20d
3. This
leads to a time-dependent rotation velocity Ω(t) =
Ω(0)exp(−t/τ) characterized by a stopping time τ =
I/β, where I = 8ρπa5/15 is the moment of inertia of
the sphere and ρ is its mass density. More precisely,
τ = 256ρh¯π2a2d3σ20/45k
2
BT
2.
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FIG. 2: (color online) (a) Characteristic stopping time of a
graphite sphere rotating close to a graphite surface (solid line,
τs) and in free space [18] (dashed line, τv) as a function of
temperature. (b) Ratio of the LDOS near a surface, ρs, to
that in free space, ρv, at low frequencies. The frequency is
converted to temperature as h¯ω/kB . We take a = 5 nm and
d = 30 nm. The conductivity of graphite is σ0 = 2.1×10
14 s−1
as used in Ref. [18].
By comparing the above result with the characteristic
stopping time of a sphere rotating in vacuum (dashed line
in Fig. 2(a)) studied in Ref. [18], the stopping time close
to a surface (solid line in Fig. 2(a)) is several orders of
magnitude smaller. For instance, at room temperature,
the stopping time decreases from 4 days to 30 s, which is
feasible to measure in an experiment. This enhancement
of quantum friction is attributed to the LDOS close to
the surface, which is several orders of magnitude larger
than that in free space. In the low frequency limit, the
ratio of the LDOS near a surface, ρs, to that in vacuum,
ρv, is 9c
3/64πd3ω2σ [19], much larger than 1, as shown in
Fig. 2(b). This ratio explains the enhancement of quan-
tum friction.
Equation (5) shows that lower conductivity leads to
shorter stopping times. However, it is valid only when
the relevant frequencies are much smaller than the con-
ductivity. For high rotation speed or high temperature
compared with the conductivity, the dominant frequency
range contributing to Eq. (1) extends into the frequency
region above σ0. Therefore, ω/σ0 is no longer small and
the approximated expressions Eqs. (3) and (4) are not
valid. Instead, we retain the full ω dependence of ǫ in
the numerical evaluation of Eq. (1), which we rewrite as
M = −3h¯a3J/8πd3.
J is evaluated numerically.
We consider two interesting limiting cases (but with
the temperature not too high, see dashed curve in Fig. 3):
In the Ω≪ σ0 limit, the asymptotic expression is Eq. (5);
in the Ω≫ σ0 limit, we find
JΩ≫σ0 =
8π2σ
3
[
2 ln(Ω/σ0)− ln(8π
2/3)
Ω/σ
],
which is a decreasing function of the rotation frequency.
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FIG. 3: (color online) J versus the rotation frequency at dif-
ferent temperatures, normalized to σ0. The dashed curves are
the asymptotic results in the low and high rotation frequency
limits. The superscripts (a, l) and (a, h) indicate the asymp-
totic curves in the low and high rotation frequency limits.
Therefore, quantum friction reaches its maximum at an
intermediate rotation frequency.
The other curves in Fig. 3 show the full numerical re-
sults at different temperatures. At low temperatures,
frictions at low rotation frequencies are significantly in-
fluenced by the temperature. They converge when the
rotation frequency is larger than a certain value. This
value is proportional to the temperature. Such behav-
ior persists until the temperature θ is sufficiently larger
than the conductivity. As a consequence, the frequencies
of maximum friction are different at different tempera-
tures. At zero temperature, J reaches a maximum of
2.6088σ0 when Ω = 24.7679σ0. At high temperatures,
the maximum of J is 0.25θ when Ω = 10πσ0/3, so the
maximum quantum friction is
Mmax = −
3a3
16d3
kBT,
which depends on temperature only linearly. There-
fore, given a fixed conductivity, quantum friction first
increases and then decreases with increasing spin speed.
The maximum is obtained at a speed between 10πσ0/3
and 24.7679σ0 depending on the temperature. A three-
dimensional plot of J versus the rotation frequency and
temperature is shown in Fig. S1 [20].
Given a fixed rotation frequency, we observe similar be-
havior (Fig. S2 [20]): J first increases and then decreases
with increasing conductivity. At zero temperature, J
reaches a maximum of 0.1615Ω when σ0 = 0.0883Ω; at
high temperatures, J reaches a maximum of 0.25θ when
σ0 = 3Ω/10π; at intermediate temperatures, J reaches a
maximum when σ0 is between 0.0883Ω and 3Ω/10π.
To maximize the quantum friction, one needs to match
the rotation frequency with the conductivity. Note, how-
ever, that for the graphite with σ0 = 2.1 × 10
14 s−1, it
is extremely difficult for a macroscopic sphere (10 nm)
to spin so fast. Even for diatomic molecules, the rota-
tional constant typically varies from about 1.5 × 109 to
46 × 1011 s−1. Therefore, considering these experimental
challenges, it can be more advantageous to utilize materi-
als with poorer conductivity such as semiconductors. For
instance, the conductivities of germanium and silicon are
in the 108 to 1014 s−1 range, depending on the impurity
concentration [25].
Realistic semiconductor material.—In the following,
we study quantum friction using a realistic semiconduc-
tor material, InSb. Its optical permittivity can be de-
scribed by a Lorentz model adding a Drude term [26]:
ǫ = ǫ∞[1 +
ω2L − ω
2
T
ω2T − ω
2 − iΓω
−
ω2p
ω(ω + iγ)
], (7)
where ǫ∞ = 15.68, ωT = 179.1 cm
−1, ωL = 190.4 cm
−1,
Γ = 2.86 cm−1, ωp = 81.0 cm
−1, and γ = 10.7 cm−1.
The surface of InSb can support SPPs when Re{ǫ} = −1
at ω1 = 2.18 THz and ω2 = 5.75 THz, which results in
huge peaks in the LDOS [19]. Moreover, the spherical
particle can support localized SPPs when Re{ǫ} = −2
at ωL1 = 2.12 THz and ω
L
2 = 5.73 THz, which induces a
strong electromagnetic response on the spherical particle.
ωL1 and ω
L
2 are very close to ω1 and ω2, respectively, and
we assume that they are the same in the following discus-
sion. Therefore, we could obtain much larger quantum
friction by taking advantage of the huge LDOS of SPPs
at the surface and the strong electromagnetic response of
the localized SPPs on the sphere.
In Fig. 4(a), we compare quantum frictions at differ-
ent temperatures for InSb (short dashes) and a metallic
material (long dashes) described by the simplified Drude
model with the permittivity function ǫ = 1 + i4πσ0/ω
and an equivalent conductivity σ0 = ǫ∞ω
2
p/4πγ. InSb
can support both propagating and localized SPP excita-
tions, while the equivalent Drude metallic material with
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FIG. 4: (color online) (a) J versus the rotation frequency at
different temperatures for InSb described by Eq. (7) (short
dashes) and a metallic material with an equivalent conduc-
tivity σ0 = ǫ∞ω
2
p/4πγ (long dashes). The peaks are marked
by A, B, and C. (b) Integrand of J , [n(ω−Ω)−n(ω)]Im{[ǫ(ω−
Ω) − 1]/[ǫ(ω − Ω) + 2]}Im{[ǫ(ω) − 1]/[ǫ(ω) + 1]}, versus the
rotation frequency and optical frequency at T=0. A, B, and
C correspond to the frequencies 2ω1, ω1 + ω2, and 2ω2, re-
spectively. The plot in (b) is saturated below 10−4 in order
to avoid divergent values in the log scale.
the equivalent conductivity cannot. At low temperatures
(T < 5 K) and low rotation frequencies (Ω < 1 THz), the
results for InSb are in excellent agreement with those for
the equivalent metallic material, which confirms the va-
lidity of the simplified Drude model in these limits. How-
ever, at high temperatures (T > 5 K) or high rotation
frequencies (Ω > 1 THz) (i.e., the relevant frequencies
kBT/h¯ or Ω are close to or larger than the SPP frequen-
cies ω1 and ω2), the results for InSb are several orders
of magnitude larger than those for the equivalent metal-
lic material. Interestingly, if the temperature frequency
kBT/h¯ is high enough to be comparable with the SPP
frequencies, this enhancement persists even when the ro-
tation frequency is much lower than the SPP frequencies.
This temperature is not high and can be easily achieved
in experiments (see the dash-dot-dotted and dash-dash-
dotted curves in Fig. 4(a)). For a rotation frequency
much larger than the SPP frequencies, the results for
InSb decrease much faster than those for the equivalent
metallic material.
The three peaks marked by A, B, and C in Fig. 4(a)
are due to the SPP and localized SPP excitations. As
shown in Fig. 4(b), at T=0, the integrand of J , [n(ω −
Ω) − n(ω)]Im{[ǫ(ω − Ω) − 1]/[ǫ(ω − Ω) + 2]}Im{[ǫ(ω) −
1]/[ǫ(ω) + 1]}, versus the rotation frequency and optical
frequency has four “singular” lines: ω = ω1, ω = ω2,
ω = Ω − ω1, and ω = Ω − ω2 determined by the SPP
and localized SPP frequencies. Four singular spots at
the intersections of the four singular lines correspond to
those three peaks at 2ω1, ω1+ω2, and 2ω2. This indicates
that the SPP excitations can further enhance quantum
friction by several orders of magnitude even at T=0 once
the rotation frequency Ω reaches the plasmon resonance
frequencies. It also indicates that insulators such as SiC
or SiO2, which exhibit phonon polaritons in the infrared,
cannot produce considerable quantum friction at T=0
until the spinning speed reaches the polariton frequency.
In conclusion, we have made a theoretical investigation
of the quantum friction acting on a sphere rotating near
a surface. The existence of quantum friction at abso-
lute zero temperature is confirmed. Because of the huge
density of electromagnetic states close to the surface, the
friction near the surface is several orders of magnitude
larger than that in free space. For metallic materials,
maximizing the quantum friction requires matching the
rotation frequency with the conductivity. Materials with
poor conductivity are thus favored for plausible exper-
iments. Moreover, quantum friction can be further en-
hanced by several orders of magnitude when the char-
acteristic temperature frequency kBT/h¯ or the rotation
frequency is high enough to reach the surface plasmon
resonance frequencies in some semiconductor materials.
This significant enhancement of quantum friction opens
up the possibility of experimental realizations of these
phenomena. The challenges for future experiments are
to enable particles to rotate at a high speed and close to
5a surface.
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6SUPPLEMENTAL MATERIAL: DERIVATIONS OF THE TORQUE AND THE HEAT TRANSFER
POWER
In this Supplemental Material we follow a similar method and the same notations as in Ref. [18]. Our problem
consists of a semi-infinite medium, a sphere above it, and a semi-infinite free space. In the electrostatic limit, we neglect
the contribution from the free space and consider the interaction between the sphere and the semi-infinite medium only.
The instantaneous fluctuating charges on the surface of the semi-infinite medium generate the electromagnetic field
Efl(ω) near the surface which induces a dipole moment pind(ω) = α(ω)Efl(ω) on the sphere; The fluctuating charges on
the sphere generate the electric dipole moment pfl(ω) which induces the electromagnetic field Eind(ω) = G(ω)pfl(ω)
near the surface.
The friction torque given by p × E can be separated into two parts: (1) Mp originates from the dipole moment
fluctuation; (2) ME originates from the electrical field fluctuation.
Mp =< p
fl
x(ω)E
ind
y (ω)− p
fl
y(ω)E
ind
x (ω) >,
ME =< p
ind
x (ω)E
fl
y (ω)− p
ind
y (ω)E
fl
x(ω) > .
Now we calculate the first part. Assume that we have a fluctuating dipole moment pfl(ω, t) on the x − y plane
rotating along the z axis near the surface at a speed Ω. In the rest frame, this dipole moment can be decomposed as
pflx(ω, t) = p
fl
0 cos(ωt+ γ) cos(Ωt+ β),
pfly(ω, t) = p
fl
0 cos(ωt+ γ) sin(Ωt+ β),
where pfl0 is the magnitude of the fluctuating dipole moment; γ and β are the initial phases. Rewriting them in the
exponential forms, we have
pflx(ω, t) =
pfl0
4
[e−iω
+t−iγ+ + e+iω
+t+iγ+ + e−iω
−t−iγ− + e+iω
−t+iγ− ],
pfly(ω, t) =
ipfl0
4
[e−iω
+t−iγ+ − e+iω
+t+iγ+ − e−iω
−t−iγ− + e+iω
−t+iγ− ],
where ω± = ω ± Ω and γ± = γ ± β. Using the relation Eind(ω) = G(ω)pfl(ω), we have
Eindx (ω, t) =
pfl0
4
[Gxx(ω
+)e−iω
+t−iγ+ +Gxx(−ω
+)e+iω
+t+iγ+ +Gxx(ω
−)e−iω
−t−iγ− +Gxx(−ω
−)e+iω
−t+iγ− ],
Eindy (ω, t) =
ipfl0
4
[Gyy(ω
+)e−iω
+t−iγ+ −Gyy(−ω
+)e+iω
+t+iγ+ −Gyy(ω
−)e−iω
−t−iγ− +Gyy(−ω
−)e+iω
−t+iγ− ].
Then omitting the oscillation term, we have
Mp =
−i(pfl0)
2
16
{[Gxx(−ω
+)−Gxx(ω
+) +Gxx(ω
−)−Gxx(−ω
−)] + [Gyy(−ω
+)−Gyy(ω
+) +Gyy(ω
−)−Gyy(−ω
−)]}.
Using the causality property of the Green tensor G(−ω) = G∗(ω) and rewriting G¯(ω) = [Gxx(ω) + Gyy(ω)]/2, we
have
Mp =
(pfl0)
2
4
[Im{G¯(ω−)} − Im{G¯(ω+)}]. (1)
The final result Eq. (1) does not depend on the initial phases. Taking into account the dipole moment fluctuating
along another direction (perpendicular to what we have considered above), the torque should be multiplied by 2.
Equation (1) tells us that the torque originates from the dispersion of the imaginary part of Green tensor and the
frequency splitting due to rotation. The frequency splitting in the rotation system is similar to the Doppler shift
of the frequency in parallel surface system studied in Pendry’s original paper in 1997. The physical meaning of the
imaginary part of Green tensor is associated with the local density of electromagnetic states.
Then we calculate the second part. Assume that we have a fluctuating electric field Efl0x cos(ωt + γ) in the rest
frame along the x axis. In the rotating frame, this electric field can be decomposed as
Eflx−rot(ω, t) = E
fl
0x cos(ωt+ γ) cos(Ωt+ β), (2)
Efly−rot(ω, t) = −E
fl
0x cos(ωt+ γ) sin(Ωt+ β), (3)
7where γ and β are the initial phases. Note the minus sign in Eq. (3). If we are in the rotating frame, the rest frame
rotates in the opposite direction. Rewriting them in the exponential forms, we have
Eflx−rot(ω, t) =
Efl0x
4
[e−iω
+t−iγ+ + e+iω
+t+iγ+ + e−iω
−t−iγ− + e+iω
−t+iγ− ],
Efly−rot(ω, t) =
−iEfl0x
4
[e−iω
+t−iγ+ − e+iω
+t+iγ+ − e−iω
−t−iγ− + e+iω
−t+iγ− ].
Using the relation pind(ω) = α(ω)Efl(ω), we have
pindx−rot(ω, t) =
Efl0x
4
[αxx(ω
+)e−iω
+t−iγ+ + αxx(−ω
+)e+iω
+t+iγ+ + αxx(ω
−)e−iω
−t−iγ− + αxx(−ω
−)e+iω
−t+iγ− ],
pindy−rot(ω, t) =
−iEfl0x
4
[αyy(ω
+)e−iω
+t−iγ+ − αyy(−ω
+)e+iω
+t+iγ+ − αyy(ω
−)e−iω
−t−iγ− + αyy(−ω
−)e+iω
−t+iγ− ].
Then we can calculate the torque either in the rotating frame or in the rest frame because the torque is conserved
in either system. However, the radiation power is not conserved. we have to go to the rest frame to calculate the
radiation power.
Now we choose the rotating frame to calculate the torque since it is easier. Omitting the index of α for an isotropic
sphere and the oscillation terms, we have
ME =
−i(Efl0x)
2
8
[α(−ω+)− α(ω+) + α(ω−)− α(−ω−)].
Using the causality property of the polarizability α(−ω) = α∗(ω), we have
ME =
(Efl0x)
2
4
[Im{α(ω−)} − Im{α(ω+)}].
Taking into account the fluctuating electric field along the y axis, we then have
ME =
(Efl0x)
2 + (Efl0y)
2
4
[Im{α(ω−)} − Im{α(ω+)}]. (4)
Similarly, Eq. (4) tells us that the torque originates from the dispersion of the imaginary part of the polarizability
and the frequency splitting due to rotation.
Now the next question arises, what are Efl0j and p
fl
0? According to the fluctuation dissipation theorem [18], (E
fl
0x)
2
and (pfl0)
2 are given by the imaginary parts of the Green tensor and the dipole moment polarizability respectively:
(Efl0j)
2 = 8πh¯[n(ω) +
1
2
]Im{Gjj(ω)}, (5)
(pfl0j)
2 = 8πh¯[n(ω) +
1
2
]Im{α(ω)}. (6)
Inserting Eqs. (1,4-6) into the following integral [18]:
M =
1
4π2
∫ +∞
−∞
Mp(ω)dω +
1
4π2
∫ +∞
−∞
ME(ω)dω,
we have a symmetrical expression:
M =
h¯
π
∫ +∞
−∞
dω[n1(ω) +
1
2
]Im{α(ω)}[Im{G¯(ω−)− Im{G¯(ω+)]
+
h¯
π
∫ +∞
−∞
dω[n0(ω) +
1
2
]Im{G¯(ω)}[Im{α(ω−)− Im{α(ω+)].
8Because each integral is convergent at the infinity frequencies for our cases, it is safe to change the integration limits
and rewrite it as one compact expression:
M = −
2h¯
π
∫ ∞
−∞
dω[n1(ω − Ω)− n0(ω)]Im{α(ω − Ω)}Im{G¯(ω)}. (7)
Following the same procedure (but in the rest frame), we can calculate the radiation power P = −E · ∂p/∂t as
P1→0 =+
2h¯
π
∫ ∞
−∞
dωω[n1(ω − Ω)− n0(ω)]Im{α(ω − Ω)}Im{G¯(ω)} (8)
+
h¯
π
∫ ∞
−∞
dωω[n1(ω)− n0(ω)]Im{α(ω)}Im{Gzz(ω)}. (9)
SUPPLEMENTAL MATERIAL: SUPPLEMENTAL FIGURES
FIG. 5: (color online) Three dimensional plot of J versus the rotation frequency and temperature when the conductivity is
fixed.
FIG. 6: (color online) Three dimensional plot of J versus the temperature and conductivity when the rotation frequency is
fixed.
