Support Vector Machines (SVMs) are a leading tool in classification and pattern recognition and the kernel function is one of its most important components. This function is used to map the input space into a high dimensional feature space. However, it can perform rather poorly when there are too many dimensions (e.g. for gene expression data) or when there is a lot of noise. In this paper, we investigate the suitability of using a new feature weighting scheme for SVM kernel functions, based on receiver operating characteristics (ROC). This strategy is clean, simple and surprisingly effective. We experimentally demonstrate that it can significantly and substantially boost classification performance, across a range of datasets.
Introduction
Support Vector Machines (SVMs) are learning systems based on statistical learning theory and the principle of structural risk minimization (SRM). The SVM is very powerful, evidenced by the fact that within a few years of its introduction, it is in wide use and commonly outperforms other classifiers for a range of classification and recognition tasks [7] . Examples include isolated handwritten digit recognition, object recognition, speech recognition, and spatial data analysis.
The SVM is a supervised learning system where the training data is mapped into a high dimensional feature space, in which an optimal separating hyperplane between the two classes of the labeled data is obtained using quadratic programming. The hyperplane is then mapped back to the input space via an inverse mapping function and thus it becomes a non-linear decision system to separate/classify the input data. The kernel trick helps avoid explicit mapping [7] , reducing unnecessary computation.
Although SVMs have been applied for classification in many domains, they tend to suffer from poorer classification accuracy when i) there are very many features, or ii) the data is very noisy. These weaknesses make it difficult to use SVMs for datasets such as gene expression data [25] , which are very noisy and typically have thousands of features, but only tens or at most hundreds of instances. Indeed despite their popularity, in the gene expression domain there is still substantial room for improvement when using SVMs. Developing a clean and simple strategy for improvement is the main theme of this paper. E.g., for the gene expression dataset first discussed in [30] , a massive accuracy improvement from 47.62% (for standard SVMs with polynomial kernel) to 96.48% (using our techniques with polynomial kernel) can be achieved.
Our aim is to test the validity and effectiveness of using a new feature weighting scheme for SVM kernel functions. Our proposed method has a number of desirable properties:
• It is clean, simple and intuitive.
• It is easy to implement and requires minimal change to any existing SVM implementation.
• It has a negligible effect on the time required for training an SVM or using it for test instance classification.
• It can substantially boost classification accuracy.
• It outperforms other possible feature weighting schemes, such as chi squared, information gain, mutual information and Fisher's criterion. Our weighting for each feature is computed by considering the area under the Receiver Operating Characteristics (ROC) curve [15] . Interestingly, this value is equivalent to the Mann-Whitney U statistic normalized by the number of possible pairings of positive and negative values, also known as the two sample Wilcoxon rank-sum statistic [17] . The area under the ROC curve (AUC) actually represents the probability that a randomly chosen positive example is correctly ranked with greater suspicion than a randomly chosen negative example. Moreover, this probability of correct ranking is the same quantity estimated by the non-parametric Wilcoxon statistic [2] . ing a clustering algorithm could help eliminate outliers in the training data, significant instances might still be overlooked due to erroneous choices of the cluster parameter k.
Contributions:
Our main contributions in this paper are as follows:
• 
Preliminaries
In this section, we briefly introduce SVMs and ROC.
Support Vector Machine (SVM):
Let us consider, we have n vectors x 0 , x 1 , x 2 , . . ., x (n−1) from the vector space R m which belong to either of the two classes +1, −1. The data are labeled as follows:
where y j ∈ {+1, −1}.
Our goal is to find a hyperplane as in Eq. (2.2), which would classify the input vector effectively:
where w = weight vector and b = bias. Thus it is assumed that the two classes can be separated by considering two hyperplanes of the margin parallel to the hyperplane described by Eq. (2.2) [31] :
Constraint (2.4) is valid for a dataset which is linearly separable. For such linearly separable data, the goal for an SVM is to find the optimal weight and bias values such that the obtained hyperplane separates the two classes of training data with a maximum margin. For a dataset which is not completely separable (i.e., data instances are badly scattered), a classification violation is allowed in the SVM formulation. For this case, (2.4) is modified to (2.5), where n non-negative (slack) variables ξ j are introduced.
In (2.5), those vectors x j , for which the value of ξ j is greater than zero, does not satisfy Eq. (2.4). To compute the width γ( w, b) of the margin the following equation is used:
w .
An optimal hyperplane is found for the SVM by optimizing the following equations:
where C is a constant called as the regularization parameter. By adjusting this parameter value, we can maximize the performance of the SVM. By using the saddle point of the following Lagrange function, we can solve the minimization problem defined in Eq. (2.7).
where α j 0 are Lagrange multipliers. We compute the gradient of L P ( w, b, α) with respect to w and b to obtain the optimized weight w * : 
where the constraints are: (2.13)
α j y j = 0 and α j 0, where j = 0, . . . , (n − 1).
The optimized bias b * is computed using Eq. (2.14) (2.14) 
Kernel functions:
The above mentioned solution aims to linearly separate the dataset. For a non-linear decision system, one extends the method by mapping the data points into a high dimensional space, called the feature space, as in Eq. (2.16) [7] .
To explicitly map the input space to a suitable feature space is troublesome and hence a kernel function is introduced where the mapping is done implicitly. The kernel function between two vectors x i and x j is defined as follows:
Using Eq. (2.16) and Eq. (2.12) we get:
The goal is to maximize the value of L D (α) to optimize the SVM for a non-linear dataset. Solutions are available via quadratic programming. However, a proper choice of Kernel function is also necessary to obtain a better SVM. In fact, the kernel function determines the degree of similarity between two data vectors/instances. There have been many kernel functions proposed. The most popular and widely used kernels are the linear, polynomial and RBF kernels. Consider two instances
features each and the last feature being the class label. Some different kernel functions are described below.
Euclidean Distance: The function for Euclidean distance is given in Eq. (2.19): 
Polynomial Kernel: The function for polynomial kernel is given in Eq. (2.21):
where d is the degree of the polynomial equation.
Radial Basis Function (RBF) Kernel:
In RBF kernel, the similarity between two vectors x i and x j is calculated using Eq. (2.22):
where γ is the width of the Gaussian.
Receiver Operating Characteristic Curves:
The Receiver Operating Characteristic (ROC) curve was first used in signal detection theory [15] . In machine learning, the ROC curve is used to evaluate the discriminative performance of binary classifiers. This is obtained by plotting the curve of the true positive rate (Sensitivity) versus the false positive rate (1 -Specificity) for a binary classifier by varying the discrimination threshold. Figure 1 shows an example ROC curve.
Prior to plotting the ROC curve, the sensitivity and specificity need to be calculated as follows:
where T P = True Positive, T N = True Negative, F P = False Positive and F N = False Negative.
It is to be noticed that, all the calculations above are attained when using a particular classifier threshold. By varying the threshold, a set of values for these measurements is obtained. This set of values is plotted in a two-dimensional Cartesian graph to yield the ROC curve. The ROC curve indicates the performance of the binary classifier, as it takes into account all the possible solutions by varying the discriminative threshold. The best performance would be produced, if the ROC curve meets the upper left corner of the ROC space (which yields 100% sensitivity and 100% specificity).
An ROC curve is a two dimensional illustration of classifier performance. Reducing ROC performance to a single scalar value to represent expected performance helps compare classifiers. An often used method is to calculate the area under the ROC curve (AUC) [17] , [2] . There are several ways to calculate AUC. Of these, one way is to calculate using trapezoidal integration shown in Eq. (2.25) [28] . (2.25) n = size to increase, and h = b−a n . Prior to calculating the AUC, the set of the values of sensitivity and specificity is normalized to the range [0, 1]. The AUC, being a part of the area of the unit square, has a value between 0 and 1. Since random guessing could produce the diagonal line between (0, 0) and (1, 1) with an area of 0.5, a classifier with an AUC less than 0.5 is undesirable [9] . A value of AUC equal to 1.0 represents that the performance of the binary classifier is 100%, i.e., the classifier can discriminate the dataset accurately.
Distance Weighting using ROC Information
We now describe the steps in our algorithm.
ROC for Feature Weighting:
Previous work [20] has established the use of an ROC curve for feature ranking and selection. First, the ROC curve is plotted for each of the pairs formed by each of the features and the class label. This, in turn, means treating a single feature as a classifier and calculating the classification performance in terms of the sensitivity and specificity by varying the operating point. We shall build on this kind of idea to derive a feature weighting method to use in distance functions. For each feature, the AUC is calculated.
Let us consider a dataset D of N instances, where each instance comprises m features:
Each of the m features has a differing discriminative power reflected by its respective AUC. To calculate the discriminative power that is expressed in terms of AUC, we plot the ROC curve for each feature paired with the class label, (i.e., {x i , Y i }, where 1 i m and Y is the vector of class labels). I.e., we draw an ROC curve showing the performance of feature x i as a classifier to predict the class label Y . We then calculate the AUC of this ROC curve, which yields a measure of the power of feature x i .
As described earlier, there is a strong mathematical justification for using the ROC to measure discriminative power. It is equivalent to the Mann-Whitney U Test (also known as Wilcoxon Rank sum), a non-parametric statistical test. Not employing any distributional assumptions makes it especially useful for small sample size, noisy datasets [8] , such as gene expression microarrays.
Weighted Distance Metrics:
For computing the distance between two instances, we modify the standard distance measure using the AUC scores as weights.
Consider two instances
features each and the last feature being the class label. Let, α k be the AUC value of the k-th feature, for k = 1, . . . , m. Then, the feature weighted different kernel functions are: Weighted Euclidean distance,
Weighted linear kernel,
Weighted polynomial kernel,
Weighted RBF kernel,
where γ is the width of the Gaussian. Note that if α = 1 for all features, then all features are equally important and no feature weighting is actually being employed.
Weighted Distance with Threshold Function:
To avoid using noisy features with lower predictive power and to put more importance on the features with higher discriminative power, we next define a threshold function U δ (α), to assist with feature pruning. The domain of this function is the set of feature weights and the range is a revised weight for each feature.
where α = the level of importance for a feature. This is given by either by the feature's AUC value or by using the same default level of importance for each feature (e.g., 1). δ is an AUC-based quality threshold parameter, where 0 δ 1. Using the same weighting framework as earlier, we can now further modify the feature weights to be U δ (α k ) instead of α k in Eq. (3.26), (3.27), (3.28) and (3.29). So the modified kernels then become: Weighted Euclidean distance,
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Figure 2: Variation of U δ (α) to obtain different SVM classifiers, where the x-axis represents all features ranked on their AUC value and the y-axis represents the AUC value for the features. A line parallel to the x-axis for some arbitrary value of δ is drawn to find a cut-off point from the weighted-ranked list (Case 4) and a line orthogonal to the δ-line is used to get a cut-off point from the ranked feature list (Case 3).
where d is the degree of the polynomial equation. Weighted RBF kernel,
where γ is the width of the Gaussian. As discussed earlier, an AUC value closer to 1 indicates that the selected feature can be considered more important in discriminating the dataset, while a smaller AUC value indicates lower importance. So, the varying weights can be associated with the respective features to improve the performance of a classifier.
For the same setup, let α k be the AUC value of k-th feature, where k = 1, . . . , m. Now, this threshold function, U δ (α), can be represented by four main cases, according to the input that is passed to it. A graphical representation of these cases is shown in Fig. 2 , which shows the effect of ROC-based feature weighting and how the feature pruning is done. Note that the grayed region is only for reference purposes. The actual features used by the classifier are presented by the bold line above the grayed region.
Experimental Setup and Datasets
We investigate the four cases for U δ (α k ) and compare the accuracy using a paired t-test (corrected) [12] . The kernels we use are linear, polynomial and RBF. We filter out all those features having an AUC score equal to or less than a quality threshold, δ. We started from 0.4 and kept increasing this threshold value by 0.1 and noted the classification performance on a separate validation set (not the test set) for both SVM and ROC weighted feature pruned SVM classifiers. For a 10-fold cross validation, we split the dataset into 10 random
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Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. folds, and trained the classifier with 8 folds, kept 1 fold for internal validation (i.e., finding the best value for parameters) and 1 fold for the final testing of the classifier performance. Figure 3 shows how the accuracy of the ROC weighted SVMs was affected by varying the value of this parameter, for a number of datasets (datasets described shortly). We also used four popular methods: χ 2 [34] , information gain (IG) [21] , mutual information (MI) [36] and Fisher's criterion (signal-to-interference ratio) [27] , which have been used in the literature to weigh features, and compared their performance against our feature weighting technique for SVMs. In addition to comparing against traditional SVMs, we compared ROC-SVM against twelve other classifiers. These are: ROCkNN, ROC-tree [20] , k-NN, Ferri et al.'s [10] AUCsplit technique for decision trees, C5.0, its predecessor C4.5, ADTree, REPTree, Random Tree, Random Forest and Naïve Bayes. Where applicable, each of these classifiers was run multiple times on each dataset by varying its parameters. We report the best result of each such classifier on each dataset across the variation of its parameters.
Each of the classifiers was applied on 12 datasets, of which 6 were gene expression datasets and 6 are non-gene expression datasets having rather different characteristics. The properties of the datasets are illustrated in Tab. 1. For each classifier and dataset, a 10-fold cross validation scheme was used 10 times.
Using a fixed 10-fold cross validation scheme, we also conducted a win-draw-loss analysis based on a paired t-test (corrected) [12] with 5% significance level, for the classifiers.
Results and Discussion
The classification accuracies of the polynomial and RBF kernels for the four cases are presented in Tab. 2 and Tab. 3. The linear kernel, too, has similar performances (not shown) for the four cases. The classification results for all techniques on the considered datasets are presented in Tab. 4 and 5 and in those two tables, for ROC-SVM, the presented results were obtained using the best of three kernels, quality threshold and other SVM parameters (e.g., the margin of the model (C) for all SVMs, the degree of polynomial for the polynomial kernel, and the width of the Gaussian (γ) for RBF kernel).
Four Cases of ROC-effected SVMs:
The classification performance of ROC-SVM (Case 4) shows remarkable improvement over the traditional SVM techniques (see Tab. 2 and 3). For most datasets and the three different kernels, ROC-SVM has a statistically significant improved accuracy over SVM (Case 1). For example, on GE2 and GE4 datasets (see Tab. 4), the classification accuracy increased from 68.18% and 61.90% (for SVM) to 92.73% and 97.14 (for ROC-SVM), respectively; which is about 24.55% and 35.24% higher accuracy.
The classification accuracies of ROC-weighted SVM (Case 2) and ROC feature pruned SVM (Case 3) are better than that of SVM (Case 1). However, they are not always statistically significant within 5% significance level. Though the classification accuracies of ROC-weighted SVM (Case 2) and ROC feature 503 Copyright © by SIAM. Unauthorized reproduction of this article is prohibited. pruned SVM (Case 3) are often very similar, they can vary greatly for some gene expression datasets with a very large feature space. This is due to the presence of some irrelevant features, which affects negatively to the distance calculation, even though we try to minimize their effects by weighting the features. ROC-SVM (Case 4) improves the accuracy significantly within 5% significance level over the ROC-weighted SVM (Case 2) and ROC feature pruned SVM (Case 3) for most datasets. Therefore, it becomes obvious that using both feature weighting and pruning is a better choice than using nothing at all when computing distances for the kernel function.
ROC-SVM versus other feature weighted SVMs:
Looking at the top half of Tables 4 and 5 , we can compare standard SVMs against SVMs using a varierty of different weighting techniques. In general, using some kind of weighting can increase accuracy. However, ROC-weighted SVMs are consistently the best overall. A win-draw-loss analysis of all classifiers shown in Table 6 also confirms the edge that ROC-weighting has over the other forms of feature weighting.
ROC-SVM versus non-SVM Classifiers:
Surprisingly and pleasingly, the classification performance of ROC-SVM on all twelve datasets is the best (see Tab. 4 and 5) . It outperforms all the other classifiers used in this study. This provides some evidence that ROC-SVM is a classifier which is able to surpass mainstream stateof-the-art techniques in these circumstances. increases monotonically with increasing δ, except when it prunes too many important features. Furthermore, by taking some even smaller interval from the specified range, it was observed that ROC-SVM delivers very high accuracy. Therefore, it can be expected that by picking any value from this range for δ will provide good classification accuracy.
Sensitivity Analysis: By noting the classification accuracy of classifiers trained by using noisy data of different noise levels, we can tell how robust a classifier is. To simulate the effect of noise, we replace the feature values of all training instances as follows:
where f and f are the original and new attribute values, r is a random value in the range [−1, 1] and λ is the percentage of noise. We leave the testing data intact. Using these training datasets with noise, we build the standard SVM and our ROC-SVM classifiers and compare their performance. The comparison of a few selected classifiers on four datasets is shown in Fig. 4. (We have performed similar experiments on all considered datasets and observed similar behaviors.) The graphs in Fig. 4 show that the classification accuracy of the ROC-SVM drops less than those of the standard SVMs (for all the kernels) in the presence of noise. For example, on the GE3 dataset (see Fig. 4(b) ), the classification accuracy of the ROC-SVM with polynomial kernel decreases from 100% to only 69.82% when the noise level increases from 0% to 40%, while that of the SVM with polynomial kernel decreases from 100% to 54.14%. The standard deviation of the performance degradation measures the degree of degradation (effect of noise) on the classifiers. A smaller deviation indicates that the classifier is more tolerant to the noise. For example, on the GE3 dataset, the standard deviation of the performance degradation of ROC-SVM with polynomial kernel is 12.41 as opposed to SVM with polynomial kernel, which is 19.49. This indicates that our ROC-SVM is can be more tolerant to noise than a standard SVM classifier.
Execution Time:
With an increasing δ, the execution time for the ROC-SVM becomes less than that of the standard SVM. E.g., for GE1 dataset, the ROC-SVM (δ = 0.5) takes about 3.39 seconds to build a classification model using all data, while the standard SVM takes about 5.16 seconds. However, without feature pruning the feature weighted SVM takes about a fraction of second more (5.78 seconds) than that of the standard SVM to run.
Conclusion
This paper has investigated a new technique for improving the classification accuracy of support vector machines. It is based on applying feature weights in the kernel function, based on consideration of the receiver operating characteristics (ROC) for each feature. The technique, known as ROC-SVM, is simple to describe and easy to incorporate within existing SVM implementations. It has negligible effect on running time.
Most importantly, this technique can significantly improve classification accuracy. Experimental analysis, using three metrics (i.e., accuracy, AUC and t-test), confirms that ROC-SVM can substantially improve over standard SVMs, particularly for the challenging scenario of gene expression data. Furthermore, it is able to outperform a range of other state-of-the-art classifiers, in a range of circumstances. Comparisons against other forms of feature weighting, such as information gain, mutual information, Fisher's criterion and chi-squared, also show that the use of ROC weighting is able to deliver better accuracy.
Overall, we strongly believe that ROC-SVM is a highly promising enhancement to existing SVM technology.
