Abstract. In [Z], Zagier initiated a study of the function t 1 (d), the function which gives the trace of a singular modulus of discriminant −d < 0. Ahlgren and Ono [A-O, Theorem 1 (1)] proved that if p is an odd prime which splits in
Introduction and statement of results.
An important function in number theory is the elliptic modular invariant, j(z) := q −1 + 744 + 196884q + 21493760q
where throughout, z ∈ h, the complex upper half-plane, and q := e 2πiz . Of particular interest are singular moduli, values of j at quadratic irrationalities in h. These values are algebraic integers which generate ring class field extensions of imaginary quadratic number fields.
We begin by fixing notation. If d ≡ 0, 3 (mod 4) is a positive integer (so that −d is the discriminant of an order in an imaginary quadratic field), we define Q d to be the set of positive definite integral binary quadratic forms Q(x, y) = ax 2 + bxy + cy 2 with discriminant −d = b 2 − 4ac. The modular group Γ := PSL 2 (Z) acts on Q d in the usual way. For each Q ∈ Q d , we define α Q to be the unique solution in h to the equation Q(x, 1) = 0. The value of the singular modulus j(α Q ) depends only on the Γ-equivalence class of Q.
When −d < 0 is a fundamental discriminant, Q d consists of primitive forms. In this case, the number of equivalence classes of forms of discriminant −d is equal to h (−d) , the class number of Q( √ −d). As Q runs through a complete set of representatives of Q d /Γ, the corresponding singular moduli j(α Q ) run through a complete set of algebraic conjugates. Therefore j(α Q ) has degree h(−d) over Q, and the sum (1.1)
is its absolute algebraic trace.
Following Zagier [Z] , we study a modified form of (1.1). We define 
Using the Shimura Correspondence and -adic Galois representations, Ahlgren and Ono recently proved striking congruences of several types for the functions t m (d). One of these [A-O, Theorem 1 (1)] states that if p m is an odd prime which splits in Q(
. Problem 7.30 of Ono's CBMS monograph [O] asks for natural generalizations modulo arbitrary prime powers. As a special case of a more general theorem, we provide the answer for the case of p = 2. 
Remarks.
(1) If we keep the hypotheses in Theorem 1 and denote by h(−d) the class number of the order of discriminant −d, then by Gauss' genus theory, we have
It is interesting to note the similarity between these congruences and the congruences in Theorem 1. (2) The congruences in Theorem 1 are reminiscent of the famous Ramanujan congruences for the ordinary partition function p(n) modulo powers of 5, 7, and 11 (see, for example [A] and [Kn, §7, 8] ). However, the proofs of these congruences and the proof of Theorem 1 differ in several fundamental ways.
(3) There are many other divisibility results for singular moduli in the literature. The most famous 2-divisibility result is the congruence of Gross and Zagier Cor. 2.5] 
For example, when m is an odd prime, α m = m + 1. Our general theorem is Theorem 2. Suppose that n and m are positive integers with m odd. Then we have
If d ≡ 0, 3 (mod 4) is a positive integer, we recall that the Hurwitz-Kronecker class number of discriminant −d is
As a consequence of Theorem 2 and Gauss' formula for the coefficients of θ(z) 3 in terms of Hurwitz-Kronecker class numbers, we obtain 
Since Theorems 1 and 3 are immediate corollaries of Theorem 2, Sections 2-5 of this paper are devoted to the proof of Theorem 2. The proof involves a detailed study of the action of the U 4 n operator, where n is a positive integer, on a certain weakly holomorphic modular form whose coefficients interpolate Hecke traces. In particular, we carefully study the 2-divisibility of the coefficients of the form resulting from this action.
The proof is organized as follows. In Section 2, we briefly record some facts about modular forms. In Section 3, we state Theorem 3.1 and show that it implies Theorem 2. In Sections 4 and 5, we prove Theorem 3.1.
Preliminaries on modular forms.
In this section we record some facts about modular forms. For more details, see for example [K] or [O] . If N > 0 is an integer, k > 0 is an integer or halfinteger, and χ is a Dirichlet character modulo N , then we define M k (Γ 0 (N ), χ) to be the complex vector space of weakly holomorphic modular forms of weight k on the congruence subgroup Γ 0 (N ) with character χ. These forms are holomorphic on h and meromorphic at the cusps of Γ 0 (N ). We let M k (Γ 0 (N ), χ) denote the finite-dimensional subspace of forms which are holomorphic at the cusps.
The Dedekind eta-function,
is an important building block for modular forms. We also define
If m ≥ 1 is an integer, we recall that the usual U m operator acts on formal power series by
For more details concerning how this operator acts on spaces of holomorphic modular forms, see for example, [A-L] or [S-S].
Next, we define the function v 2 on Q by
A reduction.
In this section, we prove that Theorem 2 follows from 
We begin by relating Hecke traces to modular forms. We define
In [Z, Theorem 1], Zagier showed that
If m ≥ 1 is an odd integer, we define a weakly holomorphic modular form g m (z) with coefficients b m (d) by
By [Z, Theorem 5] , for every positive integer d ≡ 0, 3 (mod 4), we find that
. Now we suppose that n ≥ 1 is an integer. Since
to prove Theorem 2 it suffices to prove that
In particular, we will show that Theorem 3.1 implies (3.1). If Theorem 3.1 holds, then for every integer n ≥ 1, we have that
Hence, Theorem 3.1 implies that
Therefore, (3.1) will follow from Lemma 3.2. Suppose that n ≥ 1 is an integer. If we have
To prove Lemma 3.2, we require an auxiliary proposition. For convenience, we define
We remark that g(z) is a generator of the modular function field of Γ 0 (4). (1)
Proof. To prove (1), we see by a standard calculation using facts about modular forms that
Hence, we have
Using a suitable basis for this space, we verify that
from which (1) follows. Part (2) follows in a similar way, by verifying that
One easily verifies (3) since both forms lie in M 4 (Γ 0 (4)), a space of dimension 3.
We now use Proposition 3.3 to prove Lemma 3.2. An application of Proposition 3.3.1 and (2.1) gives
Then using Proposition 3.3.3, (2.2), (2.3), (3.2), and Proposition 3.3.2, we deduce that
If for a fixed integer n ≥ 1, we assume that
the above calculation together with the fact that θ(z)
This proves Lemma 3.2, and with it, Theorem 2.
Proof of Theorem 3.1.
The proof of Theorem 3.1 proceeds by induction on n. By Proposition 3.3, part 2, we find that (4.1)
which proves the base case of the induction. For integers n ≥ 1, we define
Before proceeding with the induction step, we make the vital observation that (4.2)
We first show that the case of n = 1 implies the case of n = 2. By (4.1) and (4.2), we calculate
Using standard facts about modular forms, we verify that
which implies that
Combining (4.3) and (4.4), we find that
which verifies the case of n = 2. We now suppose, for some integer n ≥ 2, that
To finish the induction, we must establish (4.5) and (4.6) with n replaced by n + 1. Using (4.2) and (4.5), we calculate
Given (4.7), we will show that Theorem 3.1 follows from 
and such that v 2 (b m (s)) ≥ max(0, 5s − 2m).
If we suppose that Theorem 4.1 holds (we defer the proof to Section 5), then combining it with (4.7) gives
If n ≥ 2, we express (4.8) as
Hence, for n ≥ 2, we find that
To finish the proof of Theorem 3.1, we must show for all integers s ≥ 1, that (4.10) v 2 (c n+1 (s)) ≥ 4(n + 1) + 4s − 4 = 4n + 4s.
First, we settle the case of s = 1. Since n ≥ 2, (4.9) gives
By (4.4), we know that
while by Theorem 4.1, we know that
Using (4.11), (4.6), (4.12), and (4.13), it follows that
which establishes (4.10) when s = 1. We now suppose that s ≥ 2. By (4.9), (4.6), and Theorem 4.1, we find that
(4.14)
where the minimum in (4.14) is taken over m in the intervals specified in (4.9). Moreover, we find that
if and only if s ≥ 2. This establishes (4.10) for s ≥ 2, and with it, Theorem 3.1.
Proof of Theorem 4.1.
We first note that (4.4) verifies the m = 1 case of Theorem 4.1. A similar computation shows that
verifying the m = 2 case. The first step toward verifying the cases where m ≥ 3 is to show that the modular function
m on Γ 0 (16) is expressible as a polynomial with integer coefficients in a suitably chosen generator of the modular function field of Γ 0 (16). We then obtain lower bounds on the 2-divisibility of the coefficients of this polynomial. For our purpose, we choose the generator
Theorem 4.1 follows by applying the next two lemmas together. 
and such that 
and such that
Proof that Lemma 5.1 and Lemma 5.2 =⇒ Theorem 4.1.
Calculating directly using Lemmas 5.1 and 5.2, we obtain
We rewrite this sum as
Therefore, we find that
By Lemmas 5.1 and 5.2, it follows that
where the minimum in (5.3) is taken over t in the intervals specified by ( 
Proof. First, we find that
A similar calculation shows that
from which it follows that
The proposition follows from (5.4) and (5.5).
For m ≥ 3, we define polynomials P m (x) and Q m (x) with coefficients w m and u m , respectively, by
Proposition 5.4. If m ≥ 3 is an integer, then for every integer j ≥ 0, we have
and for every integer k ≥ 0, we have
Proof. Expanding P m (x) gives
which implies (5.6).
Expanding Q m (x) gives
If we set r = a + b, then we obtain
Next, setting k = r + b gives
from which (5.7) follows by calculating
where the minimum is taken over b in the intervals specified by (5.8).
We now turn to the proof of Lemma 5.1. For every integer m ≥ 3, we define a polynomial R m (x) with coefficients y m by
By Proposition 5.3, for every integer m ≥ 3 we have that
Hence 
Therefore, for a fixed , we have by Proposition 5.4 that
where the minimum is taken over k in the intervals specified in (5.9).
Proof of Lemma 5.2.
Before proving Lemma 5.2, we state a proposition. The proof is by induction on t. The explicit formulas in (5.13) show that the proposition is true for 1 ≤ t ≤ 4.
We fix an integer T ≥ 4 and suppose that (5.16) holds for all t < T . We will show that it holds for T . The formula (5.14) gives Lemma 5.2 follows by using the inductive hypothesis to bound each of the terms in (5.17) from below. This concludes the proof of Theorem 4.1.
