Articles in this Virtual Issue
Over the last decade, an increasing number of political scientists have used field experiments, and this led to methodological work on how to efficiently design and analyze such experiments. David Nickerson's (2005, Vol 13(3) , pp. 233-252) work shows how to efficiently design field experiments in the presence of noncompliance by adjusting the treatment/control ratio, matching subjects prior to random assignment of treatment, and using placebos in the control group. He derives explicit analytical expressions for efficiency gains of these designs and illustrates their use by applying them to get-out-the-vote field experiments. Field experiments differ from laboratory experiments because of the potential deviations from standard experimental protocols such as noncompliance and attrition. In addition, field experiments can be costly, which necessitates efficient experimental designs. Nickerson's work offers a promising first step towards methodological sophistication when designing field experiments and is being followed up by others (e.g., Gerber et al., 2010) .
In addition to field experiments, the availability of inexpensive online surveys led to an increasing use of survey experiments where respondents are exposed to randomly selected survey questions, images, or even audio and video clips. Daniel Corstange's (2009, Vol. 17(1), pp. 45-63) article demonstrates how to analyze list experiments, which is an increasingly popular survey methodology to elicit truthful responses to socially sensitive questions such as racial prejudice. While many applied researchers used a simple difference-in-means estimator, Corstange shows how to build a multivariate regression model so that researchers can infer not only the proportion of those who have racial prejudice but also what respondent characteristics are associated with racial prejudice. Following his work, a number of new statistical methods are being developed for various survey experiment techniques including randomized response and endorsement experiments (e.g., Gingerich, 2010; Bullock et al., 2011; Imai, 2011) .
For most political science questions of interest, conducting randomized experiments is simply not an option and researchers must overcome the methodological challenges of inferring causal relationships from observational data. As a research design strategy to minimize selection bias, researchers often use natural experiments in which they find instances where the treatment variables of interest can be plausibly assumed to be randomly assigned. While such research design strategies can increase internal validity of findings, their results may not generalize to a greater population of interest. Thus, one important methodological challenge is the question of how and when one can improve external validity of empirical findings from natural experiments.
Donald Green, Terence Leong, Holger Kern, and Alan Gerber (2009, Vol. 17(4) , pp. 400-417) address this point by examining the external validity of regression discontinuity design, which is a popular natural experiment research design strategy. Using the results from a randomized experiment as a benchmark, they show how the estimates from the regression discontinuity design can be sensitive to model specification and bandwidth selection. Following their lead, others have also shown that care must be taken when generalizing the results from natural experiments (Dunning, 2008; Caughey and Sekhon, 2011) . As such research designs and statistical methods become more popular, their misuse may also become more common. An important role of political methodologists is to clarify proper ways in which these powerful methodological tools can be used to draw causal conclusions.
One major methodological challenge of observational studies is the issue of model dependence. Sensitivity to minor changes in model specification can significantly decrease the credibility of empirical findings. Randomized experiments reduce model dependence because randomization of the treatment guarantees the similarity of treatment and control groups. In this case, adjusting for covariates makes little difference for estimating treatment effects. Daniel Ho, Kosuke Imai, Gary King, and Elizabeth Stuart (2007, Vol. 15(3), pp. 199-236) show that matching methods can reduce model dependence in observational studies by making the distribution of observed covariates similar between the treatment and control groups. By preprocessing the data via matching, researchers can make their empirical findings robust to model misspecification. In their proposed framework, matching methods are not the replacement of traditional regression modeling. Rather, they improve the performance of regression models by making empirical results less dependent on model specification.
As another set of methods to achieve covariate balance between treatment and control groups, Adam Glynn and Kevin Quinn (2010, Vol. 18(1), 36-56) introduce weighting techniques that have become part of standard methodological toolkit in biostatistics and epidemiology. In some sense, weighting methods can be seen as a generalization of matching methods and they can be effective even in the situations where matching methods fail to achieve covariate balance. As explained by the authors, weighting can also make regression models robust to possible misspecification. This article will facilitate their use in political science.
Finally, in observational studies, a major source of model dependence may come from a particular form of covariate imbalance called extrapolation, which results from the fact that some treated units simply lack comparable control units. Gary King and Langche Zeng (2006, Vol. 14(2) , pp. 131-159) propose a statistical method to diagnose the possible existence of extrapolation in a high-dimensional covariate space. The method highlights the fundamental difficulty of covariate adjustment in observational studies due to the curse of dimensionality -in a high dimensional covariate space, data points are much further away from each other. The dilemma is that while researchers wish to adjust for many covariates in order to reduce selection bias, this often leads to a greater degree of model dependence in the process of covariate adjustments.
Future Research Agenda
The articles in this virtual issue have made significant contributions to the methodological literature on causal inference. But at the same time, there remain a large number of important, unresolved issues. Below, I identify four such challenges and briefly refer to ongoing work by political methodologists, some of which has appeared this year or is forthcoming in the pages of Political Analysis.
First, matching and weighting methods need to be improved so that they do not require informal and tedious process of balance checking by data analysts. Specifically, a measure of covariate balance must be explicitly determined a priori and a matching/weighting method needs to optimize this metric. Several political methodologists have already developed such matching methods, which I believe will significantly improve empirical research (e.g., Diamond and Sekhon, 2011; Hainmueller, 2011; Iacus et al., 2011) .
Second, while much existing research focuses on the estimation of average treatment effects, treatments typically do not affect different units in the same manner. Efficient estimation of heterogeneous treatment effects, therefore, is essential for testing scientific theories, understanding how treatments operate, and generalizing the results from experimental sample to a target population. It is well known that post-hoc subgroup analysis can yield false discovery of subpopulation-specific treatment effects. Therefore, we need principled ways to identify units who receive the most benefit (or harm) from treatment. New statistical techniques are being developed to address this possibility (e.g., Green and Kern, 2010; Hartman et al., 2010; Imai and Strauss, 2011) .
Third, one of the common criticisms about randomized experiments and statistical methods in general is that they can show whether or not treatments causally affect outcomes but fail to ascertain how and why such causal effects arise. New statistical methods and research design strategies must be developed in order to effectively identify causal mechanisms that underlie causal effects of interest. This is an active area of interdisciplinary research that has also been of interest to political methodologists (e.g., Bullock et al., 2010; Glynn and Quinn, 2011; .
Finally, a majority of existing statistical methods are only applicable in cross-section settings, and yet political science data often have time-series or time-series cross-section data structures. Methodological research has begun to address these extensions (e.g., Abadie et al., 2010) , and much work remains to be done. For example, carryover and spill-over effects can further complicate causal analysis in these settings. Where current methodological approaches often rely on the assumption of independence, many treatments exercise influence into the future or across multiple individuals/countries.
Concluding Remarks
Political scientists joined the identification and potential outcomes revolutions more than a decade after these movements took place in other disciplines. Indeed, methodological articles that utilize the modern framework of causal inference only appeared in political science journals within the last several years. And yet, as the articles of this virtual issue demonstrate, political methodologists have begun to make serious contributions to the interdisciplinary literature on causal inference methodology.
