The ability to accurately model solvent effects on free energy surfaces is important for understanding many biophysical processes including protein folding and misfolding, allosteric transitions, and protein−ligand binding. Although allatom simulations in explicit solvent can provide an accurate model for biomolecules in solution, explicit solvent simulations are hampered by the slow equilibration on rugged landscapes containing multiple basins separated by barriers. In many cases, implicit solvent models can be used to significantly speed up the conformational sampling; however, implicit solvent simulations do not fully capture the effects of a molecular solvent, and this can lead to loss of accuracy in the estimated free energies. Here we introduce a new approach to compute free energy changes in which the molecular details of explicit solvent simulations are retained while also taking advantage of the speed of the implicit solvent simulations. In this approach, the slow equilibration in explicit solvent, due to the long waiting times before barrier crossing, is avoided by using a thermodynamic cycle which connects the free energy basins in implicit solvent and explicit solvent using a localized decoupling scheme. We test this method by computing conformational free energy differences and solvation free energies of the model system alanine dipeptide in water. The free energy changes between basins in explicit solvent calculated using fully explicit solvent paths agree with the corresponding free energy differences obtained using the implicit/explicit thermodynamic cycle to within 0.3 kcal/mol out of ∼3 kcal/mol at only ∼8% of the computational cost. We note that WHAM methods can be used to further improve the efficiency and accuracy of the implicit/explicit thermodynamic cycle.
■ INTRODUCTION
Free energy differences between conformational basins provide the thermodynamic driving force for many biophysical processes including protein folding/misfolding, allosteric transitions, and protein−ligand binding. The ability to accurately compute free energy differences is therefore of both fundamental and practical importance to biophysics. 1−3 Molecular dynamics simulations in explicit solvent provide the most detailed information about solvation effects on biomolecules and are widely used to estimate conformational free energies. However, accurate free energy calculations require extensive sampling of conformational space, which is challenging because of the slow equilibration in an explicit solvent and the complexity of the energy landscape containing multiple basins separated by barriers. While Replica Exchange Molecular Dynamics (REMD) 4, 5 and other advanced sampling methods (e.g., metadynamics, 6 Accelerated MD, 7 adaptive umbrella sampling, 8 transition path sampling, 9 Milestoning, 10 and Markov State Model 11−14 ) have been developed to enhance the sampling of the conformational space, using these powerful techniques in explicit solvent can still be computationally demanding: for example in a temperature REMD simulation of a solvated system, the number of temperature replicas required to achieve an adequate acceptance ratio is typically quite large, and scales as ∝ √N, where N is the number of degrees of freedom. To increase the efficiency of sampling in REMD simulations in explicit solvent, specialized techniques like Replica Exchange with Solute Tempering have been developed and applied to protein folding and ligand binding studies. 15, 16 During the past decade implicit solvent models have increasingly been used in free energy calculations to circumvent some of the problems associated with explicit solvent simulations. 17−22 When performing molecular dynamics simulations with implicit solvent models, not only is the computation of each step faster because the number of degrees of freedom is much smaller than when solvent is included in the model explicitly, but perhaps more importantly from the perspective of computational efficiency, the solvent contribution to the solute potential of mean force is calculated analytically as a function of the solute coordinates so that the solvent fluctuations are already averaged. The absence of water friction in implicit solvent is also potentially helpful in sampling the solute conformational space, but for some problems the water may actually act as a lubricant. Lastly, because implicitly solvated systems contain fewer degrees of freedom, they are better suited for REMD simulations. However, because the effects of a molecular solvent are modeled in an averaged, mean field fashion, implicit solvent simulations can be less accurate than their explicit solvent counterpart, for instance in systems where a few specific waters play important roles in the solute energetics and dynamics. 23−26 Here we present an approach to connect free energy surfaces in explicit and implicit solvents for the purpose of constructing a thermodynamic cycle that combines desirable features of explicit solvent models (increased accuracy) with those of implicit solvent models (speed). In a MD calculation of the conformational free energy difference between two or more basins separated by barriers, the computationally most expensive step comes from the need to sample the reversible crossing of the barrier for a sufficient number of times to achieve equilibration; the sampling within individual free energy basins is often fast even in explicit solvent simulations. On the other hand, the sampling of the barrier crossing can be more readily achieved using computationally less expensive implicit solvent simulations. The idea here is to use the fast implicit solvent simulation to generate an initial estimate of the full free energy surface and then compute the effects of explicit solvent as a "correction" to the implicit solvent results by using a thermodynamic cycle that connects the free energy surfaces of the individual conformational basins obtained from the implicit and explicit solvent models. Here the connection between the two free energy surfaces is realized using localized decoupling simulations; it can also be done using various end-point methods. The key advantage of this approach is that the sampling of the full free energy surface in explicit solvent is replaced by a combination of implicit solvent simulations of the barrier crossing, implicit and explicit solvent simulations within each basin, and a small number of localized decoupling simulations which link the free energy surfaces and are computationally much less expensive than the fully explicit solvent simulations of the free energy changes.
We test this approach using solvated alanine dipeptide as an example. The method yields conformational free energy differences between pairs of basins that are within ∼0.2 kcal/ mol of those obtained from exhaustive explicit solvent simulations (where the total free energy changes are ∼3 kcal/ mol) at just ∼8% of the computational cost of the direct MD sampling in explicit solvent. In addition, we show that our method of connecting free energy surfaces can also be used to obtain accurate solvation (transfer) free energies of solute molecules in water with complex free energy landscapes.
■ METHODS
We consider a solute molecule in solution containing two free energy basins A and B separated by a barrier: see Figure 1a . System 0 stands for the solute in implicit solvent and system 1 for the solute in explicit solvent. The two free energy basins are divided into N A and N B cells, which are based on a set of suitably chosen order parameters (see Figure 2 , for the alanine dipeptide example). Using the thermodynamic cycle depicted in Figure 1b , the free energy difference between basin A and basin B in explicit solvent, ΔG 1,A→B , can be obtained without sampling reversible transitions between the two basins in the explicit solvent system 1. We start from the expression
Here Z n,X = ∫ r∈X e −H n (r)/kT dr is the configuration integral for basin X in system n. ΔG 0,A→B is the free energy difference between basin A and basin B in the implicit solvent system 0, which is readily obtained from direct simulation in the implicit solvent. ΔG 0→1,A is the free energy for transferring the free energy surface of basin A in implicit solvent to explicit solvent; ΔG 0→1,B is the corresponding transfer free energy for basin B 
By dividing each of the basins in the two free energy surfaces into multiple cells and performing decoupling simulations focusing on one of the cells in each basin, a 1 and b 1 , the transfer free energies can be written 
Equation 3 expresses the transfer free energy of a basin from implicit to explicit solvent in terms of the transfer free energy of a cell within the basin and the relative probabilities of occupying that cell within the basin in the two solvent environments.
In this paper we use capital letters A and B for basins and lower case letters a 1 indicate that the population fractions are normalized relative to the total population of the corresponding basins: for example, 
We also have 
Here P n,x is the population of cell x in the system n. For example P 0,a 1 represents the population of cell a 1 of basin A in implicit solvent relative to the population of the entire free energy surface (i.e., the total population of all the basins in both macrostates which is normalized to 1). Note the difference between P 0,a 1 and P 0,a 1 A ; the latter represents the population fraction of the same cell in implicit solvent relative to the population of basin A. Substituting eq 5 into eq 4 and simplifying 
Extending eq 6 to the situation in which basin A has N A cells, we have 
which is eq 3. Substituting eq 3 into eq 1 yields the formula for the conformational free energy difference between basin A and basin B in explicit solvent, system 1: 
All the quantities on the right-hand side of eq 8 are readily obtainable without the expensive explicit solvent simulation of the barrier crossing from A to B. The population fractions P 1,a 1 A and P 1,b 1 B are cell populations in the explicit solvent. Since they are normalized respectively to the populations of basin A and B, P 1,a 1 A and P 1,b 1 B can be obtained by local sampling within each basin in the explicit solvent system 1, without crossing the barrier. P 0,a 1 A and P 0,b 1 B are the corresponding cell populations in the implicit solvent system 0, which are readily obtainable. ΔG 0→1,a 1 and ΔG 0→1,b 1 are transfer free energies from the implicitly solvated system 0 to the explicitly solvated system 1 for cells a 1 and b 1 , respectively, which can be calculated using two restrained decoupling simulations (vertical lines in Figure 1 and Figure 2 ). Because they are restricted to single cells (or to a small number of cells more generally) on the free energy surfaces, the two decoupling simulations are computationally fast.
On the right-hand side of eq 8, the three terms ΔG 0→1,a 1 , ΔG 0→1,b 1 , and ΔG 0,A→B have straightforward meanings. The other two terms kT ln(P 0,a 1 A /P 1,a 1 A ) and −kT ln(P 0,
contain information about the differences in the curvatures of the two free energy surfaces within the two corresponding basins. The more different the curvatures of the free energy surfaces within the basins between the implicit solvent and explicit solvent surfaces, the larger the magnitudes of these two terms. For example, suppose that cell a 1 is located at a relatively deep minimum of basin A in implicit solvent 0 but is not at the minimum of basin A in explicit solvent system 1. In this case the quantity kT ln(P 0,a 1 A /P 1,a 1 A ) will be large, making a substantial contribution to the conformational free energy ΔG 1,A→B in eq 8.
On the other hand, if the two free energy surfaces have similar curvatures within basin A, then the quantity kT ln(P 0,a 1 A /P 1,a 1 A )
will be small. In a similar fashion to eq 8, for a solute molecule containing two macrostates A and B (e.g., alanine dipeptide), the total transfer free energy from vacuum or implicit solvent (system 0) to explicit solvent (system 1) can be written in terms of local transfer free energies such as ΔG 0→1,a 1 and ΔG 0→1,b 1 together with the local cell populations normalized to individual basins in explicit solvent (system 1): 
Here P 0,a 1 and P 0,b 1 are the populations of the two cells a 1 and b 1 in macrostate A and macrostate B in system 0 (vacuum or implicit solvent) normalized to the total population (i.e., normalized to 1), while P 1,a 1 A and P 1,b 1 B are the populations of the two cells in system 1 (explicit solvent) normalized within the individual macrostates. Equation 9 expresses the total solvation (transfer) free energy as the logarithm of the sum of Boltzmann factors of cell transfer free energies weighed by prefactors that depend both on the relative populations of the macrostates A and B and on the changes in the curvature of the corresponding free energy surfaces with solvent environment. It can be shown that, in one limiting case when the two free energy surfaces in system 0 and system 1 have the identical shape, the localized solvation free energies (e.g., ΔG 0→1,a 1 and ΔG 0→1,b 1 ) for every cell are the same, and the sum of their
is equal to one.
Equation 9 can be used to efficiently compute the solvation free energy of a solute molecule with multiple basins (here system 0 corresponds to vacuum). In the standard method of computing solvation free energies, the solute in water is gradually decoupled from the solvent using a number (e.g., ≥ 10) of alchemical λ windows; in each of the λ windows the simulation needs to extensively sample all the cells on the entire free energy surface to yield converged solvation free energies. Using eq 9, the localized decoupling simulations used to obtain quantities ΔG 0→1,a 1 and ΔG 0→1,b 1 only need to sample conformations at intermediate alchemical λ windows within the individual cells, which is very fast to converge. While the cell populations P 1,a 1 A and P 1,b 1 B do require extensive sampling within each of the individual macrostates, these simulations are performed only in the fully coupled states rather than doing so in every alchemical λ window as is done in the standard method. Equation 9 can be easily extended to systems with multiple free energy macrostates.
To verify eq 9, suppose that a solute molecule is divided into N conformational cells. The total transfer free energy can be written as 
where Z n,i stands for the configurational integral of cell i in system n, P n,i is the population of cell i in system n, ΔG 0→1,i is the solvation free energy for cell i. For a molecule with two macrostates A and B, each macrostate consisting of one or more basins (e.g., for alanine dipeptide the C5/β/α R /C7 eq macrostate contains four basins and the α L /C7 ax contains two), we have
Now using the results of eqs 4 and 5, we obtain Substitute eq 12 into eq 11, we obtain eq 9. The total solvation (transfer) free energy in eq 9 can also be written as contributions from macrostates (or basins) to yield more insights into solvation. The two prefactors in the righthand side of eq 9 can be written as (P 0,a 1 /P 1,a 1 A ) = (P 0,a 1 A /P 1,a 1 A )
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Substituting these into eq 9 yields 
From, eq 3, we have
Substitute eq 14 into eq 13 yields
The total solvation (transfer) free energy is therefore written as the logarithm of the sum of population weighted Boltzmann factors of the transfer free energy for each macrostate from system 0 to system 1. For a macrostate on the free energy surface to make a substantial contribution to the total solvation (transfer) free energy, it needs to have a non-negligible population in system 0 (vacuum or implicit solvent) and a favorable macrostate transfer free energy (e.g., ΔG 0→1,A ) relative to other macrostates.
In computing the local transfer free energy ΔG 0→1,a 1 using (localized) decoupling simulation methods, the explicitly solvated solute needs to be gradually decoupled from the solvent and simultaneously coupled to the implicit solvent environment. Alternatively, such transformations from explicit to implicit solvent can be done using the solute in vacuum as an intermediate state, i.e.
Here ΔG 0→vac,a 1 is the local transfer free energy of cell a 1 from the implicit solvent to vacuum, which can be done using analytical formulas for the solute structures within cell a 1 . The second term ΔG vac→1,a 1 is the local transfer free energy of cell a 1 from vacuum to the explicit solvent, which can be done in a number of ways: (1) local decoupling simulation by restricting the solute conformation to cell a 1 or (2) end-point methods such as 3D-RISM, 27, 28 again by only considering the solute conformations in cell a 1 .
We chose alanine dipeptide in water as a model system 29−32 to illustrate the thermodynamic cycle that couples implicit with explicit free energy surfaces. Local decoupling calculations in explicit solvent (TIP3P water model 33 ) were performed for the model system at 300 K to estimate transfer free energies for local cells on the free energy surface. The solute is modeled by the OPLS-AA force field.
34, 35 In the decoupling calculation a restrained, solvated solute is gradually decoupled from the aqueous solution by turning off the Coulomb interaction first To ensure that the decoupling simulations are localized to the chosen cell on the free energy surface, harmonic dihedral angle restraints are applied to the ϕ and ψ angles. The solvation free energy is determined using thermodynamic integration (TI). The MD sampling at each λ was performed using the GROMACS 36, 37 version 4.6.4 for 1 ns. For alanine dipeptide in water, we divide the free energy surface on the ϕ−ψ plane into 120 (along ϕ axis) × 120 (along ψ axis) = 14,400 cells; each of the cells has an area of 3°× 3° (Figure 2) . The dimension of the cells is 
Article chosen to match the range of ϕ−ψ angles sampled in the localized decoupling simulations performed under the harmonic dihedral angle restraints. We have experimented with different cell sizes and examined their impact on the accuracy and efficiency of the calculated free energies. Using smaller cells, which is enabled by using stronger ϕ−ψ angle restraints, makes the localized decoupling simulations converge even faster, but it also makes the sampling error in the estimated cell populations (e.g., P 1,a 1 A and P 1,b 1 B ) larger. Conversely, using a larger cell reduces sampling errors in cell populations, at the expense of slowing down the convergence in the decoupling simulations. We find that in the case of the alanine dipeptide example, the chosen cell size of ∼3°× 3°yields a satisfactory balance in terms of efficiency.
Simulations of alanine dipeptide in implicit solvent and in vacuum were performed using the IMPACT 38 program with the OPLS-AA force field.
34 Ten and 25 μs MD simulations were run in AGBNP2 39−41 implicit solvent and in vacuum, respectively, to obtain converged free energy estimates in implicit solvent and vacuum environments.
■ RESULTS
We test our approach described above using alanine dipeptide in water as an example. Figure 2 and Figure 3 show its free energy surfaces and the prominent basins in three environments: TIP3P explicit solvent, AGBNP2 implicit solvent, and vacuum. It can be seen that the differences in the PMFs between the explicit solvent and the implicit solvent are relatively small, while the PMF in the vacuum is qualitatively different from those of the other two, due to the solvation effects on the conformational equilibrium. For example, in vacuum, the C7 ax conformer centered at (ϕ = 75°, ψ = −58°) is a free energy minimum due to the N−H···O intramolecular hydrogen bond. In the explicit solvent, however, the C7 ax conformer is not located at a minimum ( Figure 3 ). This is because in explicit solvent both the intramolecular hydrogen bonds and the competing solute-water intermolecular hydrogen bonds contribute to the total conformational free energy. While the C7 ax conformer features a favorable intramolecular hydrogen bond, it is relative solvation free energy in explicit solvent of −9.4 kcal/mol is less favorable compared with those of other conformers, such as the α R conformer, which has a relative solvation free energy = −14.4 kcal/mol (see Table 1 ). Conversely, while the α R conformer is a minimum in the explicit solvent, it is not a minimum in vacuum (Figure 3) . A common feature shared by the three free energy surfaces is that the C5/β/α R /C7 eq macrostate (−180°< ϕ < 0°) is separated from the α L /C7 ax macrostate (0°< ϕ < 120°) by a significant barrier (The macrostates contain basins that interconvert readily, see Figure 2 .). The barrier causes slow equilibration between the two macrostates: the mean first passage time (MFPT) from the C5/β/α R /C7 eq macrostate to the α L /C7 ax macrostate is ≈100 ns in explicit solvent, ≈ 178 ns in implicit solvent, and ≈667 ns in vacuum. Although the MFPT is longer in the implicit solvent and in vacuum, the sampling of barrier crossing in these two media is computationally much less costly compared to that in the explicit solvent, because the time per step to do the MD integration in implicit solvent or vacuum is approximately 100 times faster than in explicit solvent (see the Discussion for a comparative analysis of computational times in implicit and explicit solvent)
To efficiently obtain accurate free energy differences in explicit solvent either between basins, or macrostates which are separated by large barriers, we apply the method of connecting implicit/explicit solvent surfaces using eq 8. As shown in Table  1 , the free energy differences calculated by connecting the free energy surfaces in vacuum and in explicit solvent agree with those obtained from an exhaustive 4 μs explicit solvent simulation to within 0.2 kcal/mol (out of a free energy difference of ∼3−4 kcal/mol). The computational cost of using eq 8 in terms of CPU hours is only 8.3% of that of the exhaustive explicit solvent simulation. Table 1 , the free energy difference between the C5/β/α R /C7 eq and α L /C7 ax macrostates ( Figure 3 ) are computed using different choices of cell a 1 in the C5/β/α R /C7 eq macrostate and almost identical values of ΔG 1,A→B were obtained. 
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In several cases in Table 1 , the net transfer (solvation) free energy difference −ΔG 0→1,a 1 + ΔG 0→1,b 1 between the two cells, and the free energy difference between the basins or macrostates in vacuum, ΔG 0,A→B , make the dominant contributions to the free energy difference between the basins or macrostates ΔG 1,A→B in explicit solvent, while the surface curvature related terms kT ln(P 0,a 1 A /P 1,a 1 A ) and/or −kT ln(P 0,b 1 B / P 1,b 1 B ) are small. One such example is the free energy difference between the C5 and C7 ax basins C5 → C7 ax ; here the center of C5 used as cell a 1 is at the minimum of the basin in both vacuum and explicit solvent; therefore, the kT ln(P 0,a 1 A /P 1,a 1 A )
term is very small (Table 1) . On the other hand, when the two free energy basins have different curvatures, the curvature terms can make a large contribution to ΔG 1,A→B . This occurs for example when calculating the free energy difference between the C5/β/α R /C7 eq and α L /C7 ax macrostates using the cell at the center of α R basin as a 1 : here, α R is at a minimum in explicit solvent but not at a minimum in vacuum, hence the corresponding curvature term kT ln(P 0,a 1 A /P 1,a 1 A ) = −2.9 kcal/ mol is large. It should be noted that the magnitudes of the surface curvature terms kT ln(P 0,a 1 A /P 1,a 1 A ) and/or −kT ln(P 0,
depend on the curvature differences in the entire basin or macrostate, not just near the cells a 1 and b 1 . For example, in the top four rows of Table 1 Table 1 . The reason is the following: in the top four rows of Table 1 , region B corresponds to the C7 ax basin, which occupies a small area within the α L /C7 ax macrostate on the free energy surface. Within the C7 ax basin the free energy surfaces are quite flat in both vacuum and explicit solvent, giving rise to a small curvature term −kT ln(P 0,b 1 B /P 1,b 1 B ). On the other hand, in the bottom two rows, region B involves the entire α L /C7 ax macrostate, which covers a much larger area on the free energy surface, where the differences in the curvatures between the vacuum and explicit solvent surfaces are substantial (Figure 3) .
Therefore, the surface curvature term −kT ln(P 0,
Next we use implicit solvent as the reference system 0 in eq 8 and connect its free energy surface to that of the explicit solvent system 1 to compute the free energy differences in the explicit solvent. Since the implicit solvent surface is more similar to that of the explicit solvent than the vacuum surface, it facilitates the estimates of free energy differences involving more conformers in the α L /C7 ax macrostate, e.g. the α L basin which has very small populations in vacuum. Table 2 shows the results for the free energy change between different pairs of basins. The free energies computed using eq 8 are within 0.2 kcal/mol from the corresponding values obtained using exhaustive explicit solvent simulations. As can be seen from Table 2 , although the implicit solvent estimated free energy differences ΔG 0,A→B are already comparable to those from the exhaustive explicit solvent simulations, using the thermodynamic cycle of eq 8 leads to improvement over the estimates based only on the implicit solvent free energy surface. While the improvement mostly comes from the net transfer free energy change (−ΔG 0→1,a 1 + ΔG 0→1,b 1 ), for the free energy difference between the two macrostates C5/β/α R /C7 eq → α L /C7 ax , the surface curvature term kT ln(P 0,b 1 B /P 1,b 1 B ) also contributes −0.71 kcal/mol (Table   2 ). It is noted that the surface curvature related terms kT ln(P 0,a 1 A /P 1,a 1 A ) in Table 2 are all very small. This is because in Table 2 the different basins A are located in the C5/β/α R /C7 eq macrostate of the free energy surfaces, where the curvatures in both explicit solvent and implicit solvent are quite similar: see Figure 2 . The other surface curvature terms kT ln(P 0,b 1 B /P 1,b 1 B ), which are associated with individual cells in basin B, while small are still an order of magnitude larger than the corresponding term for the C5/β/α R /C7 eq macrostate. This is consistent with the larger differences in the curvatures of the α L /C7 ax macrostates in the two solvents (implicit and explicit). Note that when a surface curvature term kT ln(P 0,a 1 A /P 1,a 1 A ) (associated with basin or macrostate A) is small, it also means that the transfer free energy is only weakly dependent on conformation for structures within that basin or macrostate. 
ΔG 0→1 eq 9 ΔG 0→1 exhaustive simulation 0.0067 ± 0.0005 −14.4 ± 0.01 0.36 ± 0.02 −9.4 ± 0.02 −11.42 ± 0.05 −11.68 ± 0.12 a A is the C5/β/α R /C7 eq macrostate, and B is the α L /C7 ax macrostate; a 1 is a cell in basin α R , and b 1 is a cell in C7 ax . Unit: kcal/mol.
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Article Lastly, we test the accuracy and efficiency of using eq 9 to compute the solvation free energy of alanine dipeptide in explicit solvent (Table 3a ) and the transfer free energy from implicit solvent to explicit solvent (Table 3b ) by connecting free energy surfaces. Here the benchmark for the solvation free energy estimates is obtained using standard TI methods in which 200 ns unrestrained decoupling simulations are performed for each of the 28 alchemical λ windows; the total simulation time exceeds 5 μs, which requires ∼9,000 CPU hours. In contrast, using the approach of eq 9, it takes ∼7% of the computational cost (in CPU hours) to obtain the solvation free energy ΔG 0→1 = −11.42 kcal/mol, compared with the benchmark ΔG 0→1 (exhaustive) = −11.68 kcal/mol. Here the two localized decoupling simulations associated with each of the two free energy macrostates (C5/β/α R /C7 eq and α L /C7 ax ) converge very rapidly, e.g. within <1 ns per alchemical λ window. Table 3b shows the transfer free energy of alanine dipeptide from AGBNP2 implicit solvent to explicit solvent obtained using the approach of eq 9. This quantity, which equals the difference in the solvation free energies obtained using implicit solvent and explicit solvent (i.e., here ΔG 0→1 = ΔG vac→explicit − ΔG vac→implicit ) thus provides a measure of the quality of the implicit solvent model; for a perfect implicit solvent model, the transfer free energy ΔG 0→1 from implicit to explicit solvent should be zero. The result obtained using eq 9 is in close agreement with the benchmark value obtained from direct exhaustive simulations; the value of ΔG 0→1 suggests that the AGBNP2 implicit solvent model underestimates the overall solvation free energy by ≈−2.6 kcal/mol (out of the total solvation free energy of −11.68 kcal/mol. See Tables 3a and  3b.) .
We also rewrite the total solvation (transfer) free energies using eq 15 to estimate the contributions from each of the macrostates of alanine dipeptide to the total solvation free energy (data not shown). While the free energies of transferring each of the two macrostates (ΔG 0→1,A and ΔG 0→1,B ) have the same order of magnitudes, macrostate C5/β/α R /C7 eq has a much larger population in system 0 than macrostate α L /C7 ax . Therefore, for alanine dipeptide the total solvation (transfer) free energies are dominated by the contribution from the C5/ β/α R /C7 eq macrostate.
■ DISCUSSION
Despite advances in computer hardware, calculating accurate conformational free energy differences in explicit solvent using direct MD simulations is computationally costly, especially on rugged free energy surfaces with large barriers between populated minima. For alanine dipeptide in water, an accurate calculation of the free energy difference between any two basins, one in each of the two macrostates, using direct simulation requires the simulation time to be much longer than the slowest relaxation time of the system, such that a sufficient number of reversible transitions between the basins are sampled in the simulation. We estimated that roughly ≈40 reversible transitions are needed to achieve an error of ≤0.3 kcal/mol in the calculated free energy differences between the basins in the C5/β/α R /C7 eq macrostate and those in the α L /C7 ax macrostate. This translates into ∼4 μs of simulation time, which takes about 6400 CPU hours in explicit solvent (the solvated alanine dipeptide contains ∼1,700 atoms; the MD throughput on a single CPU is ∼0.62 ns/h). In contrast, achieving the same amount of reversible transitions across the basins (which corresponds to a simulation time of 40 × 178 ns = 7.12 μs; the mean first passage time in implicit solvent is 178 ns) requires only 107 CPU hours in implicit solvent (the implicitly solvated alanine dipeptide contains 22 atoms, and the MD throughput on a single CPU is 66.7 ns/h). Therefore, using the new approach, calculating the barrier crossing in implicit solvent, and then connecting the free energy surfaces in implicit solvent and explicit solvent, the same accuracy in the free energy differences can be achieved using ∼8% of the CPU hours used in the direct MD simulation in explicit solvent only. As mentioned earlier, although the mean first passage time (MFPTs) to transit between macrostates in the implicit solvent and vacuum are longer (178 and 667 ns, respectively) than that in the explicit solvent (100 ns) due to the differences in the barrier heights in these media and friction effects, the sampling of the full free energy surfaces is still computationally much less costly in implicit solvent or vacuum because of the much faster computation of each MD step in these two media.
We also compared the computational efficiency of the new approach of connecting the free energy surfaces using eq 8 with one of the most widely used enhanced sampling methods, umbrella sampling. The full free energy surface in explicit solvent can be computed using 24 × 24 = 576 umbrella windows on the ϕ−ψ surface, i.e. each window is a 15°× 15°c
ell. For each cell, 2 ns MD simulation is performed to collect biased distribution data, resulting in a total simulation time of ∼1 μs in explicit solvent. The total computing time is ∼2000 CPU hours. This is about 3.5 times the CPU time used by our approach of connecting the free energy surfaces of implicit and explicit solvent.
The approach expressed in eq 8 contains three elements: (1) The computationally costly estimates of free energy difference between basins or macrostates in explicit solvent is replaced by simulations in an implicit solvent. (2) The correction to the implicit solvent result is computed using two local decoupling simulations focusing on two cells, one located in each of the basins or macrostates of interest. (3) Two local explicit solvent simulations are needed to estimate the populations of the cells within each of the basins or macrostates in explicit solvent, to evaluate the differences in the surface curvature terms in eq 8. All three parts are fast: the simulation in implicit solvent is much faster than its explicit solvent counterpart both in terms of CPU hours and wall clock time; the two local decoupling simulations are also fast since extensive solute conformational sampling is not needed because the solute is restrained to the cells on the free energy surface during the alchemical transformations. Part (3) above takes more computing time than parts (1) and (2) but is still only a fraction of that in the direct simulation.
While the calculated free energy differences using eq 8 are in principle invariant to the locations of the cells a 1 and b 1 within basins/macrostates, their choice can affect the curvature terms 
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Article and local transfer free energies and affect the convergence of calculations of these terms (see for example Table 1 , bottom two rows). In general, the cells should be chosen to correspond to the centers of the free energy basin: their larger populations will make the estimation of quantities like P 1,a 1 A and P 1,b 1 B converge faster. Note that when the free energy surfaces of the implicit solvent and the explicit solvent differ significantly, a cell which is at the local minimum in one surface can be far from local minima in the other surface. In this case, for the surface where the cell is far from the local minimum, the estimation of the cell population will converge slowly. Since the sampling in explicit solvent is generally much slower than that in implicit solvent, the cells should be chosen to be near the expected local free energy minima in the explicit solvent surface. Note that in practice, however, the precise location of the free energy minima in explicit solvent may not be known a priori.
In our approach of connecting the free energy surfaces, the quality of the implicit solvent model will affect the efficiency of the calculation. The closer the implicit and explicit solvent surfaces are to each other, the easier it is to obtain the converged estimates of the localized transfer free energy estimates of the cells between implicit and explicit solvent. Conversely, a poor implicit solvent model will make it more costly to converge the localized transfer free energies. There is also the related issue of what cells to choose to do the restrained decoupling calculations, as discussed above. Taken together, using advanced implicit solvent model may lead to more efficient calculation of the free energy differences using our method, but the computational complexity of the implicit solvent model needs to be taken into account. 42, 43 Our method of connecting free energy surfaces also yields rapid, accurate estimates of solvation free energies. As shown by Mobley et al. 44 for flexible solutes sufficient sampling of the conformational degrees of freedom of the solute is crucial for calculating solvation free energies (transfer free energies from vacuum to solvent), especially in the case when the PMF in the gas phase and in the solvent differ significantly. In the standard TI calculation of solvation free energy, the entire free energy surface needs to be sampled throughout the decoupling process which converges very slowly. In contrast, in our approach eq 9, the decoupling simulations are confined to a few localized cells, for which the decoupling simulations converge rapidly. As we have shown in the model system alanine dipeptide, accurate solvation free energies can be obtained using ∼7% of the CPU time required for the standard TI calculation performed entirely in explicit solvent.
We note that in the current implementation of the thermodynamic cycle approach eq 8, only two cell transfer free energies are computed in order to reconstruct a free energy surface in explicit solvent containing two macrostates (each of which contains several basins). When additional cell transfer free energies are calculated, the estimated transfer free energy values are coupled through the curvature of the free energy surfaces. This "redundancy" opens the possibility of using WHAM (Weighted Histogram Analysis Method) methods to improve the accuracy and efficiency of the method by enforcing self-consistency. We will report on this in a future communication.
We have presented a method for computing conformational free energy differences and solvation (transfer) free energies in explicit solvent using a thermodynamic cycle that connects the implicit/explicit free energy surfaces. In this approach the computational efficiency of the implicit solvent model and the accuracy of the explicit solvent simulation are combined to yield accurate estimates of free energy differences in explicit solvent without direct sampling of the full free energy surfaces in explicit solvent. Using alanine peptide in water as a model system, we have shown that accurate conformational free energy differences and solvation free energies are obtained to within 0.3 kcal/mol from the corresponding results from exhaustive explicit solvent simulations using ∼8% of the computational cost of the direct simulations in explicit solvent. This method has the potential to be applied to determine free energy changes associated with biomolecular binding and conformational transitions in complex systems.
It is recognized that certain challenges need to be resolved in applying our approach of connecting free energy surfaces for larger, more complex solutes. First, the appropriate reaction coordinates associated with the slowest relaxation processes of the system need to be identified in order to characterize the free energy surfaces. The definition of basins/macrostates should in principle correspond to the collection of metastable states which reflect the biological function relevant to the system, i.e. the functionally important conformations. 45 Second, for large solutes, the local cell decoupling simulations used in eq 8 become more difficult. At some point, other end-point methods for estimating solvation free energies may need to be used in place of the cell decoupling simulations. Among these methods are 3D-RISM, 46 ,47 inhomogeneous fluid solvation theories, 48 GIST, 25 and solution theory in the energy representation. 49 As already mentioned, the possibility of using WHAM methods to solve for the surface curvatures and coupling free energies self-consistently can also be employed when the coupling free energies are estimated by these and other end-point methods.
