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Introduction and Summary of Results
The notion of a building was introduced by Jacques Tits in the 1950’s to
provide a geometric tool for the study of semi-simple Lie groups over general fields
in a systematic way. See [T2], [Br], and [Rou]. These buildings are simplicial
complexes made up of apartments which are spheres, and hence they are called
spherical buildings.
In the 1960’s, François Bruhat and Jacques Tits ([BT1]) defined another build-
ing associated to a semi-simple Lie group, or more generally a reductive group,
over a field equipped with a non-archimedean discrete valuation. These buildings
are (poly)-simplicial complexes whose apartments are affine spaces, and they are
called affine buildings or Bruhat-Tits buildings. They are the analogue in the non-
archimedean setting of the symmetric space associated to a real reductive Lie group.
Let G be a connected reductive group defined over a non-archimedean field K
with ring of integersO, and let B̃(G(K)) denote the Bruhat-Tits building associated
to G. In their seminal works [BT1] and [BT2], Bruhat and Tits proved many things
about the structure of B̃(G(K)) and also defined some important objects which
relate to B̃(G(K)).
At least for our purposes, the most important related object they defined was
the parahoric Bruhat-Tits group scheme GF̃ associated to a (poly)-simplex F̃, called
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a facet, in B̃(G). It is a smooth connected affine group scheme over O with generic
fiber G such that, at least when G is simply connected, GF̃(O) is the stabilizer in
G(K) of the facet F̃. More generally, the group GF̃(O) is a subgroup of the fixer of
F̃ in G(K) called a parahoric subgroup.
Parahoric subgroups are important objects in the theory of Shimura varieties
(see [RZ], [H2]) and also in representation theory. In particular, in [MP1] and [MP2]
Allen Moy and Gopal Prasad defined an R-filtration on parahoric subgroups and
on the Lie algebra associated to G. This allowed them to define the depth of an
admissible representation, which is an important invariant of such representations.
Moreover, in the depth zero case they related the representation theory of G to the
well understood representation theory of an associated finite group.
Thus it is important to understand the parahoric Bruhat-Tits group schemes,
which are somewhat mysterious objects in general. Bruhat and Tits themselves did
significant work on understanding these objects in [BT2], [BT3], and [BT4]. In the
latter two papers, they described the Bruhat-Tits building of a classical group G in
terms of graded lattice chains on the standard representation V of G. Under this
identification, the group schemes GF̃ can be realized as stabilizers of these lattice
chains in V . Moreover, using these concrete descriptions, the Moy-Prasad filtrations
on a parahoric subgroup can be described in terms of lattice chains. See [Yu].
More recently, in [GY1] and [GY2] Wee Teck Gan and Jiu-Kang Yu described
the Bruhat-Tits buildings and group schemes associated to the exceptional groups
G2, F4, and E6 in terms of a set of norms on a representation V , or equivalently a set
of graded lattice chains in V . In each of these cases they choose one representation
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of the particular group which remains fixed throughout their descriptions.
The goal of this thesis is to give a uniform lattice chain description to all of
the Bruhat-Tits buildings and group schemes associated to the split classical groups
and the exceptional groups. In all of the above cases, a particular representation
is chosen through which these objects are described. However, the choice made
depends greatly on the case you are in. In order to get a more uniform description
it seemed natural to use the entire category of representations associated to G, and
for this we need the theory of Tannakian duality.
In the 1930’s, Pontryagin showed in [Pon] that every locally compact abelian
group can be recovered from its character group. This is known as Pontryagin
duality. The idea of recovering a group from its representations has been generalized
in many different ways. In the late 1930’s, Tannaka showed in [Tan] that every
compact Lie group can be recovered from its category of representations, and so
results of this kind have been called a Tannakian duality.
Now let G denote a split connected reductive group defined over O, and let
RepO(G) denote the category of finite rank projective O-representations of G. The
generalization of Tannakian duality that is important for us was given by Saavedra
Rivano in [Saa], and it applies to G and the category RepO(G). We use this version
of Tannakian duality to define a group functor AutF̃ that depends on lattice chains
in every representation V ∈ RepO(G). It is a candidate for a general lattice chain
description of GF̃.
3
1.1 Outline of Thesis
In order to define and understand a functor which depends on the category
of representations RepO(G), we first need to study this category. This takes up
the bulk of chapter 2. In the first section, we set the standard notation that will
hold throughout this thesis. In Sections 2.2.1 and 2.2.2, we review the facts that
every group G as above has a faithful representation in RepO(G), and that any
faithful representation is a tensor generator for the category of representations. We
use these results several times throughout the thesis. Their main use is to prove
that the functor AutF̃ is of finite type.
In Section 2.2.3, we review a specific kind of representation, called a Weyl
module, which we use in chapter 3. Chapter 2 concludes with a section which
discusses Tannakian duality in our context, which is essential to the rest of the
thesis.
In chapter 3 we begin to apply Tannakian ideas to Bruhat-Tits theory. We
first define, for any x ∈ B̃(G), r ∈ R, a Moy-Prasad filtration Vx,r of an arbitrary
representation V in RepO(G). In this way, we obtain lattice chains in an arbitrary
V . We then prove some basic facts about how subgroups of the group G act on
these filtrations and give some characterizations of the building in terms of these
filtrations. In particular, we show
Proposition. (Proposition 3.7.1) The map x → {Vx,r} is a bijective map from
B̃(G) to the set of Moy-Prasad filtrations on the category RepO(G).
Theorem 3.7.2 is similar, but it has a more Tannakian flavor.
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Chapter 4 is the heart of the thesis. It begins with a characterization of GF̃
and a review of a few of its basic properties. We then give the definition of AutF̃
(see Definition 4.1.1) and proceed to show that it shares many properties with GF̃.
In chapter 5 we present proofs of the various cases in which we know AutF̃ = GF̃.
Across these 2 chapters we prove the following:
Theorem. Let E be an unramified Galois extension of K, and let k be the residue
field associated to K.
(a) (Theorem 4.2.1) The group functor AutF̃ is represented by an affine O-group
scheme of finite type such that the generic fiber of AutF̃ is GK, and AutF̃(OE) =
GF̃(OE). Moreover, there is a unique homomorphism φ of group schemes de-
fined over O,
φ : GF̃ → AutF̃,
which is the identity on the generic fiber and on OE-points.
(b) (Chapter 5) In the following cases, AutF̃ = GF̃:
1. if G is arbitrary and char(k) = 0,
2. if G = GLn and K is arbitrary, and
3. if F̃ is the minimal facet containing the origin and G, K are arbitrary.
Note that in order to show AutF̃ = GF̃ in general, it is sufficient to show that AutF̃
is smooth. In chapter 6 we relate AutF̃ to AutG̃ where F̃ and G̃ are related facets,
and we study the Iwahori case.
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In Section 5.3.1, where we show AutF̃ = GF̃ in the case of G = GLn, we review
the description of GF̃ in terms of lattice chains in the standard representation, as
it is presented in [H2]. For the proof that this lattice chain description is smooth,
Haines refers the reader to Rapaport’s and Zink’s book [RZ]. In appendix A, we
give a detailed account of the arguments presented in [RZ] which are used to show
smoothness in this case. We also go over some more background material related to





Let K be a field which is complete with respect to a discrete valuation ν, let
O be the ring of integers in K, let π ∈ O be a uniformizer, and let k = O/πO be
the residue field. Assume that k is a perfect field.
Let G be a connected reductive split linear algebraic group defined over O,
and let T be a split maximal torus. Let X∗(T ), X∗(T ) denote the characters and
cocharacters of T respectively. We let 〈·, ·〉 denote the extension of the perfect
pairing between X∗(T ) and X∗(T ) to a perfect pairing between X
∗(T ) ⊗ R and
X∗(T )⊗ R.
Let Φ denote the roots of G with respect to T and let Φ∨ denote the corre-
sponding coroots. Let Gder denote the derived group of G and let Tder = T ∩Gder.
2.1.1 Lattice Chains
Lattice chains will play a major role throughout this thesis, so we will set some
standard notation now. Let V be an O-module.
Definition 2.1.1. An O-lattice in V ⊗K is an O-submodule Λ such that Λ is finitely
generated and contains a K-basis for V ⊗K. Moreover, an O-lattice chain is a set
{Λi}i∈R of O-lattices Λi such that
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1. if i ≤ j then Λj ⊂ Λi,
2. πΛi = Λi+1 for every i.
You might think that there could be some strange O-submodule which satisfies
these properties, but in fact they all have a nice form which is described in the next
lemma. A proof of this easy fact can be found in [Gar] following Proposition 18.4.
Lemma 2.1.2. Every O-lattice Λ in a n-dimensional vector space V ⊗K is of the
form
Λ = Oe1 ⊕Oe2 ⊕ · · · ⊕ Oen
for some K-basis e1, e2, . . . , en of V ⊗K.
Any O-lattice chain is determined by the lattices indexed by r to r+ 1 for any
given r, and there can only be finitely many distinct lattices occurring between Λr
and Λr+1 since V ⊗ K is finite dimensional. Thus any lattice chain is determined
by a finite set of lattices.
2.1.2 Buildings Notation
Let B(G) represent the Bruhat-Tits building of Gder(K). Let B̃(G) represent
the Bruhat-Tits building of G(K) which we will call the enlarged building. Recall
that B̃(G) can be decomposed as
B̃(G) ∼= B(G)×B(Z(G)◦),
where Z(G)◦ denotes the identity component of the center Z(G) of G.
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We identify the apartment Ã in B̃(G) corresponding to T with X∗(T ) ⊗ R
by choosing an origin. The projection A of Ã onto B(G) is an apartment which is
identified with X∗(Tder)⊗ R. By the above decomposition of B̃(G), we see that
Ã ∼= A×A(Z(G)◦) ∼= (X∗(Tder)⊗ R)× Rl
whereA(Z(G)◦) denotes an apartment of B(Z(G)◦) and l is the dimension of Z(G)◦.
Let B be a Borel Subgroup containing T . This choice of B corresponds to a
choice of positive roots Φ+ ⊂ Φ and also to a fixed Weyl chamber C̃ in X∗(T )⊗R.
Let C be the projection of C̃ onto the apartment A in B(G). Let X+(T ) ⊂ X∗(T )
denote the set of B-dominant characters, i.e. the set of λ ∈ X∗(T ) such that
〈λ, α∨〉 ≥ 0 for every α ∈ (Φ∨)+. Similarly define the set of B-dominant cocharacters
X+(T ). So we have that C̃ is identified with the R≥0-span of X+(T ), which we will
denote by X+(T )R≥0 .
Let Ã be the unique alcove in C̃ which contains the origin in its closure Ã, and
let A be the projection of Ã onto B(G). Let I ⊂ G(K) denote the Iwahori subgroup
which is the O-points of the Iwahori Bruhat-Tits group scheme corresponding to Ã.
The extended affine Weyl group of G(K) is defined to be
W̃ := NormG(K)(T (K))/T (O).
The action of G on B̃(G) passes to an action of W̃ on B̃(G), and W̃ stabilizes the
apartment Ã. The finite Weyl group W := NormG(K)(T (K))/T (K) associated to
G(K) can naturally be identified with the subgroup NormG(O)(T (O))/T (O) of W̃ .
Thus we can decompose W̃ into translations and reflections in Ã = X∗(T ) ⊗ R as
9
follows:
W̃ = T (K)/T (O)oW = X∗(T )oW
Here we identify X∗(T ) with T (K)/T (O) by the isomorphism λ → λ(π−1).
We make this identification so that the image of I under the projection map proj :
G(O) → G(k) is B, our fixed Borel subgroup1. We denote the translation in W̃
associated to λ ∈ X∗(T ) by tλ.
We will at times need to consider W̃ as a subset of G(K). As just mentioned
above, for every λ ∈ X∗(T ), we identify tλ with λ(π−1). For every w ∈ W we fix
once and for all a lift in NormG(O)(T (O)), which we will also denote by w. For
any λ ∈ X∗(T ), µ ∈ X∗(T ), let (wλ)(t) = λ(w−1tw) and let (wµ)(a) = wµ(a)w−1
for t ∈ T and a ∈ Gm. Thus we have that 〈wλ,wµ〉 = 〈λ, µ〉, i.e. that 〈, ·, ·〉 is a
W -invariant bilinear form.
The set of affine roots Ψ of G, which is given by
Ψ = {α + n|α ∈ Φ, n ∈ Z},
can be viewed as a set of R-valued affine linear transformations of Ã. The group W̃
acts transitively on Ψ and also on the set of alcoves in B̃(G). Let Ω ⊂ W̃ be the
stabilizer of Ã. Then we have
W̃ = Waff o Ω
where Waff, the affine Weyl group, is the Coxeter group generated by the reflections
through the walls of Ã, or equivalently A. Recall that a simple affine reflection is of
1If the identification λ→ λ(π) is made instead, then since we chose Ã ⊂ C̃, we would be forced
to have proj(I) = B∗ where B∗ is the unique Borel subgroup containing T which is opposite to B.
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the form tα∨0 sα∨0 where α0 is a B-highest root.
2.1.3 Categorical Notation
LetO-Alg, Sets, Grps denote the categories of commutativeO-algebras, sets,
and groups respectively. Let M be an O-module and let Ma denote the O-functor
defined by Ma(R) = M ⊗O R for any O-algebra R.
Definition 2.1.3. Let M be a module over O. We call M a G-module if there is
an O-functor morphism
ψ : G×Ma →Ma
such that each G(R) acts on Ma(R) through R-linear maps. We call the induced
map ρ : G→ GL(M) an O-representation of G.
Let RepO(G) denote the category of O-representations of G whose corre-
sponding module is finite rank and projective. Note that all such modules are
actually free since O is a discrete valuation ring.
Let V ∈ RepO(G). For λ ∈ X∗(T ), define the λ-weight space V λ as
V λ = {v ∈ V |t(v ⊗ 1) = v ⊗ λ(t) for all t ∈ T (R) and for all O − algebras R}.
Since T ⊂ G is a split torus, it is a diagonalizable group (see [Jan] I.2.5). Thus we





as can be seen, for example, in [Jan] I.2.11. We say that λ is a weight of V if V λ is
not the empty set.
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2.2 Representations of G
In the study of algebraic groups over a field, it is a well known result that all
such groups can be viewed as closed subgroups of GLn, for some n. In other words,
there exists a faithful representation of any algebraic group over a field into some
general linear group. Let H be an algebraic group over a field F . Here, as expected,
a faithful representation means a functor morphism from H to GLn which is a one-
to-one group homomorphism on R-points for every F -algebra R. In this context,
i.e. for affine group schemes over a field, this notion of faithful representation is
equivalent to saying there is a surjective Hopf algebra map from F [GLn] to F [H]
(see [Wat] §15.3).
However, when considering affine group schemes over O, this is no longer the
case. The more useful property for our purposes is having a surjective map from
O[GLn] to O[G]. Hence, we will follow [BT2] §1.4.5 and call a map from G to GLn a
faithful representation if the corresponding Hopf algebra map from O[GLn] to O[G]
is surjective. When we restrict to flat affine group schemes over O, it turns out that
being algebraic is equivalent to the existence of a faithful representation. We will
go through this argument now.
2.2.1 Existence of Faithful Representations
For Sections 2.2.1 and 2.2.2, we will work more generally and allow G to be
any flat affine group scheme over O. Most of the results in these two sections can be
found in Chapter 3 of [Wat], although we had to adjust some of the proofs slightly
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since he works over a field. However, we make no claims that these results are
original.
Recall that there is a bijective correspondence between representations of G
and O[G]-comodules, so we can study the representations of G by looking at the
comodules of O[G].
Definition 2.2.1. If M is a comodule of G, then N is called a subcomodule if
∆M(N) ⊂ N ⊗O[G].
Note that the intersection of subcomodules is again a subcomodule. In par-
ticular, if M is a comodule, then for any subset S ⊂ M there exists a smallest
subcomodule containing S, which we will call the comodule generated by S.
Lemma 2.2.2. ([Wed], § 5.7) Let (V, ρ) be an O[G]-comodule, let v be an element
of V , and let U ⊂ V be the O[G]-subcomodule generated by v. Then U is finitely






where ui ∈ U and ai ∈ O[G] and let U ′ be the O-module generated by the ui.
We will show that U ′ = U . Clearly U ′ ⊂ U so we just need to show U ⊂ U ′. Let
E := ρ−1(U ′⊗O[G]) ⊂ V . We know that IdV = (IdV ⊗εG)◦ρ since V is a comodule,
so
IdV (E) = (IdV ⊗ εG) ◦ ρ(E) = (IdV ⊗ εG)(U ′ ⊗O[G]) ⊂ U ′.
Thus we see that E ⊂ U ′. We have v ∈ E by definition, so it suffices to show that
E is a subcomodule of V , i.e. that ρ(E) ⊂ E ⊗ O[G]. Now, again since V is a
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comodule, we have that (ρ⊗ IdO[G]) ◦ ρ = (IdV ⊗∆G) ◦ ρ. Thus
(ρ⊗IdO[G])◦ρ(E) = (IdV ⊗∆G)◦ρ(E) ⊂ (IdV ⊗∆G)(U ′⊗O[G]) ⊂ U ′⊗O[G]⊗O[G].
Since G is flat, we know that O[G] is flat and hence have E ⊗ O[G] = (ρ ⊗
IdO[G])
−1(U ′ ⊗O[G]⊗O[G]). Thus E is a subcomodule and we have U = U ′.
Corollary 2.2.3. Let (V, ρ) be an O[G]-comodule. Any finite subset of V is con-
tained in a sub-comodule of V which is finitely generated over O.
Corollary 2.2.4. Any O-representation of a flat affine group scheme G defined
over O is a directed union of finite rank subrepresentations of G.
This is an immediate corollary of the above proposition since the proposition
implies that every comodule is a directed union of finite rank subcomodules and
there is a bijective correspondence between representations and comodules.
Lemma 2.2.5. Let G be an affine group scheme. Suppose (V, ρ) is an O[G]-
comodule such that V is a finite rank free O-module. Let {vi} be a basis of size n for
V and write ρ(vj) =
n∑
i=1
vi ⊗ aij where aij ∈ O[G]. Let φ : G→ GL(V ) = GLn(O)
be the corresponding representation and let ψ : O[X11, . . . , Xnn, 1det ]→ O[G] denote
the corresponding map between representing algebras. Then
ψ(Xij) = aij.
Proof. First note that (V, ∆), where ∆(vi) =
∑
j vj ⊗Xij, is the GL(V )-comodule
which corresponds to the action of GL(V ) on V . By the definition of a representa-
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tion, we have that the following diagram commutes:
G(R)× (V ⊗R)
(φ, Id)



















commutes. Thus we see that (ψ, Id) ◦ ∆ = ρ ◦ Id. Evaluating at the basis of V ,
we see ψ(∆(vi)) = ψ(
∑
j vj ⊗ Xij) =
∑
j vj ⊗ ψ(Xij) and ρ(vi) =
∑
j vj ⊗ aij and
conclude that ψ(Xij) = aij by matching up coefficients of the basis vectors.
Recall that G is called algebraic if its representing algebra is finitely generated
over O as an algebra.
Theorem 2.2.6. Let G be an affine group scheme over O. If G has a faithful finite
rank projective O-representation then G is algebraic. If G is flat over O, then the
converse holds.
Proof. If G has a faithful finite rank projective representation V , then by the defi-
nition of faithful there is a surjection from the defining algebra of GL(V ) onto O[G]
and hence O[G] is finitely generated over O as an algebra.
Now assume that G is flat over O and algebraic. Thus we know that O[G]
is finitely generated as an algebra. Let (V , ∆G|V ) be a finite rank subcomodule of
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O[G] containing algebra generators, which we know exists by Proposition 2.2.3. We
know that V is a finitely generated submodule of a flat module, since G is flat. Since
V is defined over the discrete valuation ring O, it is projective. Moreover, since O
is local, we have that V is free by Proposition B.0.8.
Thus, we obtain a representation G→ GL(V ) = GLn(O) since V is a comod-
ule for G, and also a map from O[GL(V )] = O[X11, . . . , Xnn, 1det ]→ O[G] where n
is the dimension of V . Let {vi} be a basis for V and let ∆G(vi) =
∑
i,j vi ⊗ aij. We
then have that the image of O[GL(V )] in O[G] contains the aij by Lemma 2.2.5.
Now, by the relationship between ∆G and ε, we see that




Thus the image will contain V and hence is all of O[G] since V contains the gen-
erators for O[G]. Thus we have that O[GL(V )]→ O[G] is surjective and hence we
have a faithful representation as desired.
Note that Theorem 2.2.6 implies the existence of self-dual faithful represen-
tations. To see this, note that if V is a faithful representation, then V ⊕ V ∨ is a
self-dual faithful representation. It is sometimes convenient to look at the repre-
sentation V ⊕ V ∨ ⊕ O, where O denotes the trivial representation, which is also
self-dual and faithful.
2.2.2 Tensor Generator
We will now begin the process of showing that if G is a flat algebraic affine
group scheme over O with Hopf algebra A, then any faithful representation φ ∈
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RepO(G) is a tensor generator for the category RepO(G). The following two
results are slight generalizations of [Wat] § 3.5.
Lemma 2.2.7. Every finite rank projective representation of G embeds into a finite
sum of copies of the regular representation.
Proof. Let (V , ρ) be the comodule which corresponds to a finite rank projective
representation of G. So V is isomorphic to On for some n. Let U = V ⊗O O[G].
We have that U is isomorphic to O[G]n and can be made into a comodule by
associating to it the comodule map (Id⊗∆G) : U ⊗O[G]→ U ⊗O[G]⊗O[G]. Note

















The identity (Id ⊗∆G) ◦ ρ = (ρ⊗ Id)ρ precisely means that ρ : V → U is a
map of O[G]-comodules. Moreover, it is injective since v = (Id⊗ ε)ρ(v).
Theorem 2.2.8. If G is a flat algebraic affine group scheme over O, then any
faithful projective representation φ of G is a tensor generator for RepO(G), i.e.
every finite rank representation of G can be constructed from φ by forming tensor
products, direct sums, subrepresentations, quotients, and duals.
Proof. By Theorem 2.2.6 we know that G has a faithful finite rank projective rep-
resentation. Let V be any such representation. So we have a closed embedding
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from G → GLn where n is the dimension of V . By Lemma 2.2.7, it is sufficient to
construct all finite rank subrepresentations U of O[G]m for any m. Any such U can
be viewed as a subcomodule of the direct sum of the coordinate projections from
O[G]m to O[G]. What is meant here by a coordinate projection is the comodule
(O[G], ρi) where
ρi : O[G] ↪→ O[G]m → O[G]→ O[G]⊗O[G]
where the injection maps into the i-th coordinate, the second map is the projection
onto the i-th coordinate, and the third map is ∆G.
Thus it will suffice for us to just deal with those U in O[G]. The representation
V that we started with gives us a Hopf algebra surjection ψ : B := O[X11, . . . , Xnn,
1
det
]  O[G]. Since U is finite rank, we know that U must be contained in the image
of some submodule (1/det)r{f(Xij)| deg(f) ≤ s} for some r, s ∈ N. Note that these
submodules are B-subcomodules of B, and thus are also O[G]-subcomodules of B
with the map (Id⊗ψ)◦∆GL(V ). It will suffice to construct all of these subcomodules
of B.
Let {ei} be the standard basis for V = On. The standard representation of
GLn on V has B-comodule structure ρ(ei) =
∑
ei ⊗ Xij. For each i, the map
ej → Xij is a comodule map to B. Thus the submodule of polynomials in Xij
homogeneous of degree one is, as a comodule, the sum of n copies of the original
representation V . We can construct {f | f homogeneous of degree s} as a quotient
of the s-fold tensor product of {f | f homogeneous of degree 1}. For s = n this space
contains the representation g → det(g) of rank one. From that, we can construct
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its dual g → 1/det(g). Summing the homogeneous pieces, we get {f | deg(f) ≤ s},
and tensoring r times with 1/det(g) gives us all of the subcomodules we set out to
construct.
Moreover, for any affine faithfully flat group scheme G defined over O, it is
even possible to say whether or not a tensor generator is a faithful representation
by examining more closely the types of subrepresentations needed. The following
definitions and proposition were given by dos Santos in [San].
Definition 2.2.9. Let V ∈ RepO(G). A subrepresentation U ⊂ V is called split-
table if U and V/U are free. A representation X is called a splittable subquotient of
V if there is a splittable subrepresentation U ⊂ V such that X is a G-equivariant
quotient of U .
Now let V ab =
s⊕
i=1
V ⊗ai ⊗ (V ∨)⊗bi ; a = (a1, . . . , as), b = (b1, . . . , bs) ∈ Ns.
Theorem 2.2.10. ([San], §3.2, Proposition 12) Assume that G is a faithfully flat
group scheme defined over O. If V is a faithful representation of G, then any repre-
sentation U of G is a splittable subquotient of some V ab . Conversely, if there exists
a representation V such that every representation of G is a splittable subquotient of
some V ab , then V is faithful.
Note that our group G, which was defined in Section 2.1, is faithfully flat
since it surjects onto Spec(O). (See Section 13.2 of [Wat].) Moreover, by choosing
V to be a self-dual faithful representation of G, Theorem 2.2.10 implies that every
representation U can be realized as a splittable subquotient of a direct sum of tensor
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powers of V . This means that if we start with a self-dual representation, then in
order to generate all representations we only need the operations direct sum, tensor
product, quotient, and splittable subrepresentation.
2.2.3 Weyl Modules
We will now turn our attention to some particularly nice representations of
algebraic groups, which are called Weyl modules. For a more detailed discussion
of Weyl Modules, see [Jan] Chapters 2 and 8 of Part II. We are interested in Weyl
modules since, among other things, their character structure is well understood and
this will allow us to give a nice description to B̃(G) in terms of the representations
of G. See Chapter 3 for this description.
We will first describe Weyl modules in the context of a split algebraic group G
over a field F . Let B be a Borel subgroup of G and let T be a split maximal torus
of G such that B = TU where U is the unipotent radical of B. For λ ∈ X∗(T ),
denote by Fλ the 1-dimensional character of B/U = T where T acts by λ. The Weyl
module, V (λ), is a finite dimensional representation associated to λ defined by
V (λ) = (IndGB(F−λ))
∗.
It is a fact that
V (λ) 6= 0 if and only if λ ∈ X+(T ).
Now assume that λ ∈ X+(T ), i.e. that λ is a B-dominant character. Then
V (λ) has the following properties:
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• V (λ) contains a B-maximal vector vλ of weight λ which generates a B-stable
line L(λ) ⊂ V (λ).
• For any weight µ of V (λ), µ ≤ λ in the partial ordering given by B.
• As a G-module, V (λ) is generated by L(λ).
• Any G-module generated by a B-stable line of weight λ is a quotient of V (λ).
It is not true that V (λ) is irreducible in general, but this is true if char(F ) = 0.
Let Vλ be the irreducible representation of highest weight λ. Then by the above
properties we have
1→ radG(V (λ))→ V (λ)→ Vλ → 1
where radG(V (λ)) is the intersection of all the maximal proper G-submodules of
V (λ).
Lemma 2.2.11. Let G be a split smooth algebraic group scheme defined over a field
F . There exists a faithful representation V of G which is a finite direct sum of Weyl
Modules.
Proof. First note that it is enough to show this result when F = F is algebraically
closed since if R is an F -algebra, then R := R ⊗F F is an F -algebra and we have
that R ↪→ R. Thus, by the following diagram







it is enough to show G(R)→ GL(V )(R) is injective for every F -algebra R.
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Now we are in the context of a reduced algebraic group scheme over an alge-
braically closed field, and hence we are in the standard setting of algebraic groups.
First, choose a λ ∈ X+(T ) which is regular dominant, i.e. such that 〈λ, α∨〉 > 0 for
every positive coroot α∨.
For this choice of λ, we will now show that the stabilizer of the line L(λ) ⊂ V (λ)
is exactly the Borel subgroup B. By the definition of L(λ) it is obvious that B is
contained in the stabilizer, so we just have to show the stabilizer is contained in B.
Let g ∈ G such that gL(λ) ⊂ L(λ). By the Bruhat decomposition, g = b1wb2 for
b1, b2 ∈ B and w ∈ W , the finite Weyl group. Thus
gL(λ) ⊂ L(λ) if and only if wL(λ) ⊂ L(λ).
Recall that if Y =
⊕
µ∈X∗(T ) Y
µ is a representation of G, then
wY µ = Y wµ.
Thus wL(λ) ⊂ L(λ) implies V (λ)λ = V (λ)wλ, i.e. λ = wλ. Since λ is regular
dominant with respect to B, it lies in the interior of the B-dominant Weyl chamber
C̃ and hence we have wC̃ = C̃. Thus w = 1 and g ∈ B as desired.
Now consider the character w0λ where w0 ∈ W is the longest element. Let
B∗ denote the opposite Borel of B which contains T . Similar to how there is a
B-stable line L(λ) ⊂ V (λ) corresponding to the highest weight λ of V (λ), there is
a B∗-stable line L(w0λ) ⊂ V (λ) corresponding to the lowest weight w0λ of V (λ).
By essentially the same argument as the one presented above, it can be shown that
B∗ is the stabilizer of the line L(w0λ). Thus the representation V (λ) has kernel
contained in B ∩B∗ = T .
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Now choose a finite dimensional faithful representation Y of G and let S be the
finite set of weights of Y . For every weight χ ∈ S, choose a nontrivial Weyl module
which has χ in its weight decomposition. To do this, just choose the character in
the set {wµ|w ∈ W} which is B-dominant. For each χ, denote its corresponding
B-dominant character by wχχ. Thus we have that




is a faithful representation of G.
All of the group schemes we are considering have actually been shown to exist
over Z, and hence over any commutative ring. In this generality it is possible (see
[Jan]) to construct, for any λ ∈ X+(T ), a finite rank representation V (λ)Z such that
the above constructed V (λ) satisfies
V (λ) = V (λ)Z ⊗Z F.
Now we will return to the setting of this thesis. Define a Weyl module over O to be
the O-representation V (λ) given by
V (λ) = V (λ)Z ⊗Z O.
The following proposition will come up in the discussion immediately following
Theorem 3.7.2. It appears in [HV], where they attribute the proof they give to W.
Soergel. The following proof is different, but we do not know if it is original.
Proposition 2.2.12. There exists a faithful representation of G which is a finite
direct sum of Weyl modules over O.
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Proof. By applying Lemma 2.2.11 with G = GK and F = K, and also with G = Gk
and F = k, we get a finite set of representations which will give us our faithful
representation. Let XK and Xk be the respective finite sets of weights obtained
above through each application of the lemma and let X = XK ∪ Xk. For every





We want to show that the induced map on Hopf algebras φ : O[GL(V )]→ O[G] is
surjective. Note that, by construction, when we base change to K or k, the induced
maps φK and φk are surjective.
Now consider the O-module O[G]/φ(O[GL(V )]), which is a finitely generated
algebra over O. Let M ⊂ O[G]/φ(O[GL(V )]) be an O-module generated by algebra
generators of O[G]/φ(O[GL(V )]).
Note that M is a finitely generated module over a PID, so the standard de-
composition theorem applies. Therefore, M ∼= A ⊕ B where A is free and B is
torsion. Now, since φK and φk are surjective, we know that
M ⊗O K = 0 and M ⊗O k = M/πM = 0.
The first equality immediately implies that A = 0 and the second equality implies




We will finish this introductory chapter by giving a brief discussion of Tan-
nakian duality. In the rest of this chapter, we have seen that there exist faithful
representations of G, and moreover that any faithful representation is a tensor gen-
erator for RepO(G). It is clear that G determines its category of representations
RepO(G), but perhaps surprisingly it is also true that RepO(G) determines G.
This is what is meant by the phrase Tannakian duality.
Much of the original work in this area is due to Saavedra ([Saa]), but we will
present a result from [Wed]. In [Wed], a Tannakian description is given for GO = G,
which yields a similar description for both GK and Gk.
Let S be a commutative integral domain. S is called a Prüfer ring if the
following equivalent conditions hold:
1. every localization of S at a prime ideal is a valuation ring,
2. every finitely generated submodule of a flat S-module is projective.
It is clear that O satisfies condition 1, and hence is a Prüfer ring.
Theorem 2.3.1. ([Wed], § 5, Corollary 5.20) Let S be a Prüfer ring and let G be




∣∣gRV ∈ GL(V )(R) and conditions (a), (b), and (c) hold}
where
(a) If V , U ∈ RepS(G) and φ : V → U is a G-morphism, then φR ◦ gRV = gRU ◦ φR,
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i.e. the following diagram commutes:
V ⊗S R
φR




- U ⊗S R
gRU
?
(b) gRS = IdR.
(c) If V , U ∈ RepS(G) then the following diagram commutes:
(V ⊗S R)⊗R (U ⊗S R)
∼=
- (V ⊗S U)⊗S R
(V ⊗S R)⊗R (U ⊗S R)
gRV ⊗ gRU
? ∼=
- (V ⊗S U)⊗S R
gRV⊗U
?
It is easy to see that there is an injective map from GS(R) to the above set.
However, it is much harder to see that the map is surjective. Nevertheless it is true,
and in this way we can recover the group from its category of representations.
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Chapter 3
A Tannakian Description for Bruhat-Tits Buildings
Before we get to describing the parahoric Bruhat-Tits group schemes, we will
first provide a Tannakian description for the Bruhat-Tits Building itself. What we
mean by this is that we will describe B̃(G) in terms of the category of representations
of G.
In order to do this, we will associate to any representation V ∈ RepO(G) and
any point in B̃(G) a family of filtrations reminiscent of Moy-Prasad filtrations (see
[MP1] and [MP2]). We will then show that, in some sense, the data of the building
is encoded in these filtrations.
3.1 Moy-Prasad Filtrations Associated to Any x ∈ Ã
Recall that the set of R-valued affine functions on X∗(T )⊗R can be described
as X∗(T )⊗ R× R. We will denote by (x, r) the affine function given by
(x, r)(λ⊗ s) = r − 〈λ⊗ s, x〉,
for any λ ⊗ s ∈ X∗(T ) ⊗ R. We will first associate a Moy-Prasad filtration to the
points in our base apartment Ã = X∗(T )⊗ R.
Definition 3.1.1. For V ∈ RepO(G) and (x, r) an R- valued affine function on
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V λ ⊗O πnO =
⊕
λ∈X∗(T )
V λ ⊗O πnλ,x,rO
where nλ,x,r = d(x, r)(λ)e.




sends Vx,r into Ux,r since φ is an O-morphism and since
φ must send V λ into Uλ. Also, note that the functor V → Vx,r is exact, which can
easily be seen by a direct examination.
3.2 Moy-Prasad Filtrations of Any Finitely Generated Representa-
tion
In this section, we will state how to put a Moy-Prasad filtration on a finitely
generated representation of G which is not necessarily projective. This extension of
the definition of a Moy-Prasad filtration is not necessary for anything in this thesis,
but we record it here anyway because it is interesting in its own right.
Let V be a finitely generated representation of G and let Vt denote the torsion
submodule of V . We then have the following exact sequence of representations of
G,
1→ Vt → V → V/Vt → 1,
where V/Vt is free.










λ ⊗O πnλ,x,rO. Now define
ψ : (V/Vt)x,r → V/Vt
to be the canonical T -equivariant map which sends (V/Vt)
λ ⊗O πnλ,x,rO to (V/Vt)λ
by ψ(v ⊗ πnλ,x,r) = v.





A fairly straightforward diagram chase shows that the functor V → Vx,r is also
exact.
3.3 Dual Filtration Associated to a Moy-Prasad Filtration
Let V ∈ RepO(G), let V ∨ = Hom(V,O) denote the dual representation, and
let (x, r) ∈ X∗(T ) ⊗ R × R. Associated to the Moy-Prasad filtration Vx,r, there is
a Moy-Prasad filtration V ∨x,s on the dual representation which has the property of a







(V ∨)−λ where (V ∨)−λ = Hom(V λ,O).
Choose εV to be a small positive real number such that
dr − 〈λ, x〉e+ d−r − 1 + εV − 〈−λ, x〉e = 0
for every weight λ of V . Let s = −r − 1 + εV . If we think of O as the trivial
representation, then we see that the canonical pairing V ⊗ V ∨ → O induces a
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perfect pairing
Vx,r ⊗ V ∨x,s → Ox,0 = O.
Thus we call V ∨x,s the dual filtration of Vx,r.
3.4 Parahoric Subgroups Stabilize Moy-Prasad Filtrations
When we view Vx,r as a submodule of V⊗K, it is natural to ask what subgroups
of G(K) fix particular filtrations. In order to determine this, we will analyze the
action of the torus and the root subgroups on Vx,r. First we will recall the definition
of an affine root subgroup.
Definition 3.4.1. For ψ = α + n ∈ Ψ an affine root of G, define the affine root
subgroup Uψ ⊂ G(K) to be
Uψ = {χα(x)|x ∈ K, ν(x) ≥ n}
where χα : Ga → G is the root homomorphism corresponding to α.
Recall that associated to any facet F̃ ⊂ B̃(G), there is a parahoric subgroup
PF̃ ⊂ G(K) which fixes the facet pointwise. Since there is an obvious parallel
between what we are calling Moy-Prasad filtrations and the filtrations defined by
Moy and Prasad, one would hope that PF̃ would stabilize the filtrations associated
to any x ∈ F̃, and this is in fact true.
Proposition 3.4.2. The parahoric subgroup PF̃ stabilizes Vx,r for every x ∈ F̃ and
every r ∈ R.
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By Corollary 4.6.7 of [BT2], we have that
PF̃ = 〈T (O), Uψ|ψ(x) ≥ 0, x ∈ F̃〉.
Thus in order to prove Proposition 3.4.2, it suffices to consider the action of T (O)
and Uψ on the Vx,r.
We will first look at the action of the torus. Since O ↪→ K we have T (O) ↪→
T (K) and hence that every t ∈ T (O) acts K-linearly on Vx,r ⊂ V ⊗ K. Thus for
any t ∈ T (O)
t · Vx,r = t ·
∑
V λ ⊗O πnO =
∑
tV λ ⊗O πnO
=
∑
V λ ⊗O πnO = Vx,r
since V λ is a T -submodule of V .
Now consider the action of Uψ on Vx,r. The following lemma is a generalization
of Proposition 27.2 in [Hum].
Lemma 3.4.3. Let ρ : G → GL(V ) be a representation. Let {V λl} be the weight
spaces relative to ρ(T ). If α is a root of G and p is an integer, then
ρ(Uα+p)(V
λl ⊗O πmO) ⊂
∑
q≥0
V λl+qα ⊗O πm+qpO.
for every weight λj.
Proof. Let n be the rank of V and choose a basis for V by choosing bases for all of
the weight spaces of V . Thus ρ(T ) is diagonal in GL(V ) = GLn(O) with this basis.
Recall that Uα is an O-subgroup scheme of G. Since ρ is defined over O, we then
have that
(ρ ◦ χα)ij : Ga → Uα → ρ(Uα)→ Ga
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is a polynomial with coefficients in O, where the sub ij denotes the (i, j)-th coor-
dinate projection. So ρ(χα(y))ij = c0 + c1y + · · · + clyl for some ci ∈ O, l ∈ N
independent of y. Recall that χα(α(t)x) = tχα(x)t







(1− ρ(t)iiρ(t)−1jj )c0 + (α(t)− ρ(t)iiρ(t)−1jj )c1y + · · ·+ (αl(t)− ρ(t)iiρ(t)−1jj )clyl = 0.
Since O is infinite, we see that all of the coefficients in this polynomial must vanish.
Moreover, since α is non-trivial at most one of the ck 6= 0, and for this k we have
αk(t) = ρ(t)iiρ(t)
−1
jj and ρ(χα(y))ij = cky
k.
Let vl be one of the basis vectors chosen from V
λl . Now we will examine
ρ(Uα+p)(vl ⊗O πmσ) where σ ∈ O and m ∈ Z. Let u ∈ Uα+p and let uij denote the
(i, j)-th coordinate of ρ(u) in GLn(K). Then







By our above discussion, if uil 6= 0, then αqil(t) = ρ(t)iiρ(t)−1ll for some qil ∈ Z≥0.
However, by the definition of vl, we know that ρ(t)ll = λl(t). Thus λi(t) = ρ(t)ii =
λj(t)α
qil(t) where λi is the weight corresponding to vi, which with additive notation
says λi = λj + qilα.
Now, since u ∈ Uα+p, we know that u = χα(πpy) for some y ∈ O. Again, if
uil 6= 0, then


















vi ⊗O πm+qilpσcqilyqil ∈
∑
q≥0
V λl+qα ⊗O πm+qpO
as desired.
Note that if Uα+p ⊂ PF̃, then we know 〈α, x〉 + p ≥ 0 for every x ∈ F. If
we keep the notation of the lemma, we see that if q ≥ 0 and 〈λ, x〉 + m ≥ r, then
〈λ+ qα, x〉+m+ qp ≥ r and
ρ(Uα+p)(V
λ ⊗O πmO) ⊂
∑
q≥0
V λ+qα ⊗O πm+qpO ⊂ Vx,r.
Thus we see that PF̃ = 〈T (O), Uψ|ψ(x) ≥ 0〉 stabilizes Vx,r for every x ∈ F̃ and
r ∈ R as desired. This concludes the proof of Proposition 3.4.2.
3.5 Moy-Prasad Filtrations Associated to Any Point in B̃(G)
We now want to associate a Moy-Prasad filtration to any point in the building.
For any y ∈ B̃(G), if y = gx for g ∈ G(K) and x ∈ Ã, let
Vy,r := gVx,r.
We must now check that it agrees with the previous definition when they overlap,
and moreover that it is well-defined.
Recall that if y ∈ Ã, then y = w̃x for some w̃ ∈ W̃ and some x ∈ Ã. The
following lemma shows that this definition agrees with the previous one.
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Lemma 3.5.1. Let y ∈ Ã. If y = w̃x for w̃ ∈ W̃ and x ∈ Ã, then
w̃Vx,r = Vy,r.
Proof. Recall that W̃ = X∗(T ) o W , so we have w̃ = tµw for some µ ∈ X∗(T ),
w ∈ W . Well, for w ∈ W , we have

















V λ ⊗O πnO
= Vwx,r
and, for µ ∈ X∗(T ), we have













V λ ⊗O πnO = Vx+µ,r
= Vtµx,r
because of our identification of X∗(T ) with T (K)/T (O) by µ→ µ(π−1). Thus
w̃Vx,r = tµwVx,r = tµVwx,r = Vtµwx,r = Vy,r
as desired.
We will now check that the definition is well-defined. Let y = gx = g′x′ for
g, g′ ∈ G(K) and x, x′ ∈ Ã. Thus x = g−1g′x′. Let h = g−1g′. In order to show this
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definition is well defined, we need to show that
hVx′,r = Vx,r.
By the Bruhat decomposition we know that h = i1w̃i2 where i1, i2 ∈ I and
w̃ ∈ W̃ . Moreover, by Proposition 3.4.2, we know that I · Vz,s = Vz,s for any z ∈ Ã,
s ∈ R. Thus it suffices to show
w̃Vx′,r = Vx,r
Note that i1w̃i2x
′ = x if and only if w̃x′ = x. Thus Vw̃x′,r = Vx,r, and we have
reduced the issue of well-definedness to showing
w̃Vx′,r = Vw̃x′,r,
which is an immediate consequence of Lemma 3.5.1. Thus Vy,r is well defined.
3.6 Recovering the Facet Containing y ∈ B̃(G) From {Vy,r}
It is possible to recover the facet containing y in its interior from the family
of filtrations Vy,r using Proposition 4.2.3, which implies that PF̃ is the simultaneous
stabilizer in G(K) of the filtrations Vx,r for V ∈ RepO(G), x ∈ F̃, and r ∈ R. From
Proposition 3.4.2 we know that PF̃ stabilizes all of the Vx,r and we ask the reader
to accept for now that it actually is the simultaneous stabilizer. Given this fact, if
y = gx for x ∈ F̃, then gPF̃g−1 will be the simultaneous stabilizer for the filtrations
Vy,r. By the way that G acts on B̃(G), it is then clear that y ∈ gF̃.
It is also possible to just recover the type of the facet associated to Vx,r.
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Lemma 3.6.1. Let F̃I ⊂ Ã be a facet of type I and let x be in the interior of F̃I .
Let λ ∈ X+(T ) and let V (λ) be the Weyl module associated to λ. Let Iλ be the set
of indices i such that 〈λ, α∨i 〉 = 0 where α∨i runs over the set of B-simple coroots.
Then for V (λ)x,〈λ,x〉,
nx,λ,〈λ,x〉 = 0 and nx,µ,〈λ,x〉 > 0 for every weight µ 6= λ if and only if I ⊂ Iλ.
Moreover, if x 6= 0 then I =
⋂
λ Iλ where the intersection runs over those λ ∈ X+(T )
for which we have nx,λ,〈λ,x〉 = 0 and nx,µ,〈λ,x〉 > 0 for every weight µ 6= λ of V (λ).
Proof. First note that, by the definition of V (λ) and the fact that x ∈ Ã, 〈λ, x〉 ≥
〈µ, x〉 for every weight µ of V (λ). Thus the only way for nx,µ,〈λ,x〉 = d〈λ, x〉− 〈µ, x〉e
to be zero is for 〈λ, x〉 = 〈µ, x〉. Now, again by the definition of V (λ), this happens
if and only if 〈α, x〉 = 0 for every root α occurring in the decomposition of λ − µ.
Recall that sαi permutes the weights of V (λ), and sαi(λ) = λ − 〈λ, α∨i 〉αi. Thus
sαi(λ) = λ if and only if 〈λ, α∨i 〉 = 0.
So we see that nx,λ,〈λ,x〉 = 0 and nx,µ,〈λ,x〉 > 0 for every weight µ 6= λ of V (λ)
if and only if for every B-simple root αi such that 〈αi, x〉 = 0, we have 〈λ, α∨i 〉 = 0.
This establishes the first statement.
The second statement follows easily from the first. Clearly we have I ⊂
⋂
Iλ
from the first statement as long as there exists a λ satisfying the conditions needed
to occur in the intersection. In order to find such a λ, choose one which is very nearly
along the ray defined by x, which by assumption is non-zero, under the identification
between X∗(T )⊗ R and X∗(T )⊗ R.
In order to show
⋂
Iλ ⊂ I, it suffices to show that if 〈αi, x〉 > 0, then there is
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a λ that satisfies the conditions needed to occur in the intersection and also satisfies
〈λ, α∨i 〉 = 0 for exactly those i such that 〈αi, x〉 = 0. Choose λ to be a positive sum
of fundamental weights where ωi occurs if and only if i ∈ I.
3.7 Tannakian Description for B̃(G)
In order for there to be a nice Tannakian description for B̃(G), the most
obvious requirement is that B̃(G) must inject into the set of filtrations Vx,r. Let
x, y ∈ B̃(G). Without loss of generality, we can assume that x is in the base alcove.
Assume that Vx,r = Vy,r for every V ∈ RepO(G) and r ∈ R. We want to show that
x = y. By the argument above which says that you can recover the facet containing
a point z in its interior from the filtrations associated to z, we see that x, y are in
the same facet.
Recall that B̃(G) = B(G) ×B(Z(G)◦). Under this decomposition, let x =
(x′, w) and y = (y′, z). We will first assume that x′ = y′. Assume that z 6= w for
a contradiction. Choose a representation V of G which has a nonzero weight space
V λ corresponding to a character λ such that 〈λ, z〉 6= 〈λ,w〉. Then it is clear that
Vx,r 6= Vy,r for some r since nx,λ,r = dr − 〈λ, x′ + w〉e and ny,λ,r = dr − 〈λ, y′ + z〉e.
Now assume x′ 6= y′. Since x′, y′ ∈ A, we have x′, y′ ∈ C = X+(Tder)R≥0 . Since
x′ 6= y′, there is some B-positive root αi such that 〈αi, x′〉 6= 〈αi, y′〉. Thus, by
taking V = g, we see that gx′,r 6= gy′,r for r = max{〈αi, x′〉, 〈αi, y′〉}.
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| x ∈ B̃(G)}
the set of all Moy-Prasad filtrations on the category RepO(G). We have just proved
the following statement.
Proposition 3.7.1. The map x → {Vx,r} is a bijective map from B̃(G) to the set
of Moy-Prasad filtrations on the category RepO(G).
While the above proposition gives a characterization of the points of the
Bruhat-Tits building in terms of Moy-Prasad filtrations, it would be nicer to be
able to describe these filtrations in some independent way. This seems like a diffi-
cult question, but it is at least possible to just check whether or not the filtrations
on a single faithful representation are Moy-Prasad, in the sense that they are all
defined by a single x ∈ B̃(G).
In order to see this, we need to think about Moy-Prasad filtrations of a rep-
resentation V as O-lattices in V ⊗ K, which form O-lattice chains. Let L be the
set of tuples of O-lattice chains where every tuple has exactly one O-lattice chain
in V ⊗K for each representation V ∈ RepO(G).
Theorem 3.7.2. The map x → {Vx,r} is a bijective map from B̃(G) to the subset
of tuples ({Vr}r∈R) of L which satisfy the following conditions:
(A) if φ : V → U is a G-morphism, then for every r ∈ R we have that φK sends Vr
into Ur,
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(B) for every V and U in RepO(G) and for every r ∈ R




(C) for every exact sequence 0 → U → V → Y → 0 in RepO(G) and for every
r ∈ R the sequence
0→ Ur → Vr → Yr → 0
is exact, and
(D) there exists a faithful representation V of G and a point x ∈ B̃(G) such that




x,r for every r ∈ R.
Proof. It is clear that the above map is an injection, since Moy-Prasad filtrations
satisfy all of the above properties. The surjectivity of the map is then an easy
consequence of Theorem 2.2.10 using the conditions (A) - (D).
Let V and x be as in condition (D). Note that condition (A) is necessary
for condition (C) to even be possible. Given that condition (A) holds, repeated
applications of conditions (B) and (C) give that every Y ∈ RepO(G) which is a
splittable subquotient of some direct sum of tensor powers of V and V ∨ must have
Yr = Yx,r for every r ∈ R. Since every representation in RepO(G) is of this form,
we have that the map is surjective.
Remark 3.7.3. Note that in the above proof, it was important that every repre-
sentation was realizable as a splittable subquotient. If we only knew that every rep-
resentation Y ∈ RepO(G) was a subquotient of some direct sum of tensor powers
of V and V ∨, then we would not be able to conclude that Yr must equal Yx,r by
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only considering representations in RepO(G). However, if one instead considers
all finitely generated representations of G, and uses the more general definition of
a Moy-Prasad filtration given in Section 3.2, then the same characterization holds
without the use of splittable subquotients.
By Proposition 2.2.12, we can take the faithful representation in condition (E)
to be a finite direct sum of Weyl modules. This theorem may not give a complete
description of what these possible lattice chains look like, but at least when we
choose V to be a finite direct sum of Weyl modules we can give some description as
to how these lattice chains arise.
For the purpose of visualizing these filtrations, assume that G is semisimple.
The set of weights in a Weyl module V (λ) are well understood due to the Weyl
character formula. See [Jan]. The characters are the set of ν ∈ X∗(T ) lying in the
convex hull of the set Wλ in X∗(T ) ⊗ R. We will now try to describe the lattice
chains which are Moy-Prasad filtrations corresponding to a point in the apartment
Ã, since all other such lattice chains are obtained by the action of G.
A lattice chain {Vr} is a Moy-Prasad filtration corresponding to a point x ∈ Ã
if there is a family of parallel hyperplanes a fixed distance of 1 apart for which
the valuations in the lattice chain corresponding to a weight ν depend on which
hyperplanes that weight ν lies between. More concretely, if we fix some x ∈ Ã and
r ∈ R, then the parallel hyperplanes are the sets Hi where Hi = {z ∈ X∗(T ) ⊗
R
∣∣ (x, r)(z) = i} for every i ∈ Z. A weight ν of V (λ) has V (λ)ν ⊗ πiO ⊂ Vr with i
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minimal if
i− 1 < (x, r)(ν) ≤ i,
which corresponds to ν lying between the hyperplanes Hi−1 and Hi.
There are many questions still to be addressed in this line of research, such as
questions of functoriality. In particular, we would like to describe the relationship
between B̃(G) and B̃(GL(V )) for any faithful representation V . Also, it should be
possible to describe the spherical building associated to G in a similar way by using
the building at infinity approach. However, we will now turn from this discussion
and move on to the main topic of this thesis.
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Chapter 4
A Tannakian Description for Bruhat-Tits Group Schemes
Let E be an unramified Galois extension of K, and let B̃(G(E)) denote the
Bruhat-Tits building of G(E). So, based on our previous notation, we have B̃(G) =
B̃(G(K)). There exists an injective map, see [T1] 2.6,
j : B̃(G(K)) ↪→ B̃(G(E))
such that its restriction to any apartment is an affine mapping into an apartment,
it is G(K)-equivariant, and
j(B̃(G(K))) = B̃(G(E))Gal(E/K).
Remark 4.0.4. Since G is assumed to be split, the apartments in B̃(G(K)) and
B̃(G(E)) are actually the same affine space and hence j sends a facet to a facet. If
we identify an apartment A in B̃(G(K)) with X∗(T ) ⊗ R and then pass over this
identification to the apartment j(A) in B̃(G(E)), we have
〈λ, x〉 = 〈λ, j(x)〉
for any λ ∈ X∗(T ).
Let Ω be a non-empty subset of an apartment of B̃(G) whose projection in
B(G) is bounded. We will now give a characterization for the Bruhat-Tits group
schemes G ◦Ω associated to Ω, which are defined in Section 4.6.2 of [BT2]. Similar
descriptions can be found in either [T1] or [H2].
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Proposition 4.0.5. The Bruhat-Tits group scheme G ◦Ω associated to Ω is the unique
affine group scheme defined over O satisfying:
1. G ◦Ω is smooth,
2. the generic fiber of G ◦Ω is GK, and
3. for every unramified Galois extension E of K with ring of integers OE, we
have
G ◦Ω(OE) = FixG(E)(j(Ω)) ∩Ker(κG).
Here κG denotes the Kottwitz homomorphism, which is defined in Section
7 of [Kot]. We will briefly discuss some facts about κG in Section 4.2.2. This
classification depends upon the results of [HR], which contains the proof of the
equality in condition 3.
Remark 4.0.6. Since we are assuming that G is split, the group scheme G ◦Ω actually
coincides with the group scheme GΩ, which is also defined in Section 4.6.2 of [BT2].
This is a consequence of Corollary 2.3.2 of [H3] and the corrigendum to [H3]. Thus
we can and will write GΩ for the above group scheme in the remainder of this thesis.
We will restrict our attention to parahoric Bruhat-Tits group schemes. In
other words, we study those GΩ where Ω = F̃ is a facet in B̃(G). Without loss of
generality, we will further assume that the facet F̃ is in the closure Ã of our fixed
base alcove Ã.
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4.1 Definition of the Functor
The main goal of this thesis is to give a Tannakian description to GF̃ using
lattice chains. In [H2], a description was given to GF̃ when G = GLn in terms of
lattice chains in the standard representation. We have reproduced this description
in Section 5.3 in order to compare it to our functor.
Since there is no standard representation for a general reductive group, it
seemed natural to try and use the whole category of representations instead. We
will now define the fundamental object of this thesis.








∣∣ conditions (1) - (4) hold

(1) For all pairs of affine functions (x, r), (y, s) ∈ F × R on X∗(T ) ⊗ R and for
every n ∈ N such that Vx,r+n ⊂ Vy,s ⊂ Vx,r the following diagram commutes:
Vx,r ⊗O R
∼= ·πn
- Vx,r+n ⊗O R
incl⊗ IdR- Vy,s ⊗O R




- Vx,r+n ⊗O R
gRVx,r+n
? incl⊗ IdR- Vy,s ⊗O R
gRVy,s
? incl⊗ IdR- Vx,r ⊗O R
gRVx,r
?
where incl denotes the inclusion map.
(2) For every V , U ∈ RepO(G), every G-morphism φ : V → U , and every pair of
affine functions (x, r), (y, s) ∈ F×R such that d(x, r)e ≥ d(y, s)e on all of the
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weights common to both V and U , the following diagram commutes
Vx,r ⊗O R
φ̃R




- Uy,s ⊗O R
gRUy,s
?
where φ̃R(v ⊗ πn ⊗ a) = φR(v ⊗ a)⊗ πn.
(3) gROx,r = IdR, where O denotes the trivial representation, for all x ∈ F and all
r ∈ R.
(4) For all V , U ∈ RepO(G) and for all triples of affine functions (x, r), (y, s),
(z, t) ∈ F × R such that for every weight λ of V and every weight µ of U
d(x, r)(λ)e+ d(y, s)(µ)e ≥ d(z, t)(λ+ µ)e, the following diagram commutes
(Vx,r ⊗O R)⊗R (Uy,s ⊗O R) - (V ⊗O U)z,t ⊗O R





- (V ⊗O U)z,t ⊗O R.
gR(V⊗U)z,t
?
In the definition of AutF̃, note that x ranges over F and not F̃. Here we identify
F with the subset F×{0} ⊂ F̃ using the isomorphism Ã ∼= A×A(Z(G)◦) discussed
in Section 2.1.2. We define the functor in this way since these are all of the points
that are necessary, and since it is not clear if the corresponding functor is finite
type when x is allowed to range over all of F̃. Condition (1) generalizes the lattice
chain condition given for GLn in Section 5.3 and the other 3 conditions generalize
the standard Tannakian conditions (a) - (c) presented in Section 2.3.
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4.2 Comparison of AutF̃ with GF̃
We believe that AutF̃ = GF̃ in general and we will now begin to present our
evidence.
Theorem 4.2.1. The group functor AutF̃ is represented by an affine O-group scheme
of finite type such that
(GF) the generic fiber of AutF̃ is GK, and
(OP) for every unramified Galois extension E of K with ring of integers OE, we
have
AutF̃(OE) = FixG(E)(j(F̃)) ∩Ker(κG).
Moreover, there is a unique homomorphism φ of group schemes defined over O,
φ : GF̃ → AutF̃,
which is the identity on the generic fiber and on O-points.
The proof of this theorem will take quite a few pages and will be broken up
into smaller pieces which will be stated as propositions or lemmas. Before we start
proving Theorem 4.2.1, we will first list the cases in which we know AutF̃ = GF̃. The
proofs of the following cases can be found in Chapter 5. We know that AutF̃ = GF̃
when:
1. G and K are arbitrary and F̃ is the minimal facet containing the origin,
2. G is arbitrary and char(k) = 0, and
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3. G = GLn and K is arbitrary.
The proof of Theorem 4.2.1 will proceed in the following order. We will show
(GF), (OP), that AutF̃ is affine, and finally that AutF̃ is of finite type. The claim
about φ follows easily from the other claims and the fact that GF̃ is étoffé. The
meaning of the term étoffé is given in Definition 5.2.1.
4.2.1 Generic Fiber
In order to show the following proposition, we will use the Tannakian descrip-
tion given to G in Section 2.3.
Proposition 4.2.2. The generic fiber of AutF̃ is equal to the generic fiber of G.
Proof. Recall that passing to the generic fiber is equivalent to restricting the functor
of points to K-algebras. So it will suffice to show that, for any K-algebra R, the
functor R → AutF̃(R) satisfies the Tannakian description of G that is described in
Theorem 2.3.1. We will show this by defining mutually inverse maps between the
two group functors. Throughout this proof we will refer to the conditions (1) - (4)
from Definition 4.1.1 and the conditions (a) - (c) from Theorem 2.3.1.
Let R be a K-algebra and let (gRV ) ∈ GK(R). Since R is a K algebra, we have
Vx,r ⊗R = V ⊗R = Vy,s ⊗R
for every pair of affine functions (x, r) and (y, s). By choosing a third affine function




= gRVy,s by condition (1), since all of the horizontal maps are isomor-
phisms.
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representation V and then check that conditions (1) - (4) hold. We set gRVx,r = g
R
V for
every representation V ∈ RepO(G). Given this definition, it is clear that condition
(1) holds. Moreover, one can see that (a) implies (2), (b) implies (3), and (c) imply
(4) just by looking at the diagrams.
Now let (gRVx,r) ∈ AutF̃(R). As we noted above, there is a unique map for each
representation V , so we just define gRV = g
R
Vx,r
for any affine function (x, r). To see
that condition (a) is satisfied, let φ : V → U be a G-morphism and let (x, r) ∈ F×R.
Then condition (2) applied to φ and the pairs (x, r), (x, r) will give condition (a).
It is trivial to see that (b) follows from (3).
Finally, let V , U ∈ RepO(G) and choose (x, r), (y, s), and (z, t) ∈ F×R such
that for every weight λ of V and every weight µ of U d(x, r)(λ)e + d(y, s)(µ)e ≥
d(z, t)(λ⊗µ)e. Then condition (c) will follow immediately from condition (4) applied
to this triple of affine functions.
4.2.2 OE Points
We will now show that AutF̃ satisfies (OP) from Theorem 4.2.1. Let E be
an unramified Galois extension of K. Since G is split, we can identify the facet
F̃ with its image in B(G(E)). As was stated in Remark 4.0.4, by making the
proper identifications of apartments, we can assume that 〈λ, x〉 = 〈λ, j(x)〉 for any
λ ∈ X∗(T ).
Proposition 4.2.3. With notation as above, AutF̃(OE) = GF̃(OE).
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In order to prove the above proposition, we will proceed in the following way.
We will show
(i) that AutF̃(OE) is the simultaneous stabilizer in G(E) of {V OEx,r := Vx,r ⊗O OE}
for all V ∈ RepO(G), x ∈ F, and r ∈ R,
(ii) that PE
F̃
:= GF̃(OE) stabilizes all of the V OEx,r , and
(iii) that AutF̃(OE) ⊂ PEF̃ .
First, by Proposition 4.2.2 and the fact that AutF̃(OE) ↪→ AutF̃(E), we have
that AutF̃(OE) is a subgroup of G(E). To see that it is the simultaneous stabilizer
of the {V OEx,r }, note that OE is flat over O, and hence we can view conditions (1)
- (4) as applying to submodules of V ⊗O E. Every g ∈ G(E) acts on V ⊗ E and
V OEx,r ⊂ V ⊗ E so it is natural to ask whether or not this action preserves V OEx,r for
every V ∈ RepO(G) and r ∈ R. If g ∈ G(E) does preserve all of the V OEx,r , then all
of the conditions in AutF̃(OE) must hold for g since all of the g
OE
Vx,r
are defined by g.
The fact that PE
F̃
stabilizes all of the V OEx,r follows easily from Proposition
3.4.2, noting that everything remains true when you pass to an unramified Galois
extension E/K. This establishes (i) and (ii), so we will now show (iii).
In order to show that AutF̃(OE) ⊂ PEF̃ , we will use an alternative description
for PE
F̃
. Let L denote the completion of the maximal unramified extension of K. In
Section 7 of [Kot], Kottwitz defined a surjective homomorphism
κG : G(L)  X
∗(Z(Ĝ))
where Ĝ is the dual group of G and Z(Ĝ) denotes the center of Ĝ. Using this map,
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where G̃ is a facet in the building B̃(G(L)). Moreover they showed that, when
B̃(G(E)) is identified with the Galois fixed points in B̃(G(L)), this equality de-
scends to the level of E-groups as
PE
F̃
= FixG(E)(F̃) ∩Ker(κG) ∩G(E).
Thus, in order to show that AutF̃(OE) ⊂ PEF̃ , we need to show that it is
contained in FixG(E)(F̃) and Ker(κG). We will first show containment in the kernel,
but before we can do this we need to characterize Autx(OE) in the case where G is
a split torus.
Lemma 4.2.4. If G = T is a split torus then Autx(OE) = T (OE) for every x ∈
B(T ).
Proof. To see this, first note that any representation of T can be decomposed in
terms of its weight spaces, as we described in Section 2.1.3. Since T (OE) preserves
all of these weight spaces and acts E-linearly, it is clearly contained in Autx(OE).
If t ∈ T (E)\T (OE), then for some weight λ, we see that t does not send V λ ⊗ OE
into itself, and consequently that t /∈ Autx(OE). Thus if t ∈ T (E) fixes V λ ⊗ OE
for every λ ∈ X∗(T ) and every V ∈ RepO(G), then t must be in T (OE).
Lemma 4.2.5. With notation as above, AutF̃(OE) ⊂ Ker(κG).
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Proof. First assume that Gder is simply connected. Let D = G/Gder, which is a split






- X∗(D̂) = X∗(D)
κD
??
Let V ∈ RepO(D) and lift V to a representation Ṽ ∈ RepO(G). Let g ∈ AutF̃(OE).
So g must stabilize Ṽ OEx,r for every r, and hence g, the image of g in D, must also
stabilize V OEx,r for every r. Thus, by Lemma 4.2.4, we have g ∈ D(O). Since
D(O) ⊂ Ker(κD), we obtain that g ∈ Ker(κG) by the above diagram.
Now consider the general case. Choose a z-extension of G. So we have an
exact sequence
1→ S φ−→ G̃→ G→ 1
where S is a split torus and G̃der is simply connected. Recall that κG is defined as










Now consider the following commutative diagram:
1 - S/(Sder)(L)
φ
- G̃/G̃der(L) - G/Gder(L) - 1













Let g ∈ AutF̃(OE). By the same argument as above, its image g ∈ G/Gder(OE)
is in the kernel of κG/Gder . Choose an element g̃ ∈ G̃(L) such that its image g̃ ∈
G̃/G̃der(L) maps to g. We do not necessarily know that κ(g̃) = 0, but by a diagram
chase, one can see that κ(φ(s)·g̃) = 0 for some s ∈ S and hence that κG̃(φ(s)·g̃) = 0.
Thus we have κG(g) = 0 as desired.
Now we will examine the values the Kottwitz homomorphism takes on the
extended affine Weyl group W̃ := NG(K)(T (K))/T (O) = Waff o Ω where Ω is the

















where Gsc is the simply connected cover of the derived group of G. Moreover, by
Lemma 14 of [HR], Ω is isomorphic to the image of κG.
The following lemma will allow us to express AutF̃(OE) and PEF̃ in a simple
form, which is essential to how we show that AutF̃(OE) ⊂ PEF̃ (OE).
Lemma 4.2.6. Let IL be an Iwahori subgroup in G(L) and let S be a set of simple
reflections generating Waff. Every subgroup H ⊂ Ker(κG) containing I is special. In
other words, H can be written as
H = IL〈S ′〉IL
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for some subset S ′ ⊂ S.
Proof. Let N = NormG(L)(T (L)) ∩ Ker(κG). By combining Lemma 17 of [HR]
and Proposition 5.2.12 of [BT2], we know that (Ker(κG), IL, N, S) is a double Tits
system, and thus that IL, N form a BN -pair. Moreover, we know the Weyl group
associated to this Tits system is Waff.
Recall that a consequence of having a BN -pair is that the Bruhat Decompo-










for some W ′ ⊂ Waff. Thus we will be done if we can show that if w ∈ W ′ has
the reduced expression w = s1 . . . sd for si ∈ S, then IsiI ⊂ H. This is an easy
consequence of the BN -pair axioms, and a proof can be found following Theorem 1
in Chapter 5 Section 2B of [Br].
Let IL be the Iwahori subgroup of G(L) such that I = IL ∩ G(K) and let
IE = IL ∩ G(E). Note that IL ⊂ PLF̃ ⊂ AutF̃(OL) since F̃ was chosen to be in the
base alcove. Moreover, AutF̃(OL) ⊂ Ker(κG) by Lemma 4.2.5. Thus Lemma 4.2.6
applies to both AutF̃(OL) and PLF̃ , and we have
AutF̃(OL) = IL〈S
′〉IL and PLF̃ = IL〈S
′′〉IL
for some subsets S ′, S ′′ ⊂ S.
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∩ G(E) and AutF̃(OE) = AutF̃(OL) ∩ G(E) since
OE = OL ∩ E. Thus the above decompositions descend, and we have
AutF̃(OE) = IE〈S
′〉IE and PEF̃ = IE〈S
′′〉IE.
By the definition of PE
F̃
, we know that S ′′ is the set of elements in S which fix
F̃. Thus to show that AutF̃(O) ⊂ PEF̃ , it will suffice to show that S
′ ⊂ S ′′, i.e. that
every element of S ′ fixes F̃.
Lemma 4.2.7. Let y ∈ F̃. With notation as above, every s ∈ S ′ fixes y.
Proof. Assume, for a contradiction, that sy 6= y. Recall that B̃(G) ∼= B(G) ×
B(Z(G)◦), and that the action of Waff on B̃(G) is solely on B(G), i.e. it acts
trivially on B(Z(G)◦). Let x be the projection of y onto B(G).
We now have two cases for s. Namely, either s is a reflection sαi corresponding
to a simple root αi or it is an affine reflection s0 = tα∨0 sα0 where α0 is a highest root.
First assume that s = sαi . Since sαix 6= x, we know that x 6= 0, where 0 is the
origin in the apartment A = X∗(T )⊗R. Moreover, since x is B-dominant, we have
that 〈αi, x〉 > 0 and hence that
〈sαiαi, x〉 = 〈−αi, x〉 < 0.
Now consider the adjoint representation (g, AdG) of G. Let ri = 〈αi, x〉. Then
gαi ⊗ π0OE ⊂ gOEx,ri but g


















6= gOEx,ri and sαi /∈ AutF̃(OE).
Now consider s = tα∨0 sα0 . Since we have assumed sx 6= x, we know that
〈α0, x〉 < 1. We will show that sgOEx,r0 6= g
OE
x,r0

















Here we have gα0 ⊗ π−1OE ⊆ tα∨0 sα0g
OE
x,r0
but gα0 ⊗ π−1OE * gOEx,r0 .
This concludes the proof of Proposition 4.2.3.
4.2.3 Representable by an Affine Scheme
Let I denote an index set. For each i ∈ I, let Xi be affine O-schemes with












where J ranges over the finite subsets of I. Let incli : Ai → A be the natural maps.
Lemma 4.2.8. X is an affine scheme represented by A.
Proof. Note that X satisfies the following universal property: For any affine scheme









commutes. When viewing all of these objects as O-functors, it is clear that φ must
send y ∈ Y (R) to (qi(y)){i∈I} and hence is unique.
Similarly, A satisfies the universal property that if B is an O-algebra and









commutes. To see this, note that by the universal property of (finite)tensor products,





which sends ⊗ai to
∏
i∈J
pi(ai) for every finite J ⊂ I. Moreover, for finite subsets J ⊂



















Putting these two facts together, we obtain a unique map ψ : A → B as
claimed. From the universal property for A, we can see by Yoneda’s Lemma (B.0.15)
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that the O-functor HomO−alg(A, ) will satisfy the universal property for X listed
above, and consequently that X is represented by A and is affine.
Remark 4.2.9. Note that if Xi is a group functor for each i, then X will also be a
group functor. Moreover, if Ai is flat for every i, then A will also be flat since finite
tensor products of flat modules are flat and a direct limit of flat modules is flat.
Proposition 4.2.10. AutF̃ is an affine scheme over O.






Now denote the representing algebra of GL(Vx,r) by O[GL(Vx,r)], let I be the set of






where J ranges over the finite subsets of I. By Lemma 4.2.8, we see that H is
represented by A. Moreover, we see that A is flat by Remark 4.2.9. Note that AutF̃
is clearly an O-subfunctor of H. We want to show that it is a closed subfunctor,
i.e. that the conditions (1) - (4) (see Definition 4.1.1) that cut it out are polynomial
conditions in A.
Recall that each Vx,r is a free module of finite rank and hence is isomorphic to
Om for some m. Choose such an isomorphism for each Vx,r and denote the rank by
mV . Then, for every Vx,r, we have
O[GL(Vx,r)] ' O[yVx,r11 , . . . , yVx,rmVmV ](det)
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for some elements y
Vx,r
ij ∈ O[GL(Vx,r)]. Thus any element of H(R), and consequently
any element of AutF̃(R), is given by the images in R of all of the y
Vx,r
ij for each Vx,r.
First consider condition (2). Let φ : V → U be a G-morphism and hence a
natural transformation. Since G is defined over O, we also have that φ is defined
over O. Now consider the following commutative diagram:
OmV ⊗ A
φ̃




- OmU ⊗ A
gAUy,s
?
Note that φ̃ can be interpreted as a mU × mV matrix, and moreover it will have




of as mV × mV and mU × mU matrices respectively with entries yVx,rij and y
Uy,s
ij ,
the generators for O[GL(Vx,r)] and O[GL(Uy,s)] chosen above. Now saying that
this diagram commutes is just saying that certain polynomials in the y
Vx,r
ij ’s with
coefficients in O equal certain other polynomials in the yUy,sij ’s with coefficients in
O, when regarded in A. Thus condition (2) is clearly a closed condition.




- OmV ⊗ A
ρs+1,r ⊗ IdA- OmV ⊗ A




- OmV ⊗ A
gAVx,s+1
? ρs+1,r ⊗ IdA- OmV ⊗ A
gAVx,r
? ρr,s ⊗ IdA- OmV ⊗ A
gAVx,s
?
where ρs+1,r and ρr,s are maps that multiply by various positive powers of π on
the different coordinates such that their composition ρs,s+1 is multiplication by a
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power of π. It is easy to see here that each square in the above diagram turns
into O-polynomial conditions on the generators of O[GL(Vx,r)], O[GL(Vx,s)], and
O[GL(Vx,s+1)].
Condition (4) can be analyzed in the same way to see that it is equivalent
to placing polynomial conditions on the generators of A. For condition (3), it just
says that we set y = 1 where O[GL(Ox,r)] ' O[y, 1/y]. Thus all of these conditions
are closed and hence AutF̃ is represented by A
′, where A′ is the quotient O-algebra
defined by taking Amodulo all of the polynomial equations determined by conditions
(1) - (4).
4.2.4 Finite Type
In order to show that AutF̃ is of finite type, we will first show that a slightly
simpler functor is of finite type and prove that there is a closed embedding of AutF̃
into this finite type functor. For any V ∈ RepO(G), define the functor AutF̃(V )







∣∣ condition (1) holds} .
In order to show AutF̃(V ) is of finite type, we will need the following easy lemma.
Lemma 4.2.11. For every bounded subset Ω ⊂ A and for every λ ∈ X∗(T ) there
exist integers nλL and n
λ
U such that for every x ∈ Ω and r ∈ [0, 1),
nλL ≤ d(x, r)(λ)e ≤ nλU .
The above lemma is needed to find another functor, which is of finite type,
into which AutF̃(V ) naturally embeds.
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Lemma 4.2.12. Let V ∈ RepO(G). The functor AutF̃(V ) is an affine O-scheme
of finite type.
Proof. Note that there are a finite number of weights in V . In fact, the number of
weights in V is bounded by the rank of V , which is assumed to be finite. Applying
Lemma 4.2.11 to each of these weights, we get a finite set of lower bounds and upper
bounds. Choose the smallest lower bound and call it nVL and choose the largest upper
bound and call it nVU . Note that, by condition (1), every g
R
Vx,r
is determined by a
gRVx,s for some s ∈ [0, 1).
By our choice of nVL and n
V




V λ ⊗ πnλ,x,rO
where nVL ≤ nλ,x,r ≤ nVU for every λ. Thus we see that the set {Vx,r}x∈F,r∈R is






since condition (1) is a closed condition. Finally, it is clear that the above product
of GL’s is of finite type since it is a finite product and GL is of finite type.
Proposition 4.2.13. Let V be a faithful self-dual projective representation of G.
The canonical morphism
AutF̃ → AutF̃(V )
is a closed embedding, and hence AutF̃ is an affine O-scheme of finite type.
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Proof. We will keep all of the notation established in the proof of Proposition 4.2.10.
Let V be a faithful self-dual projective representation of G, which we know exists by
Theorem 2.2.6. (If the V produced by Theorem 2.2.6 is not self-dual, then replace it




Note that B is a Hopf subalgebra of A. Let φ denote the canonical map from A to
A′ and let B′ = φ(B).
Let C be the representing algebra for AutF̃(V ). The map φ
∣∣
B
: B  B′
factors through C and gives a surjection from C to B′. So we have the following
commutative diagram:











We will show that B′ = A′, and hence obtain a surjection from C to A′ which will
give us our desired closed embedding.
As in Proposition 4.2.10, choose bases for every Ux,r such that
O[GL(Ux,r)] ' O[yUx,r11 , . . . , yUx,rmUmU ](det)
for some elements y
Ux,r
ij ∈ O[GL(Ux,r)], where mU denotes the rank of U . We will
show that every element in φ({yUx,rij , 1/det(y
Ux,r
ij )
∣∣ U ∈ RepO(G), x ∈ F, r ∈ R})




∣∣ x ∈ F, r ∈ R}).
In order to show this, we will use Theorem 2.2.10 which gives us that any U ∈
RepO(G) can be expressed in terms of V using the operations direct sum, tensor
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product, quotient, and splittable subrepresentation. We will use these operations
and the conditions of Definition 4.1.1 to show the above claim.
Before we do this, note that choosing a different basis for a Ux,r corresponds
to choosing different generators z
Ux,r
ij of O[GL(Ux,r)] such that
(z
Ux,r




for some M ∈ GL(Ux,r)(O). Thus the zUx,rij ’s can be expressed as linear polynomials
with coefficients in O in the yUx,rij ’s, and we are allowed to change bases freely to
show our above claim.
Let us first look at the operation of direct sum. Let U,X, Y ∈ RepO(G)
such that U = X ⊕ Y . By the definition of a Moy-Prasad filtration, we know that
Ux,r = Xx,r ⊕ Yx,r for any pair (x, r) ∈ F × R. Let (x, r) be such a pair. Choose
bases for Xx,r and Yx,r, which gives us a basis for Ux,r. By condition (2) applied to
X ↪→ U , Y ↪→ U , and (x, r), we know that the polynomials given by the following
diagram must vanish under the map φ from A to A′:
Xx,r ⊗O A
Incl




















Thus we see that the φ(y
Ux,r
ij )’s can be expressed as polynomials with coefficients in
O in terms of the φ(yXx,rij )’s and φ(y
Yx,r
ij )’s. More concretely, by the choice of bases




















We will next look at the operation of tensor product. Let X, Y ∈ RepO(G),
and let (x, t) ∈ F × R. Choose bases for X and Y by choosing bases for all of the
weight spaces inside of X and Y . This gives us a basis for X ⊗ Y , and moreover,
bases for Xx,r, Yx,s, and (X ⊗Y )x,t for every r, s ∈ R. By condition (4) of definition
4.1.1, we know that if r, s ∈ R such that r + s = t, then
(Xx,r ⊗O A)⊗A (Yx,s ⊗O A) - (X ⊗O Y )x,t ⊗O A





- (X ⊗O Y )x,t ⊗O A
gA(X⊗Y )x,t
?




(Xx,r ⊗O A)⊗A (Yx,s ⊗O A) -- (X ⊗O Y )x,t ⊗O A
n⊕
i=1







-- (X ⊗O Y )x,t ⊗O A.
gA(X⊗Y )x,t
?
In order to get this surjection, at most one pair (ri, si) is necessary for every weight
of X ⊗ Y . Now to see that the φ((y(X⊗Y )x,tij ))’s can be expressed as polynomials
with coefficients in O in terms of the φ((yXx,rij ))’s and φ((y
Yx,s
ij ))’s, take every basis
vector in (X ⊗ Y )x,t, lift it arbitrarily to an element in the direct sum, and follow
the element around the diagram. We will handle the determinant condition for the
tensor operation in the quotient case since the argument is the same.
Now consider the quotient operation. Let X, Y ∈ RepO(G) such that there
is a surjective G-morphism φ : X → Y . Let (x, r) ∈ F× R and apply condition (2)
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of Definition 4.1.1 to X, Y , φ, and (x, r). The induced map φ̃ : Xx,r → Yx,r is also
surjective, and so we have
Xx,r ⊗O A
φ̃A




-- Yx,r ⊗O A.
gAYx,r
?
Thus, by the same argument as above in the tensor product situation, we see
that the φ((y
Yx,r
ij ))’s can be written as O polynomials in terms of the φ((y
Xx,r
ij ))’s.
Now notice that in both the quotient and tensor product cases, the range is a
projective module. Thus there is a splitting in both situations and we see that







for some invertible matrices F and G. Note that the matrix corresponding to the
range is the matrix G. Thus we see that 1/det(G) = det(F )(φ(1/det(D)) is an
O-polynomial in the correct terms.
We are now left to consider the case of a splittable subrepresentation. Let
X be a splittable subrepresentation of Y . Thus we have that Y/X ∈ RepO(G),
i.e. that Y/X is a finite rank free representation of G. As an O-module, we have
Y = X⊕Y/X and also Yx,r = Xx,r⊕(Y/X)x,r for any (x, r). Choose bases for X and
Y/X, which gives us a basis for Y and a basis for every corresponding filtration. By
condition (2) applied to X ↪→ Y and any pair (x, r), we see that the same arguments
64
as above show that the φ(y
Xx,r
ij )’s can be expressed as polynomials with coefficients
in O in terms of the φ(yYx,rij )’s.
Finally, we need to consider the determinant for this case. With the choice of
bases we made, we see that the matrix φ((y
Yx,r










for some invertibleG, and we can conclude that 1/det(φ((y
Xx,r
ij ))) = det(G)(1/det(φ((y
Yx,r
ij )))
is an O-polynomial in the correct terms.
Thus by repeated applications of the operations direct sum, tensor product,




∣∣ U ∈ RepO(G), x ∈ F, r ∈ R}) can be expressed as a poly-




F, r ∈ R}). Thus we have shown B′ = A′ and are done.
Keep all of the notation from the above proof. It is also true that the generators
corresponding to a representation U determine the generators corresponding to U∨,
so it is not actually necessary to take V to be self-dual. From Section 3.3, we have
that there is a perfect pairing
Ux,r ⊗ U∨x,s → Ox,0 = O.
where r = −s− 1 + εU . From this pairing, it is clear that (y
U∨x,s






ij ))) = φ(det((y
Ux,r
ij )).
Note that a representation U being obtained from V in multiple ways from
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these tensor generator operations is equivalent to a condition on the generators of
B′. It just says that two different sets of polynomials in the generators are equal.
Thus A′ is essentially C cut out by polynomials which say that a tuple in AutF̃(V )





We will now discuss several special cases where we know that AutF̃ = GF̃.
5.1 x = 0
The easiest special case to deal with is when F̃ is the minimal facet containing
0. Note that G satisfies the properties characterizing GF̃ in Proposition 4.0.5, and
so in this case GF̃ is actually just the group scheme G itself. Moreover, since the





V λ ⊗ πnO
and hence Vx,r is determined by Vx,0 = V for every r ∈ R. Thus all of the condi-
tions defining AutF̃ reduce down to the Tannakian conditions describing G given in
Theorem 2.3.1, and we have AutF̃ = G = GF̃.
5.2 Char(k) = 0
For an O-scheme X, let XK and Xk denote its generic and special fiber re-
spectively.
Definition 5.2.1. ([BT2] §1.7) An O-scheme X is called étoffé if it is flat and if
for every O-scheme Y and every K-morphism φ : XK → YK such that φ(X(O)) ⊂
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Y (O), φ can be extended to an O-morphism from X to Y .
Note that if X is étoffé then any such φ would extend uniquely since X is
flat. In [BT2] §1.7, Bruhat and Tits show that a scheme is étoffé if and only if the
following two conditions are satisfied:
(ET1) For every f ∈ K[X]\O[X], there exists an a ∈ O such that af ∈ O[X] and
if b ∈ K with ν(b) < ν(a) then bf /∈ O[X].
(ET2) The canonical schematic image of X(O) in X(k) is dense in Xk.
Note that (ET1) is automatically satisfied in our case since our valuation ν is dis-
crete. Also note that (ET2) can only be true if the scheme Xk is reduced since
the schematic image of X(O), by definition, is given the reduced induced closed
subscheme structure and hence is reduced.
Theorem 5.2.2. If char(k) = 0, then AutF̃ is the Bruhat-Tits group scheme GF̃
associated to F̃.
Proof. We will first deal with the case where k is algebraically closed. In Corollary
4.6.6 of [BT2], Bruhat and Tits show that GF̃ is étoffé. We will show that AutF̃ is
also étoffé and then use this property to show that these two schemes are equal.
As noted above, in order to show that AutF̃ is étoffé, it will suffice to show that it
satisfies (ET2).
Recall that assuming char(k) = 0 implies that K is a function field, and hence
that there is a splitting of the natural inclusion of k into O. Putting this together
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with the fact that AutF̃ is a functor, we see that












commutes. Thus we have that the above map from AutF̃(O)→ AutF̃(k) is surjective.
Now, by Cartier’s Theorem (B.0.10) which implies that (AutF̃)k is reduced, we have
that AutF̃(k) is dense in (AutF̃)k. Combining these two facts, we see that AutF̃
satisfies (ET2) and hence is étoffé.
Now, by Propositions 4.2.2 and 4.2.3, we have that (AutF̃)K = (GF̃)K and
AutF̃(O) = GF̃(O). Thus we have unique maps
φ : AutF̃ → GF̃ and ψ : GF̃ → AutF̃
extending the maps on the generic fibers, since GF̃ and AutF̃ are étoffé. Now consider
φ ◦ ψ : GF̃ → GF̃ and ψ ◦ φ : AutF̃ → AutF̃.
Note that both of these maps are the identity on their respective generic fibers, so
they must be identity maps on the functors since the extension of a map on the
generic fiber must be unique. Thus we obtain that both φ and ψ are isomorphisms
and hence that AutF̃ = GF̃ as O-group schemes when k = k.
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Now we will no longer assume that k is algebraically closed. Recall that if
φ : X → Y is a morphism of affine k-schemes and φk : Xk → Yk is an isomorphism,
then φ is an isomorphism. Thus we have that
(AutF̃)k = (GF̃)k.
Since AutF̃(O) = GF̃(O) and GF̃ is étoffé, we have that AutF̃ is étoffé as well and can
apply the same argument as above.
5.3 G = GLn
In [H2], a lattice chain description for GF̃ is given for G = GLn. We will now
give the description occurring in [H2], and use it to prove the following theorem.
Theorem 5.3.1. If G is GLn defined over O, then AutF̃ = GF̃.
Let G be GLn, and hence of type An−1. The standard representation of G,
which we will denote by S, is a faithful representation. The lattice chains discussed
in [H2], which we will review, all occur in S. We will end up showing that these
lattice chains are enough to determine AutF̃.
Let S = On be the standard representation of G. For every i ∈ {1, . . . , n}, let
ei denote the i-th standard basis vector (0
i−1, 1, 0n−i), and let Λi ⊂ S denote the
lattice
Λi = Oe1 ⊕ . . .Oen−i ⊕Oπen−i+1 ⊕ . . .Oπen.
Moreover, let Λ0 =
⊕
iOei and define the lattice chain {Λm} by Λm = πkΛi where
m = kn+ i.
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We will usually drop the basis vectors ei and let the position of the term in the
direct sum denote which basis vector it corresponds to. For example, if G = GL3
then {Λm} is the following chain:
· · · ⊂ Λ3 = πO3 ⊂ Λ2 = O ⊕ πO2 ⊂ Λ1 = O2 ⊕ πO ⊂ Λ0 = O3 ⊂ . . .






GL(Λi)(R)| condition (a) holds }
where condition (a) is
(a) The following diagram commutes
Λ0 ⊗R
∼= ·π













For any facet F̃ ⊂ Ã, the functor XF̃ is defined similarly where there is a condition
(aF̃) which is just condition (a) with the appropriate lattice chains removed along with
possibly adding in one more lattice so that there is the isomorphism ∼= ·π between
the second and last terms of the diagram.
In [H2], the argument for why XÃ = GÃ is sketched out. We will go through
why XÃ is smooth in great detail in Appendix A, so for now we will just assume this.
The arguments for why XF̃ is smooth are essentially the same and will be left to the
interested reader. In this section, we will show that AutF̃ = XF̃ which will suffice to
show that XF̃ satisfies the characterization of GF̃ given in Proposition 4.0.5.
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Thus in order to prove Theorem 5.3.2, it will suffice to show AutF̃ = XF̃. To
show this, we will need a lemma whose proof intricately uses information about the
type An−1 root system. Let ω
∨
i , which is given by






denote the fundamental coweights, let αi = ei− ei+1 denote the B-simple roots, and
let α̃ = e1 − en denote the longest root.
Lemma 5.3.3. Let G be GLn defined over O. Let S denote the standard repre-
sentation and let λi be the character corresponding to ei. Then in Sx,r we have the
following for any x ∈ A and any r ∈ R:
1. nλ1,x,r ≤ nλ2,x,r ≤ · · · ≤ nλn,x,r,
2. nλn,x,r − nλ1,x,r ≤ 1,
3. if 〈αi, x〉 = 0 then nλi,x,r = nλi+1,x,r,
4. if 〈α̃, x〉 = 1 then nλ1,x,r = nλn,x,r − 1.
Proof. The first claim is a trivial consequence of x being in X+(T ) and the fact that






0 ≤ ai ≤ 1 and
∑
i
ai ≤ 1. Thus
















































= a1 + a2 + · · ·+ an−1 ≤ 1.
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Since we know nλn,x,r = dr − 〈λn, x〉e and nλ1,x,r = dr − 〈λ1, x〉e, the second claim
then easily follows. The third and fourth claims follow immediately from the facts
that λi = λi+1 + αi and λ1 = λn + α̃.
This lemma says that the only lattices that can occur as an Sx,r are the stan-
dard lattices Λi for some i ∈ Z. It further implies that, when we restrict x to a facet
F inside A, we get a lattice subchain of the standard lattice chain associated to F̃.
Moreover, by choosing an x in general position inside of F, we get the full standard
lattice chain associated to F̃. We are now ready to prove Theorem 5.3.1.
Proof. First, recall that S is a faithful representation for G. Then, by Proposition
4.2.13, we know that there is a closed embedding of AutF̃ into AutF̃(S). By the
above lemma, we have that AutF̃(S) = XF̃ since condition (1) reduces to condition
(a) once we have identified that the only filtrations Sx,r that occur are the standard
lattices associated to F̃.
Since GF̃ is étoffé, we have a map from GF̃ to AutF̃ which is the identity of
the generic fiber and on O-points. Moreover, the closed embedding from AutF̃ into








since GF̃ is flat. Let B be the Hopf algebra representing GF̃. The above diagram
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Thus we have I = {0} and can conclude that AutF̃ = GF̃ as desired.
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Chapter 6
Dependence of AutF̃ on the Facet F̃
6.1 Comparing AutF̃ and AutG̃
A natural question to ask about these functors is how they relate to one
another. In other words, if we take two facets G̃ and F̃ in Ã such that G̃ ⊂ F̃
what can we say about how the functors are related? By looking at results about
Bruhat-Tits group schemes, we would expect to find the following:
Proposition 6.1.1. ([Lan], Prop 6.2) Let Ω,Ω′ ⊂ X∗(T )⊗R be non-empty bounded
subsets with Ω ⊂ Ω′. Then the identity G → G extends uniquely to an O-group
homomorphism ResΩ
′
Ω : GΩ′ → GΩ.
We do indeed find a result very similar to the above proposition which is easily
proven and quite concrete. In order to prove our corresponding statement, we need
the following lemma.
Lemma 6.1.2. Let G and F be facets of the base alcove A such that G ⊂ F and let
V ∈ RepO(G). For every pair (x, r) ∈ G × R there exists a pair (y, s) ∈ F × R
such that Vx,r = Vy,s.
Proof. Let λ1, . . . , λn be the list of all distinct weights of V . Let ri = r−〈λi, x〉 and
let ni = drie. Let ε be a positive real number less than min{ri−(ni−1)}2 , let s = r − ε,
and let y ∈ F such that |〈λi, x〉 − 〈λi, y〉| < ε for every i. Finally, let si = s − 〈λi,
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y〉. We now need to show that ni − 1 < si ≤ ni for every i. By the definition of ε
and our choice of y and s, we have
si = s− 〈λi, y〉 > s− (〈λi, x〉+ ε) = r − ε− 〈λi, x〉 − ε = ri − 2ε > ni − 1
and
ni ≥ ri = r − 〈λi, x〉+ ε− ε = s− (〈λi, x〉 − ε) > s− 〈λi, y〉 = si.
Thus we have that d(x, r)(λi)e = d(y, s)(λi)e for all i and Vx,r = Vy,s as desired.
Proposition 6.1.3. If G̃, F̃ are facets of Ã such that G̃ ⊂ F̃, then there is a natural
functorial group homomorphism
AutF̃ → AutG̃
which extends the identity map from GK to GK.
Proof. This proposition is an immediate consequence of Lemma 6.1.2. For any (x,




. Note that this gives a well-defined element of AutG̃ since if there are
two pairs (y, s) and (z, t) ∈ F × R such that Vy,s = Vx,r = Vz,t then, by condition





6.2 The Iwahori Case
It is our belief that the Iwahori case is the fundamental case that needs to be
solved in order to show AutF̃ = GF̃ in general. We have made some progress towards
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a proof in this situation, and we will go through our arguments now.
In order to show AutÃ = GÃ, it will suffice to show that AutÃ is étoffé. The
argument for why this is the case is laid out in Section 5.2. Furthermore, in order
to show AutÃ is étoffé, we just need to show that the image of AutÃ(O) is dense in
(AutÃ)k.
Since GÃ is étoffé (see [BT2] Corollary 4.6.6), we know that GÃ(O) is dense in
(GÃ)k. By Proposition 4.2.3, we know that AutÃ(O) = GÃ(O), and thus it suffices
to show (AutÃ)k = (GÃ)k.
Let ResÃ0 : GÃ → Gx=0 = G be the map given in Proposition 6.1.1. It is a
known fact that, when we pass to the special fiber, the map (ResÃ0 )k has image
equal to Bk, the special fiber of our fixed Borel subgroup B. Thus one would expect
the same thing to be true for the map
φ : AutÃ → Autx=0 = G.
Lemma 6.2.1. With notation as above, the image of φk is Bk.
Proof. We will first show that the image is contained in Bk. Recall that Bk can be
classified as the set of elements in Gk which fix the highest weight line in any Weyl
module V (λ) corresponding to a regular weight λ ∈ X∗(T ). Let n denote the rank
of V (λ).
Choose a regular B-dominant weight λ ∈ X∗(T ) and choose x ∈ A such that
〈λ, x〉 > 〈µ, x〉 for every weight µ 6= λ of V (λ). Then by choosing r = 〈λ, x〉, we
have V (λ)x,r ⊂ On such that nλ,x,r = 0 and nµ,x,r > 0 for every weight µ 6= λ.
By condition (1) applied to Vx,r and Vy,s = On, we have that the diagram
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commutes for every k-algebra R. By following around elements in the highest weight
line, namely elements of V (λ)λ, we see that gRV (λ)y,s stabilizes this line since the
horizontal maps are zero on every weight space except V (λ)λ and the identity on
V (λ)λ. Thus we have that the image of φk is contained in Bk since φ sends a tuple
(gRVx,r)V ∈RepO(G),x∈F,r∈R to (g
R
Vy,s
)V ∈RepO(G) where Vy,s = OnV and nV is the rank of
V .
We will now show that there is a natural map from B to AutÃ. Let O[B]
be the representing algebra of B. It is well-known that O[B] is flat. By an easy
generalization of Lemma 3.4.3, we see that for every b ∈ B(O[B]) we have
b · Vx,r ⊗O[B] ⊂ Vx,r ⊗O[B].
Thus every b ∈ B(O[B]) simultaneously stabilizes the different filtrations Vx,r⊗O[B].
This gives us a group homomorphism from B(O[B]) to AutÃ(O[B]), which is enough
to obtain a group functor map from B to AutÃ.







and can conclude that the image of φk is Bk as desired.
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We now want to compare these maps ResÃ0 and φk. Since GÃ is étoffé, we










where the map ψ from GÃ to AutÃ is given by the étoffé property. Let U = Ker(Res
Ã
0 )
and let U ′ = Ker(φk). The above diagram passes to the special fiber and gives us
the following commutative diagram:
1 - U ⊂ - (GÃ)k
(ResÃ0 )k- Bk - 1











Thus we have reduced showing AutÃ = GÃ down to showing that (ψk)|U is a
bijection.
Conjecture 6.2.2. With notation as above, (ψk)|U is a bijection.
This conjecture has resisted proof so far, but we hope to solve it in the near
future. Once the Iwahori case is done, we believe that the other cases will follow.
However, the details of this generalization process are not completely clear and will
have to be worked out in order to prove that AutF̃ = GF̃ in general by this method.
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Appendix A
Lattice Chain Description for BT Group Schemes Associated to GLn
In this appendix, we will prove that the functor XF̃ from Definition 5.3.2 is
smooth. In fact, we will present an expanded version of the first part of the appendix
to Chapter 3 in Rapaport’s and Zink’s book [RZ]. In this appendix, they prove that
a certain automorphism functor of lattice chains, which is closely related to XF̃, is
formally smooth. Using this and a result of Pappas from [Pap], we will be able to
conclude that XF̃ is formally smooth and hence smooth.
They work in great generality, but we will not present their results at the full
level of abstraction since it is not needed for our current purposes. However, we
will still work in a more general setting than we have been throughout the rest of
this thesis. In particular, we will work over a commutative ring S instead of over O
unless stated otherwise. Before we get to the results of their appendix, we will give
some background material that is helpful in understanding their arguments.
A.1 Background and Examples
Let S be a commutative ring with 1. Let Rngs, S-Alg, Sch, and Sch/S
respectively be the category of commutative rings with identity, commutative S-
algebras, schemes, and schemes defined over S. We will take a very detailed approach
to this material and first discuss some basic examples. Let M be a rank n projective
80
S-module. We first look at the group functor GL(M) from S-Alg to Grps defined
by
GL(M)(R) = (End(M ⊗S R))×
and see how it is represented by an affine scheme. Note that we are only concerned
with projective finite rank modules over S.
Example A.1.1. ([Jan] Chapter I, 2.2) In order to show GL(M) is representable, we
first need to show that Ma(R) := (M ⊗S R,+) is representable. To see this, we will
show that Ma is represented by S(M
∗) and hence Ma(R) = HomS-Alg(S(M
∗), R).
Recall that M∗∗ = M so M = HomS(M
∗, S). Thus







where the third equality is the universal property of T (M∗) and the forth equality is
due to R being commutative. We will now show that the functor R −→ EndR(M⊗S
R) can be identified with (M∗ ⊗S M)a. To see this, we will use several facts about
the relationships between Hom and tensor products which can be found in [B-A] II
§4. Thus
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EndR(M ⊗S R) = HomR(M ⊗S R,M ⊗S R)
' HomS(M,HomR(R,M ⊗S R))
' HomS(M,R⊗S M)
'M∗ ⊗S M ⊗S R
Now all that remains is to show that the open subfunctor GL(M) is cut out by
a single equation and hence is representable and affine. There exists a determinant
map det defined as follows. If P is a projective module of rank n over S, then
n∧
P








P ' S. Then det takes















'→ det(φ) ∈ R.
Hence det is a map from (M∗⊗SM)a(R) = HomS-Alg(S((M∗⊗SM)∗), R) to R. As
a consequence of Yoneda’s Lemma (B.0.15), we then have that det can be viewed as
an element of S((M∗⊗SM)∗). Then GL(M)(R) = HomS-Alg(S((M∗⊗SM)∗)(det), R)
and thus is representable and affine as desired.
Thus we see that GL(M) is represented by an affine scheme. We will now go
through the argument for why the Grassmannian is representable by a (projective)
scheme, and moreover is smooth, while also recalling the definitions of these various
notions.
Definition A.1.2. Let V = On. For any 0 < r < n, the Grassmannian, G(r, n), is
82
the functor from O-Alg to Sets given by
G(r, n)(R) = {locally free R−modules of rank r which are quotients of V ⊗O R}.
Given a map of O-algebras φ : R→ T , G(r, n)(φ) sends an element ψ : V ⊗OR→ F
of G(r, n)(R) to an element of G(r, n)(T ) as follows:
V ⊗O R
⊗RT - V ⊗O R⊗R T ' V ⊗O T
F
ψ
?? ⊗RT - F ⊗R T
(̃ψ, Id)
??
where (̃ψ, Id) is the map on the tensor product defined by (ψ, Id) : V ⊗O R × T →
F ⊗R T .
For a definition of what it means for a module to be locally free, see Definition
B.0.6. We now define a very similar functor,
G′(r, n)(R) := { rank r direct summands F of V ⊗O R}
where G′(r, n)(φ) sends F to F ⊗R T . It turns out that G′(r, n) is just an alternate
formulation of the Grassmannian.
Lemma A.1.3. With notation as above, G(r, n) ' G′(r, n).
Proof. In order to see this, we will use Theorem B.0.7. An immediate consequence
of Theorem B.0.7 is that an R-module M is finitely generated projective of rank r
if and only if M is finitely generated and locally free of constant local rank r.
Clearly G′(r, n)(R) ⊂ G(r, n)(R) for any ring R. Let F ∈ G(r, n)(R). So F is
finitely-generated and locally free of constant rank r. Then F is finitely generated
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projective of rank r, which gives us that it is a direct summand of V ⊗OR of rank r
and hence F ∈ G′(r, n)(R) as desired. It is easy to see that this process is natural,
i.e. that the following diagram commutes:
G(r, n)(R)
G(r, n)(φ)
- G(r, n)(T )
G′(r, n)(R)
? G′(r, n)(φ)
- G′(r, n)(T )
?
Therefore, both of the above notions give the same functor.
We now recall a criterion for determining whether or not such a functor is
representable by a scheme, and also a useful fact about subfunctors of local functors
which will be used in Theorem A.3.2.
Theorem A.1.4. ([DG] Chapter I, §1, 4.4 and 6.8) Let F be a functor from O-Alg
to Sets. Then F is representable by a scheme |F | defined over O if and only if












2. there exist affine open sub-functors Fi of F such that for every O-algebra L
which is also a field, F (L) =
⋃
Fi(L).
Lemma A.1.5. ([Jan] Chapter I, 1.13) Let X be a local functor and Y ⊂ X be a
local subfunctor. Let (Xj)j∈J be an open covering of X. Then Y is closed in X if
and only if Y ∩Xj is closed in Xj for every j ∈ J .
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Note that any closed subfunctor of an affine scheme over O is again an affine
scheme over O. Moreover, if (Yj)j∈J is a family of closed subfunctors of an O-
functor X, then ∩j∈JYj is a closed subfunctor of X. See [Jan] for more details. As
we mentioned before, the Grassmannian is actually a smooth scheme. Before we
show this, we will first recall what it means for a scheme to be smooth.
Definition A.1.6. ([BLR] Chapter 2.2, def. 3) Let X be a scheme over O. Then
X is smooth at a point x of X if there exists an open neighborhood U of x and an
O-immersion
j : U ↪→ AnO
of U into some affine space over O such that the following conditions hold:
1. locally at y := j(x), the sheaf of ideals defining j(U) as a subscheme of AnO is
generated by (n− r) sections gr+1, . . . , gn, and




OX,y/my where my is the maximal ideal in the local ring OX,y.
The scheme X is called smooth if it is smooth at all points.
The AnO-module Ω1AnO/O is called the module of relative differential 1-forms of
AnO over O. See Chapter 2.1 of [BLR] for more details on this object.
Proposition A.1.7. The Grassmannian G(r, n) is represented by a smooth scheme
defined over O.
Proof. The representability of G(r, n) follows from Theorem A.1.4. The proof that
G(r, n) is local is somewhat time consuming, so we will not go into the details here.
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For the full details of this, see [DG] Chapter I, §1, 3.9 - 3.16. In their argument,
they show that the open affine sub-functors Fi that cover G(r, n) are represented by
Ar(n−r)O . Moreover, in the proof of Theorem A.1.4, they show that the scheme |F |
which represents a functor F is covered by the affine schemes that represent the Fi.
Since |G(r, n)| is covered by affine spaces, it is clearly smooth.
It can be difficult to show that a functor is smooth directly. There is an
alternate characterization of smoothness given in functor language, called formal
smoothness, which is sometimes easier to show.
Definition A.1.8. A functor X, represented by a scheme |X| over O, is called
formally smooth if and only if for every O-algebra R and every nilpotent ideal I ⊂ R








In other words, every element of X(R/I) lifts to an element of X(R) such that
the lift respects the structure over O.
If we take X = Spec A to be an affine scheme in the above definition, then
we get that formal smoothness is equivalent to there existing a map from A to R








The equivalence of formal smoothness and smoothness does not hold in com-
plete generality, but it can be quite useful when the notions do coincide.
Theorem A.1.9. ([BLR] Chapter 2.2, Prop 6) Let X be a scheme which is locally
of finite type over O. Then X is smooth over O if and only if the functor
MorSch(Spec( ), X) : O-Alg→ Sets
is formally smooth over O.
An important thing to note is that by examining the proof of Theorem A.1.9,
one can see that it is enough to check the formal smoothness condition for noetherian
rings in order to show that X is smooth over O.
Remark A.1.10. As a result of this theorem, we now know that G(r, n) is for-
mally smooth over O, since it is clearly locally of finite type over O. Let I be
a nilpotent ideal. A consequence of this is that if we are given two elements Ū ,
V̄ ∈ G(r, n)(R/I), such that there exists an isomorphism ᾱ : Ū → V̄ , then there
exists an isomorphism α between their respective lifts U , V ∈ G(r, n)(R) which is a
natural lift of ᾱ. To see this, first note that a defining property of the lift U is that
U/IU = U ⊗R R/I = Ū .
We want to define an isomorphism α : U → V which lifts a given isomorphism
ᾱ : U/IU → V/IV . To do this, first define a map β̄ : (R/I)n → (R/I)n that extends
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ᾱ, which can be done since U/IU and V/IV are direct summands of (R/I)n. Now
lift β̄ to a map β : Rn → Rn by arbitrarily lifting on a set of generators and then
extending linearly. Consider β|U which sends U to V ⊕ IV ′, where Rn = V ⊕ V ′.
Now define α : U → V to be the composition of the projection ρ : V ⊕IV ′ → V
with β|U . By Corollary B.0.13 we get that α(U) = V since ᾱ(U/IU) = (V/IV ) and
I ⊂ radm(R). Finally, by Proposition B.0.14 and the fact that U and V are locally
free of rank r, we get that α is an isomorphism as desired.
A.2 Definitions
Let V be a finite dimensional K-vector space. We will be considering O-lattice
chains inside V . See Definition 2.1.1. Recall that every lattice chain L = {Λi}i∈R is
actually determined by a finite number of lattices {Λ0, Λ1, . . . , Λr−1} such that
Λ0  Λ1  · · ·  Λr−1  π−1Λ0.
Moreover, this is a minimal finite set of lattices determining L. If {Λ0, Λ1, . . . ,
Λr−1} is a such a minimal determining set then we say, following [RZ], that the
number r is the period of the lattice chain L.
Definition A.2.1. A chain of S-modules of type (L) is an indexed set of finitely





Moreover there is an S-module homomorphism
ρ : Mi −→Mi+1
such that the following conditions are satisfied:
1. Locally there are isomorphisms of the following S-modules:
Mi ' Λi ⊗O S, Mi/ρ(Mi−1) ' Λi/Λi−1 ⊗O S.











First of all, note that we are abusing notation in the above definition. In
particular, each θ and ρ should have a subscript which equals the subscript of its
domain (or equivalently its range). A trivial example of a chain of S-modules is
obtained by tensoring the chain L by S.
We will denote by M̄i the k ⊗ S-module
M̄i = k ⊗Mi = Mi/πMi = Mi/ρr(Mi−r).
Similarly, if N is any O-module, we denote by N̄ the O-module N/πN = k ⊗N .
If T = Spec S is a scheme over O, then π is called nilpotent on T if under the
structure map from O to S, π gets sent to a nilpotent element in S.
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Remark A.2.2. Note that in [RZ], they only assume that π is locally nilpotent on
T . However, when T is assumed to be affine this is actually equivalent to π being
nilpotent on T , which we will now show. Clearly if π is nilpotent on T = Spec S,
then it is locally nilpotent.
So assume that π is locally nilpotent. Thus for all p ∈ Spec S, πnp = 0 in Sp
for some np. So for every p there exists an fp ∈ S − p such that fpπnp = 0 in S.
Then, for all q ∈ D(fp), πnp = 0 in Sq. Thus, since Spec S is quasi-compact, it is
covered by finitely many basic open sets D(f) such that there exists an nf where
πnf = 0 in Sq for all q ∈ D(f).
Thus there exists an N such that πN = 0 in Sq for every q in Spec S, which imme-
diately implies πN = 0 in S.
Let T = Spec S be an affine scheme over O, such that π is nilpotent on T .
This means that we are assuming the image of π in S is a nilpotent element. Let
{Mi} be a chain of S-modules of type (L). We will now define the main object in
this appendix.
Definition A.2.3. Let Y{Mi} be the functor from S-Alg to Grps defined by
Y{Mi}(R) := {((gRMi) ∈
r∏
i=1
GL(Mi)(R)| condition (a) holds }
where condition (a) is
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(a) The following diagram commutes:
M1 ⊗R
ρ1 ⊗ IdR- M2 ⊗R
ρ2 ⊗ IdR- . . .
ρr ⊗ IdR- Mr+1 ⊗R
M1 ⊗R
gRM1
? ρ1 ⊗ IdR- M2 ⊗R
gRM2
? ρ2 ⊗ IdR- . . .
ρr ⊗ IdR- Mr+1 ⊗R
gRM3
?
Note that (XÃ)S = Y{Mi} for {Mi = Λi⊗S} where {Λi} is the standard lattice
chain defined in Section 5.3.
A.3 Results
Before we can show that Y{Mi} is formally smooth and represented by an affine
scheme, we need to prove a lemma about chains of S-modules.
Lemma A.3.1. For any k < r and i ∈ Z, the sequence of S-modules
0 −→Mi/ρk(Mi−k)
ρ̄−→Mi+1/ρk+1(Mi−k)
mod ρ(Mi)−−−−−−→Mi+1/ρ(Mi) −→ 0
is split exact where ρ̄(m+ ρk(Mi−k)) = ρ(m) + ρ
k+1(Mi−k). Moreover, locally there
exist isomorphisms
Mi/ρ
k(Mi−k) ' Λi/Λi−k ⊗ S
of S-modules.
Proof. First of all, exactness in the middle and at the right are clear from the
definitions of the maps and the fact that ρk+1(Mi−k) ⊂ ρ(Mi). We are going to first
prove the lemma when viewing all of these quotients as k ⊗ S-modules and then
extend the results to the objects as S-modules.
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We know that the finitely generated k⊗S-modules Mi+1/ρ(Mi) are locally free
of constant rank equal to the rank of the k-vector space Λi+1/Λi. Thus, by Theorem
B.0.7, we have that the Mi+1/ρ(Mi) are projective for every i. The surjection
Mi+1/ρ
k+1(Mi−k) −→Mi+1/ρ(Mi)




By recursion we see that Mi/ρ





which is locally free with the same rank as the k-vector space Λi/Λi−k. Now, in
order to show that Mi/ρ
k(Mi−k) is a locally free k ⊗ S-module of the same rank as
Λi/Λi−k we will apply descending induction on k. For k = r this follows immediately
from the fact that ρr(Mi−r) ' πMi since this implies that locally
Mi/ρ
r(Mi−r) 'Mi/πMi ' (Λi ⊗ S)/(πΛi ⊗ S) ' Λi/πΛi ⊗ S ' Λi/Λi−r ⊗ S.
This in fact gives us our base case, since the above situation is the same as taking
k = r − 1 and replacing i with i+ 1.
Assuming by induction that Mi+1/ρ
k+1(Mi−k) is locally free of the given rank,
we obtain a surjection of locally free modules of the same rank
Fi,k ⊕Mi+1/ρ(Mi) −→Mi+1/ρk+1(Mi−k)
which is then necessarily injective as well by Proposition B.0.14. Hence Fi,k →
Mi/ρ
k(Mi−k) is an isomorphism. The exactness on the left of the sequence as k⊗S-
modules is then immediate.
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We now want to extend these results to these objects as S-modules. To see
this, we just need to understand the action of π on all of these objects. Well,
πMi ' ρr(Mi−r) ⊂ ρk(Mi−k) and πΛi = Λi−r ⊂ Λi−k for all k ∈ Z such that
1 ≤ k ≤ r. Thus π acts trivially on all of these objects, so the isomorphisms and
the short exact sequences all still hold when we view these objects as S-modules.
Theorem A.3.2. The functor Y{Mi} is represented by an affine group scheme over
T .
Proof. For this proof, all tensor products will be over S unless otherwise noted. In
order to show that Y{Mi} is represented by an affine group scheme, we will use Lemma
A.1.5 and the fact that a closed subfunctor of an affine functor is affine. We will
assume for now that r = 2 and prove the general case once we have dispensed with
this one. First of all, note that Y{Mi} is a subfunctor ofGL(M1)×GL(M2). Moreover,
GL(M1) × GL(M2) is represented by S((M1 ⊗S M∗1 )∗)(det) ⊗S S((M2 ⊗S M∗2 )∗)(det)
as is easily derived from Remark A.1.1 and hence is an affine functor.
We will now show that Y{Mi} is a local functor. Let R be an S-algebra and let
f1, . . . , fl ∈ R such that
∑l
i=1Rfi = R. Let (φi, ψi)i∈{1, ... , l} ∈
∏l
i=1 Y{Mi}(Rfi) such
that they get sent to the same element in
∏
1≤i,j≤l Y{Mi}(Rfifj) under the two natural
maps. Since GL(M1) × GL(M2) is an affine functor, it is local and hence we can
lift the (φi, ψi)i∈{1, ... , l} to the unique element (φ, ψ) ∈ GL(M1)(R)×GL(M2)(R).
Thus in order to show that Y{Mi} is local, it suffices to show (φ, ψ) is in Y{Mi}(R).
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So we want to show
M1 ⊗R
ρ⊗ IdR - M2 ⊗R
M1 ⊗R
φ
? ρ⊗ IdR - M2 ⊗R
ψ
?
commutes. Note that R ↪→
⊕
iRfi . Thus the commutativity of the above diagram
follows immediately from the fact that (φi, ψi) ∈ Y{Mi}(Rfi) for every i, i.e. that
M1 ⊗Rfi
ρ⊗ IdRfi - M2 ⊗Rfi
M1 ⊗Rfi
φi
? ρ⊗ IdRfi - M2 ⊗Rfi
ψi
?
commutes for every i. Thus Y{Mi} is a local functor.
Now we want to use Lemma A.1.5 to show that Y{Mi} is closed. In order to do
this, we need to find an open covering of GL(M1)×GL(M2) for which the subfunctor
conditions on Y{Mi} are easily shown to be closed conditions. First note that since
both M1 and M2 are projective S-modules of rank n we have, by Theorem B.0.7,
that there exist finite families of elements (fi)i∈I and (sj)j∈J such that
1.
∑
i∈I fi = 1 and (M1)fi is a free Sfi-module of rank n, and
2.
∑
j∈J sj = 1 and (M2)sj is a free Ssj -module of rank n.
Given this, we have that (fisj)i∈I,j∈J is a finite family such that
∑
i∈I,j∈J fisj = 1
and (M1)fisj , (M2)fisj are free Sfisj -modules of rank n. Now let
Ui,j : = Spec((S((M1 ⊗M∗1 )∗)(det) ⊗ S((M2 ⊗M∗2 )∗)(det))(fisj))
= Spec(S(((M1)fisj ⊗Sfisj ((M1)fisj)
∗)∗)(det) ⊗Sfisj S(((M2)fisj ⊗Sfisj ((M2)fisj)
∗)∗)(det))
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for all i ∈ I, j ∈ J . Since
∑
i∈I,j∈J fisj = 1, we have ∪i∈I,j∈JUi,j = Spec(S((M1 ⊗
M∗1 )
∗)(det) ⊗ S((M2 ⊗M∗2 )∗)(det)). Thus by defining




for all i ∈ I, j ∈ J , we have that the Xi,j form an open cover of GL(M1)×GL(M2).







∗)(det))(fisj) ' Sfisj [GLn]⊗SfisjSfisj [GLn]
where Sfisj [GLn] is the Hopf algebra of GLn over Sfisj . So we have now reduced
showing that Y{Mi} is closed to the case where the Mi are free for all i. In this case,
it is clear that Y{Mi}(R) is closed in GLn(R)×GLn(R). To see this, note that saying
(φ, ψ) ∈ GLn(R)×GLn(R) is in Y{Mi}(R) means that
Sn ⊗R
ρ⊗ IdR - Sn ⊗R
Sn ⊗R
φ
? ρ⊗ IdR - Sn ⊗R
ψ
?
commutes. To see that this is a closed condition, note that any map from Sn⊗R '
Rn to Sn⊗R ' Rn is given by an n×n matrix with entries in R. Thus the fact that
this diagram commutes is just a condition on the entries in the matrices given by φ
and ψ. This diagram gives general conditions on a pair of matrices which shows that
Y{Mi} is represented by (S[GLn]⊗ S[GLn])/I for an ideal I given by the equations
defined by the above diagram.
Thus we have that Y{Mi} is a closed subfunctor of GL(M1) × GL(M2) and is
represented by an affine group scheme. This concludes the r = 2 case. In order to
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see how this implies the general result, note that the condition placed on Y{Mi}(R)




ρ1 ⊗ IdR- M2 ⊗R
ρ2 ⊗ IdR- . . .
ρr ⊗ IdR- Mr+1 ⊗R
M1 ⊗R
φ1
? ρ1 ⊗ IdR- M2 ⊗R
φ2
? ρ2 ⊗ IdR- . . .
ρr ⊗ IdR- Mr+1 ⊗R
φr
?
Choosing any two of the vertical maps gives a square subcondition which defines
a closed subfunctor of
∏r
i=1GL(Mi)(R) as in the r = 2 case. Thus Y{Mi} can
be realized as a finite intersection of closed subfunctors and hence is closed itself.
Therefore we have shown that Y{Mi} is represented by an affine group scheme as
desired.
An immediate corollary of the above proof is the following.
Corollary A.3.3. The functor Y{Mi} is of finite type over T .
We are now ready to prove the main result of this appendix.
Theorem A.3.4. Locally the chain {Mi} is isomorphic to L ⊗ S. Moreover, the
group scheme that represents Y{Mi} is smooth.
Proof. We choose a k⊗S = S/πS-linear section of the surjection M̄i →Mi/ρ(Mi−1)
and let Ūi ⊂ M̄i be the image of this splitting. We can then lift Ūi to a direct
summand Ui of the S-module Mi such that Ui ⊗ k = Ūi.
To see this, first note that since π is nilpotent in S, we have that πS is a
nilpotent ideal. Now we can use the formal smoothness of the Grassmannian to lift
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Ūi to a direct summand U
′
i of S
n, for some n, of the same rank as Ūi. We then have
the following diagram
Mi -- M̄i
U ′i -- Ūi
??
Thus we can define a map from Mi to U
′
i since Mi is projective. This map is
surjective by Corollary B.0.13. Since U ′i is projective, we have a splitting map from
U ′i to Mi and can define Ui to be the image of this splitting map. Thus we have
that Ui is a direct summand of Mi such that Ui ⊗ k = Ūi as desired.
The Ui may be chosen to be periodic, i.e. such that for each i the morphism
θ induces an isomorphism
θ : Ui−r −→ Ui.
In order to see this, note that you can just define Ui by choosing a particular i,
defining Uj as above for j ∈ {i, i + 1, . . . , i + (r − 1)}, and then define the rest of
the Ui as the images of these particular Uj using the isomorphism θ and the fact
that ρθ = θρ. The last fact is used to show that
θ(Mi/ρ(Mi−1)) = θ(Mi)/ρ(θ(Mi−1)) = Mi+r/ρ(Mi+r−1)







ρ′((ui−(r−1), ui−(r−2), . . . , ui−1, ui)) = (ρ
r−1(ui−(r−1)), ρ
r−2(ui−(r−2)), . . . , ρ(ui−1), ui).
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Thus, by Corollary B.0.13 of Nakayama’s Lemma, we only need to verify this modulo
I := πS. Let us denote by M ′i−k the image of Mi−k in M̄i for a given i. We then
obtain a flag by direct summands
0 ⊂M ′i−r+1 ⊂ · · · ⊂M ′i−1 ⊂ M̄i.
using recursion and Lemma A.3.1. To see this, note that the lemma directly implies
by choosing “i = i− 1” and k = r − 1 that,
M̄i = ρ(Mi−1)/ρ
r(Mi−r)⊕Mi/ρ(Mi−1) = ρ̄(M ′i−1)⊕Mi/ρ(Mi−1).
We then choose “i = i− 2” and k = r − 2 in the lemma to obtain
Mi−1/ρ
r−1(Mi−1) = ρ(Mi−2)/ρ





By continuing this process, we obtain
M̄i = ρ
r−1(Mi−(r−1))/ρ
r(Mi−r)⊕ ρr−2(Mi−(r−2))/ρr−1(Mi−(r−1))⊕ . . .
⊕ ρ(Mi−1)/ρ2(Mi−2)⊕Mi/ρ(Mi−1)
= ρ̄r−1(Ūr−1)⊕ ρ̄r−2(Ūr−2)⊕ · · · ⊕ ρ̄(Ūi−1)⊕ Ūi.
Hence the images of Ūi−k in M̄i define a splitting of the flag. This shows that
the above map is surjective mod πS and hence is surjective. Since the map is a
surjection of projective modules of the same rank, it is an isomorphism.
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For k 6= r− 1, this map is the identity on the summand Ui−k. On Ui−r+1, it induces
the map
πθ : Ui−r+1 −→ Ui.
From this we see that any two chains of type (L) are locally isomorphic, since locally
the S-module Ui is free of the same rank as the k-vector space Λi/Λi−1.
Definition A.3.5. The modules {Ui} defined above are called a splitting of the chain
{Mi}. They are characterized by the property that each Ui is a direct summand of
Mi such that Ūi maps isomorphically to Mi/ρ(Mi−1), and the Ui are periodic with
respect to θ.
We will now show that our functor Y{Mi} is formally smooth. Let I ⊂ S be a
nilpotent ideal. Let {Vi} be a splitting for {Mi ⊗S S/I}.
Recall that the Grassmannian is formally smooth, so we can lift {Vi} to direct
summands {Ui} of {Mi} that have the same rank. We have a map from Ui to
Mi/ρ(Mi−1) defined by Ui ↪→ Mi  Mi/ρ(Mi−1). We want to show that the map
from Ūi to Mi/ρ(Mi−1) is an isomorphism. We will first show that it is surjective.
By Corollary B.0.13, it is enough to check that the map is surjective mod I. Well,
we know it is true mod I since the map just descends to the isomorphism from V̄i to
(Mi⊗S/I)/(ρ(Mi−1)⊗S/I). Now we have a surjection between projective modules
of the same rank, so it is an isomorphism. It is clear that any such {Ui} will be
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periodic by Remark A.1.10. Thus any set of liftings of the Vi to direct summands
Ui of Mi is a splitting for {Mi}.
The formal smoothness of the Y{Mi} is a consequence. Let α be an automor-
phism of {Mi} ⊗S S/I. We find liftings {Ui} and {U ′i} of the splittings {Vi} and
{α(Vi)} respectively. Then the isomorphism Vi → α(Vi) lifts to an isomorphism
Ui → U ′i which is periodic again by Remark A.1.10. Thus we obtain a lifting of α







This completes the proof of the theorem.
The fact that XÃ is smooth now follows from the above theorem by a result in
[Pap]. In Theorem 2.2 of [Pap], Pappas argues that it is enough to check smooth-
ness in this context at points of the special fiber. The above theorem handles the




Let S be a commutative ring with 1.
Definition B.0.6. An S-module M is locally free if Mp is a free Sp-module for every
prime ideal p ⊂ S. We denote the rank of Mp over Sp by rp and call it the local rank
of M at p. Moreover, we say an S-module M has rank r if for every p ⊂ S, rp = r.
Theorem B.0.7. ([B-CA] II, § 5.2 thm. 1) Let M be an S-module. The following
properties are equivalent:
1. M is a finitely generated projective module.
2. M is a finitely presented module and, for every maximal ideal m of S, Mm is
a free Sm-module.
3. M is a finitely generated module which is locally free and the function p→ rp
is locally constant on Spec(S).
4. There exists a family (fi)i∈{1, ... , n} of elements of S, which generate the ideal
S, such that for every i, the Sfi-module Mfi is free of finite rank.
Proposition B.0.8. ([B-CA] II, § 3.2 cor. 2) If M is a finitely generated projective
module over a local ring (S,m) then M is a free S-module.
Remark B.0.9. The above proposition is not stated in exactly this way in Bourbaki,
but it is an easy consequence of the given reference when you consider theorem B.0.7.
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Theorem B.0.10. ([Wat] 11.4, due to Cartier) Hopf algebras over fields of char-
acteristic zero are reduced.
Lemma B.0.11. ([B-CA] II, § 3.3 cor. 5) Let V = Sn and let v1, . . . , vn generate
V over S. Then v1, . . . , vn form a basis for V over S.
Proposition B.0.12 (Nakayama’s Lemma). ([AM] prop. 2.6) Let M be a finitely
generated S-module and let I ⊂ radm(S). If IM = M then M = 0.
Corollary B.0.13. ([AM] cor. 2.7) Let M and I be as above and let N ⊂M be a
submodule. If M = IM +N then M = N .
Proposition B.0.14. ([AM] prop. 3.9) Let φ : M → N be an S-module homomor-
phism. Then the following are equivalent:
1. φ is injective (surjective)
2. φp : Mp → Np is injective (surjective) for every prime ideal p of S.
3. φm : Mm → Nm is injective (surjective) for every maximal ideal m of S.
For any two S-functors X and X ′, let Mor(X,X ′) denote the set of all natural
transformations from X to X ′.
Lemma B.0.15. (Yoneda’s Lemma, [Jan] I 1.3) For any S-algebra R and any
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