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Humans communicate using systems of interconnected stimuli or concepts – from language
and music to literature and science – yet it remains unclear how, if at all, the structure of these
networks supports the communication of information. Although information theory provides
tools to quantify the information produced by a system,1–7 traditional metrics do not account
for the inefficient and biased ways that humans process this information.8–11 Here we develop
an analytical framework to study the information generated by a system as perceived by a
human observer. We demonstrate experimentally that this perceived information depends
critically on a system’s network topology. Applying our framework to several real networks,
we find that they communicate a large amount of information (having high entropy) and do so
efficiently (maintaining low divergence from human expectations). Moreover, we show that
such efficient communication arises in networks that are simultaneously heterogeneous, with
high-degree hubs, and clustered, with tightly-connected modules – the two defining features
of hierarchical organization. Together, these results suggest that many real networks are
constrained by the pressures of information transmission, and that these pressures select for
specific structural features.
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Humans receive information in discrete chunks, which transition from one to another – as
words in a sentence or notes in a musical progression – to create coherent messages. The net-
works formed by these chunks (nodes) and transitions (edges) encode the structure of allowed
messages, fundamentally constraining the ways that we communicate with one another. Although
attempts to study the information properties of such transition networks date to the foundation of
information theory itself,1 with applications to linguistics,6, 8 music theory,7 social and information
networks,2, 3 the Internet,4 and transportation,5 fundamental questions concerning the impact of
network structure on how humans process information remain unanswered. The primary difficulty
is accounting for the human perspective: formally, a message’s information content is not inherent,
but rather depends crucially on the expectations (or prior probabilities) of a receiver.1, 8, 12 Whereas
for computers prior probabilities are often prescribed, human expectations are biased9 and differ
from person to person,8 with important consequences for behavior10 and cognition.11 Recently,
advances in psychology and neuroscience have shed light on how humans learn and internally es-
timate the structure of complex probabilistic systems.13–17 Given this progress, it is now possible
and compelling to build a framework to quantify human information processing and to consider
what types of networks support efficient communication.
We set out to study the amount of information a human perceives when observing a sequence
of stimuli. Naturally, one might expect a human to perceive roughly the same amount of informa-
tion as is being produced by a sequence, or its entropy.1, 12 Here, to motivate our analytic results,
we carry out a set of experiments showing that these two quantities – perceived information and
produced information (entropy) – differ systematically. To measure perceived information, we em-
ploy a paradigm recently developed in statistical learning,15–17 presenting subjects with sequences
of stimuli on a screen (Fig. 1a) and asking them to respond to each stimulus by pressing the indi-
cated keys on a keyboard (Fig. 1b). Although many real communication systems have long-range
correlations, the production of information is traditionally modeled using a Markov process,1, 12
or equivalently, a random walk on a (possibly weighted, directed) network.2 Therefore, we assign
each stimulus to a node in an underlying network, and we stipulate the order of sequences using
random walks (Fig. 1a; Methods). By measuring subjects’ reaction times, we can infer how much
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information they perceive: slow reactions reflect surprising transitions (with high perceived infor-
mation) , while fast reactions indicate expected transitions (with low perceived information).10, 16, 17
The amount of information produced by a transition from one stimulus i to another j is log ki,
where ki is the degree of node i.12 Indeed, subjects’ reaction times are remarkably well-predicted
by this quantity, with each additional bit of information inducing a linear 32 ms increase in reaction
times (Fig. 1c). However, even if we present subjects with networks of constant degree – forcing
each transition to produce identical information – we still discover consistent variations in reaction
times driven by network topology. For example, consider the modular network in Fig. 1d, which
by symmetry only contains three types of transitions. Each transition produces reaction times that
are distinct from the other two (Fig. 1e), with transitions between or at the boundaries of modules
generating more surprise than those deep within a module. Moreover, when compared against
random networks of constant degree, reactions in the modular graph are significantly faster overall
(Fig. 1f), indicating a decrease in perceived information. Together, these results reveal that humans
perceive information, beyond the information produced by a sequence, in a manner that depends
systematically on network topology.
The differences between perceived information and produced information (entropy) stem
from the inaccuracy of human expectations. While a transition i → j produces − logPij bits of
information, where P is the transition probability matrix, a person with expectations based on an
estimated transition matrix Pˆ will perceive − log Pˆij bits of information. Although several models
have been proposed for how humans estimate probabilistic systems,14, 15 converging evidence in-
dicates that humans integrate sequential signals over time,17–19 yielding expectations that include
higher powers of the transition matrix: Pˆ = C
∑∞
t=0 g(t)P
t+1, where g(t) ≥ 0 is a decreasing
function and C = (
∑
t g(t))
−1 is a normalization constant. We study a number of choices for g(t)
in Supplemental Sec. 6.2, but here we focus on the specific example g(t) = ηt, where η ∈ (0, 1)
represents the inaccuracy of a person’s expectations. We note that this model can be derived from
temporal context learning in psychology,19 appears in reinforcement learning,18, 19 and emerges
from the free energy principle in physics.17 Inferring η from each subject’s reaction times (Meth-
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Fig. 1 | Human behavioral experiments reveal the dependence of perceived information
on network topology.
a, b, Experimental setup for serial reaction time tasks. Subjects are shown sequences of
1500 stimuli, each consisting of five squares with one or two highlighted in red, the order of
which is determined by a random walk on an underlying network (a). Subjects press keys
on a keyboard corresponding to the highlighted squares (b). c, Reaction times, averaged
over all transitions following nodes of a given degree k, compared with the entropy of the
transition log k (Pearson correlation coefficient rp = 0.99, p < 0.001). A random network of
N = 15 nodes and E = 30 edges is generated for each subject (177 subjects). Additionally, to
account for inter-subject variability, we estimate a mixed effects model, finding an effect size of
26 ms/bit (p < 0.001; Supplementary Sec. 5.1). d, Modular network with three modules of five
nodes each. e, f, Effects of network topology on reaction times after controlling for entropy.
Effect sizes and p-values are estimated using mixed effects models (Supplementary Sec. 5.2
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and 5.3). In the modular network, each type of transition produces reaction times distinct
from the other two (e; 173 subjects). Compared with random networks of equal entropy –
that is, random networks of constant degree 4 – the modular network induces consistently
faster reactions (f; 84 subjects). g, Internal estimate Pˆ of the transition probabilities in the
modular network for η → 0 (left), η → 1 (right), and intermediate η (middle). Percentages
indicate proportion of subjects, across all tasks, whose behavior corresponds to each category
(Supplementary Sec. 4). h, Cross entropy S(P, Pˆ ) as a function of η for all k-4 networks of
N = 15 nodes (shaded region), the average over all k-4 networks (dashed line), and the
modular network (solid line).
ods), we find that 10% of subjects hold exact estimates of the transition structure (η → 0), while
21% have expectations that are completely disordered (η → 1; Fig. 1g). Importantly, most people’s
expectations are only partially disordered (Fig. S1), which yields an increase in perceived infor-
mation for between- versus within-module transitions in the modular network (Figs. 1g and S2).
In turn, this difference in perceived information explains the effects on reaction times observed in
the modular network (Fig. 1e).
We are now prepared to study the perceived information of an entire communication system.
Averaging over the random walk process, we have 〈− log Pˆij〉P = −
∑
ij piiPij log Pˆij , where pi is
the stationary distribution of P . Interestingly, this quantity – known as the cross entropy S(P, Pˆ )
between P and Pˆ – splits naturally into the entropy S(P ), or the amount of produced information,
and the KL divergence DKL(P ||Pˆ ), or the inefficiency of the observer’s expectations:
〈− log Pˆij〉P︸ ︷︷ ︸
S(P, Pˆ )
= 〈− logPij〉P︸ ︷︷ ︸
S(P )
+ 〈− log Pˆij
Pij
〉P︸ ︷︷ ︸
DKL(P ||Pˆ )
. (1)
This relationship has a number of immediate consequences, including the fact that perceived infor-
mation S(P, Pˆ ) is lower bounded by produced information S(P ) (since DKL(P ||Pˆ ) ≥ 0) and that
inefficiency is minimized when a person’s expectations are exact (sinceDKL(P ||Pˆ ) = 0 only when
Pˆ = P ).12 For example, consider the set of degree-4 networks from our human experiments (Fig.
1f). While all such networks have identical entropy, their differing topologies induce a range of
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cross entropies (Fig. 1h). Notably, the modular graph displays relatively low cross entropy across
all values of η, thus matching the observed decrease in subjects’ reaction times (Fig. 1f).
Using the framework developed above, we are ultimately interested in characterizing the
perceived information generated by real communication systems. The networks chosen (Table 1)
have all either evolved or been designed to communicate information through sequences of stimuli
(such as words or notes) or concepts (such as scientific papers, websites, or social interactions).
Strikingly, we find that the networks share two consistent properties: they produce large amounts
of information (high entropy; Fig. 2a) while at the same time maintaining low inefficiency (low
KL divergence; Fig. 2b). Specifically, these properties hold relative to completely randomized
versions of the networks (Table 1). Interestingly, different network types exhibit these information
properties to varying degrees (Fig. 2c). For example, language networks have the highest entropy
but also the highest KL divergence, perhaps reflecting the pressure on language to maximize in-
formation rate. Meanwhile, music networks are low in both entropy and KL divergence, mirroring
their role as a means for entertainment rather than rapid communication. If we instead compare the
real networks against randomized versions that preserve node degrees,20 we find that the entropy
is unchanged (Fig. 2d), indicating that produced information depends only on the degree distribu-
tion. By contrast, even compared to these entropy-preserving networks, the KL divergence of real
networks remains low (Fig. 2e). We verify that these results hold for (i) various values of η, (ii)
different models for Pˆ , and (iii) directed versions of the above networks (Supplementary Sec. 6).
Given the high entropy and low KL divergence displayed by real networks, it is natural to
wonder what structural features give rise to these properties. To begin, for undirected networks
one can show that S =
∑
i ki log ki, confirming that the entropy of a network is determined by
its degree sequence (Fig. 2d). It is clear that the entropy grows with increasing node degrees,
supporting the intuition that denser networks yield more complex random walks. Moreover, since
S is convex in k, the entropy is larger for networks with a small number of high-degree nodes and
many low-degree nodes. Interestingly, such heterogeneous structure is characteristic of scale-free
networks21 and has been observed in human language,22 the Internet,21 and social networks.23 To
7
Table 1 | Properties of the real communication networks examined in this paper
Type / Name N E Sreal (bits) Srand (bits) DrealKL (bits) DrandKL (bits)
Language (word transitions)
Shakespeare 11,234 97,892 6.15 4.16 1.74 2.17
Homer 3,556 23,608 5.25 3.79 1.75 2.12
Plato 2,271 9,796 4.41 3.19 1.74 2.04
Jane Austen 1,994 12,120 4.92 3.66 1.71 2.10
William Blake 370 781 2.59 2.24 1.64 1.77
Miguel de Cervantes 6,090 43,682 5.55 3.89 1.76 2.14
Walt Whitman 4,791 16,526 4.24 2.89 1.76 2.00
Semantic relationships
Bible 1,707 9,059 4.31 3.48 1.45 2.07
Les Miserables 77 254 3.25 2.82 0.84 1.65
Edinburgh Thesaurus 7,754 226,518 6.26 5.88 2.07 2.21
Roget Thesaurus 904 3,447 3.19 3.02 1.76 1.99
Glossary terms 60 114 2.32 2.09 1.29 1.55
FOLDOC 13,274 90,736 4.11 3.83 1.72 2.14
ODLIS 1,802 12,378 4.59 3.83 1.70 2.11
World Wide Web
Google internal 12,354 142,296 6.15 4.56 1.35 2.19
Education 2,622 6,065 3.01 2.36 0.92 1.85
EPA 2,232 6,876 3.34 2.74 1.75 1.95
Indochina 9,638 45,886 3.88 3.33 0.58 2.08
2004 Election blogs 793 13,484 5.78 5.11 1.36 2.01
Spam 3,796 36,404 5.30 4.30 1.66 2.16
WebBase 6,843 16,374 3.48 2.41 1.09 1.87
Citations
arXiv Hep-Ph 12,711 139,500 5.02 4.49 1.68 2.19
arXiv Hep-Th 7,464 115,932 5.56 4.98 1.64 2.20
Cora 3,991 16,621 3.50 3.14 1.48 2.04
DBLP 240 858 3.30 2.93 1.37 1.88
Social relationships
Facebook 13,130 75,562 4.22 3.59 1.78 2.11
arXiv Astr-Ph 17,903 196,972 5.39 4.49 1.41 2.19
Adolescent health 2,155 8,970 3.22 3.14 1.78 2.03
Highschool 67 267 3.11 3.07 1.15 1.57
Jazz 198 2,742 5.09 4.81 0.94 1.61
Karate club 34 78 2.58 2.32 1.05 1.40
Music (note transitions)
Thriller – Michael Jackson 67 446 4.03 3.78 0.76 1.38
Hard Day’s Night – Beatles 41 212 3.62 3.42 0.49 1.21
Bohemian Rhapsody – Queen 71 961 5.01 4.77 0.55 0.95
Africa – Toto 39 163 3.41 3.13 0.84 1.29
Sonata No 11 – Mozart 55 354 3.91 3.73 0.83 1.28
Sonata No 23 – Beethoven 69 900 4.86 4.72 0.65 0.96
Nocturne Op 9-2 – Chopin 59 303 3.62 3.42 0.95 1.43
Clavier Fugue 13 – Bach 40 143 3.06 2.92 0.89 1.37
Ballade Op 10-1 – Brahms 69 670 4.42 4.31 0.80 1.18
For each network we list its type and name, number of nodes N and edges E, entropy of the real network Sreal
and after randomizing the edges Srand, and KL divergence of the real network DrealKL and after randomization D
rand
KL
with η set to the average value 0.80 from our experiments. Srand andDrandKL are averaged over 100 randomizations.
For descriptions and references see Supplementary Sec. 10.
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Fig. 2 | The entropy and KL divergence of real networks.
a, Entropy of fully randomized versions of the networks listed in Table 1 (Srand) compared with
the true value (Sreal). b, KL divergence of fully randomized versions of the real networks (DrandKL )
compared with the true value (DrealKL ), with η set to the average value 0.80 from our experiments
(Supplementary Sec. 4). c, Difference between Sreal and Srand (top) and difference between
DrealKL and D
rand
KL (bottom) for different network types, with error bars indicating standard devia-
tion over networks of each type. d, Entropy of degree-preserving randomized networks (Sdeg)
compared with Sreal. e, KL divergence of degree-preserving randomized networks (DdegKL ) com-
pared with DrealKL with fixed η = 0.80. In panels a, b, d, and e, data points and error bars
(standard deviations) are estimated from 100 realizations of the randomized networks. All
networks are undirected; for examination of directed versions see Supplementary Sec. 6.
investigate the relationship between a network’s entropy and its degree distribution, we can derive
a number of analytic results in the thermodynamic limit N →∞ (Supplementary Sec. 7). For ex-
ample, the entropy of an Erdo¨s-Re´nyi network is given by S ≈ log〈k〉 for large average degree 〈k〉.
For scale-free networks with degree exponent γ (Fig. 3a), we find that S = log〈k〉+ 1
γ−2− log γ−1γ−2 ,
indicating that γ = 2 is a critical exponent since the entropy diverges as γ → 2. Generating ensem-
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bles of Erdo¨s-Re´nyi and scale-free networks, we numerically verify the logarithmic dependence
of S on 〈k〉 (Fig. 3b). Moreover, we find that S increases for decreasing γ (Fig. 3c), suggesting
that the entropy grows with increasing degree heterogeneity, which we also confirm numerically
(Fig. 3d). This final result reveals that, after controlling for edge density, the entropy is largest for
networks with heavy-tailed degree distributions.
In contrast to the entropy, the KL divergence depends on the expectations of an observer.
As these expectations become more accurate (that is, as η decreases), we expect DKL(P ||Pˆ ) to
decrease (Fig. 1h). For an undirected network with adjacency matrixG, we can expand in the limit
of small η to find that DKL ≈ − log(1− η)− η2E ln 2
∑
i
1
ki
4i, where4i = (G3)ii is the number of
(possibly weighted) triangles involving node i (Supplementary Sec. 8). In addition to decreasing
with η, we see that DKL is smaller for networks with a large number of triangles, explaining,
for example, the low KL divergence of the modular network (Fig. 1h). Indeed, an abundance of
triangles is typically associated with modular structure, a ubiquitous feature of real communication
networks, from social and scientific interactions2, 26 to language27 and the Internet.28 To investigate
the impact of modularity on the KL divergence, we can derive analytic expressions for DKL that
hold for all values of η in the thermodynamic limit (Supplementary Sec. 8). For example, the KL
divergence of an Erdo¨s-Re´nyi network is given by DKL = − log(1− η). For block networks with
communities of size n and a fraction of within-community edges f (Fig. 3e), we find that DKL =
− log
[
1− η
(
1− 〈k〉
n
(1−η)f3
1−ηf
)]
. Generating sets of Erdo¨s-Re´nyi and block networks, we confirm
the analytic predictions that DKL grows with increasing η (Fig. 3f) and decreases for increasing
modularity (Fig. 1g) and clustering (Fig. 1h). Therefore, even after controlling for the inaccuracy
η of human expectations, we find that modular organization helps to decrease communication
inefficiency.
To attain both the high entropy and low KL divergence observed in real systems, it appears
that networks must be simultaneously heterogeneous and modular, the two defining features of
hierarchical organization.29 In order to test this hypothesis, we develop a model that combines the
heterogeneous degrees of scale-free networks with the modular structure of block networks (Fig.
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Fig. 3 | The impact of network topology on entropy and KL divergence.
a, Scale-free (SF) network, characterized by a power-law degree distribution and the pres-
ence of high-degree hub nodes. b, Entropy as a function of 〈k〉 for Erdo¨s-Re´nyi (ER) and
SF networks with different values of γ. Data points are exact calculations for ER and SF
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networks generated using the static model24 with N = 104. Lines are derived from the ex-
pected degree distributions: dashed lines are numerical results for N = 104 and solid lines
are analytic results for N →∞ (Supplementary Sec. 7). Note that the thermodynamic limit for
γ = 2.1 does not appear in the displayed range. c, Entropy as a function of γ for SF networks
with fixed 〈k〉. In the thermodynamic limit (solid lines), the entropy diverges as γ → 2, while
the analytic results are nearly exact for γ > 3. d, Entropy as a function of degree hetero-
geneity H = 〈|ki − kj|〉/〈k〉, where 〈|ki − kj|〉 is the absolute difference in degrees averaged
over all pairs of nodes,25 for SF networks with fixed 〈k〉 and variable γ. e, Stochastic block
(SB) network, characterized by dense connectivity within communities and sparse connectiv-
ity between communities. f, KL divergence as a function of η for ER and SB networks with
communities of size n = 100 and different values of f . Data points are exact calculations
for networks with N = 104 and 〈k〉 = 100, and lines are analytic calculations for N = 104
(dashed) and N → ∞ (solid; Supplementary Sec. 8). g, KL divergence as a function of f for
SB networks with fixed η. The analytic results are nearly exact for η < 0.8. h, KL divergence
as a function of the average clustering coefficient for SB networks with fixed η and variable f .
i, Hierarchically modular (HM) network, characterized by a power-law degree distribution and
modular structure (Supplementary Sec. 9). j, Entropy as a function of γ and f for HM networks
with N = 104, 〈k〉 = 100, and n = 100. k, KL divergence as a function of γ and f for HM net-
works with η set to the average value 0.80 from our experiments. l, Average entropies and KL
divergences of real and model networks compared to fully randomized versions. Data points
are averages over the set of networks in Table 1, where for each real network we generate SF
networks with variable γ (red), SB networks with communities of size n ≈ √N and variable f
(blue), and HM networks with n ≈ √N and variable γ (fixed f = 0.72; light green) or variable
f (fixed γ = 2.2; dark green), all with N and E equal to the real network. HM networks with
γ = 2.2 and f = 0.72 match the average entropy and KL divergence of real networks.
3i; Supplementary Sec. 9). By adjusting γ and f , we show that these hierarchically modular net-
works display both a range of entropies (Fig. 3j) and KL divergences (Fig. 3k). In fact, while
scale-free networks do not exhibit the low KL divergence of real networks nor do block networks
display their high entropy, we find that hierarchically modular networks can attain both proper-
ties (Fig. 3l). Taken together, these results indicate that heterogeneity and modularity, precisely
the features commonly observed in real communication systems,2, 21–23, 26–29 are both required to
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achieve high information production and low inefficiency.
In this study, we develop tools to quantify human information processing in complex net-
works. We find that real networks support the rapid and efficient transmission of information, and
that this efficient communication emerges as a consequence of hierarchical organization. These
results raise a number of questions concerning the relationship between human cognition and the
structure of communication systems. For example, how has language evolved over time – or per-
haps even co-evolved with the brain30 – to facilitate information transmission? Furthermore, how
can we design communication systems, from technology31 to classroom lectures,32 to optimize ef-
ficient communication? The framework presented here provides the mathematical tools to begin
answering these questions.
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Methods
Experimental setup. Subjects performed a self-paced serial reaction time task using a computer screen and keyboard.
Each stimulus was presented as a horizontal row of five grey squares; all five squares were shown at all times. The
squares corresponded spatially with the keys ‘Space’, ‘H’, ‘J’, ‘K’, and ‘L’ (Fig. 1b). To indicate a target key or pair
of keys for the subject to press, the corresponding squares would become outlined in red (Fig. 1a). When subjects
pressed the correct key combination, the squares on the screen would immediately display the next stimulus. If an
incorrect key or pair of keys was pressed, the message ‘Error!’ was displayed on the screen below the stimulus and
remained until the subject pressed the correct key(s). The order in which stimuli were presented to each subject was
determined by a random walk on a network of N = 15 nodes. For each subject, one of the 15 key combinations was
randomly assigned to each node in the network (Fig. 1a).
In the first experiment, each subject was assigned a random Erdo¨s-Re´nyi network with E = 30 edges. In the
second experiment, all subjects responded to sequences of stimuli drawn from the modular network (Fig. 1d). We
remark that each node in the modular network is connected to four other nodes, so the entropy of each transition was
a constant − log 14 = 2 bits. Some subjects performed both of the first two experiments in back to back stages, with
the order of the experiments counterbalanced across subjects. In the third experiment, subjects underwent two stages.
In one stage subjects responded to stimuli drawn from the modular network, while in the other stage each subject was
assigned a random k-4 network. The order of the two stages was counterbalanced. For each stage of each experiment,
subjects responded to sequences of 1500 stimuli.
Experimental procedures. All participants provided informed consent in writing and experimental methods were
approved by the Institutional Review Board of the University of Pennsylvania. In total, we recruited 363 unique
participants to complete our studies on Amazon’s Mechanical Turk: 106 completed just the first experiment, 102
completed just the second experiment, 71 completed both the first and second experiments in back-to-back stages, and
84 completed the third experiment. Worker IDs were used to exclude duplicate participants between experiments, and
all participants were financially remunerated for their time. In the first two experiments, subjects were paid $3-$11 for
up to an estimated 30-60 minutes: $3 per network for up to two networks, $2 per network for correctly responding on
at least 90% of the trials, and $1 for completing two stages. In the third experiment, subjects were paid up to $9 for an
estimated 60 minutes: $5 for completing the experiment and $2 for correctly responding on at least 90% of the trials
on each stage.
Data analysis. To make inferences about subjects’ internal expectations based upon their reaction times, we excluded
all trials in which subjects responded incorrectly. We also excluded reaction times that were implausible, either three
standard deviations from a subject’s mean reaction time, below 100 ms, or over 3500 ms.
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Measuring the effects of topology on reaction times. In order to estimate the effects of network topology on subjects’
reaction times, one must overcome large inter-subject variability. To do so, we used linear mixed effects models, which
have become prominent in human research where many measurements are made for each subject.33 Compared with
standard linear models, mixed effects models allow for differentiation between effects that are subject-specific and
those that are representative of the prototypical individual in our experiments. Here, all models were fit using the
fitlme function in MATLAB (R2018a), and random effects were chosen as the maximal structure that (i) allowed
the model to converge and (ii) did not include effects whose 95% confidence intervals overlapped with zero. In what
follows, when referring to our mixed effects models, we employ the standard R notation.
For the first experiment, in order to measure the impact of entropy on reaction times (Fig. 1c), we regressed
out a number of biomechanical dependencies: (i) variability due to the different button combinations, (ii) the natural
quickening of reactions with trial number, and (iii) the change in reaction times between stages. We also regressed
out the effects of recency on subjects’ reaction times. Specifically, we fit a mixed effects model with the formula
‘RT ∼ log(Trial) ∗ Stage + Target + Recency + (1 + log(Trial) ∗ Stage + Recency | ID)’, where RT is the reaction
time, Trial is the trial number (it is common to consider log(Trial) rather than the trial number itself16, 17), Stage is the
stage of the experiment, Target is the target button combination, Recency is the number of trials since the last instance
of the current stimulus, and ID is each subject’s unique ID.
For the second experiment, to measure differences in reaction times between transitions in the modular network
(Fig. 1e), we fit a mixed effects model of the form ‘RT ∼ log(Trial) ∗ Stage+Target+Recency+Trans Type+(1+
log(Trial) ∗ Stage + Recency | ID)’, where Trans Type is a dummy variable representing the type of transition (Fig.
1d) and the other variables are defined above. The three models for the three different comparisons are summarized in
Tables S2-S4.
For the third experiment, to measure the difference in reaction times between the modular network and random
k-4 networks (Fig. 1f), we fit a mixed effects model of the form ‘RT ∼ log(Trial) ∗ Stage + Target + Recency +
Graph+ (1+ log(Trial) ∗ Stage+Recency | ID)’, where Graph is a dummy variable representing the type of network
(either modular or random k-4). This model is summarized in Table S5.
Estimating η values. Given a choice for the parameter η, and given a sequence of past nodes x1, . . . , xt−1, the
internal expectation of the next node xt is predicted to be Pˆxt−1,xt . We predict subjects’ reaction times r(t) using
the linear model rˆ(t) = r0 − r1 log Pˆxt−1,xt , where − log Pˆxt−1,xt is the predicted perceived information at time t.
Before estimating η, r0, and r1, we regress out subjects’ biomechanical dependencies using the mixed effects model
‘RT ∼ log(Trial) ∗ Stage + Target + Recency + (1 + log(Trial) ∗ Stage + Recency | ID)’, where all variables are
defined above. Then, to estimate the model parameters that best describe a subject’s reactions, we minimize the root-
mean-square error (RMSE) with respect to each subject’s reaction times. We note that, given a choice for η, the linear
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parameters r0 and r1 can be calculated analytically. Thus, the estimation problem can be restated as a one-dimensional
minimization problem; that is, minimizing RMSE with respect to η. To find the global minimum, we began by
calculating RMSE along 101 values for η between 0 and 1. Then, starting at the minimum value of this search, we
performed gradient descent until the gradient ∂RMSE∂η fell below an absolute value of 10
−6. The resulting distributions
of model parameters over subjects are shown in Supplementary Fig. 1. For more details, see Supplementary Sec. 4.
Data Availability
The data that support the findings of this study are available from the corresponding author upon
request.
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Supplementary Information Supplementary text and figures accompany this paper.
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Supplementary Information
Human information processing in complex networks
1 Introduction
In this Supplementary Information, we provide extended analysis and discussion to support the
results presented in the main text. In Sec. 2, we clarify the fundamental differences between our
work and previous research on human information processing and complex networks. In Sec. 3,
we give a brief introduction to information theory and provide explicit definitions for the quanti-
ties discussed in the main text. In Sec. 4, we introduce existing research studying how humans
form expectations about complex transition networks. In Sec. 5, we present the effects of graph
topology on human reaction times measured in our serial response experiments. We begin in Sec.
5 by demonstrating the impact of entropy on reaction times and then proceed to describe effects
beyond entropy (Sec. 5, 5). In Sec. 6, we verify that our conclusions concerning the information
properties of real networks hold for (i) various values of η (Sec. 6), (ii) different models of in-
ternal representations (Sec. 6), and (iii) directed versions of the real networks (Sec. 6). In Sec.
7, we derive analytic results for the entropies of various canonical network families. In Sec. 8,
we derive a number of analytic results concerning the KL divergence between random walks and
human expectations. In Sec. 9, we develop a generative model of hierarchically modular networks
that combines the heterogeneity of scale-free networks with the community structure of stochastic
block networks. Finally, in Sec. 10, the real networks analyzed in this work are listed and briefly
described.
2 Previous work
Our work builds on a long record of research in information theory,1, 12 network science,34, 35 and
cognitive science.13, 36, 37 Here, we clarify the relationships and differences between our work and
earlier research in these areas. In particular, we emphasize two main points:
1. In the study of complex networks, traditional definitions of network complexity focus on
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the structure of a network itself.2–5, 34, 35 While characterizing the inherent complexity of
a network is a fascinating problem with numerous applications, many complex systems –
from language and music to social networks and literature – exist for the sole purpose of
communicating information with and between humans. Therefore, to fully understand the
structure of these communication networks, one must consider the perspective of a human
observer. In this work, we show that this shift in perspective from inherent complexity to
perceived complexity can be formally defined using information theory and provides critical
insights into the structure of real communication networks.
2. Significant research in cognitive science and statistical learning has studied how humans
build internal expectations about the world around them,13–16, 36–38 generating deep insights
about human learning and behavior. Building upon this work, we consider a complimentary
problem that has received far less attention: Given a model of human expectations, what
types of structures support efficient human communication? The answer to this question
may shed light on the organization of real communication systems and help us to design new
systems with desirable properties.
2.1 – Definitions of network entropy. Information theory has been linked with network science
since its inception, when Shannon estimated the entropy rate of the English language by studying
a random walk on the network of word transitions in a book.1 Since then, information theory has
been used extensively to characterize the structure and function of complex networks.2–5, 34, 35, 39–41
Of particular interest are ongoing efforts studying the entropies of random walks on complex net-
works. For example, the entropies of a number of canonical network families have been derived, in-
cluding constant-degree networks12 and power-law distributed networks.3 Meanwhile, researchers
have developed strategies for maximizing the entropy of random walks by tuning the edge weights
in a network,41–44 and it is now known that temporal regularities in random walks reveal key aspects
of modularity and community structure.2, 39
Our work extends these efforts by taking into account human expectations. Specifically,
we consider the cross entropy (or perceived information) of random walks relative to human ex-
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pectations, which can be broken down into network entropy (or produced information) and KL
divergence (or the inefficiency of human expectations). Importantly, we discover that the entropy
and KL divergence characterize distinct aspects of network structure: while entropy is driven by
degree heterogeneity, the KL divergence is determined by a network’s modular organization. Ad-
ditionally, we provide a number of novel results concerning network entropy and KL divergence
that may be of independent interest. These include analytic approximations for the entropies of
networks with Poisson and exponential degree distributions as well as static model networks (see
Supplementary Sec. 7) and the KL divergences of Erdo¨s-Re´nyi and stochastic block networks (see
Supplementary Sec. 8).
2.2 – Human information processing. Efforts to relate human cognition to information theory
have a rich history, spanning the fields of cognitive science, psychology, and neuroscience. For
example, information theory has been used to study linguistics,6, 8 decision-making,9, 45 Bayesian
learning,46 neural coding,47 and vision.48 In fact, the relativity of information – the notion that
the amount of information conveyed by a message depends not just on the inherent complexity of
the message, but also on the expectations of a receiver – was previously studied in linguistics to
understand the dependence of meaning in language on context.8 To quantify perceived information,
however, one requires a mathematical model of human expectations.
Here, we employ recent models from cognitive science and statistical learning to quantita-
tively study perceived information. In particular, our experimental results build upon a long line
of research in cognitive science linking human reaction times to information processing10, 49 as
well as efforts in statistical learning investigating the relationship between human expectations
and the network structure of probabilistic transitions.13–17, 36–38, 50, 51 Additionally, our analytical re-
sults leverage mathematical models of human expectations that have roots in temporal context
and temporal difference learning19, 52 and also appear in reinforcement learning18, 53 and statistical
learning.15, 17 Using these models of human expectations Pˆ , we are able to quantify the amount of
information 〈− log Pˆ 〉 that a human perceives when observing a sequence of stimuli.
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3 Perceived information
We introduce a specific definition for the information of a sequence of stimuli as perceived by a
human observer. We assume that the sequence is generated according to a Markov process with
transition probability matrix P . The amount of information produced by a transition from one
stimulus i to another stimulus j is − logPij .1 To quantify the amount of information produced by
the entire sequence (per stimulus), one averages this quantity over the Markov process,12
〈− logPij〉P = −
∑
i
pii
∑
j
Pij logPij, (2)
where pi is the stationary distribution defined by the stationary condition piᵀ = piᵀP . The average
quantity in Eq. (2) is known as the entropy rate of the sequence, although it is often referred to
simply as the entropy, and it is denoted by S(P ).
While the entropy rate quantifies the amount of information produced by a sequence, we
are interested in studying the amount of information that a human perceives when observing such
a sequence. Consider a human observer with expectations based on an internal estimate of the
transition probabilities Pˆ . When observing a transition from one stimulus i to another stimulus
j, the observer perceives − log Pˆij bits of information, which, when averaged over the Markov
process, takes the form
〈− log Pˆij〉P = −
∑
i
pii
∑
j
Pij log Pˆij. (3)
This quantity is the cross entropy rate (or simply the cross entropy) S(P, Pˆ ) between the Markov
process P and the observer’s expectations Pˆ .
3.1 – Cross entropy. If the observer’s expectations are exact (that is, if Pˆ = P ), then the cross en-
tropy (Eq. (3)) reduces to the entropy (Eq. (2)); in other words, if the observer correctly anticipates
the frequency of stimuli, then the amount of information they perceive equals the amount of infor-
mation produced by the sequence itself. However, if the observer’s expectations differ from reality
(that is, if Pˆ 6= P ), then the observer perceives additional information. To see this relationship, we
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consider the simple identity,
S(P, Pˆ ) = S(P ) +DKL(P ||Pˆ ), (4)
where DKL(P ||Pˆ ) is the Kullback-Leibler (KL) divergence between P and Pˆ , defined by
DKL(P ||Pˆ ) = 〈− log Pˆij
Pˆij
〉P = −
∑
i
pii
∑
j
Pij log
Pˆij
Pij
. (5)
Gibbs’ inequality12 states that DKL(P ||Pˆ ) ≥ 0 for all P and Pˆ , and that DKL(P ||Pˆ ) = 0 only if
Pˆ = P . Therefore, we see that the perceived information (or cross entropy) is lower-bounded by
the produced information (or entropy).
3.2 – Random walks on a network. Every stationary Markov process is equivalent to a random
walk on an underlying (possibly weighted, directed) network, where each state is encoded as a node
in the network. Specifically, given a transition probability matrix P , one can choose an adjacency
matrix G such that
Pij =
1
kouti
Gij, (6)
where kouti =
∑
j Gij is the out-degree of node i. To develop a number of analytic results, we
briefly consider the special case of an undirected network. In this case, the out-degree of a node
i is referred to simply as its degree ki. If G is connected, then there exists a unique stationary
distribution over nodes, and it is proportional to the degree vector, such that pi = 1
2E
k, where
E = 1
2
∑
ij Gij is the number of edges in the network. Therefore, for random walks on a connected,
undirected network, we find that the cross entropy can be written as
S(P, Pˆ ) = − 1
2E
∑
ij
Gij log Pˆij, (7)
reflecting a weighted average of − log Pˆij over the edges in the network. Moreover, if we further
restrict our focus to unweighted networks, then the entropy takes a particularly simple form:3
S(P ) =
1
2E
∑
i
ki log ki. (8)
In this case, it is clear that the entropy of a random walk is uniquely defined by the degree sequence
of the network,12 a result that is verified numerically for real networks in Fig. 2d.
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4 Human expectations
When observing sequences of stimuli, humans constantly rely on their internal estimate of the
transition structure to anticipate what is coming next.49, 54–57 Indeed, building expectations about
probabilistic relationships allows humans to perform abstract reasoning,58 produce language,59
develop social intuition,60, 61 and segment streams of stimuli into self-similar parcels.62 Moreover,
as discussed above, a person’s internal expectations, defined by the estimated transition probability
matrix Pˆ , determine the amount of information S(P, Pˆ ) that they receive from a transition structure
defined by P . To study the cross entropy S(P, Pˆ ), we require a model Pˆ = f(P ) of how humans
internally estimate transition structures in the world around them.
4.1 – Temporal integration of stimuli. Models describing how humans learn and estimate transi-
tion structures typically stem from Bayesian inference60, 63, 64 or notions of hierarchical learning.14, 36, 38, 65
A common thread across many models is that humans relate stimuli that are not directly adjacent
in time.15, 54 These non-adjacent relationships have been hypothesized to reflect planning for the
future,19, 53 context-dependent memory effects,52, 66 and even errors in optimal Bayesian learning.17
Independent of the underlying mechanisms, the fact that humans relate non-adjacent stimuli re-
sults in a common functional form for the expectations Pˆ where the true transition structure P is
integrated over time. Mathematically, this means that Pˆ includes higher powers of P :
Pˆ = C(g(1)P + g(2)P 2 + . . .) = C
∞∑
t=1
g(t)P t, (9)
with progressively higher powers downweighted by a decreasing function g(t) ≥ 0, where C =
(
∑∞
t=1 g(t))
−1 is a normalization constant.
There exist a number of simple choices for the function g(t). For example, if people’s inte-
gration of the transition structure drops off as a power law, then we have g(t) = t−α with power-law
exponent α > 1. Instead, if the integration drops off with the factorial of t (that is, if g(t) = 1/t!),
then Pˆ = (eP − I)/(e − 1), where eP is the matrix exponential, which is closely related to the
communicability of P from graph theory.67 In Sec. 6 we study the information properties of real
networks under these alternative representation models, finding qualitatively the same results as
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those described in the main text.
4.2 – Exponential model. Throughout the main text, we focus on a specific model for Pˆ in which
the integration of the transition structure drops off exponentially, such that g(t) = ηt−1, where η ∈
(0, 1) is the integration constant. This model is closely related to the successor representation from
reinforcement learning,18, 53 which can be derived from temporal context and temporal difference
learning,19 and can independently be shown to arise from errors in human cognition.17 The model
takes a concise analytic form,
Pˆ = (1− η)P (I − ηP )−1. (10)
In the limit η → 0, we see that Pˆ → P , and hence the estimate becomes equivalent to the true
transition structure P (Fig. S1a). By contrast, in the limit η → 1, we find that Pˆ → 1piᵀ, where
1 is the vector of all ones and pi is the stationary distribution, such that the expectations lose all
resemblance to the true structure (Fig. S1a). For intermediate values of η, higher-order features of
the network, such as communities of densely-connected nodes, maintain much of their probability
weight, while some of the fine-scale features, like the edges between communities, fade away (Fig.
S1a). This strengthening of expectations for transitions within communities relative to transitions
between communities is precisely the effect we observe in human reaction times (Fig. 1e).
In order to make quantitative predictions for the KL divergence DKL(P ||Pˆ ), it is useful
to have an estimate for the integration parameter η based on real human data. We estimate η
by making predictions for subjects’ reaction times and then minimizing the prediction error with
respect to η. Given a sequence of nodes x1, . . . , xt−1, we note that the reaction to the next node
xt is determined by the perceived information of the transition from xt−1 to xt, with expectations
calculated at time t − 1. Formally, this perceived information is given by − log Pˆxt−1,xt , and we
make the following linear prediction for the reaction time,
rˆ(t) = r0 − r1 log Pˆxt−1,xt , (11)
where the intercept r0 represents a person’s minimum average reaction time (with perfect anticipa-
tion of the next stimulus, Pˆxt−1,xt = 1) and the slope r1 quantifies the strength of the relationship
between a person’s reactions and their perceived information, measured in units of time per bit.
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Fig. S1 | Estimated model parameters relating human expectations to reaction times.
a, Human expectations Pˆ for the modular network. For η → 0, expectations become exact
(left; 10% of subjects), while for η → 1, expectations become all-to-all, losing any resem-
blance to the true structure (right; 21% of subjects). At intermediate values of η, the communi-
ties maintain probability weight, while expectations for between-community transitions weaken
(center; 69% of subjects). b-d, Distributions of model parameters estimated from subjects’
reaction times. Distributions are over all 518 completed sequences. For the integration pa-
rameter η (b), 53 subjects were best described as having exact representations (η → 0) and
107 lacked any notion of the transition structure (η → 1), while across all subjects the average
value was η = 0.80. The intercept r0 is mostly positive (b), with an average value of 743 ms.
The slope r1 is also mostly positive (d), with an average value of 50 ms/bit.
Before estimating the model parameters, we first regress out the dependencies of each subject’s
reaction times on the button combinations, trial number, experimental stage, and recency using a
mixed effects model of the form ‘RT ∼ log(Trial)∗Stage+Target+Recency+(1+log(Trial)∗
Stage + Recency | ID)’, where RT is the reaction time, Trial is the trial number between 1 and
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1500 (we found that log(Trial) was far more predictive of subjects’ reaction times than the trial
number itself), Stage is the stage of the experiment (either one or two), Target is the target button
combination, Recency is the number of trials since the last instance of the current stimulus, and
ID is each subject’s unique ID. Then, to estimate the parameters η, r0, and r1 that best describe
a subjects’ reaction times, we minimize the RMS error
√
1
T
∑
t(r(t)− rˆ(t))2, where r(t) is the
reaction time on trial t after regressing out the above dependencies and T is the number of trials
in the experiment. The distributions of the estimated parameters are shown in Fig. S1b-d. Among
the 518 completed sequences (across 363 unique subjects), 53 were best described as having ex-
pectations that exactly matched the transition structure (η → 0) and 107 seemed to lack any notion
of the transition structure whatsoever (η → 1), with an overall average value of η = 0.80.
Equipped with the model of human expectations in Eq. (10), we can make quantitative pre-
dictions for the perceived information of different transition structures. For example, considering
the three types of transitions in the modular network (Fig. S2a), we find across all values of η that
the perceived information − log Pˆij is highest for transitions between communities, followed by
transitions at the boundaries of communities, and lowest for transitions deep within communities
(Fig. S2b). This prediction precisely matches the variations in reaction times for the different
transitions observed in our human experiments (Fig. 1e). Furthermore, we find that the aver-
age perceived information (or cross entropy) 〈− log Pˆij〉P is lower in the modular network than
almost any other network of the same entropy across all values of η (Fig. S2c). This final predic-
tion explains the observed decrease in reaction times in the modular network relative to random
entropy-preserving networks (Fig. 1f).
5 Reaction time effects
In order to directly probe the information that humans perceive, we employ an experimental frame-
work recently developed in statistical learning.15–17, 50, 51 Specifically, we present human subjects
with sequences of stimuli on a computer screen, each stimulus depicting a row of five grey squares
with one or two of the squares highlighted in red (Fig. 1a, left). In response to each stimulus, sub-
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Fig. S2 | Network effects on human reaction times beyond entropy.
a, Modular network with three modules of five nodes each. By symmetry the network con-
tains three distinct types of edges: those deep within communities (blue), those at the bound-
aries of communities (purple), and those between communities (red). b, Perceived information
− log Pˆij for the three edge types as a function of η. Across all values of η, the perceived infor-
mation is highest for cross-cluster edges, followed by boundary edges, and lowest for internal
edges, thus explaining the observed differences in human reaction times (Fig. 1e). c, Cross
entropy (or network-averaged perceived information) 〈− log Pˆij〉P as a function of η for the
modular network (green) and all k-4 networks (the grey region denotes the range and the
dashed line denotes the mean). The modular network maintains nearly the lowest cross en-
tropy among k-4 networks across all values of η, thereby explaining the overall decrease in
reaction times in the modular network relative to random k-4 networks (Fig. 1f).
jects are asked to press one or two computer keys mirroring the highlighted squares (Fig. 1a, right).
Each of the 15 different stimuli represents a node in an underlying transition network, upon which
a random walk stipulates the sequential order of stimuli (Fig. 1b). By measuring the speed with
which a subject responds to each stimulus, we can infer how much information they are processing
– a fast reaction reflects an unsurprising (or uninformative) transition, while a slow reaction reflects
a surprising (or informative) transition.10, 16, 17, 49, 55, 68
In order to extract the effects of network structure on subjects’ reaction times, we use linear
mixed effects models, which have become prominent in human research where many measure-
ments are made for each subject.33, 69 To fit our mixed effects models and to estimate the statistical
significance of each effect we use the fitlme function in MATLAB (R2018a). In what follows,
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when referring to our mixed effects models, we adopt the standard R notation.70
5.1 – Entropic effect. We first investigate the effect of entropy on subjects’ reaction times. For
undirected and unweighted networks, the entropy of a single transition from a node i to one of i’s
neighbors is log ki, where ki is the degree of node i. To study a range of entropies, we consider
completely random networks in which the node degrees are allowed to vary (specifically, we con-
sider random networks with N = 15 nodes and E = 30 edges). We regress out the dependencies
of each subject’s reaction times on the button combinations, trial number, experimental stage, and
recency using a mixed effects model with the formula ‘RT ∼ log(Trial) ∗ Stage + Target +
Recency+ (1 + log(Trial)∗Stage+Recency | ID)’, where RT is the reaction time, Trial is the
trial number between 1 and 1500, Stage is the stage of the experiment (either one or two), Target
is the target button combination, Recency is the number of trials since last observing a node,71 and
ID is each subject’s unique ID. After regressing out these biomechanical dependencies, we find
that subjects’ average reaction times following nodes of a given degree are accurately predicted by
the entropy (Fig. 1c), with a Pearson correlation of rp = 0.99 (p < 0.001) and a slope of 32 ms/bit.
Additionally, to take into account variations in subjects’ reaction times rather than simply
studying average reaction times, we employ a mixed effects model of the form ‘RT ∼ log(Trial)∗
Stage+Target+Recency+Entropy+ (1 + log(Trial) ∗Stage+Recency+Entropy | ID)’,
where Entropy is the logarithm of the degree of the preceding node. The mixed effects model
is summarized in Table S1, reporting a 26 ms increase in reaction times for each additional bit of
information. We remark that this bit rate is close to that estimated from subjects’ average reaction
times in random graphs (32 ms/bit; Fig. 1c) and is also comparable to the bit rate estimated from
our linear prediction of subjects’ reaction times in constant-degree graphs (50 ms/bit; Fig. S1d).
5.2 – Extended cross-cluster effect. We next investigate reaction time patterns that are driven
by perceived information beyond entropy. To experimentally control for the entropy of transi-
tions, we focus on networks of constant degree 4 (N = 15 and E = 30). Specifically, we
consider the modular network shown in Fig. S2a, consisting of three communities or clusters
comprised of five nodes each. Recent research has shown that people can detect transitions be-
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Effect Estimate (ms) t-value Pr(>|t|) Significance
(Intercept) 1324.8± 49.6 26.73 < 0.001 ∗ ∗ ∗
log(Trial) −89.6± 5.8 −15.41 < 0.001 ∗ ∗ ∗
Stage −538.9± 54.1 −9.96 < 0.001 ∗ ∗ ∗
Recency 1.9± 0.1 21.63 < 0.001 ∗ ∗ ∗
Entropy 26.1± 4.1 6.39 < 0.001 ∗ ∗ ∗
log(Trial):Stage 78.2± 6.6 11.91 < 0.001 ∗ ∗ ∗
Table S1 |Mixed effects model measuring the effect of entropy on human reaction times.
We find a significant 26 ms increase in reaction times for each additional bit of entropy (grey).
All effects are significant with p-values less than 0.001 (∗ ∗ ∗).
tween the clusters15 and that between-cluster transitions yield increases in reaction times relative
to within-cluster transitions.16, 17 These behaviors are surprising in light of the fact that all edges in
the network have identical transition probabilities and therefore identical entropy. Here, we extend
these results to include all three of the distinct types of transitions in the modular network (Fig.
S2a): those deep within communities (internal transitions), those at the boundaries of communities
(boundary transitions), and those between communities (between-cluster transitions).
We use a mixed effects model with the formula ‘RT ∼ log(Trial) ∗ Stage + Target +
Recency + Trans Type(1 + log(Trial) ∗ Stage + Recency | ID)’, where Trans Type repre-
sents the type of transition (either internal, boundary, or cross-cluster). We find a 39 ms increase in
reaction times for between-cluster transitions relative to internal transitions within clusters (Table
S2), a 31 ms increase in reaction times for between-cluster transitions relative to boundary tran-
sitions within clusters (Table S3), and a 7 ms increase in reaction times for boundary transitions
relative to internal transitions within clusters (Table S4). Notably, this hierarchy of reaction times
is the same as that predicted by our cross entropy framework (Fig. S2b).
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Effect Estimate (ms) t-value Pr(>|t|) Significance
(Intercept) 1365.6± 46.8 29.15 < 0.001 ∗ ∗ ∗
log(Trial) −86.9± 5.2 −16.75 < 0.001 ∗ ∗ ∗
Stage −549.2± 52.9 −10.38 < 0.001 ∗ ∗ ∗
Recency 1.5± 0.1 18.40 < 0.001 ∗ ∗ ∗
Trans Type 38.69± 2.3 16.99 < 0.001 ∗ ∗ ∗
log(Trial):Stage 63.5± 5.8 11.01 < 0.001 ∗ ∗ ∗
Table S2 | Mixed effects model measuring the difference in reaction times between in-
ternal and between-cluster transitions. We find a significant 39 ms increase in reaction
times for between-cluster transitions relative to internal transitions within communities (grey).
All effects are significant with p-values less than 0.001 (∗ ∗ ∗).
Effect Estimate (ms) t-value Pr(>|t|) Significance
(Intercept) 1349.3± 45.8 29.48 < 0.001 ∗ ∗ ∗
log(Trial) −86.0± 5.2 −16.39 < 0.001 ∗ ∗ ∗
Stage −495.41± 49.6 −9.98 < 0.001 ∗ ∗ ∗
Recency 1.6± 0.1 23.28 < 0.001 ∗ ∗ ∗
Trans Type 30.8± 2.1 14.50 < 0.001 ∗ ∗ ∗
log(Trial):Stage 62.1± 5.8 10.76 < 0.001 ∗ ∗ ∗
Table S3 | Mixed effects model measuring the difference in reaction times between
boundary and between-cluster transitions. We find a significant 31 ms increase in re-
action times for between-cluster transitions relative to boundary transitions within communities
(grey). All effects are significant with p-values less than 0.001 (∗ ∗ ∗).
5.3 – Modular effect. We finally investigate the effects of perceived information averaged over
all transitions in a network, defined by the cross entropy in Eq. (3). To do so, we compare reaction
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Effect Estimate (ms) t-value Pr(>|t|) Significance
(Intercept) 1333.3± 44.3 30.13 < 0.001 ∗ ∗ ∗
log(Trial) −84.0± 4.9 −17.11 < 0.001 ∗ ∗ ∗
Stage −464.8± 47.2 −9.84 < 0.001 ∗ ∗ ∗
Recency 1.5± 0.1 24.55 < 0.001 ∗ ∗ ∗
Trans Type 6.6± 1.3 4.96 < 0.001 ∗ ∗ ∗
log(Trial):Stage 60.0± 5.4 11.12 < 0.001 ∗ ∗ ∗
Table S4 | Mixed effects model measuring the difference in reaction times between in-
ternal and boundary transitions within clusters. We find a significant 7 ms increase in re-
action times for boundary transitions relative to internal transitions within communities (grey).
All effects are significant with p-values less than 0.001 (∗ ∗ ∗).
times in the modular network with reaction times in random k-4 networks. We remark that the en-
tropy (defined in Eq. (2)) is identical across all graphs considered. We use a mixed effects model
of the form ‘RT ∼ log(Trial) ∗ Stage+ Target+Recency +Network Type(1 + log(Trial) ∗
Stage + Recency | ID)’, where Network Type represents the type of network (either modular
of random k-4). The estimated mixed effects model is summarized in Table S5, reporting a 24 ms
increase in reaction times for random degree-preserving networks relative to the modular network.
Notably, this effect is predicted by our cross entropy framework (Fig. S2c). Moreover, this result
provides direct evidence that, even after controlling for the entropy of a network, modular struc-
ture reduces the total amount of information that humans perceive when observing a sequence of
stimuli.
6 Real networks
In the main text, we show that real networks exhibit two consistent information properties: they
have high entropy and low KL divergence from human expectations. When calculating the KL
divergence, we use the model Pˆ defined in Eq. (10) with η set to the average value from our human
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Effect Estimate (ms) t-value Pr(>|t|) Significance
(Intercept) 1195.0± 48.8 24.49 < 0.001 ∗ ∗ ∗
log(Trial) −71.9± 4.9 −14.61 < 0.001 ∗ ∗ ∗
Stage −405.3± 36.9 −10.98 < 0.001 ∗ ∗ ∗
Recency 1.7± 0.1 19.65 < 0.001 ∗ ∗ ∗
Network Type 23.5± 6.9 3.39 < 0.001 ∗ ∗ ∗
log(Trial):Stage 49.0± 5.1 9.61 < 0.001 ∗ ∗ ∗
Table S5 | Mixed effects model measuring the difference in reaction times between the
modular network and random entropy-preserving networks. We find a significant 24 ms
increase in reaction times for random entropy-preserving networks (that is, networks of con-
stant degree 4) relative to the modular network (grey). All effects are significant with p-values
less than 0.001 (∗ ∗ ∗).
experiments (Fig. S1b). Additionally, in order to draw on our analytical results (see Supplementary
Secs. 7 and 8), we focused on undirected versions of the real networks. Here, we show that the
central conclusions in the main text concerning the information properties of real networks are
robust to variations in these choices. Specifically, we verify that the KL divergence of real networks
remains low for different values of η and different models for Pˆ altogether, and we confirm that the
entropy remains high and the KL divergence remains low for directed versions of the real networks.
6.1 – Varying η. We first investigate how the KL divergence varies as a function of the inaccuracy
parameter η. To recall, the KL divergence, defined in Eq. (5), represents the inefficiency due to
a person’s expectations Pˆ . We consider the model of expectations used in the main text, Pˆ =
(1 − η)P (I − ηP )−1, while varying the parameter η between zero and one. We find that all of
the real networks considered maintain a lower KL divergence than fully randomized versions of
the networks across all values of η (Fig. S3a). In the limit η → 0, the KL divergence of both
real and randomized networks tends toward zero (Fig. S3a), as expected. As η increases, the
difference in efficiency between the real and fully randomized networks grows (Fig. S3b). We also
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generate randomized versions of the real networks that maintain identical entropies by preserving
the degree distribution. Even when compared against random networks with the same entropy,
all of the real networks attain lower KL divergence across all values of η (Fig. S3c). Just as for
the fully randomized networks, the difference in efficiency between real and entropy-preserving
random networks grows as η increases (Fig. S3d). These results confirm that our conclusions in
the main text are robust to variations in the inaccuracy parameter η.
6.2 – Different internal representations. Here, we study the KL divergence for different models
of the human expectations Pˆ . First, we consider the power-law model, defined by Eq. (9) with
integration function g(t) = t−α, where α ∈ (1,∞) is the single parameter. Varying α between 1
and 10, we find that all of the real networks display lower KL divergence than fully randomized
versions for all values of α (Fig. S4a). Moreover, this difference in efficiency grows as α decreases
(Fig. S4b); that is, the difference in KL divergence increases as the expectations Pˆ integrate over
longer time scales, which is analogous to η increasing. Even when compared with random versions
that preserve the entropy, the real networks still exhibit lower KL divergence across all values of α
(Fig. S4c,d).
Second, we consider the factorial model for Pˆ , defined by Eq. (9) with integration function
g(t) = 1/t!. As discussed in Supplementary Sec. 4.1, this model takes the analytic form Pˆ =
(eP − I)/(e − 1), where eP is the matrix exponential. Calculating the KL divergence, we find
qualitatively the same results as for the previous two models. Namely, when compared against
both fully randomized and entropy-preserving (i.e., degree-preserving) randomized versions, all of
the real networks studied maintain a lower KL divergence (Fig. S5). Taken together, the results of
this and the previous subsections indicate that the low KL divergence observed in real networks is
robust to different choices for the specific model of human expectations.
6.3 – Directed networks. We now consider directed versions of the real networks. Among the
40 networks chosen for analysis, 28 have directed versions (see Table S6). Analysis of directed
networks follows in much the same way as our previous analysis of undirected networks; the only
difference is that, when computing the entropy (Eq. 2) and KL divergence (Eq. 5), we calculate
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Fig. S3 | KL divergence of real networks for different values of η.
a, KL divergence of fully randomized versions of the real networks listed in Table S6 (DrandKL )
compared with the true value (DrealKL ) as η varies from zero to one. Every real networks main-
tains lower KL divergence than the corresponding randomized network across all values of η.
b, Difference between the KL divergence of real and fully randomized networks as a function
of η. c, KL divergence of degree-preserving randomized versions of the real networks (DdegKL )
compared with DrealKL as η varies from zero to one. The real networks display lower KL diver-
gence than the degree-preserving randomized versions across all values of η. d, Difference
between the KL divergence of real and degree-preserving randomized networks as a function
of η. All networks are undirected, and each line is calculated using one randomization of the
corresponding real network.
the stationary distribution pi numerically by solving the eigenvector equation piᵀ = piᵀP . We find
that most of the directed real networks have higher entropy than completely randomized versions
(Fig. S6a); the main exceptions are the citation networks, which we discuss in further detail below.
We also find that all of the directed real networks have lower KL divergence than completely ran-
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Fig. S4 | KL divergence of real networks under the power-law model of human
expectations.
a, KL divergence of fully randomized versions of the real networks listed in Table S6 (DrandKL )
compared with the true value (DrealKL ). Expectations Pˆ are defined as in Eq. (9) with g(t) = t
−α,
and we allow α to vary between 1 and 10. The real networks maintain lower KL divergence
than the randomized network across all values of α. b, Difference between the KL diver-
gence of real and fully randomized networks as a function of α. c, KL divergence of degree-
preserving randomized versions of the real networks (DdegKL ) compared with D
real
KL as α varies
from 1 to 10. The real networks display lower KL divergence than the degree-preserving ran-
domized versions across all values of α. d, Difference between the KL divergence of real and
degree-preserving randomized networks as a function of α. All networks are undirected, and
each line is calculated using one randomization of the corresponding real network.
domized versions (Fig. S6b), where the expectations Pˆ are calculated using the model in Eq. (10).
If we instead compare against randomized versions that preserve both the in- and out-degrees of
nodes, we see that the entropy of real networks remains relatively unchanged (Fig. S6c); again, the
citation networks as a group represent the strongest exception to this result. Even when compared
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Fig. S5 | KL divergence of real networks under the factorial model of human
expectations.
a, KL divergence of fully randomized versions of the real networks listed in Table S6 (DrandKL )
compared with the exact value (DrealKL ). Expectations Pˆ are defined as in Eq. (9) with g(t) =
1/t!. b, KL divergence of degree-preserving randomized versions of the real networks (DdegKL )
compared with DrealKL . In both cases, the real networks maintain lower KL divergence than the
randomized versions. Data points and error bars (standard deviations) are estimated from 10
realizations of the randomized networks.
with degree-preserving randomized versions, all of the directed real networks attain a lower KL
divergence (Fig. S6d). Generally, these results demonstrate that our conclusions regarding the
information properties of real networks also apply to directed networks: (i) their entropy is higher
than completely randomized versions and is primarily driven by the degree distribution, and (ii)
their KL divergence is lower than both completely randomized and degree-preserving randomized
versions.
In the above analysis, we found that the directed versions of citation networks have lower
entropy than randomized versions (Fig. S6a,c), directly contradicting the more general result that
real communication networks have high entropy. Here we show that this contradiction stems from
the inherently temporal nature of citation networks; namely, the fact that directed edges tend to
flow backwards in time as more recent papers cite older papers. This temporal feature causes
newer papers to have a lower in-degree than older papers, thereby disrupting the natural correlation
between in- and out-degree in other real networks. For example, we see in the arXiv Hep-Th
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Fig. S6 | Entropy and KL divergence of directed versions of real networks.
a, Entropy of directed versions of the real networks listed in Table S6 (Sreal) compared with
fully randomized versions (Srand). Entropy is calculated directly from Eq. (2) with the stationary
distribution pi calculated numerically. b KL divergence of directed versions of the real net-
works (DrealKL ) compared with fully randomized versions D
rand
KL . Expectations Pˆ are defined as
in Eq. (10) with η set to the average value 0.80 from our human experiments. c, Entropy
of randomized versions of directed real networks with in- and out-degrees preserved (Sdeg)
compared with Sreal. d, KL divergence of degree-preserving randomized versions of directed
real networks (DdegKL ) compared with D
real
KL . Data points and error bars (standard deviations) are
estimated from 100 realizations of the randomized networks.
citation network that the in- and out-degrees are only weakly correlated (Fig. S7a), while for the
Shakespeare language network, the in- and out-degrees are tightly correlated (Fig. S7b). Since
the in-degree of a node i roughly corresponds to the frequency with which random walks visit i,
we can think of the in-degrees kin as approximately determining the stationary distribution pi. By
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contrast, the node-level entropy Si = −
∑
j Pij logPij is determined by the out-degree of node i,
since Pij = 1kouti Gij from Eq. (6). Since the network-averaged entropy is simply an inner product
of the stationary distribution and the node-level entropy, S =
∑
i piiSi, this quantity is maximized
in networks for which pii and Si are correlated. Returning to our previous examples, we find that
the stationary distribution and node-level entropy are weakly negatively correlated in the citation
network (Fig. S7c), whereas in the language network, the stationary distribution and node entropy
are tightly correlated (Fig. S7d). We conclude that the apparent contradiction between directed
citation networks and our general result that real networks have high entropy is primarily driven by
the temporal nature of directed edges in citation networks. Indeed, if one instead allows random
walks to flow along either direction of the edges, as in the undirected versions studied in the main
text, we find that citation networks do have high entropy (Fig. 2a).
7 Entropy of random walks
Given the high entropy and low KL divergence from human expectations observed in real networks,
it is natural to wonder what topological features give rise to these properties. We note that there
has been a large amount of recent research studying maximum entropy random walks, wherein the
topology of the network is fixed but the edge weights are tuned to maximize the entropy rate.41–44
By contrast, here we are interested in understanding how, for fixed edge weights, different network
topologies either increase or decrease the entropy of random walks.
To make analytic progress, we focus on unweighted, undirected networks. In this case, Eq.
(8) shows that the entropy is determined by the degree sequence of the network. If we consider
a random network ensemble with node degrees independently distributed according to a degree
distribution P(k), then the average entropy rate is given by3
〈S〉 = 1
2E
∑
i
〈ki log ki〉
=
〈k log k〉
〈k〉 ,
(12)
where the averages are taken over P(k).
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Fig. S7 | Comparison of directed citation and language networks.
a, Out-degrees kouti =
∑
j Gij of nodes in the arXiv Hep-Th citation network compared with
the in-degrees kini =
∑
j Gji of the same nodes; we find a weak Spearman’s correlation of
rs = 0.18. b, Out-degrees compared with in-degrees of nodes in the Shakespeare language
(word transition) network; we find a strong correlation rs = 0.92. c, Entries in the stationary
distribution pii for different nodes in the citation network compared with the node-level entropy
Si; we find a weakly negative correlation rs = −0.09. d, Entries in the stationary distribution
compared with node-level entropies in the language network; we find a strong correlation
rs = 0.87.
7.1 – High-degree expansion. Since k log k is convex in k, it is clear that 〈k log k〉 ≥ 〈k〉 log〈k〉,
and we arrive at a simple lower bound for the entropy,
〈S〉 ≥ log〈k〉. (13)
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In fact, one can show that log〈k〉 is the zeroth-order term in an expansion of 〈S〉 in the limit of
large average degree 〈k〉  1. Expanding k log k around 〈k〉, we find
〈S〉 = 1〈k〉〈〈k〉 log〈k〉+ (1 + log〈k〉) (k − 〈k〉) +
(k − 〈k〉)2
2〈k〉 +O
(
1
〈k〉2
)
〉
= log〈k〉+ Var(k)
2〈k〉2 +O
(
1
〈k〉3
)
,
(14)
where Var(k) is the variance of k. We therefore find that, in addition to increasing logarithmically
with the average degree, the entropy of random walks grows with increasing degree variance. In
turn, this result further supports the conclusion that networks with heterogeneous degrees produce
random walks with higher entropy. In what follows, we derive analytic results for the entropy of
random walks on various canonical network families.
7.2 – k-regular network. We begin by studying k-regular networks, wherein each node i has
constant degree ki = k. In this case, we arrive at the simple relation 〈S〉 = log k, which saturates
the lower bound in Eq. (13).12 This result shows that k-regular networks achieve the lowest possible
entropy among networks of a given density.
7.3 – Poisson distributed network. While k-regular networks maintain a lattice-like structure,
many real networks display random organization.35 The simplest model for generating random
networks, known as the Erdo¨s-Re´nyi model,72 places E edges uniformly at random between pairs
of N nodes. In the thermodynamic limit N →∞, Erdo¨s-Re´nyi networks follow a Poisson degree
distribution P(k) = e−〈k〉〈k〉k/k!. In this case, the degree variance is given by Var(k) = 〈k〉, and
applying Eq. (14), we find that
〈S〉 = log〈k〉+ 1
2〈k〉 +O
(
1
〈k〉2
)
. (15)
Therefore, in the high-〈k〉 limit, the entropy of random walks on an Erdo¨s-Re´nyi network ap-
proaches the lower-bound 〈S〉 ≈ log〈k〉. We find that the analytic prediction in Eq. (15) accurately
approximates the true entropy of randomly-generated Erdo¨s-Re´nyi networks across all values of
the average degree (Fig. S8a).
To investigate the relationship between the entropy and the heterogeneity of degrees in a
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Fig. S8 | Entropy of random walks in Poisson distributed networks.
a, Entropy of random walks as a function of the average degree 〈k〉 for Poisson distributed net-
works. Data points are exact calculations using the degree sequences of randomly-generated
Erdo¨s-Re´nyi networks of size N = 104. Dashed lines are numerical results for N = 104,
calculated using the Poisson degree distribution. Solid lines are analytic results for the ther-
modynamic limit N →∞. b, Entropy as a function of the degree heterogeneity H for variable
〈k〉. c, Degree heterogeneity as a function of the average degree.
network, we defined the degree heterogeneity to be the relative average difference in degrees,
H =
〈|ki − kj|〉
〈k〉 =
1
〈k〉
∑
ki,kj
|ki − kj|P(ki)P(kj). (16)
H is a well-studied measure of the dispersion of a distribution, with range [0, 2]. We note that other
often used measures of degree heterogeneity, such as 〈k2〉/〈k〉2 and Var(k)/〈k〉2, cannot be used
to study the impact of degree heterogeneity on entropy for scale-free networks since 〈k2〉 diverges
for γ ≤ 3 in the limit N →∞. For Poisson distributed networks, one can show that
H = 2e−2〈k〉
(
I0(2〈k〉) + I1(2〈k〉)
)
, (17)
where Iν(x) is the modified Bessel function of the first kind.25 For other degree distributions,
however, it is generally difficult to derive an analytic form for H . We find that the entropy of
random walks on Poisson distributed networks decreases with increasing degree heterogeneity as
we vary 〈k〉 (Fig. S8b), seemingly contradicting our conclusion in the main text that entropy
increases with heterogeneity. However, this effect is driven by the monotonic decrease in H with
increasing 〈k〉 in Poisson distributed networks (Fig. S8c). In the following subsections, we show
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that entropy does in fact increase with degree heterogeneity for other network models, confirming
the results in the main text.
7.4 – Power-law distributed network. Compared to random networks, real networks often con-
tain a number of hub nodes with unusually high degree, leading to a heavy-tailed distribution of
node degrees.35 Often this heavy-tailed distribution is associated with scale-free organization,21
which is characterized by a power-law degree distribution P(k) ∼ k−γ , where γ is the scale-free
exponent. In the limit N →∞, we can approximate the averages in Eq. (12) as integrals, and one
can show that3
〈S〉 = 1
γ − 2 . (18)
We see that the entropy diverges as γ → 2, while for γ > 2 the entropy of scale-free networks is
well-defined. We remark that this critical exponent is different from γ = 3, which is the critical
exponent for many other network phenomena driven by the divergence of 〈k2〉.73, 74 Instead, as
γ → 2, super-hubs emerge that connect to almost all of the nodes in the network, causing the
average degree 〈k〉 to diverge.35 Each time a random walk arrives at one of these super-hubs, the
entropy of the ensuing transition, roughly − log 1
N
, diverges as N →∞.
We compare the analytic prediction in Eq. (18) with exact calculations from both power-law
distributed networks generated using the configuration model75 and from numerical calculations
of the averages in Eq. (12), finding that the numerical estimates agree well with the exact values
(Fig. S9a). Moreover, we find that the entropy increases with degree heterogeneity as we sweep
over γ (Fig. S9b), confirming our conclusions in the main text. This increase in entropy is related
to the corresponding increase in heterogeneity as γ → 2 (Fig. S9c).
7.5 – Static model. In order to test the effects of network density and degree heterogeneity inde-
pendently, we turn to the static model, which is commonly used to generate scale-free networks of
a given density.24 Beginning withN disconnected nodes, we assign each node i a weightwi = i−α,
where α ∈ [0, 1) is a real number. Then, we randomly select a pair of nodes i and j with probabil-
ities proportional to their weights, and we connect them if they have not already been connected.
This process is repeated until E = 1
2
N〈k〉 edges have been added. A number of analytic properties
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Fig. S9 | Entropy of random walks in power-law distributed networks.
a, Entropy of random walks as a function of the scale-free exponent γ for power-law distributed
networks. Data points are exact calculations from networks of size N = 104 generated using
the configuration model.75 Dashed lines are numerical results for N = 104, calculated using
the power-law degree distribution. Solid lines are analytic results for the thermodynamic limit
N → ∞. b, Entropy as a function of the degree heterogeneity H for variable γ. c, Degree
heterogeneity as a function of the scale-free exponent.
have been derived for the static model,76, 77 including the fact that, in the thermodynamic limit, the
degree distribution is given by P(k) = 1
α
( 〈k〉
2
(1−α))1/α Γ(k− 1α , 〈k〉2 (1−α))
Γ(k+1)
, where Γ(·) is the gamma
function and Γ(·, ·) is the upper incomplete gamma function. In the large-k limit, one can show
that the degree distribution drops off as a power law P(k) ∼ k−γ , where γ = 1 + 1
α
.
We are interested in deriving an analytic form for the entropy. Using a hidden variables
method,76 one can show that the average degree of node i is given by
k¯(i) = 〈k〉(1− α)
(
i
N
)−α (
1−Nα−1) . (19)
Approximating the numerator in Eq. (12) by 〈k log k〉 ≈ 1
N
∫ N
1
k¯(i) log k¯(i) di, and taking the limit
N →∞, we find that the entropy is given by
〈S〉 = log〈k〉+ 1
γ − 2 − log
γ − 1
γ − 2 . (20)
We note that the average degree of a pure power-law network is 〈k〉 = γ−1
γ−2 . Plugging this average
degree into Eq. (20), we recover the entropy of power-law distributed networks in Eq. (18), as
expected. Interestingly, we notice that, even for finite 〈k〉, the entropy in the static model diverges
as γ → 2 in the thermodynamic limit.
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Fig. S10 | Entropy of random walks in static model networks.
a, Entropy of random walks as a function of the average degree 〈k〉 for various values of the
scale-free exponent γ in the static model. Data points are exact calculations using the degree
sequences of networks with N = 104 generated using the static model. Dashed lines are
numerical results for N = 104, calculated using the average degree relationship in Eq. (19).
Solid lines are analytic results for the thermodynamic limit N →∞. b, Entropy as a function of
γ for various values of 〈k〉. c, The quantity S− log〈k〉 collapses to a single function of γ across
various values of 〈k〉. d, Entropy as a function of the degree heterogeneity H for varying γ. e,
The quantity S − log〈k〉 increases with H for varying γ. f, Degree heterogeneity increases as
γ decreases toward the critical value γ = 2.
We find that the entropy increases as 〈k〉 increases (Fig. S10a) and also as γ decreases (Fig.
S10b). The thermodynamic result in Eq. (20) is accurate for γ ≥ 3, while numerical calculations
using Eq. (19) and including finite network size yield accurate predictions for γ ≥ 2.5. We
note that the only effect of 〈k〉 on the entropy in Eq. (20) is in the logarithmic lower bound,
suggesting that the quantity S − log〈k〉 should depend exclusively on the scale-free exponent γ.
Indeed, subtracting log〈k〉 from our entropy calculations, we find that networks of varying density
collapse onto a single line (Fig. S10c). This result is made even more clear by considering how the
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Fig. S11 | Entropy of random walks in exponentially distributed networks.
a, Entropy of random walks as a function of the degree cutoff κ for exponentially distributed
networks. Data points are exact calculations from networks of size N = 104 generated using
the configuration model.75 Dashed lines are numerical results for N = 104, calculated using
the exponential degree distribution. Solid lines are analytic results for the thermodynamic limit
N → ∞. b, Entropy as a function of the degree heterogeneity for variable κ. c, Degree
heterogeneity as a function of the exponential cutoff.
quantity S − log〈k〉 varies with degree heterogeneity as we sweep over γ (Fig. S10e). Finally, we
note thatH increases with decreasing γ (Fig. S10f), thereby explaining the monotonic relationship
between entropy and degree heterogeneity in the static model (Fig. S10d).
7.6 – Exponentially distributed network. Many real networks exhibit degree distributions with
exponential cutoffs for large values of k.23, 35 In pure exponentially distributed networks, the degree
distribution follows the form P(k) ∼ e−k/κ, where κ ≥ 0 is the degree cutoff. In the thermody-
namic limit, approximating the averages in Eq. (12) as integrals, we find that the entropy is given
by
〈S〉 = log〈k〉+ 1− γe
ln 2
, (21)
where γe is Euler’s constant. We see in Fig. S11a that this analytic prediction accurately describes
the entropy of randomly-generated exponential networks. Moreover, we find that the entropy in-
creases with increasing degree heterogeneity (Fig. S11b) and that the heterogeneity increases with
the degree cutoff κ (Fig. S11c).
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8 KL divergence between random walks and human expectations
The results of the previous section demonstrate that, generally, the entropy of random walks
is larger for networks with heterogeneous degrees, a feature that has been found in many real
networks.21–23, 78 But what are the structural features that allow a network to maintain a low diver-
gence from human expectations? Here, we answer this question by studying the KL divergence
DKL(P ||Pˆ ) between a network’s transition structure P and the expectations of an observer Pˆ .
8.1 – Upper bound. For expectations Pˆ of the form in Eq. (9), the KL divergence is given by
DKL(P ||Pˆ ) = −
∑
i
pii
∑
j
Pij log
Pˆij
Pij
= −
∑
i
pii
∑
j
Pij log
(
C
∞∑
t=1
g(t)
(P t)ij
Pij
)
,
(22)
where (P t)ij/Pij is the relative probability of transitioning from node i to node j in t steps versus
one step. Keeping only the first term inside the logarithm, we arrive at an upper bound for the KL
divergence,
DKL(P ||Pˆ ) ≤ −
∑
i
pii
∑
j
Pij log (Cg(1)) = − log (Cg(1)) . (23)
Eq. (23) allows us to make a number of simple predictions for the KL divergence. For example,
if the expectations are defined by g(t) = ηt−1, as presented in the main text, then C = 1 − η and
so DKL ≤ − log(1 − η). In this case, we see that the KL divergence tends to zero as η → 0 and
that the upper bound diverges as η → 1. In contrast, if g(t) = t−α then C = ζ(α)−1, where ζ(·) is
the Riemann zeta function, and we have DKL ≤ log ζ(α). As a final example, if g(t) = 1/t! then
C = (e− 1)−1, and so DKL ≤ log(e− 1).
8.2 – Relationship to clustering. While Eq. (23) provides a simple relationship between the KL
divergence and parameters in the model for Pˆ , we are ultimately interested in understanding the
effects of network structure. To gain an intuition for the role of topology, it helps to focus on a
particular model for the expectations. For example, considering g(t) = ηt−1, in the low-η limit the
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KL divergence takes the form
DKL(P ||Pˆ ) = − log(1− η)−
∑
i
pii
∑
j
Pij log
(
1 + η
(P 2)ij
Pij
+O(η2)
)
= − log(1− η)− η
ln 2
∑
i
pii
∑
j
Pij
(P 2)ij
Pij
+O(η2).
(24)
We note that, when calculating information measures such as entropy or KL divergence, one only
considers terms with non-zero probability, such that, for each node i, the sum on j in Eq. (24) im-
plicitly runs over all nodes for which Pij = 1kiGij is non-zero. Therefore, for undirected networks,
recalling that pii = ki2E , we have
DKL(P ||Pˆ ) = − log(1− η)− η
2E ln 2
∑
i
ki
∑
j
Gij
∑
`
(
1
ki
Gi`
)(
1
k`
G`j
)
+O(η2). (25)
Switching the i and ` indices and canceling terms, we arrive at the concise approximation
DKL(P ||Pˆ ) = − log(1− η)− η
2E ln 2
∑
i
1
ki
4i +O(η2), (26)
where 4i = (G3)ii is the number of (possibly weighted) triangles involving node i. We therefore
find that the KL divergence is lower for networks with a lager number of triangles or, equivalently, a
higher clustering coefficient. In the following subsections, we investigate the relationship between
KL divergence and clustering in Erdo¨s-Re´nyi and stochastic block networks.
8.3 – Erdo¨s-Re´nyi network. We wish to derive an analytic approximation for the KL divergence
of an Erdo¨s-Re´nyi network. Considering human expectations defined by g(t) = ηt−1, for undi-
rected networks Eq. (22) becomes
DKL(P ||Pˆ ) = −
∑
i
ki
2E
∑
j
1
ki
Gij log
(
(1− η)
∞∑
t=1
ηt−1
(P t)ij
Pij
)
= − log(1− η)− 1
2E
∑
ij
Gij log
( ∞∑
t=1
ηt−1
(P t)ij
Pij
)
.
(27)
We note that the second term above is an average of the logarithm over the edges in the network.
Approximating this average of logarithms by a logarithm of the average, we have
DKL(P ||Pˆ ) ≈ − log(1− η)− log
[
1
2E
∑
ij
kiGij
∞∑
t=1
ηt−1(P t)ij
]
. (28)
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For unweighted networks, we recognize that
∑
j Gij(P
t)ij is the probability of transitioning from
node i to one of i’s neighbors in t steps. For t = 1 this probability is one. For t > 1, we consider
two cases: (i) dense networks with high 〈k〉, and (ii) sparse networks with low 〈k〉.
For dense networks, we approximate the probability of transitioning from node i to one of
node i’s neighbors in t > 1 steps as ki/N , the probability of randomly selecting one of the ki
neighbors from all N nodes. Plugging this approximation for
∑
j Gij(P
t)ij into Eq. (28), we have
DKL(P ||Pˆ ) ≈ − log(1− η)− log
[
1
2E
∑
i
ki
(
1 +
∞∑
t=2
ηt−1
ki
N
)]
= − log(1− η)− log
[
1 +
1
2EN
η
1− η
∑
i
k2i
]
.
(29)
We have now reduced the KL divergence to a function of the degree sequence k. For large Erdo¨s-
Re´nyi networks, the node degrees follow a Poisson distribution, and, for large 〈k〉, we have 〈k2〉 ≈
〈k〉2. Thus, the average KL divergence for a dense Erdo¨s-Re´nyi network can be approximated by
〈DKL〉 ≈ − log(1− η)− 〈log
[
1 +
1
2E
η
1− ηk
2
]
〉
≈ − log(1− η)− log
[
1 +
1
2E
η
1− η 〈k
2〉
]
≈ − log(1− η)− log
[
1 +
1
2E
η
1− η 〈k〉
2
]
= − log
[
1− η
(
1− 〈k〉
N
)]
,
(30)
where the averages are taken over the degree distribution P(k). We find that this approximation
accurately predicts the KL divergence of Erdo¨s-Re´nyi networks as a function of the integration
parameter η (Fig. S12a). We also see that in the thermodynamic limit N → ∞, DKL approaches
the upper bound − log(1− η).
For sparse Erdo¨s-Re´nyi networks, the number of loops is small and thus the network is
locally treelike.79 In a tree, the probability
∑
j Gij(P
t)ij of transitioning from a given node i to
one of node i’s neighbors is zero if t is even. For t odd, setting node i to be the root of the tree,
if we assume all nodes have the same degree 〈k〉, then the probability of moving down the tree
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Fig. S12 | KL divergence from human expectations in Erdo¨s-Re´nyi networks.
a, KL divergence between random walks and human expectations as a function of the inac-
curacy parameter η for Erdo¨s-Re´nyi networks. Data points are exact calculations for networks
of size N = 104 with average degree 〈k〉 = 100. Dashed line is the analytic prediction using
Eq. (30) with N = 104. Solid line is the analytic result for the thermodynamic limit N →∞. b,
KL divergence as a function of the average degree 〈k〉 for η equal to the value 0.80 measured
in the serial response experiments. Dashed line represents the high-density analytic approx-
imation in Eq. (30) with N = 104, while the solid line is the low-density approximation in Eq.
(32). c, KL divergence as a function of the average clustering coefficient for variable 〈k〉. d,
Average clustering coefficient as a function of 〈k〉. In the thermodynamic limit the clustering
tends toward zero for all values of 〈k〉 (solid line).
on any given step is 1− 1/〈k〉 and the probability of moving up the tree is 1/〈k〉. Approximating
1 − 1/〈k〉 ≈ 1, then the probability of moving down the tree (t + 1)/2 steps and back up the tree
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(t− 1)/2 steps is roughly 1/〈k〉 t−12 . Plugging this expression into Eq. (28), we have
DKL(P ||Pˆ ) ≈ − log(1− η)− log
[
1
2E
∑
i
ki
∑
t odd
ηt−1〈k〉− t−12
]
= − log(1− η)− log
[
1
2E
∑
i
ki
∞∑
t=0
η2t〈k〉−t
]
= − log(1− η)− log
[
1
2E
〈k〉
〈k〉 − η2
∑
i
ki
]
.
(31)
Averaging over the Poisson degree distribution, we have
〈DKL〉 ≈ − log(1− η)−
〈
log
[
N
2E
〈k〉
〈k〉 − η2k
]〉
≈ − log(1− η)− log
[ 〈k〉
〈k〉 − η2
]
.
(32)
We find that the above approximation provides a decent estimate of the KL divergence for low
〈k〉, while the high-density approximation in Eq. (30) accurately predicts the KL divergence for
〈k〉 > 50 (Fig. S12b).
In addition to the dependence of DKL on η and 〈k〉, we are also interested in the effect of
clustering. The clustering coefficient of a given node i is the number of triangles 4i involving
node i divided by the number of possible triangles
(
ki
2
)
= ki(ki−1)/2. For Erdo¨s-Re´nyi networks,
averaging over all nodes i, the clustering coefficient is approximately 〈k〉/N . We find that, for
small 〈k〉, the KL divergence increases with increasing clustering, while, for large 〈k〉, the KL
divergence decreases (Fig. S12c). Given that the clustering is directly proportional to 〈k〉 in
Erdo¨s-Re´nyi networks (Fig. S12d), the effects of clustering on DKL are driven by the density of
the network. To disambiguate the effects of clustering and density, in the following subsection, we
study a stochastic block model in which these properties can be varied independently.
8.4 – Stochastic block network. In order to test the effects of clustering on the KL divergence
without the confounding impact of edge density, we consider the stochastic block model.80 Specif-
ically, the N nodes are divided into N/n communities of n nodes each. Then, a prescribed fraction
f of the E = 〈k〉N/2 edges are placed between pairs of nodes within the same community, and
the remaining fraction 1− f of edges are placed between nodes in different communities.
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We wish to understand the dependence of the KL divergence on the fraction f of within-
community edges. Beginning with Eq. (28), we once again consider the probability
∑
j Gij(P
t)ij
of transitioning from node i to one of node i’s neighbors in t steps. As before, for t = 1 this
probability is one. For t > 1, we approximate∑
j
Gij(P
t)ij ≈ pin(t) k
in
i
n− 1 + p
out(t)
kouti
N − n, (33)
where pin(t) is the probability of ending up in the same community as node i after t steps, pout(t)
is the probability of ending up in a different community from node i after t steps, kini ≈ fki is the
number of edges connecting node i to nodes within the same community, and kouti ≈ (1−f)ki is the
number of edges connecting node i with nodes in different communities. We model the transitions
in and out of node i’s community as a two-state Markov process with probability matrix
A =
 P (in | in) P (in | out)
P (out | in) P (out | out)
 =
 f 1− f
n
N−n(1− f) f + N−2nN−n (1− f)
 . (34)
Using this representation, one can show that
pin(t) = (At)11 ≈ 1
N
(
n+ (N − n)f t) ,
and pout(t) = (At)12 ≈ N − n
N
(1− f t),
(35)
where the approximations follow from the assumption that
(
fN−n
N−n
)t ≈ f t. Plugging Eq. (35) into
Eq. (33), we have∑
j
Gij(P
t)ij ≈ fki
N
(
1 + f t
(
N
n
− 1
))
+
(1− f)ki
N
(
1− f t)
=
ki
N
(
1 + f t
(
N
n
f − 1
))
≈ ki
N
(
1 +
N
n
f t
)
,
(36)
where the final approximation follows from the assumption that N
n
f  1. We substitute this result
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into Eq. (28), finding that
DKL(P ||Pˆ ) ≈ − log(1− η)− log
[
1
2E
∑
i
ki
(
1 + ki
∞∑
t=2
ηt−1
(
1
N
+
f t+1
n
))]
= − log(1− η)− log
[
1 +
1
2E
∑
i
k2i
∞∑
t=2
ηt−1
(
1
N
+
f t+1
n
)]
= − log(1− η)− log
[
1 +
1
2E
(
1
N
η
1− η +
1
n
ηf 3
1− ηf
)∑
i
k2i
]
= − log
[
1− η + η
2E
(
1
N
+
1
n
(1− η)f 3
1− ηf
)∑
i
k2i
]
.
(37)
For stochastic block models in the thermodynamic limit N → ∞, the degree distribution is Pois-
son, and for large 〈k〉 we have 〈k2〉 ≈ 〈k〉2. Averaging over the Poisson degree distribution, the
average KL divergence can be approximated by
〈DKL〉 ≈ −
〈
log
[
1− η + η
2E
(
1
N
+
1
n
(1− η)f 3
1− ηf
)∑
i
k2i
]〉
≈ − log
[
1− η + ηN
2E
(
1
N
+
1
n
(1− η)f 3
1− ηf
)
〈k2〉
]
≈ − log
[
1− η
(
1− 〈k〉
N
− 〈k〉
n
(1− η)f 3
1− ηf
)]
.
(38)
We remark that the first three terms inside the logarithm in Eq. (38) are identical to the
Erdo¨s-Re´nyi result in Eq. (30), and thus the final term can be regarded as a correction resulting
from the modular structure of the stochastic block model. Interestingly, this third term does not
vanish in the thermodynamic limit N → ∞; however, it does vanish in the limit f → 0, as the
network loses its block structure. We find that the analytic prediction in Eq. (38) is accurate across
all values of η and all fractions f (Fig. S13a,b). Furthermore, we find that the KL divergence
decreases monotonically with increasing f for fixed average degree 〈k〉 (Fig. S13a,b).
In order to predict the effect of clustering, it is helpful to have an analytic approximation
for the average clustering coefficient in a stochastic block network. We recall that the clustering
coefficient for a node i is given by 24i/(ki(ki−1)), where4i is the number of triangles involving
node i. For a stochastic block network, we define the probability of an edge existing between two
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Fig. S13 | KL divergence from human expectations in stochastic block networks.
a, KL divergence as a function of the integration parameter η for stochastic block networks
with average degree 〈k〉 = 100 and communities of size n = 100. Data points are exact
calculations for networks of size N = 104. Dashed lines are analytic predictions using Eq.
(38) with N = 104. Solid lines are analytic results for the thermodynamic limit N →∞. b, KL
divergence as a function of the fraction of within-community edges f for different values of η.
c, KL divergence as a function of the average clustering coefficient for variable f and different
values of η. d, Average clustering coefficient as a function of f . Dashed line is the analytic
prediction in Eq. (41) with N = 104. Solid line is the analytic result in the limit N →∞.
nodes in the same community as pin = f〈k〉/n and the probability of an edge between two nodes in
different communities as pout = (1−f)〈k〉/(N−n). We then arrive at the following approximation,
〈4i〉 = k
in
i (k
in
i − 1)
2
pin + kini k
out
i p
out +
kouti (k
out
i − 1)
2
[
n− 1
N − n− 1p
in +
(
N − 2n
N − n− 1
)
pout
]
≈ p
in
2
(kini )
2 + poutkouti
(
kini +
kouti
2
)
,
(39)
where the approximation follows from the assumptions that N  n and kini , kouti  1. Plugging in
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for pin, pout, kini = fki, and k
out
i = (1− f)ki, we have
〈4i〉 ≈ 〈k〉k
2
i
2
(
f 3
n
+
(1 + f)(1− f)2
N − n
)
. (40)
Thus the average clustering coefficient is given by
1
N
∑
i
2〈4i〉
ki(ki − 1) ≈ 〈k〉
(
f 3
n
+
(1 + f)(1− f)2
N − n
)
, (41)
where the approximation follows from the assumption that ki  1. We see that this analytic result
accurately predicts the increase in the average clustering coefficient with increasing modularity f
(Fig. S13d). More importantly, we find that the KL divergence decreases with increasing clustering
for fixed η and 〈k〉 (Fig. S13c). This final result indicates that increased modularity helps human
observers maintain accurate representations, thereby reducing their inefficiency when processing
information.
9 Hierarchically modular networks
The combination of high entropy and low KL divergence exhibited by real networks is driven by
heterogeneous degrees and modular structure. Interestingly, degree heterogeneity and modularity
are ubiquitous in natural and human-made systems,2, 21, 22, 26–28, 78 and together they define hierar-
chically modular organization.29 In order to simultaneously study entropy and KL divergence, it is
helpful to have a model for generating networks with variable heterogeneity and modularity. One
of the earliest models of hierarchical systems was developed to understand metabolic networks.29, 81
Yet this model is deterministic, generating fractal networks in which it is difficult to tune the hetero-
geneity or modularity. Another common model is the nested stochastic block model,82, 83 wherein
small modules are nested inside larger modules. However, this model does not include heteroge-
neous degrees (a heavy-tailed degree distribution). Perhaps the closest model to what we require
was recently developed to study the emergence of complex dynamics in the brain.84 In this model,
the nested stochastic block model is combined with a preferential attachment rule to generate a
rich club of hub nodes.
Here we propose a model that directly combines the static model24, 76, 77 and the stochastic
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block model.80 Beginning with N disconnected nodes, we first assign each node i a weight wi =
i−α, where α ∈ [0, 1] is related to the scale-free exponent by γ = 1 + 1
α
. We also assign each node
i to a community. Then, we randomly select pairs of nodes i and j within the same community
with probabilities proportional to their weights, and we connect them if they have not already
been connected. This process is repeated until fE = 1
2
f〈k〉N edges have been added within
communities. We then repeat this process again until (1− f)E = 1
2
(1− f)〈k〉N edges have been
added between communities. The resulting network has a degree distribution that drops off as a
power law P(k) ∼ k−γ and also has the same community structure as a stochastic block model.
Sweeping over the two parameters γ and f , while fixing the average degree 〈k〉 = 100
and community size n = 100, we see that our hierarchically modular model exhibits a variety of
entropies (Fig. S14a) and KL divergences (Fig. S14b). Additionally, we verify that the model
can attain a wide range of degree heterogeneities (Fig. S14c) and clustering coefficients (Fig.
S14d). Notably, the variation in the degree heterogeneity and clustering coefficient with γ and f
appears almost identical to the variation in the entropy and KL divergence, respectively, once again
indicating that entropy is primarily driven by heterogeneity and KL divergence is primarily driven
by clustering or modularity.
Given our investigation of the information properties of different network models, it is ul-
timately important to compare against real communication networks. For each network listed in
Table S6, we generate series of scale-free networks with various exponents γ, stochastic block
networks with various within-community fractions f , and hierarchically modular networks with
various exponents γ (for fixed f ) and various f (for fixed γ). Each model network maintains the
same number of nodes N and edges E as the corresponding real network. For the stochastic block
and hierarchically modular networks, we choose community sizes that are roughly the square root
of the network size n ≈ √N for the purpose of remaining consistent with our model-based anal-
ysis (wherein N = 104 and n =
√
104 = 100). Comparing each real and model network with
completely randomized versions of the same networks (Fig. S15), we find that: (i) scale-free net-
works cannot attain the low KL divergence displayed by real networks and (ii) stochastic block
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Fig. S14 | Information and structural properties of hierarchically modular networks.
a, Entropy as a function of the scale-free exponent γ and the fraction of within-community
edges f for hierarchically modular networks with average degree 〈k〉 = 100 and communities
of size n = 100. Each point is an exact calculation for a network of size N = 104. b, KL
divergence as a function of γ and f in the same networks with η fixed to the average value
0.80 from our experiments. c, Degree heterogeneity H varies as a function of γ and f in a
similar fashion to the entropy (a). d, Average clustering coefficient varies as a function of γ
and f much like the KL divergence (b).
networks cannot attain the high entropy displayed by real networks, but (iii) hierarchically modu-
lar networks can achieve both with a parameter combination of γ ≈ 2.2 and f ≈ 0.72. Thus, we
confirm that both heterogeneous degrees and modular structure are required (that is, hierarchical
organization is required) to match the information properties of real networks.
10 Network datasets
The real-world networks analyzed in the main text are listed and briefly described in Table S6.
While the semantic, web, citation, and social networks are gathered from online network reposito-
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Fig. S15 | Comparing the information properties of real and model networks.
Entropies and KL divergences of real and model networks compared to fully randomized
versions. For each model network in Table 1, we generate SF networks with variable γ (red),
SB networks with communities of size n ≈ √N and variable f (green), and HM networks with
n ≈ √N and variable γ (fixed f = 0.72; blue) or variable f (fixed γ = 2.2; purple), all with
the same number of nodes N and edges E as the real network. Each real and model network
is then compared with 100 randomized versions; data points are first averaged over the 100
randomized networks and then averaged over the set of real networks in Table 1. HM networks
with γ = 2.2 and f = 0.72 match the average entropy and KL divergence of real networks.
ries, the language and music networks are novel. For the language networks, we developed code to
(i) remove punctuation and white space, (ii) filter words by their part of speech, and (iii) record the
transitions between the filtered words. Here we focus on networks of transitions between nouns,
noting that the same methods could be used to record transitions between other parts of speech.
The raw text was gathered from Project Gutenberg (gutenberg.org/wiki/Main Page).
For the music networks, we read in audio files in MIDI format using the readmidi function
in MATLAB (R2018a). For each song, we split the notes by their channel, which represents the
different instruments. For each channel, we created a network of note transitions. We then create
a transition network representing the entire song by aggregating the transitions between notes
across the different channels. The MIDI files were gathered from midiworld.com and from
57
kunstderfuge.com. Our code and data are available upon request from the corresponding
author.
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Type Name N E Description
Language Shakespeare85,∗ 11,234 97,892 Noun transitions in Shakespeare’s work.
Homer86,∗ 3,556 23,608 Same as above (Homer’s Iliad).
Plato87,∗ 2,271 9,796 Same as above (Plato’s Republic).
Jane Austen88,∗ 1,994 12,120 Same as above (Pride and Prejudice).
William Blake89,∗ 370 781 Same as above (Songs of Innocence...).
Miguel de Cervantes90,∗ 6,090 43,682 Same as above (Don Quixote).
Walt Whitman91,∗ 4,791 16,526 Same as above (Leaves of Grass).
Semantic Bible92 1,707 9,059 Pronoun co-occurrences in Bible verses.
Les Miserables92 77 254 Character co-occurrences.
Edinburgh Thesaurus93,94,∗ 7,754 226,518 Word similarities in human experiments.
Roget Thesaurus94,95,∗ 904 3,447 Linked semantic categories.
Glossary terms94 60 114 Words used in definitions of other words.
FOLDOC94,96,∗ 13,274 90,736 Same as above (computing terms).
ODLIS94,97,∗ 1,802 12,378 Same as above (information science terms).
Web Google internal92,98,∗ 12,354 142,296 Hyperlinks between Google’s own cites.
Education99,100 2,622 6,065 Hyperlinks between education webpages.
EPA100,101 2,232 6,876 Pages linking to www.epa.gov.
Indochina100,102 9,638 45,886 Hyperlinks between pages in Indochina.
2004 Election blogs92,103,∗ 793 13,484 Hyperlinks between blogs on US politics.
Spam100,104 3,796 36,404 Hyperlinks between spam pages.
WebBase100,102 6,843 16,374 Hyperlinks gathered by web crawler.
Citations arXiv Hep-Ph92,105,∗ 12,711 139,500 Citations in Hep-Ph section of the arXiv.
arXiv Hep-Th92,105,∗ 7,464 115,932 Citations in Hep-Th section of the arXiv.
Cora92,106,∗ 3,991 16,621 Citation network between scientific papers.
DBLP92,107,∗ 240 858 Citation network between scientific papers.
Social Facebook92,108 13,130 75,562 Subset of the Facebook network.
arXiv Astr-Ph92,105 17,903 196,972 Coauthorships in Astr-Ph section of arXiv.
Adolescent health92,109,∗ 2,155 8,970 Friendships between students.
Highschool92,110,∗ 67 267 Friendships between highschool students.
Jazz92,111 198 2,742 Collaborations between jazz musicians.
Karate club92,112 34 78 Interactions between karate club members.
Music Thriller – Michael Jackson113,∗ 67 446 Network of note transitions.
Hard Day’s Night – Beatles114,∗ 41 212 Same as above.
Bohemian Rhapsody – Queen115,∗ 71 961 Same as above.
Africa – Toto116,∗ 39 163 Same as above.
Sonata No 11 – Mozart117,∗ 55 354 Same as above.
Sonata No 23 – Beethoven118,∗ 69 900 Same as above.
Nocturne Op 9-2 – Chopin119,∗ 59 303 Same as above.
Clavier Fugue 13 – Bach120,∗ 40 143 Same as above.
Ballade Op 10-1 – Brahms121,∗ 69 670 Same as above.
Table S6 | Real networks analyzed in the main text. For each network we list its type; name,
reference, and whether it has a directed version (denoted by *); number of nodes N ; number
of edges E; and a brief description.
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