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Abstract
Complex networks underlie an enormous variety of social, biological, physical, and virtual systems. A profound complication for
the science of complex networks is that in most cases, observing all nodes and all network interactions is impossible. Previous
work addressing the impacts of partial network data is surprisingly limited, focuses primarily on missing nodes, and suggests that
network statistics derived from subsampled data are not suitable estimators for the same network statistics describing the overall
network topology. We generate scaling methods to predict true network statistics, including the degree distribution, from only partial
knowledge of nodes, links, or weights. Our methods are transparent and do not assume a known generating process for the network,
thus enabling prediction of network statistics for a wide variety of applications. We validate analytical results on four simulated
network classes and empirical data sets of various sizes. We perform subsampling experiments by varying proportions of sampled
data and demonstrate that our scaling methods can provide very good estimates of true network statistics while acknowledging
limits. Lastly, we apply our techniques to a set of rich and evolving large-scale social networks, Twitter reply networks. Based on
100 million tweets, we use our scaling techniques to propose a statistical characterization of the Twitter Interactome from September
2008 to November 2008. Our treatment allows us to find support for Dunbar’s hypothesis in detecting an upper threshold for the
number of active social contacts that individuals maintain over the course of one week.
1. Introduction
Data collected for complex networks is often incomplete due
to covert interactions, measurement error, or constraints in sam-
pling. Particular individuals may wish to remain hidden, such
as members of organized crime, and individuals who are other-
wise overt may have some interactions that they wish to remain
hidden because those interactions are of a sensitive nature (e.g.,
romantic ties). In other instances, links may be erroneously in-
ferred from spurious or noisy interactions. Furthermore, ex-
tremely large networks necessitate an understanding of how
network statistics scale under various sampling regimes [1, 2].
Explorations of empirically studied networks have largely ig-
nored these biases and consequently, characterizations of the
observable (sub)networks have been reported as if they repre-
sent the “true” network of interest.
When members of a population are drawn at random, each
with equal selection probability, the sample statistic being stud-
ied is often a good estimate of the population statistic. Prob-
lematically, subsampling networks often induces bias: some in-
dividuals or interactions may be more likely to be selected [3].
Consider, for example, a network for which a random selection
of links is observed. The collection of observed nodes in such
a subnetwork is biased because large degree nodes are more
likely to be included in the sample than nodes of small degree.
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The development of techniques to correct sample estimates
of population statistics is needed to enable more accurate por-
trayals of empirically studied large -scale networks and aid in
efforts to model dynamics such as cascading failures and com-
plex contagion [4–7].
A central confounding issue is that the errors introduced
by biases in sampling may be exacerbated both by particular
sampling strategies and by various underlying network topolo-
gies of the true network from which the subsamples are cho-
sen [8–15]. Researchers have explored the effects of sam-
pling by nodes [1, 9, 13, 16–18]; sampling by edges or mes-
sages [1, 2, 18]; and graph exploration methods based on ran-
dom walks, snowball sampling, and respondent driven sam-
pling [1, 19, 20].
We organize our paper as follows. First, we outline some of
the most common global network statistics. In Section 2, we
describe our data and sampling strategies. In Section 3, we de-
scribe scaling methods for global network statistics and apply
our methods to four classes of simulated networks and six em-
pirical datasets. We provide a summary of all our estimates in
Table 2. In Section 4, we apply our methods to Twitter reply
networks as both a case of scientific interest and demonstration
of our methods. In Section 5, we discuss the implications of our
findings and suggest further areas of research.
Global network statistics
Real complex networks have come to be characterized by a
range of functional network statistics. In this paper, we explore
how descriptive measures such as the
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• the number of nodes, N,
• the number of edges, M,
• degree distribution, Pk,
• the average degree, kavg,
• the max degree, kmax,
• clustering coefficient, C, [21], and
• the proportion of nodes in the giant component, S ,
scale with respect to missing network data. Based on our obser-
vations, we suggest predictor methods for inferring these net-
work statistics from subsampled network data.
The most important structural feature of a network is the
degree distribution, Pk, and this has been the focus of much
previous work on subsampled networks. The classical Erdo¨s-
Re´nyi random graph model famously exhibits a Poisson degree
distribution, Pk = λ
ke−λ
k! [22]. In contrast to Erdo¨s-Re´nyi ran-
dom networks, preferential attachment growth models describe
a random process whereby new nodes attach with greater like-
lihood to nodes of large degree giving rise to a Power-law or
Scale-free degree distribution, Pr(k) ∝ k−γ [23–26]. Other dis-
tributions, such as lognormals and power-laws with exponen-
tial cutoffs may equally characterize the degree distributions of
some empirical networks [27].
Previous work has explored how the degree distribution is
distorted when the subnetwork is the induced subgraph on sam-
pled nodes [9, 10, 13, 17, 18, 28–30]. Han et al. [9] inves-
tigated the effect of sampling on four types of simulated net-
works: random graphs with (1) Poisson, (2) Exponential, (3)
Power-law, and (4) Truncated normal distributions. They ob-
served that degree distributions of sampled Erdo¨s-Re´nyi ran-
dom graphs appear to be linear on a log-log plot. Others have
also suggested that subnetworks of Erdo¨s-Re´nyi random graphs
appear “power-law-like” and could be mistaken for a scale-free
network [9, 17]. Typically, scale-free networks have degree
distributions which span several orders of magnitude and thus,
subnetworks of Erdo¨s-Re´nyi random graphs would not be clas-
sified as scale-free networks by most researchers. As warned
in [27], further errors may be incurred when attempting to use
linear regression to fit a power-law.
Stumpf and Wiuf [28] examined how degree distributions of
Erdo¨s-Re´nyi random graphs scale when subnetworks are ob-
tained through uniform random sampling on nodes and “pref-
erential sampling of nodes,” whereby large degree nodes have a
greater probability of being selected. They showed that Erdo¨s-
Re´nyi random graphs exhibit closure1 under subsampling by
nodes, but not under preferential sampling of nodes.
Stumpf et al. [13] suggested that the degree distribution of
the subnetwork induced on randomly selecting nodes is inde-
pendent of the proportion of nodes sampled and that the true
degree distribution can only be determined by knowledge of
the generating mechanism for the network. Unfortunately, this
is often not known or fully understood.
Several researchers have explored techniques for estimating
the true degree distribution from subnetwork data. We first
1An Erdo¨s-Re´nyi random graph sampled by nodes is an Erdo¨s-Re´nyi ran-
dom graph.
examine the subnetwork degree distribution before examining
attempts to solve for the true degree distribution in terms of
the subnetwork degree distribution. We consider three cases.
First, when links are sampled with probability q and the sub-
network is taken to be the network generated on sampled links,
the probability that a node of degree i in the true network will
become a node of degree k in the subnetwork (k ≤ i) is given by
Pr(k | i) =
(
i
k
)
qk(1 − q)i−k. The subnetwork degree distribution
can be determined by weighting these probabilities by Pi, the
probability of node i appearing in the true network [31]. The
subnetwork degree distribution is then given by
P˜k =

∑kmax
i=k
(
i
k
)
qk(1 − q)i−kPi, if k > 0
0, if k = 0.
(1)
Next, we consider subnetworks obtained by link failure. In
these cases, all nodes are observed, only a proportion (q) of
links are observed. This cases is nearly identical to Equation 1,
except for the presence of nodes of degree zero.
P˜k =
kmax∑
i=k
(
i
k
)
qk(1 − q)i−kPi, for k ≥ 0. (2)
Lastly, we consider subnetworks obtained from the induced net-
work on sampled nodes. In this case, the probability of observ-
ing a node is q. As such,
Pr
(
v is observed and deg(v) is k
)
= q
kmax∑
i=k
(
i
k
)
qk(1 − q)i−kPi.
We note that this is not the observed subnetwork degree distri-
bution because when a subnetwork obtained from the induced
network on sampled nodes is observed, the frequencies of nodes
of degree k are computed relative to the number of observed
nodes. This becomes
Pr
(
deg(v) is k | v is observed) = Pr (v observed & deg(v) is k)
q
=
kmax∑
i=k
(
i
k
)
qk(1 − q)i−kPi,
which is normalized. For added clarity, consider a net-
work of N nodes and M = 0 edges. We observe that
Pr(v is observed and deg(v) = 0) = q
(
0
0
)
q0(1 − q)0P0 = q
whereas Pr
(
deg(v) = k | v is observed) = q(00)q0(1−q)0P0=qq = 1.
The latter agrees with our observation, namely the (observed)
network induced on sampled nodes will have all nodes of de-
gree 0 and an observed probability distribution which is simply
P0 = 1.
Viewing Equation (1) as a system of k equations, we may
derive an expression for the true degree distribution in terms of
the observed subnetwork degree distribution. We refer the in-
terested reader to the Appendix for the derivation of this result:
Given a network with degree distribution P j, with sam-
pling fraction q, and the subnetwork degree distribution P˜i =
2
∑kmax
j=i
(
j
i
)
qi (1 − q) j−i P j, we may solve for P j in terms of the sub-
network degree distribution P˜i. This yields
Pˆk =
kmax∑
i=k
(−1)i−k
(
i
k
)
(1 − q)i−k
qi
P˜i, (3)
where Pˆk represents the predicted degree distribution and nodes
of degree 0 are handled appropriately. Verification of this result
is also presented in the Appendix.
Our derivation differs from Frank [29] by a factor of 1q ,
Pˆk =
kmax∑
i=k
(−1)i−k
(
i
k
)
(1 − q)i−k
qi+1
P˜i. (4)
Equation 4 solves Pk′ = q
∑kmax
i=k
(
i
k
)
qk(1−q)i−kPi, for Pi in terms
of Pk′, however Pk′ is not the observed degree distribution. Nei-
ther of these derivations, however, are guaranteed to be non-
negative [3] and their practicality of use is limited.
Model selection methods provide a different approach by em-
ploying maximum likelihood estimates to identify which type
of degree distribution characterizes a true network, given only
a subnetwork degree distribution [32]. Although these meth-
ods are able to discern that some network degree distributions
may be better characterized by lognormal or exponential cutoff
models instead of power-laws, only models selected a priori for
testing form the candidate pool of possible distributions.
In contrast to the model selection technique proposed by
Stumpf et al. [32], we explore a probabilistic approach which
utilizes knowledge of the proportion of sampled network data
(q) and the subnetwork degree distribution. In doing so, we de-
sire an estimation that captures the qualitative nature of the de-
gree distribution without making any assumptions about candi-
date models. We show that reasonably good estimates of Pk can
be achieved with no knowledge of the generating mechanism.
With a reasonable estimate of the degree distribution available,
we are able to overcome a previously noted obstacle identified
by Kolaczyk [3] who notes that predictors for network statis-
tics (sampled by links) have proven more elusive because of
the need for knowledge of the true degree distribution [3]. Our
method can be used in conjunction with Hortiz-Thompson esti-
mators to reasonably predict network statistics for cases where
node selection is not uniform (i.e., subnetworks generated by
sampled links or weights).
In the subsequent sections, we summarize this work and
show how our method surmounts this obstacle. To our knowl-
edge, scaling techniques for networks generated by sampled in-
teractions (e.g., weighted networks) have not been addressed in
the literature and given the interest in large, social networks de-
rived from weighted, directed interactions, we find this analysis
timely and relevant.
2. Methods
In this paper, we focus on four sampling regimes: (1) subnet-
works induced on randomly selected nodes, (2) subnetworks
obtained by random failure of links, (3) subneworks generated
by randomly selected links, and (4) weighted subnetworks gen-
erated by randomly selecting interactions. Motivated by our
work with Twitter reply networks [33] for which we have a very
good approximation of the percent of messages which are ob-
tained, we base our work on the assumption that the proportion
of missing data is known. This is a critical assumption and one
that we acknowledge may not always be satisfied in practice.
Efforts to estimate the proportion of missing nodes or links are
intriguing, but are beyond the scope of this paper.
2.1. Unweighted, undirected networks
Our data consist of simulated and empirical networks. We
generate unweighted, undirected networks with N = 2 × 105
nodes and average degree kavg = 10 according to four known
topologies: Erdo¨s-Re´nyi random graphs with a Poisson degree
distribution [22], Scale-Free random graphs with a power-law
degree distribution [24, 34], Small world networks [35], and
Range dependent networks [36].2 We also examine six well
known empirical network datasets: C. elegans [35, 38], Air-
lines [39], Karate Club [40], Dolphins [41], Condensed mat-
ter [21], and Powergrid [35].
We sample each of these simulated and empirical net-
works and examine the subnetwork induced on sampled nodes
(Fig. 1), the subnetwork obtained by failing links (Fig. 2), and
the subnetwork generated by sampled links (Fig. 3). For a given
network, 100 simulated subnetworks are obtained for a given
sampling strategy and subsampling percentage q, as q varies
from 5% to 100% in increments of 5%.
2.2. Weighted, undirected networks
We examine the effects of uniformly increasing edge weight
(Experiment 1, Cases I-V) as well as the distribution of edge
weights (Experiment 2, Cases VI and VII) on the scaling of
network statistics (Table 1).
2.2.1. Experiment 1: Uniform distribution of edge weights
In this set of experiments, we generate Erdo¨s-Re´nyi networks
with N = 2000 nodes and kavg = 6. We assign each edge to
have equal weight, w, where w = 1, 2, 3, 4, or 5 (correspond-
ing to Cases I-V). We similarly generate Scale-free networks
with N = 2000 nodes and kavg = 6. We then sample each
of the weighted, undirected networks by randomly selecting
q
∑
ei∈E(G) w(ei) interactions and examine the subnetwork gener-
ated by links with w(e j) > 0 (Fig. 4). This procedure is repeated
to generate one hundred simulated networks for each class and
varying proportions of sampled interactions (q).
2Erdo¨s-Re´nyi, Scale-free, Small world, and Range dependent models were
constructed with the CONTEST Toolbox for Matlab [37]. We note that the
small world networks were set to have random rewiring probability p = 0.1
and preferential attachment networks were set to have d = 5 new links when
they enter the network. Range dependent networks were set to establish a link
between nodes vi and v j with probability αλ| j−i|−1 where we set λ = 0.9 and
α = 1. As noted by [37], this choice of α ensures that nodes vi and vi+1 are
adjacent and λ| j−i|−1 ensures that short range connections are more probable
than long range connections.
3
Table 1: Summary of weighted network experiments. Note: w(e j) refers to the weight of edge e j, s(v j) refers to the strength of node vi) and randi {1..9} refers to a
randomly selected integers between 1 and 9 (inclusive).
Case kavg wavg Distribution of weights
I 6 1.0 w(e j) = wavg (uniform)
II 6 2.0 w(e j) = wavg (uniform)
III 6 3.0 w(e j) = wavg (uniform)
IV 6 4.0 w(e j) = wavg (uniform)
V 6 5.0 w(e j) = wavg (uniform)
VI 6 5.0 s(vi) =
⌈
30
k
⌉
(equal effort)
VII 6 5.0 w(e j) = randi {1..9} (randomized)
2.2.2. Experiment 2: Non-uniform distribution of edge weights
In this set of experiments, we explore how the distribution of
weights on edges can impact scaling of global network statis-
tics. As in the previous case, we first generate an Erdo¨s-Re´nyi
network with N = 2000 and kavg = 6. We then add weights to
edges in one of two ways. In Case VI, we assume “equal effort”
in that all nodes will have an equal number of interactions dis-
tributed equally among their incident edges. This requirement
ensures that all nodes have equal node strength and that effort
is equally distributed to each neighbor. More specifically, for
node deg(vi) = k, we set each of the k edges to have weight⌈
30
k
⌉
. In Case VII, for each edge we select an integer weight
between 1 and 9 from a uniform probability distribution. Cer-
tainly, other variants of the weight distribution exist and their
analysis may provide additional insight in future studies.
2.3. Weighted, directed networks–Twitter reply networks
Twitter reply networks [33] are weighted, directed networks
constructed by establishing a directed edge between two indi-
viduals if we have a directed reply from a individual to another
during the week under analysis. These networks are derived
from over 100 million tweets obtained from the Twitter stream-
ing API service during September 2008 to February 2009.3
During this time, we obtained between 25% to 55% of all tweets
(Table A24). Using the scaling methods developed in Sections
4.1-4.4, we predict global network statistics for the Twitter in-
teractome during this period of time by viewing in- and out-
network statistics separately (e.g., two distinct networks) to ac-
count for directionality.
3. Estimating global network statistics
3.1. Sampling by nodes
Given a network, G = (V, E), where V is the collection of
nodes (or vertices) and E is the collection of links (or edges),
we randomly select a portion of nodes q, where 0 < q ≤ 1.
The node induced subgraph on these randomly sampled nodes
is given by G∗ = (V∗, E∗), where V∗ represents the randomly
selected nodes and E∗ represents the edges in E for whom both
3We refer the interested reader to [33] for more information. The data for
these networks is provided at http://www.uvm.edu/~storylab/share/
papers/bliss2014a/
endpoints lie in V∗ (Fig. 1). This type of sampling occurs when
a selected group, representative of the whole, is observed and
all interactions between sampled individuals are known. This
sampling strategy is well studied and we will only view key
results here (see [3]).
(a) Sampled nodes (b) Nodes induced subnetwork
Figure 1: Node induced subnetwork on randomly sampled nodes. (a) The true
network is sampled by randomly selecting nodes (red). (b) The node induced
subnetwork consists of sampled nodes and edges whose endpoints both lie in
the collection of sampled nodes.
3.1.1. Scaling of N,M, kavg,C, kmax, and S
Given a subnetwork of size n = qN known to be obtained by
randomly selecting qN nodes, the number of nodes in the sub-
sample clearly scales linearly with q (see Figs. A1a and A2a).
The size of the true network is predicted by
Nˆ =
1
q
n, (5)
which shows good agreement with the true network statistic
(Table A1). Note that this result is independent of network type
and is only dependent on q, the fraction of nodes subsampled,
and n, the size of the subsample.
Given a network with N nodes and a subnetwork of n nodes,
the probability of selecting edge ei j is given by
n(n−1)
N(N−1) . This
is simply the probability that the two nodes, vi and v j, incident
with the edge ei j, are selected. The number of edges in the
subnetwork is found by
m =
n(n − 1)
N(N − 1) M, (6)
4
where m represents the number of edges in the subnetwork and
M represents the number of edges in the true network. For large
networks, m ≈ q2M. This agrees well with simulated results
(Figs. A1b and A2b). The predicted number of edges is given
by
Mˆ = m
N(N − 1)
n(n − 1) , (7)
which scales as Mˆ ≈ 1q2 m for large networks. This predictor
shows good agreement with actual values (Table A2).
The average degree, kavg, is found by
kavg =
2M
N
.
Given expressions for the expected number of edges (7) and the
expected number of nodes (5), the expected average degree of
a true network, kˆavg, based on an observed average degree of a
subnetwork:
kˆavg =
2Mˆ
Nˆ
(8)
=
2m N(N−1)n(n−1)
n
q
(9)
=
2m
n
N − 1
n − 1 (10)
= kobsavg
N − 1
n − 1 (11)
≈ k
obs
avg
q
, (12)
where in line (10) we have assumed that Nˆ ≈ N, N  1 and
n  1. Comparing this result to simulated subnetworks in-
duced by subsampling nodes (Figs. A1c and A2c), we find very
good agreement between the predicted average degree and true
average degree (Table A3), except for the small empirical net-
works (Karate club and Dolphins) sampled with low q. In these
cases, we violate the assumption that n  1 because subsam-
ples of the Karate Club network degenerate to subnetworks of
3 edges or less when q ≤ 0.20. Similarly, subsamples of the
Dolphin network degenerate to subnetworks of 3 edges or less
when q ≤ 0.15. When the observed number of edges in the
subnetwork exceeds 3, our predicted Mˆ has an error less than
5% (Table A3).
The scaling of the max degree is highly dependent on net-
work type, or more precisely, the relative frequency of high de-
gree nodes. For networks with relatively few large hubs and
many small nodes of small degree, kmax scales linearly with q
and kˆmax ≈ kmaxq . For networks with many nodes of maximal
degree4 kmax scales nonlinearly with q (Figs. A1d and A2d).
4An example of this would be a regular lattice. All nodes have the same
(and hence maximal) degree. This pathological example is not often seen in
practice. Simulated Small world networks begin as a regular lattice with ran-
dom rewiring probability, p. Since our Small world networks have p = 0.1, our
Small world networks exhibit this pathological behavior more so than several
empirical Small world networks. We note that this is simply a matter of tuning
p and not indicative of all Small world networks.
This distinction makes predicting the maximum degree more
challenging since an accurate predictor ultimately relies on
knowledge of the network type - knowledge one usually does
not have in an empirical setting. Our proposed technique uti-
lizes kˆmax ≈ k
obs
max
q , unless our algorithm detects a large number of
nodes with degree similar to kmax and are assured that the sub-
network that has not degenerated to a small network (n < 30).5
In this case,
kˆmax ≈ k
obs
max
1 − q
θ
, (13)
where θ =the number of nodes with degree greater than 75%
of kmax. The rationale for this rough approximation is that the
nodes which have high degree (> 75% of the observed max. de-
gree) may have been nearly equal contenders for losing a neigh-
bor during subsampling. When all nodes have equal degree, the
denominator of Equation 13 tends to kˆmax ≈ kobsmax. Table A4
presents the error for this predictor and demonstrates that our
method performs reasonably well for most networks in our data
set. To our knowledge, this is the first attempt to characterize
how kmax scales with subsampling and we hope that future work
improves upon our estimate.
We measure clustering using Newman’s global clustering co-
efficient [42] CG =
3×τ∆(G)
τ+3 (G)
, where τ∆(G) denote the number of
triangles on a graph and τ+3 (G) = τ3(G) − 3τ∆(G), which is
the number of vertex triples connected by exactly two edges
(as in the notation used by [3]). Since the probability of se-
lecting a node is q, both the number of triangles and con-
nected vertex triples scale as q3. Thus, τˆ∆(G) = 1q3 τ∆(G
∗) and
τˆ+3 (G) =
1
q3 τ
+
3 (G
∗) [43]. We then expect
CˆG ≈ C∗G. (14)
This is supported by simulations (Figs. A1e and A2e) and small
errors in CˆG (Table A5). We note that for small q, some sub-
networks completely breakdown and no connected triples are
present. In these situations, the clustering coefficient can not be
computed nor can the true network’s clustering coefficient be
well predicted.
We next explore how the size of the giant component scales
with the proportion of nodes sampled (Fig. A1f and A2f). For
the Erdo¨s-Re´nyi and Scale-free random graphs, the giant com-
ponent emerges when the subnetwork has ksubavg > 1. This oc-
curs when qkavg > 1 and so for our simulated Erdo¨s-Re´nyi and
Scale-free networks, this occurs when q = 0.10 because the true
networks have kavg = 10. The thresholds for the emergence
of the giant component in Small World and Range dependent
networks are much higher. This may be due to the relatively
large clustering coefficients of these networks. As suggested
by Holme et al. [44], networks with a large clustering coeffi-
cient [35] are more vulnerable to random removal of nodes. We
observe the same trend with Newman’s global clustering coef-
ficient.
5More specifically, if our algorithm detects nkmax−1kmax − 1 > nkmax kmax,
then we use the adjustment Equation 13, where nkmax−1 represents the number
of nodes of degree kmax − 1.
5
In the case of the empirical networks, we find that the gi-
ant component emerges for q corresponding to kobsavg > 1. C.
elegans, Airlines, and Condensed Matter networks are more re-
silient to random removal of nodes in that the giant component
persists for small levels of q. This is most likely due to their rel-
atively high average degrees, as compared to the other networks
(heterogeneity of nodes’ degrees in these networks). Hetero-
geneous networks demonstrate more resilience due to random
removal of nodes at high levels of damage [45]. In general, it
may be very difficult to predict the exact critical point at which
the giant component emerges from subnetwork datasets.
3.1.2. Scaling of Pk
The complementary cumulative degree distribution (CCDF)
becomes more distorted as smaller proportions of nodes are
sampled, as shown in Figure A3 and given by Equation 1. Sub-
networks obtained by the induced graph on sampled nodes will
often have P˜0 > 0. This occurs when vi is selected in sampling,
but no neighbors of vi are selected in the sample.
Our goal is to predict the degree distribution, given only
knowledge of the proportion of nodes sampled (q) and the sub-
net degree distribution. We note that the probability that an
observed node of degree k came from a node of degree j ≥ k in
the true network is given by
Pr(k | j) =
{ ( j
k
)
qk(1 − q) j−k, when j ≥ k
0, when j < k,
where q is the probability that a node’s neighbor was included in
the subsample and 1−q is the probability that a node’s neighbor
is not included in the subsample.
After normalizing, we find ψ( j) = Pr(k | j)c describes the nor-
malized probability that an observed node of degree k came
from a node of degree j in the true network, where c =∑∞
j=k Pr(k | j). Note that when |1− q| < 1 this series converges
and we find c =
∑∞
j=k Pr(k | j) = 1q . Thus,
ψ( j) =
{
q
(
j
k
)
qk(1 − q) j−k, when j ≥ k
0, when j < k.
(15)
Let nk represent the number of nodes of degree k. We com-
pute
nkψ(k) = nk

(
j
k
)
qk(1 − q) j−k
c
 (16)
= nk
(
q
(
j
k
)
qk(1 − q) j−k
)
, (17)
where we use Stirling’s approximation to estimate the binomial
coefficients for large j. We have taken care to include observed
nodes of degree zero in this process (e.g., k = 0 in Equation 16).
For networks with nodes of large degree (e.g., hubs), one
can further speed up the computation and reduce floating point
arithmetic errors by mapping back observed nodes of degree
k to the expected value of the distribution obtained in Equa-
tion 15:
E( j) =
1
c
∞∑
j=k
j
(
j
k
)
qk(1 − q) j−k (18)
= q
1 − q + k
q2
(19)
≈ k
q
, for k  1, (20)
where c ≈ 1q . In making use of E( j) ≈ kq , we perform a separate
calculation for nodes of degree zero6:
{
n0
(1−q) j∑
j(1−q) j
}4kobsmax
j=1
.
Figure A4 reveals the predicted degree distribution for sub-
nets induced on varying levels of randomly selected nodes. To
test the goodness of fit for the estimated degree distribution and
the true Pk, we apply the two sample Kolmogorov-Smirnov
test. Figure A16 shows the D test statistics for the predicted
degree distributions for both estimation methods (Equations 16
and 18), as well as the Dcrit computed from c(α)
√
n1+n2
n1n2
, where
c(0.05) = 1.36, n1 = kmax and n2 = kˆmax. For most networks,
D ≤ Dcrit for q ≥ 0.3, suggesting that when at least 30%
of network nodes are sampled, our methods provide an esti-
mated degree distribution which is statistically indistinguish-
able from the true degree distribution. Although we reject
the null hypothesis for the preferential attachment case, for
all q , 1, we wish to point out the potential for bias in the
Kolmogorov-Smirnov test with large n [46]. As shown, Dcrit
values are quite low and the bias in this test is due to large n1
and n2. The statistical power in this test leads to the detec-
tion of statistically significant differences, even when the abso-
lute difference is negligible. Thus, we caution the interpreta-
tion of this statistical test and place more interest in the value
D = max
∣∣∣Fi,true − Fi,predicted∣∣∣, where Ftrue and Fprediction repre-
sent the true and predicted CDFs.
3.2. Link failure
We now turn our attention to link failure. As in the previous
cases, we denote the true, unsampled network as G = (V, E).
Some proportion, q of links remain “on” (or present in the sam-
ple) and 1 − q are hidden or undetected by sampling. E∗ ⊆ E
consists of precisely the links that remain “on” and V∗ = V
(Fig. 2). Figures SI.5-SI.6 demonstrate how network statistics
scale in this sampling regime.
In this case we may use the estimator to predict the number
of nodes, Nˆ = n and we may predict the number of edges by
6In all cases, we assume a finite network. We limit our calculations to 4kobsmax
as a rough estimate on the upper bound needed for the sum in Equation 15.
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(a) Failed links
Figure 2: Failed link subnetwork. Hidden or missing links are depicted in grey.
All nodes remain in the subnetwork and only visible or sampled links remain.
Mˆ = mq . The average degree is found by
kˆavg =
2Mˆ
Nˆ
(21)
=
2m
qn
(22)
=
kobsavg
q
. (23)
Using Newman’s global clustering coefficient CG =
3×τ∆(G)
τ+3 (G)
[42], we note that q3τ∆(G) = τ∆(G∗) and
q2τ+3 (G) = τ
+
3 (G
∗) because each edge is selected with
probability q. Thus,
C∗G =
3 × τ∆(G∗)
τ+3 (G
∗)
=
3q3 × τ∆(G)
q2τ+3 (G)
= qCG.
Thus,
CˆG =
1
q
C∗G. (24)
We compute the maximum degree with the same method as
described in Section 4.4.1 because the number of neighbors of
a node scales the same in both cases. Using these estimates, we
find relatively low error in the predicted the network measures
for N,M, kavg, kmax, and CG (Tables A6– A10).
Several networks’ giant components exhibit similar patterns
of resilience when sampling by nodes or failing links. Com-
paring the resilience of the proportion of nodes in the giant
component under sampling by nodes vs. failing links, we see
that Erdo¨s-Re´nyi random graphs, random graphs with prefer-
ential attachment, Airlines, Condensed matter, C. elegans, and
Powergrid networks all perform relatively similarly under the
two sampling regimes. A noticeable difference is seen in Small
world, Range dependent, Karate club, and Dolphin networks.
In the case of Small world and Range dependent networks, the
regularity of the underlying lattice in these networks means that
each time a node is not observed, this also means that kavg edges
are also missing. Given that the majority of nodes have roughly
the same degree for these networks, subsampling fractures the
giant component quickly (i.e., for q around 0.7 and 0.8 respec-
tively). In the case of the small Karate club and Dolphins net-
works sampled by nodes, the proportion of nodes in the giant
component increases with decreasing q. In these cases, the net-
work consists of relatively few nodes, which are connected. In
contrast, when examining the failing links case, we have all
nodes present, but these nodes are missing almost all links and
the network is highly disconnected.
Figure A7 reveals the distortion of the CCDF when links
fail in a network and all nodes remain known to the observer.
Clearly, there are nodes of degree zero that are observed in this
sampling regime. The predicted degree distribution is obtained
by the methods described under sampling by nodes (includ-
ing the treatment of observed nodes of degree zero) and pre-
sented in Fig. SI.8. The results of the two sample Kolmogorov-
Smirnov test reveal that the estimated degree distribution and
the true degree distribution are statistically indistinguishable for
q ≥ 0.3 for most networks (Fig. A17). As previously noted,
the large number of observations in degree distribution for the
random graph grown with preferential attachment leads to high
statistical power and a low Dcrit.
3.3. Sampling by links
The problem of missing links may also manifest itself in an-
other manner. In contrast to the case when all nodes are known
and some links are hidden, we now consider subnetworks gen-
erated by sampled links and the nodes incident to those links
(Fig. 3). This type of sampling occurs in many social network
settings, such as networks constructed from sampled email ex-
changes or message board posts. In this case, we have data
pertaining to messages (links). Nodes (individuals) are only
discovered when a link (email) which connects to them is de-
tected.
In this case, edges are sampled uniformly at random and we
may use our previous estimator, Mˆ = mq . Node inclusion is
biased, however, in that nodes of high degree will be detected
with greater probability than nodes of low degree precisely be-
cause they are more likely to have an incident edge sampled.
To motivate an appropriate predictor, we must first consider
how the number of nodes in a subnetwork obtained by the sub-
network generated by sampled links scales with q (Figs. A9a
and A10a). To do this, let us consider the probability that a
node is included in such a subsample. If the number of edges
not sampled (M − m) is less than the degree k(vi) of node vi,
then we can be certain that our node of interest will be detected
in sampling. On the other hand, if M−m ≥ k(vi), then the prob-
ability of vi being in the subnetwork scales nonlinearly with q.
Using the framework set forth by Kolaczyk [3], observe that
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(a) Sampled links (b) Link induced subnetwork
Figure 3: Subnetwork generated from sampled links. (a) A network is sampled
by randomly selecting links shown in red. (b) The subnetwork consists of all
sampled links and only nodes which are incident with the sampled links. In this
type of sampling, no nodes of degree zero are included in the network. Large
degree nodes are more likely to be included in the subnetwork.
there are
(
M−k
m
)
ways of choosing m edges from the M − k edges
not incident with node vi and there are
(
M
m
)
total ways of choos-
ing m edges from all M. Thus, we have
Pr(vi is sampled) = 1 − Pr(no edge incident to vi is sampled)
=
1 −
(M−k(vi )m )
(Mm)
, if m ≤ M − k(vi)
1, if m > M − k(vi).
The Horvitz-Thompson estimator given by
Nˆ =
∑
vi∈V∗
1
pii
, (25)
where pii = Pr(vi is sampled).
Kolaczyk [3] warns that this may not be a useful result, due
to the fact that the true degree of a given node is likely to be
unknown. We overcome this limitation by using our predicted
degree distributions obtained by the techniques previously men-
tioned. Observe that when sampling by links, no nodes of de-
gree zero will be observed. We also note that in the case when
k  M and m, we may make the following approximation
which is less computationally burdensome:(
M−k
m
)(
M
m
) = (M − k)!M − m)!
M!(M − m − k)!
=
(M − m)(M − m − 1)(M − m − 2) . . . (M − m − (k − 1))
M(M − 1)(M − 2) . . . (M − (k − 1))
=
( M − m
M
) ( M − 1 − m
M − 1
)
. . .
(
M − (k − 1) − m
M − (k − 1)
)
=
(
1 − m
M
) (
1 − m
M − 1
)
. . .
(
1 − m
M − (k − 1)
)
≈ (1 − q)k(vi) for k(vi) relatively small compared to m and M.
This is simply the probability that a node of degree k(vi)
loses all edges during subsampling q0(1 − q)k and thus
Pr(not detecting vi) ≈ (1 − q)k(vi). Thus,
Nˆ =
∑
vi∈V∗
1
pii
(26)
=
∑
vi∈V∗
1
1 − (1 − q)k(vi) (27)
(28)
We apply these methods to our simulated and empirical net-
works.
Once Nˆ and Mˆ have been computed, the average degree is
simply kˆavg = 2MˆNˆ . The max degree scales roughly linearly for
preferential attachment models and many of the empirical net-
works, however scales sublinearly in networks with a high pro-
portion of nodes of similar degree (e.g. the regular lattice struc-
ture seen in Small world and Range dependent networks). Clus-
tering scales approximately as Cˆ = cq and the giant component
shows a critical threshold which varies according to network
type and average degree. The relative errors of our predictors
are summarized in Tables A11– A15. The scaling of Pk and the
predicted degree distribution are presented in Figs. SI.11 and
SI.12.
To test the goodness of fit for the estimated degree
distribution and the true Pk, we again compute D =
max
∣∣∣Fi,true − Fi,predicted∣∣∣, two sample Kolmogorov-Smirnov test
statistic (Fig. A18). This figure shows that reasonable results
are achieved when q > 0.50, a noticeable increase in the percent
of network knowledge needed, as compared to other sampling
strategies (sampling by nodes and failing links).
3.4. Sampling by interactions
Lastly, we consider the case of sampling by interactions in
the special case of a weighted network (Fig. 4). In this case,
we begin with G = (V, E), where E is a set of edges7, e j, with
weight w(e j). The weight on an edge represents the number of
interactions between two vertices. An alternative representa-
tion is simply a network with multiple edge between two such
vertices, one for each interaction. A subnetwork generated by
q
∑
e j∈E w(e j) sampled interactions is simply a sampled collec-
tion of multi-edges and the nodes incident to these edges (e.g.,
the subnetwork generated by links with nonzero weight and
nodes incident to those edges).
To consider how the number of nodes scales, we consider
a similar formulation as discussed in the previous section for
the probability that a given node is selected when sampling by
links, however instead of the degree of a node, k(vi), we are now
interested in the strength of a node. The strength of a node is
given by s(vi) =
∑
e j∈N(vi) w(e j), whereN(vi) denotes the neigh-
borhood of vertex vi [47]. Let L =
∑
e j∈E w(e j) represent net-
work load and ` = qL, the number of sampled interactions. If
the number of interactions which are not sampled (L− `) is less
than the strength of a node s(vi), then we can be certain that
node vi will be detected in sampling.
7We will treat the directed case as a special case in the next section.
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(a) Weighted network (b) Weighted subnetwork
Figure 4: Weighted subnetwork generated from sampled interactions. (a.) An
unsampled weighted network consists of nodes, links and weights representing
the number of interactions represented by the link. (b.) Sampling by interacting
produces a subsample whereby links are included in the subsample only if at
least one interaction has been sampled. The subnetwork is the induced subgraph
on these links with wi ≥ 1.
On the other hand, if L − ` ≥ s(vi), then there are at most(
L−s(vi)
`
)
ways8 of choosing ` interactions from the L − s(vi) in-
teractions not involving node vi and there are at most
(
L
`
)
total
ways of choosing ` (distinct, labeled) interactions from all L.
Letting µ(i) represent the probability that vi is sampled, we have
µi = 1 − Pr( no interaction incident to vi is sampled)
=
1 −
(L−s(vi )` )
(L`)
, if ` ≤ L − s(vi)
1, if ` > L − s(vi).
Thus, our Horvitz-Thompson estimator is,
Nˆ =
∑
vi∈V∗
1
µi
, (29)
where µi = Pr(vi is sampled). This can be well approximated
by
µi = 1 − (1 − q)s(vi). (30)
It should be noted that the strength of a node is merely pre-
dicted. Thus, effort must be made to predict the node strength
distribution in the same spirit as was previously done for the de-
gree distribution. To predict the node strength distribution, we
modify Equation 17 and predict an observed node of strength
s to be of strength sq in the true network. Applying this cor-
rector to our subsampled weighted networks, we find low rel-
ative error in the predicted number of nodes for most net-
works (Tables A16 and A17). An exception to this is Case I
(Erdo¨s-Re´nyi) for q < 0.55. We predict thenode strength to be
s
q ≥ 2 and yet in this case, the true network is unweighted (e.g.,
w(e j) = 1,∀e j ∈ E). If there is knowledge that the network is
unweighted, this example shows that the techniques from sam-
pling by edges subsection will yield much better results..
We now consider how the number of edges in the sub-
network scales with the proportion of sampled interactions.
8As an upper bound, we assume that the L− s(vi) interactions are distributed
over L − s(vi) edges (weight of 1 on each edge) which maximizes the number
of ways these could be chosen.
The probability of selecting an edge e j ∈ E is equal to 1-
Pr( not selecting edge e j). Notice that when the ` > L − w(e j),
the edge e j is certain to be included in the subsample. When
` ≤ L − w(e j), the probability of not selecting edge e j is simply
the number of ways of selecting the L−w(e j) interactions ` at a
time, which are not on edge e j divided by the number of ways
of selecting ` weights from L.
Pr(e j is sampled) = 1 − Pr( no interaction along e j is sampled)
=
1 −
(L−w(e j )
`
)
(L`)
, if ` ≤ L − w(e j)
1, if ` > L − w(e j).
Thus, our Horvitz-Thompson estimator is,
Mˆ =
∑
e j∈E∗
1
λ j
, (31)
where λ j = Pr(e j is observed), which is well approximated by
λ j = 1 − (1 − q)w(e j). (32)
Again, we must have knowledge of the edge weights, or be able
to predict them with reasonable accuracy. To do this, we predict
an edge of weight w(e j) in the subnetwork to be of edge weight
w(e j)
q in the true network.
As the weights on edges tends to 1 (the unweighted network
case), we retrieve our result for how edges scale when links are
sampled (synonymous with weights in the case where wi = 1):
lim
w(e j)→1
Pr(e j is observed) = lim
w(e j)→1
1 − Pr(w(e j))
= lim
w(e j)→1
1 −
(
L−w(ei)
`
)(
L
`
)
= 1 −
(
M−1
m
)(
M
m
)
= 1 − M − m
M
=
m
M
= q,
where q is the proportion of sampled links. Thus, when the
weights on edges tends to 1, our Horvitz-Thompson estimator
is
Mˆ =
∑
e j∈E∗
1
λ j
,
=
m
q
,
which recovers our previous result for scaling of edges when
sampling by links. The relative error incurred for the predicted
number of edges is presented in Tables A18 and A19.
Having found suitable predictors for N and M, the average
degree may be predicted by,
kˆavg =
2Mˆ
N
.
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Applying these scaling techniques, we obtain reasonably low
error for both networks in both experiments 1 and 2 (Ta-
bles A20– A21).
To estimate kmax, we recognize that the observed max de-
gree will need to be scaled by roughly the proportion of missing
edges. Using Mˆm as our scaling factor, we find relatively high er-
ror for both networks (Tables A22– A23). This is due to errors
in Mˆ hindering accuracy in kˆmax.
4. Estimating the size of the Twitter interactome
We now consider the weighted, directed network of replies
whereby a link from node vi to node v j represents the existence
of at least one reply directed from vi to v j and the weight on this
edge represents the number of messages sent in the time period
under consideration. We apply our methods to reply networks
constructed from tweets gathered during the ten week period
from September 9, 2008 to November 17, 2008, a period for
which we have a substantially higher percentage of all authored
messages.
For each of these weeks, we receive between 20-55% of all
messages posted on Twitter and similarly believe that we re-
ceive approximately 20-55% of all replies posted in this period
(Table A24). We apply our previously developed methods to
estimate the number of nodes, edges, strengths on these edges,
average degree, max degree, and distribution of node strength.
To help validate our predictions, we also predict the number
of nodes, edges, average degree, and max degree by perform-
ing 100 sampling experiments in which a proportion q of the
observed messages used for subnetwork construction. These
sampling experiments essentially “hide” some of the messages
from our view and thus allow us to consider how further sub-
sampling impacts the inferred networks statistics. Curve fitting
over this region of q allows us to extrapolate the network statis-
tic to a predicted value over increased percentages of observed
messages. We use this to validate with our estimated statistic
using the methods from the previous section.
4.1. Number of nodes
Since our reply networks are directed, we consider both the
number of nodes which make a reply (Nreplier) and the num-
ber of nodes which receive a reply (Nreceiver). As expected from
our previous discussion, the number of nodes scales nonlinearly
with the proportion of observed messages (Fig. 5). We fit mod-
els of the form N = axb to observed data and in doing so find
an excellent fit (R2 ≈ 0.99) for all weeks over the subsampled
region (Fig. 5). Extrapolating these fitted models to q = 1, we
find excellent agreement with our predicted number of nodes
obtained from Equations 29 and 30. The predicted number of
nodes from both methods agree to within ± 5%. Figure 6 re-
veals that the predicted number of nodes is nearly double the
number of observed nodes.
4.2. Strength of nodes
Figure 7 depicts a log-log plot of the predicted node strength
distribution. This plot reveals that there are fewer nodes in the
high strength region than would be expected in a scale-free dis-
tribution. Figure 8 reveals that low degree nodes dominate the
dataset and that many of these low degree nodes often have low
average edge weight (wavg ≈ 1.5). We find a peak in the av-
erage weight per edge as a function of degree around k ≈ 102.
This peak is more pronounced for out-going edges. Beyond this
value, a limiting factor may prevent increases in the weight per
edge, a result also noted by Gonc¸alves et al. [48].
4.3. Number of edges
The number of edges can be predicted using Equations 31
and 32. We present our results in Figure 9. In all cases, the
number of edges increases throughout the period of the study.
Figure 10 depicts the predicted edge weight and degree dis-
tributions. The edge weight distribution shows that very few
(< .001%) edges have weight greater than 102. The degree
distribution of the observed subnetwork can be rescaled by re-
assigning nodes of degree k, to nodes of degree Mˆm k. Figure 10
demonstrates a slightly heavier tail in the in-degree distribution
as compared to the out-degree distribution. The degree distribu-
tion reveals that fewer than .01% of the nodes have more than
102 distinct neighbors. This value is approximately Dunbar’s
number, a value suggested to be the upper limit on the number
of active social contacts for humans [49].
4.4. Average degree
Once the number of nodes and edges have been predicted
for the network, we may simply compute the average degree as
kˆavg,in = MˆNˆreceivers and kˆavg,out =
Mˆ
Nˆrepliers
. Upon doing so, we find
that the average degree for Twitter reply networks is between 4
and 5 (Fig. 11). We find that the average in-degree is less than
the average out-degree (Fig. 12).
4.5. Maximum degree
The maximum degree simply scales in proportion to the
probability of edge inclusion. Since the probability of edge in-
clusion is no longer q, as in the case of sampling by links, we
may approximate the probability of edge inclusion by m
Mˆ
and
thus kˆmax = Mˆm k
obs
max. The predicted maximum degree for Twitter
reply networks is shown in Figures 13 and 14.
5. Discussion
Network measures derived from empirical observations will
often be poor estimators of the true underlying network struc-
ture of the system. We have explored four sampling regimes:
(1) subnetworks induced on randomly sampled nodes, (2) sub-
networks obtained when all nodes are known and some links
fail or are hidden, (3) subnetworks generated from randomly
sampled links, and (4) weighted subnetworks generated by ran-
domly sampled interactions. We have described how network
statistics scale under these regimes via sampling experiments
on simulated and empirical networks. Our paper advances an
understanding of how network statistics scale, and more impor-
tantly how to correct for missing data when the proportion of
missing nodes, links or interactions is known.
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Figure 5: Number of nodes in Twitter reply subnetworks. (a.) The quantity Nrepliers is shown for Weeks 1 to 10, where each data point (dot) represents the average
over 100 simulated subsampling experiments. The dashed line represents the best fitting model of the form Nrepliers = axb to the observed data. We extrapolate this
model to predict Nrepliers. (b.) The same as panel (a.), except for Nreceivers.
(a) Nrepliers (b) Nreceivers
Figure 6: Predicted number of nodes in Twitter reply networks. The number of nodes observed for each week is depicted, along with the predicted number of nodes
obtained from curve fitting (Fig. 5) and Equation 28. The predicted number of nodes is nearly double the number of observed nodes. The relatively low proportion
of messages received for Week 5 (< 25%) may be creating greater inaccuracies in the predictors for that week.
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Table 2: Summary of scaling techniques.
Sampled Failed Sampled Sampled
nodes links links interactions
Predicted number of nodes (Nˆ) nq n
∑
vi∈V∗
1
1−(1−q)d(vi )
∑
vi∈V∗
1
1−(1−q)s(vi )
Predicted number of edges (Mˆ) mq2
m
q
m
q
∑
ei∈E∗
1
1−(1−q)w(ei )
Predicted average degree
(
kˆobsavg
) kobsavg
q
kobsavg
q
2Mˆ
Nˆ
2Mˆ
Nˆ
Predicted clustering (Cˆ) C qC Cq –
Predicted max. degree
(
kˆmax
) kobsmax
q
kobsmax
q
kobsmax
q
Mˆ
m k
obs
max
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(b) Out-going
Figure 7: Predicted Ps for Twitter reply networks. (a.) The node strength distribution for in-coming interactions. (b.) The node strength distribution out-going
interactions. In both cases, the distribution is heavy tailed, but falls off faster than would be expected in a scale-free distribution.
A major obstacle to generating scaling techniques for sub-
networks generated by sampled links or interactions has previ-
ously been the lack of a practical method for estimating the true
degree distribution or node strength distribution. Problemati-
cally, the random selection of links creates a biased sample of
nodes whereby hubs are more likely to be detected, and nodes
of small degree are more likely to go undetected. Although
scaling methods have been suggested, they are based on knowl-
edge of (or a reasonable estimate of) the degree or node strength
distribution [3]. In this paper, we have overcome this obstacle
by our proposed scaling techniques for the degree distribution
and apply this to several simulated and empirically derived net-
works with reasonably good results.
Very few studies have addressed the missing data problem in
empirically studied networks, such as those constructed from
tweets. An exception is work by Morstatter et al. [2] who com-
pared network statistics for the current Twitter’s Spritzer (≈ 1%
of all tweets) to the full Firehose (100% of all tweets), however
no methods for scaling from data collected via the API were
suggested.
We concluded our work by applying our derived scaling
methods to Twitter reply networks. Our work supports Dun-
bar’s hypothesis which suggests that individuals maintain an
upper limit of roughly 100-150 contacts each week [49]. Fur-
ther evidence for this hypothesis comes from previous work in
link prediction. Bliss et al. [50] detect the Resource Allocation
index to often evolve a large, positive weight–thus contributing
heavily (and positively) in the prediction of new links. This in-
dex considers the amount of time and attention one individual
has as a “social resource” to spend in the social network and as-
sumes that each node will distribute its resource equally among
all neighbors. Although the presence of hubs is suggestive of
preferential attachment, it is clear that the constraints of time
and attention limit truly scale-free behavior in weekly Twitter
reply networks. We find that the number of individuals who
make replies is less than the number of individuals who receive
replies.
One limitation of our work is that our scaling methods are
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(d)
Figure 8: In, Out-degree vs. Average edge weight for Twitter reply networks. (a.) The average in-coming edge weight for each node of degree k is depicted in a
logarithmically binned heatmap. (b.) The same as (a), except for out-going edges. (c.) The average weight per edge for in-coming edges as a function of kin shows
a gradual increase to kin ≈ 102 with a peak of approximately 2.2 interactions per edge. (d.) The average weight per edge for out-going edges as a function of kout
shows a gradual increase to kout ≈ 102 with a peak of between 2.5 and 3 interactions per edge.
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Figure 9: Predicted number of edges in Twitter reply networks. (a.) A small proportion of observed messages for Week 5 (< 25%) may explain the spike in
the estimated number of edges for that week. (b.) Each data point represents the number of directed edges observed, averaged over 100 simulated subsampling
experiments. The dashed line extrapolates the predicted number of edges for greater proportions of sampled data.
based upon the assumption that the sampling fraction, q is
known, while in practice this need not be the case. In cases
where one may establish an upper and lower bound for q, our
methods could be used to help establish bounds for the pre-
dicted network measures. In some cases, particularly when
sampling by links or interactions, small changes in q may have
relatively little impact on the predicted statistics, especially for
large q. Future work that seeks to classify subnetworks by net-
work class based on signature subsampling properties may also
prove to be fruitful. With some knowledge of network class
or generative model, methods for estimating q may be possible.
Additionally, efforts to predict structural holes in networks from
localized information may also greatly advance the field [51].
To our knowledge, this is the first attempt provide scaling
methods for kmax. While our scaling techniques for predicting
kmax perform well for several networks, they did not perform as
well on simulated networks with a regularized structure.9 Fu-
ture work which detects and accounts for motif distributions
may improve upon our efforts here.
With an increased interest in large, networked datasets, we
hope that continued efforts will aid in the understanding of how
subsampled network data can be used to infer properties of the
true underlying system. Our methods advance the field in this
direction, not only adding to the body of literature surrounding
sampling issues and Twitter’s API [2], but also to the growing
body of literature on incomplete network data.
9Our rewiring probability for the simulated Small world networks was quite
low, with p = 0.1. Our methods perform well on other networks which are
known to exhibit to Small world structure, such as our empirical networks Pow-
ergrid and C. elegans.
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Figure 10: Predicted edge weight and degree distributions for Twitter reply networks. (a.) The predicted edge weight distribution. (b.) Predicted Pr(kin) and (c.)
Pr(kout) for Twitter reply networks.
(a) kavg,in (b) kavg,out
Figure 11: Predicted kavg,in and kavg,out in Twitter reply networks.
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Figure 12: kavg,in and kavg,in for Twitter reply networks. Each data point represents the observed average in- and out-degree, averaged over 100 simulated subsampling
experiments. The dashed line extrapolates the predicted number of edges for greater proportions of sampled data.
(a) kmax,in (b) kmax,out
Figure 13: Predicted kmax,in and kmax,out in Twitter reply networks.
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Figure 14: kmax,in and kmax,in for Twitter reply networks. Each data point represents the observed maximum in- and out-degree, averaged over 100 simulated
subsampling experiments. The dashed line extrapolates the predicted number of edges for greater proportions of sampled data.
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7. Appendix
Derivation of Equation (2) Restating Equation (1) for convenience, with K = kmax for ease of notation, we have
P˜k =
K∑
i=k
(
i
k
)
qk (1 − q)i−k Pi.
Assume a finite network with maximum degree, K. Equation (1) may be rewritten as:
P˜1
P˜2
P˜3
.
.
.
P˜K−2
P˜K−1
P˜K

=

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1
1
)
q1 (1 − q)1−1 +
(
2
1
)
q1 (1 − q)2−1 +
(
3
1
)
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K−1
1
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q1 (1 − q)K−2 +
(
K
1
)
q1 (1 − q)K−1(
2
2
)
q2 (1 − q)2−2 +
(
3
2
)
q2 (1 − q)3−2 + + . . . +
(
K−1
2
)
q2 (1 − q)K−3 +
(
K
2
)
q2 (1 − q)K−2(
3
3
)
q3 (1 − q)3−3 + . . . +
(
K−1
3
)
q3 (1 − q)K−4 +
(
K
3
)
q3 (1 − q)K−3
.
.
.
. . .
.
.
.
.
.
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K−1
K−1
)
qK−1 (1 − q)0 +
(
K
K−1
)
qK−1 (1 − q)1(
K
K
)
qK (1 − q)0


P1
P2
P3
.
.
.
PK−2
PK−1
PK

Back solving for PK yields:
Pk =
1
qK
P˜K
Continuing, we solve for PK−1.
P˜K−1 =
(
K − 1
K − 1
)
qK−1 (1 − q)0 PK−1 +
(
K
K − 1
)
qK−1 (1 − q)1 PK
PK−1 =
P˜K−1 −
(
K
K−1
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qK−1(1 − q)PK
qK−1
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P˜ + K − 1 −
(
K
K−1
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P˜K
qK
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qK−1
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Solving for PK−2 yields,
P˜K−2 =
(
K − 2
K − 2
)
qK−2 (1 − q)0 PK−2 +
(
K − 1
K − 2
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qK−2 (1 − q)1 PK−1 +
(
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qK−2 (1 − q)2 PK
qK−2
PK−2 =
P˜K−2
qK−2
− (K − 1)(1 − q)PK−1 − K(K − 1)2 (1 − q)
2PK
Now, using our previous results, we have
PK−2 =
P˜K−2
qK−2
− (K − 1)(1 − q)
(
P˜K−1
qK−1
− K(1 − q)
qK
P˜K
)
− K(K − 1)
2
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(
P˜K
qK
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(33)
PK−2 =
P˜K−2
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− (K − 1)(1 − q)
qK−1
P˜K−1 +
K(K − 1)(1 − q)2
qK
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2
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PK−2 =
P˜K−2
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− (K − 1)(1 − q)
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K(K − 1)(1 − q)2
2qK
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Proceeding, we may generalize our result as
PˆK−n =
K∑
i=K−n
(−1)i−(K−n)
(
i
K−n
)
(1 − q)i−(K−n)
qi
P˜i, (36)
which is
Pˆk =
K∑
i=k
(−1)i−k
(
i
k
)
(1 − q)i−k
qi
P˜i, (37)
with k − K − n.
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Verification of Equation 2. We will demonstrate that our derivation for the predicted degree distribution, Pˆk , agrees with the true degree distribution Pk . Observe
that
Pˆk =
K∑
i=k
(−1)i−k
(
i
k
)
(1 − q)i−k
qi
P˜i,
= P˜k︸︷︷︸
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Expanding the sums in all terms and collecting powers of (1 − q) yields
Pˆk = Pk +
(
k + 1
k
)
(1 − q)Pk+1 +
(
k + 2
k
)
(1 − q)2Pk+2 + . . . +
(
K
k
)
(1 − q)K−kPK
−
(
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k
)
(1 − q)Pk+1 −
(
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k
)(
k + 2
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)
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(
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k
)(
K
k
)
(1 − q)K−kPK
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.
.
(−1)K−k
(
K
k
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(1 − q)K−kPK
For each power of (1 − q), we have
a∑
i=0
(−1)a
(
k + i
k
)(
k + b
k + i
)
(1 − q)aPk+a =
a∑
i=0
(−1)a
(
k + a
k
)(
a
i
)
(1 − q)aPk+a
=
(
k + a
k
)  a∑
i=0
(−1)a
(
a
i
) (1 − q)aPk+a
=

(
k+a
k
)
(0) (1 − q)aPk+a, if a ≥ 1(
k+a
k
)
(1) (1 − q)aPk+a, if a = 0
=
0, if a ≥ 1Pk , if a = 0
whereby we have made use of the binomial theorem (x + y)a =
∑a
i=0
(
a
i
)
(xa−iyi for x = 1, y = −1 which implies that 0 = ∑ai=0(−1)a(ai), for a ≥ 1. Thus, all terms of
Pˆk cancel, except for the Pk and so Pˆk = Pk .
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Figure A1: Scaling of statistics for simulated subnetworks induced on sampled nodes. (a.) The number of nodes in a subnetwork sampled by nodes scales as
n = qN precisely because only qN nodes are selecting during subsampling. (b.) The number of edges scales as m ≈ M n(n−1)N(N−1) ≈ Mq2, for n  1 and N  1.
(c.) The average degree scales linearly with the proportion of nodes subsampled. (d.) The scaling of the max degree is dependent on network type. For networks
with few large hubs, kobskmax ≈ qkmax. For networks exhibiting a nontrivial number of nodes with degrees relatively close to kmax, the max. degree scales nonlinearly.
(e.) The clustering coefficient [21] shows little variation with respect to q as suggested by the analytical result from Frank [43]. This suggests that Cˆ ≈ Cobs. (f.)
The proportion of nodes in the giant component increases with the proportion of nodes sampled. For the random graphs (Erdrey and Pref) there is a critical point
corresponding to the approximate sampling level corresponding to when kobsavg > 1. The thresholds for Small World and Range dependent networks are much higher
due to the uniformity of the motif distribution in these networks. Markers indicates the mean over 100 simulations. Error bars showing one standard deviation are
too small to see, except for (d.).
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(f) Prop. of nodes in Giant Component
Figure A2: Scaling of statistics for empirical subnetworks induced on sampled nodes. (a.) The number of nodes scales as n = qN precisely because only qN nodes
are selecting during subsampling. (b.) The number of edges scales as m ≈ M n(n−1)N(N−1) ≈ Mq2, where q is the proportion of nodes subsampled. (c.) The average degree
scales as kobsavg ≈ qktrueavg . (d.) The max degree scales roughly linearly as kobsmax ≈ qktruemax. (e.) The clustering coefficient [21] shows little variation with respect to q as
suggested by the analytical result from Frank [43], Cˆ ≈ Cobs. (f.) Large networks, such as the Powergrid and Condensed Matter author collaboration networks show
the expected transition to the giant component as q increases corresponding to when kobsavg > 1. Smaller networks, such as the Karate club and Dolphin network show
a high proportion of nodes in the giant component, for low q because the subnetwork generated for these levels of q contains fewer than 10 nodes (i.e., the network
is degenerate).
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Figure A3: CCDF distortion for subnetworks induced on sampled nodes. Subnetwork degree distributions do not capture the true degree distribution, especially for
small q.
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Figure A4: Predicted CCDF from subnetworks induced on sampled nodes. The predicted CCDF shows relatively good agreement with the true CCDF for most
networks. Karate club and Dolphins exhibit significant deviation, possible due to the small number of nodes in these networks. Networks designated with + utilized
Equation 16 and those designated with with ∗ utilized Equation 18.
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(f) Prop. of nodes in Giant Component
Figure A5: Scaling of subnetwork statistics for simulated networks obtained by failing links. (a.) When all nodes are known q links are observed through sampling,
the sample statistic for the number of nodes n equals the true number of nodes N. It should be noted, though, that some nodes of degree 0 may be observed and
these are counted as nodes (not discarded). (b.) The number of edges scales linearly as Mobs = qM. (c.) The average degree scales linearly as kobsavg =
ktrueavg
q . (d.) The
max degree scales linearly for Pref, but nonlinearly for other networks which have several nodes with degree similar to kmax. (e.) Clustering scales roughly linearly
with q. (f.) The percolation threshold for random graphs (Erdo¨s-Re´nyi and Preferential attachment) roughly corresponds to the q for which kavg ≥ 1. Smallworld
and Renga show more fragility and have a threshold which is closer to q ≈ 0.4.
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(f) Prop. of nodes in Giant Component
Figure A6: Scaling of subnetwork statistics for empirical networks obtained by failing links. (a.) When all nodes are known q links are observed through sampling,
the sample statistic for the number of nodes n equals the true number of nodes N. It should be noted, though, that some nodes of degree 0 may be observed and
these are counted as nodes (not discarded). (b.) The number of edges scales linearly as Mobs = qM. (c.) The average degree scales linearly as kobsavg =
ktrueavg
q . (d.) The
max degree scales linearly (e.) Clustering scales roughly linearly with q. (f.) The percolation threshold roughly corresponds to the q for which kavg ≥ 1.
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Figure A7: CCDF distortion for subnetworks obtained by failing links. Subnetwork degree distributions do not capture the true degree distribution, especially for
small q.
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Figure A8: Predicted CCDF from subnetworks obtained by failing links. The predicted CCDF shows relatively good agreement with the CCDF for most net-
works. Karate club and Dolphins exhibit significant deviations, possibly due to the small number of nodes in these networks. Networks designated with + utilized
Equation 16 and those designated with with ∗ utilized Equation 18.
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(f) Prop. of links in Giant Component
Figure A9: Scaling of subnetwork statistics for simulated networks induced on sampled links. (a.) The number of nodes in a subnetwork sampled by links scales
nonlinearly with q. (b.) The number of edges scales as m ≈ qM. (c.) The average degree scales roughly linearly with the proportion of nodes subsampled
ksubavg ≈ qkavg . (d.) The max degree scales roughly linearly for networks with few large hubs (e.g., Pref) and nonlinearly when there are several nodes with degrees
roughly similar to kmax. (e.) The clustering coefficient scales roughly linearly Csub ≈ qC. (f.) The proportion of nodes in the giant component increases with the
proportion of nodes sampled. For the random graphs (Erdrey and Pref) there is a critical point corresponding to the approximate sampling level when kavg > 1
(which corresponds to q = 0.1). The thresholds for Small World and Range dependent networks are much higher due to the uniformity of the motif distribution in
these networks. Markers indicates the mean over 100 simulations. Error bars showing one standard deviation are too small to see.
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(f) Giant Component
Figure A10: Scaling of subnetwork statistics for empirical networks induced on sampled links. (a.) The number of nodes in a subnetwork sampled by nodes
scales nonlinearly with q. (b.) The number of edges scales as m ≈ qM. (c.) The average degree scales roughly linearly with the proportion of nodes subsampled
ksubavg ≈ qkavg. (d.) The max degree scales roughly linearly for networks with few large hubs. (e.) The clustering coefficient scales roughly linearly Csub ≈ qC. (f.)
The proportion of nodes in the giant component increases with the proportion of links sampled. C. elegans and airlines maintain a large proportion of nodes in the
giant component, most likely because these networks have high average degree. Karate club and dolphins show considerable variability (as shown by error bars ±
s.d.) because these are relatively small networks. Powergrid is fragile to sampling by links, meaning the a high proportion of sampled links must be obtained to
reach a fully connected network.
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Figure A11: CCDF distortion for subnetworks induced on sampled links. Subnetwork degree distributions do not capture the true degree distribution, especially for
small q.
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Figure A12: Predicted CCDF from subnetworks induced on sampled links. The predicted CCDF shows relatively good agreement with the CCDF for most
networks. Karate club and Dolphins exhibit significant deviations, possibly due to the small number of nodes in these networks. Networks designated with +
utilized Equation 16 and those designated with with ∗ utilized Equation 18.
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Figure A13: Scaling of subnetwork statistics for simulated networks induced on sampled interactions.
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Figure A14: Predicted node strength distribution for weighted, simulated networks.
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Figure A15: Predicted degree distribution for weighted, simulated networks.
36
Table A1: Error in Nˆ when sampling by nodes.
q Erdrey Pref Smallw Renga C.elegans Airlines Karate Dolphins Condmat Power
0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.15 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.35 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.45 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.55 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.65 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.70 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.75 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.80 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.85 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.95 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table A2: Error in Mˆ when sampling by nodes. The percent error in the number of predicted nodes is nearly zero when, except in the small empirical networks
where for small q, we violate the assumption that n  1 and incur large errors.
q Erdrey Pref Smallw Renga C. elegans Airlines Karate Dolphins Condmat Power
0.05 0.00 0.00 0.00 0.00 0.08 0.02 2.71 2.04 0.00 0.01
0.10 0.00 0.00 0.00 0.00 0.02 0.03 1.04 0.28 0.00 0.00
0.15 0.00 0.00 0.00 0.00 0.01 0.00 0.24 0.04 0.00 0.01
0.20 0.00 0.00 0.00 0.00 0.01 0.01 0.03 0.02 0.00 0.00
0.25 0.00 0.00 0.00 0.00 0.06 0.01 0.08 0.06 0.01 0.00
0.30 0.00 0.00 0.00 0.00 0.02 0.03 0.05 0.02 0.00 0.00
0.35 0.00 0.00 0.00 0.00 0.02 0.01 0.02 0.04 0.00 0.00
0.40 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.00 0.00
0.45 0.00 0.00 0.00 0.00 0.01 0.01 0.04 0.03 0.00 0.00
0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.07 0.01 0.00 0.00
0.55 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.03 0.00 0.00
0.60 0.00 0.00 0.00 0.00 0.00 0.02 0.01 0.01 0.00 0.00
0.65 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.00 0.00 0.00
0.70 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.02 0.00 0.00
0.75 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.00 0.00
0.80 0.00 0.00 0.00 0.00 0.01 0.00 0.02 0.01 0.00 0.00
0.85 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00
0.95 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table A3: Error in kˆavg when sampling by nodes. Errors in Mˆ are largely responsible for errors in kˆavg.
q Erdrey Pref Smallw Renga C.elegans Airlines Karate Dolphins Condmat Power
0.05 0.00 0.00 0.00 0.00 0.08 0.02 2.71 2.04 0.00 0.01
0.10 0.00 0.00 0.00 0.00 0.02 0.03 1.04 0.28 0.00 0.00
0.15 0.00 0.00 0.00 0.00 0.01 0.00 0.24 0.04 0.00 0.01
0.20 0.00 0.00 0.00 0.00 0.01 0.01 0.03 0.02 0.00 0.00
0.25 0.00 0.00 0.00 0.00 0.06 0.01 0.08 0.06 0.01 0.00
0.30 0.00 0.00 0.00 0.00 0.02 0.03 0.05 0.02 0.00 0.00
0.35 0.00 0.00 0.00 0.00 0.02 0.01 0.02 0.04 0.00 0.00
0.40 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.01 0.00 0.00
0.45 0.00 0.00 0.00 0.00 0.01 0.01 0.04 0.03 0.00 0.00
0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.07 0.01 0.00 0.00
0.55 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.03 0.00 0.00
0.60 0.00 0.00 0.00 0.00 0.00 0.02 0.01 0.01 0.00 0.00
0.65 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.00 0.00 0.00
0.70 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.02 0.00 0.00
0.75 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.00 0.00
0.80 0.00 0.00 0.00 0.00 0.01 0.00 0.02 0.01 0.00 0.00
0.85 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00
0.95 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table A4: Error in kˆmax when sampling by nodes. The percent error in the predicted max degree is nearly zero for large q. In general, predicting the max. degree is
difficult due to the dependence on network structure.
q Erdrey Pref Smallw Renga C. elegans Airlines Karate Dolphins Condmat Power
0.05 2.70 0.67 7.70 3.73 0.59 0.39 0.00 0.08 0.13 0.14
0.10 1.60 0.54 4.94 2.26 0.52 0.28 0.18 0.02 0.09 0.08
0.15 1.13 0.49 3.73 1.67 0.46 0.21 0.31 0.01 0.05 0.05
0.20 0.89 0.42 2.96 1.29 0.46 0.18 0.30 0.01 0.06 0.04
0.25 0.72 0.38 2.46 1.06 0.44 0.15 0.28 0.01 0.05 0.03
0.30 0.57 0.33 2.09 0.87 0.33 0.12 0.21 0.01 0.05 0.02
0.35 0.48 0.27 1.77 0.73 0.33 0.12 0.18 0.01 0.06 0.01
0.40 0.40 0.24 1.50 0.62 0.30 0.09 0.10 0.01 0.05 0.01
0.45 0.34 0.21 1.22 0.52 0.25 0.07 0.17 0.01 0.02 0.01
0.50 0.29 0.19 1.00 0.44 0.20 0.07 0.13 0.01 0.01 0.01
0.55 0.24 0.16 0.82 0.38 0.20 0.07 0.11 0.01 0.01 0.01
0.60 0.21 0.15 0.67 0.33 0.19 0.04 0.04 0.01 0.00 0.01
0.65 0.17 0.13 0.54 0.27 0.16 0.04 0.03 0.01 0.00 0.00
0.70 0.14 0.10 0.43 0.23 0.10 0.04 0.02 0.00 0.01 0.00
0.75 0.11 0.07 0.33 0.18 0.12 0.04 0.01 0.00 0.01 0.00
0.80 0.09 0.05 0.25 0.13 0.10 0.02 0.01 0.00 0.01 0.00
0.85 0.07 0.04 0.18 0.10 0.07 0.01 0.01 0.00 0.00 0.00
0.90 0.04 0.03 0.11 0.07 0.04 0.01 0.00 0.00 0.00 0.00
0.95 0.02 0.02 0.05 0.04 0.03 0.01 0.01 0.00 0.00 0.00
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
40
Table A5: Error in Cˆ when sampling by nodes. For some small networks with a small portion of nodes sampled q, no paths of length three occurred and the
clustering coefficient was not computed in these cases.
q Erdrey Pref Smallw Renga C. elegans Airlines Karate Dolphins Condmat Power
0.05 0.01 0.33 0.00 0.00 – 0.04 – – 0.00 –
0.10 0.07 0.15 0.00 0.00 0.09 0.02 – – 0.01 0.21
0.15 0.04 0.10 0.00 0.00 0.08 0.02 – – 0.01 0.03
0.20 0.03 0.07 0.00 0.00 0.01 0.02 – – 0.01 0.02
0.25 0.05 0.06 0.00 0.00 0.01 0.01 – – 0.00 0.07
0.30 0.04 0.05 0.00 0.00 0.05 0.01 – 0.15 0.00 0.03
0.35 0.05 0.03 0.00 0.00 0.03 0.01 – 0.14 0.00 0.06
0.40 0.05 0.02 0.00 0.00 0.00 0.01 0.06 0.12 0.00 0.02
0.45 0.03 0.02 0.00 0.00 0.01 0.01 0.13 0.02 0.00 0.05
0.50 0.01 0.02 0.00 0.00 0.01 0.01 0.20 0.04 0.00 0.02
0.55 0.00 0.01 0.00 0.00 0.01 0.00 0.12 0.05 0.00 0.00
0.60 0.02 0.00 0.00 0.00 0.01 0.00 0.08 0.02 0.00 0.02
0.65 0.01 0.00 0.00 0.00 0.01 0.00 0.04 0.01 0.00 0.01
0.70 0.01 0.00 0.00 0.00 0.00 0.00 0.04 0.01 0.00 0.00
0.75 0.00 0.01 0.00 0.00 0.01 0.00 0.03 0.00 0.00 0.00
0.80 0.00 0.01 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
0.85 0.00 0.01 0.00 0.00 0.00 0.00 0.02 0.01 0.00 0.00
0.90 0.00 0.01 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.01
0.95 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table A6: Error in Nˆ when sampling by failing links. No error is encountered because all nodes remain in the subnetwork.
q Erdrey Pref Smallw Renga C. elegans Airlines Karate Dolphins Condmat Power
0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.15 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.30 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.35 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.40 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.45 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.55 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.65 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.70 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.75 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.80 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.85 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.95 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Figure A16: Kolmogorov-Smirnov two sample test for true CDF and predicted CDF from subnetworks induced on sampled nodes. The red line represents Dcrit
for α = 0.05 and sample sizes n1 = kmax of the true CDF and n2 = kmax of the observed CDF. The predicted CDFs for for most networks are statistically
indistinguishable from the true CDF for these networks for q > 0.3. Due to the presence of large hubs in Pref, n1 and n2 are quite large leading to high statistical
power in the KS test. Thus, even very small differences between the true and predicted CDFs result in a statistically significant difference and rejection of the null
hypothesis, even though the curves show relatively good agreement.
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Table A7: Error in Mˆ when sampling by failing links. Since we are sampling qM links, errors in predicting the true number of links are quite small and nonzero
only due to roundoff error (e.g., m =round(qM)).
q Erdrey Pref Smallw Renga C. elegans Airlines Karate Dolphins Condmat Power
0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.01 0.00 0.00
0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.01 0.00 0.00
0.15 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.01 0.00 0.00
0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.01 0.00 0.00
0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.01 0.00 0.00
0.30 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.01 0.00 0.00
0.35 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00
0.40 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00
0.45 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00
0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00
0.55 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00
0.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.65 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
0.70 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
0.75 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
0.80 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
0.85 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.95 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table A8: Error in kˆavg when sampling by failing links. The predicted average degree is computed from Nˆ and Mˆ. Error in the predicted average agree are small
and only occur due to rounding errors in the selecting an integer number of qM edges in the random sample.
q Erdrey Pref Smallw Renga C. elegans Airlines Karate Dolphins Condmat Power
0.05 0.00 0.00 0.00 0.00 0.03 0.03 0.06 0.09 0.00 0.00
0.10 0.00 0.00 0.00 0.00 0.02 0.02 0.03 0.05 0.00 0.00
0.15 0.00 0.00 0.00 0.00 0.02 0.01 0.03 0.03 0.00 0.00
0.20 0.00 0.00 0.00 0.00 0.01 0.01 0.03 0.02 0.00 0.00
0.25 0.00 0.00 0.00 0.00 0.01 0.01 0.03 0.02 0.00 0.00
0.30 0.00 0.00 0.00 0.00 0.01 0.01 0.02 0.02 0.00 0.00
0.35 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.01 0.00 0.00
0.40 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00
0.45 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00
0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00
0.55 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.65 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
0.70 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
0.75 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
0.80 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
0.85 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.95 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
45
Table A9: Error in Cˆ when sampling by failing links.
q Erdrey Pref Smallw Renga C. elegans Airlines Karate Dolphins Condmat Power
0.05 0.50 0.11 0.00 0.01 0.13 0.18 – – 0.06 0.28
0.10 0.66 0.05 0.00 0.00 0.05 0.03 0.36 0.04 0.02 0.18
0.15 0.18 0.02 0.00 0.00 0.00 0.01 0.18 0.24 0.06 0.05
0.20 0.06 0.02 0.00 0.00 0.00 0.04 0.45 0.18 0.03 0.01
0.25 0.05 0.00 0.00 0.00 0.02 0.00 0.01 0.09 0.10 0.04
0.30 0.03 0.01 0.00 0.00 0.01 0.00 0.21 0.02 0.03 0.00
0.35 0.01 0.01 0.00 0.00 0.01 0.01 0.02 0.02 0.01 0.02
0.40 0.02 0.01 0.00 0.00 0.01 0.01 0.15 0.07 0.00 0.01
0.45 0.01 0.01 0.00 0.00 0.01 0.01 0.05 0.02 0.04 0.00
0.50 0.01 0.00 0.00 0.00 0.00 0.01 0.07 0.01 0.02 0.01
0.55 0.01 0.00 0.00 0.00 0.00 0.00 0.03 0.01 0.00 0.01
0.60 0.00 0.00 0.00 0.00 0.01 0.00 0.05 0.03 0.00 0.00
0.65 0.00 0.01 0.00 0.00 0.00 0.01 0.06 0.02 0.00 0.00
0.70 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.02 0.01 0.00
0.75 0.01 0.00 0.00 0.00 0.01 0.01 0.01 0.00 0.01 0.00
0.80 0.01 0.00 0.00 0.00 0.00 0.01 0.00 0.02 0.00 0.00
0.85 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.01 0.00 0.00
0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.01 0.00
0.95 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
46
Table A10: Error in kˆmax when sampling by failing links.
q Erdrey Pref Smallw Renga C. elegans Airlines Karate Dolphins Condmat Power
0.05 0.47 0.01 0.33 0.23 0.07 0.17 0.21 0.18 0.06 0.24
0.10 0.29 0.00 0.02 0.39 0.02 0.17 0.05 0.13 0.15 0.37
0.15 0.26 0.00 0.11 0.32 0.01 0.13 0.17 0.10 0.12 0.19
0.20 0.26 0.00 0.09 0.32 0.01 0.09 0.08 0.00 0.12 0.07
0.25 0.09 0.01 0.09 0.33 0.01 0.05 0.11 0.11 0.08 0.13
0.30 0.24 0.00 0.02 0.26 0.01 0.06 0.03 0.07 0.09 0.01
0.35 0.21 0.00 0.00 0.21 0.01 0.03 0.10 0.10 0.08 0.02
0.40 0.09 0.00 0.00 0.18 0.01 0.05 0.08 0.02 0.07 0.01
0.45 0.09 0.00 0.00 0.19 0.00 0.04 0.07 0.06 0.07 0.01
0.50 0.00 0.00 0.00 0.13 0.01 0.04 0.13 0.05 0.05 0.04
0.55 0.06 0.00 0.00 0.09 0.00 0.01 0.10 0.02 0.05 0.03
0.60 0.06 0.00 0.00 0.12 0.01 0.02 0.08 0.04 0.03 0.05
0.65 0.02 0.00 0.00 0.14 0.00 0.03 0.08 0.03 0.03 0.01
0.70 0.02 0.00 0.00 0.11 0.00 0.02 0.06 0.02 0.02 0.02
0.75 0.05 0.00 0.00 0.09 0.00 0.02 0.06 0.03 0.01 0.02
0.80 0.00 0.00 0.00 0.06 0.01 0.01 0.04 0.02 0.02 0.04
0.85 0.02 0.00 0.00 0.04 0.01 0.00 0.03 0.02 0.02 0.04
0.90 0.00 0.00 0.06 0.03 0.00 0.00 0.02 0.01 0.01 0.02
0.95 0.00 0.00 0.05 0.01 0.00 0.00 0.01 0.01 0.00 0.01
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.09 0.00 0.00
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Figure A17: Kolmogorov-Smirnov two sample test for true CDF and predicted CDF from subnetworks obtained by failing links. The red line represents Dcrit
for α = 0.05 and sample sizes n1 = kmax of the true CDF and n2 = kmax of the observed CDF. The predicted CDFs for for most networks are statistically
indistinguishable from the true CDF for these networks for q > 0.3. Due to the presence of large hubs in Pref, n1 and n2 are quite large leading to high statistical
power in the KS test. Thus, even very small differences between the true and predicted CDFs result in a statistically significant difference and rejection of the null
hypothesis, even though the curves show relatively good agreement.
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Table A11: Error in Nˆ when sampling by links. Predictors show good agreements with true values, except for low values of q. In these cases, errors in the predicted
degree distribution contribute to errors in the predicted number of nodes. Future improvements in the predicted degree distribution would improve Nˆ.
q Erdrey Pref Smallw Renga C. elegans Airlines Karate Dolphins Condmat Power
0.05 0.40 0.47 0.38 0.39 0.34 0.53 0.68 0.64 0.65 0.80
0.10 0.11 0.21 0.08 0.09 0.11 0.34 0.46 0.41 0.44 0.64
0.15 0.02 0.06 0.06 0.04 0.02 0.23 0.33 0.26 0.31 0.51
0.20 0.07 0.02 0.10 0.09 0.01 0.17 0.23 0.16 0.22 0.40
0.25 0.08 0.05 0.10 0.09 0.01 0.12 0.15 0.10 0.15 0.31
0.30 0.07 0.07 0.08 0.08 0.01 0.10 0.10 0.06 0.11 0.24
0.35 0.05 0.07 0.06 0.06 0.01 0.07 0.06 0.04 0.07 0.18
0.40 0.04 0.06 0.04 0.04 0.00 0.06 0.04 0.03 0.05 0.14
0.45 0.03 0.05 0.02 0.03 0.00 0.04 0.00 0.02 0.03 0.10
0.50 0.02 0.04 0.01 0.02 0.00 0.03 0.01 0.02 0.02 0.07
0.55 0.01 0.03 0.01 0.01 0.00 0.03 0.01 0.01 0.01 0.05
0.60 0.01 0.02 0.00 0.00 0.00 0.01 0.02 0.01 0.01 0.03
0.65 0.00 0.01 0.00 0.00 0.00 0.01 0.02 0.01 0.00 0.02
0.70 0.00 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.01
0.75 0.00 0.00 0.00 0.00 0.00 0.01 0.02 0.00 0.00 0.00
0.80 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
0.85 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.95 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table A12: Error in Mˆ when sampling by links. Error is nonzero only because of roundoff errors when selecting an integer number of edges to sample.
q Erdrey Pref Smallw Renga C. elegans Airlines Karate Dolphins Condmat Power
0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.01 0.00 0.00
0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.01 0.00 0.00
0.15 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.01 0.00 0.00
0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.01 0.00 0.00
0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.01 0.00 0.00
0.30 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.01 0.00 0.00
0.35 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00
0.40 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00
0.45 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00
0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00
0.55 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00
0.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.65 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
0.70 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
0.75 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
0.80 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
0.85 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.95 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table A13: Error in kˆavg when sampling by links.
q Erdrey Pref Smallw Renga C. elegans Airlines Karate Dolphins Condmat Power
0.05 0.66 0.89 0.61 0.63 0.50 1.13 2.18 1.79 1.83 4.03
0.10 0.12 0.26 0.08 0.10 0.12 0.51 0.90 0.71 0.79 1.79
0.15 0.02 0.07 0.05 0.04 0.02 0.30 0.52 0.36 0.45 1.04
0.20 0.06 0.02 0.09 0.08 0.01 0.20 0.32 0.20 0.28 0.67
0.25 0.07 0.05 0.09 0.08 0.01 0.14 0.21 0.12 0.18 0.46
0.30 0.06 0.06 0.07 0.07 0.01 0.11 0.09 0.07 0.12 0.32
0.35 0.05 0.06 0.05 0.05 0.01 0.08 0.06 0.05 0.08 0.22
0.40 0.04 0.05 0.04 0.04 0.00 0.06 0.04 0.03 0.05 0.16
0.45 0.03 0.04 0.02 0.03 0.00 0.05 0.00 0.03 0.03 0.11
0.50 0.02 0.03 0.01 0.02 0.00 0.03 0.01 0.02 0.02 0.07
0.55 0.01 0.02 0.01 0.01 0.00 0.03 0.01 0.00 0.01 0.05
0.60 0.01 0.02 0.00 0.00 0.00 0.01 0.01 0.01 0.01 0.03
0.65 0.00 0.01 0.00 0.00 0.00 0.01 0.02 0.00 0.00 0.02
0.70 0.00 0.01 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.01
0.75 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00 0.00
0.80 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.00
0.85 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.00
0.95 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table A14: Error in Cˆ when sampling by links.
q Erdrey Pref Smallw Renga C. elegans Airlines Karate Dolphins Condmat Power
0.05 0.51 0.20 0.00 0.01 0.05 0.15 – – 0.02 0.05
0.10 0.36 0.05 0.00 0.01 0.04 0.05 – – 0.00 0.27
0.15 0.21 0.00 0.00 0.00 0.00 0.06 – – 0.01 0.03
0.20 0.20 0.02 0.00 0.00 0.02 0.01 – – 0.00 0.02
0.25 0.01 0.00 0.00 0.00 0.01 0.00 – 0.19 0.00 0.04
0.30 0.00 0.00 0.00 0.00 0.02 0.02 0.16 0.06 0.00 0.01
0.35 0.05 0.00 0.00 0.00 0.00 0.01 0.05 0.07 0.00 0.00
0.40 0.03 0.01 0.00 0.00 0.00 0.01 0.08 0.07 0.00 0.01
0.45 0.02 0.01 0.00 0.00 0.00 0.01 0.05 0.03 0.00 0.02
0.50 0.01 0.00 0.00 0.00 0.00 0.00 0.08 0.02 0.00 0.03
0.55 0.01 0.00 0.00 0.00 0.01 0.00 0.01 0.02 0.00 0.01
0.60 0.01 0.00 0.00 0.00 0.01 0.01 0.06 0.02 0.00 0.01
0.65 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.02 0.00 0.00
0.70 0.00 0.01 0.00 0.00 0.01 0.00 0.02 0.01 0.00 0.00
0.75 0.00 0.00 0.00 0.00 0.00 0.01 0.02 0.01 0.00 0.00
0.80 0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.02 0.00 0.00
0.85 0.01 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00
0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.00 0.00
0.95 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table A15: Error in kˆmax when sampling by links.
q Erdrey Pref Smallw Renga C. elegans Airlines Karate Dolphins Condmat Power
0.05 0.67 0.00 0.20 0.16 0.11 0.18 1.14 2.38 0.06 0.24
0.10 0.33 0.00 0.05 0.37 0.01 0.09 0.62 1.39 0.15 0.37
0.15 0.30 0.00 0.10 0.18 0.00 0.14 0.42 0.02 0.12 0.19
0.20 0.28 0.01 0.10 0.40 0.02 0.10 0.36 0.02 0.12 0.07
0.25 0.17 0.00 0.05 0.23 0.03 0.06 0.32 0.10 0.08 0.13
0.30 0.17 0.00 0.03 0.24 0.01 0.07 0.16 0.11 0.09 0.01
0.35 0.15 0.00 0.00 0.27 0.00 0.04 0.15 0.03 0.08 0.02
0.40 0.19 0.00 0.00 0.20 0.01 0.04 0.11 0.05 0.07 0.01
0.45 0.11 0.00 0.00 0.11 0.00 0.05 0.13 0.04 0.07 0.01
0.50 0.07 0.00 0.00 0.16 0.01 0.03 0.13 0.04 0.05 0.04
0.55 0.01 0.00 0.00 0.15 0.00 0.03 0.09 0.06 0.05 0.03
0.60 0.09 0.00 0.00 0.17 0.01 0.03 0.06 0.02 0.03 0.05
0.65 0.08 0.00 0.00 0.13 0.01 0.01 0.09 0.04 0.03 0.01
0.70 0.07 0.00 0.00 0.10 0.00 0.02 0.06 0.02 0.02 0.02
0.75 0.02 0.00 0.00 0.07 0.01 0.02 0.06 0.02 0.01 0.02
0.80 0.01 0.00 0.00 0.03 0.00 0.00 0.04 0.03 0.02 0.04
0.85 0.00 0.00 0.00 0.04 0.00 0.00 0.03 0.03 0.02 0.04
0.90 0.01 0.00 0.05 0.02 0.01 0.00 0.01 0.01 0.01 0.02
0.95 0.01 0.00 0.05 0.00 0.00 0.00 0.00 0.02 0.00 0.01
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.09 0.00 0.00
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Figure A18: Kolmogorov-Smirnov two sample test for true CDF and predicted CDF from subnetworks generated by sampled links. The red line represents Dcrit
for α = 0.05 and sample sizes n1 = kmax of the true CDF and n2 = kmax of the observed CDF. The predicted CDFs for for most networks are statistically
indistinguishable from the true CDF for these networks for q > 0.3. Due to the presence of large hubs in Pref, n1 and n2 are quite large leading to high statistical
power in the KS test. Thus, even very small differences between the true and predicted CDFs result in a statistically significant difference and rejection of the null
hypothesis, even though the curves show relatively good agreement.
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Table A16: Error in Nˆ when sampling by interactions on an Erdo¨s-Re´nyi random graph.
q I II III IV V VI VII
0.05 0.54 0.50 0.46 0.41 0.36 0.34 0.36
0.10 0.48 0.39 0.30 0.23 0.18 0.14 0.18
0.15 0.42 0.28 0.19 0.12 0.09 0.06 0.10
0.20 0.35 0.20 0.12 0.07 0.05 0.03 0.05
0.25 0.29 0.14 0.07 0.04 0.02 0.01 0.03
0.30 0.24 0.10 0.05 0.02 0.01 0.01 0.02
0.35 0.19 0.07 0.03 0.02 0.01 0.00 0.01
0.40 0.14 0.05 0.02 0.01 0.01 0.00 0.01
0.45 0.11 0.03 0.01 0.01 0.00 0.00 0.01
0.50 0.08 0.02 0.01 0.00 0.00 0.00 0.00
0.55 0.06 0.01 0.01 0.00 0.00 0.00 0.00
0.60 0.05 0.01 0.00 0.00 0.00 0.00 0.00
0.65 0.03 0.01 0.00 0.00 0.00 0.00 0.00
0.70 0.02 0.00 0.00 0.00 0.00 0.00 0.00
0.75 0.01 0.00 0.00 0.00 0.00 0.00 0.00
0.80 0.01 0.00 0.00 0.00 0.00 0.00 0.00
0.85 0.01 0.00 0.00 0.00 0.00 0.00 0.00
0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.95 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table A17: Error in Nˆ when sampling by interactions from a Scale-free weighted network.
q I II III IV V VI VII
0.05 0.36 0.36 0.36 0.36 0.36 0.36 0.36
0.10 0.18 0.18 0.18 0.18 0.18 0.18 0.18
0.15 0.10 0.10 0.10 0.10 0.10 0.10 0.10
0.20 0.05 0.05 0.05 0.05 0.05 0.05 0.05
0.25 0.03 0.03 0.03 0.03 0.03 0.03 0.03
0.30 0.02 0.02 0.02 0.02 0.02 0.02 0.02
0.35 0.01 0.01 0.01 0.01 0.01 0.01 0.01
0.40 0.01 0.01 0.01 0.01 0.01 0.01 0.01
0.45 0.01 0.01 0.01 0.01 0.01 0.01 0.01
0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.55 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.60 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.65 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.70 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.75 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.80 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.85 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.95 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table A18: Error in Mˆ when sampling by interactions from an Erdo¨s-Re´nyi weighted network.
q I II III IV V VI VII
0.05 0.00 0.85 0.78 0.72 0.66 0.65 0.67
0.10 0.00 0.71 0.60 0.49 0.40 0.41 0.44
0.15 0.00 0.59 0.44 0.32 0.22 0.24 0.29
0.20 0.00 0.48 0.31 0.19 0.10 0.12 0.19
0.25 0.00 0.38 0.21 0.10 0.02 0.05 0.13
0.30 0.00 0.30 0.13 0.03 0.02 0.00 0.08
0.35 0.00 0.22 0.07 0.01 0.05 0.02 0.06
0.40 0.00 0.16 0.02 0.04 0.06 0.04 0.04
0.45 0.00 0.11 0.01 0.05 0.06 0.04 0.03
0.50 0.00 0.07 0.03 0.05 0.05 0.04 0.02
0.55 0.00 0.03 0.04 0.04 0.04 0.03 0.01
0.60 0.00 0.01 0.04 0.04 0.03 0.02 0.01
0.65 0.00 0.01 0.04 0.03 0.02 0.02 0.01
0.70 0.00 0.02 0.03 0.02 0.01 0.01 0.01
0.75 0.00 0.02 0.02 0.01 0.01 0.01 0.01
0.80 0.00 0.02 0.02 0.01 0.00 0.00 0.00
0.85 0.00 0.02 0.01 0.00 0.00 0.00 0.00
0.90 0.00 0.01 0.00 0.00 0.00 0.00 0.00
0.95 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table A19: Error in Mˆ when sampling by interactions Scale-free weighted network.
q I II III IV V VI VII
0.05 0.67 0.67 0.67 0.67 0.67 0.67 0.67
0.10 0.44 0.44 0.44 0.44 0.44 0.44 0.44
0.15 0.29 0.29 0.29 0.29 0.29 0.29 0.29
0.20 0.19 0.19 0.19 0.19 0.19 0.19 0.19
0.25 0.13 0.13 0.13 0.13 0.13 0.13 0.13
0.30 0.08 0.08 0.08 0.08 0.08 0.08 0.08
0.35 0.06 0.06 0.06 0.06 0.06 0.06 0.06
0.40 0.04 0.04 0.04 0.04 0.04 0.04 0.04
0.45 0.03 0.03 0.03 0.03 0.03 0.03 0.03
0.50 0.02 0.02 0.02 0.02 0.02 0.02 0.02
0.55 0.01 0.01 0.01 0.01 0.01 0.01 0.01
0.60 0.01 0.01 0.01 0.01 0.01 0.01 0.01
0.65 0.01 0.01 0.01 0.01 0.01 0.01 0.01
0.70 0.01 0.01 0.01 0.01 0.01 0.01 0.01
0.75 0.01 0.01 0.01 0.01 0.01 0.01 0.01
0.80 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.85 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.95 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table A20: Error in kˆavg when sampling by interactions from an Erdo¨s-Re´nyi weighted network.
q I II III IV V VI VII
0.05 0.35 0.90 0.85 0.80 0.75 0.74 0.76
0.10 0.33 0.79 0.69 0.59 0.49 0.48 0.53
0.15 0.29 0.68 0.53 0.40 0.28 0.28 0.35
0.20 0.26 0.57 0.38 0.24 0.14 0.14 0.23
0.25 0.23 0.46 0.26 0.13 0.04 0.06 0.15
0.30 0.19 0.36 0.17 0.05 0.01 0.01 0.10
0.35 0.16 0.27 0.10 0.00 0.04 0.02 0.07
0.40 0.13 0.20 0.04 0.03 0.05 0.03 0.05
0.45 0.10 0.14 0.01 0.04 0.05 0.04 0.03
0.50 0.08 0.09 0.02 0.05 0.04 0.04 0.02
0.55 0.06 0.05 0.03 0.04 0.03 0.03 0.02
0.60 0.04 0.02 0.04 0.04 0.03 0.02 0.01
0.65 0.03 0.00 0.03 0.03 0.02 0.02 0.01
0.70 0.02 0.01 0.03 0.02 0.01 0.01 0.01
0.75 0.01 0.02 0.02 0.01 0.00 0.01 0.01
0.80 0.01 0.02 0.01 0.01 0.00 0.00 0.00
0.85 0.01 0.01 0.01 0.00 0.00 0.00 0.00
0.90 0.00 0.01 0.00 0.00 0.00 0.00 0.00
0.95 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table A21: Error in kˆavg when sampling by interactions from a Scale-free weighted network.
q I II III IV V VI VII
0.05 0.76 0.76 0.76 0.76 0.76 0.76 0.76
0.10 0.53 0.53 0.53 0.53 0.53 0.53 0.53
0.15 0.35 0.35 0.35 0.35 0.35 0.35 0.35
0.20 0.23 0.23 0.23 0.23 0.23 0.23 0.23
0.25 0.15 0.15 0.15 0.15 0.15 0.15 0.15
0.30 0.10 0.10 0.10 0.10 0.10 0.10 0.10
0.35 0.07 0.07 0.07 0.07 0.07 0.07 0.07
0.40 0.05 0.05 0.05 0.05 0.05 0.05 0.05
0.45 0.03 0.03 0.03 0.03 0.03 0.03 0.03
0.50 0.02 0.02 0.02 0.02 0.02 0.02 0.02
0.55 0.02 0.02 0.02 0.02 0.02 0.02 0.02
0.60 0.01 0.01 0.01 0.01 0.01 0.01 0.01
0.65 0.01 0.01 0.01 0.01 0.01 0.01 0.01
0.70 0.01 0.01 0.01 0.01 0.01 0.01 0.01
0.75 0.01 0.01 0.01 0.01 0.01 0.01 0.01
0.80 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.85 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.90 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.95 0.00 0.00 0.00 0.00 0.00 0.00 0.00
1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
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Table A22: Error in kmax when sampling by interactions from an Erdo¨s-Re´nyi weighted network.
q I II III IV V VI VII
0.05 3.00 0.76 0.81 0.84 0.83 0.84 0.85
0.10 1.82 0.66 0.73 0.76 0.76 0.77 0.80
0.15 1.27 0.60 0.67 0.71 0.69 0.70 0.73
0.20 0.82 0.53 0.60 0.66 0.62 0.66 0.69
0.25 0.72 0.48 0.56 0.59 0.59 0.60 0.63
0.30 0.49 0.44 0.51 0.52 0.54 0.55 0.58
0.35 0.51 0.35 0.50 0.52 0.49 0.53 0.55
0.40 0.35 0.36 0.42 0.49 0.47 0.47 0.49
0.45 0.29 0.28 0.39 0.44 0.41 0.44 0.45
0.50 0.20 0.31 0.37 0.37 0.37 0.39 0.42
0.55 0.17 0.26 0.32 0.36 0.34 0.34 0.37
0.60 0.16 0.22 0.33 0.33 0.31 0.32 0.33
0.65 0.13 0.20 0.31 0.28 0.23 0.27 0.30
0.70 0.10 0.19 0.26 0.26 0.20 0.23 0.26
0.75 0.08 0.15 0.21 0.23 0.17 0.17 0.23
0.80 0.01 0.13 0.21 0.18 0.14 0.14 0.18
0.85 0.02 0.12 0.17 0.14 0.08 0.08 0.14
0.90 0.01 0.09 0.12 0.11 0.04 0.04 0.11
0.95 0.04 0.08 0.10 0.06 0.01 0.02 0.06
1.00 0.05 0.04 0.06 0.02 0.07 0.05 0.03
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Table A23: Error in kmax when sampling by interactions from a Scale-free weighted network.
q I II III IV V VI VII
0.05 0.85 0.85 0.85 0.85 0.85 0.85 0.85
0.10 0.80 0.80 0.80 0.80 0.80 0.80 0.80
0.15 0.73 0.73 0.73 0.73 0.73 0.73 0.73
0.20 0.69 0.69 0.69 0.69 0.69 0.69 0.69
0.25 0.63 0.63 0.63 0.63 0.63 0.63 0.63
0.30 0.58 0.58 0.58 0.58 0.58 0.58 0.58
0.35 0.55 0.55 0.55 0.55 0.55 0.55 0.55
0.40 0.49 0.49 0.49 0.49 0.49 0.49 0.49
0.45 0.45 0.45 0.45 0.45 0.45 0.45 0.45
0.50 0.42 0.42 0.42 0.42 0.42 0.42 0.42
0.55 0.37 0.37 0.37 0.37 0.37 0.37 0.37
0.60 0.33 0.33 0.33 0.33 0.33 0.33 0.33
0.65 0.30 0.30 0.30 0.30 0.30 0.30 0.30
0.70 0.26 0.26 0.26 0.26 0.26 0.26 0.26
0.75 0.23 0.23 0.23 0.23 0.23 0.23 0.23
0.80 0.18 0.18 0.18 0.18 0.18 0.18 0.18
0.85 0.14 0.14 0.14 0.14 0.14 0.14 0.14
0.90 0.11 0.11 0.11 0.11 0.11 0.11 0.11
0.95 0.06 0.06 0.06 0.06 0.06 0.06 0.06
1.00 0.03 0.03 0.03 0.03 0.03 0.03 0.03
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Table A24: Number of messages from September 2008-November 2009. The number of “observed” messages in our database comprise a fraction of the total
number of Twitter messages made during period of this study (September 2008 through November 2009). While our feed from the Twitter API remains fairly
constant, the total # of tweets grows, thus reducing the % of all tweets observed in our database. We calculate the total # of messages as the difference between
the last message id and the first message id that we observe for a given month. This provides a reasonable estimation of the number of tweets made per month as
message ids were assigned (by Twitter) sequentially during the time period of this study. The % observed represent the percent of messages observed out of the
estimated total. We also report the number observed messages that are replies to specific messages and the percentage of our observed messages which constitute
replies.
Week Start date # Obsvd. Msgs. # Total Msgs. % Obsvd. # Replies % Replies
×106 ×106 ×106
1 09.09.08 3.14 7.26 43.2 0.88 28.1
2 09.16.08 3.36 8.31 40.4 0.90 26.9
3 09.23.08 3.43 8.89 38.6 0.90 26.2
4 09.30.08 3.33 9.06 36.8 0.89 26.6
5 10.07.08 2.33 9.38 24.8 0.64 27.5
6 10.14.08 4.39 9.87 44.4 1.24 28.3
7 10.21.08 4.70 10.01 47.0 1.35 28.8
8 10.28.08 5.74 10.34 55.5 1.64 28.5
9 11.04.08 5.58 11.14 50.1 1.63 29.3
10 11.11.08 4.70 9.88 47.6 1.42 30.2
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