In this paper we investigate how small the density of a multiplicative basis of order h can be in {1, 2, . . . , n} and in Z + . Furthermore, a related problem of Erdős is also studied: How dense can a set of integers be, if none of them divides the product of h others?
Introduction
Throughout the paper we are going to use the notions [n] = {1, 2, . . . , n} and A(n) = A ∩ [n] for n ∈ N and A ⊆ Z + . Let h ≥ 2 and S ⊂ Z + . We say that the set B ⊆ Z + forms a multiplicative basis of S, if every element of s ∈ S can be written as the product of h members of B. The set of these multiplicative bases will be denoted by M B h (S). While the additive basis is a popular topic in additive number theory, much less attention was devoted to the multiplicative basis. It is easy to see that every multiplicative basis B ∈ M B h ([n]) contains the prime numbers up to n. Let G h (n) denote the smallest possible size of a basis in M B h ([n]). Chan [1] proved that there exists some c 1 > 0 such that for every h ≥ 2 we have |G h (n)| ≤ π(n) + c 1 (h + 1) 2 n 2 h+1 log 2 n (in fact, he did not use the terminology multiplicative basis). In the first theorem we determine the order of magnitude of G h (n) − π(n) in the sense that h is not fixed, the only restriction is that n has to be large enough compared to h.
Theorem 1. Let h, n ∈ Z
+ such that h ≤ log n 12 log log n . Then for the smallest possible size of a multiplicative basis of order h for [n] we have π(n) + 0.5h n 2/(h+1) log 2 n ≤ G h (n) ≤ π(n) + 150.4h n 2/(h+1) log 2 n .
Raikov [5] proved in 1938 that a B ∈ M B h (Z + ) must be dense sometimes. In the lower bound the quantity Γ 1 h is asymptotically h. Our next theorem determines the previous limit superior for multiplicative bases of order h up to a constant factor (not depending on h). On the other hand, a set B ∈ M B h (Z + ) may be thin as our following theorem shows: If one looks at the paper [3] of Erdős, it seems that he deals with a quite different problem. However, by a closer look it turns out that his problem is closely related to the multiplicative bases. We say that A ⊂ S possesses property P h , if there are no distinct elements a, a 1 , . . . , a h ∈ A with a dividing the product a 1 . . . a h . Denote the set of these A's by P h (S). Let F h (n) = max
|A|. Clearly the set of prime numbers satisfies property P h , therefore F h (n) ≥ π(n). The case h = 2, that is, such sets of integers where none of the elements divides the product of two others, was settled by Erdős [3] . Chan, Győri and Sárközy [2] studied the case h = 3. Furthermore, recently Chan [1] determined the order of magnitude of F h (n) − π(n) for every fixed h. log n log log n , π(n) + c 2 (h + 1) 2 n 2/(h+1) log 2 n ≤ F h (n) ≤ π(n) + c 3 (h + 1) 2 n 2/(h+1) log 2 n .
Our next theorem provides a better estimation for F h (n). Here, the "error term" in the lower and upper bounds differ only by a constant factor not depending on h.
Theorem 7. Let h, n ∈ Z
+ such that h ≤ log n 12 log log n . Then
Our following two results show us that a sequence A ∈ P h (Z + ) must be thin sometimes, but it may be as dense as allowed by the obtained upper bound in the finite case.
On the other hand, there exists a constant c > 0 such that for every h ≥ 2 a set A ∈ P h (Z + ) can be constructed in such a way that |A(n)| ≥ π(n)+exp (log n)
holds for every n.
Proposition 9. For every h ≥ 2 there exists an
The proof of this proposition is going to be omitted because the construction can be easily built up by repeating the construction of the finite case for bigger and bigger blocks.
Finally, let us mention that the logarithmic density of a set in P h (Z + ) can be easily treated because the prime numbers imply that for every A ∈ P h (Z + ) we have a∈A(n) 1 a > log log n − c. On the other hand, by Theorem 7 we have for every
The main part of the paper is organized as follows. In Section 2. we prove Theorems 1 and 7 about the finite case and Section 3. contains the proofs of the results about the infinite case.
Finite case
At first it is going to be considered how small a multiplicative basis of order h for [n] can be. During the calculations the following well-known estimates [6] are going to be used:
Lemma 10. For every x ≥ 17 we have x log x < π(x). For every x > 1 we have π(x) ≤ 1.26
x log x . Now the proof of Theorem 1 is going to be presented.
Proof of Theorem 1. Let n 1 h+1 (log n) −1 = s. We start by proving the first statement. Let us assume that B is a multiplicative basis of order h for [n] . Clearly, all the prime numbers not greater than n (and 1) have to be in B. Our aim is to show that there are at least hs 2 /2 elements in B that are the product of at least two primes. Let V denote the set of primes not greater than n 1/(h+1) : V = {p | p ≤ n 1/(h+1) and p is a prime}. According to Lemma 10, the size of V is at least (h + 1)s. If {p 1 , p 2 , . . . , p h+1 } is an (h + 1)-element subset of V , then a = p 1 p 2 . . . p h+1 ≤ n, so a ∈ B h implies that there exists a subset H of {p 1 , p 2 , . . . , p h+1 } containing at least 2 elements such that
Let G be the hypergraph with vertex set V and edge set H, where H contains those at least 2-element subsets H of V for which
We have already seen that each (h + 1)-element subset of V contains at least one hyperedge of H. As |B| ≥ π(n) + |H|, our aim is to give a lower bound for |H|. If each set in H is replaced by one of its 2-element subsets -the new set of subsets is denoted by H ′ -, then it still remains true that each (h + 1)-element subset of V contains an element of H ′ . Moreover, |H| ≥ |H ′ |. Let G ′ be the graph with vertex set V and edge set H ′ . The graph G ′ does not contain an independent set of size h + 1, or equivalently, the complement of G ′ is K h+1 -free. By Turán's theorem [7] , the number of edges of the complement of G ′ is at most (1 − 1/h)((h + 1)s) 2 /2. Therefore, the number of
(log n) 2 . For proving the second statement our aim is to define a multiplicative basis of order h for [n] of the claimed size. We are going to look for this basis in the form B = P ∪ X ∪ Q where P consists of the primes up to n, X contains the integers up to s 2 and Q contains certain 2-factor products of primes:
where the Q i sets (and v) are defined as follows. At first we are going to define Q in the case h ≥ 14. Let
For defining Q −3 , let us divide the set S of primes not greater than 2
1.8 n 1/(h+1) into r = ⌊0.61(h + 1)⌋ almost equal parts: S 1 , . . . , S r . That is, for every 1 ≤ l ≤ r we have
, and S is the disjoint union of the sets S 1 , . . . , S r .
and R i is the disjoint union of the sets R i,1 , . . . , R i,ri . Let
}. Now, we prove that B is a multiplicative basis of order h for [n] . Let a ≤ n be arbitrary. Let us write a as a = p 1 p 2 . . . p t , where p 1 ≥ p 2 ≥ · · · ≥ p t are the prime factors in the canonical form of a. At first we show that a ∈ (P ∪ X) h unless h < t and p h p h+1 > s 2 . If t ≤ h, then a ∈ P t ⊆ (P ∪ X) h trivially holds, so assume that h < t and p h p h+1 ≤ s 2 . Our aim is to distribute the primes appearing in the canonical form of a into h groups in such a way that in each group containing at least two elements the product of the primes is at most s 2 . The primes are going to be distributed into h sets with a greedy algorithm. Let the products in these h sets be A 1 , A 2 , . . . , A h . At the beginning A If p 1 , p 2 , . . . , p l−1 are already distributed, then we put p l into the j-th group, if
if A j is currently one of the smallest products. (If there are more than one such j-s, we choose one arbitrarily.) So, after the first h steps we have h many 1-factor products:
We claim that by following this process at the end all of the products A
h lie in P ∪ X. For the sake of contradiction assume that at least one of them is not in P ∪ X. Let p l = q be the first prime which created a product (with at least two prime factors) larger than s 2 . Let us assume that after distributing the primes p 1 , p 2 , . . . , p l−1 the products are
Note that according to the indirect assumption p h p h+1 ≤ s 2 the number l has to be at least h + 2. As A h q > s 2 , we have
Since l ≥ h+2, we have q ≤ n 1/(h+2) which implies that n 1/(h+1)(h+2) < (log n) 2h/(h−1) , however this contradicts the assumption h ≤ log n 12 log log n .
It is obtained that if
and
Summarizing these bounds we obtain that
Furthermore,
since the geometric mean of the numbers p 1 , . . . , p h+1 is bounded from below by the geometric mean of the two smallest elements: p h and p h+1 .
where the primes p 1 , . . . , p h+1 satisfy (1) and a ′ satisfies (2). We claim that if for all primes p 1 , . . . , p h+1
satisfying (1) and
To prove this, let us assume that a = p 1 . . . p h+1 a ′ satisfies these conditions and
be the list of primes from p 1 , . . . , p h+1 excluding p i , p j , p l (only one appearance of each of them is excluded). Then
. It only remains to show that for every primes p 1 , . . . , p h+1 satisfying (1) and
We start with the case 14 ≤ h. At first let us assume that
, and we are done. Otherwise,
. Let us denote the multiset of p 1 , . . . , p h+1 by T . For i ≥ 0 let N i denote the number of such elements of T that are at most 2 −i n 1/(h+1) . At first let us assume that there exists some 0
Since T contains more than r i elements of the set R i , by the pigeonhole principle there exist some indices l 1 and l 2 such that p l1 , p l2 ∈ R i,j for some j. Then p l1 p l2 ∈ Q i , and we are done. Now let us assume that for every 0 ≤ i ≤ v we have N i ≤ 0.07 · 2 −i (h + 1). Specially, N v ≤ 1, that is, T contains at most one element (namely, p h+1 ) less than 2 −v n 1/(h+1) , however, this element is at least (h + 1) −2 n 1/(h+1) . Let the multiset T 1 contain those elements of T that are at most n 1/(h+1) , the remaining elements of T are in T 2 . Note that
Now, a lower bound is going to be given for
, the double-counting of the size of the set
yields the estimate
where we used that (h + 1) 2 ≤ 2 0.55(h+1) for every h ≥ 14. Note that |T 1 | = N 0 ≤ 0.07(h + 1). As p 1 . . . p h+1 ≤ n, the following upper bound is obtained for the product of the elements of T 2 :
Therefore, T 2 contains less than 0.39(h+1) elements larger than 2 1.8 n 1/(h+1) . Hence, more than 0.61(h + 1) elements of T 2 are at most 2 1.8 n 1/(h+1) . Then, by the pigeonhole principle two elements of T 2 lie in the same set S j , therefore their product is in Q −3 and we are done.
Finally
Hence, it is shown that B is a multiplicative basis of order h for [n].
Finally, an upper bound will be given for the size of B. If 0
, so for the size of the union of the sets Q 0 , . . . , Q v we obtain that:
2 for every h ≥ 14.
2 , if 14 ≥ h and |B| ≤ |P | + |X| + |Q| ≤ π(n) + 63.2hs
2 , if 2 ≤ h ≤ 13. Now we continue with the problem of Erdős, estimating F h (n). We start with proving two lemmas.
Lemma 11. Let k be a fixed positive integer. Let S be a set of size n ≥ 2k
2 . Then for every 1 ≤ t < k one can choose l many k-element subsets S 1 , S 2 , . . . , S l ⊂ S such that for every i = j we have |S i ∩ S j | < t and l ≥ n 2k t .
Proof of Lemma 11. By Bertrand's postulate there exists a prime number q between n 2k and n k . It can be supposed that S ⊇ F q × [k]. That is, it can be assumed that S contains k disjoint copies of F q . All the k-element sets are going to contain one element from each copy of F q in such a way that the intersection of any two of them has size smaller that t. These q t ≥ n 2k t suitable sets S i are defined in the following way:
It remains to prove that for different polynomials p 1 (x) and p 2 (x) we have |S p1(x) ∩ S p2(x) | < t. For the sake of contradiction, let us assume that where λ 1 + · · · + λ k = h. We claim that for some 1 ≤ i ≤ k the factor b i appears in the representation of any element of A 0 \ {a} at most λ i − 1 times. For the sake of contradiction assume that for every 1 ≤ i ≤ k there is an a i ∈ A 0 \ {a} such that b i appears in the representation of a i at least λ i times. Let a ′ 1 , . . . , a ′ l be the distinct elements of the multiset {a 1 , . . . , a k }. (That is, the elements are listed without repetition, l ≤ k.) Then a|a ′ 1 . . . a ′ l , which contradicts that A possesses property P h , since l ≤ k ≤ h. Therefore, there is an i for which the multiplicity of b i in the representation of a is maximal. Let us assign such a b i to a. Clearly, this is a one-to-one mapping.
In the special case when B is a multiplicative basis of order h for [n], we have A 0 = A ∩ B h = A. Now, we are ready to prove Theorem 7.
Proof of Theorem 7. Let n 1 h+1 (log n) −1 = s. At first we prove the lower bound. Let S be the set of primes not greater than n 1/(h+1) . Since |A| ≥ 2h 2 , Lemma 11
implies that we can choose
2 . Now we continue with the upper estimate. Let A ⊆ [n] be a set possessing property P h . Lemma 12 implies that |A| ≤ G h (n). In the proof of Theorem 1 we showed that for h ≤ 6 we have G h (n) ≤ π(n) + 63.2hs
2 , therefore, F h (n) ≤ π(n) + 379.2s
2 also holds. From now on, we assume that 7 ≤ h. Let P be the set of the primes up to n and X contain the integers up to s 2 :
Now a mapping from a subset of A to P ∪ X is going to be defined in 3 steps:
(i) If a ∈ A and there exists a prime p ∈ P (s 2 ) and an exponent α such that p α |a, but p α ∤ a ′ for every a = a ′ ∈ A, then let us assign such a p to a.
(ii) Let us write each element of A ∩ (P ∪ X) h as a product of h elements from P ∪X. If a ∈ A does not have an image yet, moreover, there exists a y ∈ P ∪X and an α ∈ Z + such that y occurs α times in the representation of a, but it occurs at most α−1 times in the representation of any other a ′ ∈ A∩(P ∪X) h , then let us assign such a y to a.
(iii) Finally, if an element a ∈ A does not have an image yet, but there exists an
x ∈ X such that x|a, but x ∤ a ′ for every a = a ′ ∈ A, then let us assign such an x to a.
Let A 1 ⊆ A contain those elements of a that has an image and A 2 := A \ A 1 . If an element of P ∪ X is assigned to more than one element of A 1 , then it has to be a prime which is at most s 2 , and it is assigned to exactly two elements: one according to rule (i) and one according to rule (ii). Therefore, |A 1 | ≤ |P | + 2|X| ≤ π(n) + 2s
2 . According to Lemma 12 we have A ∩ (P ∪ X) h ⊆ A 1 . Finally, our aim to show that |A 2 | ≤ 357.2s
2 . Let a ∈ A 2 . As we have seen in the proof of Theorem 1, since a / ∈ (P ∪ X) h , the number a can be written as a = p 1 p 2 . . . p h+1 a ′ , where the primes p 1 , p 2 , . . . , p h+1 satisfy the condition
Let the multiset {b 1 , . . . , b h } contain the pairwise different elements c 1 , . . . , c u , where u ≤ h. Then a|c 1 . . . c u , since q 2 1 , q 2 , . . . , q h−1 , q h a ′ are pairwise coprimes, however this contradicts the assumption that A possesses property P h . Therefore, for every a ∈ A 2 the multiset T a contains h + 1 distinct primes. Now we claim that for any two different elements a, b ∈ A 2 the intersection of T a = {p 1 , p 2 , . . . , p h+1 } and T b contains at most one prime, that is, |T a ∩ T b | ≤ 1. For the sake of contradiction assume that for some a, b ∈ A 2 we have |T a ∩ T b | ≥ 2. Namely, let 1 ≤ i < j ≤ h + 1 be the two indices for which p i , p j ∈ T b . Let l be maximal such that l / ∈ {i, j}. Then l ∈ {h − 1, h, h + 1}, thus p l a ′ ∈ X. Let {q 1 , q 2 , . . . , q h−2 } = T a \ {p i , p j , p l }. As a ∈ A 2 , for every 1 ≤ m ≤ h − 2 there exists b m ∈ A such that q m |b m and there exists b h−1 ∈ A such that p l a ′ |b h−1 . Let c 1 , . . . , c u be the distinct elements of the multiset {b, b 1 , . . . , b h−1 }, so u ≤ h. Then a|c 1 . . . c u , since q 1 , . . . , q h−2 , p i p j , p l a ′ are pairwise coprimes. This contradicts the assumption that A possesses property P h .
Therefore, each T a (where a ∈ A 2 ) contains h + 1 distinct primes, moreover the intersection of T a and T b contains at most one element (if a, b ∈ A 2 and a = b).
Let C contain those elements a of A 2 for which min{T a } < (h + 1)
2 , where the upper bounds for the sizes of Q −1 and Q −2 can be obtained similarly as in the proof of Theorem 1.
From now on, it is assumed that a ∈ A 2 \ C. For i ≥ 0 let us denote by P i the set of primes not greater than 2 −i n 1/(h+1) . Moreover, let N i = N i (a) denote the size of T a ∩ P i . Let v = However each T a contains at least ri 2 many 2-element subsets of P i , therefore
, then in T a the number of elements smaller than
contain those elements of T a that are at most n 1/(h+1) and let T
a . Now, a lower bound is going to be given for
, the doublecounting of the size of the set
a \ {p h+1 }, 0 ≤ j is an integer} yields the estimate
Therefore,
where c = 0.17 · (1 − 1.2/2) −1 = 0.425 and we used that (h + 1) 2 ≤ 2 0.75(h+1) for every h ≥ 7. Note that |T
a | = N 0 ≤ 0.17(h + 1). As p 1 . . . p h+1 ≤ n, the following upper bound is obtained for the product of the elements of T (2) a : 2 , if h ≥ 7. We note that in the proofs of Theorem 1 and Theorem 7 with a more careful and lengthier calculation better constants can be obtained, especially, if h is large enough.
Infinite case
In this section the following lemma of Erdős is going to be used ( [3] ).
Lemma 13. The set B = k : k ≤ n 2/3 ∪ {p : p ≤ n and p is a prime} forms a multiplicative basis of order 2 for [n].
Our first lemma generalizes Erdős' previously mentioned lemma. 
. For the sake of contradiction let us assume that b
h+1 is a contradiction. Thus always adding the following prime to the set in which the product is currently the smallest gives us an appropriate representation. Now, we prove Theorem 4. Proof of Theorem 4. We start with proving the first statement by induction on h for every h ≥ 1. First of all, note that the unique multiplicative basis of order 1 for Z + is B = Z + , hence, for h = 1 the statement is trivially true. Now assume that h ≥ 2 and for h − 1 the statement holds. Let B ⊆ Z + be a multiplicative basis of order h for Z + . Without the loss of generality it can be assumed that B is not a multiplicative basis of order h − 1, otherwise the statement follows from the induction hypothesis. So, it can be supposed that there exists some m ∈ Z + \ B h−1 . Clearly, all the primes (and 1) have to belong to B. Now let n be an arbitrary integer large enough. Let m < p ≤ n/m be an arbitrary prime. Since pm ∈ B h , the number pm can be written as pm = b 1 b 2 . . . b h in such a way that b 1 , b 2 , . . . , b h ∈ B. As p is a prime, it divides some b i , so let us assume that p|b 1 
To prove the second statement, it is enough to do so in the special case h = 2, since a multiplicative basis of order 2 is a multiplicative basis of order h for every h ≥ 2. Let ε > 0 be arbitrary. We are going to find an increasing sequence (n i )
of positive integers and sets B i ⊆ [n i ] in such a way that the following conditions hold for every i ≥ 1:
If such numbers and sets are found, then let us define a sequence of positive integers
B i . We claim that B is a multiplicative basis for Z + satisfying that lim inf |B(n)| n log n < 1 + ε. At first we show that B is a multiplicative basis. Let a ∈ Z + be arbitrary. If i is large enough, then a ∈ [n i ]. Since B i is a multiplicative basis for [n i ], there exist b, c ∈ B i such that a = bc. As B i ⊆ B, the number a is a product of two elements of B. This is true for every a ∈ Z + , so B is a multiplicative basis. Condition (iii) implies that B(n i ) = B i , hence, by condition (ii) it follows that for every i ≥ 1 we have
From this the desired statement follows.
Now it remains to find appropriate n i numbers and B i sets. Let n 0 = N = ⌈max((32/(3ε)) 2 , (16/ε) 2 )⌉ and B 0 = [n 0 ]. Now we define the numbers n i and the sets B i (for i ≥ 1) satisfying conditions (i), (ii), (iii) recursively. Let us assume that n i and B i are already defined in such a way that B i ⊆ [n i ] is a multiplicative basis for [n i ]. Our aim is to find n i+1 > n i and B i+1 ⊆ [n i+1 ] satisfying conditions (i), (ii), (iii). For simplicity let us introduce the notion x := n i , y := n i+1 . Let us define B i+1 in the following way:
If y > x 2 , we have min(y 2/3 , y/x) > x, so every element of B i+1 \ B i is larger than x, therefore condition (iii) holds. Now we show that B i+1 is a multiplicative basis for [y] . Let a ≤ y be arbitrary. According to Lemma 13 the number a can be represented in the form a = uv, where v ≤ u and either u ≤ y 2/3 , or u > y 2/3 is a prime. At first assume that u ≤ y 2/3 . If x < v, then both u and v lie in (x, y 2/3 x], so u, v ∈ B i+1 and a = uv ∈ B 2 i+1 . If v ≤ x, then we distinguish two cases.
2. If uv ≤ x, then a = uv can be written as a product of two elements from the set B i ⊆ B i+1 , since B i is a multiplicative basis for [x] by the induction hypothesis.
Secondly let us assume that u > y 2/3 is a prime, denote it by p. As the first case let
is a multiplicative basis for [x] . Without the loss of generality it can be assumed that
i+1 . Now, as the second case let y/x < p. If y/N ≤ p, then v = a/p ≤ y/p ≤ N , so a = p · v is a good representation, since [N ] ⊆ B i+1 and p ∈ B i+1 . Finally, if y/x < p < y/N , then v = y/p < x. Since B i is a multiplicative basis for [x] , there exist some v 1 , v 2 ∈ B i such that v = v 1 v 2 . It can be assumed that v 1 ≤ v 2 and in this case
i+1 . Thus we obtained that condition (i) holds.
Finally, it is going to be proved that B i+1 and n i+1 satisfies condition (ii), as well. If x 4 < y, then
if y is large enough. Moreover, (For instance it suffices to take y = ⌊x x ⌋.) Hence, 
where µ is the Möbius-function, that is, the summation ranges over the squarefree integers. If there exists a representation 
After some ordering we obtain by the binomial theorem that
Applying the well-known estimate (1) log n and the in- To prove the second statement of the theorem let us denote the set of prime numbers by P and the kth prime by p k . First we show that the set P can be partitioned into h subsets, P = P 1 ∪ · · · ∪ P h , in such a way that
hold for every k ∈ Z + . Let P i = {p i+hm : m ≥ 0} for every 1 ≤ i ≤ h. Then it is easy to see that max
1 p − 0.5, which proves that the defined partition of the set of prime numbers satisfies (4). For this partition P = P 1 ∪ · · · ∪ P h , we also have
Now let us choose the sets A i for 1 ≤ i ≤ h in such a way that in the set A i every integer k has prime factors only from the set P i , that is,
each prime factor of k belongs to P i }.
It is easy to see that B is a multiplicative basis of order h. Therefore, it remains to prove that
so it is enough to show that
Moreover, the following inequality holds for every prime number p:
By the inequality
but the well-known estimate
, which completes the proof.
We continue with proving Theorem 3 which strengthens Raikov's result.
Proof of Theorem 3. To verify the lower bound lim sup
Theorem 5 it is enough to show that lim sup
completes the proof of the first part.
To prove the second statement it is enough to construct a multiplicative basis B of order h for which lim sup
where the sequence c h is bounded. We are going to show that Raikov's construction (see [5] ) is a suitable choice for B. The set of prime numbers is denoted by 2 = p 1 < p 2 < p 3 < . . . . The prime numbers are distributed into h subsets in the following way:
each prime factor of a belongs to P i }.
We have already seen in the proof of Theorem 5 that the set N = 
, therefore it is enough to prove that ϕ i (1) is bounded. Later on s will denote a real number. We will show that for some suitable constants 0 < c 2 < 1 < c 3 we have c 2 < lim
By the Prime Number Theorem we have
Furthermore, for the product
l there are at most (log 2 n) C possibilities, which completes the proof.
Finally, we prove Theorem 8 about the infinite case of Erdős' problem.
Proof of Theorem 8. Let P be the set of primes, moreover let P 1 = P ∩ A and P 2 = P \ A. Therefore, P 1 and P 2 are disjoint and P 1 ∪ P 2 = P . If P 1 = P , then A = P , otherwise let α = lim sup n→∞ log |P 2 (n)| log n . Let B be a multiplicative basis of order h defined in Lemma 14, and take the mapping A(n) → B defined in Lemma 12.
We claim that if a → k, where k is not a prime number, then each prime factor of k belongs to the set P 2 . Since, if p|k for some p ∈ P 1 , then for a 0 = p ∈ A and a 1 = a ∈ A we have a 0 |a 1 , which contradicts the assumption that A possesses property P h . If α = 0, then by Lemma 15:
, k is an image in the mapping A → B}| ≤ ≤ π(n) + |{k : k ≤ n √ log h √ log log x .
Questions
Finally, we present some open problems. If so, determine c h .
A similar problem can be formulated for F h (n).
Problem 2. Do there exist constants d h such that
We can not improve the lower bound in Theorem 8. Is it true that it is almost optimal, that is: Let us denote by F r,s (n) the maximal size of A ⊂ [n] such that there are no distinct elements a 1 , a 2 , . . . , a r+s ∈ A with a 1 . . . a r | a r+1 . . . a r+s . Clearly F 1,s (n) = F s (n). It is easy to see that for 1 ≤ r < s we have F 1,s (n) ≤ F r,s (n) ≤ F s,s (n). We know that F 1,3 (n) = π(n) + n 1/2+o (1) and following the estimation of the size of a multiplicative 3-Sidon sequence in [4] it can be shown that F 3,3 (n) ≤ π(n) + π(n/3) + n 2/3+o(1) . Moreover, F 2,3 (n) ≤ π(n) + n 2/3+o(1) can be deduced also. 
