INTRODUCTION Let
. The distribution is absolutely continuous, symmetric about the location parameter, the mean µ , and with scale parameter σ . Dixon [4] introduced the notion of using 'zero-one' weights rather than the optimum weights and noted that high efficiencies are achievable. This work has since then been extended by many authors, notably, Raghunandanan and Srinivasan [11] for the logistic distribution and Wang Cheng-guan [12] for the normal distribution. Raghunandanan and Srinivasan [11] constructed simplified estimators of the location and scale parameters for complete and symmetrically censored samples for sample sizes 20 4 ≤ ≤ n . The principal object of this paper is to develop, based on the work of Wang Chengguan [12] , a simplified linear estimator of the scale parameter of the population when its location parameter is unknown into a FORTRAN computer program. The desired procedure should be applicable to both censored and uncensored samples and follows the work of Keats et al.[8] . This estimator will be shown to have bias less than 0.5% for 5 ≥ n and this bias reduces rapidly to zero as n increases. The asymptotic variance and asymptotic efficiency are also given. Furthermore, it is shown that the estimator has high relative efficiency with respect to the 'zero-one' linear estimator of the scale parameter ( 1 0− eff ) for n between 5 and 20 and we note that this procedure is developed as a compromise between lack of efficiency and quickness and ease of computation. 
ESTIMATOR OF STANDARD DEVIATION
0< u < 1 be the inverse function, then this expectation is given by
In this paper, we have used 
where
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as the estimator of the scale parameterσ . The methods for estimating the location parameter, µ , of logistic distribution is not covered in this paper and readers are referred to Weke et al. [13] . Table 1 gives the ranks of order statistics, the bias and variance of the estimator 1 σ and the efficiencies relative to Cramer-Rao lower variance bound, the BLUE and the 'zero-one' linear estimators of scale parameter for various values of n. For illustration, we consider the case when n = 20 and by using Equations (1) and (5) we have the numerator as 2(1.37563+1.06933) = 4.88992 and denominator as 4.89096 when i = 2. This leads to a bias of 0.00002. This method uses four order statistics instead of the usual two order statistics. It should be mentioned that bias equal to zero does not imply that the estimate in Equation (7) Gupta et al. [6] , and Harter and Balakrishnan [7] . The procedure discussed in this paper produces reasonably good results, quick and easy computations. Finally, it is noted that no reference is made to pre-existing tables for the computation of the estimator and its variance and efficiencies.
PROGRAM DESCRIPTION
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