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Abstract
In this article we investigate normalized adjacency eigenvalues (simply normal-
ized eigenvalues) and normalized adjacency energy of connected threshold graphs. A
threshold graph can always be represented as a unique binary string. Certain eigenval-
ues are obtained directly from its binary representation and the rest of the eigenvalues
are evaluated from its normalized equitable partition matrix. Finally, we characterize
threshold graphs with at most five distinct eigenvalues.
AMS classification 05C50.
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1 Introduction
In this paper, we only consider simple, connected, undirected finite graphs. Let Γ = (V,E)
be an n vertex graph with V = {1, 2, . . . , n}. Two vertices i, j ∈ V are called neighbors,
i ∼ j, when they are connected by an edge in E. Let di denote the degree of a vertex i.
Let A be the adjacency matrix [8] of Γ and let D be the diagonal matrix of vertex degrees
of Γ. The normalized adjacency matrix A of Γ is defined by A = D−1A which is similar to
the matrix R = D−
1
2AD−
1
2 , called the Randic´ matrix [4] of Γ. Thus the matrices R and A
have same eigenvalues. The matrix A is a row-stochastic matrix, often called the transition
matrix of Γ. For any function f : V (Γ) −→ R, A is given by
Af(i) = 1
di
∑
j∼i
f(j), for all i ∈ V (Γ).
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Furthermore, A is self-adjoint with respect to the inner product defined by
〈u, v〉 =
∑
i
diu(i)v(i).
The normalized adjacency matrix has a direct connection with the normalized Laplacian
matrix L = In − R studied in [6], and with ∆ = In − A studied in [1, 15]. Thus, for any
graph Γ, if λ is an eigenvalue of the normalized Laplacian matrix then 1−λ is an eigenvalue
of the normalized adjacency matrix. The matrix A has some nice properties, such as, 1 is
always an eigenvalue of Γ with e =
[
1 1 . . . 1
]T
as its corresponding eigenvector. The
eigenvalues of A are bounded below by −1, and the lower bound is attained if and only if
the graph is bipartite. So, −1 is the trivial lower bound for eigenvalues of A. For the results
on the non-trivial bounds of eigenvalues we refer to [2, 6, 16]. If λ is an eigenvalue of A then
there is nonzero function f satisfying Af − λf = 0, which yields the eigenvalue equation
1
di
∑
j∼i
f(j) = λdif(i), ∀i ∈ Γ.
Since A is self-adjoint, thus any eigenvector f other than e satisfies
n∑
i=1
dif(i) = 0.
Definition 1.1. A graph is called threshold graph if it does not contain C4, P4 or 2K2 as its
induced subgraph.
A threshold graph can be obtained from a single vertex by repeatedly performing one of
the two graph operations, namely, (a) addition of a single isolated vertex to the graph or
(b) addition of a single dominating vertex to the graph, i.e., a single vertex which connects
to all other existing vertices. Thus, an n-vertex threshold graph is represented by a binary
string b1 . . . bn where b1 = 0 and, for 2 ≤ i ≤ n, bi = 0 if the vertex i is added as an isolated
vertex, and bi = 1 if the same is added as a dominating vertex.
Hence, for a connected threshold graph with n ≥ 2 vertices bn = 1. The binary repre-
sentation of a threshold graph is unique, and conversely, for any above mentioned binary
string there is exactly one threshold graph. Thus, there are exactly 2n−2 distinct connected
threshold graphs of order n.
Threshold graphs were introduced in 1977 [7, 10] and they became popular as they have
numerous applications in computer science and psychology [14]. Recently many researchers
investigated the eigenvalues of different matrix representations of threshold graphs. In [17],
Sciriha and Farrugia studied the spectral properties of adjacency matrix of a threshold graph.
Bapat [3] found the determinant of the adjacency matrix of a threshold graph. He showed
that the nullity of a threshold graph can be calculated directly from its binary string. Jacobs,
Trevisan and Tura published several articles on the adjacency spectrum of threshold graphs
[11, 12, 13]. They developed algorithms to locate the eigenvalues [11] and to compute the
2
characteristic polynomial [12] of a threshold graph. They showed that the adjacency matrix
of a threshold graph does not have any eigenvalue in (−1, 0).
From now on, a threshold graph will be considered as connected. Without loss of gen-
erality, we denote the binary string of a threshold graph Γ by b = 0s11t1 . . . 0sk1tk , where
si, ti ∈ N. Let s =
∑
si and t =
∑
ti, respectively, denote the number of 0’s and the number
of 1’s in the string. Also let Si =
∑i
j=1 sj and Ti =
∑i
j=1 tj.
For a square matrix M the triple (n−(M), n0(M), n+(M)) is called the inertia M , where
n−(M) and n+(M) denote the number of negative and positive eigenvalues, respectively,
whereas, n0(M) is the nullity of M . Bapat [3] and Jacobs et al. [13] described the inertia of
the adjacency matrix for threshold graphs. Now we give two simple results related to inertia
and determinant of A of threshold graphs.
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Figure 1: Creation of the threshold graph from the string 0011100011.
Theorem 1.1. Let 0s11t1 . . . 0sk1tk be the binary string of a threshold graph Γ. Then
1. n−(A) = t,
2. n0(A) = s− k,
3. n+(A) = k.
Proof. Let A denote the adjacency matrix for Γ. We have A = D
1
2RD
1
2 . Thus, our required
result can be obtained from Theorem 1 and Theorem 2 of [13] and Sylvester’s law of inertia.
Theorem 1.2. Let 0s11t1 . . . 0sk1tk be the binary string of a threshold graph Γ. Then
det(A) =
{
(−1)tt1t2...tk
t(t−T1)...tk(t+S1−1)t1 (t+S2−1)t2 ...(n−1)tk , if si = 1 ∀i
0, otherwise.
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Proof. We have det(A) = det(D)−1det(A). By Theorem 5 of [3],
det(A) =
{
(−1)tt1t2 . . . tk, if si = 1 ∀i
0, otherwise.
Thus the result follows, since the graph Γ has s1 vertices of degree t, t1 vertices of degree
t+ S1 − 1, s2 vertices of degree t− t1, t2 vertices of degree t+ S2 − 1, and so on.
Corollary 1.1. Let Γ be the threshold graph with binary string 01 . . . 01, then det(A) =
(−1)n2 2
n!
.
2 Eigenvalues of threshold graphs
Let 0s11t1 . . . 0sk1tk be the binary string of a threshold graph Γ. Let pi = {Vs1 , Vt1 , . . . , Vtk}
be a partition of the vertex set of Γ, such that, Vs1 contains first s1 vertices of Γ, Vt1 contains
next t1 vertices of Γ and so on. The partition pi is an equitable partition of Γ. If there is
some ti > 1, then certain eigenvalues of A can be estimated directly from the string b.
Lemma 2.1. Let 0s11t1 . . . 0sk1tk be the binary string of a threshold graph Γ. Then, for each
ti > 1, − 1t+Si−1 is an eigenvalue of A of multiplicity at least ti − 1.
Proof. We show that, for ti > 1, there exist ti − 1 number of mutually orthogonal set of
eigenvectors.
Let X
(l)
p denote the p-tuples such that
X(l)p (j) =

1, if j < k,
−l + 1, if j = l,
0, otherwise.
Now, for ti > 1, we construct the functions f
(2)
ti , . . . , f
(ti)
ti , where
f
(j)
ti =
[
Os1 Ot1 · · · Osi X(j)ti Osi+1 · · · Otk
]T
.
For 2 < j1 < j2 ≤ ti,
〈f (j1)ti , f (j2)ti 〉 =
∑
x∈V (Γ)
dxf
(j1)
ti (x)f
(j1)
ti (x)
= (t+ Si − 1)(1 + · · ·+ 1− j1 + 1)
= 0.
Now, we show that, for 2 ≤ j ≤ ti, f (j)ti is an eigenvector of A. We have,
Af (j)ti (x) =
{
0, if x /∈ Vti ,
− 1
t+Si−1f
(j)
ti (x), if x ∈ Vti .
4
Thus, f
(2)
ti , . . . , f
(tk)
ti are the eigenvectors corresponding to the eigenvalue − 1t+Si−1 . Hence the
multiplicity of the eigenvalue − 1
t+Si−1 is at least ti − 1.
Remark. If s > k, we can construct the eigenvectors corresponding to the eigenvalue 0. For
si > 1, we construct the functions f
(2)
si , . . . , f
(si)
si as
f (j)si =
[
Os1 Ot1 · · · Oti−1 X(j)si Oti · · · Otk
]T
,
which provide an orthogonal set of s − k eigenvectors corresponding to the eigenvalue 0 of
the matrix A. Let T be the collection of the normalized eigenvalues of a threshold graph
(with the string 0s11t1 . . . 0sk1tk) which are obtained directly from the string. Then
T =
{
{0} ∪ { −1
t+si−1 : ti > 1}, if s > k,
{ −1
t+si−1 : ti > 1}, if s = k.
So, T = ∅ if si, ti = 1, for 1 ≤ i ≤ k.
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Figure 2: Partition representation for the binary string 0011100011.
Let Γ be a graph and pi = {C1, C2, . . . , Cm} be an equitable partition of Γ. Let Bpi be the
partition matrix for the partition pi. The matrix Bpi = (bij) is an m×m matrix whose (i, j)-
th entry equals to the number of connections from a vertex v ∈ Ci to the vertices of Cj. We
define Bpi = D−1pi Bpi where Dpi is the diagonal matrix with ith diagonal entry d(Ci) =
∑
j bij
which is equal to the degree of each vertex in Ci. Let P be the characteristics matrix of
pi. Hence P is an n ×m matrix and P TP is the diagonal matrix whose ith diagonal entry
is |Ci|. The adjacency eigenvalues of equitable partitions have been discussed previously in
literature [8, 17]. We use similar concept to estimate the normalized adjacency eigenvalues
of an equitable partition. Now, we introduce the following lemma.
Lemma 2.2. Let Γ be a graph and let pi be an equitable partition of Γ. Then AP = PBpi.
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Proof. We prove that both the matrices AP and PBpi have the same entries. The (k, j)th
entry of AP is
(AP )kj = |{v : v ∼ k, v ∈ Cj}|
dk
.
If k ∈ Ci then (AP )kj = (Bpi)ij. Since k ∈ Ci, the only nonzero entry of kth row of P is in
ith column. Therefore (PBpi)kj = (Bpi)ij. Hence, AP = PBpi.
Theorem 2.1. Let λ be an eigenvalue of Bpi. Then λ is also an eigenvalue of A.
Proof. Let x be a corresponding eigenvector of λ. Then Bpix = λx. Now, APx = PBpix =
λPx. Therefore λ is an eigenvalue of A.
We have already seen that pi = {Vs1 , Vt1 , . . . , Vtk} is an equitable partition of Γ. We
rename pi as pi = {C1, C2, . . . , C2k} where Ci = Vsj , if i = 2j − 1, and Ci = Vtj , if i = 2j.
Let Bpi denote the partition matrix for the partition pi. The matrix Bpi = (bij) is the square
matrix of order 2k with (i, j)th entry as
bij =

|Cj|, if i < j, i odd, j even or both i, j even,
|Ci| − 1, if i = j, i even,
0, otherwise.
Thus, if b = 0s11t1 . . . 0sk1tk is the binary string of a threshold graph then
Bpi =

0 t1 0 · · · tk
s1 t1 − 1 0 · · · tk
0 0 0 · · · tk
· · · · · · · · ·
s1 t1 s2 · · · tk − 1

and Dpi = diag(t, t+ S1 − 1, t− t1, t+ S2 − 1, . . . , n− 1).
Further, let Cpi be the diagonal matrix with ith diagonal equal to |Ci|. Since each vertex
in a cell has the same degree d(Ci), we consider the constants r1, r2, . . . , r2k, where ri =
|Ci|
d(Ci)
,
to construct the matrix X = diag(r1, r2, . . . , r2k).
The matrix Bpi can be written as Bpi = D−1pi ApiCpi, where
Api =

0 1 0 · · · 1
1 β1 0 · · · 1
0 0 0 · · · 1
· · · · · · · · ·
1 1 1 · · · βk

= A+ diag(0, β1, . . . , 0, βk),
where A is the adjacency matrix for the threshold graph with binary string 01 . . . 01︸ ︷︷ ︸
2k
and
βi = 1− 1|C2i| = 1− 1ti .
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Theorem 2.2. Let Γ be a threshold graph with the binary string 0s11t1 . . . 0sk1tk . If pi =
{C1, C2, . . . , C2k} is the equitable partition of Γ, then the eigenvalues of Bpi are simple.
Proof. Let λ be an eigenvalue of Bpi such that the multiplicity of λ is δ > 1. Since the matrix
Bpi is similar to the symmetric matrix X 12ApiX 12 , Bpi is diagonalizable. Thus, there exists a
linearly independent set of δ eigenvectors corresponding to λ. Let x = [x1 x2 . . . x2k]
T be
an eigenvector corresponding to λ such that xl 6= 0 and xm = 0 ∀m > l, where l is maximal.
Then l = 2p, 1 ≤ p ≤ k. The vector x satisfies the equation
Bpix = λDpix. (1)
This implies that
tpx2p = λd(C2p−1)x2p−1. (2)
Now, using (2) along with the (2p− 2)th and the 2pth equations of (1), we get
[λd(C2p) + λsp + 1]x2p = [λd(C2p−2) + 1]x2p−2. (3)
Now, iteratively, we get the constants c1, c2, . . . , c2p−1, to construct x as
x = x2p[c1 c2 . . . c2p−1 1 0 . . . 0]T .
Let x′ = [x′1 x
′
2 . . . x
′
2q 0 . . . 0]
T 6= x be a vector which satisfies (1). Then x + x′ satisfies
equation (1). If p = q then, by the above arguments we have that x′ is a constant multiple
of x. Again, if q < p then we have x′ = 0. Then the geometric multiplicity of the eigenvalue
λ is 1. Hence the proof follows.
Theorem 2.3. Let 0s11t1 . . . 0sk1tk be the binary string of a threshold graph Γ. Then
det(Bpi) = (−1)ks1t1s2t2 . . . sktk,
and hence
det(Bpi) = (−1)kr1r2 . . . r2k.
Proof. We have, Bpi = ApiCpi and Bpi = D−1pi ApiCpi ∼ XApi, where
Api =

0 1 0 · · · 1
1 β1 0 · · · 1
0 0 0 · · · 1
· · · · · · · · ·
1 1 1 · · · βk
 ,
with βi = 1− 1|C2i| = 1− 1ti .
Now we perform some step by step row and column operations to reduce Api into block
diagonal form
diag(B1, B2, . . . , Bk),
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where Bi =
[
0 1
1 βi
]
. Hence, det(Api) = det(B1)det(B2) . . . det(Bk) = (−1)k. Therefore,
det(Bpi) = (−1)k|C1||C2| . . . |C2k| = (−1)ks1t1s2t2 . . . sktk, and det(Bpi) = (−1)kr1r2 . . . r2k.
Hence the result follows.
Theorem 2.4. Let Γ be a threshold graph. If σ(A) and σ(Bpi) are the spectrum of A and
Bpi respectively, then
σ(A) = σ(Bpi) ∪ T.
Proof. We have, σ(A) ⊇ σ(Bpi) ∪ T. Let F be the set of eigenvectors of the form f (j)ti , 2 ≤
j ≤ ti, ti > 1 or f (j)si , 2 ≤ j ≤ si, si > 1. Suppose λ, which is an eigenvalue of A, is also an
eigenvalue of Bpi. Let g be an eigenvector corresponding to the eigenvalue λ of Bpi. Then Pg
is an eigenvector corresponding to λ for the matrix A and it takes constant value on each
cell of pi. Thus,
〈f, Pg〉 = 0, for any f ∈ F.
Hence σ(A) = σ(Bpi) ∪ T.
Lemma 2.3. [9] Let A be a real matrix such that its row sums are constant (i.e. Ae = ρe
for some ρ ∈ R). Then all eigenvalues of A, different from ρ, are also eigenvalues of any
matrix of the form
B = A− (eeT )diag(c1, c2 . . . , cn),
where c1, c2, . . . , cn ∈ R.
Theorem 2.5. Let 0s11t1 . . . 0sk1tk be the binary string of a threshold graph Γ. If λ1 is the
smallest eigenvalue of the normalized adjacency matrix of Γ, then
−n− tk
n− 1 ≤ λ1 ≤ −
1
t+ s1 − 1 .
Proof. It is sufficient to prove the theorem for the matrix Bpi. Consider B = Bpi−efT , where
e is the column vector with all entries equal to 1 and f is any real column vector. Since Bpi
is stochastic, by Lemma 2.3, any eigenvalue λ of Bpi, other than 1, is also an eigenvalue of
B. Now, we choose f = [fi] where
fi =
{
tk−1
n−1 , if i = k,
0, otherwise.
By Gersˇgorin disk theorem, we have
|λ1| ≤ 1− tk − 1
n− 1
=
n− tk
n− 1 .
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Therefore, the smallest eigenvalue of A(Γ) is bounded below by −n−tk
n−1 .
Now we consider the 2 × 2 principle submatrix B∗ of A by taking ith and jth row such
that i ∈ C1 and j ∈ C2. Then
B∗ =
[
0 1
t
1
t+s1−1 0
]
.
By Cauchy interlacing theorem we have
λ1 ≤ − 1
t+ s1 − 1 .
Hence the theorem follows.
Example. Let Γ be a threshold graph with the binary string b = 0011100011. We have
Bpi =

0 3
5
0 2
5
1
3
1
3
0 1
3
0 0 0 1
2
9
3
9
3
9
1
9
 .
The eigenvalues of Bpi are −0.6063, −0.3072, 0.3579, 1.
Again, by Lemma 2.1, 0, −0.2 and −0.1111 are the eigenvalues of A with the multiplicit-
ties 3, 2 and 1, respectively.
Thus, the complete spectrum of A is −0.6063, −0.3072, −0.22, −0.1111, 03, 0.3579, 1.
3 The normalized adjacency energy of threshold graphs
The normalized adjacency energy of a graph Γ is defined by
EA(Γ) =
∑
|λ|.
It has been seen that matrix energy of a graph has importance in spectral graph theory and
chemical graph theory. The normalized adjacency energy is equal to its normalized Laplacian
energy EL(Γ). Researchers found bounds for normalized adjacency energy in terms of general
Randic´ index [5] of that graph. The general Randic´ index R−1(Γ) is defined by
R−1(Γ) =
∑
i∼j
1
didj
.
The general Randic´ index R−1(Γ) for a threshold graph Γ can be calculated explicitly.
Theorem 3.1. Let 0s11t1 · · · 0sk1tk be the binary string of a threshold graph Γ. Then
R−1(Γ) =
k−1∑
i=1
[
(r2i + r2i+1)
k∑
j=i+1
r2j
]
+
k∑
i=1
αi
(t+ Si − 1)2 ,
where αi =
{(
ti
2
)
, if ti > 1,
0, if ti = 1.
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Proof. We have
R−1(Γ) =
∑
i∼j
1
didj
=
∑
i∼j
i,j∈Cl
1
didj
+
∑
i∼j
i∈Cm,j∈Cl
m 6=l
1
didj
= R′−1(Γ) +R
′′
−1(Γ).
Since, for any edge e = (ij), when the endvertices i and j are in the same cell Cl, l is even
and |cl| > 1. So,
R′−1(Γ) =
k∑
i=1
αi
(t+ Si − 1)2 .
Now,
R′′−1(Γ) =
∑
i∼j
i∈C1,j∈Cm
m>1
1
didj
+
∑
i∼j
i∈C2,j∈Cm
m>2
1
didj
+ · · ·+
∑
i∼j
i∈C2k−1,j∈C2k
1
didj
. (4)
The first term of this equation is equal to s1
t
∑k
i=1
ti
t+Si−1 , the second term is equal to
t1
t+S1−1
∑k
i=2
ti
t+Si−1 , and so on. Therefore,
R′′−1(Γ) = r1
k∑
i=1
r2i + r2
k∑
i=2
r2i + · · ·+ r2k−1r2i
=
k−1∑
i=1
[
(r2i + r2i+1)
k∑
j=i+1
r2j
]
.
Hence the result follows.
Theorem 3.2. Let 0s11t1 · · · 0sk1tk be the binary string of a threshold graph Γ. Then
2
[
k(n− tk)
n− 1 +
k∑
i=1
ti − 1
t+ Si − 1
]
≥ EA(Γ) ≥ 2
[
k
t
+
k∑
i=1
ti − 1
t+ Si − 1
]
.
Proof. Let µ1 < µ2 < . . . < µ2k = 1 be the eigenvalues of Bpi. Then we have
2k∑
i=1
|µi| = 2
∣∣ k∑
i=1
µi
∣∣+ tr(Bpi)
≥ 2k|µk|+
k∑
i=1
|C2i| − 1
d(C2i)
≥ 2k
t
+
k∑
i=1
ti − 1
t+ Si − 1 .
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Using Lemma 2.1 and Theorem 2.4, we get
EA(Γ) ≥ 2k
t
+
k∑
i=1
ti − 1
t+ Si − 1 +
k∑
i=1
ti − 1
t+ Si − 1
≥ 2
[
k
t
+
k∑
i=1
ti − 1
t+ Si − 1
]
.
Again, by Theorem 2.5, we have
2k∑
i=1
|µi| = 2
k∑
i=1
|µi|+ tr(Bpi)
≤ 2k|µ1|+
k∑
i=1
|C2i| − 1
d(C2i)
≤ 2k(n− tk)
n− 1 +
k∑
i=1
ti − 1
t+ Si − 1 .
Therefore,
EA(Γ) ≤ 2
[
k(n− tk)
n− 1 +
k∑
i=1
ti − 1
t+ Si − 1
]
.
Hence the proof follows.
4 Threshold graphs with a small number of partitions
In this section we discuss spectral properties of threshold graphs where k = 1 or k = 2.
Later, in this section we characterize threshold graphs with a few distinct normalized eigen-
values.
Case I: k = 1
If k = 1 then the binary string of Γ is 0s1t. Now if s = 1 then Γ is the complete graph Kn,
whereas, if t = 1 then Γ is the star Sn. So in these two cases the normalized eigenvalues of
Γ are 1, ( −1
n−1)
n−1 and 1, 0n−2,−1 respectively. Let s, t > 1. Then
Bpi =
[
0 1
s
n−1
t−1
n−1
]
.
Therefore, the eigenvalues of A are 1, 0s−1, ( −1
n−1)
t−1 and − n−t
n−1 .
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Case II: k = 2
If k = 2 then the binary string of Γ is of the form 0s11t10s21t2 , then
Bpi =

0 t1
t
0 t2
t
s1
t+s1−1
t1−1
t+s1−1 0
t2
t+s1−1
0 0 0 1
s1
n−1
t1
n−1
s2
n−1
t2−1
n−1
 .
Now, we have the following theorem.
Theorem 4.1. Let Γ be a threshold graph with the binary string b = 0s11t10s21t2. Then
(a) the multiplicity of the normalized eigenvalue −1
n−1 is t2 − 1,
(b) the multiplicity of the normalized eigenvalue −1
t
is t1 if and only if s1 = 1 or s2(tt1−1)+1.
Proof. (a) By Lemma 2.1, −1
n−1 is an eigenvalue of A with multiplicity at least t2 − 1. Thus
we only have to show that −1
n−1 is not an eigenvalue of Bpi. Suppose, for contradiction, that
−1
n−1 is an eigenvalue of Bpi with corresponding eigenvector x = [x1 x2 x3 x4]T . The eigenvalue
equations of Bpi for the eigenvalue −1n−1 are
t1x2 + t2x4 = − t
n− 1x1,
s1x1 + t1x2 + t2x4 =
s2
n− 1x2,
x4 = − 1
n− 1x3,
s1x1 + t1x2 + s2x3 + t2x4 = 0.

(5)
Solving (5), we have
x1 = x2 = x3 = x4 = 0.
Hence the multiplicity of the normalized eigenvalue − 1
n−1 is exactly t2 − 1.
(b) Let the multiplicity of the normalized eigenvalue −1
t
is t1. Then −1t is also an
eigenvalue of Bpi with corresponding eigenvector x = [x1 x2 x3 x4]T . Then from the eigenvalue
equations of Bpi for the eigenvalue −1t , we have
x1 + t1x2 + t2x4 = 0,
s1x1 + (t1 +
s1 − 1
t
)x2 + t2x4 = 0,
1
t
x3 + x4 = 0,
s1x1 + t1x2 + s2x3 + (t2 +
s− 1
t
)x4 = 0.
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For a non-trivial solution, we must have∣∣∣∣∣∣∣∣
1 t1 0 t2
s1 t1 +
s1−1
t
0 t2
0 0 1
t
1
s1 t1 s2 t2 +
s−1
t
= 0
∣∣∣∣∣∣∣∣ = 0,
that is,
1
t3
(s1 − 1)(1− t2)(s− 1− tt1s2) = 0.
Since t > 1, we have, either s1 = 1 or s1 = s2(t1t− 1) + 1. Hence the result follows.
Now, consider the matrix
M =

0 1 0 0
1 1 0 0
0 1 1 0
0 1 0 1
 ,
which is a non-singular matrix. Now
M−1BpiM =

1 s1
t+s1−1 0
t2
t+s1−1
0 − s1
t+s1−1 0
t2(s1−1)
t(t+s1−1)
0 − s1
t+s1−1 0
t1+s1−1
t+s1−1
0 − s1s2
(t+s1−1)(n−1)
s2
n−1 − s2t2+t+s1−1(t+s1−1)(n−1)
 =
[
1 x
OT B∗
]
where B∗ = 1
t+s1−1
 −s1 0 t2(s1−1)t−s1 0 t1 + s1 − 1
− s1s2
n−1
s2(t+s1−1)
n−1 − s2t2+t+s1−1n−1
 .
In particular, if s1 = 1, then the eigenvalues of A are 1, 0s−2, (−1t )t1 , ( −1n−1)t2−1, 12t(n−1)
[
−
(s2t2 + t)±
√
(s2t2 + t)2 + 4t1s2t(n− 1)
]
.
A pineapple graph (see Figure 3(a)) is obtained by appending pendant vertices to a vertex
of a complete graph (of at least three vertices). The pineapple graph is a threshold graph
with exactly one dominating vertex. The general form of the binary string of a pineapple
graph is 01t−10n−t−11. Using the above argument, we get the normalized eigenvalues of a
pineapple which are
1, 0n−t−2, (
−1
t
)t−1,
1
2t
[
− 1±
√
1 +
4t(t− 1)(n− t− 1)
n− 1
]
.
4.1 Threshold graph with at most five distinct eigenvalues
Theorem 4.2. Let Γ be a threshold graph on n vertices. Then Γ has
(a) two distinct normalized eigenvalues if and only if b = 01n−1,
13
(b) three distinct normalized eigenvalues if and only if b = 0n−11,
(c) four distinct normalized eigenvalues if and only if b = 0s1n−s, 1 < s < n − 1 or b =
01n−301.
Proof. Since all the eigenvalues of Bpi are distinct, Γ has at most four distinct normalized
eigenvalues, and we must have k = 1 or k = 2. The proofs of (a) and (b) are straight for-
ward, since the complete graph is the only graph with two distinct normalized eigenvalues,
whereas, star is the only threshold graph with three distinct normalized eigenvalues.
(c) Let Γ have four distinct normalized eigenvalues, namely, λ1 < λ2 < λ3 < λ4 = 1.
Here, we have two cases.
case I. If λ3 = 0, then k=1. Let b = 0
s1n−s. Note that the value of s cannot be equal to
1 or n − 1. If 1 < s < n − 1, then the eigenvalues of A are 1, 0s−1, ( −1
n−1)
n−s−1 and − s
n−1 .
Therefore, b = 0s1n−s, 1 < s < n− 1.
Case II. If λ3 > 0, then k = 2. Let b = 0
s11t10s21t2 . Since 0 is not an eigenvalue of A,
therefore, s1 = 1 and s2 = 1. Since s1 = 1, −1t is an eigenvalue of Bpi. Again, since − 1n−1
is not an eigenvalue of Bpi, we have t2 = 1, otherwise Γ must have five distinct normalized
eigenvalues. Therefore b = 01n−301. Thus the proof is obtained by combining Case I and
Case II.
Next, we characterize threshold graphs with five distinct normalized eigenvalues. If a
threshold graph has five distinct normalized eigenvalues, then k should be equal to 2. We
have already seen that a pineapple graph has exactly five distinct normalized eigenvalues.
Now, in the following theorem, we obtain all possible threshold graphs with five distinct
normalized eigenvalues.
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Figure 3: Threshold graphs with five distinct eigenvalues.
Theorem 4.3. Let Γ be a threshold graph on n ≥ 5 vertices. Then Γ has five distinct
normalized eigenvalues if and only if one of the following conditions holds
(i) b = 01n−t−201t, t > 1,
(ii) b = 0s10n−s−21,
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(iii) b = 0s11t−10s21, such that, s1 = s2(t2 − t− 1) + 1,
(iv) Γ is a pineapple graph.
Proof. Let λ1 < λ2 < λ3 < λ4 < λ5 = 1 are the eigenvalues of A. So, k = 2. Let
b = 0s11t10s21t2 . Here, two cases are possible:
Case I. If λ3 < 0. Then s1 = 1, s2 = 1 and −1t is an eigenvalue of Bpi. We also have
λ3 = − 1n−1 . Therefore, by Theorem 4.1, we get t2 > 1. Hence b = 01n−t−201t, t > 1.
Case II. Let λ3 = 0, then s > 2 and all four nonzero eigenvalues of A are also the eigenvalues
of Bpi. Since − 1n−1 is not an eigenvalue of Bpi, therefore, t2 = 1. Let b = 0s11t−10s21. Now,
we have two subcases.
Subcase (a) Let t = 2. Then the eigenvalues of Bpi are the nonzero eigenvalues of A.
Eventually, b = 0s10n−s−21.
Subcase (b) If t > 2, −1
t
is an eigenvalue of A. Therefore Γ has five distinct normalized
eigenvalues, only if −1
t
is also an eigenvalue of Bpi. Thus, by Theorem 4.1, we have s1 = 1 or
s1 = s2(t
2− t−1)+1. Now, if s1 = 1 then b = 01t−10n−t−11, and thus Γ is a pineapple graph.
Otherwise, b = 0s11t−10s21 with s1 = s2(t2 − t− 1) + 1. Hence, the proof is completed.
Conclusions
In this article we have studied the normalized eigenvalues of threshold graphs. We have
also characterized threshold graphs, with the binary string 0s11t1 . . . 0sk1tk , for small values
of k. Now our observation, from Theorem 1.1 and Theorem 2.2, is that a threshold graph
with the binary string 0s11t1 . . . 0sk1tk has exactly k distinct positive normalized eigenvalues.
This implies that the binary strings for two cospectral threshold graphs must have the same
value for k. Thus, the question that arises is: are two threshold graphs having the same
normalized eigenvalues always isomorphic?
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