Abstract. We describe a method for generating synthetic infrared remote-sensing scenes of wildland fire. These synthetic scenes are an important step in data assimilation, which is defined as the process of incorporating new data into an executing model. In our case, this is a fire propagation model. The scenes are built using the surface output of fire position from a fire propagation code and prior knowledge of fire physics and behavior to estimate the shape of the flame. The scene radiance is then estimated by employing a physics-based ray-tracing model called DIRSIG to render the radiation that would reach a sensor on an airborne platform. Values of the Fire Radiated Energy calculated from the synthetic radiance scene compare well with previously published values, providing validation of the method.
Introduction
Two geospatial technology tools that find increasing use in wildland fire management are high-resolution remote sensing and fire propagation models. Wildland fire researchers are continually improving these tools for monitoring and predicting wildland fire movement, respectively.
High-resolution image collection, whether from satellite or airborne sensors, can be very effective in quickly providing synoptic fire position information (see Lentile et al. 2006 for a review). For example, the United States Department of Agriculture Forest Service operates an airborne infrared line scanner called Phoenix that is operationally deployed at major wildland fire events (Greenfield et al. 2003) . Other demonstrations of effective use of remote-sensing technologies for mapping fire locations rely on advanced processing techniques for delivering products in near real time (Radke et al. 2000; Ambrosia et al. 2003; Riggan et al. 2004; McKeown et al. 2005) . These fire detection systems typically detect Planck-type radiation in the shortwave, midwave, and longwave portions of the infrared spectrum (1-3, 3-5, and 8-20 µm) , although emission and absorption lines can also be used for detecting fires (Vodacek et al. 2002; Dennison 2006) . Whereas remote fire detection systems focus on monitoring and real-time detection, fire propagation models are designed to provide a forecast of future fire behavior. A variety of approaches to fire propagation modeling have been developed, ranging from semi-empirical models to computational fluid dynamics approaches. Rothermel (1972) formulated a semi-empirical model using a physics-based approach with calibration based on observations under different weather, terrain, and fuel conditions. FARSITE is an example of a fire behavior model based on the basic propagation equations of Rothermel (Finney 1998) .
Another approach has been based on fire physics described with differential equations (e.g. Weber 1991; Asensio and Ferragut 2002) . The National Center for Atmospheric Research (NCAR) coupled atmosphere-fire model tracks smoke and hot gases in the atmosphere and is able to represent the complex interactions between the fire and local winds, although the basic propagation uses Rothermel's equations (Clark et al. 1996 (Clark et al. , 2004 Coen 2005) . The Fire Dynamics Simulator (FDS) is a full computational fluid dynamics code that solves numerically a form of the Navier-Stokes equations appropriate for low-speed, thermally driven flow with an emphasis on smoke and heat transport from fires (Mell et al. 2007) . Another well-used computational fluid dynamics code is FIRETEC (Linn 1997) . Many of these models are undergoing continual revision and improvement. Weber (1991) , Pastor et al. (2003) , and Mell et al. (2007) provide in-depth reviews of these and other fire propagation models.
The use of remote sensing and separate fire propagation simulations helps provide the answers to questions about current and future fire behavior. However, little work has been directed at bringing these two technological tools together in a single system. The concept of an integrated observation and simulation system, where the remote-sensing observations are used to steer the simulation results falls within the realm of data assimilation. Data assimilation is defined to represent the process where simulations respond to new data that arrives while the computer model is running. The idea of data assimilation can be extended by adding a feedback capability to the modeling system, where the simulation will steer new data collection efforts with the goal of improving forecasts by reducing uncertainty (Darema 2004) . These systems are intended to be computationally fast and to some extent can trade off physical correctness of the modeling process for simplification and speed and rely on data assimilation to maintain accuracy.Thus, a critical aspect of a simulation system is the ability to assimilate data from a variety of measurement systems. The most extensive examples of environmental data assimilation where observations are compared with environmental models come from ocean circulation and weather forecasting efforts (e.g. Derber and Rosati 1989; Anderson 1996; Malanotte-Rizzoli and Tziperman 1996; Barker et al. 2004) .
We are currently working on the application of data assimilation techniques to the wildland fire propagation problem and the details of our overall approach, which is based on the NCAR coupled model described above, can be found elsewhere (Douglas et al. 2006; Mandel et al. 2008 ). The present paper describes an initial approach to generating synthetic infrared remote-sensing scenes of a wildland fire using the NCAR model outputs. In the working simulation, this prediction of infrared scene radiance is made for the state of the model at the time corresponding to the time that airborne remote-sensing images are obtained. The synthetic scene is then compared with the real observations of infrared radiance in the data assimilation step and the model is adjusted to better match the real observations.
The synthetic scene output depends on the NCAR model output variables such as the heat flux and the wind speed. The use of the variables from the model allows us to estimate the flame shape used in simulating radiance from the fire scene. Given the flame shape, we assume we can adequately estimate the infrared scene radiance by including three aspects of radiated energy. These are: (1) radiation from the hot ground under the fire front and the cooling of the ground after the fire front passes. This accounts for the heating and cooling of the surface. (2) The direct radiation to the sensor from the three-dimensional flame. This accounts for the intense radiation from the flame itself. (3) The radiation from the three-dimensional flame that is reflected from the nearby ground. This reflected radiation is most important in the near and midwave infrared spectrum. Reflected longwave radiation is much less important because of the high emissivity (low reflectivity) of burn-scar in the longwave infrared portion of the spectrum (Kremens et al. 2003) . We are not including the preheating of the ground and vegetation in front of the advancing fire, only determining the reflection of fire radiation from the vegetated ground surface. At this early stage of synthetic image development, we are assuming the preheating of the vegetation and ground in front of the advancing fire is a secondary effect within the overall remote-sensing scene phenomenology that could be added later if desired. To our knowledge, this is the first attempt to synthesize the radiance of an entire high-resolution infrared remote-sensing scene of a wildland fire.
Methods
The synthetic scene generation method developed here uses the output of a simulated grassfire using the NCAR model. The simulation domain is 4200 by 4200 m on flat terrain with a wind speed of 3 m s −1 and tall grass as the fuel type, and a line ignition. We now describe the methods for including the fire direct radiation, reflected radiation, and burn-scar cooling in the scene generation model. Then we describe the synthetic image generation model procedures that are used for rendering the synthetic remote-sensing scene using the Wildfire Airborne Sensor Program (WASP) sensor configuration with ray tracing done by the Digital Imaging and Remote-sensing Image Generation model (DIRSIG).
Surface radiation and burn-scar cooling
We begin with a simulation of the ground surface temperature of the fire scene. For our simulations, we assume 1073 K is the highest ground temperature under the fire front based on typical temperatures in wildland fires (Kremens et al. 2003) . Preheating ahead of the fire front is a complex process relating to the fuel type, fuel density, humidity, and other processes and we do not account for the simulation of this complex process, so there is a simple jump from ambient ground temperature to 1073 K at the leading edge of the fire front.
After the flame front passes, the ground immediately begins cooling. To a first order, we could assume Newton's law of cooling (a simple exponential cooling behavior), but some of the few field measurements of ground cooling after the passage of a fire front suggest that for some cases, a double exponential is a better model of burn-scar cooling, with a slow component that may be due to heat slowly released by soil water. Based on the measurements of Kremens et al. (2003) , we fit a double exponential to their temperature data obtained from thermocouples placed at the soil surface by using the following equation:
where t is the time since ignition; T t is the temperature of the burn-scar at time t; T 1 (579 • C) and τ 1 (75 s) are the peak temperature and fast time constant; T 2 (197 • C) and τ 2 (247 s) are the peak temperature and slow time constant; and T a is the ambient ground temperature, which is constant at 34 • C. The sum of T 1 , T 2 and T a was constrained to 1073 K and the amoeba iterative optimization procedure was used find the best fit parameters listed here (Press et al. 2007 ). This single set of parameters was used to estimate the temperature for all cooling surface pixels.
To identify the fire position during the simulation, we used the surface fire sensible heat flux output of the NCAR model. Using trial and error, a threshold value for the heat flux is set and the pixels with heat flux above the threshold are labeled as the fire front and assigned a temperature of 1073 K. As the simulation progresses in time, those pixels eventually fall below the threshold and begin cooling. By keeping track of the time since the fire front has passed, the surface temperature can be calculated with Eqn 1. Unburned areas are the pixels where there is zero heat flux and those pixels are assigned the ambient temperature of 34 • C. Fig. 1 shows the temperature map at two times during the simulation. The brightest area is the fire front and shades of gray correspond to surface cooling behind the fire front. This surface temperature map is later used to generate the surface radiance.
Flame height estimation
After predicting the ground temperature, the next step is to create a flame shape for the flame front by again using the sensible heat flux output of the NCAR model. Larger heat flux is translated into tall flames and smaller heat flux is translated into short flames. The flame shape is built by defining grid points that are the corners of cubic 'voxels'. Deflection of the flame by the local wind is added and each voxel is randomly shifted to generate a more varied structure. This procedure is meant to capture the essence of the flame structure and is not an exact representation of the flame at that time step of the model. Overall our goal is to estimate reasonable values of the flame radiance, rather than the complex turbulence and complicated spatial configuration of a real flame, which is often the goal of high-resolution simulations by the graphics community.
Experimental studies showed that the flame volume is directly proportional to the heat-release rate of the fire:
where V f is the flame volume; Q is the total heat release rate of the fire; Q is the heat release rate per unit flame volume, an estimated constant value of 2000 kW m −3 (McGratten et al. 2007) . We also assume proportionality between the heat release rate and the heat flux Q h :
Further, the flame volume V f is proportional to the product of fire ground area and flame height l f . If the fire front has length w 1 along the direction of fire propagation and width w 2 perpendicular to the direction of fire propagation:
Substituting Eqns 3 and 4 into Eqn 2 and rearranging, the flame height l f can be estimated by:
where α is a scale coefficient and the heat flux and ground dimensions are from the propagation model output. The adjustable scale coefficient α is added according to fuel type to make the predicted flame size reasonable. In the simulation performed here for a grassland fire, α was chosen to provide an average flame height of ∼2 m, but the flame heights will be higher or lower depending on the value of the heat flux. We also constrain the estimated flame height of each time step within one standard deviation from the heights of all the previous time steps; thus the flame height of each time step will not deviate greatly from the previous or following time step when there is no dramatic change of environmental conditions.
Flame-tilt in wind
Besides terrain, fuel type and amount, wind plays an important role in energy transfer direction and rate as flame is deflected by air movement. The extent of flame-tilt will depend on the wind velocity. According to Drysdale (1998) and references therein, the effect of wind speed V on fires is:
where θ is the tilt angle from the vertical to the front of the flame, as shown in Fig. 2 . V is estimated from V, the dimensionless windspeed defined below:
In Eqn 8, c p is air thermal capacity at constant pressure, 1040 J kg −1 K −1 ; T ∞ is the ambient air temperature, 300 K; ρ ∞ is ambient air density, 1.18 kg m −3 ; ρ f is fuel vapor density, 0.36 kg m −3 , an estimate that is a little larger than air density (0.32 kg m −3 ) at a temperature of 1100 K; and H c is heat of combustion, a value of 16 515 kJ kg −1 taken from Brown and Davis (1973) . V is the only variable in this equation and is a dimensionless wind speed given by v/u where v is the actual wind speed, and u is a characteristic vertical fire plume velocity, in m s −1 , given by:
where Q is the rate of heat release (Drysdale 1998) . We again use heat flux in place of the heat release rate by assuming proportionality. Although the units are incorrect and the value is only proportional, the small value of the exponent means that the plume velocity is only very weakly dependent on the heat release rate and this result produces reasonable results as shown in Fig. 3 . The 3-m s −1 wind speed produces a flame-tilt of ∼45 • or slightly more, which is in accordance with the rule of thumb that a 2-m s −1 wind speed produces flame-tilt of ∼45 • (Drysdale 1998) . The flames will have slightly different deflection angles according to the magnitude of the heat flux. After flame is deflected, small random deviation from a uniform distribution are added to xy coordinates of the voxel positions to give the fire a more turbulent appearance.
The overall method to generate the flame shape utilizes the heat flux and wind field to provide real-time prediction of flame height and tilt angle. By iteratively solving Eqns 5-8 while updating the constraint of flame scale, unique solutions to flame height and deflection angle will be obtained for each ground pixel with high heat flux at each time step, and the flame geometry will be uniquely defined.
Volume rendering in DIRSIG with the voxelized space
Based on the heat flux and local winds from the simulation and the methods described above, we are able to simulate the temperature for the surface as an array of pixels and the flame shape as an arrangement of voxels.
In this section, we describe the ray tracing method for determining the radiance from those sources as they would be viewed by an airborne remote-sensing system. The ray tracing code used is the DIRSIG model. The DIRSIG model is a synthetic image-generation model based on first principles. The model is developed and maintained by the Digital Imaging and Remote Sensing Laboratory at the Rochester Institute of Technology (Schott et al. 1999; Digital Imaging and Remote Sensing Laboratory 2006) . The model can produce multi-or hyperspectral imagery from the visible through the thermal infrared region of the electromagnetic spectrum. Note that the terms and equations describing radiation properties in this section are all a function of wavelength, although we leave off the wavelength notation for simplicity.
The concept of determining radiance from the flame shape is similar to other work on modeling the radiation component of fire propagation. For example see Knight and Sullivan (2004;  Fig. 1 ), where the flame is modeled as a triangular prism to determine radiation to the surrounding ground and fuel. In our case, we consider the radiation from the three-dimensional flame and also consider radiation from the ground toward the sensor and radiation reflected from the ground near the flame toward the sensor. The scene radiance is an accumulation of brightness that is a function of the temperature, distance from the sensor, material type, and atmospheric transmission from ground level to Z. Wang et al. the sensor. DIRSIG uses the MODTRAN atmospheric radiative transfer code for calculating the optical properties of the atmosphere (Anderson et al. 2000) . A sensor module allows the input of sensor characteristics that modify the scene as if it was viewed through an imaging sensor. With the volume-rendering method, when a ray, cast from the sensor toward the scene, encounters a region containing fire that was precomputed by the external fire model, the simulation determines how many integration steps to process through the fire, or how many voxels containing fire are on the path of the ray, and path length within each of the voxels. The physical properties of each voxel are variables such as temperature, optical depth, and distance from the sensor. Fig. 4 shows how a ray passes through a grid to the sensor, where τ i is the transmission of each grid square on the ray path. The additive projection is a summation of emitted and transmitted radiance from all the voxels on the ray path. The transmission properties of participating voxels are characterized by the path length for the ray and the fire attenuation coefficient. The attenuation coefficient was set to a low value of ∼0.05 m −1 across the shortwave and midwave infrared. If there are n flame voxels between the bottom of the flame and the sensor, then the contribution to the received radiance due to the self-emitted radiance from the ith voxel can be expressed as:
where the indexing scheme for the fire voxels is defined to begin at the sensor and end with the voxel at the bottom of the flame. L i is the radiance due to the temperature of the ith voxel, τ i is the transmission along the sensor-target path from the sensor to the top of the ith voxel, and is the product of transmission of all j voxels between the ith voxel and the sensor:
where τ i is the transmission of the ith homogeneous flame voxel and δ j is the optical depth of the voxel j along the path to the sensor. By substituting Eqn 11 in Eqn 10 and summing the radiance from each single voxel, the total contribution to radiance, L, from all n voxels can be obtained:
Radiance from the ground itself is determined and radiance from the fire that is reflected by the nearby ground is calculated. All of these sources of radiance are then attenuated by the atmosphere along the path to the sensor. 
Results
The DIRSIG rendering of the infrared radiance from the grassfire at night as it would be observed by the WASP sensor is shown in Fig. 5 . The sensor model in DIRSIG was set to the WASP specifications: the cameras have a focal length of 25 mm and there are 640 by 512 pixels each for the shortwave, midwave, and longwave infrared cameras. The cameras are put at the nominal operating altitude of ∼3000 m producing a pixel ground spot size of ∼3 m. The sensor is looking at a slant angle of ∼25 • from nadir.
Verification
After estimating the flame geometry and generating the synthetic multispectral remote-sensing wildfire scene, we can provide verification of our results by examining the fire radiative energy (FRE) determined for the synthetic scene relative to previous work (Kaufman et al. 1996; Wooster et al. 2003) .
As a first step toward verification, we calculated the FRE of a hotspot pixel based on temperature and retrieved spatial extent of the thermal components within the area. This is the FRE TRUE parameter of Wooster et al. (2003) . The active fire pixels in our synthetic remote-sensing scene are not homogeneous and are a mixture of several thermal components each having a different temperature and fractional area. In our simulation, each ground pixel in the scene has an area of 3 × 3 m. With this scale, hotspot pixels might be composed of unburned vegetation, flame and the hot ground below the flame, and burn-scar. The total FRE TRUE from all fire thermal components in a pixel can be calculated as:
where FRE TRUE is fire radiative energy, J s −1 ; A sample is the ground sampling area, m 2 ; ε is emissivity; σ is the StefanBoltzmann constant, 5.67 × 10 8 J s −1 m −2 K −4 ; A i is the fractional area of the ith thermal component within a specific ground pixel, and T i is the temperature of ith thermal component, K (Wooster et al. 2003) . The ground temperature under the active fire is set to be 1100 K, which is the highest temperature observed by Kremens et al. (2003) , the mean flame temperature is set at 1000 K, and the smouldering scar is 600 K (Wooster et al. 2003) . A stepwise linear unmixing algorithm was performed on each pixel of the synthetic multispectral wildfire scene to calculate the fractional area of each thermal component.
If we leave out the sample area from Eqn 13, the units for FRE TRUE are J s −1 m −2 (i.e. see Wooster et al. 2003; table 2) . We determined the total FRE TRUE per unit area by summing the contribution from all thermal components for the subset of pixels that had a flaming fraction. The FRE TRUE per unit area for these pixels ranges from 7.31 × 10 4 to 7.47 × 10 4 J s −1 m −2 . These are total values above the background and potentially include contributions from each of the components based on the unmixing fractions. These values are slightly higher than the FRE TRUE per unit area for the flaming fraction in table 2 of Wooster et al. (2003) . This is reasonably close agreement with the results of Wooster et al. (2003) , given that the parameters of our unmixing model were different because we included the separation of the ground temperature and the flame temperature and because the ground temperature (based on field measurements) was higher than the flaming temperature in their work.
A more realistic test of our results is determining the FRE from the midwave infrared radiance (FRE MIR ) value based on eqn 5 in Wooster et al. (2003) because in our case the value is obtained from the synthetic radiance scene:
where L MIR,h is the midwave infrared radiance of fire pixels, ε MIR is the fire emissivity in the midwave infrared, and a is a constant related to the sensor. As the midwave WASP band is similar to that of the Hot Spot Recognition Sensor (HSRS) on the Bi-spectral InfraRed Detection (BIRD) platform, for a we used the value of 3.3 × 10 −9 provided for the HSRS midwave infrared band by Wooster et al. (2003) . The total FRE MIR per unit area for pixels with a flaming component ranged from 6.02 × 10 4 to 7.89 × 10 4 J s −1 m −2 , bounding the value of 6.36 × 10 4 J s −1 m −2 for the flaming component alone in table 2 of Wooster et al. (2003) . This is good evidence that our synthetic scene is a valid representation of fire infrared radiance.
Discussion
Our method for creating synthetic infrared remote-sensing scenes of wildland fire uses information from a surface fire propagation model and knowledge of fire physical properties to estimate fire spectral radiance. A grassland fire scene is rendered using a physics-based ray tracing model, DIRSIG, that accounts for radiation from the ground surface, radiation from the flame, any reflected radiation from the ground near the fire, and atmospheric transmission. The visualization of the scene can be made for a variety of spectral responses and spatial resolutions of different sensors. Values of FRE calculated from the synthetic scene midwave infrared radiance provide confirmation that the radiance produced by the method is valid. Given the output of a fire propagation model, the generation of the synthetic scene takes less than 3 minutes of computation time on a Sun Blade 1500 workstation (Sun Microsystems, Santa Clara, CA). The use of a physics-based image-generation model like DIRSIG provides a means for very accurate rendering of the scene, both spectrally and spatially. A general assumption of the approach is that the fire radiation is a black body or gray body. Improved measurements of fire spectral radiation could be used to modify these assumptions and improve the spectral rendering. However, for many operational scenarios for airborne remote-sensing image data input to a data-driven fire propagation model, the use of a complicated rendering model like DIRSIG may not be necessary. Future work will examine the potential to simplify the procedures described here. For example, fire propagation codes that consider simpler flame shapes than our voxelized structure within their radiation transfer calculations could be used to estimate the direct and reflected radiation. Further, precomputed atmospheric transmission properties in a 'look-up' table could be used to estimate atmospheric effects on the radiation reaching the sensor. These changes would allow a tighter coupling between the dynamic fire propagation model and the remote-sensing image data and reduce computational requirements.
