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ALMOST SURE INVARIANCE PRINCIPLE FOR
RANDOM DISTANCE EXPANDING MAPS WITH A
NONUNIFORM DECAY OF CORRELATIONS
Abstract. We prove a quenched almost sure invariance princi-
ple for certain classes of random distance expanding dynamical
systems which do not necessarily exhibit uniform decay of correla-
tions.
D. Dragičević 1, Y. Hafouta2
1. introduction
The aim of this note is to establish an almost sure invariance prin-
ciple (ASIP) for certain classes of random dynamical systems. More
precisely, similarly to the setting introduced in [17], the dynamics is
formed by compositions
fnω := fσn−1ω ◦ · · · ◦ fσω ◦ fω, ω ∈ Ω
of locally distance expanding maps fω satisfying certain topological as-
sumptions which are driven by an invertible, measure preserving trans-
formation σ on some probability space (Ω,F ,P). Then, under suit-
able assumptions and for Hölder continuous observables ψω : X → R,
ω ∈ Ω we establish a quenched ASIP. Namely, we prove that for P-a.e.
ω ∈ Ω, the random Birkhoff sums
∑n−1
j=0 ψσjω ◦f
j
ω can be approximated
in the strong sense by a sum of Gaussian independent random variables∑n−1
j=0 Zj with the error being negligible compared to n
1
2 . In compar-
ison with the previous results dealing with the ASIP for random or
sequential dynamical systems, the main novelty of our work is that we
do not require that our dynamics exhibits uniform (with respect to ω)
decay of correlations.
In a more general setting and under suitable assumptions, Kifer
proved in [10] a central limit theorem (CLT) and a law of iterated
logarithm (LIL). As Kifer remarks, his arguments (see [10, Remark
4.1]) also yield an ASIP when there is an underlying random family
of σ-algebras which are sufficiently fast well mixing in an appropriate
(random) sense (i.e. in the setup of [10, Theorem 2.1]). In the context
of random dynamics, his results can be applied to random expanding
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maps which admit a (random) symbolic representation. One of the
main ingredients in [10] is a certain inducing argument, an approach
that we also follow in the present paper. The main idea is that an
ASIP for the original system will follow from an ASIP for a suitably
constructed induced system.
We stress that there are quite a few works whose aim is to establish
ASIP for deterministic dynamical systems. In this direction, we refer
to the works of Field, Melbourne and Török [6], Melbourne and Nicol
[13, 14], and more recently to Korepanov [11, 12]. In [7], Gouëzel
developed a new spectral technique for establishing ASIP, which was
applied to certain classes of deterministic dynamical systems with the
property that the corresponding transfer operator exhibits a spectral
gap.
Gouëzel’s method was also used in [1] to obtain the annealed ASIP
for certain classes of piecewise expanding random dynamical systems.
In [4] the authors proved for the first time (we recall that Kifer in [10]
only briefly commented that his methods also yield an ASIP) a quenched
ASIP for piecewise expanding random dynamical systems, by invoking
a recent ASIP for (reverse) martingales due to Cuny and Merlevede
[3] (which was also applied in many other deterministic and sequential
setups; see for example [9]). While the type of maps fω considered
in [4] is more general than the ones considered in the present paper,
in contrast to [4] in the present paper we do not assume a uniform
decay of correlations. Moreover, the methods used in this paper can
be extended to vector-valued observables ψω (see Remark 1). On the
other hand, it is unclear if the techniques in [4] can be extended to
the vector-valued case since the results in [3] deal exclusively with the
scalar-valued observables. Finally, we mention our previous work [5],
where we have obtained a quenched ASIP for certain classes of hy-
perbolic random dynamical systems. In addition, we have improved
the main result from [4]. However, the classes of dynamics we have
considered again exhibit uniform decay of correlations.
Our techniques for establishing ASIP (besides the already mentioned
inducing arguments), rely on a certain adaptation of the method of
Gouëzel [7] which is of independent interest. Indeed, we first need
to modify Gouëzel’s arguments and show that they yield an ASIP for
non-stationary sequences of random variables, which are not necessarily
bounded in some Lp space.
We stress that our error term in ASIP is of order n1/4+O(1/p) , where
p comes from certain Lp-regularity conditions we impose for the in-
duced system. This is rather close to the n1/4 rate for deterministic
uniformly expanding systems [7], when p→∞ (although this rate was
significantly improved by Korepanov [12]).
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2. Random distance expanding maps
Let (Ω,F ,P) be a complete probability space. Furthermore, let σ :
Ω → Ω be an invertible P-preserving transformation such that P is
ergodic. Moreover, let (X , ρ) be a compact metric space normalized in
size so that diamX ≤ 1 together with the Borel σ-algebra B, and let
E ⊂ Ω×X be a measurable set (with respect to the product σ-algebra
F ×B) such that the fibers
Eω = {x ∈ X : (ω, x) ∈ E}, ω ∈ Ω
are compact. Hence (see [2, Chapter III]), it follows that the map
ω → Eω is measurable with respect to the Borel σ-algebra induced by
the Hausdorff topology on the space K(X ) of compact subspaces of
X . Moreover, the map ω 7→ ρ(x, Eω) is measurable for each x ∈ X .
Finally, the projection map piΩ(ω, x) = ω is measurable and it maps
any F × B-measurable set to an F -measurable set (see [2, Theorem
III.23]).
Let fω : Eω → Eσω, ω ∈ Ω be a family of surjective maps such that
the map (ω, x) → fω(x) is measurable with respect to the σ-algebra
P which is the restriction of F × B on E . Consider the skew product
transformation F : E → E given by
F (ω, x) = (σω, fω(x)). (1)
For ω ∈ Ω and n ∈ N, set
fnω := fσn−1ω ◦ . . . ◦ fω : Eω → Eσnω.
Let us now introduce several additional assumptions for the family fω,
ω ∈ Ω. More precisely, we require that:
• (topological exactness) there exist a constant ξ > 0 and a random
variable ω 7→ nω ∈ N such that for P-a.e. ω ∈ Ω and any x ∈ Eω
we have that
fnωω (Bω(x, ξ)) = Eσnωω, (2)
where Bω(x, r) denotes an open ball in Eω centered in x with
radius r;
• (pairing property) there exist random variables ω 7→ γω > 1 and
ω 7→ Dω ∈ N such that for P-a.e. ω ∈ Ω and for any x, x
′ ∈ Eσω
with ρ(x, x′) < ξ (ξ comes from the previous assumption), we
have that
f−1ω ({x}) = {y1, . . . , yk}, f
−1
ω ({x
′}) = {y′1, . . . , y
′
k}, (3)
k = kω,x = |f
−1
ω ({x})| ≤ Dω
and
ρ(yi, y
′
i) ≤ (γω)
−1ρ(x, x′), for 1 ≤ i ≤ k. (4)
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The above assumptions were considered in [8], and they hold true in
the setup of distance expanding maps considered in [17]. We note that
all the results stated in [17] hold true under these assumptions (see [17,
Chapter 7]) and not only under the assumptions from [17, Section 2].
For ω ∈ Ω and n ∈ N, set
γω,n :=
n−1∏
i=0
γσiω and Dω,n :=
n−1∏
i=0
Dσiω. (5)
By induction, it follows from the pairing property that for P-a.e. ω ∈ Ω
and for any x, x′ ∈ Eσnω with ρ(x, x
′) < ξ, we have that
(fnω )
−1({x}) = {y1, ...., yk} and (f
n
ω )
−1({x′}) = {y′1, ..., y
′
k}, (6)
where
k = kω,x,n = |(f
n
ω )
−1({x})| ≤ Dω,n,
and
ρ
(
f jωyi, f
j
ωy
′
i
)
≤ (γσjω,n−j)
−1ρ(x, x′), for 1 ≤ i ≤ k and 0 ≤ j < n. (7)
Let g : E → C be a measurable function. For any ω ∈ Ω, consider
the function gω := g(ω, ·) : Eω → C. For any 0 < α ≤ 1, set
vα,ξ(gω) := inf{R > 0 : |gω(x)− gω(x
′)| ≤ Rρα(x, x′) if ρ(x, x′) < ξ},
and let
‖gω‖α,ξ = ‖gω‖∞ + vα,ξ(gω),
where ‖ · ‖∞ denotes the supremum norm and ρ
α(x, x′) :=
(
ρ(x, x′)
)α
.
We emphasize that these norms are F -measurable (see [8, p. 199]).
Let Hα,ξω = (H
α,ξ
ω , ‖ · ‖α,ξ) denote the space of all h : Eω → C such
that ‖h‖α,ξ < ∞. Moreover, let H
α,ξ
ω,R be the space of all real valued
functions in Hα,ξω .
Take a random variable H : Ω→ [1,∞) such that∫
Ω
lnHωdP(ω) <∞,
where Hω := H(ω). Moreover, let H
α,ξ(H) be the set of all measurable
functions g : E → C satisfying vα,ξ(gω) ≤ Hω for ω ∈ Ω. Furthermore,
for ω ∈ Ω set
Hα,ξω (H) := {g : Eω → C : g measurable and vα,ξ(g) ≤ Hω}
and
Qω(H) =
∞∑
j=1
Hσ−jω(γσ−jω,j)
−α. (8)
Since ω 7→ lnHω is integrable, we have (see [17], Chapter 2) that
Qω(H) <∞ for P-a.e. ω ∈ Ω. The following simple distortion property
is a direct consequence of (7).
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Lemma 1. Take ω ∈ Ω, n ∈ N and ϕ = (ϕ0, . . . , ϕn−1), where ϕi ∈
Hα,ξ
σiω
(H) for 0 ≤ i ≤ n− 1. Set
Sωnϕ :=
n−1∑
j=0
ϕj ◦ f
j
ω.
Furthermore, take x, x′ ∈ Eσnω such that ρ(x, x
′) < ξ and let yi, y
′
i,
1 ≤ i ≤ k be as in (6). Then, for any 1 ≤ i ≤ k we have that
|Sωnϕ(yi)− S
ω
nϕ(y
′
i)| ≤ ρ
α(x, x′)Qσnω(H).
2.1. Transfer operators. Let us take an observable ψ : E → R such
that ψ ∈ Hα,ξ(H). We consider the associated random Birkhoff sums
Sωnψ =
n−1∑
i=0
ψσiω ◦ f
i
ω, for n ∈ N and ω ∈ Ω.
Furthermore, suppose that φ : E → R also belongs to Hα,ξ(H). For
ω ∈ Ω, z ∈ C and g : Eω → C, we define
Lzωg(x) =
∑
y∈f−1ω ({x})
eφω(y)+zψω(y)g(y). (9)
It follows from [8, Theorem 5.4.1.] that Lzω : H
α,ξ
ω → H
α,ξ
σω is a well-
defined and bounded linear operator for each ω ∈ Ω and z ∈ C. More-
over, the map z 7→ Lzω is analytic for each ω ∈ Ω.
Let us denote L0ω simply by Lω. It follows from [17, Theorem 3.1.]
that for P-a.e. ω ∈ Ω, there exists a triplet (λω, hω, νω) consisting of a
positive number λω > 0, a strictly positive function hω ∈ H
α,ξ
ω and a
probability measure νω on Eω so that
Lωhω = λωhσω, (Lω)
∗νσω = λωνω, νω(hω) = 1,
and that maps ω 7→ λω, ω 7→ hω and ω 7→ νω are measurable. We can
assume without any loss of generality that λω = 1 for P-a.e. ω ∈ Ω
(since otherwise we can replace Lω with Lω/λω). For P-a.e. ω ∈ Ω,
let µω be a measure on Eω given by dµω := hωdνω. We recall (see [17,
Lemma 3.9]) that these measures satisfy the so-called equivariant prop-
erty, i.e. we have that
f ∗ωµω = µσω, for P-a.e. ω ∈ Ω. (10)
Moreover, these measures give rise to a measure µ on Ω × E with the
property that for any A ∈ F × B,
µ(A) =
∫
µω(Aω)dP(ω),
where Aω = {x ∈ Eω; (ω, x) ∈ A}. Then, µ is invariant for the skew-
product transformation F given by (1). Moreover, µ is ergodic.
For t = (t0, . . . , tn−1) ∈ R
n, set
Lt,nω := L
itn−1
σn−1ω ◦ · · · ◦ L
it1
σω ◦ L
it0
ω .
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Moreover, let Lnω := L
0,n
ω , where 0 = (0, . . . , 0) ∈ R
n.
Lemma 2. For any P-a.e. ω ∈ Ω we have that for any n ∈ N, T > 0,
t = (t0, . . . , tn−1) ∈ [−T, T ]
n and g ∈ Hα,ξω ,
vα,ξ(L
t,n
ω g) ≤ ‖L
n
ω1‖∞
(
vα,ξ(g)(γω,n)
−α + 2Qσnω(H)(1 + T )‖g‖∞
)
.
Consequently,
‖Lt,nω g‖α,ξ ≤ ‖L
n
ω1‖∞
(
vα,ξ(g)(γω,n)
−α + (1 + 2Qσnω(H))(1 + T )‖g‖∞
)
.
(11)
Proof. The proof is identical to the proof of [8, Lemma 5.6.1.] and it
follows by applying Lemma 1 for ϕ = (ϕ0, . . . , ϕn−1) given by
ϕj := ψσjω + itjφσjω, for 0 ≤ j ≤ n− 1.

By Lemma 2 together with the observation that (γω,n)
−α ≤ 1, we
conclude that there exists a random variable C : Ω→ [1,∞) such that
for P-a.e. ω ∈ Ω, n ∈ N and for any t = (t0, t1, . . . , tn−1) ∈ [−1, 1]
n, we
have that
‖Lt,nω ‖ ≤ C(σ
nω)‖Lnω1‖∞. (12)
Note that we can just take C(ω) = 4(1+Qω). For P-almost any ω ∈ Ω,
we define Lˆω : H
α,ξ
ω → H
α,ξ
σω by
Lˆωg = Lω(ghω)/hσω, g ∈ H
α,ξ
ω .
Moreover, for n ∈ N, set
Lˆnω := Lˆσn−1ω ◦ . . . ◦ Lˆσω ◦ Lˆω.
Clearly,
Lˆnωg = L
n
ω(ghω)/hσnω, for g ∈ H
α,ξ
ω and n ∈ N.
We need the following result obtained in [17, Lemma 3.18.].
Lemma 3. There exist λ > 0 and a random variable K : Ω → (0,∞)
such that
‖Lˆnωg‖∞ ≤ max(1, 1/Qω)K(σ
nω)e−λn‖g‖α,ξ,
for P-a.e. ω ∈ Ω, n ∈ N and g ∈ Hα,ξω such that
∫
Eω
g dµω = 0.
Applying Lemma 3 with the function g = 1/hω − 1, and taking into
account that Lnωhω = hσnω (since λω = 1), it follows from (12) that for
P-a.e. ω ∈ Ω, n ∈ N and for any t = (t0, t1, . . . , tn−1) ∈ [−1, 1]
n,
‖Lt,nω ‖ ≤ (1 + U(ω))K(σ
nω)C ′(σnω) (13)
where C ′(ω) = C(ω)‖hω‖∞ and U(ω) = max(1, 1/Qω) · (1+‖1/hω‖α,ξ).
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3. A refined version of Gouëzel’s theorem
In this section we present a more general version of Gouëzel’s almost
sure invariance principle for non-stationary processes [7, Theorem 1.3.].
This result will than be used in the next section to obtain the almost
sure invariance principle result for random distance expanding maps.
Let (A1, A2, . . .) be an R-valued process on some probability space
(Ω,F ,P). We first recall the condition that we denote (following [7])
by (H): there exist ε0 > 0 and C, c > 0 such that for any n,m > 0,
b1 < b2 < . . . < bn+m+k, k > 0 and t1, ..., tn+m ∈ R with |tj | ≤ ε0, we
have that ∣∣∣E(ei∑nj=1 tj(∑bj+1−1ℓ=bj Aℓ)+i∑n+mj=n+1 tj(∑bj+1+k−1ℓ=bj+k Aℓ))
−E
(
e
i
∑n
j=1 tj(
∑bj+1−1
ℓ=bj
Aℓ)) · E(ei∑n+mj=n+1 tj(∑bj+1+k−1ℓ=bj+k Aℓ))∣∣∣
≤ C(1 + max |bj+1 − bj |)
C(n+m)e−ck.
Theorem 1. Suppose that (A1, A2, . . .) is an R-valued centered pro-
cess on the probability space (Ω,F ,P) that satisfies (H). Furthermore,
assume that:
• there exist u > 0 and L ∈ N such that for any n,m ∈ N, m ≥ L
we have that
V ar
( n+m∑
j=n+1
Aj
)
≥ um; (14)
• there exist constants p ≥ 6 and a, C > 0 such that for any n ∈ N
we have
‖An‖Lp ≤ an
1
p . (15)
In addition, for any n,m ∈ N the finite sequence (Ai/(n +
m)1/p)n+1≤i≤n+m also satisfies assumption (H) with the same con-
stants ε0, C and c.
Then for any δ > 0, by enlarging the probability space if necessary,
there exists a sequence (Bj) of independent centered normal random
variables such that∣∣∣∣∣
n∑
j=1
(Aj − Bj)
∣∣∣∣∣ = o(nap+δ) P-a.e., (16)
where
ap =
p
4(p− 1)
+
1
p
.
Remark 1. The above result (together with its proof) is similar to [7,
Theorem 1.3]. However, we stress that [7, Theorem 1.3] requires that
the process (A1, A2, . . .) is bounded in L
p, while the above Theorem 1
works under the assumption that (15) holds. Consequently, the estimate
for the error term in (16) is different from that in [7, Theorem 1.3].
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Note also that our condition (15) replaces condition (1.3) in [7, The-
orem 1.3]. This, of course, makes it impossible to get a precise for-
mula for the variance of the approximating Gaussian random variables∑n
j=1Bj, as in [7]. We also note that our modification of the argu-
ments in [7] also yields a certain convergence rate for p ∈ (4, 6), but in
order to keep our exposition as simple as possible we have formulated
the results only under the assumption that p ≥ 6.
Finally, we remark that like in [7] we can consider processes taking
values in Rd and that Theorem 1 holds in this case also. We prefer to
work with processes in R to keep our exposition as simple as possible.
Proof of Theorem 1. We follow step by step the proof of [7, Theorem
1.3] by making necessary adjustments. Firstly, by repeating the ar-
guments in the proof of [7, Proposition 4.1] for the finite sequence
(Ai/(n+m)
1/p)n+1≤i≤n+m, we conclude that for each η > 0 there exists
C > 0 such that∥∥∥∥∥
n+m∑
j=n+1
Aj
∥∥∥∥∥
Lp−η
≤ Cm
1
2 (n+m)1/p, for m,n ≥ 0. (17)
We consider the so-called big and small blocks as introduced in [7,
p.1659]. Fix β ∈ (0, 1) and ε ∈ (0, 1 − β). Furthermore, let f =
f(n) = ⌊βn⌋. Then, Gouëzel decomposes [2n, 2n+1) into a union of
F = 2f intervals (In,j)0≤j<F of the same length, and F gaps (Jn,j)0≤j<F
between them. We refer to [7, p.1659] for a detailed description of this
construction.
In addition, we recall some notation from [7] which we will also use.
We define a partial order on {(n, j) : n ∈ N, 0 ≤ j < F (n)} by writing
(n, j) ≺ (n′, j′) if the interval In,j is to the left of In′,j′. Observe that a
sequence ((nk, jk))k tends to infinity if and only if nk →∞. Moreover,
let
Xn,j :=
∑
ℓ∈In,j
Aℓ
and
I :=
⋃
n,j
In,j and J :=
⋃
n,j
Jn,j.
The rest of the proof will be divided (following again [7]) into six steps.
First step: We first prove the following version of [7, Proposition
5.1].
Proposition 1. There exists a coupling between (Xn,j) and (Yn,j) such
that, almost surely, when (n, j) tends to infinity,∣∣∣∣∣∣
∑
(n′,j′)≺(n,j)
Xn′,j′ − Yn′,j′
∣∣∣∣∣∣ = o(2(β+ε)n/2).
ALMOST SURE INVARIANCE PRINCIPLE 9
Here (Yn,j) is a family of independent random variables such that Yn,j
and Xn,j are equally distributed.
Before we outline the proof of Proposition 1, we will first introduce
some preparatory material. Let X˜n,j = Xn,j + Vn,j, where the Vn,j’s
are independent copies of the random variable V constructed in [7,
Proposition 3.8], which are independent of everything else (enlarging
our probability space if necessary). Write Xn = (Xn,j)0≤j<F (n) and
X˜n = (X˜n,j)0≤j<F (n). Then, we have the following version of [7, Lemma
5.2].
Lemma 4. Let Q˜n be a random variable distributed like X˜n, but inde-
pendent of (X˜1, ..., X˜n−1). We have
pi
(
(X˜1, ..., X˜n−1, X˜n), (X˜1, ..., X˜n−1, Q˜n)
)
≤ C4−n, (18)
where pi(·, ·) is the Prokhorov distance (see [7, Definition 3.3]) and C >
0 is some constant not depending on n.
Proof of Lemma 4. The proof is carried out by repeating the proof of [7,
Lemma 5.2] with one slight modification. More precisely, the only place
where the boundness of (Al)l in L
p was used in the proof of [7, Lemma
5.2] is for obtaining upper bounds of
P(|X˜m,j| ≥ e
2εn/2), where m ≤ n and j < F (m).
In our setting, using the Markov inequality, we obtain that
P(|X˜m,j| ≥ e
2εn/2) ≤ e−2
εn/2
E|X˜m,j|.
However, since ‖Al‖Lp ≤ al
1/p for every l ∈ N (and for some constant
a > 0), we have that that E|X˜m,j | ≤ C2
n+n
p . Summing the result-
ing upper bounds for P(|X˜m,j| ≥ e
2εn/2), we obtain the desired result
exactly as in [7, Lemma 5.2]. 
Arguing in a way similar to that in the proof of Lemma 4, one can
now repeat the arguments in the proofs of [7, Corollary 5.3], [7, Lemma
5.4] and [7, Proposition 5.1] to prove Proposition 1.
Second step: We now establish the version of [7, Lemma 5.6].
Lemma 5. Suppose that p > 2+2/β. Then for any n ∈ N, there exists
a coupling between (Yn,0, ..., Yn,F (n)−1) and (Sn,0, ..., Sn,F (n)−1), where
the Sn,j’s are independent centered Gaussian random variables with
V ar(Sn,j) = V ar(Yn,j), such that
∑
n
P
(
max
1≤i≤F (n)
∣∣∣∣∣
i−1∑
j=0
Yn,j − Sn,j
∣∣∣∣∣ ≥ 2(1−β)/2+(β+1)/p+ε/2)n
)
<∞. (19)
Proof of Lemma 5. Take q ∈ (2, p). By (17), we have that
‖Yn,j‖Lq ≤ C2
(1−β)n/2+n/p, (20)
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where we used that the right end point of each In,j does not exceed 2
n+1
and that Xn,j and Yn,j are equally distributed. It follows from (20) that
M :=
( F−1∑
j=0
‖Yn,j‖
q
Lq
) 1
q
satisfies
M ≤ C2n/p+βn/q+(1−β)n/2.
Therefore, if q is sufficiently close to p and then M2 is much smaller
than 2n, where we used that p > 2 + 2/β. On the other hand, by (14)
we have
V ar(Yn,j) = V ar(Xn,j) ≥ u2
(1−β)n (21)
for some constant u > 0 which does not depend on n and j. In the
latter lower bound we also took into account that the total length of
the gaps Jn,j’s is of order n2
(ε+β) (see [7, (5.1)]), and so the length of
each In,j is of magnitude 2
(1−β)n. By (21) we have
V ar
( F−1∑
j=0
Yn,j
)
≥ c2n,
where c > 0 is some constant. The above estimates enable us to ap-
ply [7, Proposition 5.5], and to complete the proof of the lemma exactly
as in the proof of [7, Lemma 5.6]. 
Third step: It follows from the previous two steps of the proof that,
when p > 2 + 2/β there exists a coupling between (An)n∈I and a
sequence (Bn)n∈I of independent centered normal random variables so
that when (n, j) tends to infinity, we have∣∣∣∣∣∣
∑
ℓ<in,j ,ℓ∈I
(Aℓ − Bℓ)
∣∣∣∣∣∣ = o(2(β+ε)n/2 + 2((1−β)/2+(β+1)/p+ε/2)n),
where in,j denotes the smallest element of In,j.
Fourth step: We now establish the version of [7, Lemma 5.8]. How-
ever, before we do that we need the following adjusted version of [16,
Corollary B1].
Lemma 6. Let Y1, . . . , Yd be a finite sequence of random variables. Let
v > 2 be finite and assume that there exist constants C1, C2 > 0 such
that ‖Yi‖Lv ≤ C1 for every i ∈ {1, . . . , d}. Moreover, assume that for
any a, n ∈ N satisfying a+ n ≤ d, we have that
‖Sa,n‖Lv ≤ C
2
2n
1
2 ,
where
Sa,n =
a+n∑
i=a+1
Yi.
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Then, there exists a constant K > 0 (depending only on C1, C2 and v)
such that for any a and n,
‖Ma,n‖Lv ≤ Kn
1
2 , (22)
where
Ma,n = max{|Sa,1|, . . . , |Sa,n|}.
Proof of Lemma 6. The proof proceeds exactly as in [16] with g(n) =
C2n, taking into account that in our setting, the quantity qn defined in
the proof in [16] satisfies
q1/vn = sup
a≥1
‖Ma,n‖Lv
g
1
2 (n)
≤ C−12 n
− 1
2 sup
a≥1
∥∥∥∥∥
a+n∑
j=a+1
|Yi|
∥∥∥∥∥
Lv
≤
C1n
1
2
C2
and therefore, the upper bound K found in the proof of [16, Theorem
B] is bounded from above by a constant which depends only on v, C1
and C2. 
Lemma 7. We have that as (n, j)→∞,
max
m<|In,j |
∣∣∣∣∣∣
in,j+m∑
ℓ=in,j
Aℓ
∣∣∣∣∣∣ = o(2((1−β)/2+β/p+1/p+ε)n) a.s. (23)
Proof of Lemma 7. Let q ∈ (2, p). Consider the finite sequence
Yk = Ak/(in,j + |In,j|)
1/p, k ∈ In,j.
Then, by (15) there exists a constant C1 > 0 which does not depend
on n and j so that ‖Yk‖Lq ≤ C1, for any k ∈ In,j. Moreover, by (17),
there exists a constant C2 > 0 which does not depend on n and j so
that for any relevant a and b,∥∥∥∥∥
a+b∑
k=a+1
Yk
∥∥∥∥∥
Lq
≤ C2b
1
2 .
Using the same notation as in statement of Lemma 6, we observe that
it follows from (22) that
‖Mn,b‖Lq ≤ Kb
1
2 ,
for some constant K > 0 (which depends only C1, C2 and q).
In particular, by setting v = (1− β)/2 + β/p+ ε/2, we have that
P(Min,j ,|In,j| ≥ 2
vn) ≤ ‖ Min,j ,|In,j|‖
q
Lq/2
vnq ≤ K|In,j|
q/2/2vnq.
Moreover, observe that∑
n,j
|In,j|
q/2/2vnq ≤
∑
n
2βn2(1−β)nq/2−vnq .
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Notice that the above sum is finite if q is sufficiently close to p. Applying
the Borel-Cantelli lemma yields that, as (n, j)→∞,
max
m<|In,j |
∣∣∣∣∣∣
in,j+m∑
ℓ=in,j
Yℓ
∣∣∣∣∣∣ = o(2((1−β)/2+β/p+ε)n),
which implies that (23) holds (since the right hand point of In,j does
not exceed 2n+1). 
Fifth step: By combining the last two steps, we derive that when k
tends to infinity,∣∣∣∣∣
∑
ℓ<k, ℓ∈I
(Aℓ − Bℓ)
∣∣∣∣∣ = o(k(β+ε)/2 + k(1−β)/2+(β+1)/p+ε/2)
assuming that p > 2 + 2/β.
Sixth step: Fix some n and consider the finite sequence Yi = Ai/n
1/p
where i ∈ {1, . . . , n}. It follows from our assumptions that (Yi)i satisfies
property (H) (with constants that do not depend on n). By repeating
the arguments in the proof of [7, Lemma 5.9], we see that for any α > 0,
there exists C = Cα (which does not depend on n) such that for any
interval J ⊂ [1, n] we have
E
∣∣∣∣∣
∑
ℓ∈J∩J
Yi
∣∣∣∣∣
2
≤ C|J ∩ J |1+α.
We recall the following version of the Gal-Koksma law of large numbers.
Lemma 8. Let Y1, Y2, . . . be a sequence of random variables such that
with some constants σ ≥ 1, C > 0, p > 1 and for any integers m,n we
have that ∥∥∥∥∥
m+n∑
j=m+1
Yj
∥∥∥∥∥
2
L2
≤ C
(
(n+m)σ −mσ
)
· (n+m)
1
p .
Then, for any δ > 0 we have that P-a.s. as n→∞,
n∑
j=1
Yj = o(n
σ/2+1/p ln2+δ n).
Proof of Lemma 8. The proof is carried out exactly as in [15, Theorem
A1], with the exception that 2rσ from the definitions of the sets Er and
Erℓ,m (appearing in that proof) is replaced by 2
r(σ+2/p). 
One can now repeat the arguments appearing after the statement
of [7, Lemma 5.9] and conclude that∑
ℓ<k, ℓ∈J
Aℓ/k
1
p = o(kβ/2+ε).
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Finalizing the proof: Combining the estimates from the previous steps
we get a coupling of (Aℓ) with independent centered normal random
variables (Bℓ) such that∣∣∣∣∣
∑
ℓ<k
(Ak − Bk)
∣∣∣∣∣ = o(kβ/2+ε+ 1p + k(1−β)/2+(β+1)/p+ε).
Taking β = p/(2p− 2), we obtain the desired result. Observe that for
this choice of β we have p > 2 + 2/β since p ≥ 6. When 4 < p < 6 we
can make a different choice of β and obtain a slightly less attractive
rate. 
4. Main result
The goal of this section is to establish the quenched almost sure in-
variance principle for random distance expanding maps satisfying suit-
able conditions. This is done by applying Theorem 1.
Without any loss of generality, we can suppose that our observable
ψ : E → R is fiberwise centered, i.e. that
∫
Eω
ψω dµω = 0 for P-a.e.
ω ∈ Ω. Indeed, otherwise we can simply replace ψ with ψ˜ given by
ψ˜ω = ψω −
∫
Eω
ψω dµω, ω ∈ Ω.
In what follows, Eω(ϕ) will denote the expectation of a measurable
ϕ : Eω → R with respect to µω. The proof of the following result can
be obtained by repeating the arguments from [4, Lemma 12.] and [4,
Proposition 3.] (see also [10, Theorem 2.3.])
Proposition 2. We have the following:
1. there exists Σ2 ≥ 0 such that
lim
n→∞
1
n
Eω
( n−1∑
k=0
ψσkω ◦ f
k
ω
)2
= Σ2, for P-a.e. ω ∈ Ω; (24)
2. Σ2 = 0 if and only if there exists ϕ ∈ L2µ(E) such that
ψ = ϕ− ϕ ◦ F.
From now on we shall assume that Σ2 > 0. For any integer L ≥ 1
consider the set
AL =
{
ω ∈ Ω :
1
n
Eω
( n−1∑
k=0
ψσkω ◦ f
k
ω
)2
≥
1
2
Σ2, ∀n ≥ L
}
.
Then AL ⊂ AL′ if L ≤ L
′ and the union of the AL’s has probability 1.
Due to measurability of Qω, C(ω), K(ω), and ω 7→ hω, for any C0 > 0
and L ∈ N the set
E := {ω ∈ Ω : max{C(ω), K(ω), ‖hω‖∞, ‖1/hω‖α,ξ, 1/Qω} ≤ C0} ∩ AL
(25)
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is measureable, and when C0 and L are sufficiently large we have
P(E) > 0. Fix some large enough C0 and L, and for ω ∈ Ω, let
m1(ω) := inf{n ∈ N : σ
n(ω) ∈ E}.
For k > 1 we inductively define
mk(ω) := inf{n > mk−1(ω) : σ
n(ω) ∈ E}.
Due to ergodicity of P, we have that mk(ω) is well-defined for P-a.e.
ω ∈ Ω and every k ∈ N. Let us consider the associated induced system
(E,FE,PE, ι), where FE = {A ∩ E : A ∈ F}, PE(A) =
P(A)
P(E)
, A ∈ FE
and ι(ω) = σm1(ω)(ω) for ω ∈ E. We recall that PE is invariant for ι
and in fact ergodic.
It follows from Birkhoff’s ergodic theorem that
lim
n→∞
kn(ω)
n
= P(E) for P-a.e. ω ∈ Ω, (26)
where
kn(ω) := max{k ∈ N : mk(ω) ≤ n}.
Moreover, Kac’s lemma implies that
lim
n→∞
mn(ω)
n
=
1
P(E)
, for P-a.e. ω ∈ Ω.
By combining the last two equalities, we conclude that
lim
n→∞
mkn(ω)(ω)
n
= 1, for P-a.e. ω ∈ Ω.
For P a.e. ω ∈ Ω, set
Ψω :=
m1(ω)−1∑
j=0
ψσjω ◦ f
j
ω.
We assume that there exists p ≥ 6, so that
the map ω 7→ A(ω) := ‖Ψω‖∞ belongs to L
p(Ω,F ,P). (27)
Finally, let Lω := L
m1(ω)
ω and Fω := f
m1(ω)
ω , for ω ∈ Ω.
We are now in a position to state the main result of our paper (recall
our assumption that Σ2 > 0).
Theorem 2. For P-a.e. ω ∈ Ω and arbitrary δ > 0, by enlarging the
probability space (Eω, µω) if necessary, it is possible to find a Gaussian
sequence (Zk)k of independent centered (i.e. of zero mean) Gaussian
random variables such that∣∣∣∣
n∑
i=1
(ψσiω ◦ f
i
ω)−
n∑
i=1
Zi
∣∣∣∣ = o(nap+δ) µω-a.e., (28)
where
ap =
p
4(p− 1)
+
1
p
.
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Remark 2. Observe that ap →
1
4
as p → ∞. We note that our proof
also yields convergence rate when 4 < p < 6, which has a slightly less
attractive form in terms of p.
Proof of Theorem 2. Our strategy proceeds as follows. Firstly, we will
apply Theorem 1 to establish the invariance principle for the induced
system. Secondly, we extend the invariance principle to our original
system. Throughout the proof, C > 0 will denote a generic constant
independent on ω and other parameters involved in the estimates.
For ω ∈ E (recall that E is given by (25)), set An = Ψιnω◦F
n
ω , n ∈ N.
Obviously, An depends also on ω but in order to make the notation as
simple as possible, we do not make this dependence explicit.
Observe that it follows from (27) and Birkhoff’s ergodic theorem that
there exists a random variable R : E → (0,∞) such that:
‖An‖Lp ≤ R(ω)n
1/p for P-a.e. ω ∈ E and n ∈ N. (29)
It follows easily from (10) and (25) that for any k ∈ N, n ≥ L and
ω ∈ E,
1
n
V ar
( n−1∑
j=0
Aj+k
)
≥
1
2
Σ2. (30)
where we have used that mn(ι
k(ω)) ≥ n. We conclude from (29)
and (30) that the processes (An)n∈N satisfies (15) and (14) respectively.
Hence, in order to apply Theorem 1, we need to show that (An)n∈N
satisfies property (H) and, in addition, that for any n < m the finite
sequence (Ai/(n + m)
1/p)n+1≤i≤n+m also satisfies (H) (with uniform
constants). In fact, we will prove the following: the process (anAn)n∈N
satisfies (H) for any sequence (an)n∈N ⊂ (0, 1] (and with uniform con-
stants). Let us begin by introducing some auxiliary notations. For P
a.e. ω ∈ Ω and z ∈ C, let
Lˆzωg := Lˆω(ge
zψω) = Lω(ge
zψωhω)/hσω, for g ∈ H
α,ξ
ω .
Furthermore, for z ∈ C and n ∈ N, set
Lˆz,nω := Lˆ
z
σn−1ω ◦ . . . ◦ Lˆ
z
ω.
It is easy to verify that
Lˆz,nω g = L
n
ω(ge
zSωnψhω)/hσnω = L
z,n
ω (ghω)/hσnω.
Finally, for ω ∈ Ω, n ∈ N and t = (t0, t1, . . . , tn−1) ∈ R
n, let
Lt,nω = Lˆ
itn−1,mn(ω)−mn−1(ω)
ιn−1ω ◦ . . . ◦ Lˆ
it1,m2(ω)−m1(ω)
ιω ◦ Lˆ
it0,m1(ω)
ω .
Observe that
Lt,nω g = (L
itn−1,mn(ω)−mn−1(ω)
ιn−1(ω) ◦. . .◦L
it1,m2(ω)−m1(ω)
ι(ω) ◦L
it0,m1(ω)
ω )(ghω)/hιnω,
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for any g ∈ Hα,ξω . It follows from (13), (25) and the above formula that
for n ∈ N and t ∈ [−1, 1]n, we have that
‖Lt,nω ‖ ≤ C. (31)
For ω ∈ Ω and g ∈ Hα,ξω , set
Πωg :=
(∫
Eω
g dµω
)
1
where 1 denotes the function which takes the constant value 1, re-
gardless of the space on which it is defined. Since L0,kω = Lˆ
mk(ω)
ω and
mk(ω) ≥ k, it follows from Lemma 3 and (25) that
‖(L0,kω −Πω)g‖∞ ≤ Ce
−λk‖g‖α,ξ, (32)
for ω ∈ E, g ∈ Hα,ξω and k ∈ N.
Take now n,m, k ∈ N, b1 < b2 < . . . < bn+m+k and t1, . . . , tn+m ∈ R
with |tj| ≤ 1. We have that
Eµω
(
e
i
∑n
j=1 tj(
∑bj+1−1
ℓ=bj
Bℓ)+i
∑n+m
j=n+1 tj(
∑bj+1+k−1
ℓ=bj+k
Bℓ))
= Eµ
ι
bn+m+1+k(ω)
(L
t,bn+m+1−bn+1
ιbn+1+k(ω)
L0,k
ιbn+1 (ω)
L
s,bn+1−b1
ιb1 (ω)
1),
where Bn = anAn,
s = (ab1t1, . . . , ab2−1t1, ab2t2, . . . , ab3−1t2, . . . , abntn, . . . , abn+1−1tn),
and
t = (abn+1+ktn+1, . . . , abn+2+k−1tn+1, . . . , abn+m+ktn+m, . . . , abn+m+1+k−1tn+m).
Consequently,
Eµω
(
e
i
∑n
j=1 tj(
∑bj+1−1
ℓ=bj
Bℓ)+i
∑n+m
j=n+1 tj(
∑bj+1+k−1
ℓ=bj+k
Bℓ))
= Eµ
ι
bn+m+1+k(ω)
(L
t,bn+m+1−bn+1
ιbn+1+k(ω)
(L0,k
ιbn+1 (ω)
− Πιbn+1 (ω))L
s,bn+1−b1
ιb1 (ω)
1)
+ Eµ
ι
bn+m+1+k(ω)
(L
t,bn+m+1−bn+1
ιbn+1+k(ω)
Πιbn+1 (ω)L
s,bn+1−b1
ιb1 (ω)
1)
=: I1 + I2.
We claim next that
|I1| ≤ Ce
−λk. (33)
Indeed, set
A := L
t,bn+m+1−bn+1
ιbn+1+k(ω)
, B := L0,k
ιbn+1 (ω)
− Πιbn+1 (ω) and g := L
s,bn+1−b1
ιb1 (ω)
1.
Then,
‖A‖∞ := sup
f :‖f‖∞=1
‖Af‖∞ ≤ ‖L
0,bn+m+1−bn+1
ιbn+1+k(ω)
1‖∞ = ‖1‖∞ = 1,
and therefore
|I1| ≤ ‖A(Bg)‖∞ ≤ ‖A‖∞ · ‖Bg‖∞ ≤ ‖Bg‖∞.
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Applying (31) we have
‖g‖α,ξ ≤ C,
and thus it follows from (32) that
|I1| ≤ ‖Bg‖∞ ≤ C
2e−λk.
We conclude that (33) holds.
On the other hand,
I2 = Eω
(
e
i
∑n
j=1 tj(
∑bj+1−1
ℓ=bj
Bℓ)) · Eω(ei∑n+mj=n+1 tj(∑bj+1+k−1ℓ=bj+k Bℓ)).
We conclude that the process (Bn)n∈N satisfies property (H) with con-
stants that do not depend on the sequence (al). Thus, Theorem 1 yields
the almost sure invariance principle for the process (Ψιnω ◦ F
n
ω )n∈N.
It remains to observe that the conclusion of the theorem now follows
from the following lemma.
Lemma 9. There exists a random variable U : Ω → (0,∞) such that∥∥∥∥
n−1∑
j=0
ψσjω ◦ f
j
ω −
kn(ω)−1∑
j=0
Ψιjω ◦ F
j
ω
∥∥∥∥
∞
≤ U(ω)n1/p,
for P-a.e. ω ∈ Ω and n ∈ N.
Proof of the lemma. If n = mkn(ω)(ω) then there is nothing to prove,
and so we assume that mkn(ω)(ω) < n. Observe that
n−1∑
j=0
ψσjω ◦ f
j
ω −
kn(ω)−1∑
j=0
Ψιjω ◦ F
j
ω =
n−1∑
j=mkn(ω)(ω)
ψσjω ◦ f
j
ω
=
mkn(ω)+1(ω)−1∑
j=mkn(ω)(ω)
ψσjω ◦ f
j
ω −
mkn(ω)+1(ω)−1∑
j=n
ψσjω ◦ f
j
ω
= Ψσkn(ω)ω −Ψσnω
and thus∥∥∥∥
n−1∑
j=0
ψσjω ◦ f
j
ω −
kn(ω)−1∑
j=0
Ψιjω ◦ F
j
ω
∥∥∥∥
∞
≤ ‖Ψσkn(ω)ω‖∞ + ‖Ψσnω‖∞,
where we have used that σjω /∈ E when mkn(ω)(ω) < j < mkn(ω)+1(ω).
Hence, the conclusion of the lemma follows directly from Birkhoff’s
ergodic theorem, (26) and (27). 

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