Abstract. In this paper we investigate Lie bialgebra structures on the Schrödinger-Virasoro algebra L. Surprisingly, we find out an interesting fact that not all Lie bialgebra structures on the Schrödinger-Virasoro algebra are triangular coboundary, which is different from the related known results of some Lie algebras related to the Virasoro algebra.
§1. Introduction
To search for the solutions of the Yang-Baxter quantum equation, Drinfeld [1] introduced the notion of Lie bialgebras in 1983. Since then, many papers on Lie bialgebras appeared, e.g., [3, 11, 13-16, 18, 19, 22, 23] . Witt type Lie bialgebras introduced in [19] were classified in [16] , whose generalized cases were considered in [18, 22] . Lie bialgebra structures on generalized Virasoro-like and Block Lie algebras were investigated in [23, 11] . The Schrödinger-Virasoro Lie algebra [6] was introduced in the context of non-equilibrium statistical physics during the process of investigating the free Schrödinger equations. There are two sectors of this type Lie algebras, i.e., the original one and the twisted one, both of which are closely related to the Schrödinger algebra and the Virasoro algebra, which play important roles in many areas of mathematics and physics (e.g., statistical physics) and have been investigated in a series of papers [5, 6, 8-10, 12, 17, 20] . However, Lie bialgebra structures on the Schrödinger-Virasoro Lie algebra have not yet been considered. Drinfel'd [2] posed the problem whether or not there exists a general way to quantilize all Lie bialgebras. Although Etingof and Kazhdan [3] gave a positive answer to the question, they did not provide a uniform method to realize quantilizations of all Lie bialgebras. As a matter of fact, investigating Lie bialgebras and quantilizations is a complicated problem. In this paper we shall determine Lie bialgebra structures on the Schrödinger-Virasoro algebra L. It is known that every Lie bialgebra structure on the Lie algebras considered in [11, 16, 18, 23] is triangle coboundary. Surprisingly, we find out an interesting fact that not all Lie bialgebra structures on the Schrödinger-Virasoro algebra are triangular coboundary.
The Schrödinger-Virasoro algebra L [6] is an infinite-dimensional Lie algebra over a field F of characteristic 0 with basis {L n , Y p , M n | n ∈ Z, p ∈ 
It has an infinite-dimensional ideal S with basis {Y n+ 1 2 , M n | n ∈ Z} and a Witt subalgebra (the centerless Virasoro algebra) W with basis {L n | n ∈ Z}. And FM 0 is the center of L. Let us recall the definitions related to Lie bialgebras. Let L be any vector space. Denote
The definitions of a Lie algebra and Lie coalgebra can be reformulated as follows. A Lie algebra is a pair (L, δ) of a vector space L and a bilinear map δ : L ⊗ L → L with the conditions:
Dually, a Lie coalgebra is a pair (L, ∆) of a vector space L and a linear map ∆ : L → L ⊗ L satisfying:
We shall use the symbol "·" to stand for the diagonal adjoint action:
A Lie bialgebra is a triple (L, δ, ∆) such that (L, δ) is a Lie algebra, (L, ∆) is a Lie coalgebra, and the following compatible condition holds:
Denote U the universal enveloping algebra of L, and 1 the identity element of U. For any 
Definition 1.1 (1) A coboundary Lie bialgebra is a 4-tuple (L, δ, ∆, r), where (L, δ, ∆) is a Lie bialgebra and r ∈ Im(1 − τ ) ⊂ L ⊗ L such that ∆ = ∆ r is a coboundary of r, where ∆ r is defined by
(2) A coboundary Lie bialgebra (L, δ, ∆, r) is called triangular if it satisfies the following classical Yang-Baxter Equation (CYBE):
(1.5) (3) An element r ∈ Im(1−τ ) ⊂ L⊗L is said to satisfy the modified Yang-Baxter equation
Inn(L, V)) the space of derivations (resp. inner derivations) from L to V, and H 1 (L, V) the first cohomology group of L with coefficients in V. For any 6 elements α, a
one can easily verify that the linear map D : L → V defined below is a derivation:
Denote D the 6-dimensional space spanned by the such elements
The main results of this paper can be formulated as follows. This is one of the reasons why it is difficult to classify all Lie bialgebra structures (in case when all Lie bialgebra structures are triangular coboundary, the classification of Lie bialgebra structures is equivalent to solving all solutions of CYBE (cf. Lemma 2.2), which is not done even for the Virasoro algebra [16] ). §2. Some preliminary results
Throughout the paper, we denote by Z + the set of all nonnegative integers and Z * (resp. F * ) the set of all nonzero elements of Z (resp. F).
Lemma 2.1 Regard L ⊗n (the tensor product of n copies of L) as an L-module under the adjoint diagonal action of L. Suppose r ∈ L ⊗n satisfying x· r = 0, ∀ x ∈ L. Then r ∈ FM ⊗n 0 . Proof It can be proved directly by using the similar arguments as those presented in the proof of Lemma 2.2 of [23] . (ii) Let L be a Lie algebra and Proof (i) If r satisfies MYBE, by Lemma 2.1, c(r) ∈ FM
⊗3
0 . As in [16] , one has c(r) = 0. The reverse statement is obvious.
(ii) The result can be found in [1, 2, 16] .
The following technical result gives some descriptions of solutions of CYBE. 
are subspaces spanned respectively by
Here and below, we treat
Proof First assume p = 0. We can suppose p > 0 otherwise the arguments are similar. Let
Now we prove it case by case.
Changing the sign of the coefficient of
and j = i, where X, W ∈ {L, M}. Suppose the contrary. We could take a nonzero term
of r p with j 0 = i being maximal, and one could easily see that
. Applying the similar arguments as above to the case
is the unique term of the form
) = 0, which is impossible. Thus, the situation
−i cannot occur. Whence we conclude that r p must lie in the subspace spanned by
Indeed, let i be maximal. Then it is not difficult to see that the result holds for i > 0. If i ≤ 0, and suppose that there exists
in c(r) 2p with nonzero coefficient, a contradiction. This proves the claim. Now the condition
. Now by our assumption that Case 1 does not occur, we need only to consider terms of the form
It is not difficult to check that the only possible term of the form
is a nonzero term in r p . If i > 0, then we conclude that only j ≤ 0 and
to be zero and so is the coefficient of
in r p , while in the latter case, the only possibility
and Cases 1 and 2 do not occur.
Now consider the case p = 0. By the similar argument as in Case 1 one knows that the terms of the form
(i ∈ Z) cannot occur in r 0 . So r 0 is in the subspace spanned by
Let i be the maximal index such that a i ⊗ b −i − b −i ⊗ a i is a term with nonzero coefficient. We may assume that i > 0, since the case
is a term of r p with nonzero coefficient and j ∈ Z >0 , then by the similar argument as in Case 1 one has that
Now one can easily see that either r 0 ∈ V 1 or r 0 ∈ V 5 .
Although not all solutions to CYBE in L can be solved (even in the Witt algebra spanned by the set {L i | i ∈ Z}, cf. [16] ), Proposition 2.3 nevertheless provides us some rule to decide when r ∈ Im(1 − τ ) is not a solution to CYBE. Indeed, Proposition 2.3 classifies all possible highest components r p of r for which r ∈ Im(1 − τ ) and c(r) = 0. Similarly the form of the lowest components r q can also be determined. 
and Inn(L, V) the set consisting of the derivations v inn , v ∈ V, where v inn is the inner deriva-
where H 1 (L, V) is the first cohomology group of the Lie algebra L with coefficients in the
which holds in the sense that for every u ∈ L, only finitely many D α (u) = 0, and
In the following we always use the symbol "≡" to denote modulo
Now we claim that for any D ∈ Der(L, V), (3.2) is a finite sum. To see this, one can suppose D n = (v n ) inn for some v n ∈ V n and n ∈ 1 2 (1.7) ).
Proof The proof seems to be technical. We shall prove that after a number of steps in each of which D 0 is replaced by D 0 − u inn for some u ∈ V 0 , we obtain D 0 ∈ D. This will be done by some lengthy calculations.
For any n ∈ Z, one can write
where all coefficients of the tensor products are in F, and the sums are all finite. For any n ∈ Z, the following identities hold,
Let △ denote the set consisting of 5 symbols a, b, b † , c, d. For each x ∈ △ we define M x = max{ |p | x 1,p = 0}. For n = 1, using the induction on x∈△ M x in the above identities, and
−p with p ∈ Z, one can safely suppose
In particular, for any p ∈ Z one has
which together with the fact that {p ∈ Z | a −1,p = 0} is finite, forces
for any q ∈ Z, p 1 ∈ Z\{0, ±1}, p 2 ∈ Z\{0, −1, −2}, ∀ p 3 ∈ Z\{−1, 0} and p 4 ∈ Z\{0, ±1}.
By computing the coefficient of L p ⊗ L 1−p and using (3.3), (3.4) , and that {p | a 2,p = 0} is finite, one has 0 = a 2,p = a −1,−2 = a −1,1 for p ∈ Z\{0, ±1, 2, 3}
Similarly, one can obtain that
for any p 1 ∈ Z\{±1, 0, 2}, p 2 ∈ Z\{0, 1, 2, 3}, p 3 ∈ Z\{0, 1, 2} and
It follows from the above formula and (3.3)-(3.7) that
which combined with (3.6) and (3.8)-(3.12) yields the follows:
Observe that L ±1 · u = 0, so, by equations (3.6), (3.10), (3.12) and (3.13), one can assume
Hence so far we have obtained that
(3.14)
It follows from by repeatedly applying adL 1 to L 2 and using the fact that for all n ∈ Z D 0 (L n ) is a finite sum that c 2,1 = 0. Hence by (3.14), c −2,−1 = 0. Now replacing c ±1,0 ,
and D 0 (L ±2 ) have the following more concise expressions:
since W can be generated by L ±1 and L ±2 .
To prove the proposition we still need to show
and noticing that Y n−
2
Similarly, letting m = −1 and n = 0, then one has
(3.19)
Taking n = 1 and m = −1, one has
) can be written as
While for M n we have 
Thus D 0 (M 0 ) can be written as
Thus, one can rewrite D 0 (M 0 ) as ) and D 0 (M 0 ) as follows: To prove the second part of the main theorem, we need the following lemma.
Proof First note that L · Im(1 − τ ) ⊂ Im(1 − τ ). We prove that after several steps, by
Z nv n = L 0 ·v ∈ Im(1−τ ). By (3.21), nv n ∈ Im(1−τ ), in particular, v n ∈ Im(1−τ ) if n = 0. Thus by replacing v by v − n∈ 1 2 Z * v n , one can suppose v = v 0 ∈ V 0 . Write
where all the coefficients are in F and the sums are all finite. Since the elements of the form Then v can be rewritten as
e p Y p− 
Recall the fact Im(1 − τ ) ⊂ Ker(1 + τ ) and our hypothesis L · v ⊂ Im(1 − τ ), one has
Comparing the coefficients, and noting that the set {p | b p = 0} is finite, one gets
Then (3.24) can be rewritten as 
