We present a new approach to investigate the content and spatial distribution of dust in structurally unresolved star-forming galaxies from the observed dependence of integrated spectral properties on galaxy inclination. Motivated by the observation that different stellar populations reside in different spatial components of nearby star-forming galaxies, we develop an innovative combination of generic models of radiative transfer in dusty media with a prescription for the spectral evolution of galaxies, via the association of different geometric components of galaxies with stars in different age ranges. We start by showing that a wide range of radiative transfer models all predict a quasi-universal relation between slope of the attenuation curve at any wavelength, from the ultraviolet to the near-infrared, and V-band attenuation optical depth in the diffuse interstellar medium (ISM), at all galaxy inclinations. This relation predicts steeper (shallower) dust attenuation curves than both the Calzetti and Milky-Way curves at small (large) attenuation optical depths, which implies that geometry and orientation effects have a stronger influence on the shape of the attenuation curve than changes in the optical properties of dust grains. We use our new, combined radiative transfer and spectral evolution model to interpret the observed dependence of the Hα/Hβ ratio and ugrizY JH attenuation curve on inclination in a sample of about 23 000 nearby star-forming galaxies, which we correct for systematic biases by developing a general method based on importance sampling. From the exploration of the model parameter space by means of a Bayesian Markov Chain Monte Carlo technique, we measure the central face-on B-band optical depth of this sample to be τ B⊥ ≈ 1.8 ± 0.2 (corresponding to an angle-average τ ISM V θ ≈ 0.3). We also quantify the enhanced optical depth towards newly formed stars in their birth clouds, finding this to be significantly larger in galaxies with bulges than in disc-dominated galaxies, while τ B⊥ is roughly similar in both cases. This can arise if, for example, galaxies with significant bulges have higher central star formation efficiencies than their disc-dominated counterparts at fixed specific star formation rate, and dustier stellar birth clouds because of the higher metallicity. We find that over 80 percent of the attenuation in galaxies in our sample is characteristic of that affecting thin-disc stars in radiative transfer models. The median unattenuated V-band luminosity ratio of thick-disc to thin-disc stars is 0.1-0.2, in good agreement with the results from spatially resolved studies of nearby edge-on disc galaxies. Finally, we show that neglecting the effect of geometry and orientation on attenuation can severely bias the interpretation of galaxy spectral energy distributions, as the impact on broadband colours can reach up to 0.3-0.4 mag at optical wavelengths and 0.1 mag at near-infrared ones. This paper also contains an original application of Gaussian Random Processes to extend the wavelength range of dust attenuation curves.
tion -mainly supernova explosions and winds of asymptotic-giantbranch (AGB) stars (e.g. Dwek 1998; Höfner 2009; Cherchneff 2010 ) -and are destroyed by energetic photons and shocks (e.g. Jones 2004; Tielens 2005; Jones & Nuth 2011) . This makes the amount, composition and spatial distribution of dust in a galaxy depend in a complex way on the star formation history and geometry, and hence, the history of hierarchical merging, gas infall and outflow. All these factors influence the wavelength dependence of the attenuation of starlight by dust, which we must understand to retrieve star formation and chemical enrichment histories from observed spectral energy distributions of galaxies.
Much information has been gathered on the shape of the dust attenuation curve in galaxies. In the Milky Way, the Large and the Small Magellanic Clouds (LMC and SMC), comparisons of observed spectral energy distributions of stars of fixed spectral type and luminosity class along different lines of sight have provided estimates of the extinction 1 curve along individual lines of sight (e.g. Savage & Mathis 1979; Prevot et al. 1984; Bouchet et al. 1985; Clayton & Martin 1985; Cardelli et al. 1988 Cardelli et al. , 1989 . By extending this approach to the analysis of the integrated light in a sample of nearby starburst galaxies, for which the unattenuated spectral energy distribution is known to be dominated by blue massive stars, Calzetti et al. (1994 , see also Calzetti 2001 ) derived constraints on the mean attenuation curve in these galaxies. This is significantly greyer than the Milky Way, LMC and SMC extinction curves at ultraviolet wavelengths. Theoretically, the greyness of the Calzetti (2001) attenuation curve can be accounted for by a simple angle-averaged, two-component dust model, in which young stars in giant molecular clouds suffer more attenuation than older stars in the diffuse ISM, for standard (i.e. LMC-like) optical properties of dust grains (Charlot & Fall 2000) . Models of this type are useful because they can be implemented easily in any spectral synthesis analysis of galaxies (e.g. Brinchmann et al. 2004; da Cunha et al. 2008; Pacifici et al. 2012) . Recently, however, the identification of systematic changes of the dust attenuation curve as a function of both inclination and star formation history in nearby galaxies has shown the limitation of angle-averaged dust models (Wild et al. 2011b) . Investigating the physical origin of these changes requires more sophisticated models to compute the transfer of photons through the dusty ISM of spatially resolved galaxies (e.g. Silva et al. 1998; Tuffs et al. 2004; Pierini et al. 2004; Jonsson et al. 2010) . In practice, such models are computationally expensive and cannot be easily applied to the detailed analysis of large samples of galaxies.
In this paper, we present a new approach to account in a simple yet physically consistent way for the dependence of dust attenuation on orientation in spectral analyses of structurally unresolved galaxies. This approach is based on an original exploitation of existing sophisticated models of radiative transfer in dusty media. We consider four types of models relying on Monte-Carlo (Pierini et al. 2004, hereafter P04) , analytic (Tuffs et al. 2004, hereafter T04; Silva et al. 1998 , hereafter S98), smoothed particle hydrodynamics (SPH, Jonsson et al. 2010, hereafter J10) calculations of the scattering and absorption of photons through the diffuse ISM of galaxies with multiple-disc and bulge stellar components. We show that these different types of models all predict a quasi-universal relation between slope of the attenuation curve at any wavelength from the ultraviolet to the near infrared and V-band attenuation optical depth of the dust in the diffuse ISM, at all galaxy inclinations. We further show that appropriate choices of the dust optical depths and relative luminosities of the various disc and bulge components in the flexible T04 model can reproduce the dependence of attenuation on galaxy inclination predicted by the P04 and J10 models. On these stable grounds, we combine the T04 model with a semi-analytic post-treatment of the Millennium cosmological simulation (Springel et al. 2005; De Lucia & Blaizot 2007) , the latest version of the Bruzual & Charlot (2003) stellar population synthesis code and a prescription for dust attenuation in stellar birth clouds (Charlot & Fall 2000) , to investigate the physical origin of the observed changes of the dust attenuation curve in the Wild et al. (2011b) sample of nearby galaxies. We achieve this by relating the geometric components of galaxies to stellar age ranges in spatially unresolved models of spectral evolution. In practice, we build a comprehensive library of model spectral energy distributions encompassing wide ranges of stellar and dust parameters for galaxies with multiple-disc and bulge components. Then, we use this library to constrain the dust content and stellar age ranges in the different geometric components of the galaxies in the Wild et al. (2011b) sample by performing a Bayesian analysis of the observed Hα/Hβ ratio and broadband (optical and near-infrared) spectral energy distribution. The results of this analysis provide a calibration of the dependence of attenuation on both orientation and star formation history in structurally unresolved galaxies. We show that accounting for this effect has important implications for the interpretation of galaxy spectral energy distributions.
In Section 2 below, we briefly recall the formalism to describe the attenuation of starlight by dust in galaxies and compare the radiative transfer models of Tuffs et al. (2004) , Pierini et al. (2004) , Jonsson et al. (2010) and Silva et al. (1998) . We show that the predictions of these different models are consistent with one another and yield a quasi-universal relation between slope of the attenuation curve at any wavelength and attenuation optical depth of the dust. In Section 3, we combine the T04 model with models of the spectral evolution of galaxies in a cosmological context to build a comprehensive library of synthetic spectral energy distributions of dusty galaxies. We use this library to interpret the observed line and continuum emission of the Wild et al. (2011b) sample of nearby star-forming galaxies in terms of constraints on the content and distribution of the dust between the different stellar components. We discuss the implications of these results for the analysis of structurally unresolved galaxies in Section 4, where we also summarise our conclusions.
GENERAL PROPERTIES OF DUST ATTENUATION MODELS
The intensity I λ (θ) emerging at wavelength λ in a direction θ from the normal to the equatorial plane of a galaxy can always be related to the intensity I 0 λ produced by stars, assumed isotropic, by an expression of the form
whereτ λ (θ) is the 'attenuation' (or 'effective absorption') optical depth of the dust affecting those photons emitted in all directions by all stars in the galaxy that emerge in the direction θ. Expression 1 implicitly assumes azimuthal symmetry. In practice, the quantity τ λ (θ) depends on the geometry of the galaxy and the optical properties and spatial distribution of dust relative to the stars. This can make the intensity I λ (θ) either smaller or larger than I 0 λ , depending on the influence of scattering on the paths of photons before these escape from the galaxy.
In practice, the attenuation optical depthτ λ (θ) incorporates contributions from the different geometric components of the galaxy (i.e. bulge, thin and thick discs), each influencing in a different way the dependence ofτ λ on θ. We writê
whereτ λ,i (θ) is the contribution by the i th component to the absorption optical depth of the dust affecting photons emerging at wavelength λ in the direction θ, and
is the contribution by this component to the intensity produced by stars at wavelength λ (with i I 0,i λ = I 0 λ ). The intensity at wavelength λ can be expressed as
where ψ(t − t ′ ) is the star formation rate at time t − t ′ and S λ [t ′ , Z(t − t ′ )] is the intensity produced per unit wavelength and per unit mass by a stellar population of age t ′ and metallicity Z(t − t ′ ). For some purposes, it is useful to compute the mean ofτ λ (θ) over all solid angles. In the case of azimuthal symmetry (dΩ = 2π dcos θ), and if we assume that the radiation is symmetric with respect to the equatorial plane of the galaxy, this is given by τ λ θ = π/2 0 dcos θτ λ (θ) .
(5)
Radiative Transfer models
The attenuation optical depthτ λ (θ) can be computed analytically for simple geometries, such as a uniform screen of dust in front of the stars and a uniform mixture of stars and dust (e.g. Yip et al. 2010) . The study of more complex geometries requires a numerical approach to follow the interactions between photons and dust grains in the interstellar medium. We focus here on four recent, popular models of radiative transfer in dusty media: Tuffs et al. (2004) , Pierini et al. (2004) , Jonsson et al. (2010) and Silva et al. (1998) . Fig. 1 shows that the dependence on wavelength of the dust-absorption coefficient, single-scattering albedo and asymmetry parameter of the scattering phase function adopted in these different models for Milky-Way type dust are roughly consistent with one another, except for the fact that S98 assume isotropic scattering at all wavelengths (i.e. g λ = 0). The small apparent discrepancies between the dust optical properties of the P04, T04 and J10 models have a negligible impact on our analysis. In fact, we show in Sections 2.2 and 2.3 below that the attenuation curves obtained from these radiative transfer models have similar global properties at fixed geometry and inclination, while the adoption of isotropic scattering in the S98 model introduces significant differences in the shape of the attenuation curve at low attenuation optical depths. In the next paragraphs, we briefly review the T04, P04, J10 and S98 models and establish their common behaviours and mutual coherence. We focus here on the predictions of these models for attenuation by dust in the ambient (i.e. diffuse) ISM, which we refer to a T04 express all parameters in units of the thin-disc scale length, while P04 and J10 adopt physical units. For the sake of comparison, we re-normalise here the T04 parameters to the scale length of the P04 disc. b J10 do not provide any measure of the dust disc scale height, which is very sensitive to the resolution of the adopted SPH simulation for each galaxy.
asτ ISM λ (θ). The characteristics of these models are summarised in Table 1 . (Pierini et al. 2004) The P04 model relies on the DIRTY radiative transfer code of Gordon et al. (2001) . This follows the multiple scattering and absorption of photons through an analytic distribution of dust and stars by means of a Monte Carlo approach. P04 use DIRTY to compute the attenuation optical depthτ ISM λ (θ) for galaxies consisting Figure 2 . Geometric components of the radiative transfer model of P04: a stellar disc with a double exponentially declining light profile and wavelength-dependent scale height (blue-to-red rectangle); a stellar bulge with an exponentially declining radial light profile (red circle); both penetrated by a dust disc with a double exponentially declining density profile (white diagonal hatching). See Section 2.1.1 and Table 1 for detail.
The P04 model
of a stellar bulge and disc pervaded by a dust disc, as depicted in Fig. 2 .
The 'stellar bulge' is modelled as a sphere with an exponentially declining radial light profile of scale length 1 kpc truncated at 4 kpc. The 'stellar disc' has a double exponentially declining light profile of the form
where r and |Z| indicate the radial and polar coordinates and h and z the scale length and scale height of the disc, respectively. P04 adopt a fixed scale length for the stellar disc, h * = 3 kpc. To account for the fact that young (blue) stars tend to have a lower scale height than older (redder) stars in observed spiral galaxies (e.g. Yoachim & Dalcanton 2008; Yoachim et al. 2012) , P04 take the scale height of the stellar disc to increase with wavelength, from z * = 60 pc at λ = 0.1 µm to 370 pc at 3 µm. The 'dust disc' also has a double exponentially declining density profile, with the same scale length as the stellar disc (h d = 3 kpc) and a fixed scale height z d = 110 pc, which equals that of the stellar disc at wavelength λ = 1850 Å. The stellar and dust discs both extend to a maximum radius of 12 kpc and maximum height of 2.1 kpc. P04 computeτ ISM λ (θ) for two types of dust distribution: homogeneous and clumpy.
2 We consider only the clumpy distribution here because it better mimics the patchy and filamentary structure of the ISM (see, e.g. the recent observations with the Herschel/PACS camera in Mookerjea et al. 2011; Arzoumanian et al. 2011) .
P04 conveniently parametrize their results in terms of the central face-on V-band optical depth of the dust from the equatorial plane to the surface of a galaxy, which we denote by τ 
90
• and wavelengths in the range 0.1 λ 3.0 µm. We note that, even for τ mid V⊥ = 8.0, the average over angles τ ISM V θ amounts to only 1.6 because of the exponentially declining density profile of the dust disc. (Tuffs et al. 2004) The T04 model relies on the radiative transfer code of Kylafis & Bahcall (1987) . As in the case of the P04 models, this Figure 3 . Geometric components of the radiative transfer model of T04: a 'thin' and a 'thick' stellar disc with a double exponentially declining light profile (cyan and blue rectangles, respectively); a stellar bulge with a de Vaucouleurs exp(−r 1/4 ) declining radial light profile (red circle); each penetrated by a 'thin' and a 'thick' dust discs with a double exponentially declining density profile (red diagonal hatching). The aspect ratios of the different components reproduce those adopted in the model. See Section 2.1.2 and Table 1 for detail. code includes multiple anisotropic scattering and can be applied to analytic distributions of stars and dust. Unlike the Monte Carlo approach of P04, the code adopted by T04 is based on an approximate solution to the radiative transfer equation, which can be easily computed (for detail, see Kylafis & Bahcall 1987) .
The T04 model
T04 describe galaxies as the sum of three stellar components (a thin and a thick disc, and a bulge) and two dust components (associated with the stellar discs), as illustrated by Fig. 3 . The two stellar discs, along with the associated dust discs, are described as double exponentially declining light and density profiles, respectively (equation 6). T04 normalise all the scale parameters of a galaxy to the B-band scale length of the thin stellar disc, which is by construction h ). The 'stellar bulge' has a de Vaucouleurs exp(r 1/4 ) light profile, at variance with the exponentially declining light profile in the P04 model. We stress that each stellar component in the T04 model (bulge, thick and thin disc) is attenuated by both the thin and the thick dust discs, but with different implications for τ ISM λ (θ) because of the different relative distributions of stars and dust.
T04 parametrize the dust content of a galaxy by means of the central face-on B-band optical depth, which includes the contributions from the two dust discs, τ B⊥ = τ 
90
• and wavelengths in the range 0.09 λ 2.2 µm for the thin disc, but only in the range 0.45 λ 2.2 µm for the thick disc and bulge. While stars in the thick disc and bulge are not expected to dominate the radiation at wavelengths 0.09 λ 0.45 µm, the lack of information onτ ISM λ (θ) in this range limits the exploration of the attenuation of potentially interesting populations of evolved stars in these two components. To overcome at least partially this limitation, we can try to guess the attenuation at λ 0.45 µm based on that at λ 0.45 µm for the thick stellar disc and bulge, using the information available at all wavelengths for the thin stellar disc.
3 This is possible because, as noted above, the same dust discs determine the attenuation of all three stellar components. To best-guess the shape of the attenuation curveτ ISM λ (θ) at wavelengths λ 0.45 µm from that at λ 0.45 µm for the thick stellar disc and bulge, we do not choose extrapolation methods invoking parametric functions (e.g. polynomials, power laws). Instead, we use a 'Gaussian random process' to learn the shape of the attenuation curves at λ 0.45 µm from that at λ 0.45 µm based on the calculations available for the thin-disc attenuation (see Appendix A for detail). This approach is valid under two main assumptions: firstly, that the attenuation curves red-ward and blueward of 0.45 µm be strongly enough correlated that the knowledge of one allows the prediction of the other; the finding by Cardelli et al. (1988) that the ultraviolet extinction law correlates well with the optical/near-infrared one for stars in various Galactic environments supports this hypothesis. Secondly, that our learning sample (the thin-disc attenuation curves for various τ B⊥ and θ) well cover the parameter space sampled by the incomplete attenuation curves (of the thick disc and bulge). In our case, the thindisc calculations of T04 do encompass the full range of optical depths sampled by the thick-disc and bulge calculations. In Appendix A, we describe and thoroughly test our algorithm to extend the thick-disc and bulge attenuation curves computed by T04. From the analysis of different datasets, we show thatτ ISM λ (θ) at wavelengths 0.25 λ 0.45 µm can be retrieved reliably from the attenuation curve at λ 0.45 µm, but that the recovery worsens at wavelengths λ < 0.25 µm.
We note that T04 account in a separate way for the attenuation of newly born stars in stellar birth clouds by introducing an analytic component of clumpy dust, which absorbs a fraction of the ultraviolet radiation. This component is not shown in Fig. 3 and it is not used as part of the T04 model in this work, since we independently model the attenuation of newly born stars following the prescription of Charlot & Fall (2000, see Section 3.2.2 below). (Jonsson et al. 2010) The J10 model relies on the SUNRISE radiative transfer code of Jonsson (2006) . J10 appeal to a set of smoothed particle hydrodynamics simulations to describe the input distributions of stars and gas in SUNRISE, which differ from the analytic profiles used by P04 and T04. Also, J10 adopt a Monte Carlo method to solve the equation of radiative transfer, as P04, but considering polychromatic rays instead of monochromatic ones. 4 With this approach, single rays can be used to trace the paths of photons of different wavelengths, which enables high spectral resolution across the whole range from ultraviolet to infrared wavelengths (for detail and a discussion of drawbacks, see Jonsson 2006) .
The J10 model
The SPH simulations in the J10 model were performed with the GADGET code of Springel et al. (2001 , Springel 2005 and include supernova feedback and metal enrichment Cox et al. 2006 Cox et al. , 2008 . J10 compute the attenuation curvê τ ISM λ (θ) for two sets of SPH simulations: the 'G' series, with stellar and interstellar properties typical of nearby galaxies with stellar masses in the range 1 × 10 9 M * /M ⊙ 6 × 10 10 in the Sloan Digital Sky Survey (SDSS, York et al. 2000) ; and the 'Sbc' series, with properties typical of local late-type spiral galaxies with masses in the range 5 × 10 10 M * /M ⊙ 1 × 10 11 (see figs 6 and 7 of Jonsson et al. 2010 ). All simulations include the self-consistent treatment of the evolution of dark matter, stellar and gas particles. Attenuation by dust is added a posteriori, assuming that a constant fraction of 40 percent of the mass of metals in the gas is in form of dust grains. In the original simulations of J10, the attenuation of newly born stars in their birth clouds is computed using the photoionisation code MAPPINGSIII (Groves et al. 2004 (Groves et al. , 2008 . In the present study, for the purpose of comparison with the P04 and T04 models, we use a set of J10 simulations which do not include the attenuation of young stars in stellar birth clouds (we are grateful to B. Groves and P. Jonsson for kindly making these calculations available to us).
A main advantage of the J10 model over the T04 and P04 ones is to rely on a physically motivated spatial distribution of stars and dust. The drawback is that this approach is computationally expensive: the simulations of only 7 galaxies published to date do not allow proper statistical analyses. Moreover, J10 show that the results of their calculations depend on the resolution of the SPH simulations used as input in SUNRISE. An order-of-magnitude increase in this resolution makes the face-on ultraviolet attenuation smaller and the edge-on near-infrared one larger (both by about 10 percent) for their model Sbc galaxy. J10 conclude that high-resolution simulations are required to better explore the origin of these effects. (Silva et al. 1998) The S98 model relies on the GRASIL radiative transfer code (Silva et al. 1998; Bressan et al. 2002; Panuzzo et al. 2003) . This solves the radiative transfer equation in any location of model galaxies described by analytic distributions of dust and stars, using the iterative algorithm of Granato & Danese (1994) . S98 compute in a consistent way the properties of stellar populations and the masses of interstellar gas and dust using an analytic model of galaxy evolution, which includes infall of pristine gas and the enrichment of the ISM by successive generations of stars. They assume that galaxies are composed of a stellar bulge and disc, penetrated by a dust disc. For the bulge, they adopt a King profile of the form ρ(r) ∝ [1+(r/h * ) 2 ] −3/2 truncated at log(r/h * ) = 2.2, which differs from the exponentially declining and de Vaucouleurs profiles adopted by P04 and T04, respectively.
The S98 model
As P04 and T04, S98 adopt double exponentially declining light and density profiles to describe the stellar and dust discs, respectively (equation 6), assuming that both discs have equal scalelengths and scale-heights (Table 1) . We note that S98 also include a component of dust in stellar birth clouds, which attenuates the radiation from newly born stars. As in the case of the T04 and J10 models above, we ignore this component here and consider only the attenuation of starlight by dust in the diffuse ISM.
We consider the attenuation curvesτ ISM λ (θ) computed by S98 for five model galaxies: an Sb and an Sc galaxy (the S-series) available from the GRASIL website 5 , and three models obtained from the spectral fits of late-type spiral galaxies (M 100, M 51 and NGC 6946; the N-series) presented in Silva et al. (1998) . All models were evolved for 13 Gyr. The Sb and Sc galaxies differ by their timescales for gas infall and efficiencies of star formation, which make the gas reservoir be depleted on a longer timescale in the Sc model than in the Sb one. The N-series galaxies are described as bulge-less, with roughly similar timescales for gas infall and efficiencies of star formation.
Relation between slope of the attenuation curve and dust attenuation optical depth
We have described the different prescriptions of P04, T04, J10 and S98 to calculate the attenuation optical depthτ ISM λ (θ) of dust in the ambient ISM at an angle θ between the line of sight and the normal to the equatorial plane of a galaxy. We now show that these prescriptions are consisted with one another and yield a quasiuniversal relation between slope of the attenuation curve at any wavelength and V-band attenuation optical depth of the dust. To achieve this, we fit the results of the four models by expressing the dependence ofτ
where the exponent of the power law is a linear function of wavelength,
This parametrisation provides excellent fits to the radiative transfer calculations of P04, T04, J10 and S98. In practice, we select the best-fit A(θ) and B(θ) corresponding to every combination of input parameters of each of the P04, T04, J10 and S98 models. We focus below on the slope of the attenuation curve estimated in this way at λ = 0.55 and 1.60 µm, which we refer to as n 
θ) (bottom panels), as predicted by the P04, T04, J10 and S98 models over the full explored ranges in faceon dust optical depth and galaxy inclination. The left-hand panels show the attenuation of the stellar disc components in the P04, T04 and S98 models along with the 7 SPH simulations (with inseparable dic+bulge components) of J10. The right-hand panels show the attenuation of the bulge component in the P04, T04 and S98 models and the same composite J10 models as in the left-hand panels. Different colours refer to different face-on dust optical depths. At fixed face-on dust optical depth, the same symbol plotted at different abscissae shows the same model seen at different inclinations (see caption for detail). Also shown for reference as horizontal lines in all panels in Fig. 4 are the slopes of the mean Milky-Way (O'Donnell 1994), SMC and LMC (Pei 1992 ) extinction curves and the Calzetti (2001) attenuation curve. Fig. 4a shows that, in all models, the slope n (θ) . Differences in the disc geometries adopted by P04, T04, J10 and S98 induce small vertical offsets between the different models (symbols), without affecting the general trend. It is worth stressing that the overlap of identical symbols with different colours in Fig. 4a implies that galaxies with different dust content and inclination but analogousτ ISM V (θ) have similar attenuation curves. To better illustrate this effect, we plot in Fig. 5 the attenuation curves of pure-disc models with different dust contents seen at different inclinations, for which the V-band attenuation optical depthτ ISM V (θ) differs by less than 0.05, as computed by P04, T04 and S98. We choose the widest possible dynamic range in θ that can be sampled at fixedτ ISM V (θ) by combining puredisc S98 models with different dust contents (i.e. from 48
• for the Sb-disc model to 90
• for the NGC 6946 model). Then, we select similar ranges in θ from the model grids of P04 and T04. Fig. 5 confirms that models with different dust content seen at different inclination but with similarτ ISM V (θ) have similar attenuation curves across the whole range from ultraviolet, to optical, to near-infrared wavelengths. This implies that the quasi-universal relation between n Fig.4 is not purely the result of orientation effects.
We interpret the relation between n Fig. 4a as the combination of two effects, one dominating at low attenuation optical depths, the other at large ones. At small attenuation optical depths, scattering is the likely reason for the steepness of the attenuation curve. Fig. 1 shows that, for the Milky-Way type dust in the P04, T04 and J10 models, the single-scattering albedo is roughly constant across the optical wavelength range 3.6 log(λ/Å) 3.9, while the asymmetry parameter of the scattering phase function decreases monotonically. Thus, scattering is more forward in the blue and more isotropic in the red. This implies that blue photons emitted along the equatorial plane of a galaxy will have less chances than red photons to be scattered away from the plane and escape from the galaxy before they are absorbed. To a face-on observer, this will appear as a steepening of the attenuation curve. We highlight that this effect is important only at small τ ISM V (θ) (corresponding also to small θ; see Fig. 4a ), since at largê τ ISM V (θ), photons are more likely to be absorbed even if they are first scattered, which reduces the imprint of scattering on the shape of the attenuation curve. Also, we note that the attenuation curve of the S98 model, in which scattering is assumed to be isotropic at all wavelengths (Fig. 1c) , does not exhibit any steepening at loŵ τ ISM V (θ), reaching at most n ISM V (θ) ≈ 1. We can illustrate the effect of non-isotropic scattering on the attenuation curve by appealing to the publicly available radiative transfer code of MacLachlan et al. (2011) , which relies on a Monte Carlo algorithm to solve the equation of transfer for analytic distributions of stars and dust. As in the P04 and T04 models, MacLachlan et al. (2011) adopt MilkyWay type dust and double exponentially declining profiles to describe the distributions of stars and dust. Fig. 4a . At large attenuation optical depths, the shallowness of the attenuation curves in Fig. 4a is a well-known signature of mixed distributions of stars and dust (e.g. Charlot & Fall 2000; Calzetti 2001) : at any wavelength, the radiation reaching an observer from such distributions is dominated by stars located at an attenuation optical depth less than unity from the edge of the disc (which corresponds to deeper physical locations for red photons than for blue photons). This causes the attenuation curve of the disc component(s) to be greyer than the input (Milky-Way) extinction curve at largeτ ISM V (θ) in the models of Fig. 4a . Fig. 4b shows that, in the P04, T04 and S98 models, the attenuation curve of the bulge component at small and largeτ ISM V (θ) behaves in a way similar to that of the disc component(s) in Fig. 4a , as expected from the fact that the same double exponentially declining dust disc(s) attenuate bulge and disc stars in these models (see Figs 2 and 3) . At fixed τ ISM V (θ), the bulge attenuation curves predicted by the P04 and S98 models in Fig. 4b are systematically shallower than that predicted by the T04 model. This is likely to be a consequence of the different light profiles adopted for the stellar bulge in these models, which are much shallower in the P04 and S98 models than in the T04 model, as illustrated by Fig. 7 . As we shall see in Section 3.4 below, bulge stars in nearby star-forming galaxies account for typically only a few percent of the total optical emission (Table 3) . Thus, in practice, the global dust attenuation curve in these galaxies should be well represented by that pertaining to the disc component(s) in Fig. 4a . optical attenuation curve at small and largeτ ISM V (θ). In Fig. 4d , the behaviour of the bulge attenuation curve at near-infrared wavelengths is also qualitatively similar to that found in Fig. 4b at optical wavelengths. Again, the different trends followed by the P04 and S98 models on the one hand, and the T04 model on the other hand, are likely to result from the different light profiles adopted for bulge stars in these models (Fig. 7) . As before, we note that this discrepancy should have a negligible implication for measurements of the global attenuation curve in nearby star-forming galaxies, which is expected to be dominated by the disc component(s) (Section 3.4). For practical applications, it is of interest to fit the quasiuniversal relation between slope of the attenuation curve and attenuation optical of the dust in the ambient ISM in Figs 4a and 4c by means of a simple analytic function. Adopting for this purpose the simplified notation τ V ≡τ ISM V (θ), we find that rewriting equation (8) as
with
and
provides an adequate representation of the relations both between n
, as shown by the black solid lines in Figs 4a and 4c (grey solid lines indicate the dispersion around these mean relations). We emphasise that equations (7) and (9)- (11) summarise the results of four sophisticated radiative transfer models including realistic spatial distributions of stars and dust. These equations can be easily implemented in any spectral analysis of structurally unresolved star-forming galaxies to include in a simple yet physically consistent way for the dependence of dust attenuation on inclination (as exemplified recently by Pacifici et al. 2012) . The fact that the P04, T04, J10 and S98 models all rely on standard optical properties of Milky Waytype dust should be kept in mind, but we do not expect this to strongly limit applications of equation (9) to spectral studies of external galaxies. In fact, the relation in Fig. 4a extends over a much wider range in n ISM V (θ) than the dispersion between the Milky-Way, LMC, SMC and Calzetti (2001) curves. Also, the optical properties of Milky Way-and SMC-type dust are similar at optical wavelengths, exhibiting larger differences in the ultraviolet (see fig. 10 of Gordon et al. 2003 and fig. 4 of Draine 2003) . This suggests that, in normal star-forming (disc) galaxies, changes in the shape of the optical attenuation curve induced by geometry and orientation effects are likely to dominate over those induced by differences in the optical properties of dust grains. Finally, we note that the dispersion about the mean relations in equations (10) and (11) accounts to some extent for potential systematic uncertainties in these relations arising from the different assumptions of the P04, T04, J10 and S98 models (i.e. different dust properties, different scale-lengths and scale-heights of the stellar and dust discs; see Table 1 ). A more thorough investigation of the assumptions behind radiative-transfer models and their implications for the systematic uncertainties affecting the results presented in this paper would require running the original models for different values of their main adjustable parameters. This is beyond the scope of the present study.
Relation between dust attenuation optical depth and galaxy inclination
In the previous section, we found that the sophisticated radiative transfer models of P04, T04, J10 and S98 all predict a similar dependence of the slope of the attenuation curve on the dust attenuation optical depth of the diffuse ISM in star-forming galaxies.
Here, we show that, at fixed dust content, these models also predict a similar dependence ofτ ISM λ (θ) on galaxy inclination θ. We demonstrate this by using the more versatile T04 model, which includes a thin-disc, a thick-disc and a bulge components, to reproduce the attenuation curves of different types of galaxies computed with the P04 and J10 models (we do not consider here the S98 model, in which the approximation of isotropic scattering makes the attenuation curves much shallower than in the other models at low optical depths, i.e. at face-on inclinations, which would bias the comparisons). To proceed, we explore a wide collection of attenuation curves generated using the T04 model by considering full ranges of central face-on B-band optical depth τ B⊥ (Section 2.1.2) and of relative intensities ξ i λ of the thin-disc, thick-disc and bulge components. In practice, for a given star formation law ψ(t), we compute ξ i λ from equations (3) and (4) by relating stars in different age ranges to different geometric components of the T04 model. This is achieved by introducing three age parameters, t thin , t thick and t bulge , such that t thin t thick t bulge . We associate stars younger than t thin with the thin-disc component, those in the age range t thin < t t thick with the thick-disc component and those in the age range t thick < t t bulge with the bulge component (we consider the ranges in τ B⊥ , t thin , t thick and t bulge listed in Table 2 ). To compute the spectral evolution S λ [t ′ , Z(t − t ′ )] of stellar populations in equation (4), we appeal to the Bruzual & Charlot (2003) stellar population synthesis code.
We focus on the dependence of the attenuation optical depthτ ISM λ (θ) on inclination θ at the effective wavelengths of the ugrizY JH photometric bands (λ eff = 3546, 4670, 6156, 7471, 8918, 10 305, 12 483, and 16 313 Å, respectively) . To efficiently explore the T04 parameter space and find the combination of τ B⊥ , t thin , t thick and t bulge that can best reproduce calculations ofτ ISM λ (θ) by P04 and J10, we appeal to a Markov Chain Monte Carlo (MCMC) algorithm of the type described in Section 3.3 below (to which we refer for detail; see also Appendix C). In Fig. 8 , we show examples of two combinations of T04 model parameters selected in this way to reproduce P04 predictions for two pure-disc models with face-on Vband dust optical depth τ mid V⊥ = 1 and 4, respectively (Section 2.1.1). In practice, we fit the P04 pure-disc model with the T04 thin-and thick-disc components, excluding the T04 bulge component (i.e. we fix t thick = t bulge ). For simplicity, since the P04 model does not include any star formation history, we have adopted a constant star formation law, ψ(t) = const, to compute the relative intensities ξ nents can reproduce the dependence ofτ ISM λ (θ) on θ predicted at all wavelengths by P04 bulge-less models with τ mid V⊥ = 1 and 4. We note that the T04 best-fit parameters (listed in the figure caption) depend on the adopted star formation law ψ(t), which cannot be constrained independently using the P04 attenuation curves.
In Fig. 9 , we present fits of the Sbc+ and G3 models of J10 obtained in a similar way by optimising the combination of T04 model components. We choose these galaxies because they are the largest ones simulated by J10 in their respective mass ranges (Section 2.1.3), which should minimise the influence of numerical resolution on the results. To compute the relative intensities ξ i λ of the different geometric components of the T04 model in this case (equation 4), we have adopted the original star formation histories of the J10 simulations. Fig. 9 shows that the fit of the Sbc+ model is overall excellent, despite some slight deviations in the near-infrared Y, J and H bands. The deviations in these bands are more pronounced for the fit of the G3 model. In fact, the G3 model reaches large negative attenuation optical depths at low inclination in the Y, J and H bands. This is again a signature of the isotropic scattering of infrared photons emitted along the equatorial plane of a galaxy, which can be scattered away from the plane and boost the emission in the face-on direction. The effect is more pronounced in the G3 model than in the Sbc+ model, possibly because of the lower dust attenuation optical depth of the former ( τ tion 2.2 above). We note that the T04 model also reaches negative infrared attenuation optical depths at θ = 0, but only of the order of a few hundredths of magnitude. This discrepancy between the infrared predictions of the T04 and J10 models has a negligible effect on galaxy spectral analyses, since the infrared attenuation optical depths are generally very small (for reference, the angle-averaged H-band attenuation optical depths of the Sbc+ and G3 models are τ ISM H (θ) θ = 0.11 and 0.03, respectively). In summary, we find that the P04, T04 and J10 models all predict a roughly universal relation between attenuation optical depth of the dust and slope of the optical attenuation curve in the diffuse ISM of star-forming galaxies. We also find that, at fixed dust content, the three models predict a similar dependence ofτ ISM λ (θ) on galaxy inclination θ in the ugrizY JH photometric bands. We could demonstrate this because the versatility of the T04 model allows us to reproduce calculations ofτ ISM λ (θ) by P04 and J10 at all these wavelengths for different types of galaxies.
INSIGHTS INTO THE CONTENT AND SPATIAL DISTRIBUTION OF DUST IN OBSERVED GALAXIES
In this section, we exploit the general properties of dust attenuation models outlined in the previous section to investigate the physical origin of observed systematic changes of the dust attenuation curve as a function of both inclination and star formation history in a sample of nearby star-forming galaxies. We start with a brief description of the observational sample. Then, we build a comprehensive library of model spectral energy distributions encompassing wide ranges of stellar and dust parameters to interpret the Hα/Hβ ratio and ugrizY JH photometry of the observed galaxies. This allows us to derive original constraints on the content and spatial distribution of dust from the integrated spectral properties of these galaxies.
Observational sample

Sample selection and basic parameters
We consider the large sample of nearby star-forming galaxies assembled by Wild et al. (2011b, hereafter W11) by combining optical spectroscopy and ugriz photometry from the SDSS Data Release 7 (DR7, Abazajian et al. 2009 ) with near-infrared Y JHK photometry from the seventh data release of the UKIRT Infrared Deep Sky Survey-Large Area Survey (UKIDSS-LAS, Lawrence et al. 2007) . To build this sample, W11 first select SDSS galaxies with high-quality spectra (S/N > 6 per pixel in the g band) within the formal survey limits (14.5 < m r < 17.77, where m r is the rband Petrosian 6 magnitude corrected for Galactic extinction) and with physical-parameter entries in the SDSS-MPA value-added catalog. 7 Potential hosts of active galactic nuclei are removed using the Kauffmann et al. (2003c) criterion in the Baldwin et al. (1981) diagram defined by the [N ii]/Hα and [O iii]/Hβ emission-line ratios (with the requirement that all four lines be measured with S/N > 3, after rescaling of the noise as recommended on the SDSS-MPA website). W11 further exclude galaxies with post-starburst spectral features using the method of Wild et al. (2007) , since the rapidly changing spectral shapes of these galaxies can affect measurement of the attenuation curve through the pair-matching technique (see Section 3.1.2 below). W11 cross-match the SDSS and UKIDSS catalogs by locating all objects within 2 arcsec of each other, selecting the nearest neighbour in case of multiple matches. They exclude galaxies for which UKIDSS photometry has been de-blended, as these suffer from flux calibration issues (Hill et al. 2010 ). The final sample consists of 22,902 galaxies at a median redshift of 0.07.
The median r-band Petrosian radius of these galaxies is 5.1 arcsec, i.e. larger than the 3 arcsec-diameter aperture of the SDSS spectroscopic fibres. Since we are interested in physical quantities derived from both spectroscopy and photometry, we do not use Petrosian magnitudes here but adopt instead fibre magnitudes measured in a 3 arcsec-diameter aperture from the SDSS catalog. We combine this with infrared photometry measured in a matching aperture of 2.83 arcsec diameter from the UKIDSS catalog (see W11 for more detail).
Basic physical parameters are available for these galaxies from published SDSS analyses. This includes both total (M * ) and fibre (M fib * ) stellar masses, measured from Bayesian fits to the five-band SDSS photometry using a comprehensive library of model galaxy spectra similar to that used in Gallazzi et al. (2005, accounting for dust attenuation as pre- scribed by Charlot & Fall 2000); 8 and gas-phase oxygen abundance [12 + log(O/H); Tremonti et al. 2004 , corrected for dust attenuation using the model of Charlot & Fall 2000] and star formation rate (ψ; we adopt here the fibre estimates of W11, corrected for dust attenuation using the prescription of Wild et al. 2011a) , measured from fibre spectroscopy. From these quantities, we compute the specific star formation rate within the fibre aperture, ψ S = ψ/M fib * , and the stellar surface mass density, µ * = M * /(2πR 2 50,z ), where R 50,z is the radius encompassing 50 percent of the z-band Petrosian flux. W11 differentiate galaxies according to µ * . Following Kauffmann et al. (2003a) , they distinguish bulge-less galaxies, with µ * < 3 × 10 8 M ⊙ pc −2 (7451 galaxies), from galaxies with a bulge, with µ * > 3 × 10 8 M ⊙ pc −2 (15 451 galaxies). We show in Fig. 10 the distributions of 12 + log(O/H), ψ S and M * for these two subsamples, along with the distribution of the radius enclosing 90 percent of the total Petrosian r-band flux, R 90 . The low-µ * galaxies extend to significantly lower gas-phase oxygen abundances and stellar masses than their high-µ * counterparts, although in both cases, similar ranges in specific star formation rate and size are probed. Also available from the SDSS catalog for these galaxies is the ratio of minor-to major-axis length (b/a) measured from exponential fits to the SDSS r-band image. We convert this ratio into inclination angle θ using the standard formula for an oblate spheroid (e.g. Guthrie 1992 )
where q 0 is the intrinsic flattening of the ellipsoid representing the galaxy (i.e. the axis ratio when seen edge-on). We adopt q 0 = 0.14 and 0.20 for the low-and high-µ * samples, respectively (Ryden 2004 (Ryden , 2006 . Wild et al. (2011b) W11 use the above sample to explore the dependence of the shape of the optical and near-infrared attenuation curves on galaxy inclination and specific star formation rate. They achieve this by comparing the observed spectral energy distributions of pairs of galaxies with presumably similar star formation and chemical enrichment histories, but different dust content (as measured from the observed Hα/Hβ ratio), at fixed inclination. This is similar to the approach introduced by Calzetti (2001) to constrain the attenuation curve in nearby starburst galaxies, only generalised to galaxies with more complex star formation histories. In essence, W11 first identify pairs of galaxies with comparable gas-phase metallicity, specific star formation rate, axis ratio (inclination) and redshift but different dust content (replacing the match in gas-phase metallicity by one in stellar mass or surface mass density does not alter the conclusions). They normalise each spectral energy distribution to unit flux in the K band (λ eff = 22 010 Å) to remove the dependence on galaxy mass. Then, the flux ratios of the two galaxies in the SDSS ugriz and UKIDSS Y JH bandpasses provide an estimate of the dust attenuation curve. W11 compute average flux ratios in bins of fixed inclination b/a and specific star formation rate ψ S to measure the dependence of the optical and near-infrared attenuation curves on these parameters. The conclusions of Section 2.2 above allow us to reconsider the results of W11 from a new perspective. Mean attenuation curves derived from differential photometry, such as those of Calzetti et al. (1994) and W11, reflect the true attenuation curve of a class of galaxies only if the shape of this curve does not depend on the Hα/Hβ ratio. However, as shown by Fig. 4 , current sophisticated models of radiative transfer predict that the shape of the dust attenuation curve should change with dust content in galaxies with similar relative distributions of stars and dust. Thus, differential photometry of pair-matched galaxies with similar intrinsic spectral energy distributions and different Hα/Hβ ratio should trace not only the dust attenuation curve, but also changes in the shape of this curve with absolute dust content. The framework developed in Section 2 allows us to account for these two contributions and better characterise the dependence of the attenuation curve on galaxy geometry and inclination. We note that W11 also analyse the dependence of the attenuation curve on specific star formation rate. We do not investigate this dependence here because the radiative transfer models described in Section 2.1 do not include any physical relation between attenuation by dust and star formation rate.
Analysis of
Correction of systematic biases in the dependence of dust attenuation signatures on inclination
The first step toward characterising the dependence of the attenuation curve on galaxy geometry and inclination is to accurately measure the changes of observed spectral properties with axis ratio. We consider here the broadband spectral energy distribution, which traces the dependence of attenuation on wavelength, and the Hα/Hβ ratio, which quantifies the absolute attenuation optical depth. The Hα/Hβ ratio reflects the attenuation of young stars by dust both in stellar birth clouds and in the ambient ISM (this ratio does not reveal the potential minor fraction of dust in the ionised gas, which can absorb photons before they ionise hydrogen; e.g. Charlot & Fall 2000) . We measure the attenuation relative to the dust-free case B recombination ratio Hα/Hβ ≈ 2.86 (appropriate for electron densities n e 10 4 cm −3 and temperatures T e ≈ 10 000 K), the difference between the dust attenuation optical depths at Hβ and Hα being given bŷ
To proceed, we first divide the sample of Section 3.1.1 in 10 bins of equal axis ratio b/a. By analogy with W11, we normalise the ugrizY JHK spectral energy distribution of each galaxy to unit flux in the K band. Then, we compute the mean spectral energy distribution and mean Hα/Hβ ratio in each bin of b/a. By comparing the mean spectral properties of galaxies in any bin to those in the faceone bin (b/a ≈ 1; corresponding to the smallest attenuation), we can quantify the dependence of attenuation on galaxy orientation. In Figs 11 and 12, we show the Hα/Hβ ratio and differential ugrizY JH magnitudes, ∆m = m(b/a) − m(face-on), obtained in this way as a function of b/a, for the low-and high-µ * samples, respectively (open squares). As expected, when b/a decreases, i.e. as galaxies are seen more edge-on, the Hα/Hβ ratio rises, the ultraviolet and optical flux drop significantly (∆m > 0) while the near-infrared flux remains roughly constant (∆m ≈ 0). To discriminate the true influence of inclination on these changes, we must ascertain that other physical parameters, which correlate with dust content, do not also systematically vary with b/a. For this purpose, we show in Figs 13a and 14a the difference between binaveraged and sample-averaged values of several physical parameters as a function of b/a, for the low-and high-µ * samples, respectively. The parameters we consider are: gas-phase oxygen abundance, 12 + log(O/H); specific star formation rate, ψ S ; redshift, z; and radius enclosing 90 percent of the total Petrosian r-band flux, R 90 .
Figs 13a and 14a reveal important biases in the physical properties of galaxies seen at different inclinations. In both the low-and high-µ * samples, galaxies seen more edge-on tend to have on average systematically lower 12 + log(O/H), ψ S and z and larger R 90 than galaxies seen more edge-on. This is likely a consequence of the high signal-to-noise ratio required to detect the [N ii], Hα, [O iii] and Hβ emission lines in Section 3.1.1 (although part of the trends could also result from measurement biases). In particular, since the dust attenuation optical depth increases with inclination, and since the most metal-rich galaxies also contain the most dust (see fig. 6 of Tremonti et al. 2004 and fig. 6 of Brinchmann et al. 2004) , at high inclination, nebular emission lines of metal-rich galaxies are more difficult to detect than those of metal-poor galaxies. The fact that the specific star formation rate correlates with gas-and hence dustmass fraction (see Fig. 6 of da Cunha et al. 2010) produces a similar bias against highly-inclined, actively star-forming galaxies in Figs 13a and 14. A bias against small R 90 at high inclination arises from a positive correlation between R 90 and surface brightness for the galaxies in our sample, and possibly from the blurring of the shapes of the smallest galaxies by the observational point spread function. This blurring may also be responsible for the bias against highly inclined galaxies at large z, together with cosmological dimming. These different biases are substantial, reaching roughly 40 (20) percent of the sample-averaged value in 12 + log(O/H), 30 (60) percent in ψ S , 40 (40) percent in z and 50 (70) in R 90 for low-µ * (high-µ * ) galaxies. Such biases must be corrected to properly investigate the dependence of dust attenuation on galaxy inclination.
In the absence of a reliable model to describe complex correlations between 12 + log(O/H), ψ S , z and R 90 , we can reduce the strength of the biases in Figs 13a and 14a using the data alone. 
, for the low-µ * galaxies in the W11 sample described in Section 3.1.1. Square correspond to direct observations, while circles with error bars show the effect of correcting these observations for systematic biases using the method of importance sampling described in Section 3.1.3 and Appendix B. Bottom: difference between the mean magnitude of galaxies in bins of different inclination and that of face-on galaxies, at fixed K band flux (i.e. fixed stellar mass), in the ugrizY JH bandpasses, as indicated. The squares and circles have the same meaning as in Top. Fig. 11 , but for the high-µ * galaxies in the W11 sample described in Section 3.1.1. , and those of face-on galaxies, for the low-µ * galaxies in the W11 sample described in Section 3. Changes in the mean value of a given parameter from a bin to another in these figures reflect differences in the underlying distributions of that parameter at different b/a. The combined changes in mean 12 + log(O/H), ψ S , z and R 90 therefore reflect differences in the joint distributions of these parameters. To remove the influence of these differences on the relation between dust attenuation and galaxy inclination, we require a joint distribution of [12 + log(O/H), ψ S , z, R 90 ] common to all b/a bins in Figs 13a and 14a. This can be extracted from the original sample by appealing to the formalism of importance sampling, a well known Monte Carlo technique used to solve, for instance, multi-dimensional integrals (e.g. Robert & Casella 2004) . This method requires two conditions: that the joint probability distribution of [12 + log(O/H), ψ S , z, R] be evaluated in each bin (this implies computing probability distributions from a finite sampling of observables); and that the intersection of the joint probability distributions of different bins be non-zero. In Appendix B, we describe in detail our implementation of this technique to derive a joint probability distribution of Figs 13b and 14b show that, after correction, any systematic change of a parameter with inclination amounts to at most about 10 percent of the face-on value of that parameter, for both the low-and high-µ * galaxy samples. Figs 11 and 12 show that the corrections of systematic biases in the physical properties of galaxies as a function of inclination have a larger impact on the Hα/Hβ ratio and differential ugrizY JH magnitudes of low-µ * galaxies than on those of their high-µ * counterparts, especially at high inclination. To investigate the origin of this result, we plot in Fig. 15 and high-µ * galaxies. Figs 15a and c show that, for low-µ * galaxies (diamonds), 12 + log(O/H) and z are strongly correlated with Hα/Hβ ratio at all inclinations. These are also the quantities exhibiting the largest biases at all inclinations in Fig. 13a . For high-µ * galaxies (triangles), Figs 15a-c show that 12 + log(O/H) and z are less strongly correlated with Hα/Hβ ratio than for low-µ * galaxies, while ψ S is much more strongly correlated and R 90 equally weakly correlated but in the opposite sense. The complex interplay between these different trends is likely to be the reason for the different corrections of the relation between Hα/Hβ ratio and inclination pertaining to low-and high-µ * galaxies in Figs 11 and 12. We cannot produce the equivalent of Fig. 15 for the differential ugrizY JH magnitudes, because in any given bin of b/a, we compute only one measure of ∆m to average out the intrinsic variations in the spectral energy distributions of all galaxies in that bin (hence no correlation coefficient can be computed within a bin).
Library of model spectral energy distributions
The dust attenuation models presented in Section 2 provide an ideal framework to interpret the observed dependence of the Hα/Hβ ratio and ugrizY JH attenuation curve on galaxy geometry and inclination (Figs 11 and 12) . The four types of models we investigated in Section 2.1 all predict similar changes of the shape of the attenuation curve in the ambient ISM as a function of V-band attenuation optical depthτ ISM V (θ) (Section 2.2), and of the attenuation optical depthτ ISM λ (θ) in the ugrizY JH bands as a function of galaxy inclination θ (Section 2.3). To explore the physical origin of the observed trends in Figs 11 and 12 , we appeal to the most versatile of these models, by T04, in which galaxies are described as the sum of three stellar components (a thin and a thick disc, and a bulge) and two dust components (associated with the stellar discs; see Section 2.1.2). In the next paragraphs, we combine the T04 model with a hierarchical galaxy formation model, a stellar population synthesis code and a prescription for dust attenuation in stellar birth clouds to build a library of spectral energy distributions tailored to the analysis of the sample of Section 3.1.
Spectral energy distributions of stellar populations
We follow the approach recently developed by Pacifici et al. (2012) and appeal to state-of-the-art models of star-formation and chemical-enrichment histories to build a broad library of as realistic as possible spectral energy distributions of galaxies. We start from a catalog of 40 000 star formation and chemical enrichment histories produced by Pacifici et al. (2012) , star formation histories derived in this way are appropriate mainly to describe the properties of nearby SDSS galaxies more massive than 5 × 10 9 h −1 M ⊙ . The parameter space must be broadened to interpret observations of galaxies drawn from other samples and in other mass ranges, in particular by resampling the distributions of galaxy evolutionary stages (i.e. the age at which a galaxy is looked at) and current galaxy properties (i.e. the mean star formation rate and metallicity of new stars over a period of 10 Myr before the galaxy is looked at). Such resampling is compatible with the stochastic nature of star formation and chemical evolution in hierarchical scenarios of galaxy formation (see Pacifici et al. 2012 for detail) .
From the 40 000 star formation and chemical enrichment histories mentioned above, we therefore produce two smaller catalogs of 5000 galaxies each, appropriate to analyse the observed lowand high-µ * samples of Section 3.1 (we have checked that generating twice-larger catalogs does not affect our conclusions). In practice, we extract models one by one from the original library and randomly redraw evolutionary stage, specific star formation rate and metallicity of newly-born stars from prior distributions appropriate for the low-and high-µ * samples. Specifically, we take the prior distributions of specific star formation rate and metallicity of newly-born stars to be the distributions of ψ S and 12 + log(O/H) of the observed galaxies in both samples (Fig. 10 of Section 3.1.1). To redraw evolutionary stage, we appeal to the standard starburstdiagnostic diagram defined by the strengths of the 4000 Å break and the Hδ A stellar absorption-line indices (e.g. Kauffmann et al. 2003a ). This diagram reflects the balance between newly born stars with low D n 4000 and Hδ A , intermediate-age stars with large Hδ A and older stars with large D n 4000. After some experimentation, we find that resampling the age at which the galaxy is looked at uniformly in redshift in the interval 0-1 (0-0.5) and rejecting galaxies that formed less than 15 (10) percent of their stars in the last 2.5 Gyr (parameter f SFH of Pacifici et al. 2012 ) provides model distributions in the D n 4000 − Hδ A diagram in qualitative agreement with the observations of low-µ * (high-µ * ) galaxies. This is illustrated by Figs 16a and 16b for the low-µ * and high-µ * galaxy samples, respectively.
As in Pacifici et al. (2012) , we combine the two libraries of star formation and chemical enrichment histories generated in this way with the latest version of Bruzual & Charlot (2003) stellar population synthesis code (Charlot & Bruzual, in preparation) to compute the spectral energy distribution of every galaxy at wavelengths between 91 Å and 160 µm . This code incorporates a new library of observed stellar spectra at optical wavelengths (Sánchez-Blázquez et al. 2006) and new prescriptions for the evolution of stars less massive than 20 M ⊙ (Bertelli et al. 2008 (Bertelli et al. , 2009 and of thermally pulsing asymptotic giant branch (TP-AGB) stars . We adopt here the Galactic-disc stellar initial mass function of Chabrier (2003) .
Inclusion of dust modelling
We adopt the versatile radiative transfer code of T04 to describe the attenuation of starlight by dust in the ambient (i.e. diffuse) ISM (Section 2.1.2). We must also account for the enhanced attenuation of newly born stars in their parent molecular clouds, which dissipate on a timescale typically of the order of 10 Myr (e.g. Murray et al. 2010; Murray 2011) . We achieve this by combining the T04 model with the simple two-component, angle-averaged dust model of Charlot & Fall (2000) , which accounts for the different attenuation affecting young and old stars in galaxies. We introduce a dependence on viewing angle in the prescription of Charlot & Fall (2000) and write the total attenuation optical depth at galaxy inclination θ affecting the radiation from stars of age t aŝ
Hereτ BC λ is the attenuation optical depth, assumed isotropic, of the stellar birth clouds, andτ We describeτ ISM λ (θ, t) using the multi-component model of T04. By analogy with Section 2.3, we relate stars in different age ranges in a model galaxy to different geometric components of the T04 model. This is supported by observational evidence that stars in quiescent (i.e. non-starburst) star-forming galaxies tend to form along spiral arms in a thin disc close to the equatorial plane. The scale height of these stars can later increase as a consequence of dynamical heating and merging (Yoachim & Dalcanton 2006; Roskar et al. 2012) , as suggested by the distinct stellar populations of the thin-and thick-disc components observed in external galaxies (Yoachim & Dalcanton 2008; Yoachim et al. 2012) . Finally, in normal star-forming galaxies, the oldest stellar populations are generally found in a bulge component (e.g. Kauffmann et al. 2003b) . We therefore consider the same three age parameters t thin , t thick and t bulge as in Section 2.3, such that t thin t thick t bulge , and associate stars younger than t thin with the thin-disc component, those in the age range t thin < t t thick with the thick-disc component and those Figure 16 . (a) Balmer stellar absorption-line index Hδ A versus 4000-Å discontinuity D n 4000 for the low-µ * galaxies in the W11 sample described in Section 3.1.1 (solid contours, encompassing areas of 1, 10 and 20 times the mean density) and the library of 5000 model spectral energy distributions generated in Section 3.2.1 to analyse this sample (dots and dashed contours). (b) Same as (a), but for the high-µ * galaxies. in the age range t thick < t t bulge with the bulge component. We compute the attenuation optical depth in the ambient ISM seen by stars of age t at galaxy inclination θ in equation (14) aŝ (θ) are the attenuation optical depths of the thin-disc, thick-disc and bulge components in the T04 model. All three quantities are parametrized in terms of the central face-on B-band optical depth of the combined thin and thick dust discs, τ B⊥ (Section 2.1.2). We note that the age parameters t thin , t thick and t bulge allow one to explore any combination of the T04 geometric components: a model can be described by a single component (i.e. a pure thin disc, if t thin = t thick = t bulge ; a pure thick disc, if there are no stars younger than t thin and if t thick = t bulge ; and a pure bulge, if there are no stars younger than t thin = t thick ), two components (e.g. a thin and a thick stellar discs, if t thin t thick and t thick = t bulge ) or three components (if t thin t thick t bulge ). The precise choice of t thin , t thick and t bulge , combined with the star formation history, determines the contributions by the different components to the total intensity produced by stars in the galaxy (weights ξ i λ ; equation 3). In summary, we model the attenuation of starlight by dust using five adjustable parameters,τ BC V , τ B⊥ , t thin , t thick and t bulge . In Table 2 , we list the ranges in these parameters adopted in the next section to interpret observations of nearby star-forming galaxies. The largest observed Hα/Hβ ratio in the sample of Section 3.1 corresponds to a total V-band attenuation optical depth of roughly 1.3. This includes both attenuation in the birth clouds of ionising stars and through the intervening ambient ISM. We therefore sampleτ BC V uniformly in the interval from 0 to 1.5. Furthermore, we sample τ B⊥ uniformly across the full range considered by T04, i.e. from 0 to 8. Finally, to satisfy the condition t thin t thick t bulge , we take t thin (in Gyr) to be distributed logarithmically between −3 and 1.13, t thick logarithmically between max[log(t thin /Gyr), −1.0] and 1.13, and t bulge logarithmically between max[log(t thick /Gyr), 0.0] and 1.13.
A Bayesian approach: Markov Chain Monte Carlo with the Metropolis-Hastings algorithm
We now use the library of model spectral energy distributions presented in Section 3.2 to interpret the observed dependence of the Hα/Hβ ratio and ugrizY JH attenuation curve on geometry and inclination in the sample of nearby star-forming galaxies described in Section 3.1. To search for the combination of parametersτ BC V , τ B⊥ , t thin , t thick and t bulge that best reproduces the observed trends, we adopt a Bayesian approach. Technically, this amounts to computing posterior probability distributions of the adjustable parameters from the thorough exploration of the parameter space, given initial prior distributions and the data available to constraint the model. The Markov Chain Monte Carlo (MCMC) approach allows efficient exploration of complex, multi-dimensional parameter spaces. It differs from basic Monte Carlo methods through the inclusion of correlations between the random steps composing a chain, each step depending on the previous one (Markovian property). Such correlations allow an efficient exploration of the parameter space, making the algorithm spend most of the computation time in regions of highest probability (see Appendix C for more detail).
To sample in a Markovian way the posterior probability distributions of the five adjustable parameters of the dust model, we adopt the widely used random-walk Metropolis-Hastings algorithm (Metropolis et al. 1953; Hastings 1970) , as implemented in the publicly available code CosmoMC (Lewis & Bridle 2002) . At each draw (step j) of a new set of parameters from a 'proposal' distribution (see below), we compute the posterior distribution of this set by comparing the predicted and observed mean spectral properties of galaxies as a function of axis ratio. In practice, the adoption of uniform priors makes the posterior distribution proportional to the likelihood distribution, which we compute assuming independent Gaussian errors on the observations, as
In this expression, the index k runs across the 10 bins of b/a and the index i across all spectral properties, from Hα/Hβ ratio to differential ugrizY JH magnitudes. The quantity
) is the value of the i th observable obtained when using the set of parameters Θ ′ j in the dust model of Section 3.2.2, whileΦ k i is the observed (bias-corrected) value of that observable from Section 3.1.3. We estimate the observational error σ k i from the variance of the importance weights used to correct the data for biases (Section 3.1.3 and Appendix B; we add an additional error of 0.02 mag in quadrature to account for the residual biases for the differential ugrizY JH magnitudes; such a correction is negligible for the Hα/Hβ ratio). The ratio of the posterior probabilities of two consecutive sets of parameters orients the move toward the high-probability region of the parameter space. The result of the algorithm is a sequence, or chain, of sets of parameters Θ j , which build up step by step the posterior probability density functions ofτ BC V , τ B⊥ , t thin , t thick and t bulge .
A more detailed description of this procedure is presented in Fig. 17 . The chain starts at step j = 0 (not shown) with a random drawing of parameters within the ranges given in Table 2 . At each new step j, a candidate set of parameters Θ ′ j is drawn from the proposal distribution, which in CosmoMC is a multi-variate normal distribution, noted N(Θ j−1 , C), centred on the previous set Θ j−1 and with covariance matrix C.
9 Then, we use the candidate set of parameters Θ ′ j to attenuate the spectral energy distributions of the 5000 stellar populations in the library assembled in Section 3.2.1, as described in Section 3.2.2. This allows us to compute the likelihood L(Θ ′ j ) of the candidate set by comparing the predicted and observed mean spectral properties of galaxies as a function of b/a (we assume Gaussian observational errors). The candidate set is accepted, i.e. we adopt
is larger than a critical value r drawn uniformly at random from between 0 and 1. Otherwise, we draw a new candidate set of parameters Θ ′ j . We perform these steps along six chains run in parallel, until stationary posterior probability density functions are reached (this is usually achieved for j around a few thousand). We determine convergence through a comparison of the intra-and inter-chain variance for each parameter, setting the criterion of Gelman & Rubin (1992) to 1 −R = 0.01. As is standard with CosmoMC, we compute final posterior probability distributions by combining the samples produced in the last half of all chains. In Appendix C2, we provide more detail on this procedure, as well as a visual representation of the build-up and adequate sampling of the posterior probability distribution of each parameter. 9 Theoretically, the optimum choice for C is some scaled version of the covariance matrix of the posterior probability distributions (Roberts & Rosenthal 2001) . In practice, this quantity being unknown in our case, the possibility with CosmoMC to build up C through stepby-step adjustments is extremely time consuming. (Metropolis et al. 1953; Hastings 1970 ) adopted in Section 3.4 to sample the posterior probability distributions of the adjustable parameterŝ τ BC V , τ B⊥ , t thin , t thick and t bulge , assuming flat, truncated priors in the ranges given in Table 2 . Fig. 18 shows the posterior probability distributions ofτ BC V , τ B⊥ , t thin , t thick and t bulge obtained from the MCMC analysis of the Hα/Hβ ratios and ugrizY JH attenuation curves of the sample of low-µ * , nearby star-forming galaxies of Section 3.1. Table 3 lists the corresponding median and 2.5th-97.5th percentile range of each parameter. To complement this information, we compare in Fig. 19 the mean Hα/Hβ ratio and differential ugrizY JH magnitudes predicted using the best-estimate (i.e. median) parameters from log(t thin /Gyr) log(t thin /Gyr) log(t thick /Gyr) log(t thick /Gyr) log(t bulge /Gyr) log(t bulge /Gyr) Figure 18 . Results of the Bayesian MCMC analysis of the dependence of the Hα/Hβ ratio and ugrizY JH attenuation curve on galaxy inclination in the W11 sample of nearby star-forming galaxies described in Section 3.1.1, using the library of model spectral energy distributions assembled in Section 3.2. The diagonal panels show the marginal posterior probability distributions forτ BC V , τ B⊥ , t thin , t thick and t bulge , for the low-µ * (blue lines) and high-µ * (red lines) galaxies. The off-diagonal panels show the joint probability distributions of the same parameters, for the low-µ * (blue contours) and high-µ * (red contours) galaxies. In each of these panels, the contours enclose 68 and 95 percent of the posterior probability.
Constraints on the content and spatial distribution of dust in nearby star-forming galaxies
the (bias-corrected) observations of Fig. 11 , as function of galaxy inclination. The agreement between model and data is remarkable at all wavelengths in this figure.
We now describe these results for the low-µ * galaxies. The blue lines on the diagonal panels of Fig. 18 show the marginal posterior probability distributions of the five dust parameters. For τ BC V , τ B⊥ , t thin and t thick , the distributions are nearly Gaussian with well-defined peaks and tails. For t bulge , the distribution peaks at log(t bulge /Gyr) = 1.1 and is truncated at the maximum allowed age of log(t bulge /Gyr) = 1.13 (t bulge = 13.5 Gyr). To interpret the marginal distributions of Fig. 18 (Table 3) , it is helpful to return to the definition of the age parameters in Table 2 . In this context, we infer from the median values in Table 3 that stars younger than t ≈ 2.6 Gyr [log(t/Gyr) ≈ 0.42] in nearby low-µ * galaxies are attenuated in the same way as T04 thin-disc stars, those in the age range 2.6 t < 3.9 Gyr [0.42 log(t/Gyr) < 0.59] in the same way as T04 thick-disc stars and those in the age range 3.9 t < 12.6 Gyr [0.59 log(t/Gyr) < 1.1] in the same was as T04 bulge stars. It is also useful to remember that t thin , t thick and t bulge , when combined with the star formation histories of model galaxies (Section 3.2), determine the intensity weights ξ i λ of the thin-disc, thick-disc and bulge components in the attenuation arising form the diffuse ISM (see equation 3). Hence, we can relate t thin , t thick and t bulge to V-band intensity weights ξ , which we report in Table 3 . The results suggest that 80 percent of the V-band attenuation in the diffuse ISM of low-µ * galaxies in our sample is characteristic of that affecting thin-disc stars in the T04 model, 9 percent to that affecting thick-disc stars, and the remaining 10 percent to that affecting bulge stars. We note that, according to the results of Section 3.6 below, the finding of a non-zero contribution by bulge stars to the integrated light of low-µ * galaxies, which are expected to be bulge-less (Section 3.1.1), could arise from an imperfect correction of systematic biases in the dependence of dust attenuation signatures on inclination in the W11 sample (Section 3.1.3). The median τ B⊥ ≈ 1.9 favoured by our analysis of low-µ * galaxies corresponds to an angle-averaged V-band attenuation optical depth τ ISM V θ ≈ 0.26 in the ambient ISM, and the median attenuation optical depth of stellar birth clouds isτ BC V ≈ 0.48. The bottom-left off-diagonal panels of Fig. 18 show the joint posterior probability distributions of all pair of parameters. The joint probability distribution ofτ BC V and τ B⊥ does not show any degeneracy, indicating that the combined analysis of the Hα/Hβ ratio and ugrizY JH attenuation curve allows us to efficiently separate the attenuation arising from the diffuse ISM from that pertaining to stellar birth clouds. The slight apparent degeneracies affecting the age parameters t thick and t thin and the tails of t bulge and t thick , arise from the presence of likely models at the limit of the t thin t thick t bulge criterion (i.e. around t thin = t thick and t thick = t bulge ; see prior definitions in Table 2) .
Figs 18 and 20 show the analog of Figs 18 and 19 for the high-µ * galaxy sample. As before, we report in Table 3 the median and 2.5th-97.5th percentile range of the marginal posterior probability distribution of each parameter. In Fig. 20 , the agreement between predicted and observed mean spectral properties as a function of galaxy inclination is again remarkable.
As in the case of low-µ * galaxies, the marginal distributions ofτ BC V , τ B⊥ , t thin , t thick and t bulge shown as red lines in Fig. 18 are nearly Gaussian with well-defined peaks and tails and with a cutoff for t bulge at the maximum age log(t bulge /Gyr) = 1.13. The median parameter values favoured by observations of high-µ * galaxies in Table 3 differ slightly from those found above for low-µ * galaxies. The slightly larger t thin (4.7 versus 2.6 Gyr), t thick (8.2 versus 3.9 Gyr) and smaller t bulge (8.7 versus 12.6 Gyr) imply small changes in the V-band intensity weights ξ Table 3 . The results are similar to those for low-µ * galaxies in that the V-band attenuation of the diffuse ISM of high-µ * galaxies is primarily characteristic of that affecting thin-disc stars in the T04 model, while 16 percent is more similar to that affecting thick-disc stars, and 3 percent bulge stars. Also, we find a median τ B⊥ ≈ 1.7, corresponding to an angle-averaged V-band attenuation optical depth τ ISM V θ ≈ 0.31 in the ambient ISM, very similar to the value found for low-µ * galaxies. In contrast, the favoured median attenuation optical depth of stellar birth clouds is roughly twice larger for high-than for low-µ * galaxies (τ BC V ≈ 0.85 versus 0.48). The top-right off-diagonal panels of Fig. 18 show the joint posterior probability distributions of all parameters, revealing a weak degeneracy betweenτ BC V and τ B⊥ . As for the low-µ * galaxies, the joint posterior probability distributions of the age parameters t thin , t thick and t bulge appear degenerate because of the presence of likely models close to the t thin t thick t bulge limit.
We have now established that the model presented in Section 3.2 can account remarkably well for the observed dependence of the Hα/Hβ ratio and ugrizY JH attenuation curve of both low-and high-µ * galaxies on inclination (Figs 19 and 20) . It is worth recalling that the predictions of the T04 model adopted in our MCMC analysis are similar to those of other types of state-of-the-art radiative transfer models (Section 2.2 and 2.3). Therefore, we do not expect the results presented in this section to depend critically on the details of the radiative transfer model. These results have several important implications for our ability to constrain the content and spatial distribution of dust in nearby star-forming galaxies. Firstly, the ability with a single best estimate of the central face-on B-band optical depth τ B⊥ to reproduce the dependence of the Hα/Hβ ratio and ugrizY JH attenuation curve on inclination across the full observed range in b/a implies that geometric effects alone can account for these observational trends. Also, the similarity of the best estimates of τ B⊥ for low-and high-µ * galaxies (1.9 versus 1.7) implies that the surface mass density (and hence the mass, since both samples have similar size distributions; see Fig. 10d ) of diffuse-ISM dust should be roughly similar in both samples.
Another important implication of the agreement between model and data in Figs 19 and 20 is that it validates, a posteri- Table 3 for low-µ * galaxies (black lines), compared with the observed (bias-corrected) dependence in the W11 sample from Fig. 11 (open circles) . The grey shading locates all models with parameters spanning the 2.5th-97.5th percentile ranges of the posterior probability distributions of Table 3 for low-µ * galaxies. ori, our combination of the T04 model with a galaxy spectral evolution code by associating stars in different age ranges with the thin-disc, thick-disc and bulge components of T04. This demonstrates the possibility to relate integrated spectral properties of structurally unresolved galaxies, such as the Hα/Hβ ratio and differential ugrizY JH magnitudes, to different geometric components and the spatial distribution of dust in these galaxies. For example, we find here that over 80 percent of the V-band attenuation in the diffuse ISM of both low-and high-µ * star-forming galaxies is characteristic of that affecting thin-disc stars in the T04 model. This by itself means that the luminosity of these galaxies is dominated by a component in which the spatial distribution of stars and dust have the same scale heights, as in the thin-disc model of T04. Finally, the fact that the best estimate ofτ BC V is about twice as large for highthan low-µ * galaxies, while that of τ B⊥ is similar, sets interesting constraints on the distribution of dust in the ISM. This could suggest that, for example, low-µ * galaxies, which are typically more metal-poor and hence have presumably lower dust-to-gas ratio than their high-µ * counterparts (Fig. 10) , contain proportionally more gas than high-µ * galaxies, while the masses of individual stellar birth clouds are more similar. Since both types of galaxies have similar specific star formation rates (Fig. 10) , this would also require that low-µ * galaxies form stars less efficiently than high-µ * galaxies out of the available gas.
Integrated versus fibre properties
The constraints derived above on the content and spatial distribution of dust in nearby star-forming galaxies pertain to an inner re- Table 3 . Median and 2.5th-97.5th percentile range of the posterior probability distributions of the five adjustable model parameters of Table 2 derived from the MCMC analysis of the low-and high-µ * galaxies in the W11 sample described in Section 3.1.1, using the library of model spectral energy distributions assembled in Section 3.2. gion of 3-arcsec diameter probed by the SDSS fibre. To check the applicability of these results to entire galaxies, we first build integrated ugrizY JH spectral energy energy distributions of the galaxies in the W11 sample by computing, for each waveband, the flux comprised in a circular aperture of size the r-band Petrosian radius (footnote 6). In practice, we interpolate the flux within this radius from observations in different apertures (available at 8 radii between 0.23 and 11.42 arcsec for SDSS data, and 12 radii between 0.5 and 10.0 arcsec for UKIDSS data; we exclude ∼ 5 percent of galaxies with r-band Petrosian radius larger than 10 arcsec in the original sample; see Fig. 10d ). Then, we follow the procedure outlined in Section 3.1.1 and compute the dependence of the attenua- . Difference between the mean magnitude of galaxies in bins of different inclination, from face-on (1−b/a ≈ 0) to edge-on (1−b/a ≈ 1), and that of face-on galaxies, at fixed K band flux (i.e. fixed stellar mass), for the low-µ * (top) and high-µ * (bottom) galaxies of the W11 sample described in Section 3.1.1, in the ugrizY JH bandpasses, as indicated. Different symbols refer to different aperture sizes. Open diamonds refer to differential magnitudes measured in a large circular aperture of size the r-band Petrosian radius. Filled circles with error bars refer to differential magnitudes measured in a 3-arcsec-diameter aperture and corrected for the bias in galaxy size R 90 using the procedure described in Section 3.1.3 and Appendix B.
tion curve on galaxy orientation, by comparing the mean total magnitudes of galaxies in different bins of b/a to those in the face-one bin.
We do not have access to spectroscopic measurements out-side the SDSS-fibre aperture. Thus, unlike in Section 3.1.1, we can neither measure the dependence of the integrated Hα/Hβ ratio on inclination, nor correct the dependence on inclination of the total ugrizY JH attenuation curve for systematic biases in gas-phase oxygen abundance and specific star formation rate. Yet, we can compare in a meaningful way fibre versus total dust properties by correcting the dependence on inclination of the fibre-derived attenuation curves purely for the bias in galaxy size R 90 , and not applying any correction to the total attenuation curves. This is because the fraction of total light sampled by the SDSS fibre depends on galaxy size, which in the W11 sample correlates with axis ratio (Figs 13  and 14) , while magnitudes measured within the r-band Petrosian radius should include the majority of the light of a galaxy, at any inclination. Fig. 21 shows the differential ugrizY JH magnitudes, ∆m = m(b/a) − m(face-on), obtained in this way as a function of b/a, for the low-and high-µ * samples, respectively. Open diamonds refer to the total dust attenuation curves, computed directly from observations. Filled circles refer to the fibre-derived attenuation curves, corrected for the bias in galaxy size R 90 using the procedure described in Section 3.1.3 and Appendix B. The remarkable agreement, within the errors, between the total and fibre-derived attenuation curves in Fig. 21 suggests that the results derived in Section 3.4 (Table 3 ) from fibre observations are applicable to entire galaxies. We note that this agreement in differential ugrizY JH magnitudes cannot reveal potential offsets in the absolute normalisations of the attenuation curves. In fact, W11 find that the V-band attenuation optical depth of galaxies in their sample is typically ∼ 15 percent larger in the central regions than in an aperture of size R 90 , independent of axis ratio and stellar-mass density (see their fig. 6 ). Hence, the constraints on τ ISM V θ derived from our analysis of fibre observations in Section 3.4 may slightly overestimate the galaxy-wide attenuation of W11 galaxies.
Impact of the correction of systematic biases in the dependence of dust attenuation signatures on inclination
The results reported in Figs 18-20 were obtained after correcting the observed dependence of the Hα/Hβ ratio and ugrizY JH attenuation curve of nearby star-forming galaxies on inclination for various systematic biases, as described in Section 3.1.3. To quantify the impact of these corrections on our results, we have repeated the same analysis as in Section 3.4, but fitting this time the uncorrected data (open circles in Figs 11 and 12) in place of the corrected ones (filled circles). We find that, in this case, the model presented in Section 3.2 can still account reasonably well the observations of low-µ * galaxies in Fig. 11 , although the best-estimate (i.e. median) parameters differ from those derived in Section 3.4. The favoured optical depths are τ B⊥ ≈ 0.41 andτ BC V ≈ 0.59, and the age parameters t thin ≈ 0.02 Gyr, t thick ≈0.32 Gyr and t bulge ≈ 8.0 Gyr indicate that the T04 bulge accounts for 60 percent of the V-band attenuation in the diffuse ISM. The reason for this is that the ugrizY JH attenuation curve of uncorrected data depends only weakly on galaxy orientation in Fig. 11 , which is characteristic of the T04 bulge model. Similarly, the model can still account well for the observations of high-µ * galaxies if no bias correction is applied to the data. The best-estimate optical depths, τ B⊥ ≈ 2.3 andτ BC V ≈ 0.78, are close to the values found above when accounting for bias corrections. The constraints on the age parameters are slightly different, corresponding to t thin ≈ 3.0 Gyr, t thick ≈ 4.4 Gyr and t bulge ≈ 4.8 Gyr. The fact that all three ages are close together indicates that the V-band attenuation in the diffuse ISM is almost exclusively characteristic of that affecting thin-disc stars in the T04 model. This makes the fraction of V-band luminosity produced by unattenuated stars, with ages greater than t bulge , increase from roughly 0 to 20 percent.
Hence, as expected from the stronger bias corrections derived in Section 3.1.3 for low-than high-µ * galaxies, the changes in parameter estimates induced by these corrections are significantly larger for low-than for high-µ * galaxies.
DISCUSSION AND CONCLUSION
General results on dust attenuation curves from models of radiative transfer in dusty media
We have presented a new approach to investigate the content and spatial distribution of dust in structurally unresolved star-forming galaxies from the dependence of integrated spectral properties on inclination. To achieve this, we first established that four different types of existing models of radiative transfer in disc galaxies all predict a similar dependence of the dust attenuation optical depth in the ambient ISM,τ ISM λ (θ), on viewing angle θ in the ugrizY JH bandpasses. We find that, in fact, these models predict a quasi-universal relation between slope of the attenuation curve at any wavelength from the ultraviolet to the near infrared, n ISM λ (θ), and V-band attenuation optical depth of the dust,τ ISM V (θ), which we parametrize by means of a simple analytic expression (equation 9 of Section 2.2). As shown by Figs 4a and 4c, the range in n ISM λ (θ) spanned by this relation at λ = 0.55 and 1.6 µm across the full range inτ ISM V (θ) is much wider than that sampled by the Calzetti (2001) attenuation curve and the Milky-Way, LMC and SMC extinction curves, even though all the models considered in the present study rely on optical properties of Milky Way-type dust. This confirms that, in normal star-forming (disc) galaxies, changes in the shape of the optical attenuation curve induced by geometry and orientation effects are likely to dominate over those induced by differences in the optical properties of dust grains (e.g., Granato et al. 2000; Fontanot et al. 2009 ).
The quasi-universal relation between n ISM λ (θ) andτ ISM V (θ) can be easily implemented in any spectral analysis of structurally unresolved disc galaxies to account in a simple yet physically consistent way for the effect of galaxy orientation on dust attenuation (see e.g. Pacifici et al. 2012 ). This relation may also be relevant to the interpretation of recent observational results by Wuyts et al. (2011) and Arnouts et. al (in preparation). Wuyts et al. (2011) find that, at redshifts z 3, the rest-frame ultraviolet, optical and near-infrared colours of actively star-forming galaxies can be best modelled using a Calzetti (2001) attenuation curve, while those of more quiescent star-forming galaxies are better reproduced with a steeper, SMC-like curve. Wuyts et al. (2011) suggest that systematic changes in the grain size distribution could account for this effect. A similar correlation between shape of the optical attenuation curve and star formation activity has been found by Arnouts et. al (in preparation) in a sample of z 1.5 star-forming galaxies. We argue here that behaviours of this type could result naturally from the relation between n ISM λ (θ) andτ ISM V (θ), if star formation activity correlates with dust attenuation optical depth in the ambient ISM of galaxies. Such a correlation is expected from the combination of the Schmidt-Kennicutt relation (Schmidt 1959; Kennicutt 1998) with the relation between metallicity and star formation rate at fixed stellar mass (Mannucci et al. 2010 ). According to these trends, actively star-forming galaxies should contain more gas and metals, and hence presumably more dust than more quiescent star-forming galaxies (see also Zahid et al. 2013) . It is possible that, therefore, the observed systematic changes of galaxy attenuation curves with star formation activity might arise purely from geometric effect, rather than from changes in the physical properties of dust grains.
Beyond angle-averaged dust prescriptions
These findings demonstrate the importance of accounting for the dependence of integrated spectral properties on inclination when constraining galaxy physical parameters. In this paper, we have proposed an original, computationally inexpensive approach to accomplish this goal by extending simple angle-averaged models of dust attenuation using the generic output of sophisticated radiative transfer calculations. Specifically, we have extended the simple angle-averaged model of Charlot & Fall (2000) , which accounts for the different attenuation affecting young stars in their birth clouds and older stars in the ambient ISM, by associating stars in different age ranges in the ambient ISM with different geometric components of galaxies (Section 3.2.2). This is motivated by the observation that different stellar populations reside in different spatial components of nearby star-forming galaxies. Stars in these galaxies tend to form along spiral arms in a thin disc close to the equatorial plane (as a consequence of gas dissipation). The scale height of these stars can later increase as a result of dynamical heating and merging (Yoachim & Dalcanton 2006; Roskar et al. 2012) , as suggested by the presence of different stellar populations in the thin and thick discs of external galaxies (Yoachim & Dalcanton 2008; Yoachim et al. 2012) , while the oldest stars reside typically in a bulge (Kauffmann et al. 2003b) . The association of different stellar-age ranges with different geometric components of galaxies presents several notable advantages with respect to traditional investigations of spatially resolved nearby galaxies using detailed radiative transfer modelling (e.g., Baes et al. 2010; MacLachlan et al. 2011; de Looze et al. 2012; De Geyter et al. 2013) . Firstly, it can be easily combined with sophisticated models of spectral evolution. Also, it is applicable to the study of structurally unresolved galaxies. And finally, it can be efficiently applied to the statistical analysis of large samples of galaxies.
We have implemented this approach by combining the multicomponent radiative transfer model of Tuffs et al. (2004) with a comprehensive library of star formation and chemical enrichment histories from Pacifici et al. (2012) and a stellar population synthesis code (Bruzual & Charlot 2003; Charlot & Bruzual, in preparation) . The resulting library of galaxy spectral energy distributions allowed us to investigate the dependence of dust attenuation on inclination in the sample of nearby star-forming galaxies assembled by Wild et al. (2011b) . To avoid unwanted biases in the observational measurements, we also developed an original method, based on importance sampling, to measure the dependence of the Hα/Hβ ratio and ugrizY JH attenuation curve as a function of galaxy axis ratio in this sample (Section 3.3). From the Bayesian MCMC analysis of two subsamples of galaxies with low (bulge-less) and high (with a bulge) stellar-mass density µ * , we can draw valuable conclusions on the content and spatial distribution of dust in nearby star-forming galaxies, which are encoded in the posterior probability distributions of the five main adjustable model parameters: the V-band attenuation optical depth of stellar birth clouds,τ BC V (assumed independent of angle); the central face-on B-band optical depth of dust in the ambient ISM, τ B⊥ , and the age parameters t thin , t thick and t bulge separating stars in the thin-disc, thick-disc and bulge components (Tables 2 and 3) . Our results suggest thatτ BC V is significantly larger in high-µ * than in low-µ * galaxies, while τ B⊥ is roughly similar in both cases. As mentioned in Section 3.4, this can arise if, for example, high-µ * galaxies have higher star formation efficiency than their low-µ * counterparts at fixed specific star formation rate, and dustier stellar birth clouds because of the higher metallicity (Fig. 10) .
Content and spatial distribution of dust in the W11
sample of star forming galaxies
The central face-on B-band optical depth of dust in the ambient ISM favoured by our analysis of nearby star-forming galaxies is τ B⊥ ≈ 1.8
−0.1 (Table 3 ). This is slightly larger than the range 0.5 τ B⊥ 1.1 derived from detailed modelling of the BVRIK vertical surface brightness profiles of seven edge-on late-type galaxies by Xilouris et al. (1999) . At the same time, the value favoured by our analysis is smaller than the constraint τ B⊥ ≈ 3.7 ± 0.7 inferred by Driver et al. (2007) from an analysis of the local B-band luminosity function of galactic discs. These authors measure the dependence of the turnover of the galaxy luminosity function on inclination and interpret the fading of the turnover luminosity from low to high inclination as a signature of attenuation by dust. Driver et al. (2007) find that the observations can be well reproduced by a T04 thindisc model with τ B⊥ ≈ 3.7 (we note that, according to their fig. 10 , a value τ B⊥ ≈ 2 appears to also provide excellent agreement with their data). An advantage of the approach developed in the present paper over this study is that it makes use of the entire spectral information in the ugrizY JH bandpasses.
Our results on dust attenuation in nearby star-forming galaxies are also consistent with the conclusions from recent studies of low-redshift galaxies observed at infrared wavelengths with the Herschel Space Observatory. In particular, based on the spectral analysis of ultraviolet, optical and infrared spectral energy distributions of a sample of about 300 nearby galaxies, Cortese et al.
(2012) find a strong anti-correlation between dust-to-stellar mass ratio, M dust /M * , and stellar surface mass density, µ * . This relation supports our finding that low-µ * galaxies, which have lower stellar masses than high-µ * galaxies (Fig. 10c) , also have similar dust masses (as probed by the central face-on B-band optical depth τ B⊥ ; Section 3.4). We note that the similar distributions of specific star formation rates of low-and high-µ * galaxies in the W11 sample (Fig. 10b) prevent us from testing the correlation between M dust /M * and ψ S identified by da Cunha et al. (2010) and Smith et al. (2012) in two independent samples of about 1500 nearby star-forming galaxies. Our results are consistent with the large scatter about this mean relation.
We also note that, during the revision of this manuscript, Grootes et al. (2013) proposed a relation between τ B⊥ and stellar surface mass density µ * , of the form log τ B⊥ = 1.12(±0.11) log(µ * /M ⊙ pc −2 ) − 8.6(±0.8), based on the analysis of the ultraviolet, optical and infrared spectral energy distributions of a small sample of 74 nearby disc galaxies. This implies τ B⊥ = 3.0 +1.3 −0.9 for low-µ * galaxies in the W11 sample [median log(µ * /M ⊙ pc −2 ) = 8.1] and τ B⊥ = 13.9
The value for high-µ * galaxies is much larger than that inferred in our analysis (and in any of the previously quoted studies of nearby disc galaxies). The origin of this discrepancy is unclear. It may arise, at least in part, from the different range in ψ S spanned at fixed µ * by galaxies in the Grootes et al. (2013) sample compared to the W11 sample. We note that the dispersion in τ B⊥ (τ f B in their notation) at fixed µ * exceeds an order c 0000 RAS, MNRAS 000, 000-000 of magnitude in the small sample of nearby galaxies studied by Grootes et al. (2013) .
In our approach, the age parameters t thin , t thick and t bulge , along with the adopted library of star formation histories, determine the relative weights of the different geometric components of galaxies in the overall dust attenuation curve. We find that, for both low-and high-µ * galaxies in the Wild et al. (2011b) sample, over 80 percent of the attenuation is characteristic of that affecting thin-disc stars in the T04 model, while the remaining 20 percent is more similar to that affecting thick-disc and bulge stars ( Table 3 ; we note that Wild et al. 2011b also suggest that their observations might be explained by a scale height for the dust that is smaller than that of old stars). It is interesting to examine the ratio of thick-disc to thindisc stellar luminosity predicted by our analysis, since this quantity has been estimated observationally. Our results suggest that the median unattenuated V-band luminosity ratio of thick-disc to thin-disc stars is ξ thick V /ξ thin V ≈ 0.1 and 0.2 for low-and high-µ * galaxies, respectively. Observationally, Yoachim & Dalcanton (2006) find that the R-band luminosity ratio of thick-disc to thin-disc stars (corrected for internal extinction) in a sample of 34 nearby edge-on disc galaxies decreases as a function of circular (i.e. disc rotation) velocity roughly as ξ fig. 18 ; see also Comerón et al. 2012) . We can estimate the circular velocities of galaxies in the Wild et al. (2011b) sample from the available SDSS-MPA stellar masses using the recipes of Reyes et al. (2011) . We find median circular velocities V c ≈ 150 km s −1 and 190 km s −1 for low-and high-µ * galaxies, respectively (corresponding to median masses 6.3 × 10 9 M ⊙ and 3.2 × 10 10 M ⊙ ), which implies ξ thick R /ξ thin R ≈ 0.1 for both types of galaxies. This is in remarkable agreement with the results of our analysis, given the negligible differences expected between V-and R-band luminosity ratios.
Effect of galaxy inclination and spatial distribution of dust on broadband colours
The much wider range of slopes of attenuation curves probed by the models in Fig. 4 relative to commonly adopted dust prescriptions (e.g. Milky-Way and SMC extinction curves ; Calzetti 2001 attenuation curve; Charlot & Fall 2000 two-component dust model) has important implications for galaxy spectral analyses. We can illustrate this by comparing the spectral energy distributions of galaxies computed using standard dust prescriptions with those derived using equations (7)- (11) above, which account for the effects of galaxy inclination on the dust attenuation curve. For simplicity, we appeal to the same library of 5000 star formation and chemical enrichment histories as used in Section 3.2.1 above to describe the properties of low-µ * galaxies in the Wild et al. (2011b) sample. We compute attenuation by dust in these galaxies using different prescriptions. For each galaxy in the library, we first draw the V-band attenuation optical depth in the ambient ISM from a Gaussian distribution centred onτ ISM V = 0.65 with a dispersion of 0.40. Then, we draw the parameters n ISM V and b defining the attenuation curve (see equation 9) from Gaussian distributions centred on the values predicted by equations (10) and (11), with dispersions of 25 and 10 percent, respectively. Fig. 22 shows the difference between the ugrizY JHK colours of galaxies computed using this prescription and those obtained using the Calzetti (2001) attenuation curve corresponding to the same V-band attenuation optical depth, for each galaxy (black points). The differences are substantial, reaching 0.3-0.4 mag in optical colours and 0.1 mag in near-infrared ones. To compare our prescription with the two-component dust model of Charlot & Fall (2000), we also include attenuation by dust in Figure 22 . Difference in the broadband colours of 5000 model galaxies computed using the same star formation and chemical enrichment histories as in Fig. 16a , but different prescriptions for attenuation by dust. Black points: colours computed using the approach presented in Section 3.2.2 above, which account for the effects of galaxy inclination on the dust attenuation curve, minus colours computed with the prescriptions of Calzetti (2001) . Grey points: colours computed using the approach presented in Section sec:dust above, minus colours computed using the two-component dust model of Charlot & Fall (2000) . In both cases, the substantial differences illustrate the importance of accounting for the influence of geometry and orientation effects on galaxy spectral energy distributions. stellar birth clouds by drawing the ratioτ
Gaussian distribution centred on 0.4 with a dispersion of 0.2. The colour differences in Fig. 22 in this case are again substantial (grey points). The results of these tests indicate that neglecting the effect of geometry and orientation on attenuation can severely bias the interpretation of galaxy spectral energy distributions (for similar conclusions, from a modelling perspective, see Ferrara et al. 1999; Granato et al. 2000; Panuzzo et al. 2007; Rocha et al. 2008 ; from an observational perspective, see Boquien et al. 2009 Boquien et al. , 2012 Mao et al. 2012) .
Summary
In conclusion, therefore, the approach presented in this paper should help us gain valuable insight into the content and spatial distribution of stars and dust from spectral analyses of structurally unresolved star-forming galaxies. This is enabled by the possibility to associate stars in different age ranges with different geometric components of sophisticated models of radiative transfer. It is worth emphasising that the results obtained in this way should not depend critically on the details of the adopted radiative transfer model, as the predictions of the versatile T04 model adopted in our MCMC analysis are similar to those of other types of state-of-the-art radiative transfer models (Section 2.2 and 2.3). We have illustrated the usefulness of this approach to interpret the dependence of integrated spectral properties on galaxy inclination in a sample of nearby star-forming galaxies. Our approach also opens new possibilities to straightforwardly implement the effects of different spatial components and galaxy inclination in the predictions of semianalytic models of galaxy evolution. This will be particularly useful to gauge the importance of selection effects and systematic biases in the derivation of physical parameters from large samples of galaxies using such models.
We can summarise our main results as follows:
(i) Four different types of radiative transfer models all predict a quasi-universal relation between slope of the attenuation curve at any wavelength from the ultraviolet to the near infrared, n ISM λ (θ), and V-band attenuation optical depth of the dust in the diffuse ISM,τ ISM V (θ), at all galaxy inclinations θ (Section 2.2).
(ii) We parametrize the quasi-universal relation between n ISM λ (θ) andτ ISM V (θ) by mean of the simple analytic expression given in equation (9) of Section 2.2. This expression can be easily implemented in any spectral analysis of structurally unresolved disc galaxies to account in a simple yet physically consistent way for the effect of galaxy orientation on dust attenuation. Wuyts et al. (2011) and Arnouts et. al (in preparation) , who find a systematic flattening of the optical attenuation curve with increased star formation activity in distant galaxies. (iv) We propose an original, computationally inexpensive approach to combine the output of sophisticated radiative transfer models with models of spectral evolution, by associating stars in different age ranges in the ambient ISM with different geometric components of galaxies (Section 3.2.2). (v) We find that the combination of the radiative transfer model of Tuffs et al. (2004) with the galaxy spectral evolution code of Charlot & Bruzual (in preparation) accounts remarkably well for the dependence of the Hα/Hβ ratio and ugrizY JH attenuation curve on axis ratio (i.e. inclination) in the W11 sample of nearby star-forming galaxies (Section 3.4). (vi) The central face-on B-band optical depth favoured by this analysis is τ B⊥ ≈ 1.8 ± 0.2 (corresponding to an angleaverage τ ISM V θ ≈ 0.3), slightly larger than the range 0.5 τ B⊥ 1.1 derived by Xilouris et al. (1999) from the study of nearby spatially resolved galaxies, and smaller than the constraint τ B⊥ ≈ 3.7 ± 0.7 inferred by Driver et al. (2007) from the analysis of a sample of spatially unresolved nearby galaxies. (vii) The roughly equal central face-on B-band optical depths of low-and high-µ * galaxies, which have similar size distributions in the W11 sample, are consistent with the anticorrelation between dust-to-stellar mass ratio and stellar surface mass density inferred from the ultraviolet, optical and infrared spectral analysis of low-redshift star-forming galaxies (Cortese et al. 2012 ). (viii) For the galaxies in the W11 sample, over 80 percent of the attenuation is characteristic of that affecting thin-disc stars in the T04 model, while the remaining 20 percent is more similar to that affecting thick-disc and bulge stars (Section 3.4). (ix) The median unattenuated V-band luminosity ratio of thickdisc to thin-disc stars inferred from our analysis of structurally unresolved, randomly oriented galaxies in the W11 sample is in remarkable agreement with that derived from the analysis of a sample of spatially resolved, nearly edgeon galaxies by Yoachim & Dalcanton (2006) . (x) The influence of galaxy orientation and of the spatial distribution of dust relative to stars on the shape of the attenuation curve can have a large impact on broadband colours of galaxies, reaching up to 0.3-0.4 mag at optical wavelengths and 0.1 mag at near-infrared ones.
In the next two sections we test the accuracy of this approach by computing a set of attenuation curves in the range 0.1 < λ < 2.1 µm, then comparing the curves predicted in the range 0.1 < λ < 0.45 µm with the 'true' ones.
A2 Tests of the accuracy of the method
A2.1 Test on the T04 thin disc model
For the first test, we compute 20 attenuation curves from the T04 thin disc model in the range 0.1 < λ < 2.1 µm by randomly drawing 20 pairs of θ and τ B⊥ in the ranges 0 cos θ 1 and 0.0 τ B⊥ 8, respectively. We then use the training library described in Section A1 to extrapolate the curves in the range 0.1 λ 0.45 µm from the region 0.45 < λ 2.1 µm by means of equation (A3). Fig. A1b shows a remarkable agreement between the inferred and 'true' curves, though the prediction becomes less accurate for curves very close to zero, where there is little information to constrain the extrapolation. Gordon et al. (2003) 
A2.2 Test on the
model
This first test restricts the accuracy of the method in that we use the same model to generate the test sample and to build the training set. Hence, to better determine the accuracy of the method, we use a more flexible model, which allows us to generate test curves for model parameters exploring a larger range than the training set. We build a library of extinction curves in the whole range 0.1 < λ < 2.1 µm following the parametrization of Gordon et al. (2003) , and, as in the previous test, try to infer the curves in the range 0.1 < λ < 0.45 µm from the region 0.45 < λ < 2.1 µm, eventually comparing the predicted curves with the 'true' ones. Gordon et al. (2003) consider a comprehensive set of measurements of ultraviolet-to-near infrared extinction curves along different line of sights of the Large and Small Magellanic Clouds, adopting the following 6 parameters function to fit the observed curves
where x = λ −1 , and
We use equation (A5) to compute a library of 1000 extinction curves (i.e. the 'training library'), shown in Fig. A2a , sampled uniformly in log λ in the range 0.1 < λ < 2.1 µm. We consider four sets of parameters corresponding to the average 'SMC Bar Sample', 'SMC Wing Sample', 'LMC/LMC2 Supershell Sample' and 'LMC Average Sample' given in table 3 of Gordon et al. (2003) .
To accomplish this, we randomly select one of the four sets of parameters and randomly draw each parameter from a Gaussian distribution centred on the parameter with variance equal to the error quoted in table 3 of Gordon et al. (2003) . Next, as for the library of T04 thin disc curves, we compute the mean curves µ X and µ Y in the ranges 0.1 < λ < 0.45 and 0.45 < λ < 2.1 respectively, and the sample covariance matrices C YY and C XY as defined in equations (A1) and (A2), respectively. After, we compute 20 test curves by randomly drawing the parameters
from Gaussian distributions with variance equal three times the error quoted in table 3 of Gordon et al. (2003) . Finally, we calculate the curves in the region 0.1 < λ < 0.45 µm from the range 0.45 < λ < 2.1 µm through equation (A3). We highlight that in this case the test curves span a wider range in the 6-dimensional parameter space than the library used to infer the curves, since the parameters K 1 , K 2 , K 3 , K 4 , x 0 , γ can reach more extreme values being drawn from Gaussian distributions with a larger variance than the one adopted to compute the training library. Fig. A2b shows the results of the Gaussian Random Process inference: it is noteworthy how well the curves in the range 0.1 < λ < 0.45 µm are predicted from the region 0.45 < λ < 2.1 µm, though the accuracy decreases at λ 0.25 µm. This has no impact on our analysis, since the bluer filter used in this work is the SDSS u, whose transmission drops to zero at 0.3 µm. Note also that predictions obtained with a single Gaussian Random Process are accurate for both curves with and without the ultraviolet bump at 2175 Å.
A3 Application of the method to the T04 thick disc and bulge models
The previous tests demonstrate that the extrapolation method described above, based on a Gaussian Random Process, is a reliable way to infer attenuation and extinction curves in the range 0.1 < λ < 0.45 µm from the region 0.45 < λ < 2.1 µm, exploiting a training sample and the correlation existing among different wavelength bins. We therefore apply the algorithm to the set of thick disc and bulge curves in the ranges 0 cos θ 1 and 0.0 τ B⊥ 8 computed by T04. We show in Figs. A3a,b the curves predicted in the range 0.1 < λ < 0.45 µm from the region 0.45 < λ < 2.1 µm by means of equation (A3).
APPENDIX B: AN IMPORTANCE SAMPLING-BASED METHOD TO TREAT SMOOTH SYSTEMATICS B1 Methods: Monte Carlo and Importance Sampling integration
Any method to measure dust attenuation based on the ratio of the spectral energy distributions of two objects (e.g. stars, galaxies) assumes that the intrinsic spectral properties (i.e. un-attenuated) are equal. In this work, we measure the effect of dust from the ratio of the (normalised) mean spectral energy distribution of galaxies in different axis ratio bins to the face-on one. This traces dust attenuation if the mean stellar populations properties of the galaxies are constant across the axis ratio bins, since this guarantees that the un-attenuated spectral energy distributions are also constant. We check this hypothesis by comparing the bin-averaged and sampleaveraged values of 12 + log(O/H), ψ S , z and R 90 , finding that they systematically vary as a function of the axis ratio, hence biasing the measurement of dust attenuation. To correct the biases, we develop an original method which uses the concepts and formalism of importance sampling. While in usual computations of average quantities each object has the same weight, this method allows us to assign a different weight to each object in each axis ratio bin accordingly to how likely it is to be drawn from a distribution common to all the bins. In this way we are able to substantially decrease the impact of biases on the attenuation measurements. We recall here the basic concepts of Monte Carlo and importance sampling (a Monte Carlo technique) in the general case of n-dimensional distributions. Gordon et al. (2003) . The solid points indicate the mean curve, along with the 100 log-spaced wavelength bins. (b) Test curves. Solid lines indicate the 'true' curves in the whole range 0.1 < λ < 2.1 µm, dashed red lines the curves inferred in the range 0.1 < λ < 0.45 µm from the range 0.45 < λ < 2.1 µm through equation (A3). In both panels, the vertical dashed line separates the ranges 0.1 < λ < 0.45 and 0.45 < λ < 2.1 µm.
We start by recalling basic Monte Carlo integration, following the nomenclature of Robert & Casella (2004) . Suppose we want to evaluate the integral
over the domain X, where h( x) is a function, f ( x) a probability distribution, E indicates the expected (i.e. mean) value, and X ∈ R n . In practical problems, it is often impossible to solve the above integral analytically, and numerical techniques which are effective in low dimensions (i.e. quadrature rules) become inefficient in highly dimensional problems (the so-called 'curse of dimensionality'). The Monte Carlo method allows the estimation of the integral (B1) through the simple expression
where h N is the Monte Carlo estimate of E[h(X)] and N the number of random variates x i drawn from the distribution f ( x). The power of this method is that it transforms the operation of integration into summation. To apply equation (B2), we only need to draw random numbers from the multi-variate distribution f ( x), then, by means of the Strong Law of Large Numbers, the above expression converges to the 'true' value E[h(X)], with variance
Fig . B1 shows an example of (uni-variate) Monte Carlo integration for h( x) = x with Gaussian probability distribution f (x) = N(µ, σ 2 ), x ∈ R, and µ = 5.743, σ 2 = 0.248. In this case one can easily solve the integral (B1) analytically, obtaining the solution E[X] = 5.743. To compute the Monte Carlo estimate of the integral E(x), we draw N random numbers from the probability distribution f (x) = N(5.743, 0.248), then compute x N with equation (B2). We show in Fig. B1 the random samples for N = 100, 1000 and 10000, along with the corresponding x N . Note that the error on x N decreases approximately as 1/ √ N, as expected from equation (B3). In the previous example, we have solved the integral (B1) in the simple case of x following a Gaussian probability distribution f (x) = N(µ, σ 2 ), exploiting the fact that we can efficiently draw samples from a Gaussian distribution, using, for instance, the Box-Muller transform (Box & Muller 1958) . In many situations it is not feasible, or computationally efficient, to draw samples from f ( x), so we can exploit the fact that the integral (B1) is equivalent to
where we have introduced the 'importance function' g( x), to rewrite the Monte Carlo estimate (B2) as
Equation (B5) expresses the importance sampling estimate of the integral (B1), and it differs from the Monte Carlo estimate (B2) since it allows the evaluation of properties of a distribution (e.g. the expected value) by drawing samples from a different distribution. Also, importance sampling is a variance reduction technique, since, while equation (B2) implies a uniform sampling from the probability distribution f ( x), equation (B5) allows one to concentrate the sampling on the most 'important' regions of f ( x) (i.e. those that contribute the most to the integral), by drawing samples from a different distribution g( x). Equation (B5) is similar to (B2), except for the weight factor w(
, which accounts for the fact that we draw samples from the 'wrong' distribution. Here we normalise the weights to 1, so the functions f ( x) need not to be normalised. In this case the quantity h IS N is biased with bias (Geweke 1989 )
and variance
To be a valid importance function, g( x) has to fulfil the following condition
which guarantees the equality of the integrals (B1) and (B4). This means that the function g( x) has to be non-null for every x in the support of f ( x), or, in other words, that all the values of x which have non-null probability in f ( x) must have non-null probability also in g( x). Though this is a sufficient condition for an importance function, in practical applications we need a further constraint, that is an estimator with finite variance. This translates in a further condition which means that, for every x in the domain X, the tails of g( x) must be at least as heavy as the ones of f ( x). Fig. B2 exemplifies the importance sampling integration of the uni-variate function f (x) = N(5.743, 0.498) 0.2 sin x 2 + N(5.743, 0.498). Since we can not easily draw samples from f (x), we adopt a Gaussian distribution g(x) = N(µ x , σ x ) as importance function and draw samples from it. We then compute the importance sampling estimate of f (x) with equation (B5), obtaining the estimates reported in Fig. B2. 
B2 Application of the method to the biases of the W11 sample
We now describe how we make use of the importance sampling formalism to correct for the biases in the dust attenuation measurements. We can arrange the gas-phase metallicity 12 + log(O/H), specific star formation rate ψ S , redshift z and radius which con- where we sum over al possible values of x, and p( x i ) = p( x j ) if we assume that the observations are independent and equiprobable when accounting separately for the effect of the axis ratio dependent bias. We can now introduce a new probability distribution p ′ ( x), which we assume independent of the axis ratio b/a, so as p ′ ( x|b/a) = p ′ ( x). We can interpret this as the probability distribution f ( x) of equation (B5), and p( x|b/a) as the importance function g( x) of the same equation (B5). If we apply equation (B4), replacing f ( x) with p ′ ( x|b/a) and g( x) with p( x|b/a), we obtain
which is by construction constant across the axis ratio bins.
To apply this method we must be able to compute the probability distribution p( x|(b/a)) in each axis ratio bin. To accomplish this, we can not rely on multi-dimensional histograms, since the probability distributions so obtained are non-smooth and dependent on the choice of the bin widths, hence we appeal to a kernel density estimation. This uses a kernel to assign to each point in the space defined by the parameters x a density (i.e. a probability). A commonly adopted kernel is the Gaussian kernel, which weights each data point with a multi-variate Gaussian function centred on the point itself, with diagonal covariance. This allows a smooth estimate of the joint probability distribution, though the choice of the diagonal covariance is critical. Fortunately, it is possible to find an optimal covariance, also called filter bandwidth, through the mean square error minimisation, by adapting the Gaussian kernel covariance to the density of the points at each location ('adaptive Gaussian kernel density estimator', see Silverman 1986 ). We use the LibAGF library (Mills 2011) to compute for each axis ratio bin k a smooth probability distribution p k ( x|(b/a) k ), which can be evaluated at arbitrary points in the parameter space defined by the vector x. Next, we need to find a suitable probability distribution p ′ ( x), so as criteria (B8)-(B9) are valid. We therefore adopt the function
which satisfies condition (B8), since a null value in any of the functions p k ( x|(b/a) k ) make null the corresponding value of p ′ ( x). The choice of the exponent of the product of the densities p k ( x|(b/a) k ) determines, for each axis ratio bin, the fraction of galaxies with significant weights; an exponent equal to 1 produces a very peaked probability distribution p ′ ( x), so as less than 1 % of the objects within each bin have significant weights. This produces an almost perfect erase of the biases, assuming that the physical quantities x = [12 + log(O/H), ψ S , z, R 90 ] are perfectly measured. Otherwise, this result would be dominated by biases and errors on the measurements of the physical parameters x. After some experimentation, we find that a value of the exponent of 0.1 produces a decrease of the biases at the level of < 10 percent, while keeping the fraction of objects with significant weights above 10 percent, and hence decreasing the risk of being dominated by measurement biases and errors. To check the validity of condition (B9), we examine the behaviour of the tails of the distribution p ′ ( x) through the histograms of the weights w k ( x i ) = p ′ ( x)/p[ x i |(b/a) k ]. In the end, we obtain for each galaxy in the low-and high-µ * samples a weight w k ( x i ), which we use to compute the expectations (i.e. the mean values) of the Hα/Hβ ratio and ugrizY JH attenuation in each axis ratio bin.
APPENDIX C: MARKOV CHAIN MONTE CARLO
In a Bayesian framework, the degree of belief in a set of parameters, which define a model, given a set of data, is quantified by the posterior probability distribution defined by Bayes' Theorem. Evaluating the posterior probability distribution from a multi-dimensional grid of parameters can be computationally demanding because, at fixed accuracy, computational time scales exponentially with the number of parameters. To overcome this limitation, the posterior probability distribution can be represented through a set of samples drawn from it. In practice, a sampled representation allows an easy complot in Figs. C1a-C2a the value of the draw of each parameter at each iteration against the iteration number (i.e. the so called 'traceplot') for three randomly selected chains among the six chains run.
Figs. C1a-C2a show that both for the low-and high-µ * data sets the chains move from the starting points to the region of the parameter space of highest probability, without showing any large-scale trend which could suggest a bad exploration of the parameter space. This also indicates that discarding the first half of any chain, as suggested in CosmoMC, is a conservative choice which allows us to keep only draws that are likely sampling the target distribution.
Finally, we plot in Figs. C1b-C2b the value of the autocorrelation function between any pair of draws as a function of the separation between the draws (i.e. the 'lag'), for each parameter and for the same three randomly selected chains shown in Figs. C1a-C2a. The auto-correlation quantifies the amount of correlation between subsequent draws, and starts from 1 at lag l = 1, since each move depends on the previous one in a deterministic way through the proposal distribution. In the case of a good exploration of the parameter space, the auto-correlation function drops to ≈ 0 after a lag l ′ , meaning that samples drawn at iterations i and i + l ′ are independent. Figs. C1b-C2b show that the auto-correlation function drops and starts oscillating around zero at l ′ ≈ 70 for both the lowand high-µ * data sets, as expected in the case of good exploration of the parameter space.
These tests indicate that the chains are well exploring the parameter space, and that the drawn samples have likely converged to the stationary target distribution, which in this case is the posterior probability distribution of the five parametersτ BC V ,τ B⊥ ,t thin , t thick and t bulge .
APPENDIX D: NESTED SAMPLING
As discussed in Appendix C, the Metropolis-Hastings algorithm with Gaussian proposal distribution has two major limitations: the tuning of the proposal distribution, which is crucial to guarantee a good exploration of the parameter space, and the assessment of the convergence of the chain, which is non-trivial in the general case of multi-modal distributions. These two caveats become even more serious during the very first exploration of a model against a set of data, since the posterior distribution is unknown and the proposal distribution can not be tuned in an optimum way. This usually makes the first runs of a MCMC computationally demanding, since many likelihood evaluations are needed before one can start tuning the proposal distributions using the samples drawn from the posterior. Moreover, a single MCMC can fail in the exploration of multimodal posterior distributions with well separated peaks, so multiple chains and/or annealing (or tempering) schemes are needed to ensure the exploration of all modes. Another limitation arises from the nature of Markov Chains (i.e. the markovian property), which makes each step in the chain dependent on the previous one, making impossible to parallelise single MCMC. Motivated by the need of a fast and reliable algorithm to compute the Bayesian evidence, Skilling (2004 Skilling ( , 2006 proposed a novel Monte Carlo approach, which allows the computation of the multi-dimensional evidence integral in Bayes's theorem by transforming it into a onedimensional integral. The algorithm, called nested sampling, explores the parameter space in a stochastic way by means of set of 'active points', shrinking exponentially at each iteration the prior volume from which the samples are drawn around the regions of highest probability. Besides the evidence, the drawn samples allow, as a by-product, the computation of the posterior probability distribution. In practice, this is accomplished by computing, at each iteration, the likelihood on N points uniformly drawn from the prior distribution π(Θ), then selecting the point with the lowest likelihood L min and, at the next iteration, drawing points from π(Θ) conditioned to have L(Θ) > L min . The technical difficulty is to efficiently draw points from the conditional prior distribution π(Θ|L(Θ) > L min ), since the volume occupied by parameters for which L(Θ) > L min shrinks also exponentially with the iterations. The MultiNest algorithm faces this problem by appealing to the 'simultaneous ellipsoidal nested sampling method' of Feroz & Hobson (2008) . This allows the approximation of contours with constant likelihood with ellipsoids, whose optimal number and bounds are determined by an expectation-maximisation algorithm. This allows an efficient sampling from the conditional density π(Θ|L(Θ) > L min ), hence solving the major technical obstacle of the nested sampling algorithm. Also, MultiNest exploits the possibility of parallelisation of the nested sampling algorithm, strongly reducing the wall-clock time required for inference on a mulit-core computer.
In this work, following authors recommendations given in the manual of the package, we run MultiNest with N = 500 active points, setting the tolerance of the evidence, which is the stopping criterion, to 0.5, and the sampling efficiency, which determines the balance among the accuracy of the posterior and the length of the run, to 0.7. The algorithm converges after about 15,000 likelihood evaluations. We then compute the covariance among of all pairs of parameters, and include it in the CosmoMC run. As a further consistency check, we compare the marginal and joint posterior probability distributions obtained with MultiNest and CosmoMC finding an excellent agreement among the two. Figure C1 . Exploration of the five-dimensional parameter space defined byτ BC V , τ B⊥ , t thin , t thick and t bulge by the MCMC described in Section 3.3. (a) Iteration number against value of the draw of each parameter, at each iteration (i.e. 'trace-plot') for three randomly selected chains among the six chains run (indicated by the different colours), for the low-µ * galaxies. Vertical dashed lines separate the samples discarded (first half of each chain) from those used to compute the posterior probability distribution (second half of each chain). (b) Auto-correlation function as a function of the lag (i.e. the distance between two iterations) for each parameter, for the last half of the same three randomly selected chains of (a) (indicated by the different colours). Figure C2 . Exploration of the five-dimensional parameter space defined byτ BC V , τ B⊥ , t thin , t thick and t bulge by the MCMC described in Section 3.3. (a) Iteration number against value of the draw of each parameter, at each iteration (i.e. 'trace-plot') for three randomly selected chains among the six chains run (indicated by the different colours), for the high-µ * galaxies. Vertical dashed lines separate the samples discarded (first half of each chain) from those used to compute the posterior probability distribution (second half of each chain). (b) Auto-correlation function as a function of the lag (i.e. the distance between two iterations) for each parameter, for the last half of the same three randomly selected chains of (a) (indicated by the different colours).
