Abstract. Let X be a smooth projective variety over an algebraically closed field of positive characteristic. We prove that if D is a pseudo-effective R-divisor on X which is not numerically equivalent to the negative part in its divisorial Zariski decomposition, then the numerical dimension of D is positive. In characteristic zero, this was proved by Nakayama using vanishing theorems.
1. Introduction. Let X be a smooth projective variety over an algebraically closed field k. Recall that an R-divisor on X is pseudo-effective if its numerical class lies in the closure of the set of classes of effective R-divisors on X. Following [Nak] , we define the numerical dimension κ σ (D) of an R-divisor D as the largest non-negative integer such that for some ample divisor A one has The above theorem was proved by N. Nakayama in [Nak, Thm. V.1.12 ] in characteristic zero, using the Kawamata-Viehweg vanishing theorem. That result turned out to be useful in many situations when dealing with pseudo-effective divisors. For example, it was used in the proof of the non-vanishing theorem, an important ingredient in proving the finite generation of the canonical ring, see [BCHM, Lem. 6 .1]. We note that a large part of the results in birational geometry in characteristic zero rely on the use of vanishing theorems. The above result illustrates our belief that in spite of the failure of vanishing theorems in positive characteristic, several results can still be recovered by making systematic use of the Frobenius morphism. Let us say a few words about the divisorial Zariski decomposition that appears in the above theorem; for details, see Section 2. If D is a pseudo-effective divisor, then to every prime divisor Γ on X one can associate a non-negative real number σ Γ ( 
is surjective for every m ≥ 1.
For a version of this result in characteristic zero, see [Nak, Prop. V.1.14] . The proofs of Theorems 1.1 and 1.2 make essential use of the Frobenius morphism.
In any characteristic, there are several possible candidates for the notion of numerical dimension of a pseudo-effective divisor. In characteristic zero, B. Lehmann showed in [Leh] that all these definitions are equivalent. We expect that a similar result holds also in positive characteristic, but we do not pursue this direction here. We only show, using Theorem 1.2, that in the case of a nef divisor D, the numerical dimension of D as defined above can also be described as the largest integer j ≥ 0 such that the cycle class D j is not numerically trivial (this is the definition in [Kaw] ). This is done in Proposition 4.5.
The paper is organized as follows. In the next section we collect some basic facts about pseudo-effective divisors, non-nef loci, and divisorial Zariski decompositions. Section 3 is devoted to proving a general vanishing result, valid in arbitrary characteristic, which only uses asymptotic Serre vanishing. This is then used in Section 4 to prove the two results stated above.
Review of basic invariants of pseudo-effective divisors.
We start by recalling some basic definitions and notation. We work over a fixed algebraically closed field k. For now, we do not make any assumption on the characteristic of k. All varieties are assumed to be reduced and irreducible. Let X be an n-dimensional normal projective variety over k. A divisor (Q-divisor, R-divisor) on X is a linear combination with integer (respectively, rational or real) coefficients of prime divi-
where for a real number u, we denote by u and u the largest (respectively, smallest) integer that is ≤ u (respectively, ≥ u). We denote by Cart(X) the group of Cartier divisors on X. An R-Cartier R-divisor on X is an element of Cart(X) ⊗ Z R. We consider this real vector space as a subspace of the space of R-divisors. We will mostly be concerned with the case when X is smooth, when every R-divisor is R-Cartier.
We denote by N 1 (X) R the quotient of Pic(X) ⊗ Z R by the numerical equivalence relation. This is a finite-dimensional real vector space. The cone of pseudoeffective classes is the closure of the cone generated by classes of line bundles L with h 0 (X, L) ≥ 1. Its interior is the cone of big classes.
Suppose now that X is a smooth projective variety. If D is a divisor, then we denote by Bs(|D|) the base-locus of the linear system |D|, considered with the reduced scheme structure. If D is a Q-divisor, then the stable base locus SB(D) is the intersection m Bs(|mD|), where m varies over the positive integers such that mD has integer coefficients. This is a Zariski closed subset, and it is a consequence of the Noetherian property that SB(D) = Bs(|mD|) whenever m is divisible enough.
The non-nef locus of an R-divisor D is defined as For these facts about the non-nef locus and for a more detailed discussion, see [ELMNP] .
We now recall the asymptotic order of vanishing function and the divisorial Zariski decomposition, both due to Nakayama [Nak] . For the proofs of the results that we list below we refer to [Nak, Chap. III] for the case char(k) = 0, and to [Mus] for the case char(k) > 0. Let Γ be a prime divisor on X. Suppose first that D is a big Q-divisor. Consider a positive integer m such that mD has integer coefficients and h 0 (X, O X (mD)) > 0. In this case we denote by ord Γ |mD| the coefficient of Γ in a general element in |mD|. One defines
where m is as above. One can show that ord Γ D only depends on the numerical equivalence class of D, and the map D → ord Γ D extends to a continuous map (denoted in the same way) on the big cone. Furthermore, if D is a pseudo-effective R-divisor on X, we put
where A varies over the ample R-divisors on X, or equivalently, over a sequence of ample R-divisors whose classes in N 1 (X) R go to zero. It follows from definition that if D is a big R-divisor and A is ample, then
We deduce that if D is pseudo-effective and A is a fixed ample R-divisor, then
The function σ Γ is lower semi-continuous on the pseudo-effective cone, and it agrees with ord Γ − on the big cone.
PROPOSITION 2.1. Let D be a pseudo-effective R-divisor on the smooth projective variety X, and let Γ be a prime divisor on X. (
Proof. For the assertion in (ii), see [ELMNP, Prop. 2.8] and [Mus, Thm. 7 .2] for the cases when the ground field has characteristic zero or positive, respectively. Note that in order to check the assertion in (i), we may extend the ground field and therefore assume that it is uncountable. In this case, (i) is just a reformulation of (ii).
It was shown in [Nak, Cor. III.1.10 ] that if D is a pseudo-effective R-divisor on X and Γ 1 ,... ,Γ r are mutually distinct prime divisors with σ Γ i (D) > 0 for all i, then the classes of Γ 1 ,... ,Γ r in N 1 (X) R are linearly independent (the proof therein is characteristic-free). In particular, r is bounded above by dim R N 1 (X) R , hence there are only finitely many Γ with σ Γ (D) > 0. One defines 
Proof. The first assertion is proved in [Nak, Lem. III.1.8] , and the proof therein is independent of characteristic. This implies that for every prime divisor Γ, we have σ Γ (P σ (D)) = 0. The second assertion now follows from Proposition 2.1.
For future reference we include the following two lemmas. Both results are well-known, but we include the proofs for the benefit of the reader.
LEMMA 2.3. If D is a pseudo-effective R-divisor on the smooth n-dimensional projective variety X and D is not numerically trivial, then for every ample
we only need to show that this intersection number is nonzero. This is clear if X is a curve, hence from now on we assume that n ≥ 2. Note also that the intersection number we are interested in does not change if we extend the ground field, hence we may assume that the ground field is uncountable.
If
Therefore we may assume that each A i is a Q-divisor. Furthermore, we may replace each A i by a multiple and so we may assume that A i has integer coefficients. Since D is not numerically trivial, there is an irreducible curve
Furthermore, if the class of D is the limit of effective Q-divisor classes D m , then by taking H to be very general (meaning, chosen outside a countable union of proper closed subvarieties of |mA n−1 |), we may assume that each D m | H is effective, hence D| H is pseudo-effective. Note also that since C ⊂ H, it is clear that D| H is not numerically trivial.
After iterating this argument, we find an irreducible and reduced surface S ⊆ X containing C, such that D| S is a pseudo-effective R-divisor and such that the intersection number (D · A 1 · ··· · A n−1 ) is a positive multiple of (D| S · A 1 | S ). If this is zero, then the linear map D → (D| S · D ) vanishes at a point in the interior of the nef cone of S. On the other hand, it is non-negative on the nef cone of S, since D| S is pseudo-effective. Therefore the map is identically zero. In order to obtain a contradiction, it is enough to show that (D| 2 S ) = 0. Let f : S → S be a resolution of singularities of S (since S is a surface, such a resolution is known to exist in arbitrary characteristic). 
Proof. By definition, the fact that D j is not numerically trivial means that there is a polynomial P in Chern classes of vector bundles on X such that deg(P ∩D j ) = 0. However, since X is nonsingular, it follows from the Grothendieck-RiemannRoch theorem that, in fact, we can find an irreducible subvariety W of X of dimension j such that (D j · W ) = 0 (see [Ful, Example 19.1.5 
]).
We may assume that 1 ≤ j ≤ n − 1, as otherwise the assertion in the lemma is trivial. Arguing as in the proof of Lemma 2.3, we may assume that all A i have integer coefficients. Furthermore, we can find an irreducible and reduced subvariety
This completes the proof of the lemma.
We now recall the definition of numerical dimension. Let X be a smooth, projective variety as above, and
for some ample divisor A (by convention, if the above set is empty, then κ σ (D) = −∞). Note that if A satisfies the condition in the definition of κ σ (D) for , then the same holds for all divisors A such that A − A is effective. We also note that in the above definition we could replace the round-down by the round-up function. More precisely, we have
Indeed, let T be the reduced effective divisor with the same support as D, and let H be an ample divisor such that H − T is effective. For every m ≥ 1, the differ-
Therefore for every ample divisor A we have
This proves our assertion. We will see in Proposition 2.8 below that D is pseudo-effective if and only if κ σ (D) ≥ 0. It is also easy to see that κ σ (D) = dim(X) if and only if D is big.
Remark 2.5. In [Nak] , variants of the above definition were introduced. For example, the limit inferior was replaced by limit superior, or the condition lim inf > 0 was replaced by lim sup < ∞. It was shown in [Leh] that in characteristic zero all these variants give the same invariant, which also admits other characterizations in terms of volumes or positive intersection products. We expect that such a result should also hold in positive characteristic, but we do not pursue this here.
In this paper we are mainly concerned with smooth varieties. However, we now briefly discuss the numerical dimension of R-Cartier R-divisors on normal varieties. In particular, we show that it can be computed as the numerical dimension of the pull-back to any smooth alteration.
Remark 2.6. If D is an R-Cartier R-divisor on a normal projective variety X, then we can still define the numerical dimension κ σ (D) by the same formula as above. In this case, however, it is convenient to also use an alternative description, as follows. Consider a sequence of Cartier divisors (D m ) m≥1 on X, with the following property: there are finitely many Cartier divisors T 1 ,... ,T r and M > 0 such that we can write 
The equality is a consequence of the fact that under our assumptions on (D m ) m≥1 , all divisors D m − mD are supported on a finite set of prime divisors, and their coefficients are bounded. Therefore we can find an ample Cartier divisor H such that
Recall that an alteration π : Y → X is a projective, surjective, and generically finite morphism. The existence of alterations with smooth total space is guaranteed by a theorem of de Jong [deJ] . 
Proof. Let us write
. In order to prove the opposite inequality, suppose that
Note now that for a suitable d > 0, we can find an embedding
is generated by global sections (for a sheaf F, we denote by
We deduce that for m 0, we have
This completes the proof of the proposition.
We conclude this section with the following characterization of pseudoeffective divisors.
PROPOSITION 2.8. If X is a smooth projective variety, then there is a divisor G on X such that an R-divisor D on X is pseudo-effective if and only if
Proof. The assertion is well-known when the ground field has characteristic zero (see [Nak, Cor. V.1.4] ), so we only give the argument when the ground field has positive characteristic. Let H be a very ample divisor. We show that G = K X + (n + 2)H has the required property, where K X is such that O X (K X ) ω X and n = dim(X).
Suppose first that D is pseudo-effective. Note that mD − mD is effective, hence mD is pseudo-effective, and therefore E = mD + H is a big divisor. It now follows from [Mus, Thm. 4 .1] that is globally generated, where τ ( E ) is the asymptotic test ideal of E. The important thing for us is that τ ( E ) is nonzero, which implies the inequality h 0 (X, O X ( mD + G)) > 0. Note that one can give a similar argument in characteristic zero, by replacing the asymptotic test ideal by the asymptotic multiplier ideal, and using the corresponding global generation result (see [Laz, Cor. 11.2.13] ).
The converse is clear (in fact, any G satisfies this direction). Indeed, if we have h 0 (X, O X ( mD + G)) > 0 for every m ≥ 1, then each 1 m mD + 1 m G is pseudoeffective. Therefore the limit D of these divisors is pseudo-effective as well.
The last assertion in the proposition is now a consequence of the first one, and of the second description of κ σ (D) (the one using mD instead of mD ). Remark 2.10. The key ingredient in the proof of Proposition 2.8 was the fact that on every smooth projective variety X, there is a Cartier divisor T such that for every big line bundle L on X, we have h 0 (X, L ⊗ O X (T )) ≥ 1. This, in fact, holds on arbitrary projective varieties. Indeed, given any projective variety X, consider an alteration π : Y → X with Y smooth, and let 
Note that if the Cartier divisor T on X is as above, and if A is any ample Cartier divisor on X, then G = T + A satisfies the conclusion of Proposition 2.8, at least for Cartier divisors. Indeed, if D is a pseudo-effective Cartier divisor, then mD + A is big for every m ≥ 1, hence h 0 (X, O X (mD + G)) ≥ 1. Remark 2.11. As B. Totaro pointed out, one can alternatively deduce the assertions in Proposition 2.8 and Remark 2.10 from the results in [Ara, Tot] . Suppose, for simplicity, that X is a smooth n-dimensional projective variety defined over a field of positive characteristic p. It follows from a result of Arapura [Ara, Thm. 5.4] that if H is a large enough multiple of an ample Cartier divisor, then H has the following property: if M is a line bundle such that H n (X, M ⊗ O X (−(n + 1)H)) = 0, then H n (X, M p e ) = 0 for all e large enough. If L is a big line bundle, then H 0 (X, ω X ⊗ L p e ) = 0 for e 0. It follows from the above property of H and Serre duality that H 0 (X, ω X ⊗ O X ((n + 1)H) ⊗ L) = 0. As we have seen, this is enough to give the statement of Proposition 2.8. One can then deduce the corresponding statement in the singular case as in Remark 2.10. Alternatively, one can obtain this directly using a similar argument to the one above and Totaro's extension [Tot, Thm. 5 .1] of Arapura's result to singular varieties.
A general vanishing statement.
In this section we give an elementary vanishing result, valid in arbitrary characteristic. This only relies on asymptotic Serre vanishing.
Suppose that X is a normal projective variety over an algebraically closed field k. Given a nonzero ideal a on X, we define for every λ ∈ Q ≥0 another ideal a λ , as follows. Let π : X → X be the normalization of the blow-up of X along a, and let us write a · O X = O X (−F ). With this notation, we put
PROPOSITION 3.1. Let a be a nonzero ideal on X and B a Cartier divisor on X such that a ⊗ O X (B) is globally generated. If E is another Cartier divisor on X such that E − λB is ample for some λ ∈ Q ≥0 , then there is some ε > 0 such that for every λ ∈ Q with λ < λ ≤ λ + ε and every locally free sheaf E of finite rank on X, we have
for every i ≥ 1 and every 0 (depending on λ and E).
Proof. Let π : X → X and F be as above, so that O X (−F ) is π-ample. Since E − λB is ample on X, it follows that there is ε > 0 such that π * (E − λB) − ηF is ample on X for 0 < η ≤ ε. Note also that by the assumption on a and B, we can write π * (B) = F + M , where O X (M ) is base-point free.
Suppose now that λ ∈ Q satisfies λ < λ ≤ λ + ε, and let d be a positive integer such that dλ and dλ are integers. For every we can write = qd+ r, for integers q and r, with 0 ≤ r < d. Therefore λ F = qdλ F + rλ F . Note that when goes to infinity, then also q goes to infinity, while there are only finitely many divisors of the form rλ F .
Since O X (−F ) is π-ample, it follows from the above discussion and relative asymptotic Serre vanishing that for 0, we have
Whenever this holds, the projection formula and the Leray spectral sequence imply
(3.1)
On the other hand, if η = λ − λ, then we can write
Since π * (E − λB) − ηF is ample and M is nef, it follows that π * (E − λB) − ηF + λM is ample. If we write as above = qd + r, then
Since when we vary the divisor r (π * (E − λB) − ηF + λM ) + rλ F − rλ F can only take finitely many values, and when goes to infinity, q also goes to infinity, it follows from asymptotic Serre vanishing that
for all i ≥ 1 and all 0. The assertion in the proposition now follows from this and the isomorphism (3.1).
Remark 3.2. For our purpose the precise definition of a λ will not be important. For example, we might have taken instead a λ := π * O X (− λF ), and in characteristic zero we might have taken a λ = J (a λ ), the multiplier ideal of a of exponent λ. The proof of Proposition 3.1 works also with these definitions, and the first variant would work as well for the applications in the next section. The definition that we have considered gives the integrally closed rational powers of a, see [HS, Section 10.5 ].
COROLLARY 3.3. The assertion in Proposition 3.1 also holds if instead of assuming E locally free we only assume that T or
, and all 0 (depending on λ and E).
Proof. Since X is projective, we can find a (possibly infinite) resolution
with all E i locally free O X -modules of finite rank. Our assumption on E implies that after tensoring this complex by O X ( E) ⊗ a λ , the resulting complex is still exact. By chasing the resulting short exact sequences, we see that if λ > λ is close enough to λ, and is large enough (depending on λ ) so that the conclusion of Proposition 3.1 is satisfied for all E i with 0 ≤ i ≤ n − 1, where n = dim(X), then we obtain the conclusion of the corollary.
Proofs of the main results.
Our first goal is to prove Theorem 1.2 from the Introduction. We henceforth assume that the ground field k is algebraically closed, of characteristic p > 0. A key ingredient is the log trace map with respect to the Frobenius morphism, that we now review.
Suppose that X is a smooth variety over k. Let F = F X : X → X denote the absolute Frobenius morphism on X, which is the identity on the topological space and which takes a regular function u to u p . We have a canonical surjective map
which can be either defined as the trace map for duality with respect to F , or as coming from the Cartier isomorphism. Given algebraic coordinates x 1 ,... ,x n on an open subset U of X, this map is characterized by
where the monomial on the right-hand side is understood to be zero if one of the exponents is not an integer. Iterating this map e times we obtain a surjective map t e X : F e * (ω X ) → ω X . Suppose now that E = E 1 + ··· + E N is a simple normal crossing divisor on X. By tensoring t X with O X (E), and composing with the inclusion
we obtain a log trace map
Using the above explicit description in terms of a system of coordinates on U with the property that each prime divisor in E which intersects U is defined by some x i = 0, it is easy to see that t X,E is again surjective. After iterating e times t X,E , we obtain
Note that this construction is compatible with adjunction. More precisely, given (X, E) as above, let Y = E 1 ∩ ··· ∩ E r . This is a smooth variety of codimension r in X (possibly not connected), and E induces a simple nor-
ω Y , and it follows from the above description of the log trace maps in local coordinates that the diagram
is commutative, where the horizontal maps are induced by restriction to Y and the adjunction isomorphism. 
then A is ample and the restriction map
Proof. Let F be the kernel of the trace morphism
By Fujita's vanishing theorem (see [Fuj] ), if G is a large enough multiple of a given ample divisor on X, then
with the D i distinct prime divisors on X and α i ∈ R. After possibly replacing G by a multiple, we may assume that
is ample for all t 1 ,... ,t s ∈ [0, 1]. In this case G − {mD} is ample for every m ≥ 1, where {mD} = mD − mD . Since mD + G = mD + (G − {mD}), it follows from our assumption that the stable base locus SB( mD + G) does not intersect W . Let r m ≥ 1 be such that the base locus of |r m ( mD + G)| does not intersect W , and let us denote by a (m) the ideal defining the base-locus of this linear system, with its natural scheme structure.
Let A = K X + H + 2G, where K X is such that ω X = O X (K X ). After possibly replacing G by a multiple, we may assume that A is ample. Let us fix m ≥ 1. In order to prove the surjectivity of (4.2), we first apply Corollary 3.3 for the ideal a (m) , λ m = 1 r m , the divisors B m = r m ( mD + G) and E m = mD + 2G, and the sheaf E m = I W ⊗ ω X (H), where I W is the ideal defining the subvariety W . Note that since W is disjoint from the zero-locus of a (m) , we have T or
μ ) = 0 for every μ ∈ Q >0 and every i ≥ 1. The vanishing given by Corollary 3.3 implies that we can find λ m > λ m such that for e 0, the restriction map
is surjective (note that a 
is surjective for e 0.
It follows from (4.1) after iteration that we also have a commutative diagram
in which the horizontal maps are induced by restriction via adjunction, and the vertical maps are the corresponding iterated trace maps. Tensoring with O X (E m ) and using the projection formula, we obtain the commutative diagram
(4.7)
By taking global sections, we obtain the commutative diagram 8) in which the top horizontal map is surjective for e 0 by (4.5).
We claim that the right vertical map is surjective for every e ≥ 1. In order to prove this, it is enough to show that
is surjective for every i ≥ 0. It follows from the exact sequence
hence the vanishing in (4.9) follows from (4.3).
Since both the right vertical and top horizontal maps in (4.8) are surjective for e 0, it follows that also the bottom horizontal map in that diagram is surjective, which is precisely what we needed to prove.
Remark 4.1. It follows from the above proof that the surjectivity in the statement of Theorem 1.2 also holds if we replace A by any divisor A such that A − A is ample. Remark 4.3. Instead of restricting to W in one step via adjunction in diagram (4.6), it is possible to cut down by each H i individually, and keep track of the sections that extend via vector subspaces similar to the S 0 defined in [Sch] . In fact, it follows from (4.8) that a subspace of
Remark 4.4. Finally, we remark that it is possible to weaken the hypothesis that X is smooth and H is simple normal crossing to simply that: there exists an open neighborhood U containing W := H 1 ∩ ··· ∩ H r such that U is smooth and H| U is simple normal crossing. The proof is unchanged. In fact, it is possible even to obtain similar statements if W is an F -pure center of (X, H).
We use the method in the proof of Theorem 1.2 to also prove the lower bound on numerical dimension stated in the Introduction. 
We simply write N σ and P σ for N σ (D) and P σ (D), respectively. We fix a very ample divisor H on X. By assumption, P σ is not numerically trivial, and it is pseudo-effective by Proposition 2.2. It follows from Lemma 2.3 that (P σ ·H n−1 ) > 0, where n = dim(X).
For each m ≥ 1, we will consider a curve W m in X, given as the intersection of general (n − 1) elements in the linear system |H|. Note that each such W m is smooth and connected, of genus g =
p , where p = char(k). It follows from Remark 4.2 that for every W m as above, the vanishing in (4.3) holds.
Furthermore, arguing as in the proof of Theorem 1.2, we see that after possibly replacing G by a multiple, we may assume that G − {mP σ } is ample for every m ≥ 1. Since mP σ + G = mP σ + (G − {mP σ }), it follows from Proposition 2.2 that SB( mP σ + G) contains no codimension one subvarieties. We can therefore choose W m as above for each m ≥ 1 such that W m ∩ SB( mP σ + G) = / 0. It follows from the proof of Theorem 1.2 that if we take A = K X + H + 2G (which may be assumed ample after replacing G by a multiple), then
for all m ≥ 1. Since W m is a smooth curve of genus g and (P σ · H n−1 ) > 0, we deduce from the Riemann-Roch theorem that
for a suitable C > 0 and all m 0. Since N σ is effective, the difference mD − mP σ is effective, hence
for m 0. As we have seen in the discussion of the definition of numerical dimension in Section 2, this implies κ σ (D) ≥ 1.
We conclude with an application of Theorem 1.2, showing that also in positive characteristic, the definition of numerical dimension that we have been using agrees in the case of a nef R-divisor with the definition in [Kaw] . Suppose that X is a smooth n-dimensional projective variety over an algebraically closed field of positive characteristic. If D is a nef R-divisor on X, let us temporarily denote by ν(D) the largest j ≥ 0 such that the cycle class D j is not numerically trivial. It If n = 1, then r = 0 and there is nothing to prove. Therefore we assume n ≥ 2. Let be a positive integer such that ( + 1)A is very ample, and choose E a general element in the linear system |( + 1)A|. We have an exact sequence
Proof. We first show that
Since D is not big, it follows that H 0 (X, O X ( mD − A)) = 0 for every m ≥ 1, and the exact sequence implies lim inf
Since E is general, we may assume that E is smooth. Furthermore, arguing as above, we see that we may assume that D| E is well-defined as a divisor, and mD | E = mD| E for every m. Therefore (4.10) gives κ σ (D) ≤ κ σ (D| E ). On the other hand, since D is not big and E is ample, we have ν(D) = ν(D| E ), and using the inductive assumption we obtain
Remark 4.6. In fact, the assertion in Proposition 4.5 also holds on singular projective varieties. More precisely, suppose that X is a normal projective variety over an algebraically closed field of positive characteristic, and let n = dim(X). If It follows from Proposition 2.4 that ν(π * (D)) = r, which completes the proof of our assertion.
Remark 4.7. J. Kollár pointed out to us that one can give a proof of Proposition 4.5 using Fujita's vanishing theorem and Matsusaka's results on variable intersection cycles [Mat] . His argument, in fact, works directly on arbitrary normal varieties.
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