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Abstract. The method of separation of variables can be used to solve many separable
linear partial differential equations (LPDEs). Moreover, variable separation solutions
usually are some trigonometric series. In the paper, base on some ideas of this method,
we introduce a new technique to solve the Cauchy problem for some LPDEs with the
initial conditions consisting of some trigonometric series, power series and exponential
series. Then many LPDEs which are not separable are solved, such as some second
order elliptic equations, Stokes equations and so on. In addition, the solutions of them
can be expressed by trigonometric series, power series or exponential series. Moreover,
by using power amd exponential series and an iterative method, we can solve many
LPDEs and nonlinear PDEs for the first time.
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1 Introduction
The method of separation of variables (also known as the Fourier method) is one of the
oldest and most widely used techniques for solving linear partial differential equations
(LPDEs) [1]. Moreover, variable separation solutions are trigonometric series in general.
However, this method can not be used to deal with the LPDEs which are not separable.
In addition, variable separation solutions usually could not be expressed by power series
and exponential series.
For simplicity, we write
T1=∑
n
j=1aj
d2j
dx2j
;
T2=∑
n
j=1aj
dj
dx j
;
T3=∑
n
j=1ajx
j dj
dx j
.
Some keys in solving many LPDEs (such as the wave equation) by using the method
of separation of variables are:
∗Corresponding author. Email address: zhangtaocx@163.com (T. Zhang), alatanca@imu.edu.cn (A.
Chen).
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2(A) The functions in the boundary conditions of these LPDEs can be expressed by
trigonometric series (Fourier series).
(B) Stretching transformation (eigenvalues and eigenvectors):
T1sinkx=
(
∑
n
j=1(−1)jajk2j
)
sinkx, k=1,2,··· ;
T1coskx=
(
∑
n
j=1(−1)jajk2j
)
coskx, k=0,1,2,··· ;
T2e
ikx =
(
∑
n
j=1aj(ik)
j
)
eikx, k=0,±1,±2,··· .
Our work’s motivation partly comes from the following ideas:
(A’) There are some functions which can be expressed by power series or exponential
series (Taylor series). For examples:
1
1−x =∑
+∞
k=0x
k, x∈ (−1,1);
1
1−ex =∑
+∞
k=0e
kx, x∈ (−∞,0).
(B’) Stretching transformation (eigenvalues and eigenvectors):
T2e
kx =
(
∑
n
j=1ajk
j
)
ekx, k=0,1,2,··· ;
T3x
k =
(
∑
n
j=1aj ∏
j−1
m=0(k−m)
)
xk, k=0,1,2,··· .
Then base on (A), (B), (A’), (B’), the undetermined coefficient method and the superpo-
sition principle for the solution of LPDEs, we introduce a new technique, by using which
we can solve the cauchy problem for many LPDEs even if they are not separable, such as
some second order elliptic equation, Stokes equations and so on. Moreover, the solutions
of them can be trigonometric series, power series or exponential series.
Let Λ1= {eλkx}+∞k=0, Λ2= {xµk}+∞k=0 where λ,µ∈R\{0}. Then for any m1,m2=0,1,2,··· ,
we have 

eλm1xeλm2x = eλ(m1+m2)x∈Λ1,
xµm1xµm2 = xµ(m1+m2)∈Λ2,
m1+m2≥max{m1,m2}.
(1.1)
Then by using an iterative method with respect to (1.1), we can solve many LPDEs and
nonlinear PDEs (NPDEs) for the first time.
2 Series solutions to the cauchy problem for some LPDEs
Notation
R−the real numbers.
C−the complex numbers.
e f =exp( f ).
Rn={(r1,··· ,rn) | rj∈R, 1≤ j≤n}.
Zn ={(k1,··· ,kn) |kj =0,±1,±2,··· , 1≤ j≤n}.
Nn ={(k1,··· ,kn) |kj =0,1,2,··· , 1≤ j≤n}.
Nn+={(k1,··· ,kn) |kj =1,2,··· , 1≤ j≤n}.
∑
k=(k1,···,kn)∈Zn
ak =
+∞
∑
m=0
∑
|k|=m
ak, |k|=
n
∑
j=1
|kj|.
3Let Γ=(Γpq)n×n be an n×n matrix differential operator, and let
Γpq=
mpq
∑
h=0
Apqh(t)∂
h
t
wpqh
∑
j=1
Bpqhj(x)∂
αpqhj
x ,
where 1≤p,q≤n, mpq∈N, wpqh∈N+, αpqhj∈Nn, x∈Ω⊆Rn, Apqh(t)∈C[0,T], Bpqhj(x)∈C(Ω).
In this section, we consider the Cauchy problem for the following LPDEs:

Γu(x,t)= f (x,t), x∈Ω, 0≤ t≤T, (2.1)
∂ht uq|t=0= ∑
k∈Λ
rqhkξk∈C(Ω), 1≤q≤n, 0≤h≤mq−1, (2.2)
f j = ∑
k∈Λ
ξkZkj(t)∈C(Ω⊕[0,T]) , 1≤ j≤n, (2.3)
where u=(u1,··· ,un)T, f =( f1,··· , fn)T, ξk∈C(Ω), k∈∧⊆Nn, and mq= max
1≤p≤n
mpq, 1≤q≤n.
Definition 2.1. We say Eq. (2.1)-(2.3) fulfils the Fourier-Taylor conditions, which we shall
denote by u(x,t)∈ FT(Ω⊕[0,T]), {ξk}k∈Λ, if for any 1≤ p,q≤ n, 0≤ h≤mpq, 1≤ j≤wpqh,
there exists a sequence {lpqhjk}k∈Λ⊆C such that
Bpqhj(x)D
αpqhjξk = lpqhjkξk, k∈Λ.
Next we solve Eq. (2.1)-(2.3) when u(x,t)∈FT(Un,t), {ξk}k∈Λ holds. We let
u(x,t)= ∑
k∈Λ
ξkTk(t), (2.4)
where Tk(t)=(Tk1(t),··· ,Tkn(t))T. Suppose that the following conditions hold:

u= ∑
k∈Λ
ξkTk(t)∈C(Ω⊕[0,T]),
∂ht ∂
αpqhj
x u= ∑
k∈Λ
T
(h)
k (t)∂
αpqhj
x ξk∈C(Ω⊕[0,T]), 1≤ p,q≤n, 0≤h≤mpq, 1≤ j≤wpqh.
(2.5)
Then by substituting the series (2.5) into Eq. (2.1)-(2.3) we have

∑
k∈Λ
ξk
(
∑
1≤q≤n, 0≤h≤mpq, 1≤j≤wpqh
lpqhjk Apqh(t)T
(h)
kq (t)−Zkp(t)
)
=0, 1≤ p≤n,
∂ht uq|t=0= ∑
k∈Λ
T
(h)
kq (0)ξk = ∑
k∈Λ
rqhkξk, 1≤q≤n, 0≤h≤mq−1,
For every k∈Λ, let

∑
1≤q≤n, 0≤h≤mpq, 1≤j≤wpqh
lpqhjk Apqh(t)T
(h)
kq (t)−Zkp(t)=0, 1≤ p≤n,
T
(h)
kq (0)= rqhk, 1≤q≤n, 0≤h≤mq−1.
(2.6)
This is a Cauchy problem for an ODEs, so we may get Tkq(t), 1≤q≤n, k∈Λ.
Definition 2.2. We call the series (2.4) a formal solution of Eq. (2.1)-(2.3) w.r.t. (with respect
to) {ξk}k∈Λ.
4Theorem 2.3. If u(x,t)∈ FT(Ω⊕[0,T]), {ξk}k∈Λ, and if the solution of Eq. (2.6) exists and
is unique for every k∈Λ , then the formal solution of Eq. (2.1)-(2.3) w.r.t. {ξk}k∈Λ exists
and is unique.
Theorem 2.4. Suppose that the series (2.4) is a formal solution of Eq. (2.1)-(2.3) w.r.t.
{ξk}k∈Λ. If it satisfies the conditions (2.5), then it is a solution of Eq. (2.1)-(2.3).
Clearly if Λ is a finite set, then the conditions (2.5) hold. So we have:
Theorem 2.5. If Λ is a finite set, then a formal solution of Eq. (2.1)-(2.3) w.r.t. {ξk}k∈Λ is a
solution.
Next we solve a well known partial differential equation by using the above technique.
The result we obtain is exactly the same as the variable separation solutions. However, our
technique is more simple and intuitive.
Example 2.6. (Wave Equation [2]).


utt−a2uxx=0, 0≤ x≤ l, t≥0, a∈R\{0}, (2.7)
u(x,0)= ∑
k∈N+
Aksin
kpix
l
, ut(x,0)= ∑
k∈N+
Bksin
kpix
l
, (2.8)
u(0,t)=u(l,t)=0. (2.9)
If we delete the condition (2.9), then u(x,t)∈ FT([0,l]⊕[0,+∞)),
{
sin kpixl
}
k∈N+
. Next
we set
u(x,t)= ∑
k∈N+
Tk(t)sin
kpix
l
. (2.10)
It satisfies (2.9). Suppose that the series (2.10) satisfies the following conditions:

u= ∑
k∈N+
Tk(t)sin
kpix
l ∈C([0,l]⊕[0,+∞)),
uxx = ∑
k∈N+
Tk(t)
(
sin kpixl
)′′∈C([0,l]⊕[0,+∞)),
utt= ∑
k∈N+
T′′k (t)sin
kpix
l ∈C([0,l]⊕[0,+∞)).
(2.11)
Then by substituting the series (2.11) into Eq. (2.7)-(2.9) we have

∑
k∈N+
(
T′′k +
(
akpi
l
)2
Tk
)
sin kpixl =0,
u(x,0)= ∑
k∈N+
Tk(0)sin
kpix
l = ∑
k∈N+
Aksin
kpix
l ,
ut(x,0)= ∑
k∈N+
T′k(0)sin
kpix
l = ∑
k∈N+
Bksin
kpix
l .
Next for any k∈N+, we let 

T′′k +
(
akpi
l
)2
Tk=0,
Tk(0)=Ak,
T′k(0)=Bk.
5Then we have
Tk(t)=Akcos
akpi
l t+
l
akpi Bksin
akpi
l t, k∈N+.
So the formal solution of Eq. (2.7)-(2.9) w.r.t.
{
sin kpixl
}
k∈N+
is:
u(x,t)= ∑
k∈N+
(
Akcos
akpi
l t+
l
akpi Bksin
akpi
l t
)
sin kpixl , (2.12)
Theorem 2.7. If
∑
k∈N+
k2|Ak|+k|Bk|<+∞, (2.13)
then the series (2.12) is a solution of Eq. (2.7)-(2.9).
Proof The inequality (2.13) implies that the series (2.12) satisfies the conditions (2.11), so
it is a solution of Eq. (2.7)-(2.9) by Theorem 2.4.
The following PDEs could not be dealt with by using the method of separation of vari-
ables, one reason is that they are not separable. However, we can get the exact solutions of
them.
Example 2.8. (Second order hyperbolic equation)

utt+auxt+buxx=0,
a,b∈R, ∆= a2−4b>0, x∈R, t≥0,
u(x,0)= ∑
k∈N
Akcos
kpix
l , ut(x,0)= ∑
k∈N+
Bksin
kpix
l .
(2.14)
We let
A′k=


Ak
2 , k∈N+ ;
A0, k=0;
A−k
2 , −k∈N+;
B′k=
{
Bk
2i , k∈N+;−B−k
2i , −k∈N+.
Then we have 

u(x,0)= ∑
k∈N
Akcos
kpix
l = ∑
k∈Z
A′ke
ikpix
l ;
ut(x,0)= ∑
k∈N+
Bksin
kpix
l = ∑
k∈Z\{0}
B′ke
ikpix
l .
Thus u(x,t)∈FT(R⊕[0,∞)),
{
e
ikpix
l
}
k∈Z
. So we let
u(x,t)= ∑
k∈Z
Tk(t)e
ikpix
l . (2.15)
Suppose that the series (2.15) satisfies the following conditions:


∑
k∈Z
Tk(t)e
ikpix
l ∈C(R⊕[0,∞)),
∂2
∂x2 ∑
k∈Z
Tk(t)e
ikpix
l = ∑
k∈Z
Tk(t)
(
e
ikpix
l
)′′∈C(R⊕[0,∞)),
∂2
∂x∂t ∑
k∈Z
Tk(t)e
ikpix
l = ∑
k∈Z
T′k(t)
(
e
ikpix
l
)′∈C(R⊕[0,∞)),
∂2
∂t2 ∑
k∈Z
Tk(t)e
ikpix
l = ∑
k∈Z
T′′k (t)e
ikpix
l ∈C(R⊕[0,∞)).
(2.16)
6Then by substituting the series (2.16) into Eq. (2.14) we have

∑
k∈Z
(
T′′k +
ikpi
l aT
′
k−( kpil )2bTk
)
e
ikpix
l =0,
u(x,0)= ∑
k∈Z
Tk(0)e
ikpix
l = ∑
k∈Z
A′ke
ikpix
l ,
ut(x,0)= ∑
k∈Z
T′k(0)e
ikpix
l = ∑
k∈Z\{0}
B′ke
ikpix
l .
For any k∈Z, let 

T′′k +
ikpi
l aT
′
k−
(
kpi
l
)2
bTk =0,
Tk(0)=A
′
k,
T′k(0)=B
′
k,
where B′0=0. Then we get the formal solution of Eq. (2.14) w.r.t.
{
e
ikpix
l
}
k∈Z
:
u=A0+ ∑
k∈N+


(√
∆+a
)
kpiAk−2lBk
2kpi
√
∆
cosh1k+
(√
∆−a
)
kpiAk+2lBk
2kpi
√
∆
cosh2k

, (2.17)
where
h1k =
−a+√∆
2
kpi
l
t+
kpi
l
x, h2k =
−a−√∆
2
kpi
l
t+
kpi
l
x, k∈N+.
Similar as Theorem 2.7, we have
Theorem 2.9. If
∑
k∈N+
k2|Ak|+k|Bk|<+∞,
then the series (2.17) is a solution of Eq. (2.14).
Example 2.10. (Second order elliptic equation)
{
utt+auxt+buxx =0, a,b>0, ∆= a2−4b<0, x∈R, t≥0,
u(x,0)=cose2x, ut(x,0)=sine2x.
(2.18)
Note that
u(x,0)=cose2x = ∑
k∈N
(−1)k e4kx
(2k)!
,
ut(x,0)=sine2x = ∑
k∈N+
(−1)k−1 e2(2k−1)x(2k−1)! .
So we have u(x,t)∈FT(R⊕[0,∞)), {e2kx}k∈N. We can get the formal solution of Eq. (2.18)
w.r.t. {e2kx}k∈N:
u(x,t)=1+ ∑
k∈N+
(−1)kexp(2k(−at+2x))
(2k)!
(
cos2k
√−∆t+ a√−∆ sin2k
√−∆t
)
+ (−1)
k−1exp((2k−1)(−at+2x))
(2k−1)!(2k−1)√−∆ sin(2k−1)
√−∆t.
(2.19)
It’s easy to prove that the series (2.19) is a solution of Eq. (2.18).
7Example 2.11. {
ut−t(y−3)uxxy =0, (x,y)∈Ω⊆R2, t≥0,
u(x,y,0)= x3(x−pi/2)3sin(y−3) 35 . (2.20)
Note that
x3(x−pi/2)3sin(y−3) 35 = ∑
(k,m)∈N2+
Akm(y−3)
3(2m−1)
5 sin2kx,
where
Akm =
(−1)m−1
(2m−1)!
4
pi
∫ pi
2
0
x3(x−pi/2)3sin2kxdx, (k,m)∈N2+.
So u(x,y,t)∈ FT(Ω⊕[0,+∞)),
{
(y−3) 3(2m−1)5 sin2kx
}
(k,m)∈N2+
. We can get the formal solu-
tion of Eq. (2.20) w.r.t.
{
(y−3) 3(2m−1)5 sin2kx
}
(k,m)∈N2+
:
u(x,y,t)= ∑
(k,m)∈N2+
Akmexp
(
−6
5
(2m−1)k2t2
)
(y−3) 3(2m−1)5 sin2kx. (2.21)
Moreover, we can prove that
∑
k∈N+
∣∣∣∣4k2pi
∫ pi
2
0
x3(x−pi/2)3sin2kxdx
∣∣∣∣<+∞, m∈N+.
So the series (2.21) is a solution of Eq. (2.20).
Example 2.12. (Stokes Equations [3]- [5]).

ujt−ν
3
∑
m=1
ujxmxm+pxj = f j(x,t), j=1,2,3,
u1x1+u2x2+u3x3 =0, t≥0, x=(x1,x2,x3)∈R3,
uj(x,0)= ∑
k∈Z3
Ajk ϕk, j=1,2,3,
f j(x,t)= ∑
k∈∈Z3
Bjk(t)ϕk, j=1,2,3,
(2.22)
where ϕk=exp(iλ1k1x1+iλ2k2x2+iλ3k3x3), λj∈R\{0}, j=1,2,3, ν≥0.
Obviously (u1,u2,u3,p)
T∈FT(R3⊕[0,+∞)), {ϕk}k∈Z3 . So we let

uj(x,t)= ∑
k∈Z3
Tjk(t)ϕk, j=1,2,3;
p(x,t)= ∑
k∈Z3
T4k(t)ϕk.
(2.23)
Suppose that the series (2.23) satisfy the following conditions:

uj= ∑
k∈Z3
Tjk(t)ϕk∈C(R3⊕[0,+∞)), j=1,2,3, (2.24)
p= ∑
k∈Z3
T4k(t)ϕk∈C(R3⊕[0,+∞)), (2.25)
ujt= ∑
k∈Z3
T′jk(t)ϕk∈C(R3⊕[0,+∞)), j=1,2,3, (2.26)
ujxmxm = ∑
k∈Z3
−(λmkm)2Tjk(t)ϕk∈C(R3⊕[0,+∞)), m, j=1,2,3, (2.27)
pxj = ∑
k∈Z3
iλjkjT4k(t)ϕk∈C(R3⊕[0,+∞)), j=1,2,3. (2.28)
8By substituting the series (2.24)-(2.28) into Eq. (2.22) we get

∑
k∈Z3
[T′jk+
3
∑
m=1
ν(λmkm)2Tjk+iλjkjT4k−Bjk]ϕk=0, j=1,2,3,
∑
k∈Z3
(iλ1k1T1k+iλ2k2T2k+iλ3k3T3k)ϕk =0,
uj(x,0)= ∑
k∈Z3
Ajk ϕk= ∑
k∈Z3
Tjk(0)ϕk, j=1,2,3.
For any k∈Z3, we let

T′jk+
3
∑
m=1
ν(λmkm)2Tjk+iλjkjT4k−Bjk =0, j=1,2,3,
λ1k1T1k+λ2k2T2k+λ3k3T3k =0,
Tjk(0)=Ajk, j=1,2,3.
(2.29)
For every j=1,2,3, the first equation in Eq. (2.29) is multiplied by λjkj, then we can induce
that
T4k
3
∑
j=1
i(λjkj)
2−
3
∑
j=1
Bjkλjkj =0, k∈Z3.
Hence we have

T4,(0,0,0)= a, a is an arbitrary constant,
T4k =
3
∑
j=1
k jλjBjk(t)
3
∑
j=1
i(k jλj)2
, k∈Z3\{0},
Tjk =exp
(
−
3
∑
m=1
ν(kmλm)2t
)(
t∫
0
(
Bjk(s)−iT4k(s)kjλj
)
exp
(
3
∑
m=1
ν(kmλm)2s
)
ds+Ajk
)
,
j=1,2,3, k∈Z3.
Clearly we have:
Theorem 2.13. If
∑
k∈Z3
3
∑
m=1
k2m
(|Bjk(t)|+|Ajk|)<+∞, t≥0, m=1,2,3, (2.30)
then the series (2.23) we obtain is a solution of Eq. (2.22).
If uj(x,0), f j(x,t) j = 1,2,3 are the real-valued functions, then we have Ajk = Aj,−k,
Bjk(t)=Bj,−k(t), j=1,2,3, k∈Z3. So we can induce that:
Theorem 2.14. If uj(x,0), f j(x,t) j = 1,2,3 are the real-valued functions, then so do the
functions (2.23) we obtain.
3 Series solutions to the cauchy problem for some more general
LPDEs
In this section, using an iterative method with respect to (1.1), we deal with several
LPDEs. This technique can solve many LPDEs.
9Example 3.1. 

uy−uxy−
(
ee
−(x+2)−1
)
u=ye−(x+2),
(x,y)∈Ω={(x,t) | x>0, 0≤y≤ x},
u(x,0)=1+e−(x+2).
(3.1)
Clearly we have
exp(e−(x+2))−1= ∑
k∈N+
e−k(x+2)
k!
.
Next we set
u(x,y)= ∑
k∈N
Tk(y)e
−k(x+2). (3.2)
Suppose that the series (3.2) satisfies the following conditions:


u= ∑
k∈N
Tk(y)e
−k(x+2)∈C(Ω), (3.3)
ut= ∑
k∈N
T′k(y)e
−k(x+2)∈C(Ω), (3.4)
uxt= ∑
k∈N+
−kT′k(y)e−k(x+2)∈C(Ω), (3.5)
(
ee
−(x+2)−1
)
u= ∑
k∈N+
∑
m=0
k−1 Tm(y)
(k−m)! e
−k(x+2)∈C(Ω). (3.6)
Substituting the series (3.2) into the equations (3.1) we have


T′0(y)+(2T
′
1(y)−T0(y)−t)e−(x+2)+
+∞
∑
k=2
[
(k+1)T′k(y)−
k−1
∑
m=0
1
(k−m)!Tm(y)
]
e−k(x+2)=0,
u(x,0)= ∑
k∈N
Tk(0)e
−k(x+2)=1+e−(x+2).
Let 

T′0(t)=0, T0(0)=1,
2T′1(t)−T0(t)−t=0, T1(0)=1,
(k+1)T′k(t)−
k−1
∑
m=0
1
(k−m)!Tm(t)=0, Tk(0)=0, k≥2.
Then we have
Tk(t)=


1, k=0,
1
4 t
2+ 12 t+1, k=1,
1
k+1
t∫
0
k−1
∑
m=0
1
(k−m)!Tm(s)ds, k≥2.
Next we prove that the formal solution (3.2) is also a solution of (3.1). By the induction
method, we can prove that
0<Tk(y)≤ eky, k∈N.
So we have
0<Tk(y)e
−k(x+2)≤ e−k(x−y)−2k≤ e−2k, (x,t)∈Ω, k∈N.
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Hence the series (3.2) converges uniformly on Ω. It means that the formal solution (3.2)
satisfies (3.3). Moreover, we can prove that


|T′k(y)e−k(x+2)|= 1k+1
∣∣∣∑k−1m=0 1(k−m)!Tm(y)
∣∣∣e−k(x+2)≤ e−2k, k≥2,
|−kT′k(y)e−k(x+2)|≤ ke−2k , k≥2,∣∣∣∑k−1m=0 1(k−m)!Tm(y)e−k(x+2)
∣∣∣≤ ke−2k, k≥2.
So the series (3.2) we obtain satisfies (3.4)-(3.6). Therefore it is a solution of (3.1).
Example 3.2. 

ut+u+(x+3)
2
4 ux =0, x≥0, t≥0,
u(x,0)=sin (x+3)− 14 = ∑
k∈N+
(−1)k+1(x+3)− 2k−14
(2k−1)! .
(3.7)
Similar as Example 3.1, we can get a solution:
u(x,t)= ∑
k∈N+
Tk(t)(x+3)
− k4 ,
where
Tk(t)=


e−t, k=1,
0, k=2,4,6,··· ,
e−t
(∫ t
0
k−2
4 Tk−2(s)e
sds+ (−1)
k−1
2
k!
)
, k=3,5,7,··· .
4 Series solutions to the cauchy problem for some NPDEs
In this section, similar as Section 3, using an iterative method with respect to (1.1), we
deal with several NLPEs. This technique also can solve many NPDEs.
Lemma 4.1. (Abel identities [6]) For every k∈N+, we have
k(k+1)k =
k
∑
m=1
(
k+1
m
)
mm(k+1−m)k−m,
where
(
k+1
m
)
= (k+1)!
m!(k+1−m)! .
Example 4.2. (Inviscid Burgers’ equation).
{
ut+uux =0, (x,t)∈Ω={(x,t) | t≥0, x∈ [0,11]},
u(x,0)=1+ex−12.
(4.1)
Next we let
u(x,t)= ∑
k∈N
Tk(t)e
k(x−12). (4.2)
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Suppose that the following conditions hold:

u= ∑
k∈N
Tk(t)e
k(x−12)∈C(Ω), (4.3)
ut= ∑
k∈N
T′k(t)e
k(x−12)∈C(Ω), (4.4)
ux= ∑
k∈N+
kTk(t)e
k(x−12)∈C(Ω), (4.5)
uux= ∑
k∈N+
k
∑
r=1
rTr(t)Tk−r(t)ek(x−12)∈C(Ω). (4.6)
Substituting the series (4.2) into (4.1), we get

T′0+(T
′
1+T0T1)e
x−12+
+∞
∑
k=2
(T′k+kT0Tk+
k−1
∑
r=1
rTrTk−r)ek(x−12)=0,
u(x,0)= ∑
k∈N
Tk(0)e
k(x−12)=1+ex−12
Note that the sequence {ek(x−12)}k∈N is linearly independent, so we have

T′0=0, T0(0)=1,
T′1+T0T1=0, T1(0)=1,
T′k+kT0Tk+
k−1
∑
r=1
rTrTk−r =0, Tk(0)=0, k≥2.
Then by Lemma 4.1, we can get
Tk(t)=


1, k=0,
e−t, k=1,
e−kt
t∫
0
k−1
∑
r=1
−rTr(s)Tk−r(s)eksds=(−1)k+1 kk−1k! tk−1e−kt, k≥2.
So we get
u(x,t)=1+e−t+x−12+∑
k≥2
(−1)k+1 k
k−1
k!
tk−1ek(−t+x−12). (4.7)
Next we prove that the series (4.7) satisfies (4.3)-(4.6). Note that k
m
m! t
m≤ ekt, m,k∈N, so
we have
|Tk(t)ek(x−12)|≤ 1k e
k(x−12)≤ 1
k
e−k, k≥2.
So the series (4.7) converges uniformly on Ω. It means that the formal solution (4.7) satisfies
(4.3). Moreover, we can prove that

|
k−1
∑
r=1
rTrTk−r|= (k−1)k
k−1
k! t
k−2e−kt = k
k−2
(k−2)! t
k−2e−kt≤1, k≥2,
|T′k(t)ek(x−12)|= |kT0Tk+
k−1
∑
r=1
rTrTk−r|ek(x−12)≤2e−k, k≥2,
|kTk(t)ek(x−12)|≤ e−k, k≥2.
Thus the series (4.7) is a solution of (4.1).
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Example 4.3. {
ut+(x+1)2uxx+uxu=0, x≥1, t≥0,
u(x,0)=(x+1)−1+(x+1)−2.
(4.8)
Similar as Example 4.2, we let
u(x,t)= ∑
k∈N+
Tk(t)(x+1)
−k, (4.9)
Suppose that the following conditions hold:


u= ∑
k∈N+
Tk(t)(x+1)
−k∈C([1,+∞)⊕[0,+∞)), (4.10)
ux= ∑
k∈N+
−kTk(t)(x+1)−k−1∈C([1,+∞)⊕[0,+∞)), (4.11)
ut= ∑
k∈N+
T′k(t)(x+1)
−k∈C([1,+∞)⊕[0,+∞)), (4.12)
uxx= ∑
k∈N+
k(k+1)Tk(t)(x+1)
−k−2∈C([1,+∞)⊕[0,+∞)), (4.13)
uxu= ∑
k≥3
k−2
∑
r=1
−rTr(t)Tk−1−r(t)(x+1)−k∈C([1,+∞)⊕[0,+∞)). (4.14)
Substituting (4.9) into (4.8), we get


(T′1+2T1)(x+1)
−1+(T′2+6T2)(x+1)
−2+ ∑
k≥3
(T′k+k(k+1)Tk
−
k−2
∑
r=1
rTrTk−1−r)(x+1)−k =0,
u(x,0)= ∑
k∈N+
Tk(0)(x+1)
−k =(x+1)−1+(x+1)−2.
Note that the sequence {(x+1)−k}k∈N+ is linearly independent, so we have

T′1+2T1=0, T1(0)=1,
T′2+6T2=0, T2(0)=1,
T′k+k(k+1)Tk−
k−2
∑
r=1
rTrTk−r =0, Tk(0)=0, k≥3.
Then we get
Tk(t)=


e−2t, k=1,
e−6t, k=2,
e−k(k+1)t
t∫
0
k−2
∑
r=1
rTr(s)Tk−1−r(s)ek(k+1)sds, k≥3.
Nextwe prove that the formal solution (4.9) satisfies (4.10)-(4.14). By the inductionmethod,
we can prove that
0<Tk(t)≤ e−(k+1)t, k∈N+. (4.15)
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So the series ∑k∈N+ Tk(t)(x+1)
−k converges uniformly on [1,+∞)⊕[0,+∞). It means that
the formal solution (4.9) satisfies (4.10). Moreover, we can prove that

|−kTk(t)(x+1)−k−1|≤ ke−(k+1)t(x+1)−k−1≤2−k−1k, k≥3,
|T′k(t)(x+1)−k|= |k(k+1)Tk−
k−2
∑
r=1
rTrTk−r|(x+1)−k≤2k(k+1)2−k , k≥3,
|k(k+1)Tk(t)(x+1)−k−2|≤ k(k+1)2−k−2 , k≥3,
|
k−2
∑
r=1
−rTr(t)Tk−1−r(t)(x+1)−k|≤ (k−2)(k−1)2−k , k≥3.
So the formal solution (4.9) satisfies (4.11)-(4.14). Thus it is a solution of (4.8).
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