In 1969, social psychologist Milgram and his colleagues conducted an experiment on a busy city street where passers-by witnessed a set of actors spontaneously looking up towards a building. The experiment showed that the crowd's propensity to mimic the actor's gaze increased with the number of actors that looked up. This form of behavioural contagion is found in many social organisms and is central to how information travels through large groups. With the advancement of virtual reality and its continued application towards understanding human response to crowd behaviour, it remains to be verified if behavioural contagion occurs in walkable virtual environments, and how it compares with results from real-world experiments. In this study, we adapt Milgram's experiment for virtual environments and use it to reproduce behavioural contagion. Specifically, we construct a replica of an indoor location and combine two established pedestrian motion models to create an interactive crowd of 60 virtual characters that walk through the indoor location. The stimulus group comprised a subset of the characters who look up at a random time as the participants explore the virtual environment. Our results show that the probability of looking up by a participant is dependent on the size of the stimulus group saturating to near certainty when three or more characters look up. The role of stimulus size was also evident when participant actions were compared with survey responses which showed that more participants selected to not look up even though they saw characters redirect their gaze upwards when the size of the stimulus group was small. Participants also spent more time looking up and exhibited frequent head turns with a larger stimulus group. Results from this study provide evidence that behavioural contagion can be triggered in the virtual environment, and can be used to build and test complex hypotheses for understanding human behaviour in a variety of crowd scenarios.
Introduction
The mimicking of behaviour exhibited by neighbouring individuals, called behavioural contagion, plays a fundamental role in how animal groups respond to new information [1, 2] . Since the resulting group action involves expending vast energy resources, an evolutionary strategy dictates that an individual relies on receiving the same information from a minimum number of neighbours before they themselves decide to act [3] . The size of this quorum and the extent to which the information gets transmitted through the group may depend on the context and the collective group state [4, 5] . Even though this phenomena is prevalent in human crowds with situations ranging from normal [6, 7] to stressful [8] , the dynamics of behavioural contagion are not well understood, particularly in relation to different psychological states of a crowd [9] , which are impractical to create in a lab setting.
An example of automatic sharing of information through behavioural contagion in a social setting that is common to many human and non-human species is observed gaze following [10] . The natural behaviour of following someone's gaze preludes joint attention [11] and is key to observational learning [12] . In 1969, a real-world experiment was performed by Milgram et al. [6] to study the effect of crowd size on the contagion of gaze following behaviour. In that study, a set of actors looked up towards a window of a highrise as pedestrians walked by on a busy street. Results from that study showed that the number of pedestrians mimicking the gaze increased with the size of the stimulus crowd of actors in a quorum-like response which saturated when five or more actors looked up. A similar study [7] did not confirm a quorum threshold but instead showed that the size of the stimulus group directly affected the number of passers-by who looked up. They also showed that the social response itself was context-dependent even between two different day-to-day scenarios: a train station and a shopping street. A similar influence may occur in less-than-normal scenarios such as evacuation and emergency [13] , but a systematic study exploring the threshold nature of such a response if it exists remains to be found.
Recent developments in computer graphics and animation have demonstrated the potential to elicit emotional contagions in participants when they were shown virtual characters exhibiting a variety of emotions [14] and to different crowds [15] . Integrated with virtual reality (VR) such animations have the potential to immerse a participant in higher stress than normal yet practically safe situations [16] [17] [18] . A believable crowd of virtual characters must move realistically where individuals anticipate collisions [19] and avoid sudden movements [20] . Unlike real-world experiments, the variability in the behaviour of virtual characters can be tightly controlled to deliver a consistent stimulus in repeatable experiments. Virtual characters that serve as stimuli also do not have internal feedback that may occur within human actors. Past studies have demonstrated the existence of social influence in a virtual environment [16 -18] , making it a promising platform for understanding human behaviour in a variety of difficult to reproduce situations [21] . However, to the best of our knowledge, the likelihood and strength of such influence as a function of the virtual neighbourhood was not explored.
In this study, we investigate if behavioural contagion can be triggered in virtual environments and compare it with real-world experiments in the literature. Virtual characters who walk through an indoor arena using an adapted motion model play the role of the stimulus group of actors as they stop and look up, and individual participant's position and orientation are observed as they interact with them. We test the hypothesis that the probability of the subject following the upward looking gaze of the virtual characters is dependent on the size of the stimulus group. We predict that following the real-world observations, the probability to look up will increase with the size of the stimulus group. We also predict that the proportion of time spent looking up will also vary significantly with the size of the stimulus group with more time spent looking up when larger groups are gazing up.
Material and methods

Experimental set-up
The experimental set-up consisted of a head-mounted display (HMD) (HTC Vive, with 1080 Â 1200 pixel displays sampled at 90 Hz, HTC Corporation, New Taipei City, Taiwan) integrated with motion trackers (Lighthouse laser emitters, HTC Corporation), to present a walkable virtual environment, a backpack computer (MSI VR one backpack PC, 2.90 GHz processor, 16 GB memory, 3.3 kg, MSI Corporation, New Taipei City, Taiwan) for running a tether-free simulation of the virtual environment on the HMD, a pair of noise-cancelling headphones (Bose QuietComfort Acoustic noise cancelling headphones, Bose, Inc., USA), a laptop (Laptop I, Dell Latitude E5570, Dell, Inc., Round Rock, TX, USA) to initiate the environment simulation and record the participant's perspective of the virtual environment using a remote desktop connection and another laptop (Laptop II, Dell Vostro 1520, Dell, Inc.) to record an overhead real-world view of the participant movements with a web camera (Logitech C920 Pro Webcam, Newark, CA, USA) in the real world ( figure 1) .
The experiments were conducted in the robotics laboratory located on campus. The laboratory is 18 m long Â 9 m wide Â 4 m high. Within the laboratory, a 4.8 Â 4 m area was allocated for experiments. Within this region, the motion trackers were placed diagonally 4.8 m apart as per the manufacturer's recommendations to record participant movement within a 3 m Â 4 m area. The trackers were fixed in one place throughout the study and recorded the position and orientation of the HMD at 120 Hz. The motion-capture system was re-calibrated before the first trial each day that experiments were conducted.
Virtual environment
The virtual environment was authored in a three-dimensional (3D) graphics software (Unity, v. 2017.1.0f3). Static features within the environment such as walls, desk arrangements and whiteboards were created to replicate the architecture and geometry of the actual environment (figure 2). Dynamic features within the environment included 60 humanoid characters consisting of 32 males and 28 females. These were generated from 
Virtual crowd simulation
Humanoid characters moved within the virtual environment based on a combination of force-based pedestrian motion models that resulted in the most visually realistic motion. In particular, when humanoid characters were not in direct contact, they avoided collisions on the basis of time-to-collision [22] while accounting for uncertainty in position and velocity estimates among individuals [23] . If the characters came in direct contact, they experienced a distance-based force [24] to keep them apart. Each character was approximated by a finite-sized circle. Accordingly, if we denote the instantaneous two-dimensional position of a character i at time t by x i (t) [ R 2 , the total force experienced by that character is
where m i is the mass in kilograms,
Newtons is the goal force, which represents the tendency to move towards the direction e i (t) within m i seconds [25] at a desired speed of s i m s
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; f ij is the interaction force between characters i and j where the neighbourhood set N i is defined by an interaction distance of 4 m. The interaction force
where for the first case where characters do not touch, k is a scaling constant, t 0 is the largest value of time to collision at which collision must begin to be avoided, x ij ¼ x i 2 x j is the relative displacement vector between the agents i and j and kx ij k is the distance, n ij ¼ x ij /kx ij k, r ij ¼ 0.8 m is the sum of their radii and v ij ¼ v i 2 v j is the relative velocity; a conservative version of relative velocity that aligns it further along the displacement vector by a factor of e thereby allowing for uncertainties in estimation is computed as [23] 
. This is then used to estimate the time to collision
For the second case where characters are close enough to touch A i and B i are constants that determine the strength of interaction. The interaction with static objects such as walls and tables is modelled similar to the distance-based force so that f iW (t) ¼ A i e ðriW ÀkxiW kÞ=Bi n iW , where r iW and x iW are computed against finite-sized circular objects coincident with static objects. These objects exert a repulsive force on the characters, but do not respond to an equal and opposite force from them. Uncertainty in the environment and movement is captured by the noise term sampled from a uniform distribution h 1,2 U(5, 10) newtons at approximately 10% of the maximum force observed in the simulation. Table 1 lists the parameters used to simulate the virtual crowd.
Character animations were controlled through the crowd motion simulation by directly updating animation variables such as stepping speed, transition to a stop state and a trigger to alter the gaze direction. This ensured that a character moving fast took faster steps and did not exhibit unnatural leg movements when it was supposed to stop. Triggers to alter the gaze direction were based on character position relative to the participant's avatar.
To create the appearance of a crowd flow, the virtual characters were made to walk through 12 waypoints within the virtual environment. The waypoints were selected on ellipses, so that the characters entered the environment through one of the exits and left through the other. These exits corresponded to actual exits of the laboratory. The goal direction of each character was updated to the next waypoint as soon as a character reached within 1 m of a waypoint so that the characters walked towards the next waypoint in the virtual environment to enter and exit the laboratory through one of the doors at either end. A third of the total characters were made to walk in the opposite direction so that more characters came from the far end of the environment towards the location of the participant's avatar.
Experimental procedure and conditions
The experimental procedure followed in this study was approved by the Institutional Review Board at the Office of Research Compliance, Integrity & Safety under the protocol # HS17-0287. Seventy subjects (51 male, age of all participants ¼ 23.4 + 4.24 years) were recruited for the study through flyers posted in the Northern Illinois University buildings. The flyer invited them 'to participate in an experiment to investigate human interactions with virtual crowds'. In the flyer, the goal of the study was mentioned as 'to evaluate human response dynamics to virtual environment consisting of human crowds'. The sample size was determined on the basis of effect size observed in an earlier study investigating the effect of instructional priming on participant postural response to virtual crowds [26] . Subjects were above 18 years of age who had no history of seizures or motion sickness from computer displays. Subjects were asked to review and sign a consent form with an additional consent for allowing to film an overhead view. Experiments were conducted between November 2017 and April 2018. An experimental trial began by explaining the features of the experimental set-up to a participant prior to asking them to wear the headset. These included detailing the equipment, the motion trackers and the extent of walkable area. The subjects were then told to experience and explore the virtual environment and listen for any instructions that will be given into the audio headset. A sign was placed near the arena to ensure no one interrupted the experiment while it was being conducted. Prior to starting the experiment, the participant was allowed to adjust the HMD and focus the display and the earphones until they were comfortable.
The participant was requested to put on the headset while standing at approximately the same location within the arena. Once the participant wore the headset and put on the backpack, the experimenter left the arena to take position behind a workbench and observe the participant. (Although the need never arose, the experimenter was ready to intervene if the participant was to collide with an object in the real environment.) At this time, the experimenter started playing the virtual environment for the participant and initiated recording of the participant perspective as well as an overhead view of the experimental arena for subsequent analysis.
The participant was presented with a scene resembling the experimental arena in terms of the geometry and arrangement. The participants could not see their avatar's hands. In addition, two cylinders, coloured green and blue, were placed 2.6 m apart, with the participant's starting position 1.7 m away from each cylinder so that the three locations formed a triangle. A habituation phase consisted of the participant being instructed to walk between the two cylinders, starting with the blue cylinder. Once the participant reached within 0.5 m of the blue cylinder and 25 s had passed after the first instruction, a second instruction was given to walk towards the green cylinder. The instructions were recorded by a native speaker of English to ensure ease of understanding. No virtual characters entered the arena during this time.
Virtual characters started walking into the arena after the second instruction, after approximately 40 s. The spatial movement of the characters was based on the interaction force defined in §2.3. In addition to avoiding collisions among themselves and with static objects in the environment including the two cylinders, the characters also avoided collisions with the participant avatar as they moved within the virtual environment. After the third instruction which was approximately 100 s since the beginning of the experimental trial, a random time was picked within the next 30 s to trigger the stimulus, when a subset of the virtual characters stopped and shifted their gaze to look up slowly (see electronic supplementary material, video S1). Specifically, at a random time, the virtual character nearest to the participant stopped and shifted their gaze to look up at a point 12 m high on the wall behind and above the participant's head. There was nothing peculiar at this point other than the ceiling of the virtual room meeting the wall. Following this, the next nearest character also stopped and looked up after a delay of 0.5 s, so that a cascade effect of looking up was observed. The delay of 0.5 s corresponded to delay due to observation and action [27] . This continued until the total number of characters selected to look up for that particular trial was achieved. The virtual characters maintained their upward looking gaze for approximately 50 s. During this time, other characters continued to walk while avoiding collisions with those that had stopped as well as the participant's avatar.
In a between-subjects design, we varied the size of the stimulus group based on the number of virtual characters that looked up. Accordingly, the experimental conditions consisted of 1, 2, 3, 5, 10 and 15 characters looking up. The stimulus group for a participant was randomly selected, so that we had approximately the same number of participants for each condition. A trial lasted approximately 4 min at which time the participant saw a blank screen. Participants were then requested to remove the headset and the backpack computer and fill a questionnaire. The questionnaire asked 10 questions each ranked on a 7-point scale with questions such as 'How natural did you find the movement of the characters', which assessed the degree of presence [28] with choices 1, 4 and 7 corresponding to 'Very artificial', 'Borderline' and 'Completely natural' as well as 'The extent to which you felt as if you were moving when standing still' with choices 1, 4 and 7 corresponding to 'Not at all', 'Somewhat' and 'Very much', to investigate any motion-sickness effects; a question 'Did you note any of the characters stop and look up?' with choices 1, 4 and 7 corresponding to 'Did not note', 'Noticed a few' and 'Noticed a couple' was also asked to verify whether the participant observed any characters look up.
Data analysis
We recorded the two-dimensional position and three-dimensional head orientation (roll, pitch and yaw) of the participant as available from inertial measurement sensors integrated into the HMD (figure 3). We also recorded the position and gaze status (looking up or not) of all the virtual characters within 4 m of the participant within the virtual environment. Data were recorded at 10 Hz to ensure that virtual environment display had minimal lag and maintained a refresh rate of at least 60 Hz for the participant. Prior to analysis, the data were detrended to remove the average position and orientation values across the full trial to compensate for any bias due to preferred head orientation and offsets [29] , unwrapped to remove any sudden jumps in orientation that were larger than 3608 and re-referenced with respect to the first sample. Data of two subjects had to be removed from the analysis, one where the audio did not work properly, and another where the audio instructions were misunderstood leading to inactivity. The final number of subjects was 68 (49 male and 19 female). The number of subjects (with respect to the number of virtual characters that looked up) was 12 (1), 12 (2), 10 (3), 12 (5), 11 (10) and 11 (15) .
We used a manual behavioural encoding procedure to mark a threshold for looking up based on head pitch orientation. Specifically, we randomly selected 14 overhead videos of the participants in the real world and had them encoded twice by five independent observers. The observers were asked to annotate the times when the participant looked up in the videos. The videos were assigned so that each video was encoded twice by two different observers. The encoding was performed in the BORIS software [30] that captured pre-assigned keystrokes marking the times when the observer recorded a look up by a participant. Instances of look-ups that were encoded by two observers independently within a 2 s delay (to account for attentional and keypress delays) were marked as a confirmed look up.
The confirmed look-up instances were then used to estimate the threshold for head pitch orientation. Specifically, assuming the confirmed look ups as ground-truth, we computed the false-positive rsif.royalsocietypublishing.org J. R. Soc. Interface 15: 20180335 (FPR) and true-positive rate (TPR) for a given threshold among a range of thresholds. A false positive denoted that the head pitch orientation crossed the the threshold within a 2 s window, when no confirmed look-up was recorded by the observers, and a true positive denoted that a confirmed look-up was recorded at the time when pitch orientation crossed the threshold. The threshold that maximized the TPR and minimized the FPR [31] with an accuracy of (TPR þ (1 2 FPR))/(Total confirmed look-ups) ¼ 90.1% was found to be 2178 (pitch axis was oriented so that looking up was negative rotation, figure 1 ). This was used to mark a look up by the participant. To check if our results were sensitive to any measurement errors inherent in the hardware [29] , we conducted a sensitivity analysis +28 about this threshold.
Results
Effectiveness of the virtual environment
Participants responded to 10 questions after the trial. Out of these, questions 2-4, 6-8 and 10 were focused towards assessing the level of presence [28] based on their perception of how natural and responsive the environment felt and whether they experienced any discomforts due to visual delays. Participants generally did not have prior experience with VR. On questions 2, 3 and 8, which were related to the virtual environment's naturalness and responsiveness, the scores by the participants were 3.76 + 1.45, 4.72 + 1.54 and 3.86 + 1.90, respectively, indicating borderline and moderately responsive levels (figure 4). Participants felt that they were able to walk easily in the environment, felt comfortable and had little indications of visual delays as indicated by responses to questions 4, 6 and 7, which were 6.90 + 0.30, 5.40 + 1.49 and 2.01 + 1.55, respectively. Participants' response to question 10 which asked the degree to which they were interested in exploring the virtual environment correlated linearly with the total distance walked during the experiment (r ¼ 0.411, p ¼ 0.0005). Participants interacted freely with the virtual characters who avoided collisions between themselves and the participant's avatar (electronic supplementary material, figure S1) as they explored the virtual environment as seen from the reconstructed paths Figure 5 shows the probability of looking up by the participant that varied with the size of the stimulus group (non-parametric Kruskal -Wallis test after confirming non-normality of data with the Kolmogorov -Smirnov test, F 5,62 ¼ 14.54, p ¼ 0.012). This result was not sensitive to a variation of +28 in the threshold (electronic supplementary material, table S1). Furthermore, this dependence was not moderated by the perception of realism of the virtual environment as measured by the responses to survey questions (a generalized linear interaction model for binomial response between the size of the stimulus group and the response to each of the questions 2 -4, 6-8 and 10, p . 0.17). The probability of looking up reached near certainty when only three or more virtual characters nearest to the participant looked up. With only one character, the probability of looking up was more than 50%. Beyond three or more characters, all participants looked up. When considered across all four conditions, where more than 25% of the participants were females (size of stimulus group equal to 1, 2, 5 and 10 characters), the probability of looking up was higher for males than females (Kruskal -Wallis test, F figure S3 ). However, when counting the number of participants who responded to this question in an affirmative (response was between 2 and 7), but still did not look up, showed that more participants selected not to look up when fewer characters looked up, even when they noted them. Figure 6 shows the number of participants who noted characters looking up but did not look up Figure 5 . The probability of participants that looked up depended on the number of virtual characters who looked up. Error bars indicate standard error of the mean. Grey line indicates the percentage of participants across all trials who looked up during 60 s prior to the instant when the characters looked up. Comparison with real-world experimental data on contagion where the probability indicates the proportion of crowd looking up as a stimulus crowd of actors looked up in two different studies: [6] (squares) and [7] (diamonds). Dashed line shows the best fit of the experimental data to a contagion model proposed in [7] .
Probability of looking up
rsif.royalsocietypublishing.org J. R. Soc. Interface 15: 20180335 themselves. Conversely, the number of participants who did not note any characters looking up (response to survey was 1), but did look up (with respect to the stimulus group size), was 0 (1), 1 (2), 0 (3), 0 (5), 0 (10) and 1 (15).
Comparison with real-world experiments
Compared to the real-world experiment [6, 7] (figure 5), the probability of looking up in a virtual environment grew faster. Specifically, the contagion model proposed in [7] states that the proportion of crowd looking up as a function of the stimulus size
, where m is the maximum proportion of the crowd that will look up, T is the stimulus size at which half the crowd will look up and k controls the rate at which the stimulus group size determines the level of contagion. Fitting this model to our data by minimizing the sum of square error between values predicted by this model and those obtained in the experiment, we get a values of m ¼ 1, T ¼ 0.7 and k ¼ 1.7 (figure 5). By contrast, when the authors in [7] fitted the same model to data from Milgram et al. [6] , the values were m ¼ 0.92, T ¼ 1.2 and k ¼ 1.05; when fitted to data from their own experiment, the values were m ¼ 0.66, T ¼ 7 and k ¼ 1.38 [7] .
Proportion of time looking up
The proportion of time after the stimulus is triggered that is spent by the participants looking up (figure 7) depended on the size of the stimulus group (non-parametric KruskalWallis test after confirming non-normality of data with the Kolmogorov-Smirnov test, F 5,62 ¼ 29.89, p , 0.0001). This result was not sensitive to the variation of +28 in the threshold (electronic supplementary material, table S1) and was not moderated by the perception of realism of the virtual environment as measured by the responses to survey questions (a generalized linear interaction model between the size of the stimulus group and the response to each of the questions 2-4, 6-8 and 10, p . 0.11). Post hoc tests with Bonferroni correction revealed that time spent looking up by participants when the size of the stimulus group was 10 was significantly more than when the size of stimulus group was 2 or less. Time spent looking up with 15 characters was significantly more than time spent looking up with 
Temporal dynamics of participant response
The delay in response after the stimulus was triggered (response latency) by only those participants who looked up was not found to significantly depend on the size of the stimulus group (non-parametric Kruskal-Wallis test after confirming non-normality of data with the Kolmogorov-Smirnov test, F 5,55 ¼ 3.36, p ¼ 0.6451; electronic supplementary material, figure S5 ). Participant head movement during the time that the virtual characters were looking up (cascade), however, varied as a function of stimulus size. Specifically, head movement was quantified in terms of the average pitch (look up-down), yaw (look side-to-side) and roll (head tilt) rates calculated as the total pitch, yaw and roll head movement (in degrees) as the stimulus characters looked up divided by the time taken by all characters to look up. At a rate of 0.5 s per character, the time to look up was longer for larger stimulus groups, as for example 5 s for 10 characters. During this time, the average pitch and roll rates varied significantly as a function of the size of the stimulus group (figure 8, non-parametric Kruskal-Wallis: average pitch rate, F 5,62 ¼ 35.29, p , 0.0001; average roll rate, F 5,62 ¼ 21.48, p , 0.001; average yaw rate, F 5,62 ¼ 10.45, p ¼ 0.0635). The combined head movement calculated as the sum of average pitch, roll and yaw rates was not affected by age (a generalized linear model, p ¼ 0.077) or gender (Kruskal-Wallis test for combined pitch, roll and yaw rates across the four conditions where more than 25% of the participants were female (F 1,45 ¼ 2.20, p ¼ 0.138) . proportion who noticed but did not look up Figure 6 . The number of participants that noted a character look up but did not look up themselves decreased with the size of the stimulus group. 
Discussion
Experiments with large groups of people are difficult to conduct. VR presents a unique opportunity to study human behaviour in crowded settings provided the response to virtual crowds resembles that in the real world [32] . This study demonstrates that a critical feature present in human crowds, namely behavioural contagion, can be reproduced in virtual environments. In particular, participants' tendency to follow gaze and the proportion of time they spent doing so when a subset of characters in a virtual environment moved their gaze upwards depended on the size of the stimulus crowd. Participants also exhibited significantly more frequent head movements with larger stimulus crowds. Compared to real-world experiments [6, 7] , the response to the stimulus group size saturates much sooner. There are two reasons that can be attributed to this. First, the stimulus group was nearer to the participant in this study and proximity has been shown to play a significant role in determining the consistency of response [7] ; there were fewer instances where the participant's view could be occluded and likely increasing the probability of detection. Second, at 1108 the field of view of the HMD is smaller than the human visual field [33] ; this would obliterate many other distracting cues that would have been otherwise available in a real world thus adding to the perception of the cue offered by the stimuli. In addition, participants were in an experiment, exploring VR for the first time. This likely meant that they were particularly attentive to everything inside the VR (in contrast to Milgram's participants who were thinking about other things and attending to only a subset of things in their environments).
The quorum-like nature of response was more similar to the experiment by Milgram et al. [6] than those reported in experiments by Gallup et al. [7] . The authors in [7] attribute this to dependence of orientation of the gaze of passers-by relative to the stimulus group, where some of them were more likely to miss the behaviour versus others, and to the uniform distribution of the actors which did not serve to amplify the response. In this study, the crowd of stimulus characters walked on one side of the participant away from the wall. The size of the walking arena limited the ability to create a free-flow environment around the participant likely reducing the probability that the participant was looking away from the crowd and would therefore completely miss the contagion behaviour. Furthermore, the stimulus was triggered based on the proximity to the participant being more dense near the participant and thus making it difficult to miss. These reasons may have contributed to attaining a quorum-like response instead of a functional form. Another aspect that could have suppressed a functional form in the response is the sample size in this study which is small by current standards. Note that a corresponding survey question did not reflect a similar dependence, likely due to ambiguity in the anchors on the associated scale. It is possible that a simple proportional response could have resulted if the stimulus crowd was made of characters arbitrarily placed in the environment. However, having characters placed far from each other look up arbitrarily would imply a global stimulus and deemed unrealistic for the same reason that behavioural contagion has a distance effect [7] . A distancebased interaction on the other hand gives rise to the characteristic escape wave associated with contagion [34] .
Males had a higher probability of looking up than females when compared across all conditions where females made a significant portion of the participant pool. Within those conditions, females had a lower probability of looking up when the stimulus size was small. This is in contrast with the real-world study [7] where sex was not a significant factor in the proportion of individuals looking up. The difference in probability of looking up cannot be attributed to the ratio of male versus female characters in the stimulus group. Instead, this is probably due to previously noted differences in perception of VR environments between males and females [35] , with males reporting a higher sense of presence than females. This is also evident in our experiments where females indicate a slightly higher feeling of motion sickness than males (response to survey question 7).
Results of this experiment were also similar to real-world studies in terms of the time that the participants spent in looking up [7] with participants spending significantly more time looking up when the stimulus group had a higher number of virtual characters. Compared to the experiments in [6, 7] , however, the location to where the stimulus crowd gazed in this study was the least interesting. In [6] , the stimulus crowd of actors gazed at the sixth floor of a building where dimly perceived figures could be seen, and in [7] , the stimulus crowd gazed at an overhead camera. Both these stimuli could be perceived as more interesting than the edge where the wall meets the ceiling in our experiment. Despite the lack of an interesting feature in the gaze location, the virtual environment itself was a relatively new experience for almost all the participants (response to question 1 in the survey) and that may have compensated for the uninterestingness of the object that was gazed at. For VR experiments in future, this raises the question of how much time should be assigned to familiarization before a participant can respond as if in a real environment. The amount of time would partly depend on improvements in the pedestrian motion that can assign finer-scale behaviours to virtual characters [36, 37] , methodological changes Figure 8 . Average pitch (solid dark circles), yaw (grey squares) and roll (empty diamonds) rates of participants during the time immediately following the stimulus trigger as the virtual characters were looking up. Out of these, pitch and roll rates depended on the size of the stimulus group with more movement as the number of virtual characters who looked up rose. Error bars indicate standard error of the mean. Post hoc tests with Bonferroni correction indicated that the pairs (1,10), (1, 15) , (2, 10) , (2, 15 ) and 3(10) were significantly different for pitch rate and the pairs (1, 15) , (2, 10) and (2, 15) were significantly different for the roll rate.
rsif.royalsocietypublishing.org J. R. Soc. Interface 15: 20180335 such as psychological priming that can prepare the participants for crowded environments [38] and hardware capabilities which must present the environment at higher-resolution and wider fields of view and thus increase presence. Once in the virtual environment, bogus tasks may be created to train and engage the participant [18] , such as counting all the fire exit signs in a room or finding virtual characters who are dressed in blue. Finally, stimuli such as the ones used in this experiment may be used to determine the time when the response to the environment reaches realistic levels. Unlike in [7] , sex was not a significant factor in the time spent looking up in our experiment. Nonetheless, condition-wise comparisons show that males tend to spend more time looking up than females, indicating that the virtual environment was closer to a nonsuspicious setting as was found in [7] .
Another feature that distinctly depended on the size of the stimulus group was head movement. In particular, the participants exhibited more frequent up -down head movements and head tilts when the number of virtual characters was more than 10. These two movements comprise the turn and look up action that many participants executed upon mimicking the behaviour of the virtual characters. The higher frequencies of such movements with larger stimulus groups suggest that participants shifted their gaze around when more characters looked up, possibly to reconfirm the behaviour. Finally, although not significant, both the time spent looking up and head movement appear to reduce as the stimulus group size grew from 10 to 15 characters. This was possibly due to the overcrowding as the large number of characters who stopped and looked up near the participant disrupted the otherwise smooth flow of virtual characters leading the participant to investigate the situation exhibiting large side-to-side head movements accompanied by a reduction in the gaze-following behaviour.
In the real world, behavioural contagion across a group resembles a ripple effect as individuals mimic the behaviour of their neighbours [39] . While we used a realistic delay of 0.5 s to give the appearance of a ripple effect, the speed of this ripple may itself be a critical factor in determining the probability with which a behaviour is adopted as has been shown in other organisms [40] . Drawing from similar experiments in fish schools [2, 41] , bird flocks [1] and insect swarms [42] , there could be a number of other factors including the density and psychological state of the crowd that may eventually contribute to the type and intensity of response [9] . Energy-wise gaze following is not a costly endeavour and therefore it is likely that the threshold for contagion to occur in other more stressful situations may be higher. In the case of humans, compared to real-world experiments, VR provides a far greater level of safety and control over an individual's environment including the capability to impart a particular emotion [14] .
Gaze following belongs to a larger variety of behaviours that comprise the phenomenon of social proof. Social proof is a principle of influence based on our tendency to use the behaviour of others as a cue to how we should behave [43] . Social proof fuels a range of influence tactics from those that operate through automatic, mindless processes (e.g. laugh tracks) to those that operate through systematic, thoughtful processes (e.g. person-on-the-street testimonials). The present experiment demonstrates that virtual characters can elicit one type of social proof: behavioural mimicking of the virtual characters' gaze. Although the concept of 'behavioural contagion' suggests an automatic process, participant responses indicate a thoughtful influence. This is evident from the instances where the participants noted but did not look up as well as the temporal dynamics which suggest repeated confirmation of the stimulus presence. It is unclear, however, whether the automatic and thoughtful processes are mutually exclusive in this context or even if one leads to the other. Future research could profitably attempt to disentangle these aspects as well as to examine the extent to which virtual characters can elicit other manifestations of social influence.
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