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 ABSTRACT 
 
  
Low-cost accurate methods for estimating soil carbon (C) stocks are needed if 
terrestrial C offset markets are going to be implemented in the United States. 
Accurately measuring C stocks is often prohibitively expensive due to high spatial 
variability and analytical costs, therefore the development of cost–effective sampling 
designs and methods of inference are critical. We evaluated sampling optimization 
approaches for estimating soil C baseline levels for a dairy farm in Harford, NY with 
multiple land uses, including cultivation of silage corn, alfalfa hay, pasture, and forest. 
Three hundred and nineteen samples were collected in a spatially balanced design over 
a 232 hectare area to a depth of 30 cm. Secondary variables including soil type, 
elevation, slope, cropping history, and manure application rate were assessed for 
correlations with soil C and suitability for sampling stratification. Random, stratified, 
and systematic sampling arrangements at three sampling densities (n = 253, 160, 83), 
were compared to the full sampling grid (n = 319) using both design-based and model-
based approaches for soil C assessment. Total soil C stocks for the sampling area were 
estimated by three different approaches: i) spatial mean (SM) where total C stocks are 
calculated by the area-weighted average of the mean C stocks for each landscape unit;  
ii) ordinary kriging where the sum of the predicted values for the interpolation grid are 
used to determine total C-stocks; iii) (SSURGO) where average C stocks are based on 
estimates from the Soil Survey Geographic database with total C stocks calculated 
from the area-weighted average for each soil map unit. The systematic sampling 
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arrangement was preferred over random or stratified arrangements because RMSE 
increased little with the reduced sample size, and the distribution of soil C stocks for 
the lowest sampling density closely resembled the full sampling grid. Landscape units 
defined by manure application rate explained the spatial variability of soil C-stocks 
better than any other categorical variable. Model-based approaches provided more 
reliable estimates for soil C stocks than design-based approaches. SM resulted in a 
higher RMSE than OK, 20.7 and 23.1 Mg ha
-1
 compared to 18.0 and 22.4 Mg ha
-1
, 
respectively. Additionally, when the sampling density was reduced from 319 to 83, 
OK estimates fluctuated less than SM, with mean and total soil C stocks for the entire 
farm differing by 2% from that of the full sampling grid. Estimates of total C stocks to 
30 cm for the entire 232 ha sampling area ranged from 16217–20049 Mg. Model-
based approaches provided the most reliable estimates of soil C stocks.  SSURGO 
based estimates consistently underestimated soil C stocks by 2.6-18.1 % compared to 
the full grid sampling, but given the low cost this approach may be of interest in some 
circumstances. 
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Chapter 1 
 
A Review of Sampling Designs and Methods of Statistical Inference for Soil Carbon 
Assessment in Agroecosystems 
 
Abstract 
 
A full greenhouse gas accounting for agroecosystems requires estimation of baseline soil 
carbon (C) stocks, which can be prohibitively expensive due to high spatial variability. 
Increasing soil C stocks is of great interest to researches and policy makers, as promoting 
practices that sequester soil C will also reduce farm greenhouse gas emissions, improve soil 
fertility, reduce erosion, and increase resiliency to climate change. In this review we provide an 
overview of sampling approaches and methods of statistical inference for soil C assessment, with 
a primary focus on model-based (geostatistical) and design-based (classical) statistical 
techniques. While there is still debate on whether design-based or model-based approaches are 
most appropriate for soil C assessment, or whether stratified, random, or systematic sampling are 
most appropriate for developing semivariograms used in geostatistical modeling, it seems clear 
that incorporating the spatial structure of soil C in any analysis will improve results when 
sufficient spatial autocorrelation exists at the scale of the study site. The specific objectives of a 
sampling campaign and the inherent biophysical characteristics of a site will ultimately dictate 
whether design-based or model-based approaches are most appropriate.
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1. Introduction 
Soil has a tremendous potential for storing atmospheric carbon (C), with managed 
ecosystems having a storage capacity of 55 to 78 GT (Lal, 2004).  It has been estimated that soil 
represents the world’s largest stock of terrestrial C (1500Pg), nearly twice the amount of C that is 
stored in the atmosphere, fauna, and vegetation combined (Bartholomeus et al., 2008). The 
conversion of natural ecosystems to intensively managed agricultural lands has resulted in a 
global reduction of soil organic C (SOC) (Post and Kwon, 2000; West and Post, 2002; Ogle et 
al., 2005).  Tillage reduces SOC through two primary mechanisms: by aerating the upper soil 
profile which stimulates microbial decomposition of plant residue, and by disrupting soil 
aggregates that physically protect SOC from microbial decomposition. Soil mediated processes 
such as microbial respiration associated with decomposition, C and nitrogen (N) mineralization, 
and denitrification, along with photosynthetic CO2 uptake and conversion to C-rich biomass and 
root exudation by plants, play a major role in global greenhouse gas (GHG) fluxes, and 
atmospheric levels of GHGs. Recent studies by the United States Environmental Protection 
Agency (EPA) have estimated that changes in management by the agricultural and forestry 
sectors have the capacity to reduce the annual U.S GHG emissions by 10-25 percent (EPA 
2005).    
Improving agricultural practices by reducing tillage and planting cover crops can 
sequester C at a rate of 0.1 to 1.3 Mg C ha
-1
 yr
-1
 (Lal, 2004). While this alone would have only a 
modest effect on restoring the global C balance, increasing SOC often comes at little cost or even 
increases profits for the farmer. In addition to contributing to international goals of mitigating 
global climate change through reduction of atmospheric GHGs, increasing SOC has potential co-
benefits, such as improving crop production in areas with degraded soils, and building resilience 
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to climate change as soil organic matter improves water holding capacity, infiltration and 
drainage, cation exchange capacity, biological activity, and nutrient cycling. Thus, SOC 
sequestration is a promising win-win strategy for large scale GHG reduction. However, despite 
the many benefits associated with increasing SOC, conventional agricultural practices that 
reduce SOC, such as fallowing and intensive tillage via moldboard plowing, remain common in 
agroecosystems throughout the United States.  
Market based C trading has been proposed as a mechanism for incentivizing agricultural 
management practices that store C in the soil (Pautsch et al., 2001; Antle et al., 2002; Conant et 
al., 2011). Under a market based trading system farmers would be paid for the amount of soil C 
stored due to some change in soil management.  While adoption of specific management 
practices is known to affect soil C, market based trading for soil C is likely to require that 
payments be based on the actual quantity of C stored (Antle et al., 2003). Soil C is typically 
extremely variable at both large and small spatial scales, thus accurately determining soil C 
levels over a large area is prohibitively challenging due to high sampling and analytical costs 
(Conant et al., 2003). Additionally, for accountability, a C market system requires soil C levels to 
be reported on an area basis to a specified depth (i.e. volumetric basis) not just as C 
concentration.  A C stock inventory typically requires soil sampling with an auger of specific 
area to a specific depth and accurate estimation of the bulk density (e.g., g soil/cm
3
).   Soil 
variability, soils with a tendency for shrinking and swelling, soils that are high in coarse rock 
fragments or organic matter, and comparing fields that differ in tillage pose many challenges for 
measuring bulk density and estimating C stocks in a cost effective manner.  
Developing low cost approaches for evaluating SOC baselines and changes in SOC stock, 
from the field to the global scale has been identified as a high priority by researchers and policy-
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makers (Conant et al., 2011). To date, relatively few studies have focused specifically on 
sampling optimization for soil C assessment at the agroecosystem scale across multiple land 
uses, and even fewer studies have evaluated how design-based inference compares to model-
based inference with varying soil sampling optimization approaches (Brus and De Gruijter, 
1997; Pringle et al., 2011). In this review we will examine current approaches for soil C 
assessment, with a primary focus on options regarding spatial soil sampling, and statistical and 
modeling methodology.  
 
2. Spatial Soil Sampling  
While there are many soil sampling approaches, we will limit our discussion to three basic 
categories (Figure 1.):  
 
Fig. 1. The locations of 25 sampling points on a soil series map using (a) simple random 
sampling , (b)stratified random sampling, and (c) systematic sampling designs. For the random 
sampling design soil series 2 is under sampled. For simple and stratified random sampling, 
sample clustering evident. For systematic sampling samples are equally spaced throughout the 
area.  
2.1. Simple Random Sampling (Fig. 1.a): sample locations are chosen completely at random. 
(a)                                            (b)    (c) 
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One of the main attractions of simple random sampling is that it is unbiased and analysis of the 
data is relatively straight-forward, allowing for the use of classical statistical methods such as 
analysis of variance (ANOVA). The drawback of simple random sampling is that the sampling 
variance is usually larger than with other sampling designs, resulting in a need for more samples 
and increasing sampling costs. This inefficiency is due to the fact that samples may provide 
uneven spatial coverage such that large areas are under-sampled and over-sampled areas provide 
redundant information. Additionally, if individual estimates are needed for sub-areas within a 
study region, simple random sampling may not be able to provide this information. 
 
2.2. Stratified Random Sampling (Fig. 1.b.): sampling region is divided into homogenous groups 
or “strata”, and simple random sampling is conducted within each group.  
Stratified random sampling addresses many of the drawbacks of simple random sampling by 
distributing samples across an area based on our knowledge of processes that influence soil C. 
Using this approach an area is divided into homogeneous groupings, were the weighted mean for 
the total area and the number of samples allocated to each strata is dependent on the respective 
area of each strata. Strata may be defined by the geographic area of ancillary variables such as 
elevation, land use, or soil type.  By choosing homogenous strata one may reduce the sampling 
variance and improve efficiency. However, if variables used for stratification are not correlated 
with soil C or if strata are poorly defined, the sampling variance may increase (de Gruijter, 
2006). Additionally, if stratified random sampling results in severe sample clustering and poor 
spatial coverage, empirical variograms and model-based inference may be unreliable. 
2.3 Systematic Sampling (Fig. 1.c): samples are located on a regular grid.  
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Systematic sampling is well suited for model-based inference (see 4.0, below), where 
randomness is introduced by the model rather than the sample design. Systematic sampling is 
simple to implement, provides even spatial coverage, and often allows for accurate estimates of 
the empirical variogram. While systematic sampling requires points to be equally spaced 
throughout the study area, if the spacing between points is too large relative to the study area 
some strata may be under-sampled. Additionally, if a cyclic or directional pattern in spatial 
variance is present, i.e. anisotropy, systematic sampling may produce erroneous model estimates.  
Other important issues to consider are the pattern and orientation of the sample grid. Square, 
triangular, and hexagonal are the three most common grid patterns, An equilateral triangle design 
has been shown to provide the most reliable estimate of semivariograms as the average distance 
to unsampled locations is minimized, and anisotropy is better detected (Yfantis et al. 1987; 
McBratney et al. 1981). 
All three of the above sample designs may be used for model-based or design-based inference; 
however, systematic sampling should only be used for design-based inference if the initial grid 
position was chosen at random so that assumptions about the selection probabilities of sampling 
locations are not violated. 
 
2.4. Soil sampling in relation to planned approach for statistical inference.  
The soil sampling approach and planned methods of statistical inference are 
interdependent: in order to gather the most appropriate spatial soil data, one must understand and 
consider the methods of inference most appropriate to empirical questions being asked. Design-
based sampling, often used for classical survey sampling with maximum interest on the mean 
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value, regards the population of values in a region as fixed, and sampling locations are randomly 
assigned. Furthermore, when calculating weighted averages, weights are based on selection 
probabilities rather than the geographic location of samples. In model-based sampling, values of 
a region are thought of as just one realization of a stochastic model, and weights are based on the 
covariance between observations as determined by the geographic location of the observations. 
In the model-based approach, sampling locations need not be random because randomness has 
been introduced through the model (de Gruijter et al., 2006). 
The benefits of design-based sampling are maximized if global quantities such as the 
spatial mean are of interest, while model-based sampling becomes more appropriate as the 
number of sub regions being estimated (i.e. spatial resolution) increases.  Even when estimating 
global quantities over large areas, model-based approaches may be more appropriate if the 
variable of interest exhibits strong spatial autocorrelation at the scale of the study area, and if the 
sample size is large enough to benefit from the autocorrelation (De Gruijter et al., 2006).  
Autocorrelation is described in more detail in the following sections. 
Differences between the soil sampling approaches for design- vs. model-based sampling 
can be demonstrated by an example from Brus & de Gruijter, (1997), where an area is repeatedly 
sampled at 25 locations and a 0/1 indicator variable z is measured to determine the proportion of 
the area with a value 1 (Figure 2.). In the design-based approach 1a, 1b, and 1c, values of z have 
fixed locations while the locations of samples vary randomly. In the model-based approach 1a, 
1d, and 1e, sample locations are fixed, and values of z vary according to the realizations of a 
stochastic model. As a result of this difference, statistical inference from model-based 
approaches is based on a stochastic model describing real world variation, while design-based 
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approaches rely on “the selection probabilities of sampling locations as determined by the 
random sampling design” (De Gruijter et al., 2006).   
 
Fig. 2. Design-based (a,b,c) and model-based (a,d,e) sampling approaches for repeated sampling. 
In the design-based approach values of z have fixed locations and sample points have random 
locations. In the model-based approach values of z have random locations and sample points. 
(from Brus and De Gruijter, 1997)   
 
3. Design-Based Inference  
Design-based approaches are well suited for soil C assessment when the sole objective is 
to determine the spatial mean i.e. the amount of C stored in some region to a given depth, rather 
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than how C is distributed throughout the region. A simple random sampling design ensures that 
all sampling locations are selected with an equal probability, thus it is assumed that the sample 
mean, sample variance, and variance of the sample mean [µs, σ
2
s, and , σ
2
s(µs) ],   provide 
unbiased estimates of the population (by Allen et al., 2010): 
 
                                                     
Stratified random sampling will also provide unbiased estimates of µ, σ2s, and, σ
2
s(µs); however 
the formulas must be adjusted to account for the change in section probabilities resulting from 
stratification (by Allen et al., 2010): 
                                        
Where H is the number of strata; ah is the proportion of the area representing the hth stratum; and 
µh is its mean.  
 
(1) 
 
(2) 
 
(3) 
(4) 
 
(5) 
 
(6) 
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4. Geostatistics and Model-Based Inference  
4.1. Spatial autocorrelation and variogram estimation 
Statisticians have been quantifying spatial variability since the early days of classical 
statistics when Mercer and Hall (1911) observed spatial patterns in crop yield between small 
plots at the Rothamsted Experimental Station. They noticed that barley yields in adjacent plots 
were more similar than those that were far apart, and  attributed this to two different sources of 
variability: one that was autocorrelated and another that was completely random.  When R. A. 
Fisher came to Rothamsted during the 1920’s he came up with concept of blocked experimental 
designs to separate these sources of variance by plot layout and analysis of variance (ANOVA) 
procedures, which set the stage for design-based sampling and inference (Webster and Oliver., 
2001).  
Today, geostatistical model-based approaches, rely on the modern concept of spatial 
autocorrelation, first introduced by Matheron (1962), to develop methods for predicting values at 
un-sampled locations in space. The underlying assumption is samples located closer in space will 
be more similar than those that are further away. The degree of spatial autocorrelation can be 
quantified by the experimental semi-variogram (Figure. 3): 
 
                                     (7) 
Where  is the average semivariance as a function of h; n(h) is the number of point 
pairs as a function of h;  z(xi)  is the observed value of z at the ith location; and z(xi + h)  is the 
observed value of z at a distance of h from z(xi). The empirical variogram estimates the variance 
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at increasing intervals of distance; however, it is often quite noisy and must be modeled by a 
theoretical function (Webster, R Oliver, M. A., 2001; Allen et al., 2010).  Spherical, exponential, 
and Gaussian are three of the most commonly used functions for modeling the semi-variance. 
The spherical model is often most appropriate for estimating the theoretical semi-variogram for 
soil C. The spatial variability of a site is effectively described by three components of the semi-
variogram: the range, sill, and nugget (Figure. 3). The range can be thought of as the zone of 
influence, or the distance at which samples are no longer spatially correlated. The sill represents 
the total observed variance, and the nugget represents the portion of the variance that cannot be 
explained by spatial correlation. The nugget is often the result of measurement error and spatial 
trends that occur at a scale smaller than the minimal sampling distance (Cressie, 1991).  
Soil sampling to quantify spatial autorcorrelation and develop a semi-variance function is 
usually an essential first step in geostatistical, model-based inference for spatial data.  As 
indicated previously, unlike the case for design-based inference, model-based inference does not 
require randomization of soil sampling to develop the semi-variogram. Variograms are most 
commonly estimated using Matheron’s (Matheron, 1962) methods of moments variogram 
(MoM) equation, but sample sizes of 100 to 150 are required to adequately estimate the 
variogram (Webster and Oliver, 1992). This relatively large initial sample requirement has led 
some soil scientists to stray away from model-based approaches to soil C assessment. Various 
authors have shown that the range of spatial autocorrelation can be used to determine the 
sampling interval so that redundant information is minimized (Kerry and Oliver, 2003). 
   13 
  
Fig. 3. Empirical and fitted variogram for soil clay content. Experimental values are plotted as 
points, solid line is the fitted variogram using a spherical model. The sill, range, and nugget are 
labeled as such.           
 
In cases where the range is large relative to the size of a field or farm, the required 
sample size may not be large enough to accurately estimate the variogram. Computing 
variograms by a residual maximum likelihood (REML) approach has been proposed as a solution 
to the large sample requirement of MoM variograms (Lark, 2000).    
Kerry and Oliver, (2007) compared MoM and REML variograms for soil clay content at 
four field sites in England. Performance of the two different methods was evaluated based on 
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sample size and arrangement. It was found that predictions based on REML variograms were 
generally more accurate than those of MoM variograms when there were fewer than 100 
sampling sites. They suggest that a sample size of around 50 samples with an appropriate spacing 
is adequate for kriging soil properties, for both purposes of precision agriculture and detection of 
soil contaminates. Computing variograms by REML seems like an obvious choice for soil C 
assessment as sampling budgets are often constrained. The lack of wide spread application of 
REML variograms can be attributed to 3 main causes:  
1) Available software for estimating REML variograms is not user friendly.  
2) The REML method assumes the data follow a multivariate Gaussian distribution, 
which is impossible to verify; at best we can ensure that the data approximate a normal 
distribution.  
3) The REML approach is computationally intensive, and until recently it was believed 
that REML computations had an upper limit of 150 samples, though Bellamy et al., 
(2005) showed that sample sizes of up to 1000 are feasible. 
 
4.2. Geostatistcal models 
The focus of the discussion here will be limited to two specific model-based methods of 
inference: ordinary kriging (OK) and regression kriging (RK) which have been shown to provide 
reliable estimates for soil C assessment.  
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4.2.1. Ordinary kriging 
Kriging is a group of interpolation methods named after the South African mining 
engineer D. G. Krige, who during the 1950’s came up with an empirical method for estimating 
the true ore grade distribution of gold and other minerals from a sampled distribution (Cressie, 
1991). Matheron (1962) refined Krige’s original work to develop the “multiple regression 
procedure for arriving at the best linear unbiased [predictor]” that we now know as kriging 
(Cressie, 1990). The purpose of kriging is to estimate the value of a random variable at 
unsampled locations, where predictions consist of the weighted average of nearby samples, and 
weights are assigned based on patterns in spatial variability as determined by the semivariogram 
model. Ordinary kriging is one simplest and most commonly used forms of kriging, and is given 
by the formula (Hengl et al., 2007):   
                         (8) 
Where  ̂(s0) is the OK predicted value z at location (s0), n is the number of samples in the search 
neighborhood, and λi is the weight assigned to the ith observation z(si). Kriging is an optimal 
prediction method in that weights are assigned to sample points within a search neighborhood in 
such a way that the estimation or kriging variance E[{ ̂(s0) – z(s0)
2
}],  is minimized, and that 
estimates are unbiased (Webster and Oliver, 2001).    
4.2.2 Regression kriging 
The increased computational power of computers, advancements in information 
technology, and the ready availability of massive environmental databases (e.g., Soil Survey 
Geographic Database (SSURGO), digital elevation models, and satellite imagery)  have all 
   16 
contributed to the recent surge of research focusing on predictive modeling and mapping of soil 
properties (McBratney et al., 2003). With current international concerns regarding food security 
and climate change mitigation, it is no surprise that a substantial amount of the above mentioned 
work has concentrated on quantifying soil C levels. Many of the more promising approaches for 
predicting SOC rely on a combination of observations from the area of interest, and auxiliary 
information on soil forming processes such as climate, topography, and vegetation. These latter 
data are particularly useful as they are often available at little or no cost, provide relatively high 
resolution information over large spatial extents, and perform well as model covariates (Minasny 
et al., 2013).  
Auxiliary data is often readily available or inexpensive to measure, and may provide 
valuable information about the main variable of interest. RK is a hybridized geostatistical 
approach that builds on OK in the sense that it combines regression using auxiliary variables 
with OK. During RK soil C is first predicted from auxiliary variables using a regression model, 
then the residuals of the regression are interpolated using OK (Hengl et al., 2004). RK has been 
shown to improve estimates of soil C and provide better predictions than either regression 
analysis or OK would on its own (Knotters et al., 1995; Bishop and McBratney, 2001; Simbahan 
and Dobermann, 2006; Hengl et al., 2007). Auxiliary variables that have been used for prediction 
of soil C by RK include soil series, elevation, terrain indices, electrical conductivity (EC), 
surface reflectance, crop yield, land use, precipitation, reflectance spectroscopy, and others 
(Simbahan et al., 2006; Kravchenko and Robertson, 2007; Bilgili et al., 2011; Zhang et al., 2012; 
Minasny et al., 2013; Cambule et al., 2013).  The equation for RK is given by (Hengl et al., 
2004):                                                                                                                                                                                                                                                                                                                                             
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Where ̂(s0) is the RK predicted value z at location (s0), βk   are the regression coefficients, λi are 
the kriging weights determined by the variogram of the regression residuals e(si) at location si,  
qk(s0) is the kth auxiliary predictor at location (s0), and p is the number of predictors.  
 One of the main drawbacks of RK over OK is the additional computational steps required 
to perform this method. Hengle et al., 2007 provide a methodological framework for 
implementing RK by means of the following eight steps.  
1) Define the regression model as predicted from auxiliary variables. Stepwise regression 
may be used to eliminate unnecessary variables.  
2) Compute the ordinary least squares (OLS) residuals from the regression for all sample 
locations.     
3) Model the variogram of the OLS residuals.  
4) Use the modeled variogram of the OLS residuals to estimate the generalized least squares 
(GLS) coefficients. This ensures that the regression accounts for spatial correlation of the 
residuals.   
5) Compute the GLS residuals for all sample locations. 
6) Model the variogram of the GLS residuals. Unless significant clustering of sample points 
occurs, the variogram of the GLS and OLS residuals will be quite similar.  
7) Interpolate the GLS residuals using OK with the GLS variogram. 
8)  Add the GLS trend surface to the interpolated GLS residuals at all prediction locations.  
 
(9) 
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4.2.3 Model evaluation 
It is essential to assess the performance of any method of inference, yet many published 
studies on modeling of soil C provide little or no information on validation methods or prediction 
accuracy (Minasny et al., 2013). Model performance is commonly evaluated by the goodness of 
fit and prediction error. The coefficient of determination (R
2
) describes the model’s goodness of 
fit, while the root mean squared error of the prediction (RMSE) informs us about prediction 
accuracy.  
   
     √ 
 
  
  ∑  ̂
 
   
(  )    (  ) 
     
 
RMSE is calculated by comparing the predicted value  ̂(sj) at a validation sample location with 
an actual observation z*(sj), where l is the number of validation samples. Several commonly 
used methods for validation include: leave-one-out-cross-validation (LOOC), internal validation, 
or independent sampling for validation. In the LOOC approach the model is calibrated with one 
sample removed, this sample will then be used to validate the model. The removed sample is 
then returned to calibration set, and the entire procedure is repeated until all samples have been 
removed. Internal validation follows the same basic procedure except that the sample data are 
divided into separate calibration and validation sets. Typically 70% of samples are used for 
calibration while the remaining 30% are used for validation; designation of sample use may 
purposive or random. Independent sampling for validation will provide unbiased and valid 
estimates of model performance, and is preferred over other forms of validation (Brus et al., 
(10) 
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2011). Brus et al., 2010, found that LOOC is the best option when independent validation is not 
possible. In order for a validation sample to be truly independent from calibration samples some 
form of probability sampling is required. Independent sampling for validation will provide 
superior estimates of model performance; however, due to the costs and challenges associated 
with additional random sampling many researchers prefer LOOC or internal validation.      
 
5. Applications of Design- and Model-Based Approaches to Soil C Assessment  
5.1. Soil sampling optimization 
Approaches for sampling optimization will vary considerably depending on the type of 
inference being used, but the overall goal is the same–maximize the quality of an estimate while 
minimizing its cost (i.e., sample size required). Quality is defined as some statistical measure of 
accuracy, precision, or reliability. Common measures of quality include RMSE, standard error, 
error variance, and half-width of confidence intervals (De Gruijter, 2006). For model-based 
approaches, one attempts to find the best sampling pattern and smallest sample size for some 
threshold measure of quality. In the design-based approach, the sample design itself is regarded 
as stochastic and thus cannot be optimized; instead optimization focuses on the selection of the 
design type and the randomization restrictions that are applied. Stratified random sampling is an 
example of a randomization restriction, where a given number of samples are restricted to a 
certain number of strata. Optimization is focused on the shape, size, and location of strata and the 
number of samples within each stratum.  
 
   20 
5.2 Design-based inference for soil C assessment 
The purpose of soil C inventory in agroecosystems is to determine how much soil C has 
been stored or lost on a farm as the result of some management practices. This is essentially the 
same as estimation of the global mean, for which design-based inference is best suited. 
Following this logic several authors have suggested that stratified random sampling and design-
based inference is optimal for soil C inventory( McKenzie et al., (2000); Lark, 2009; Allen et al., 
2010; Singh et al., 2013). In a recent review on sampling designs for measuring soil C in 
Australian grazing lands Allen et al., (2010) makes the case that design-based sampling and 
inference is more efficient than geostatistical (i.e., model-based) approaches for measurement of 
soil C. Similarly, McKenzie et al. (2000) proposed a stratified random sampling approach with a 
minimum of 4 replicates per strata for soil C accounting in Australia at the national scale. Singh 
et al., (2013) developed a framework for quantifying sampling costs and attempted to determine 
the most efficient strategy for estimating soil C stocks at the field scale. They compared different 
sampling arrangements, quadrat sizes, and random or stratified placement of the quadrats. It was 
found that quadrats with a 100 m radius were most efficient, and that stratified placement of 
quadrats reduced standard errors. 
Lark, (2009) raised the issue that sampling requirements differ for soil C baseline 
inventory vs. monitoring soil C change over time because variability of soil C status and soil C 
change may not be the same.  Information on variability of change is usually not available, and it 
is unsafe to assume that sample requirements for detecting soil C change can easily be computed 
from inventory data alone. Additionally, the sample size for determining soil C baseline values 
with a given level of confidence may not be the same as the required sample size for detecting 
change with the same level of confidence. When monitoring soil C change, Lark recommends 
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revisiting the same sample location(s) rather than repeated random sampling, as spatial 
variability is minimized and required sample size is reduced. Lark recommended using stratified 
random sampling to establish baselines with paired re-sampling at common sites. Using this 
method it was found that  determining soil C change due to changes in land use required fewer 
samples than did the initial survey for estimating baseline levels.      
5.3. Model-based inference for soil C assessment 
In order to fully realize the benefits and drawbacks of model-based inference we must 
first determine the optimal sample pattern and number for a given method of inference. To 
address this question, Simbahan and Dobermann (2006) developed sampling optimization 
approaches for model-based inference and evaluated performance for soil C prediction to a depth 
of 30cm in three crop production fields. Three optimization approaches were considered 1) 
optimize for the generation of a variogram defined a priori, 2) spread sample points evenly over 
the whole region, 3) a combined approach where a portion of samples are allocated for each of 
the first two approaches. Cluster analysis based on constrained spatial simulated annealing was 
used to define strata from several auxiliary variables, and stratified random sampling was 
performed in addition to the three optimization sampling approaches. Auxiliary variables used in 
spatial classification were EC, digital elevation model (DEM), slope, surface reflectance, and soil 
series. Sampling approaches were compared using four sampling densities (50,100, 150, 200 
samples) with either OK or RK. The combined optimization approach produced the best results, 
which were slightly better than stratified random sampling, with RK producing the smallest error 
for all designs. Simbahan and Dobermann (2006) found that using auxiliary information for 
sampling design and local prediction can greatly reduce sampling costs and increase prediction 
accuracy. A minimum of 1.5 -2 samples ha
-2
 was required for the 68 ha area. 
   22 
Similarly, Kerry and Oliver (2003) examined the potential of using variograms from 
auxiliary variables (yield, EC, and aerial photographs) to optimize sampling for soil properties. 
They found that the scale of spatial variation obtained from aerial photographs was similar to 
that of soil properties and could be used to determine the sampling interval for soil surveys. 
Bilgili et al. (2011) compared the performance of OK, RK, and co-kriging (COK) using simple 
random and systematic sampling for predicting soil organic matter across various sample sizes. 
They found that COK out-performed OK and RK for nearly all sample sizes, and random 
sampling generally produced better results.  
5.4. Using the Soil Survey Geographic database for soil C assessment 
Both design-based and model-based approaches for soil C assessment often require a 
sampling budget that can be prohibitively expensive for even modestly sized areas. As such 
some have looked towards publicly available soil surveys to improve sampling efficiency and 
model predictions (Simbahan and Dobermann, 2006; Minasny et al., 2013). The Soil Survey 
Geographic (SSURGO) database provides detailed spatially referenced soil data for most regions 
of the United States, including percent soil organic matter (which can be used to estimate soil C 
concentration), or actual soil C concentration measurements. SSURGO data comes at no cost to 
users, provides valuable information about the spatial distribution of soil C, and has even been 
used to estimate C stocks at the U.S. national scale (West et al., 2010). Gelder et al., (2011) 
showed that soil C concentration in top 15 cm could be predicted at three field sites in Iowa by 
linear regression using SSURGO estimated C and surface reflectance from aerial imagery as 
predictors. Model R
2
 and RMSE values ranged from 0.60 to 0.82 and 0.35 to 0.76%. SSURGO 
shows promise as a tool for estimating C stocks. This potential needs to be further investigated 
for different regions, soil types, and cropping systems. 
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6. Summary 
When considering optimization approaches for model-based inference it is important to 
consider how different sampling methods for computing variograms will influence model 
choices. Various authors have favored either random or fixed sampling for estimating C-stocks, 
yet relatively few studies on sampling optimization have compared both methods using design-
based and model-based approaches. Pringle et al., (2011) examined optimal sampling schemes 
for estimating soil C stocks for cattle grazing lands in Australia. Design-based sampling 
approaches were most appropriate as spatial autocorrelation was weak at this site. Systematic 
sampling was more statistically efficient than either simple or stratified random sampling, but 
there was less difference between designs as sampling area increased. Systematic sampling is 
well paired with model-based inference. However, when applied to design-based inference, the 
estimated variance will need to be approximated, leading to an inflated estimate. Pringle argued 
that stratified random sampling combined with design-based inference was optimal for 
estimating soil C stocks, particularly when spatial autocorrelation is weak at a site. They 
suggested an allocation of 25 samples per land unit using a stratified random sampling approach 
with stratification based on soil type and land use, and a minimum of 2 samples per stratum.  
Mooney et al. (2007) found that spatial autocorrelation could be used to reduce standard 
errors and narrow confidence intervals for sample estimates of the mean quantity of soil C 
sequestered per hectare within a region. This reduction in uncertainty could reduce transaction 
costs associated contracts for C-credits, which would in turn increase C offset payments to 
producers. Benefits from accounting for spatial autocorrelation were not uniform across all strata 
or regions. The degree by which strata or regions will benefit from accounting for spatial 
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structure should be empirically verified. The authors recommended stratified random sampling 
for soil C assessment.  
A similar approach was taken by Worsham et al., (2010) where they evaluated how land 
cover affects the spatial structure of soil C in forests in Georgia, USA, and how this will in turn 
influence prediction error and future sampling. They found that the standard error for mean soil 
C could be reduced when spatial autocorrelation was accounted for, and sample size could be 
reduced without a loss of accuracy. However, in contrast to Mooney et al. (2007), Worsham et 
al. (2010)  found that model-based estimates for soil C using a systematic sampling protocol was 
more efficient than using a randomized approach.  
Xiao et al., (2005) compared the efficiency of design-based and model-based approaches 
in terms of cost and accuracy for estimating the local and global mean vegetation cover in Fort 
Hood, Texas. They found that model-based approaches were more cost-efficient than classical 
designs because redundant information is reduced when spatial dependence is accounted for in 
the sample design. Kravchenko et al., (2006) showed that spatial structure could be used to 
improve the statistical efficiency of randomized complete block design (RCBD) experiments, 
and that soil C change between treatments could be detected sooner with a smaller sampling 
budget when spatial structure was accounted for. Additionally, they found that the minimum 
difference to detect for a given sample size decreased as the range on the variogram increased.  
7. Next Steps 
While there is still debate on whether design-based or model-based approaches are most 
appropriate for soil C assessment, or whether stratified random or systematic sampling are most 
appropriate for developing semivariograms used in geostatistical modeling, it seems clear that 
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incorporating the spatial structure of soil C in any analysis will improve results when sufficient 
spatial autocorrelation exists at the scale of the study site. The specific objectives of a sampling 
campaign and the inherent biophysical characteristics of a site will ultimately dictate whether 
design-based or model-based approaches are most appropriate. However, addressing the 
following issues will allow us to make more well-informed decisions of how best to sample for 
and estimate soil C stocks:  
1. There is a need for more studies comparing the costs and benefits of design-based versus 
model-based sampling and inference, so that we may make better informed decisions 
regarding optimized approaches for soil C assessment. Are the gains in efficiency from 
utilizing auxiliary variables and model-based inference worth the costs of the specialized 
personal and time required for compiling and analyzing the additional information? 
Furthermore, there is need for improved methods for quantifying costs associated with 
soil C assessment.  A systematic framework for assessing and comparing sampling, 
analytical, and data analysis costs must be developed before we can fully compare the 
efficiency of different sampling approaches. 
2. Before model-based approaches are widely adopted for soil C assessment, minimum 
sample size requirements must be less than 100 to 150 samples. The potential of 
computing variograms by REML with fewer samples needs to be further investigated, 
and studies comparing design-based and model-based approaches must include REML 
variograms as well as MoM in their analyses.     
3. A priori knowledge regarding the spatial structure of soil C will greatly improve 
sampling efficiency because the distance between sampling points can be set to reduce 
redundant information. Future studies should evaluate the feasibility of estimating 
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variograms for soil C from auxiliary variables so that informed decisions about sampling 
requirements can be made without reconnaissance sampling.  
4. Previous research on soil C assessment in agroecosystems has mostly focused on 
global/regional or plot/field scales; this is due to the fact that government agencies and 
policy makers make management decisions on large regional scales while the basic unit 
of management for farmers is at the field scale. If our objective is to measure C stocks at 
the farm scale it may be beneficial to view the entire farm as a single unit rather than a 
sum of its parts. More research is needed to determine the ideal scale of measurement for 
quantifying soil C stocks within a farm with multiple land use and vegetation types (i.e., 
at the agroecosystem scale). 
5. Surprisingly few studies have evaluated optimization approaches for soil C assessment in 
the NE United States. In this region a large proportion of corn-based agroecosystems are 
coupled with livestock operations, with much of the corn grown in NY consumed on 
farm for animal feed. Agroecosystems in this region are somewhat unique when 
compared to other regions of the U.S., as farms are often defined by diverse soil types 
and topography, inconsistent manure application rates, and a wide range of land uses 
including cultivation of silage, grains, hay, pasture and forest. Existing approaches for 
sampling optimization must be tested in this region and results from the different systems 
compared. 
6. While this review primarily focused on determining soil C baseline levels, the next major 
challenge that should be addressed is how to optimize sampling for detecting soil C 
change. Future work should focus on understanding how variograms for soil C change 
relate to variograms for soil C status, and how land management and landscape 
   27 
characteristics such soil type, slope, and manure application influence the spatial 
structure of soil C change.  
7. Advancements in remote and proximal sensing techniques will change the way in which 
we approach sampling optimization, as both sampling and analytical costs will be 
tremendously reduced. Visable-near infrared (VNIR) and mid infrared (MIR) 
spectroscopy show great promise as quick, inexpensive, and nondestructive proxy 
measures for soil C (McCarty et al., 2002; Madari et al., 2005; Reeves III et al., 2006; 
Viscarra Rossel et al., 2006; Reeves III, 2010). Sampling costs can be greatly reduced 
with the use of tractor mounted “on-the-go” VNIR systems, which allow for spatially 
referenced, high-resolution measurements over large areas in a short amount of time. As 
accurate high-resolution soil C data become more available we will need to rethink how 
to integrate sampling for traditional analytical methods with these new sources of 
auxiliary data.  
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Chapter 2 
 
Sampling Optimization for Soil Carbon Assessment in a Complex Agroecosystem of the 
Northeastern United States 
 
Abstract 
Low-cost accurate methods for estimating soil carbon (C) stocks are needed if terrestrial C offset 
markets are going to be implemented in the United States. Accurately measuring C stocks is 
often prohibitively expensive due to high spatial variability and analytical costs, therefore the 
development of cost–effective sampling designs and methods of inference are critical. We 
evaluated sampling optimization approaches for estimating soil C baseline levels for a dairy farm 
in Harford, NY with multiple land uses, including cultivation of silage corn, alfalfa hay, pasture, 
and forest. Three hundred and nineteen samples were collected in a spatially balanced design 
over a 232 hectare area to a depth of 30 cm. Secondary variables including soil type, elevation, 
slope, cropping history, and manure application rate were assessed for correlations with soil C 
and suitability for sampling stratification. Random, stratified, and systematic sampling 
arrangements at three sampling densities (n = 253, 160, 83), were compared to the full sampling 
grid (n = 319) using both design-based and model-based approaches for soil C assessment. For 
the model-based approach ordinary kriging (OK) was performed using variograms fit by both 
method of moments (MOM) and residual maximum likelihood (REML). Total soil C stocks for 
the sampling area were estimated by three different approaches: i) spatial mean (SM) where total 
C stocks are calculated by the area-weighted average of the mean C stocks for each landscape 
unit;  ii) ordinary kriging where the sum of the predicted values for the interpolation grid are 
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used to determine total C-stocks; iii) (SSURGO) where average C stocks are based on estimates 
from the Soil Survey Geographic database with total C stocks calculated from the area-weighted 
average for each soil map unit. Nearly all secondary variables showed minimal correlations with 
soil C stocks. The systematic sampling arrangement was preferred over random or stratified 
arrangements because RMSE increased little with the reduced sample size, and the distribution 
of soil C stocks for the lowest sampling density closely resembled the full sampling grid. 
Landscape units defined by manure application rate explained the spatial variability of soil C-
stocks better than any other categorical variable. Cropland categorized by high (98.1 Mg ha
-1
) 
manure application rates had significantly greater mean C stocks than medium (88.3 Mg ha
-1
) 
and low (87.9 Mg ha
-1
) categories, while forest (91.6 Mg ha
-1
) and pasture (91.3 Mg ha
-1
) 
showed no significant differences. These trends imply that intensive manure application rates 
may be increasing soil C stocks to levels equal to or greater than the relatively undisturbed native 
vegetation in this region. Model-based approaches provided more reliable estimates for soil C 
stocks than design-based approaches. SM resulted in a higher RMSE than OK, 20.7 and 23.1 Mg 
ha
-1
 compared to 18.0 and 22.4 Mg ha
-1
, respectively. Additionally, when the sampling density 
was reduced from 319 to 83, OK estimates fluctuated less than SM, with mean and total soil C 
stocks for the entire farm differing by 2% from that of the full sampling grid. Estimates of total C 
stocks to 30 cm for the entire 232 ha sampling area ranged from 16217–20049 Mg. Model-based 
approaches provided the most reliable estimates of soil C stocks.  SSURGO based estimates 
consistently underestimated soil C stocks by 2.6-18.1 % compared to the full grid sampling, but 
given the low cost this approach may be of interest in some circumstances. 
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1. Introduction: 
Soil has a tremendous potential for storing atmospheric C, with managed ecosystems 
having a storage capacity of 55 to 78 GT (Lal, 2004).  It has been estimated that soil represents 
the world’s largest stock of terrestrial C (1500Pg), nearly twice the amount of C that is stored in 
the atmosphere, fauna, and vegetation combined (Bartholomeus et al., 2008). The conversion of 
natural ecosystems to intensively managed agricultural lands has resulted in a global reduction of 
soil organic C (SOC) (Post and Kwon, 2000; West and Post, 2002; Ogle et al., 2005). Recent 
studies by the United States Environmental Protection Agency (EPA) have estimated that 
changes in management by the agricultural and forestry sectors have the capacity to reduce the 
annual U.S GHG emissions by 10-25 percent (EPA 2005).    
Market based C trading has been proposed as a mechanism for incentivizing agricultural 
management practices that store C in the soil (Pautsch et al., 2001; Antle et al., 2002; Conant et 
al., 2011). Under a market based trading system farmers would be paid for the amount of soil C 
stored due to some change in soil management. Methods for determining offset payments can be 
based on actual sampling and soil C measurements, biophysical process models, or assigned 
rates of change for different management practices. While adoption of specific management 
practices is known to affect soil C, market based trading for soil C is likely to require that 
payments be based on the actual quantity of C stored (Antle et al., 2003). Soil C is typically 
extremely variable at both large and small spatial scales, thus accurately determining soil C 
levels over a large area can be prohibitively expensive due to high sampling and analytical costs 
(Conant et al., 2003).  
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Developing low cost approaches for evaluating SOC baselines and changes in SOC stock, 
from the field to the global scale has been identified as a high priority by researchers and policy-
makers (Conant et al., 2011). Approaches for soil C assessment can be divided into two 
fundamentally distinct categories: design-based and model-based approaches (de Gruijter et al., 
2006).  Design-based approaches, often used for classical survey sampling, regard the population 
of values in a region as fixed while randomness is introduced through the selection of sampling 
locations. Furthermore, when calculating weighted averages, weights are based on selection 
probabilities rather than the geographic location of samples. In model-based approaches, values 
of a region are thought of as just one realization of a stochastic model, and weights are based on 
the covariance between observations as determined by the geographic location of the 
observations. In the model-based approach, sampling locations need not be random because 
randomness has been introduced through the model (de Gruijter et al., 2006). 
Geostatistical model-based approaches rely on the concept of spatial autocorrelation, first 
introduced by Matheron (1962), to develop methods for predicting values at un-sampled 
locations in space. The underlying assumption is samples located closer in space will be more 
similar than those that are further away. The degree of spatial autocorrelation can be quantified 
by the experimental semi-variogram. Variograms are most commonly estimated using 
Matheron’s (Matheron, 1962) methods of moments variogram (MoM) equation, but sample sizes 
of 100 to 150 are required to adequately estimate the variogram (Webster and Oliver, 1992). This 
relatively large initial sample requirement has led some soil scientists to stray away from model-
based approaches to soil C assessment. Various authors have shown that the range of spatial 
autocorrelation can be used to determine the sampling interval so that redundant information is 
minimized (Kerry and Oliver, 2003). In cases where the range is large relative to the size of a 
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field or farm, the required sample size may not be large enough to accurately estimate the 
variogram. Computing variograms by a residual maximum likelihood (REML) approach has 
been proposed as a solution to the large sample requirement of MoM variograms. Kerry and 
Oliver, (2007) compared MoM and REML variograms for soil clay content at four field sites in 
England. It was found that predictions based on REML variograms were generally more accurate 
than those of MoM variograms when there were fewer than 100 sampling sites. They suggest 
that a sample size of around 50 samples with an appropriate spacing is adequate for kriging soil 
properties, for both purposes of precision agriculture and detection of soil contaminates.  
In a recent review on sampling designs for measuring soil C in Australian grazing lands, 
Allen et al., (2010) makes the case that design-based sampling and inference is more efficient 
than geostatistical (i.e., model-based) approaches for measurement of soil C. Similarly, 
McKenzie et al. (2000) proposed a stratified random sampling approach with a minimum of 4 
replicates per strata for soil C accounting in Australia at the national scale. Singh et al., (2013) 
developed a framework for quantifying sampling costs and attempted to determine the most 
efficient strategy for estimating soil C stocks at the field scale. Soil C displayed weak spatial 
correlation and correlation with auxiliary variables, thus stratification and model-based inference 
provided little benefit.   
Mooney et al. (2007) recommended stratified random sampling and found that spatial 
autocorrelation could be used to reduce standard errors and narrow confidence intervals for 
sample estimates of the mean quantity of soil C sequestered per hectare within a region. This 
reduction in uncertainty could reduce transaction costs associated contracts for C-credits, which 
would in turn increase C offset payments to producers. A similar approach was taken by 
Worsham et al., (2010) where they evaluated how land cover affects the spatial structure of soil 
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C in forests in Georgia, USA, and how this will in turn influence prediction error and future 
sampling. They found that the standard error for mean soil C could be reduced when spatial 
autocorrelation was accounted for, and sample size could be reduced without a loss of accuracy. 
However, in contrast to Mooney et al. (2007), Worsham et al. (2010) found that a systematic 
sampling protocol was more efficient than using a randomized approach. Xiao et al, (2005) 
compared the efficiency of design-based and model-based approaches in terms of cost and 
accuracy for estimating the local and global mean vegetation cover in Fort Hood, Texas. They 
found that model-based approaches were more cost-efficient than classical designs because 
redundant information is reduced when spatial dependence is accounted for in the sample design.  
While there is still debate on whether design-based or model-based approaches are most 
appropriate for soil C assessment, or whether stratified random or systematic sampling are most 
appropriate for developing semivariograms used in geostatistical modeling, it seems clear that 
incorporating the spatial structure of soil C in any analysis will improve results when sufficient 
spatial autocorrelation exists at the scale of the study site. To date, relatively few studies have 
focused specifically on sampling optimization for soil C assessment at the agroecosystem scale, 
and even fewer studies have evaluated how design-based inference compares to model-based 
inference with varying soil sampling optimization approaches (Brus and De Gruijter, 1997; 
Pringle et al., 2011).  
The objectives of this study were to: 
 (i) compare the performance of design-based and model-based approaches for soil C assessment 
of a complex agroecostyem in the NE United States; 
 (ii) compare the performance of variograms estimated by REML and MOM for OK; 
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 (iii) evaluate the effect of sample size and design (random, stratified, systematic) on variogram 
estimates and model performance for soil C assessment; 
 (iv) compare SSURGO estimated C stocks with design-based and model-based approaches.  
 
2. Methods 
2.1. Site description 
The field site was at  the Cornell University Animal Science Teaching and Research 
Center (T&R), located in Harford, NY (42.427° N, 76.228° W) (Figure. 1). The T&R is a 1052 
ha working livestock farm with approximately 1000 dairy cattle, 500 beef cattle, and 500 meat 
and fiber sheep. The dairy unit of the farm is managed as a concentrated animal feeding 
operation where cattle are primarily housed in barns, while animals in the sheep and beef units 
are mostly put out to pasture. Major land uses on the farm include cultivation of silage maize, 
alfalfa hay, beef pasture, sheep pasture, and forest, with all cropped and hay fields receiving 
manure amendments. Crop land is mostly situated in the valley, while pasture is generally 
located in the surrounding hillsides. Soils at this site are defined by well drained medium 
textured glacial outwash deposits. Mean annual precipitation at this location is 956 mm, with 
surrounding native vegetation primarily consisting of mixed temperate deciduous and coniferous 
forest.   
A 232 ha sampling area was randomly chosen within the farm, and it encompassed the 
majority of land use types, soil types, and topographical features on the farm. Crop land, beef 
pasture, sheep pasture, and forest accounted for 141 ha, 22 ha, 20 ha, and 15 ha, respectively. 
Soils belonged to the Alfisol order, with the dominant soil series in the sampling area consisting 
of Howard (139 ha,  Loamy-skeletal, mixed, active, mesic Glossic Hapludalf), Langford (26 ha, 
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Fine-loamy, mixed, active, mesic Typic Fragiudepts), and Valois (13 ha, Coarse-loamy, mixed, 
superactive, mesic Typic Dystrudepts). Elevation of the sampling area ranged from 363 m to 441 
m with a mean elevation of 381 m.  
2.2. Sample design 
Within the 232 ha sampling area, 319 core samples to a depth of 30 cm were collected 
during July 2012. Samples points were laid out in a systematic equilateral triangular grid with a 
distance of 103 m between points (n=240).  A sample density of 103 m between points was 
chosen based on the minimum contiguous area that represented the major biophysical 
characteristics of the landscape (Figure 1).  An equilateral triangle design has been shown to 
provide the most reliable estimate of semivariograms as the average distance to unsampled 
locations is minimized, and anisotropy is better detected (Yfantis et al. 1987; McBratney et al. 
1981). For 1/4 of the points, an additional offset sample (n=79) was collected at a 1m distance 
from the original point in alternating directions (distance of 178.4 m between offset points). The 
1 m offset samples provide valuable information on semivariance at short distances that cannot 
be estimated from the larger grid. Understanding short range variability is particularly important 
for estimating the variogram nugget, choosing variogram models, and geostatistical interpolation 
(De Gruijter, 2006).  A Trimble Juno SD (Trimble Navigation, Ltd., Sunnyvale, CA, USA) 
global positioning system (GPS) was used to locate sampling points from a predefined sampling 
grid. When sample points fell on irrelevant land uses such as roads, buildings, or bodies of water, 
the sample was moved to the nearest relevant land use and its GPS coordinate was recorded.  
 
2.3. Sampling method 
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Undisturbed soil cores to a depth of 30 cm were collected with either a JMC Environmental Sub 
Soil Probe Plus (Clements, Inc., Newtown, IA, USA) with a 2.81cm inner diameter steel probe 
driven by a slide hammer, or with steel probes built to similar specifications as the JMC and with 
the same cutting tip driven in to the soil by pounding the end of the probe with a wooden block 
and mallet.  The degree of compaction was determined by measuring the distance between the 
top of the probe and the soil surface within the probe. Samples with more than 15 percent 
compaction were discarded, and a new sample was collected as close as possible. Upon 10 
unsuccessful tries the sample point was omitted from the design. Twenty samples were removed 
due to sampling difficulties, but this caused little distortion to the overall grid. Debris such as 
leaf litter or crop residues was removed from the soil surface prior to sampling. Upon collection 
samples were immediately stored in an ice chest; at the end of the day all samples were brought 
back to the laboratory where they were stored at 4˚C until they could be processed for analysis.  
Samples were analyzed within 60 days.    
 
2.4. Auxiliary variables: 
Auxiliary data is often readily available or inexpensive to measure, and may provide 
valuable information about soil C variability which may be used to improve soil C predictions at 
un-sampled locations. Five auxiliary variables related to soil forming processes were acquired 
for the entire study area, and were examined for relationships with soil C.  
 2.4.1. Relative elevation 
A 1/3 Arc Second 10 m resolution digital elevation model (DEM) was obtained from the 
U.S. Geological Survey (USGS), EROS Data Center. The DEM was then used to determine 
elevation and slope for the region (Fig. 1).  
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2.4.2. Permanent land use and crop rotation 
Cropping history and land use records were compiled for the 2006 through 2011 growing 
seasons, and a digital land use map was created using ArcGIS 10.0 (ESRI Inc., Redlands, CA, 
USA). Land uses across the farm were categorized based on permanent land use type and crop 
rotation (Table 2, Table 6). Permanent land use categories included forest, pasture, and cropland. 
Crop rotations primarily consisted of maize-alfalfa rotations, with small grains occasionally 
incorporated in the rotation. As such crop rotation categories were classified by the number of 
years in alfalfa during the 2006 through 2011 growing seasons, where categories included forest, 
pasture, and years of alfalfa ranging from 0 to 5 years (Table 6). 
 
4.3. Soil series 
A digital soil map (1:12000) was downloaded from the national Soil Survey Geographic 
(SSURGO) database (USDA-NRCS) and was used to obtain soil series data for the entire 
sampling area. In addition to soil series data, attribute data was obtained for each soil map unit, 
including soil organic matter (SOM) and bulk density to a depth of 30 cm. Two soil samples 
were classified as a mucky silt loam and were removed from this analysis due to insufficient 
sample size. 
 
2.4.4. Manure application 
 Manure application records from 2009-2012 were obtained for the sampling area (Table 
1). Records consisted of daily application rate, type of manure, location, and total kjeldahl N 
content per application. Manure was analyzed for nutrient content and percent solids on an 
annual basis. Types of manure being applied included beef and dairy solids, beef and dairy 
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liquids, sheep solids, and compost. The various forms of manure were reclassified into three 
groups based on the total amount of liquid manure, solid manure, and total N applied (Table 
1).The total amount of N applied to each field from 2009-2012 (TN) was used as a measure of 
manure application.  Manure application rate was grouped into land use categories of high, 
medium, low, pasture, and forest. Forest and pasture received no manure, while high, medium, 
and low received 980-2456 kg N ha
-1
, 344-632 kg N ha
-1
, and 63-200 kg N ha
-1
, respectively. 
 
 
Table 1. Manure application categories as determined by the amount of liquid, solid, and total N 
(TN) manure applied to each field.  
    Area   Liquid   Solid   TN 
Field 
ID 
(ha) (kl / ha) (Mg / ha) (kg/ha) 
         
High 10C 11.4  197  378  2456 
High 6 5  133  299  1629 
High 17 3.4  164  263  1556 
High 20 4.6  256  116  1025 
High 7 9.1   162   141   980 
 
Med 
 
14 
 
5.4 
  
0 
  
105 
  
632 
Med 5A 3.2  377  4  581 
Med 10B 8.4  212  47  580 
Med 10A 11.7  159  65  556 
Med 19B 5.9  112  52  468 
Med 16 21.9  154  33  458 
Med 27 7.8  73  56  410 
Med 52 2.8  0  80  374 
Med 8 8.7  117  51  369 
Med 19C 1.1  173  0  344 
         
Low 
Low 
5B 
13 
7.2 
1.3 
  97 
69 
  14 
11 
  200 
191 
Low 19A 7.4  49  14  163 
Low 31 13.4  60  5  140 
Low 15    10  32  4  63 
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2.4.5. Correlations between auxiliary variables and soil C 
 
Continuous auxiliary variables were evaluated by a Pearson’s correlation matrix for 
relationships with soil C stocks (Table 4). Continuous variables included C concentration, bulk 
density, C stocks, elevation, slope, liquid manure, solid manure, and manure TN. Relationships 
between categorical variables and soil C stocks were examined by post hoc ANOVA where 
pairwise comparisons  using a Student’s t test were applied to each categorical grouping (Table 
2,5,6,7).  Categorical variables included permanent land use type, cropping history, soil texture 
class, and manure land use categories. 
 
2.5. Soil analyses  
Soil samples were air dried until friable at which point they were sieved to 2 mm and 
oven dried at 35
◦
C for a minimum of 48 hours.  Prior to air drying a 20 g field moist subsample 
was removed and dried a 35˚C for 48 hrs, weighed and then dried at 105˚C for 48 hours to 
determine soil moisture content.  Soil organic C (SOC) concentration was determined by 
measuring inorganic C (IOC) by pressure calcimeter method (Sherrod et al., 2002) and 
subtracting this from total C (TC). IOC was not detected in any of our samples, all mention of 
soil C is referring to soil organic C. TC was measured by dry combustion (VarioMax, 
Elementar). Bulk density for the fine-earth fraction was calculated as described by (Holmes et 
al., 2012) using the following formula: 
 
   
                   
           
        
           
 (1) 
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Where masssoil is the mass of the <2 mm fraction,              is the volume of the <2 mm 
fraction,           is the sample mass of the >2 mm fraction, and densityrock is assumed to be 
2.6 g cm
-3
. Soil moisture content was used to adjust masssoil  to a weight equivalent to drying at 
105˚C. 
 Soil C stocks (C per unit area) to a depth of 30 cm were calculated with the following 
equation: 
                            CF) 
  Where BD is the bulk density of the fine-earth fraction (Eqn 1), C conc is the C concentration, 
Depth is sampling depth, and CF is the fraction of coarse material >2 mm. 
 
2.6. Sampling designs  
 Model performance and estimates of soil C were compared for different sample designs 
and sampling densities. Random, stratified random, and systematic sample designs for different 
sample sizes were created by removing 21, 50, and 74 % of samples from the initial sampling 
grid. Sample sizes for the 0, 21, 50, and 74% removed were 319, 235, 160, and 83, respectively. 
For the random design all samples were removed at random (Fig. 2). For the stratified random 
design stratification was based on manure land use categories, and the sample size for each land 
use was proportional to its respective area (Fig. 3). Samples within each land use were removed 
at random. For the systematic design both regular and offset samples were systematically 
removed such that the proportion of regular to offset samples remained constant for all sample 
sizes (Fig. 4).  
(2) 
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21% removed 
50% removed 
74% removed 
Random Sample Designs 
Fig.2. Land use maps with random sampling designs for different sample sizes. (a) 21% of 
samples removed (n=253), (b) 50% of samples removed (n=160), (c) 74% of samples removed 
(n=83)  
(c) 
(a) 
(b) 
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50% removed 
74% removed 
21% removed 
Stratified Random Sample Designs 
Fig.3. Land use maps with stratified random sampling designs for different sample sizes. 
(a) 21% of samples removed (n=253), (b) 50% of samples removed (n=160), (c) 74% of 
samples removed (n=83)  
(a) 
(b) 
(c) 
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21% removed 
50% removed 
74% removed 
Systematic Sample Designs 
Fig.4. Land use maps with systematic sampling designs for different sample sizes. (a) 21% 
of samples removed (n=253), (b) 50% of samples removed (n=160), (c) 74% of samples 
removed (n=83)  
(c) 
(a) 
(b) 
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2.7. Design-based inference 
 All statistical analyses for design-based inference were performed with JMP 10 (SAS 
Institute, Cary, NC, 2012). Under the design-based approach soil C concentration and stocks 
were estimated by the sample mean, sample variance, and variance of the sample mean [µs, σ
2
s, 
σ2s(µs) ] for all sampling arrangements and sampling densities: 
 
                                                     
     
Equations (1-3) were applied to the random and systematic sampling designs. For the stratified 
random sampling design the above equations were adjusted to account for the change in section 
probabilities resulting from stratification (Allen et al., 2010): 
                                        
(3) 
 
(4) 
 
(5) 
(6) 
 
(7) 
 
(8) 
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Where H is the number of strata; ah is the proportion of the area representing the hth stratum; and 
µh is its mean.  The square root of the sample variance is equivalent to the RMSE, and so this 
value was used to compare design-based and model-based approaches. 
 
2.8. Model-based inference 
All statistical analyses for model-based inference were performed in R 2.15.2  (R 
CoreTeam, 2005). Geostatistical analyses were carried out using the gstat R package (Pebesma, 
2004). Semivariograms and OK predictions were determined for all sampling arrangements and 
sampling densities.  
2.8.1. Spatial autocorrelation 
Spatial autocorrelation describes the covariance between observations relative to their 
location in space. The degree of spatial autocorrelation can be quantified by the experimental 
semi-variogram (Figure. 6): 
 
                                      
Where  is the average semivariance as a function of h; n(h) is the number of point pairs as a 
function of h;  z(xi)  is the observed value of z at the ith location; and z(xi + h)  is the observed 
value of z at a distance of h from z(xi). Variogram models were computed by method of 
moments and residual maximum likelihood.  
The variogram is defined by three parameters: the range, the sill, and the nugget. The 
range can be thought of as the zone of influence, or the distance at which samples are no longer 
(9) 
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spatially correlated. The sill represents the total observed variance, and the nugget represents the 
portion of the variance that cannot be explained by spatial correlation. The nugget is often the 
result of measurement error and spatial trends that occur at a scale smaller than the minimal 
sampling distance (Cressie, 1991). 
2.8.2. Ordinary kriging 
The purpose of kriging is to estimate the value of a random variable at unsampled 
locations, where predictions consist of the weighted average of nearby samples, and weights are 
assigned based on patterns in spatial variability as determined by the semivariogram model. 
Ordinary kriging is one of the simplest and most commonly used forms of kriging, and is given 
by the formula (Hengl et al., 2007):   
                         (10) 
Where  ̂(s0) is the OK predicted value z at location (s0), n is the number of samples in the search 
neighborhood, and λi is the weight assigned to the ith observation z(si). Kriging is an optimal 
prediction method in that weights are assigned to sample points within a search neighborhood in 
such a way that the estimation or kriging variance E[{ ̂(s0) – z(s0)
2
}],  is minimized, and that 
estimates are unbiased (Webster and Oliver., 2001). 
2.8.4. Model evaluation 
For each sampling design, density, and interpolation method the root mean squared error 
(RMSE) was used to evaluate model performance: 
     √ 
 
  
  ∑   ̂    (  )   
 (  ) 
     
 
(11) 
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RMSE is calculated by comparing the predicted value  ̂(sj) at a validation sample location with 
an actual observation z*(sj), where l is the number of validation samples. RMSE was determined 
by leave-one-out-cross-validation (LOOC). In the LOOC approach the model is calibrated with 
one sample removed, this sample will then be used to validate the model. The removed sample is 
then returned to calibration set, and the entire procedure is repeated until all samples have been 
removed. 
2.9. Estimating total C stocks 
Total C stocks for the entire sampling area were estimated using three different 
approaches (see Appendix A):   
(1) spatial mean (SM): in this approach mean C stocks were estimated by design-based methods 
for each manure category and the entire farm. Mean C stocks Mg ha
-1
  for each category were 
then multiplied by its respective area to determine the total C stocks in Mg for each manure land 
use category.  
(2) ordinary kriging (OK): for this approach the spatial structure of the observations were used to 
predict soil  C stocks at 10 m resolution.  The grid cells contained within each manure category 
were then summed to determine total C stocks.  
(3) SSURGO estimated (SSURGO): for this approach C concentration to a depth of 30 cm was 
estimated for each soil map within the sampling area by multiplying the SSURGO estimated OM 
by 0.58, a commonly used conversion factor (Chatterjee et al., 2009). C stocks were then 
determined from the SSURGO estimated bulk density and C concentration. Total C stocks for 
each manure land use category was estimated by multiplying the area for each map unit 
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contained within a manure category by its respective C stock, and C stocks for each map unit 
were then summed.   
2.10. Comparing design-based and model-based approaches 
Design-based and model-based performance was evaluated based on the RMSE for 
estimates of mean C stocks for the different manure land use categories (Chinembiri et al., 2013; 
Cambule et al., 2014). For the different approaches the RMSE is calculated slightly differently, 
however, we believe this is an appropriate method for comparing design- and model-based 
approaches. The main difference is that for the design-based approach the sum of squares is 
based on the difference between an observation and the mean, while for the model-based 
approach the sum of squares is based on the difference between a model prediction and 
observation that has been removed by LOOC.  
3. Results and Discussion 
3.1. Soil C summary statistics for the entire farm 
 
 
 
  
N 
C %   BD (g cm
-3
)   C stock (Mg ha
-1)
 
mean  CV  mean CV  mean  CV 
Forest  20 3.4a  33   1.03a  20  91.6a  27 
Pasture 63 3.2a  30   1.11b  15   91.3a  27 
Crop 236 2.9b  27   1.22b  12   90.3a  21 
 
Entire farm 
 
319 
 
3.0 
  
29 
   
1.19 
  
14 
   
90.6 
  
23 
Table 2. Mean and coefficient of variation (CV) for C concentration (C%), bulk density 
(BD), and C stocks for each permanent land use category and the entire farm. Mean 
values in each column with the same letter are not significantly different, α=0.05 
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Soil C concentration for the entire farm ranged from 0.98 to 6.75% with a mean value of 3.00 %, 
bulk density ranged from 0.73 to 1.65 g m
-3
  with a mean value of 1.19 g m
-3
 , and  C stocks 
ranged from 30 to 191 Mg ha
-1
 with a mean value of  91 Mg ha
-1
 (Table 2). Bulk density, C 
concentration, and C stocks were evaluated for normality and it was determined transformations 
were not necessary. C concentration was more variable than either C stocks or bulk density, with 
coefficients of variation (CV) equal to 29, 23, and 14%, respectively (Table 2).  Percent C was 
far more variable than bulk density. Reducing the number of bulk density samples will have little 
effect on the power of C stock estimates, but will significantly reduce sampling costs.   
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Fig. 5. Percent difference to detect for C concentration (C%), bulk density, and C 
stocks with increasing sample size for the entire farm, α=0.05. 
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Fig.6. Experimental and fitted variograms for C concentration, bulk density, and C stocks 
for the entire farm n=319. 
 
(m) (m) 
(m) 
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Table 3. Variogram model parameters sill, nugget, range, 
and nugget to sill ratio for C concentration (%C), bulk 
density (BD), and C-stocks. 
 The strength of spatial 
autocorrelation varied considerably 
among the different soil properties 
(Fig. 6).  C concentration showed the 
strongest spatial auto correlation with 
range of 206 m, and a nugget to sill ratio of 0.10. Bulk density displayed weak spatial auto 
correlation with a range of 410 m and a nugget to sill ratio of 0.74. C stocks displayed moderate 
spatial structure with a range of 226 m and a nugget to sill ratio of 0.40 (Table 3).   
The nugget to sill ratio provides a measure of the degree of spatial auto correlation, a 
ratio <0.25, 0.25-0.75, and >0.75 are categorized as having  strong, moderate, and weak spatial 
structure, respectively (Cambardella et al., 1994). For both C concentration and C stocks it 
appears that the fitted variogram model is underestimating the sill and range of the experimental 
variogram, and so it is possible that the true range of spatial autocorrelation is on the order of 
600 m (Fig. 6). 
 
3.2. Evaluation of continuous auxiliary variables 
 All continuous auxiliary variables were evaluated for correlations with soil C stocks. 
Correlation coefficients between soil properties, topographical features and manure application 
rates are shown in Table 4. C concentration was negatively correlated with bulk density (r =-
0.53, P< .0001). Building soil organic is a common strategy for reducing bulk density in 
agricultural systems, as such the relationship between soil C and bulk density is well established 
(Curtis and Post, 1964; Adams, 1973; Hudson, 1994). Correlations between C concentration and 
C stocks were significant (r = 0.83, P<.0001), while bulk density was not correlated with C 
 Sill Nugget Range 
(m) 
Nugget : sill 
C% 0.7247 0.08 206 0.10 
BD 0.0267 0.02 410 0.75 
C-stocks 429.7 171.91 226 0.40 
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stocks. Of the explanatory variables, the amount solid manure applied showed the strongest 
relationship with soil C concentration and bulk density (r = 0.30, P<.0001) and (r = -0.25, 
P<.0001), respectively. From 2009-2012 the amount of solid manure applied to different fields 
across the farm ranged from 0 to 378 Mg ha
-1
, time of application and farm management 
practices will greatly influence the retention on soil C from manure, but  such large additions of 
biomass will inevitably raise soil C levels. 
Table 4. Pearson’s correlation coefficients (r) between soil properties, topographical features, 
and manure application rates. Variables included C concentration (%C), bulk density (BD), C 
stocks, elevation (Elv), slope, liquid manure application rate (Liquid), solid manure application 
rate (Solid), and amount of total nitrogen applied as manure (TN). Values marked by (*) are 
significant at P < 0.01 significance level.   
 
 
Terrain attributes derived from DEMs are some of the most commonly used covariates 
for prediction of soil C, as slope and elevation influence erosion and deposition processes 
(Minasny et al., 2013). Across the farm, slope and elevation represented a relatively large range 
of values from 0 to39% and 363 to 441m. However, both variables were positively skewed 
which may explain the observed low correlations with soil C. While it is likely that slope, 
elevation, and manure application rates are influencing soil C stocks through plant growth and 
organic matter inputs, correlations between auxiliary variables and soil C stocks are weak, 
  %C    BD    
(g cm
3
) 
C stocks 
(Mg ha
-1
)       
      Elv 
(m) 
Slope 
(%) 
Liquid 
(kl) 
Solid 
(Mg) 
     TN 
(kg) 
% C 1.00 -0.53*    0.83* -0.18* -0.11  0.05 0.30* 0.27* 
BD    1.00     -0.08 -0.04 -0.11 -0.12 -0.25* -0.26* 
C stocks        1.00 -0.16 -0.18*  0.00 0.17*   0.14    
Elv    1.00 0.61* -0.24* -0.39* -0.41* 
Slope       1.00 -0.29* -0.30* -0.32* 
Liquid        1.00 0.25* 0.43* 
Solid         1.00 0.97* 
TN         1.00 
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meaning these additional variables will likely provide little predictive power to linear 
interpolation models.  
Both slope and elevation were negatively correlated with manure application. This is to 
be expected as crop land on this farm is generally located in flat areas with lower elevation. 
Additionally, field accessibility, particularly during the winter when much of the manure is 
applied, dictates where a farmer will apply manure on a given day. Fields with greater slope and 
elevation may be more susceptible to nutrient runoff and may be less accessible to manure 
spreading equipment when the ground is wet or snow-covered. For correlations with manure 
variables (Liquid, Solid, TN), pasture and forest land uses were removed from the analyses, as 
these land uses  received no manure applications, but are expected to have a higher soil C content 
which would reduce the effect of a positive correlation with manure application rate (Guo and 
Gifford, 2002; Maillard and Angers, 2013).     
 
3.3. Evaluation of categorical auxiliary variables 
 Permanent land use, cropping history, soil texture class, and manure application were 
evaluated for relationships with soil C stocks by post hoc ANOVA (Tables 2,5,6,7). 
 
3.3.2. Permanent land use type 
Land uses across the farm were grouped into three broad categories—crop land, pasture, 
and forest (Table 2). These groupings represent distinct management practices which do not 
change from year to year, and have been shown to influence soil C concentration and C stocks 
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(Post and Kwon, 2000; Gregorich et al., 2001; Ogle et al., 2005). Forest and pasture were more 
variable than cropland, showing higher CVs for C concentration, bulk density, and C stocks. 
Forest (3.4%) and pasture (3.2%) had significantly higher C concentration than cropland (2.9%). 
Forest had a significantly lower bulk density (1.03 g m
-3
) than either pasture (1.11 g m
-3
) or crop 
land (1.22 g m
-3
). C stocks ranged from 90.3 to 91.6 Mg ha
-1
, and there were no significant 
differences between permanent land use types.  
Soil C stocks can be highly variable from site to site, levels at the T&R are comparable to 
many previous studies, but unlike those studies permanent land use type does not explain the 
spatial distribution of C stocks across the farm (Eswaran et al., 1993; Post and Kwon, 2000; 
West and Post, 2002; Ogle et al., 2005; Puget and Lal, 2005; Don et al., 2007). Puget and Lal ( 
2005), found that forest (127 Mg ha
-1
) had higher C stocks than pasture (107 Mg ha
-1
) or a corn-
soybean rotation (88 Mg ha
-1
) in the top 30 cm for a Mollisol soil in Ohio. In a study comparing 
30 important agricultural soils in New Jersey, it was shown that cropland on average had 49% 
lower C stocks than forest sites on the same soil type (Lal, 2001). It has been widely documented 
that changes in land use can have a strong effect on soil C stocks, with the general belief that 
intensive tillage from agriculture reduces soil C stocks as compared to native vegetation or 
pasture (Post and Kwon, 2000; Gregorich et al., 2001; West and Post, 2002; Ogle et al., 2005). 
However, most studies evaluating the effects of land use change on soil C stocks have not 
included agricultural systems with intensive manure application as was the case at our study site, 
which may explain the observed inconsistencies.   
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3.3.3. Cropping history 
Cropping records from the 2006 to 2011 growing seasons were compiled and crop land 
was classified based on the number of years in alfalfa during the five growing seasons (Table 5). 
Alfalfa is a deep rooted perennial legume that has been shown to increase soil C stocks when 
compared to continuous maize (Gregorich et al., 2001). Categorizing crop rotation by years in 
alfalfa was an attempt to capture the non-uniformity of crop rotations between fields, and 
account for possible alfalfa effects. Maize silage and alfalfa are the predominant crops on this 
farm, but wheat was grown in field 27 during the 2009 growing season.. Forest (3.4 %) had 
significantly higher C concentration (3.4%) than 1 yr (2.9 %), 4 yrs (3.0 %), or 5yrs (3.0 %) of 
alfalfa. Forest (1.03 g cm
-3
) had a significantly lower bulk density (1.03 g cm3) than any of the 
cropland categories (1.19 - 1.29 g cm
-3
) or the beef pasture category (1.14 g cm
-3
). C stocks 
ranged from 88.8 to 94.0 Mg ha
-1
, but there were no significant differences between any of the 
land uses when classified by cropping history. 
Table 5. Mean and coefficient of variation (CV) for C concentration (%C), C stocks, and bulk 
density (BD) for land uses categorized by cropping history. Mean values in each column with the 
same letter are not significantly different,  α=0.05 
  
N 
C %   BD (g cm
-3
)    C-stock (Mg ha
-1
) 
Mean  CV mean CV mean  CV 
0 yrs Alfalfa 7 2.8ab  25   1.25abc 20   94.0a  8 
1 yr Alfalfa 40 2.9b  20   1.25abc 10   93.2a  17 
2 yrs Alfalfa 32 3.0ab  36   1.24abc 11   93.1a  30 
3 yrs Alfalfa 10 2.8ab  20   1.29abc 9   93.7a  18 
4 yrs Alfalfa 93 3.0b  30   1.19bc  13   87.9a  23 
5 yrs Alfalfa 54 2.9b  22   1.21abc 11   88.8a  15 
Beef Pasture 34 3.1ab  31   1.14cd  16   90.5a  31 
Sheep Pasture 29 3.2ab  28   1.07de  13   92.2a  23 
Forest 20 3.4a  33   1.03e  20   91.6a  27 
               
Entire farm 319 3.0  29   1.19  14   90.6  23 
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  There were no apparent relationships between the number of years in alfalfa and soil C 
stocks. These findings are consistent with Syswerda et al, (2011) who found no differences in C 
stocks in the top 20 cm between a maize-soybean-wheat rotation (32 Mg ha
-1
) and a perennial 
alfalfa crop (36 Mg ha
-1
) during a 12 year replicated experiment. However, Gregorich et al, 
(2001) found that after a 35 year experiment continuous maize (92.1 Mg ha
-1
) had lower C stocks 
than a legume-based rotation (103.7 Mg ha
-1
) in the top 40 cm of soil. The effect of crop rotation 
on soil C stocks will vary with climatic conditions and soil type (Burke et al., 1989; Ogle et al., 
2005). It is possible that at the T&R years of alfalfa grown was not an appropriate measure for 
categorizing cropping history, rotations were too similar to cause differences in C stocks, or that 
some process other than crop rotation is governing soil C dynamics across the farm.  
 
 
3.3.4. Soil texture class 
Soil texture class was evaluated for its influence on soil C stocks (Table 6). Silt loam 
soils had significantly higher C concentration (3.5 %) than channery silt loam, gravelly loam, or 
gravelly silt loam (3.0%), (2.9%), and (2.7 %), respectively. Mean bulk density for the different 
texture classes ranged from 1.14 to 1.21 g cm
-3
, but only channery silt loam and gravely loam 
were significantly different from each other (Table 6). Silt loam soils had the highest C stocks 
(99.1 Mg C ha
-1
); while there were no significant differences between any of the other texture 
classes.  
The observed relationships between soil C and soil texture are consistent with Nichols, 
(1984) where SOC concentration was shown to have a strong positive correlation (r =.86) with 
clay content in Mollisol soils of the Sothern Great Plains. Similarly, Burke et al, (1989) found 
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that clay soils are less susceptible to C loss following cultivation, ant that C concentration 
increased with clay content. While we did not observe such strong relationships, silt loam (19 %) 
and channery silt loam (19 %) soils did tend to have higher SSURGO estimated clay content than 
gravely loam (12 %) and gravely silt loam (14 %) soils. Soil texture classes were unevenly 
distributed across the farm and showed high within-class variability, with gravely loam 
accounting for 66% of the samples and representing a range of values from 30 to 160 Mg C ha
-1
. 
Due to this poor spatial coverage soil texture class will likely provide little benefit to sampling 
stratification or model prediction. 
 
Table 6. Mean and coefficient of variation (CV) for  C concentration (%C), C stocks, and bulk 
density (BD) for all major soil texture classes present on the farm. Mean values in each column 
with the same letter are not significantly different, α=0.05. 
    C %   BD (g cm
-3
)    C-stock (Mg ha
-1
) 
n Mean   CV mean   CV   mean 
 
CV 
Channery silt loam 56 3.0b  31  1.14b  16  90.1ab 
 
23 
Gravelly loam 213 2.9b  27  1.21a  13  89.8b 
 
21 
Gravelly silt loam 19 2.7b  23  1.18ab  12  86.0b 
 
20 
Silt loam 29 3.5a   32   1.15ab   16   99.1a 
 
30 
           
 
 
Entire farm 319 3.0   29   1.19   14   90.6 
 
23 
 
 
3.3.5. Manure application 
Manure application rate was reclassified as a categorical variable with high, medium, 
low, pasture, and forest as categories (Table 1). Across these categories soil C concentration 
ranged from 2.7 to 3.4 %, with forest, pasture, and the high manure categories having 
significantly greater C concentration than either medium or low manure (Table 7). Land uses 
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with lower C concentrations tended to have higher bulk densities, with medium and low manure 
groups having significantly higher bulk densities, than forest, pasture, or high manure groups 
(Table 7). Mean soil C stocks for the different manure land use groups ranged from 87.9 Mg C 
ha
-1
 to 98.1 Mg C ha
-1
. Soil C stocks for the high manure category (98.1 Mg C ha
-1
), were 
significantly greater than both the low and medium categories (88.3 Mg C ha
-1
) and (87.9 Mg C 
ha
-1
), respectively; however, forest and pasture showed no significant differences in mean C 
stocks with any of the other manure categories (Table 7). 
Positive relationships between soil C stocks and the cumulative amount of manure 
applied are consistent with finding by Sommerfeldt et al., (1988), where annual manure 
applications rates of 180 Mg ha
-1
 yr
-1
 (wet weight) were shown to increase soil organic matter 
concentration (SOM) by 0.57 % yr
-1
.  They found that after 11 yrs of applying cattle manure at 
rate of 180 Mg ha
-1
 yr
-1
, SOM was increased by over 3%, and that tillage did not affect the rate 
of SOM accumulation. Similar findings by Jenkinson et al., (1990), showed that applying 
manure for 140 years at rate of 35 Mg ha
-1
  yr
-1
 increased C stocks from 27.5 Mg ha
-1
 to ~80 Mg 
ha
-1
 in the top 23 cm when continuous wheat was grown at the Rothamsted long-term field 
experiments. Crop land that was allowed to revert back to native vegetation for 140 years had 
similar C stocks as manure amended treatments, which is consistent with our findings. A recent 
meta-analysis by Maillard and Angers, (2013) found that the amount of applied manure-C was 
the dominant driver of increases in soil C stocks following manure application, and that manure 
application rate explained more variability in soil C stocks than animal species, land use, or soil 
properties. This may explain why we saw so few significant differences between the mean C 
stocks for different soil types, crop rotations or permanent land uses (Tables 2, 5, 6,7).   
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In concentrated animal feeding operations (CAFO) massive amounts of manure are 
generated annually, a single dairy cow may produce 46 liters of manure per day and a dairy farm 
in New York may have between 500 and 5,000 head of cattle. Operations of this scale must 
manage manure as a waste product, and often the main purpose of applying manure is waste 
disposal rather than meeting crop nutrient demands. For one field in our study site 2456 kg ha
-1
 
of total N was applied over 4 growing seasons, this equates to 378 kl liquid manure ha
-1
 and 378 
Mg solid manure ha
-1
 (Table 1). At this rate it is quite possible that C input from manure is equal 
to or even greater than C losses from tillage, which would explain why fields that have been 
planted with maize silage and moldboard plowed for the last five growing seasons, have soil C 
stocks equal to adjacent permanent pastures and forests. Manure application rate over 4 growing 
seasons seems to explain soil C spatial variability better than any of the other categorical 
predictors, and so it was used to define the stratified sampling approach.  
 
Table 7. Mean and coefficient of variation (CV) for C concentration (%C), C stocks, and bulk 
density (BD) for land uses categorized by manure application rate. Mean values in each column 
with the same letter are not significantly different, α=0.05 
    C %   BD (g cm
-3
)    C-stock (Mg ha
-1
) 
n mean   CV mean CV mean   CV 
Forest 20 3.4a  33  1.03c   20  91.6ab  27 
Pasture 63 3.2a  30  1.11c  15  91.3ab  27 
Crop-High Manure 52 3.3a  24  1.17b  13  98.1a  17 
Crop- Med Manure 125 2.8b  29  1.23a  13  88.3b  24 
Crop-Low-Manure 59 2.7b   19   1.24a   10   87.9b   16 
       
  
     
Entire farm 319 3   29   1.19   14   90.6   23 
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3.4. Evaluation of sampling approaches  
3.4.2. Representativeness of feature space 
To test the effect of different sampling arrangements and densities on estimates of soil C 
stocks, the full data set was subsampled using random, stratified random and systematic removal.  
At the sampling intensity n=235, histograms for all sampling arrangements were very similar 
(Fig 7). Since the location of sample points for all sampling arrangements is derived from the 
initial full sampling grid n=319, it is not surprising that we see little difference between 
histograms at higher sampling densities. For the n=160 sampling density the stratified and 
systematic sampling approaches produce histograms that are in agreement with the full grid, with 
the random sampling arrangement producing a histogram that was slightly distorted.  
At the lowest sampling density (n=83), the stratified approach resulted in a moderate 
distortion, suggesting that our manure stratification categories are not fully representing soil C 
stock feature space. The random sampling approach produced a substantially distorted histogram 
at n = 83 with high and low values over-represented. This is because sample clustering and poor 
spatial coverage resulted in an inaccurate representation of the distribution of soil C stocks across 
the farm (Fig. 1c). The random sampling approach for n = 83 was repeated five times to see how 
histograms varied for each randomization (Appendix B). For all randomizations the resulting 
histograms were not representative of the full sampling grid; however, there was some variation 
in the level of distortion. At n=83 the systematic sampling approach provided superior feature 
space coverage of soil C stocks, as can be seen by the nearly identical histograms produced by 
sample sizes of 319 and 83.  
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Fig. 7. Back to back histograms for different sampling densities and arrangements. The full 
sampling grid n=319 is on the left side of each histogram, while the reduced sampling 
arrangement is on the right side of each histogram. 
 
    Systematic                                              Stratified                                            Random 
    
n=235  
 
 
 
 
n=160 
 
 
 
 
n=83 
       
 
    
 
n=32                                        
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When the sample size was further reduced to n=32 all sampling arrangements produced 
distorted histograms. These results indicate that a systematic grid with a sampling interval of 206 
m will provide an adequate estimate of population parameters for soil C stocks on this farm. 
3.4.3. Variogram modeling 
Experimental variograms were computed for random (R83, R160, R235), stratified (M83, 
M160, M235), and systematic (S83, S160, S235) sampling arrangements at all sampling 
densities. Variograms were estimated for C concentration and fit by both MOM and REML 
methods. Variogram model parameters are summarized in Table 8. Variogram range parameters 
generally increased as sample size decreased, R235 had had the smallest range at 175 m and S83 
had the largest range at 590 m. C concentration showed strong spatial structure with nugget to 
sill ratio less than 0.13 for all sampling arrangements except R83 where the nugget to sill ratios 
were equal to 0.37 and 0.57 for MOM and REML, respectively, and for S83 where the nugget to 
sill ratio was 0.49 for REML.  
Table 8. Variogram model parameters (sill, nugget, range, and nugget to sill ratio (nug:sill)) for 
C concentration for three different sampling methods at three different sampling densities.  
 
  MOM Semivariogram  REML Semivariogram 
N sill nugget range nug:sill  sill nugget range nug:sill 
Systematic 319 0.73 0.08 206 0.10  0.79 0.08 220 0.11 
235 0.58 0.07 258 0.12  0.72 0.09 200 0.13 
160 0.70 0.04 251 0.06  0.90 0.06 250 0.06 
83 0.80 0.05 338 0.07  0.91 0.06 300 0.07 
Random 235 0.64 0.06 175 0.09  0.86 0.08 175 0.10 
160 0.62 0.04 204 0.07  0.66 0.05 250 0.08 
83 0.63 0.23 485 0.37  0.68 0.39 450 0.57 
Stratified  235 0.57 0.06 151 0.10  0.90 0.09 225 0.09 
160 0.69 0.06 178 0.08  0.81 0.08 225 0.09 
83 1.15 0.56 590 0.49  1.09 0.06 220 0.05 
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Table 9. Root mean square error (RMSE) for C 
concentration predicted by ordinary kriging using 
both MOM and REML variograms. RMSE is 
provided for all sample sizes and arrangements.  
 
The range of the variogram describes the extent of spatial autocorrelation, or the 
maximum distance at which we observe trends in variation. To detect differences at this scale the 
sampling distance should be less than half the range of the variogram, thus the optimal sampling 
density is dependent on parameters of the variogram (Kerry and Oliver, 2003). Strong spatial 
structure (i.e. nug:sil < 0.25) will produce lower prediction errors when interpolated, regardless 
of the initial coefficient of variation (CV) of a data set (Kravchenko, 2003). This suggests that 
our confidence in an estimate may be more dependent on the spatial structure of the data rather 
than the variance, and that variables with a strong spatial structure will require a lower sample 
size for the same level of error (Bilgili et al., 2011). 
 
3.4.4. Ordinary kriging predictions 
C concentration was predicted by ordinary 
kriging using both MOM and REML 
variograms for all sampling 
arrangements, and the RMSE was 
determined by leave-one-out cross 
validation (Table 9). The systematic 
sampling approach produced the lowest 
RMSE for nearly all sample densities, but 
differences were most apparent at the lowest density where RMSE was equal to 0.699, 0.772, 
and 0.926 for S83, R83, and M83, respectively (Fig. 8). Equilateral triangular sample grids have 
been shown to produce more reliable variograms than other types of sampling arrangements,  
  RMSE 
n Systematic Stratified Random 
MOM 
REML 
319 
319 
0.663 
0.675 
* 
* 
* 
* 
MOM 235 0.672 0.666 0.765 
REML 235 0.671 0.732 0.764 
MOM 160 0.716 0.769 0.72 
REML 160 0.706 0.772 0.732 
MOM 83 0.719 0.926 0.772 
REML 83 0.699 0.836 0.772 
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which is supported by our results (Yfantis et al. 1987; McBratney et al. 1981). Additionally, the 
systematic approach ensured that the proportion and equal spacing of 1 m offset samples was 
held true for all sampling densities, providing a reasonable estimate of the nugget variance and 
lower prediction errors (De Gruijter, 2006). RMSE generally increased with decreasing sample 
size, except for R160 which had a slightly lower RMSE than R235, 0.764 compared to 0.732. 
For  the stratified sampling approach RMSE increased at an almost linear rate from 0.666 to 
0.926 as sample size declined, while for the systematic approach reducing the sample size from 
160 to 83 resulted in a minimal decrease in RMSE from 0.706 to 0.699 (Fig. 6). Kerry and 
Oliver, (2007) found that REML variograms produced lower prediction errors than MOM 
Figure 8. Root mean square error (RMSE) by sample number for different sampling 
arrangements using both MOM and REML variograms. RMSE was determined by ordinary 
kriging using leave one out cross validation.    
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variograms for soil clay content when sample sizes where below 100; our findings corroborate 
this, except  in the case of R83 where REML and MOM variograms produced identical errors 
The systematic sampling approach appeared to represent the distribution of C stocks well 
for all sampling densities (Fig. 8), and so it is little surprise that it produced the lowest RMSE. 
However, it is unclear why RMSE increased so rapidly for the stratified approach. Stratified and 
random sampling arrangements presented in this study represent only a single realization of 
many possible sample arrangements; therefore we are unable to determine how different random 
arrangements would influence prediction results. Nevertheless, these results demonstrate the 
importance that sampling number and arrangement can have on prediction errors and the optimal 
sampling number. 
 
 3.5. Comparing design-based and model-based approaches 
3.5.2 Comparing mean C stocks and uncertainty   
Mean soil C stocks were estimated from the full sampling grid (n=319) and the lowest 
sampling density (n=83) for the entire farm using design-based and model-based approaches. 
The two methods were then compared based on the uncertainty of the estimates as determined by 
the RMSE (Table 10) (Chinembiri et al., 2013; Cambule et al., 2014). Overall, reducing sample 
size caused minor over-estimates.  Design-based estimates consisted of the spatial mean (SM) 
where the mean was determined for each manure category and the entire farm, while model-
based estimates were derived from the ordinary kriging (OK) predictions. For the full sampling 
grid mean soil C stocks for the entire farm were approximately equal for both approaches (90.6 
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and 90.8 Mg ha
-1
), while at the lowest sampling density the design-based approach produced a 
slightly higher estimate (93.5 compared to 92.7 Mg ha
-1
). 
The design-based approach resulted in a higher RMSE for the entire farm at both 
sampling densities, 20.7 and 23.1 Mg ha
-1
 compared to 18.0 and 22.4 Mg ha
-1
 for the model-
based approach. OK using the full sampling grid produced the lowest RMSE for nearly all 
manure categories, providing the most accurate estimate of mean soil C stocks.  When estimating 
mean C stocks by OK using the full sampling grid, the high manure category had the greatest 
value at 94.5Mg ha
-1
, followed by forest at 91.3 Mg ha
-1
, then pasture at 89.8 Mg ha
-1
, medium at 
88.3 Mg ha
-1
, and finally low at 87.9 Mg ha
-1
.   
When compared by the entire farm, differences between the two approaches are less 
extreme, 3.2 % diff for the design-based approach and 2.0 % diff for the model-based approach. 
By accounting for spatial auto correlation model-based approaches provided more reliable 
estimates of mean C stocks. Chinembiri et al., (2013) found that  model-based approaches 
provided more accurate estimates of terrestrial C stocks in a forest watershed, and that design-
based approaches tended to overestimate because predictions are all assigned the same weighting 
(Montes et al., 2005). We observed similar trends where design-based approaches produced 
higher estimates of total C stocks (Mg) for nearly every manure category and sampling density 
(Table 12). 
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Table 11. Percent difference between estimates of mean C stocks for 
sample sizes of n = 319 and n =83 (% diff). Estimates were generated by 
design-based and model-based approaches for land uses categorized by 
manure application rate and for the entire farm. 
 
 
 
 
 
 
 
 
 
 
 
3.5.5. Comparing estimates of total C stocks  
Total C stocks based on the full grid (n = 319) for the 232 ha study area were 19516, 18603, and 
16217 Mg C for the design-based approach, the model-based approach, and SSURGO, 
respectively (Table 12). Once again we see that the model-based estimates for total soil C stocks 
vary less between the two sampling densities reinforcing our hypothesis that model-based 
approaches provide more reliable estimates for soil C stocks than design-based approaches. 
SSURGO produced the lowest estimates for all categories particularly underestimating the 
cropped categories. It is not surprising that SSURGO, based on measurements taken many years 
ago, would not accurately reflect recent land management effects of cropped systesm and 
therefore may tend to most closely represent relatively undisturbed pasture and forest soils.  
Ordinary kriging with a sample size of 319 (OK319) produced the lowest RMSE for any 
estimate of mean soil C stocks for the entire farm and nearly all manure categories (Table 10). 
 Mean C stocks Mg ha
-1
 
Design-based  Model-based  
 n=319 n=83 % diff  n=319 n=83 % diff 
Forest 91.6 102.1 11.5  91.3 88.5 -3.1 
Pasture 91.3 96.6 5.8  89.8 92.4 3.0 
High Manure 98.1 93.7 -4.4  94.5 94.4 -0.2 
Med Manure 88.3 90.8 2.8  88.6 93.6 5.5 
Low Manure 87.9 83.7 -4.8  89.1 88.9 -0.3 
        
Entire Farm 90.6 93.5 3.2  90.8 92.7 2.0 
   77 
As such we assume that the model-based approach provided the most accurate estimates of total 
soil C stocks, and evaluated the performance of all other methods by its percent difference with 
OK319 (Table 12). When the sampling density was reduced from 319 to 83 our model-based 
estimates of soil C stocks for the entire farm increased by only 2.4%, percent differences for the 
manure categories ranged from 0.2 to 5.5%. Design-based approaches tended to overestimate 
total C stocks, with a 7.8% increase for the entire farm. Percent difference with OK319 for the 
manure categories ranged from 4.7 to 19.7. SSURGO underestimated C stocks and had the 
largest % difference with OK319, with a 12.8% underestimate for the entire farm, and a 
difference ranging from 2.6 to 18.8% for the manure categories. However, the SSURGO 
estimates are of interest considering they came at no sampling or analytical costs. Gelder et al., 
(2011) showed that soil C concentration in top 15cm could be predicted at three field sites in 
Iowa by linear regression using SSURGO estimated C and surface reflectance from aerial 
imagery as predictors. Model R
2
 and RMSE values ranged from 0.60 to 0.82 and 0.35 to 0.76%. 
SSURGO shows promise as a tool for estimating C stocks, this potential needs to be further 
investigated for different regions, soil types, and cropping systems. 
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The specific objectives of a sampling campaign and the inherent biophysical 
characteristics of a site will ultimately dictate whether design-based or model-based approaches 
are most appropriate for soil C assessment. If high resolution estimates are needed then model- 
based approaches are usually best, but when estimates are needed for larger areas such as those 
defined by land uses, then the spatial structure of soil C stocks will dictate whether design-based 
or model-based approaches are most appropriate. At our study site, nearly all auxiliary variables 
displayed weak correlations with soil C stocks, and only manure categories showed significant 
difference between C stocks that could be logically explained by our knowledge of the system.  
Linear regression models incorporating auxiliary variables explained only a small amount of soil 
C variability (data not shown). Regression models incorporating elevation, slope, and manure 
categories produced the best predictions of soil C stocks with an R
2
 of 0.16 (data not shown). We 
did not explore the benefits of regression kriging, because correlations were so weak, but it is 
possible the regression kriging would have resulted in decreased errors even with such low 
correlations with soil C.  
 
4. Conclusions 
 
We found that model-based approaches produced more reliable estimates for soil C 
stocks, with lower RMSE for nearly all manure land use categories. Additionally, when the 
sampling density was reduced from 319 to 83, model-based estimates showed a smaller percent 
difference between the two estimates, with mean and total soil C stocks for the entire farm 
differing by 2% from that of the full sampling grid (Table 11; Table 12). The systematic 
sampling arrangement was preferred over random or stratified arrangements because RMSE 
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increased little with the reduced sample size, and the distribution of soil C stocks for the lowest 
sampling density closely resembled the full sampling grid. REML fitted variograms generally 
produced a lower RMSE for OK predictions of soil C concentration when sample sizes were 
below 100, but for larger sample sizes both MoM and REML produced comparable results. 
Reductions in RMSE were not consistent across sampling arrangements; for the random 
sampling approach MoM and REML variograms produced similar errors for all sample sizes 
(Fig 8.). When assessing soil C stocks by a model-based approach we suggest that variograms be 
calculated by both MoM and REML so that the most reliable method can be determined.   
SSURGO-based estimates consistently underestimated soil C stocks for the different 
landuses by 2.6 to 18.8 %, but given low cost (no sampling or analytical analyses) of this 
approach, may be of interest in some circumstances. Cropping history, soil series, and soil 
texture classes had little or no effect on C stocks. Forest, pasture and cropland had nearly 
identical mean C stocks, 91.6, 91.3, and 90.3, respectively. Manure application rate had a 
significant effect on C stocks, with the highest application rates being significantly greater than 
both the low and med application rates. Forest and pasture were not different from any of the 
manure categories. These trends imply that heavy manure application rates can maintain soil C 
stocks to levels equal to or greater than the relatively undisturbed native vegetation in this region. 
We hypothesize that cumulative manure application is controlling the magnitude of soil C stocks 
across cropland on this farm. Manure application records provide valuable information for 
estimating soil C stocks, future studies should evaluate the benefits of using manure application 
records for stratifying sampling, and modeling change.   
 
 
   81 
5. Future Work 
We were only able to obtain manure records for 4 growing seasons, and so could not 
estimate a longer-term cumulative amount of manure applied, which might have affected our 
manure categories. We plan to obtain manure records for at least 10 years, to compare the 
performance of short term records with longer records. Additionally, this study would benefit 
from a monte carlo simulation approach, where stratified and random sampling is repeated many 
times to determine the uncertainty of estimates associated with different sampling approaches. 
Adding regression kriging using auxiliary variables to these analyses would provide valuable 
information, particularly if longer term manure records can be obtained for the study site.    
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Figure 2. Back to back histograms for five different randomizations of the random 
sampling arrangement at n = 83. The full sampling grid n = 319 is on the left side of each 
histogram, while the reduced sampling arrangement is on the right side of each histogram. 
