Abstract We develop a two-stage methodology for automated estimation of earthquake source properties from body wave spectra. An automated picking algorithm is used to window and calculate spectra for both P and S phases. Empirical Green's functions are stacked to minimize nongeneric source effects such as directivity and are used to deconvolve the spectra of target earthquakes for analysis. In the first stage, window lengths and frequency ranges are defined automatically from the event magnitude and used to get preliminary estimates of the P and S corner frequencies of the target event. In the second stage, the preliminary corner frequencies are used to update various parameters to increase the amount of data and overall quality of the deconvolved spectral ratios (target event over stacked Empirical Green's function). The obtained spectral ratios are used to estimate the corner frequencies, strain/stress drops, radiated seismic energy, apparent stress, and the extent of directivity for both P and S waves. The technique is applied to data generated by five small to moderate earthquakes in southern California at hundreds of stations. Four of the five earthquakes are found to have significant directivity. The developed automated procedure is suitable for systematic processing of large seismic waveform data sets with no user involvement.
Introduction
Recorded seismograms are associated with convolutions of source, propagation path, and instrument effects. Estimating source properties from observations requires removal of the other effects that influence the data. This is often done by deconvolving seismograms of the event targeted for analysis with an empirical Green's function (EGF) given by seismograms of a suitable small event located close to the hypocenter of the target event [e.g., Berckhemer, 1962; Mueller, 1985; Hutchings and Wu, 1990; Hough and Dreger, 1995] . The deconvolution and subsequent analyses can be done in either the time domain or frequency domain. In the present paper we discuss techniques for deriving earthquake source properties by analysis of earthquake spectra. The goal is to reliably estimate a set of source properties with an automatic procedure from the spectral ratios of target over EGF events. These include the scalar potency/moment associated with the zero frequency asymptote, strain/stress drop involving the corner frequency between the spectral level and high-frequency decay, radiated seismic energy estimated by integrating the source spectrum, directivity associated with azimuthal variations of source spectra, and apparent stress given by the ratio of the radiated energy over the potency [e.g., Aki, 1966; Wyss and Brune, 1968; Brune, 1970; Ben-Menahem, 1961; Madariaga, 1976; Ben-Zion, 2003 ].
Deriving reliable estimates of earthquake source properties from spectra has long been a difficult problem, and observational results of stress drops and other spectral-based properties are associated with large scatter [e.g., Shearer et al., 2006; Goebel et al., 2015] . A key question is how much of the scatter is real and how much results from errors in techniques and lack of knowledge such as mixing different event populations. There are partially conflicting statistical and physical requirements for resolving genuine properties of earthquakes (and other fault processes). Robust statistical estimates require that the data set is sufficiently large to suppress statistical fluctuations. This usually leads to analysis of results associated with large spatial domains. However, using overly large regions can mix different classes of events and increase the scatter [e.g., Ben-Zion, 2008] . Many studies assume that earthquake properties are essentially the same everywhere, apart from statistical fluctuations, and average data from large domains. However, this approach can suppress recognition of persistent variations of source processes related to different properties of fault zones and the crust, and it may increase the scatter.
Ben-Zion, 2008; Brietzke et al., 2009] . Recent observational studies demonstrated the existence of systematic directivity of earthquakes on various fault sections even for small events [e.g., Lengliné and Got, 2011; Kane et al., 2013a; Kurzon et al., 2014; Calderoni et al., 2015] . Unrecognized directivity can lead to scatter and biases in strain/stress drops (and other properties) inferred from corner frequencies at stations affected by the directivity [e.g., Calderoni et al., 2013] . Directivity of moderate and large events can significantly increase the amplitude of ground motion at stations in the forward direction, especially when coupled with structural effects [e.g., Olsen et al., 2006; Avallone et al., 2014] , so it is important to clarify the possible existence of persistent earthquake directivity on given structures. Another fault-specific process that can change the amount and frequency content of seismic radiation is coseismic rock damage in source volumes [Ben-Zion and Ampuero, 2009] . This can be important for earthquakes in geometrically complex regions that break rocks [Castro and Ben-Zion, 2013; Kwiatek and Ben-Zion, 2013; Ross et al., 2015] but is less relevant for events on well developed faults that fail essentially by frictional sliding. Additional examples are possible correlations of stress drops with interplate versus intraplate environment, faulting style and hypocentral depths [e.g., Kanamori and Anderson, 1975; Scholz et al., 1986; Mori and Frankel, 1990; Kanamori et al., 1993; Shearer et al., 2006] , and dependency of source processes on the heat flow in a region [e.g., Ben-Zion and Lyakhovsky, 2006; Enescu et al., 2009; Ben-Zion, 2013a, 2013b] .
Another important unresolved question is the scaling of source properties for earthquakes of different size. Aki [1967] suggested that earthquakes are scale invariant and that the stress drop, apparent stress, and other source quantities are independent of the event size (but may still depend on some properties of faults and the crust as discussed above). Earthquake scaling relations have important implications for many aspects of earthquake physics and are directly related to seismic hazard analysis. For example, if the physical process and amount of radiated energy per unit potency (i.e., unit fault area and slip) during large earthquakes are essentially the same as those of small events, one can study the source properties and effects of the abundant small earthquakes and scale them up to estimate what will happen during the rare large events. The scale invariance of earthquakes has been the subject of considerable debate [e.g., Abercrombie, 1995; Ide and Beroza, 2001; Shearer et al., 2006; Kwiatek et al., 2011; Oth, 2013] .
Several recent studies extensively analyzed how incomplete recordings and other factors can affect the estimates of derived earthquake source properties. Kaneko and Shearer [2015] performed numerical simulations of earthquakes with different rupture velocities, geometries, and degrees of asymmetry, along with different takeoff angles and network geometries. They showed that these factors can affect derivations of the mean corner frequency and estimates of stress drops. Ben-Zion [2013, 2016] analyzed the dependency of source time functions, frequency content, and radiated energy on shear versus tensile faulting, source-receiver geometry, attenuation coefficients, and properties of the recording system. Abercrombie [2015] and Kane et al. [2013b] examined different criteria for selecting EGF, including spatial separation, cross-correlation coefficients, and verification of a clear source time function after deconvolution. Abercrombie [2015] advocated a single EGF approach over regional event-station stacking approaches [e.g., Prieto et al., 2004; Shearer et al., 2006] due to the possibility of bias. However, using a single EGF can also produce biases if the EGF event has nongeneric source effects such as directivity or small tensile component of faulting. Calderoni et al. [2013 Calderoni et al. [ , 2015 showed that EGF events having directivity will result in apparent directivity in spectral ratios and erroneous inferences on stress drops of the target events. notable exception to this is the types of studies which perform a large iterative stacking procedure to separate source, propagation and site effects [e.g., Shearer et al., 2006; Prieto et al., 2004; Yang et al., 2009] . A shortcoming of this class of techniques is that they average results associated with groups of events, so they may suppress genuine differences of source properties at nearby locations (e.g., on/off-fault events or earthquakes on neighboring faults).
In the following sections we describe a general-purpose technique designed for automated analyses of source properties of individual target events from spectra of P and S waves. The technique uses stacked EGFs to average over and minimize possible source effects present in individual EGF spectra. We demonstrate the method's capability by obtaining spectral ratios at hundreds of stations for a set of small to medium size earthquakes in southern California. The spectral ratios are used to estimate the scalar potency/moment, strain and stress drops, radiated energy, apparent stress, ratio of P over S corner frequencies, and extent of rupture directivity. The simultaneous derivation of potency/moment and strain/stress drops from P and S waves provides a consistency check on the results.
Methods and Results

Overview
The combined source, s, propagation path, g, and instrument, i, effects on seismograms can be written in the frequency domain as
Following Brune [1970] , the displacement spectrum of a seismic source is typically parameterized by a corner frequency, f c , low-frequency asymptote, Ω, and spectral falloff, n
A source model with n = 2 is commonly referred to as a Brune model. An alternative version of the displacement spectrum that is better suited for cases with a sharp corner frequency [Boatwright, 1980 ] is given by
As mentioned, to study s we must first remove g(f) and i(f) using the EGF approach or another technique. The EGF method assumes that the corner frequency of the smaller earthquake is much higher than that of the target event, resulting in a delta function response below the higher corner frequency. However, since the EGF f c is finite, it is more appropriate to use instead of (2) a spectral ratio model, r [e.g., Abercrombie, 2015] ,
where superscripts 1 and 2 refer to the target and EGF events, respectively. The main difference between (2) and (3) is that the latter flattens off as it approaches f c 2 , which is generally observed in spectral ratios. While this adds an additional model parameter, the inclusion of f c 2 helps in determining the range of useable frequencies for analyzing source properties of the target events and for recognizing directivity via spectral splitting in opposite along-strike directions above of f c 2 .
Although not used here, we also note that f c 2 contains information about source properties of the EGF.
Data
We present the method using data provided by the Southern California Seismic Network (SCSN) [Southern California Earthquake Data Center (SCEDC), 2013]. The method is illustrated using a set of five events (Table 1) component . The events were well recorded by hundreds of stations in the SCSN. We chose these events to demonstrate the method, out of many that we have tested in detail, because they exhibit a variety of different source properties. This allows us to show how the method works under a range of circumstances. For example, the TRIF event exhibits strong directivity, while the BB event appears to be a bilateral or circular rupture. The TRIF event has an average strain/stress drop (compared with other studies), while the BB event has a rather high strain/stress drop. For each target earthquake, EGF events are selected from the relocated seismicity catalog of and are listed in the supporting information Table S1 . The details of how these EGF events are selected and processed are documented in the next section.
In analysis of each target event, we initially consider all available stations archived by the SCSN in southern California (blue triangles in Figure 1 ). After running automatic phase pickers on all stations [Ross and Ben-Zion, 2014; White et al., 2015] , quality control procedures are used to automatically determine which records and spectra to retain for subsequence analysis (rather than making arbitrarily choices such as a distance cutoff). For the target and EGF events in the southern California data used here, we only work with high-sample-rate broadband and strong-motion records (HH and HN channels), with the exception of HS. The sampling rates of all used instruments are 100-200 Hz. All three components are used throughout this study for all events. If both HH and HN channels have data, broadband (or strong-motion) records are used for hypocentral distances larger (or smaller) than 30 km due to the possibility of clipping. Short-period data (EH channels) are only considered for the HS event due to its smaller magnitude. The seismograms at nearly all stations within 30 km from the TRIF event were clipped on the broadband and shortperiod channels. For smaller events, there is less likelihood of clipping, and thus, HH or EH channels may be desirable at closer distances.
Stacked EGF Method
Choosing EGFs for obtaining spectral ratios is not a simple task. A number of recent studies examined how different EGFs can affect the derived source properties. Commonly, EGF events are one to two magnitude units below that of the target event, and they are ideally located as close as possible to the target event to have similar propagation paths [e.g., Kane et al., 2013b] . Several studies used cross correlation to select suitable events [e.g., Abercrombie, 2015] , with the idea that a good EGF event should have similar (Table 1 ). The Trifurcation, Hot Springs, Cajon Pass, Elsinore, and Big Bear earthquakes are colored yellow, pink, orange, brown, and red, respectively. The green triangle is the location of the station used in Figure 2 . 
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character to the target earthquake over a particular bandwidth. For time domain studies, the EGF event should have very similar focal mechanism to that of the target event because source/structure interactions can significantly affect the phase information [e.g., Helmberger, 1983] . For spectral analyses, the spatial proximity and focal mechanism similarity of the EGF and target events are less important [e.g., Calderoni et al., 2015] .
As mentioned, small events can have significant directivity [e.g., Boatwright, 2007; Lengliné and Got, 2011; Kurzon et al., 2014; Calderoni et al., 2015] and other nongeneric source properties such as anomalous P/S radiation and isotropic source terms [e.g., Castro and Ben-Zion, 2013; Stierle et al., 2014a Stierle et al., , 2014b Ross et al., 2015; Boettcher et al., 2015; Yang and Ben-Zion, 2016] . Using an EGF generated by such events could bias the estimates of source properties of the target event, as demonstrated by Calderoni et al. [2013 Calderoni et al. [ , 2015 for directivity and stress drops. If the EGF has directivity and the target event does not, for example, apparent directivity may be present in the spectral ratio. Alternatively, if both EGF and target events have directivity, these signals could cancel in the spectral ratio prevented recognizing the directivity of the target event.
Stacking EGFs produced by numerous (not highly similar) small events can average nongeneric source effects. The need to average out such features implies that the most appropriate EGFs may not be simply those with large cross-correlation coefficients, as this involves using similar events which may aggravate the problem or mask an important source effect.
We select EGF events with magnitudes one to two units smaller than the target earthquake and hypocentral separation of no more than 5 km. If fewer than five such EGF events exist, we expand the separation distance to 7 km. Kane et al. [2013b] showed that the effect of separation distance on the average corner frequency is essentially constant between 2 and 14 km. If fewer than five events are available at distance up to 7 km, we skip analyzing the target earthquake. The maximum number of EGF events used is a computational choice rather than a scientific one. We do not include requirements on the focal mechanisms since we are strictly working in the frequency domain, where this is less of an issue. We tested the validity of this by comparing the spectra for different EGFs with a range of focal mechanisms and found that each spectrum had the same general shape with different absolute amplitudes (supporting information Figure S1 ). This is in contrast to the waveforms of the different EGFs, which include also phase information leading to significant differences (supporting information Figure S2 ). For the target earthquakes analyzed in this study, we use (Table S1) 11 EGFs for the BB event, 14 EGFs for the TRIF event, 27 EGFs for the HS event, 24 EGFs for the CP event, and 11 EGFs for the EL event. Supporting information Figure S3 illustrates the reduction of scatter in the source spectral ratios by comparing results for the BB events associated with one EGF (left) with those derived with a stack of 1-11 EGFs at the different stations (right).
Next, we run the P and S wave picking algorithms of Ross and Ben-Zion [2014] and White et al. [2015] on all available seismograms. These methods combine polarization filters with short-term average to long-term average (STA/LTA) ratios and kurtosis detectors in tandem. The P wave picks are statistically accurate tõ 0.1 s, while the S wave picks are statistically accurate to 0.25 s [White et al., 2015] . If a P pick is successful for a given station/event, but an S pick is not, a V P /V S ratio of 1.7 is assumed to get an estimate of the S wave arrival time. The same is applied if an S pick is successful but a P pick is not. All picks are checked to see if they fall within 1.5 s of a predicted arrival time from a 1-D velocity model [Hadley and Kanamori, 1977] and are discarded otherwise. This is done not to validate pick quality but rather to discard serious outliers.
The seismograms for the target event are windowed for P and S waves beginning 0.15 s before each respective arrival pick. For P waves, we use only the vertical components, while for S waves, we use only the horizontal components. Any station without a pick for the target event is discarded. The window length used for calculating spectra is then determined automatically for each event and phase type. This is critical for an automated method applied to a large data set. In general, the window length should be tied to f c of the target event; however, at this point f c is unknown, so our procedure has two stages. The first is designed to get an initial estimate of the corner frequency. In the second stage, this estimate is used to refine the window length and frequency ranges, so the signal to noise ratio (SNR) bandwidth is optimized and the quality and number of spectra are maximized.
To obtain the initial window length, the magnitude of the target event is converted to seismic moment M 0 or potency P 0 . If the event magnitude is given in the moment magnitude scale M w , the relation of Hanks and Kanamori [1979] is used. Otherwise, if the magnitude scale is the local magnitude M L , it is converted first to seismic potency using the scaling relation of Ben-Zion and Zhu [2002] and then multiplied by a rigidity Journal of Geophysical Research: Solid Earth 10.1002/2016JB013003 of 30 GPa. The scalar moment is used, together with an assumed stress drop, σ, to determine an estimate of f c by combining the equations of Madariaga [1976] and Brune [1970] ,
where k is 0.38 for P waves and 0.26 for S waves and β is the shear wave velocity at the hypocenter depth. The adopted k values correspond to a symmetrical circular source and rupture velocity 0.9β [Kaneko and Shearer, 2015] . It is important to note that other source models lead to different k values [Kaneko and Shearer, 2015, Table 1; Madariaga, 1976; Kwiatek and Ben-Zion, 2016] . This makes the derivation of stress drops from corner frequencies model dependent, on top of the model dependency introduced when using a spectral model (e.g., equation (3)) to estimate the corner frequencies. We calculate a lower bound for f c from (4) using a stress drop of 0.1 MPa. Then a minimum allowed frequency is calculated by subtracting 0.2 log(f) units from the minimum f c to ensure that a sufficient number of points are below the corner frequency. The window length for this particular phase and event is then set equal to the inverse of the minimum allowed frequency. As examples for the TRIF and BB events, the initial P wave windows are found to be 5.1 s and 2.3 s in duration, respectively. The corresponding S wave windows are 6.6 s and 3.0 s in duration, respectively. As mentioned, these windows are adjusted later after estimates of the f c values are obtained. Stations are only included when the S-P time is larger than the window length. This requirement is imposed for both phases, rather than just P, to ensure that there is negligible overlap between them.
A pre-event noise window is then obtained for the purposes of checking SNR values. This window is chosen to end 2.0 s before the P wave pick to ensure no overlap, and it has the same duration as used for windowing the particular phase. (The automatic pickers are used to verify that the noise windows are not likely to contain small events). From the signal and noise windows, we calculate spectra with a multitaper algorithm [Thomson, 1982; Prieto et al., 2009] . For S wave data, the average of the two horizontal spectra is used. Example S wave spectra for the TRIF earthquake are shown in Figure 2 for the station indicated by a green triangle in Figure 1 . We require the SNR from the lowest frequency up to 30 Hz to be at least 3. For events with magnitude below 3, a maximum frequency of 30 Hz may be too low and need adjusting. If the SNR criteria are not satisfied at a given station, the data from that station are omitted. 
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We then apply this process to each of the EGF events and all stations. As the EGF events are lower in magnitude than the target earthquakes, the SNR is generally much lower and typically not all EGF records for a given station satisfy all the criteria. For some stations, no EGF records survive so the station is skipped. Since the SNR for S waves is generally higher than for P waves, this typically results in more spectra available for S waves. The EGF spectra are then normalized individually by the seismic potency calculated from the potency-magnitude scaling relation of Ben-Zion and Zhu [2002] . This converts the scale of each spectrum to one of unit potency, so that all spectra are on equal footing. Examples of normalized EGF spectra are shown in Figure 2b . We stack all the normalized EGFs to get a smoother EGF (red line, Figure 2b ) that is less susceptible to directivity, or other source effects than any single EGF is a priori. The target spectrum is then divided by the stacked EGF, yielding a spectral ratio for the given station (Figure 2c ). By following these steps, the units of the spectral ratios are naturally transformed into those of the scalar seismic potency (cm km 2 ) used in the scaling relation of Ben-Zion and Zhu [2002] . This is noteworthy considering that no knowledge of the instruments gain, absolute original amplitude scales at different stations, or material properties is necessary. It is simply the result of converting the EGF spectra to unit potency and taking the ratio between target and EGF spectra. One could further transform the scale into moment units by assuming a representative rigidity at the source. A comparison between the zero frequency asymptotes for the P and S source spectra provides a check on the consistency of the derived results.
Preliminary Model Fitting to Estimate the Corner Frequency
To extract information from a source spectrum, a model like (3) is commonly fit to a spectral ratio using a grid search, nonlinear least squares, or integral equations [e.g., Abercrombie, 1995; Snoke, 1987] . Often the highfrequency falloff rate, n, is fixed at 2 based on the model of Brune [1970] , to avoid trade-offs between n Table 2 . 2016JB013003 and fc. On the other hand, arbitrarily fixing n to be a constant value is not fully justified, since it depends on the source-receiver angle and may vary azimuthally due to directivity effects [Kaneko and Shearer, 2015; Kwiatek and Ben-Zion, 2016] .
Journal of Geophysical
At the first stage of the analysis, we have sets of spectral ratios for both P and S waves based on window lengths and frequency ranges that are generally not optimized. The top panels in Figures 3-5 show spectral ratios for both phases for the TRIF, BB, and EL earthquakes, respectively. These spectral ratios can be improved with a more appropriate window length for each specific event. To prepare for the fitting process, spectral ratios are resampled in the log domain with a constant log(f) spacing equal to 0.05 units [Ide et al., 2003] . This gives more weight to the lower frequencies, which otherwise are overwhelmed by the high frequencies when fitting the model.
After the spectral ratios are resampled, they are stacked over all of the stations to get a single spectral ratio that is representative of an average station. The stacking is performed by calculating the median value at each respective frequency, rather than the mean, which is designed to be robust against outliers. For processing large seismic data sets, a scheme that is robust against outliers is necessary. The stacked spectra are indicated by the solid red lines in Figures 3-5. We then fit (3) to the stack spectrum using a grid search over the frequency range for which the required SNR is satisfied. The lower bound for f c 1 is the inverse of the window length, while the upper bound for f c 1 is determined from (4) by using a maximum stress drop of 100 MPa (equivalent with assumed rigidity of 30 GPa to a strain drop of 3.3 · 10 À3 ). This frequency range is divided into 100 constant log(f) increments. The lower and upper bounds for f c 2 are set to be half of the upper bound of f c 1 and 30 Hz, respectively. This range is also divided into 100 constant log(f) increments. The range for n is [1.5, 3.0] with steps of 0.05, and the range for Ω 0 is [max(r), 1.25 × max(r)]. A value of γ = 2 is used in (3) because it was found to estimate the corner frequency more reliably than a model with γ = 1. These search Table 2 .
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ranges for the four parameters are used to minimize the sum of squared residuals. The best fitting models for the three example events are plotted in Figures 3-5 as red dashed lines.
Estimating Strain/Stress Drops and Radiated Energy
Since the window lengths used in the previous section are designed only to provide a reasonable initial estimate of the corner frequency, they rarely are optimal. In particular, the employed window lengths tend to be too long (by design) and overly restrictive on which spectra are used. This has the effect of making the lowest observed frequency too small, and as a result fewer stations pass the SNR criteria. In the second stage of the spectral analysis discussed here, we adjust the window length and minimum frequency to values that are tied to the initial estimate of the corner frequency.
Extensive testing on different events suggests that window lengths equal to 4/f c 1 provide good balance between having sufficient frequency points below f c 1 and having enough stations/spectra with sufficient SNR. This sets the window length to be roughly one-half log unit below the source duration. We have tested values of 3-6 in the numerator and did not find a dramatic difference in the derived source property values, but 4 seems to be the most robust. For the TRIF event, the new durations are 4.2 s for P waves and 4.1 s for S waves. For the BB event, the new durations are 1 s for both phases, but the minimum frequency used was 1.3 Hz for P waves and 1.0 Hz for S waves. For the EL event, they are 1.6 s for P waves and 1.3 s for S waves. Requiring the window length to be much longer than the source duration is particularly important for stations with directivity to have a robust spectrum calculated. As an example, for the TRIF event, which has strong directivity, using a window length shorter than this caused the spectra at some stations to never flatten at the low frequencies. A longer window at the same stations, however, produces flat spectra. Table 2 .
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Using these new window lengths for P and S waves, we recalculate spectral ratios at all stations following the procedure of section 2.3. For cases where the adjusted window length is less than 1.0 s, we fix the duration at this value. The resulting spectral ratios are shown in Figures 3c, 3d , 4c, 4d, 5c, and 5d. For the TRIF, BB, and EL events, there are now roughly 20% more spectral ratios available for use. As in the previous section, a stacked spectrum is calculated from all available stations (red lines, Figures 3-5) . We then proceed to fit (3) to the stack using the same fitting procedure. The best fitting corner frequency values for P and S waves are shown in Table 2 for all five events, along with the corner frequency ratios and the number of spectral ratios per phase that were used in the stacking process. The obtained corner frequencies are used in conjunction with (4) to derive stress drops for the events based on the P and S source spectra. (Replacing in (4) the moment and stress drop with potency and strain drop, or dividing the obtained stress drops by the assumed rigidity of at the source, gives source strain drops for the events.)
An additional source quantity of interest is the radiated seismic energy. The J integral [e.g., Snoke, 1987] is proportional to the radiated energy and defined as
Following Prieto et al. [2004] , we calculate the J integral from the best fitting model parameters rather than the data, which allows extrapolating the integral to high frequencies. The best fitting value of f c is from fitting a Boatwright model (equation (2b)) with γ = 2. We found that while the Boatwright model was better at estimating f c 1 , the value of n was often not robust because, as seen in Figures 3-5 , the upper corner frequency leads to a narrow frequency band over which the high-frequency decay can be fit. For the purposes of estimating the seismic energy only, where a reliable value of n is critical, we use a standard reference value of n = 2 [Brune, 1970] . For a double-couple source in a homogenous whole space, the radiated seismic energy is defined as [e.g., Boatwright and Fletcher, 1984; Prieto et al., 2004 ]
where < R c 2 > is the average squared radiation pattern for the P or S waves (4/15 and 2/5, respectively). The total seismic energy is strongly affected by directivity [e.g., Venkataraman and Kanamori, 2004; Ma and Archuleta, 2006] and large deviations from a uniform station distribution. Moreover, as shown by Venkataraman and Kanamori [2004] , correcting the seismic energy for directivity is difficult without additional knowledge such as a finite fault model, so the individual estimates of E P or E S may have appreciable errors. The ratio of these two quantities, however, is much less susceptible to these problems since the directivity effects are common to both 2002] , while for the other events they are calculated by converting M w values to moments using the relation of Hanks and Kanamori [1979] and dividing by a rigidity of 30 GPa. Energy values are calculated with equation (6). Directivity indices, D, are calculated with equation (9) by measuring the statistical splitting of spectra in opposing directions. Four of the five earthquakes are found to have directivity (from analysis of both P and S phases).
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phases. This results in similar energy flux distributions on the focal sphere. As such, we focus on E S /E P rather than
. The seismic energy ratios obtained for the five example events are shown in Table 2 . The ratio of the total seismic energy to the scalar potency, often called the apparent stress [e.g., Aki, 1966; Brune, 1970] , is also listed in Table 2 .
Quantifying Rupture Directivity
Directivity alters the source duration at stations with different azimuths with respect to the rupture direction while preserving the area underneath the pulse. In the frequency domain this is equivalent to shifting the corner frequency up or down but keeping the low-frequency asymptote the same. This process causes spectral splitting above the corner frequency, in which the spectra no longer overlap. We found that fitting (3) to spectral ratios at individual stations, and attempting to quantify directivity from azimuthal variations of f c 1 , is generally not a reliable procedure. This is because fitting a model independently to the spectrum at each station introduces an extra layer of uncertainty, as f c is a model-based parameter and not a direct observable of the spectrum. Instead, we focus on a technique that does not require fitting a model and uses statistics to directly quantify whether spectral ratios between different azimuthal directions are distinctly different. A similar approach was used by Calderoni et al. [2015] , who analyzed aftershocks of the 2009 L'Aquila earthquake in Italy and defined a rupture directivity index from an overlap percentage of spectral ratios between opposite directions along the fault.
Our method for estimating the degree of spectral ratio splitting first subsets the spectra that fall within 45°of the strike of the event. For the five target earthquakes analyzed here, the strike is determined from the focal mechanism plane close to the strike of the main nearby fault. For events with no prior knowledge of the fault trace, the analysis below can be done for both fault planes. Figures 6-11 show the subset of spectral ratios that satisfy this criterion for the TRIF, BB, and EL events. The thicker solid lines indicate the median of these spectra in northwest (red) and southeast (blue) stations. It is clear that while the spectra for the BB event overlap closely and have similar corner frequencies, the TRIF and EL events have different corner frequencies between the NW and SE directions. For the TRIF event there is more than a factor of 2 difference, while for the EL event there is approximately a 50% difference. These features hold for both the P and S waves. The directivity effect is manifested visually most clearly by splitting in the spectral range above f c 2 , with lower amplitude in the forward rupture direction over this frequency range. This feature is seen clearly for the TRIF and EL earthquakes. It is likely that the TRIF event had a unilateral rupture to the northwest, while the EL event had significant directivity to the SE. As expected, the high-frequency falloff rate for the TRIF and EL events with directivity are significantly different in the opposite directions.
To quantify the state of directivity for both P and S waves, we try to identify if there is a statistically significant difference in the mean spectral amplitudes between the opposite along-strike directions. We calculate the t statistic at each frequency value using
where X is the mean spectral ratio value at a particular frequency, n is the number of values in the sample, s is the sample standard deviation, and subscripts 1 and 2 refer to the sample number. Equation (7) 
where t i is the t statistic at the ith frequency. The value of D is indicated by the solid blue line. The TRIF earthquake has D > 2 for both P and S phases, while the BB earthquake has D < 2. The D statistic only measures the statistical separation of spectra without indicating the direction of rupture propagation. We
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identify the rupture direction from the plateau region above f c 2 by checking which direction has the lower average value. It is clear that the TRIF earthquake had a significant directivity to the northwest. The BB event, on the other hand, does not exhibit any significant azimuthal variation of the corner frequency. It appears that this rupture was bilateral or circular in nature. The EL earthquake also has D values for both phases that Figure 6 . Analysis of spectral splitting for directivity in P wave spectra of the TRIF event. (a) P wave spectral ratios (black lines) along with median spectra in the NW (red line) and SE (blue line) directions. The grey vertical lines denote the range between the corner frequencies of the target and EGF events over which the spectra are analyzed for splitting. The median spectra are formed from stations within 45°of the strike in the NW and SE directions. More than a factor of 2 difference in the corner frequencies is observed, indicating rupture directivity to the NW. (b) The t test values at each frequency measuring the statistical separation (equations (7) and (8)). A value of 2.0 (red dashed line) indicates statistical significance. The blue line shows the mean t statistic (D) over the indicated frequency range (equation (9)). 
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In comparing spectral amplitudes along different azimuths, it is important to ensure that enough stations are present. Using the t statistic to measure differences in the mean spectral amplitude helps to naturally facilitate these comparisons even when the number of spectra in a given direction is relatively small. Our tests indicate that a minimum of~5 stations should be present in each examined range of azimuthal directions for a meaningful result to be obtained. 
Discussion
We describe and implement a general-purpose automated methodology for estimating earthquake source properties from body wave spectra. An overview of the procedure is given by the flowchart in Figure 12 . The primary goal of the method is to measure a set of earthquake source properties with no user involvement. Such a technique is necessary for systematic analyses of large seismic data sets. Our method works by starting with only the raw seismic waveform data and an earthquake catalog. For the southern California data used in this paper, waveforms of both P and S waves recorded by over 100 stations were analyzed for each target event. The five target earthquakes were analyzed with a total of 86 EGFs for calculating spectral source ratios. In deriving source properties for these five events, more than 30,000 spectra were examined automatically.
The method employs the automated phase picking algorithms of Ross and Ben-Zion [2014] rather than predicting arrivals from a model. The picking algorithms are found to work well and produce a sufficient number of picks for the desired source analyses. The algorithms produce roughly 1.3 P wave picks for each S wave pick, allowing for systematic analyses with both phases rather than just P. While the picking methods have errors, they are likely statistically smaller than those involved in predicted arrival times because of errors in locations and the velocity model. Furthermore, phase picks provide information on signal quality, since the picking methods operate on abrupt changes in the amplitude distribution of a time series. This is in contrast to predicting arrivals from a model and only then being able to check the SNR or other quality measures.
We chose to use stacked EGFs produced by small events required only to be near the hypocenter of the target earthquake, over selecting highly similar EGFs via cross correlation [e.g., Abercrombie, 2015] , for several reasons. The first, and perhaps most important, is that small earthquakes can be affected by nongeneric source effects just like large earthquakes. Using EGFs with such effects can bias the spectral ratios of the target events. Calderoni et al. [2013 Calderoni et al. [ , 2015 paid considerable attention to this problem in the context of directivity, but other source mechanisms could also bias the EGF spectrum. One example is brittle rock damage in source volumes, which is expected to produce [Ben-Zion and Ampuero, 2009] enhanced high-frequency P wave radiation. Castro and Ben-Zion [2013] compared P/S spectral ratios between colocated event pairs and found that some had considerably more P wave energy at high frequencies (>10 Hz). Possibly related phenomena were observed by Kwiatek and Ben-Zion [2013] , Boettcher et al. [2015] , Ross et al. [2015] , and Yang and Ben-Zion [2016] . Similar source effects might exist in fluid-rich environments or bimaterial interfaces producing tensile components of faulting [e.g., Andrews and Ben-Zion, 1997; Ben-Zion and Huang, 2002; Minson et al., 2007; Nayak and Dreger, 2014] . Stacking nonsimilar EGFs reduces the influence of such source effects without the need for detailed examination of EGF spectra beforehand. Although there may be some sacrifice of quality in the stacked EGF compared to a single EGF with a large average cross-correlation coefficient, the risk of potential biases from nongeneric EGF source features can have more adverse effects on the results.
The minimum and maximum number of EGFs used in each stack is a choice between higher quality estimates per station and more stations overall. Not all stations can have the same number of EGF events satisfying the SNR criteria or have phase picks available. After extensive testing, we decided it was better to have no required minimum number of EGFs rather than omit certain stations altogether. The stacking of results from different stations helps to minimize the importance of spectral ratio quality, compared with fitting a model to each station independently. Additionally, having more stations included in the stack helps to ensure that the focal sphere is better sampled. Our outlier detection scheme (median stack) appears to sufficiently exclude erroneous spectral values.
Although the analyzed five events are a very small data set, it is worthwhile discussing briefly the derived results ( Table 2 ). The obtained strain/stress drops for the TRIF and HS events on the San Jacinto fault zone are close to median observed values [e.g., Abercrombie, 1995] , somewhat higher for the CP earthquake on the San Jacinto and Elsinore event, and relatively high for the Big Bear earthquake consistent with other results in that area [Goebel et al., 2015] . The derived P/S ratios of corner frequencies and radiated seismic energy are consistent overall with theoretical expectations for shear-dominated ruptures [e.g., Molnar et al., 1973; Sato and Hirasawa, 1973; Madariaga, 1976] and observations [e.g., Venkataraman and Kanamori, 2004; Kwiatek and Ben-Zion, 2013] . The directivity to the NW of the TRIF event, and the opposite directivity of the CP and HS earthquakes, are consistent with expectations for bimaterial ruptures [e.g., Weertman, 1980; Ben-Zion and Andrews, 1998 ] and the observed opposite polarity of the velocity contrast
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across the San Jacinto fault zone at these locations [Allam and Ben-Zion, 2012; Zigone et al., 2015] , along with time domain results of Kurzon et al. [2014] . The directivity to the SE of the Elsinore event is also consistent with expectations for bimaterial ruptures and the observed velocity contrast across the fault [Zigone et al., 2015] . It is important to test in future work whether these results characterize large data sets at the different locations.
While the corner frequency estimates derived from spectra are often robust, converting these values into stress/strain drop involves assuming a specific source model. This in turn requires a number of assumptions about the source process, such as rupture velocity, possible regularization of rupture tip singularity, and source-receiver geometry [e.g., Kaneko and Shearer, 2015] . The stress drop estimates are therefore less robust than the derived corner frequencies. These problems are most pronounced when considering individual values of source properties; however, it may still be possible to find meaningful patterns in source quantities of many events. In estimating the seismic energy from equations (5) and (6), the calculations are performed on a model rather than from the data directly. This is done because it provides a more stable procedure and allows extending the recorded bandwidth to much higher frequencies. However, the use of a model implies that estimates of the seismic efficiency will follow the employed model, and some unusually efficient (or inefficient) events may be unaccounted for.
Rupture directivity has a significant azimuthal effect on the observed spectral ratios and thus has the potential to affect estimates of source properties as well. In measuring stress drops, if an event is found to have directivity, one could use alternative coefficients for this scenario [Kaneko and Shearer, 2015] or try to identify spectra that are farther away from the strike of the fault. One strategy could be to first perform all the calculations to identify events with clear directivity signals for both P and S waves. Then, this knowledge could be used to recalculate stress/strain drops for these cases. For seismic energy, this is more difficult without precise knowledge of the slip distribution [e.g., Ma and Archuleta, 2006] . As mentioned before, focusing on ratios of corner frequencies and seismic energy between P and S waves can help mitigate this problem because most of the directivity effects will be common to both phases.
We have focused in this paper on developing a robust automated technique for estimating a variety of different source properties with no user involvement (Figure 12 ). While user inspection and adjustment of the frequency ranges, window lengths, EGFs, and many other parameters can improve the estimates of source properties of individual events, this reduces from the objectivity of results and cannot be done on large data sets. The developed automated approach can be used to perform systematic analysis of large data sets. This improves the ability to address fundamental long-standing questions such as whether source properties vary between different regions, how much of the currently observed scatter is genuine, and scaling of source properties with event size. These issues will be addressed in followup studies. 
