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Abstract
We present a research programme aimed at constructing classifying
toposes of Weil-type cohomology theories and associated categories of mo-
tives, and introduce a number of notions and preliminary results already
obtained in this direction. In order to analyze the properties of Weil-type
cohomology theories and their relations, we propose a framework based
on atomic two-valued toposes and homogeneous models. Lastly, we con-
struct a syntactic triangulated category whose dual maps to the derived
categories of all the usual cohomology theories.
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1 Introduction
In this work we describe a research programme aimed at constructing ‘motivic
toposes’, i.e. classifying toposes of cohomology theories of a certain type (as
appropriately formalized within geometric logic). The term ‘motivic topos’ was
coined by Luca Barbieri-Viale, who observed that there is a formal similarity
between the universal property of the classifying topos of a geometric theory and
the universal factorization property in the theory of motives and asked whether
one could build categories of (mixed) motives by taking the category of abelian
groups inside such a topos.
Broadly speaking, the basic foundational questions underlying the theory of
‘motives’ can be summarized as follows:
• Is it possible to define a ‘universal cohomology theory’ from which all the
usual Weil-type cohomology theories can be derived?
• What are the relationships existing between the different cohomology the-
ories?
• To which extent can one ‘remount’ from cohomology to geometry?
First-order categorical logic provides a convenient mathematical setting for
giving a precise meaning to such questions and looking for possible answers to
them. More specifically, the geometry of schemes can be formalized by means of
appropriate (many-sorted) languages over which the usual axioms for cohomol-
ogy theories can be written. The different cohomology functors then become
models of the resulting theory. The relationships between them and the ge-
ometry of schemes thus acquires a logical interpretation, as the relationships
between a theory and its class of (set-based) models. This is a natural subject
matter for logicians; for example, the notion of completeness of a first-order
theory captures this phenomenon quite precisely, as it means that any two set-
based models satisfy exactly the same first-order properties expressible in the
language of the theory (we shall come back later to the topic of completeness,
approaching it from the perspective of classifying toposes).
The theory of syntactic categories and their completions, including classi-
fying toposes, allows to classify the models of (suitable kinds of) first-order
theories by means of universal objects lying in them. Indeed, the syntactic cat-
egory of a theory T contains a universal model U of T such that all the other
models are obtained, uniquely from it up to isomorphism, as the image of U
under a functor preserving the relevant kind of structure. The universal model
is built out of the syntax of the theory and satisfies the important property that
whatever is valid in it is provable in the theory. It is the place where the syntax
and semantics of the theory ‘meet’, whence it constitutes a concrete ‘incarna-
tion’ of the relationships existing between the different models of the theory.
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Applying this to theories axiomatizing cohomology theories of a certain kind
thus yields universal models of them which can be regarded as incarnations of
motives.
Moreover, as remarked in [8], the theory of syntactic categories can be use-
fully applied to the problem of constructing structures presented by generators
and relations. In fact, any syntactic category of a given theory T can be re-
garded as a structure presented by a set of ‘generators’, given by the sorts in
the signature of the theory T, subject to ‘relations’ expressed by the axioms of
T. Conversely, to any structure C one can attach a signature ΣC , usually called
‘the’ internal language of C, to express ‘relations’ holding in C, consisting of one
sort pcq for each element c of C and function or relation symbols whose canon-
ical interpretation in C coincide with specified functions or subobjects in C in
terms of which the designated ‘relations’ holding in C can be formally expressed;
over such a canonical signature one can then write down axioms so to obtain a
theory whose syntactic category CS
T
satisfies the universal property of ‘the free
structure on C subject to the relations R’.
Classifying toposes are particularly relevant in this context since they satisfy
similar universal properties but, unlike the latter, they possess all small limits,
colimits and exponentials and hence can be used for performing constructions
which a priori are not possible in smaller syntactic categories, as well as for
investigating whether a given syntactic category is closed under (any of) these
constructions.
Also, allowing models of theories in arbitrary toposes, rather than just in
the classical category of sets, gives the possibility in particular of considering
‘(co)homology theories in a topos’, in the sense of models in that topos of a
theory axiomatizing (co)homology theories. It can be the case that cohomology
theories with particular properties exist in specific toposes whilst there are no
such theories in the classical set-based context. For instance, it is well-known
that a cohomology theory with coefficients in Q which ‘generates’ all the usual
cohomology theories by change of base does not exist (at least in characteristic
p), but if we relax the requirement that the cohomology theory should be a set-
based one to allow cohomology theories in toposes, we actually get the existence
of such a theory (cf. section 4).
Moreover, as argued in [13], classifying toposes provide a natural unifying
setting for comparing geometric theories which are defined differently but which
have the same, or a strictly related, mathematical content. In fact, as we ar-
gue in section 3.13, ℓ-adic and ℓ′-adic cohomologies, for ℓ, ℓ′ different from the
characteristic of the base field, should give rise to different representations of a
unique ‘motivic topos’.
For all these reasons, syntactic categories and classifying toposes seem to us
particularly relevant in connection with the problem of building categories of
motives.
In [3], we began applying these ideas in the context of Nori motives. We
showed that Nori’s category of a representation T of a diagram D with values
in k-vector spaces can be realized as the effectivization of the regular syntactic
category of the theory Th(T ) consisting of all the regular sequents over the
language LD of D which are satisfied by T . Speaking in terms of generators
and relations, we can describe Nori’s category by saying that its generators
are the objects and arrows of the diagram D and the relations are the regular
sequents satisfied by the representation T : D → k-vect.
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In the same paper we also gave necessary and sufficient explicit conditions for
two representations T and T ′ of the same diagram to yield equivalent categories
of Nori motives, interpreting them as the requirement that Th(T ) = Th(T ′).
If D is Nori’s diagram (or some enlargement of it given for instance by our
syntactic triangulated category introduced in section 7 below) and K is a class
of cohomology theories T such that for any T and T ′ in C, Th(T ) = Th(T ′) then
the classifying topos ET of the theory Th(T ) has as points all the theories in K
as well as those which satisfy the same regular sequents over LD as them. The
realisation functors (i.e., the inverse image functors of the point of it), restricted
to the subcategory of ET given by the effectivization of the regular syntactic
category of Th(T ), are exact and faithful whence ET is a good candidate for a
motivic topos. Still, ET depends on T and has as points all the theories in C
only conditionally to the fact that Th(T ) = Th(T ′) for all T, T ′ in K.
It is worth to note that the bounds on dimension of homology groups are
not expressible in regular logic over LD, whence the abelian Q-linear category
of Nori-type motives defined in [3] cannot distinguish between two cohomology
theories which satisfy the same regular properties but whose groups have differ-
ent dimensions. So, for instance, we could imagine that ℓ-adic cohomology and
higher K-theory give rise to the same category of Nori-type motives, in spite
of having different dimensions in some degree. It would therefore be desirable
to have a direct construction of a ‘motivic topos’ which is independent from
any particular realization T and which is defined as the classifying topos of
a geometric theory expressing the fundamental features of cohomology theories
belonging to a certain class. We propose in the paper a strategy for constructing
such a topos, based on the topos-theoretic interpretation of Fraïssé’s construc-
tion established in [5]. More specifically, we identify the framework of atomic
two-valued toposes as a particularly suitable one for building motivic toposes;
as shown in [5], these toposes are precisely the classifying toposes of atomic
complete theories or, equivalently, of theories of homogeneous S-models for a
theory of presheaf type S.
To test our research strategy, we define in section 5 a theory of presheaf type
axiomatizing substructures of (co)homology theories of a certain kind (this the-
ory is not supposed to be the definitive one, but a good ‘approximation’ to it),
and investigate in section 6 the theory of its homogeneous models; if the usual
Weil-type homology theories are homogeneous in this sense then the classifying
topos of this theory will satisfy all the properties naturally expected of a ‘mo-
tivic topos’. We notably show that the exactness conditions for (co)homology
theories follow from homogeneity. In fact, homogeneity can be regarded as a
strengthening of exactness for distinguished pairs of definable arrows over the
signature of the theory; it is therefore not unreasonable to expect that all the
usual (co)homology theories satisfy it.
In the final section of the paper we construct a syntactic triangulated cat-
egory which maps into all the derived categories of sheaves associated to the
usual (co)homology theories. This category extends Nori’s quiver and satisfies
the property, important for our purposes, that all the images of equationally
definable arrows in it are equationally definable.
This paper is partly written in an informal, programmatic style privileging
intuitions over formal statements. In fact, since this research programme is a
long-term one, we have chosen to share it with the community at this stage
rather than waiting until the moment where the first concrete results come out.
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2 General considerations
In this section we give a general description of our programme for building
‘motivic toposes’.
Let us start by recalling the fundamental notion of classifying topos, which
plays a central role in our approach.
2.1 Classifying toposes
The classifying topos of a geometric theory T is by definition, a Grothendieck
topos ET satisfying the following universal property:
Geom(E , ET) ≃ T-mod(E),
for any Grothendieck topos E , naturally in E , whereGeom(E , ET) is the category
of geometric morphisms E → ET and T-mod(E) is the category of T-models in E .
In particular, taking E is equal to Set, one gets that the points of ET correspond
precisely to the classical (set-based) models of T.
By a theorem of Joyal-Makkai-Reyes, every geometric theory (i.e., a first-
order theory whose axioms can be presented ) has a classifying topos, which can
be built as the category of sheaves Sh(CT, JT) over the syntactic site (CT, JT).
Recall that the category CT has as objects the geometric formulae-in-context
{~x . φ} over the signature of T and as arrows {~x . φ} → {~y . ψ} the T-provable
equivalence classes [θ] of T-provably functional formulae θ(~x, ~y) from {~x . φ} to
{~y . ψ}, while JT is the canonical topology on CT (a sieve {[θi] : {~xi . φi} → {~y .
ψ} | i ∈ I} in CT is JT-covering if and only the sequent (ψ ⊢~y
∨
i∈I
(∃~xi)θi(~xi, ~y))
is provable in T).
2.2 Motivic toposes
Applying the existence theorem for classifying toposes in the case of a geomet-
ric theory T formalizing cohomology theories T of a certain type, one obtains a
topos ET containing a universal model U of T such that every T can be obtained
from U by applying a ‘realization functor’ to it, namely the inverse image of the
point of ET given by T . Recall that inverse images of geometric morphisms of
toposes preserve all finite limits and all small colimits. They are not faithful in
general (geometric morphisms whose inverse image functor is faithful, equiva-
lently conservative, are called surjections). In fact, from a logical point of view,
the faithfulness of the inverse image of the geometric morphism fM : E → ET
corresponding to a T-model M in E amounts precisely to the requirement that
the model M be conservative, in the sense that every geometric sequent over
the signature of T which is valid in M is provable in T.
The basic requirement for a categoryM of (mixed) motives is thatM should
be a rigid Q-linear Tannakian category with a representation i of Nori’s diagram
(or of any other larger diagram formalizing schemes) into it with the property
that there should be exact and faithful realisation functors fT :M→ k-vect for
each known Weil cohomology theory T : D → k-vect such that fT ◦ i = T .
The question thus naturally poses as to how to construct a geometric theory
T formalizing (co)homology theories of a certain kind in such a way that an
appropriate subcategory S of the category of internal Q-vector spaces in its
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classifying topos satisfies the above-mentioned requirements for a category of
(mixed) motives.
First of all, we notice that the signature Σ of T should be an expansion
of the signature having one sort pXq for each scheme X and the constants
and function symbols on each pXq formalizing the abelian group structure on
them, so that every (co)homology theory can be regarded as a Σ-structure
(in the sense of classical model theory). To formalize morphisms of homology
or cohomology groups, one should add function symbols of the appropriate
variance. For instance, Σ can be taken equal to the language LD introduced
in [3], where D is Nori’s diagram, or it can be taken equal to the internal
language of the syntactic triangulated category defined in section 7. One could
also include in Σ function symbols corresponding to scheme correspondences,
since, as it is well-known, they induce morphisms at the level of (co)homology
groups.
We should mention that a signature of this kind for formalizing cohomology
theories was already considered by A. Macintyre in [21].
There are two different possibilities for axiomatizing the vector space struc-
tures on the (co)homology groups: either one fixes the coefficients field (in
which case, if one wants to talk about all the usual (co)homology theories, one
is forced to take this field equal to Q) or one leaves it variable, so to be able
for instance to compare, using logical means, the dimensions of the groups of
different (co)homology theories over their respective coefficients fields. For an
approach implementing the first possibility, see section 2.3, while for an approach
implementing the second, see section 2.4.
Given the fact that ET, as any Grothendieck topos, possesses finite limits,
coequalizers of equivalence relations, internal tensor products (of internal vector
spaces over a given internal field) as well as internal duals of internal vector
spaces over an internal field, it is natural to require S to be a full subcategory
of ET which is closed with respect to finite limits and coequalizers of equivalence
relations - so that the exactness requirement for the realisation functors follows
at once from the universal property of the classifying topos - as well as with
respect to internal duals and internal tensor products. Recall that a vector
space V over a field K is said to be reflective if the canonical map V → V ∗∗ is
an isomorphism. It is well-known that the category of reflective vector spaces
over a field K is a rigid abelian K-linear tensor category. This proof can be
internalized to an arbitrary Grothendieck topos, yielding the following result:
for any internal field K in a Grothendieck topos E , the category of reflective
internalK-vector spaces in E (meaning the K-vector spaces V in E such that the
canonical arrow V → V ∗∗ is an isomorphism, where the dual of V is defined by
taking the internal hom V ∗ = HomK(V,K)) is a rigid abelian tensor category.
The closedness of S with respect to finite limits and coequalizers of equiva-
lence relations can be obtained for instance by defining S equal to the abelian
subcategory of the category of internal Q-vector spaces generated by the objects
and arrows in ET which interpret the sorts and function symbols of the signature
of T, as it was done for instance in [3].
Given the fact that ET is the∞-pretopos completion of the geometric syntac-
tic category CT of T, it is natural to seek a characterization of S as a (completion
of a) syntactic category of T in a suitable fragment of logic to which T belongs
(for instance, in [3] S was characterized as the effectivization of the regular
syntactic category of the regular theory T).
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The faithfulness requirement for the realisation functors is a subtle matter.
First of all, the faithfulness of the restriction to S of a realisation functor f∗
does not imply the faithfulness of f∗ on the whole ET (see for instance section
2.3); on the other hand, the converse is obviously true, and one could look for
toposes whose points are all surjections, such as atomic two-valued toposes (see
section 2.4).
From a logical point of view, the faithfulness requirement for realisation
functors means precisely that all the different (co)homology theories have the
same ‘logical content’: more precisely, if S is (a completion of the) syntactic
category of T within a given fragment of logic L to which T belongs, it means
that all the (co)homology theories satisfy exactly the same sequents written in
the fragment L (see for instance section 2.4 of [3]). This brings us into the
related subject of completeness for first-order theories. Recall that a theory T
within a given fragment L of first-order logic is L-complete if every assertion (i.e.
closed formula) in L over its signature is either provably true or provably false
in T. It is worth to note that completeness varies depending on the fragment
of logic that one considers; that is, the fact that a given theory, regarded as
belonging to a given fragment of logic L, is L-complete does not imply that
it should be L′-complete for any larger fragment L′ (even though the converse
always holds).
As shown in [5] and [9], completeness of a geometric theory (within geometric
logic) amounts precisely to the two-valuedness of its classifying topos (recall
that a Grothendieck topos is two-valued if the only subobjects of its terminal
object are the zero subobject and the identity subobject, and they are distinct
from each other), while first-order completeness of a finitary first-order theory
amounts precisely to geometric completeness of its Morleyization. On the other
hand, as shown in [4], the geometric completeness of an atomic theory implies its
completeness also with respect to finitary first-order (not necessarily geometric)
assertions over its signature.
The importance of the topos-theoretic characterization of completeness as
two-valuedness lies in the fact that it paves the way, in light of the technique
‘toposes as bridges’ of [13], for investigating the logical matter of completeness of
theories using techniques of other mathematical domains providing alternative
representations of the given classifying topos. For instance, it was shown in
[5] that the theory of homogeneous T-models, for a theory T of presheaf type
whose category f.p.T-mod(Set) of finitely presentable T-models satisfies the
amalgamation property, is complete if and only if the category f.p.T-mod(Set)
satisfies the joint embedding property. Needless to say, the latter property is
much easier to verify in practice than the completeness condition (see [5] for a
few examples).
We can now describe our two main approaches to the problem of constructing
‘motivic toposes’.
2.3 The ‘bottom-up’ approach
The ‘bottom-up’ approach consists in building ‘motivic toposes’ starting from
a specific (co)homology theory T , and in trying to prove that (co)homology
theories belonging to a given class for which one wants to construct motives
yield equivalent toposes (or equivalent categories of motives).
This is the approach that we followed in [3], where we realized Nori’s category
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of a representation T : D → k-vectfin as the full subcategory of classifying topos
of the theory Th(T ) on the supercoherent objects. Unlike Nori’s construction,
our syntactic construction of a category CT satisfying the universal factorization
property makes sense also for representations with values in infinite-dimensional
vector spaces over a given field k. So, for any known (co)homology theory,
regarded as a representation T : D → Q-vect, one can consider the classifying
topos ET of the theory Th(T ). This will be a ‘motivic topos’ if for any other
known homology theory T ′, there is an equivalence ET ≃ ET ′ commuting with
the canonical representations D → ET and D → ET ′ , that is if and only if
Th(T ) = Th(T ′), in other words if and only if T and T ′ satisfy the same regular
properties over the language LD. We gave a more concrete reformulation of these
conditions in Corollary 2.10 [3]. It seems likely that all the usual homology
theories satisfy these properties, which - it is important to remark - do not
detect the possible differences concerning the dimensions of homology groups
pertaining to distinct theories.
Notice that these toposes ET are all connected and locally connected (as they
are the classifying toposes of regular theories), but not necessarily atomic nor
two-valued.
Provided that there exists a kind of ‘product’ in D compatible with T and a
kind of ‘involution’ in D compatible with T , it should be possible to show that
the category CT is closed in ET under tensor products over k and duals. We
plan to investigate these points in due course.
Given the fact that the dimension of a (co)homology group can be read
straight off from the rigid tensorial structure (as the scalar arising by consid-
ering the composition of the two canonical maps 1 → V ⊗ V ∗ → 1, where 1 is
the unit of the tensor structure), it is natural to expect that the differences in
the dimensions of the groups (subsisting for example between ℓ-adic cohomol-
ogy and higher K-theory) will reflect into the different behaviour, in terms of
preservation or non-preservation of the rigid tensorial structure, by the relevant
realisation functors.
Summarizing, the ‘bottom-up approach’ consists in constructing toposes
which are ‘motivic’ conditionally to the fact that the different (co)homology
theories satisfy the same properties (over a fixed language and within a given
logic - in the case of [3] these were the language LD and regular logic). The
resulting realisation functors defined on the relevant subcategories of motives
will all be faithful and exact but, depending on the (co)homology theory in
question, they might not preserve the rigid tensorial structure. For theories
whose associated realisation functors preserve such a structure, the equality of
the dimensions of the respective groups follows as a straightforward consequence
of this preservation property.
We shall now describe an alternative, more axiomatic, approach to the prob-
lem of constructing ‘motivic toposes’.
2.4 The ‘top-down’ approach
Given a class of cohomology theories K for which one wants to construct ‘mo-
tives’, we can attempt to axiomatize the properties which are common to all
the theories in K by means of a geometric theory TK whose classifying topos
has enough points. If all the theories in K carry in themselves the same amount
of ‘information’ then the realisation functors defined on the classifying topos of
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TK will be (exact and) faithful (as they will correspond to conservative models
of TK). This topos will satisfy the requirements of a ‘motivic topos’; indeed, it
will be an incarnation of the properties (expressible within geometric logic in
the language of TK) that the theories in K share with each other.
The signature ΣK of TK will contain one sort for each of the (co)homology
groups that one wants to study and function symbols corresponding to the
morphisms between these groups that one wishes to consider, plus possibly
other symbols formalizing the structures that one wants to consider on them
(e.g., the field structure on the coefficient field H0(Spec(k), ∅) of the theory and
the vector space structure over this field on all the other homology groups). Since
(co)homology groups are indexed by tuples consisting of schemes over a given
base field and integers (for instance triplets (X,Y, i) index relative homology
groups Hi(X,Y )), one should take a sort for each indexing object of this kind.
This approach allows to compare cohomology theories with different coeffi-
cients since the language of TK will contain one sort for the field of coefficients
of the theory, which therefore varies with it.
Notice that if both ℓ-adic étale cohomology and p-adic étale cohomology
(for schemes in characteristic p) are K the theory TK will not be (geometrically)
complete (if we axiomatize cohomology groups separately for each degree). In-
deed, the bounds on the dimensions of cohomology groups are clearly expressible
within geometric logic over the language of TK (as the requirement that any set
of vectors with a size greater than the given bound be linearly dependent). On
the other hand, it seems likely that there exists a complete theory M whose
models are the ℓ-adic cohomology theories (for all ℓ 6= p) and the crystalline or
rigid cohomology theory. This would imply the independence from ℓ not just
of the dimensions of the cohomology groups, but of the dimensions of kernels
and images of definable morphisms. For instance, for any λ ∈ Q, the multiplic-
ity dim(T (f) − λ . Id) of λ as an eigenvalue of the image T (f) of a definable
morphism f by a (co)homology theory T would be the same for all T which
are models of M. More generally, for any rational polynomial P ∈ Q[X ], the
dimension dim(Ker(P (T (f)))) is independent from T .
Proving that a certain theory is complete is in general a hard matter; on the
other hand, completeness of a geometric theory T can be reformulated as two-
valuedness of its classifying topos and, if the topos is atomic, i.e. of the form
Sh(Cop, Jat) for some category C satisfying the amalgamation property (where
Jat is the atomic topology on it), this condition implies that all the models of
T are conservative and is equivalent to the joint embedding property on the
category C, a condition that is much more amenable to a direct verification.
We propose below a general framework implementing this approach for build-
ing ‘motivic toposes’ based on the concept of atomic two-valued topos, and in
particular on the topos-theoretic interpretation of Fraïssé’s construction estab-
lished in [5].
3 The setting of atomic two-valued toposes
In this section we argue that the setting of atomic two-valued toposes is a
particularly suitable one for building ‘motivic toposes’, also in relation to the
syntactic interpretation of Nori’s construction carried out in [3].
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Recall that a Grothendieck topos is said to be atomic if every object is a
coproduct of atoms (i.e., of objects which do not have any proper subobjects).
Atomic two-valued toposes satisfy the following important property: any
point of them is an open surjection (i.e. its inverse image is faithful and preserves
exponentials and the subobject classifier). This is particularly relevant for our
purposes since a property that is naturally expected of the realisations functors
of a category of motives is that they preserve the rigid tensor structure present
on it. Now, since internal tensor products of internal vector spaces over an
internal field in a Grothendieck topos can be built by using finite limits and
arbitrary colimits, and internal duals of internal vector spaces over an internal
field can be built by only using finite limits and exponentials, any realisation
functor coming from an open geometric morphism will preserve them.
Moreover, pointed atomic two-valued toposes define a non-abelian lifting of
the context of abelian categories with a faithful exact functor to the category
of finite-dimensional vector spaces over a field. More specifically, as every k-
linear abelian category A with a faithful functor U : A → k-vectfin is equivalent
to the category Comodfin(End
∨(U)) of finite-dimensional comodules over the
coalgebra of endomorphisms of U , so every atomic topos with a point p is
equivalent to the category Cont(Autl(p)) of continuous actions of the localic
automorphism group Autl(p) of p (cf.[15]). It is actually possible to associate
to an atomic two-valued topos E with a point p a k-linear abelian category A
with a faithful exact functor pA : A → k-vectfin by taking A equal to the full
subcategory k-vectfin(E) of internal k-vector spaces V in E such that p∗(V ) is
a finite-dimensional vector space and pA equal to the restriction of p
∗ to A. It
would be interesting to characterize those pointed atomic two-valued toposes
(E , p) which can be recovered from the category k-vectfin(E) or an appropriate
subcategory of it, for instance as a completion of it or, by taking into account
the rigid tensor structure present on k-vectfin(E), as the classifying topos for
(duals-preserving and tensor-preserving) representations of k-vectfin(E) (into
rigid k-linear tensor categories).
For k-linear abelian categories with a faithful functor U : A → k-vect to
possibly infinite-dimensional vector spaces, this no longer works; the Tannaka-
type construction ofA as a category of comodules is replaced in [3] by a syntactic
construction which generalizes it. The topos-theoretic analogue is provided
by connected and locally connected toposes; indeed, any abelian category is
equivalent to a full subcategory of the category of abelian objects in such a
topos, namely the topos of regular sheaves on it (see also [3]).
Lastly, atomic two-valued toposes constitute the natural setting for formu-
lating the general Galois theory of topological or localic groups (cf. [11], [15]
and section 3.2 below). For any point p of an atomic two-valued topos E , E is
equivalent to the topos of continuous actions of the localic automorphism group
Autl(p) of p (cf. [15]); if p is universal and ultrahomogeneous (in the sense of
[11]) then E is equivalent to the topos of continuous actions of the topological
automorphism group Autt(p) of p (cf. [11]).
If (E , p) is a pointed ‘motivic topos’, we can define the motivic Galois group
of p as the group of natural transformations of p which respect the rigidity and
the tensor structure on k-vectfin(E). This is a smaller group with respect to
Autl(p) or Autt(p), but it suffices, by Tannaka duality, to recover the Tannakian
category k-vectfin(E).
In order to investigate atomic toposes from the point of view of the theories
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that they classify, it is important to review the concept of theory of presheaf
type.
3.1 Preliminaries on theories of presheaf type
A geometric theory T is said to be of presheaf type if it is classified by a presheaf
topos. Recall that the classifying topos of a geometric theory T can always be
canonically constructed as the category Sh(CT, JT) of sheaves on the syntactic
site (CT, JT) of T (cf. section 2.1).
Every finitary algebraic theory (i.e., any theory whose axioms are of the
form (⊤ ⊢~x t(~x) = s(~x)), where t and s are terms over the signature of T in the
context ~x) is of presheaf type, but the class of theories of presheaf type contains
many other interesting mathematical theories (for instance, the coherent theory
of linear orders or the infinitary theory of algebraic extensions of a given field).
The following notions will be central for our purposes.
Definition 3.1. Let T be a geometric theory over a signature Σ and M a
set-based T-model. Then
(a) The model M is said to be finitely presentable if the representable functor
HomT-mod(Set)(M,−) : T-mod(Set)→ Set preserves filtered colimits;
(b) The model M is said to be finitely presented if there is a geometric formula
{~x . φ} over Σ and a string of elements (ξ1, . . . , ξn) ∈ MA1 × · · · ×MAn
(whereA1, . . . , An are the sorts of the variables in ~x), called the generators of
M , such that for any T-model N in Set and string of elements (b1, . . . , bn) ∈
MA1 × · · · ×MAn such that (b1, . . . , bn) ∈ [[~x . φ]]N , there exists a unique
arrow f : M → N in T-mod(Set) such that (fA1×. . .×fAn)((ξ1, . . . , ξn)) =
(b1, . . . , bn).
The full subcategory of the category T-mod(Set) of T-models and model
homomorphisms between them on the finitely presentable T-models will be de-
noted by f.p.T-mod(Set).
The classifying topos of a theory of presheaf type can always be canonically
represented as the functor category [f.p.T-mod(Set),Set].
For a theory of presheaf type T, the two above-mentioned notions of finite
presentability coincide. More specifically, we have the following result.
Definition 3.2. Let T be a geometric theory over a signature Σ. A geometric
formula-in-context {~x . φ} is said to be T-irreducible if for any family {θi | i ∈ I}
of T-provably functional geometric formulae {~xi, ~x . θi} from {~xi . φi} to {~x . φ}
such that (φ ⊢~x∨
i∈I
(∃~xi)θi) is provable in T, there exist i ∈ I and a T-provably
functional geometric formula {~x, ~xi . θ′} from {~x . φ} to {~xi . φi} such that
(φ ⊢~x (∃~xi)(θ
′ ∧ θi)) is provable in T.
Theorem 3.3. [7, Theorem 4.3] Let T be a theory of presheaf type over a
signature Σ. Then
(i) Any finitely presentable T-model in Set is presented by a T-irreducible
geometric formula φ(~x) over Σ;
(ii) Conversely, any T-irreducible geometric formula φ(~x) over Σ presents a
T-model.
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In fact, the category f.p.T-mod(Set)op is equivalent to the full subcategory Cirr
T
of CT on the T-irreducible formulae.
The following theorem provides a syntactic criterion for a theory T to be
of presheaf type, which amounts to the requirement that every geometric for-
mula over the signature of T should be covered in the syntactic site of T by
T-irreducible formulas.
Theorem 3.4. [7, Corollary 3.15] Let T be a geometric theory over a signature
Σ. Then T is of presheaf type if and only if there exists a collection F of T-
irreducible geometric formulae-in-context over Σ such that for any geometric
formula {~y . ψ} over Σ there exist objects {~xi . φi} in F as i varies in I and
T-provably functional geometric formulae {~xi, ~y . θi} from {~xi . φi} to {~y . ψ}
such that (ψ ⊢~y∨
i∈I
(∃~xi)θi) is provable in T.
As an illustration of this theorem, consider the injectivization of the alge-
braic theory of Boolean algebras (see section 3.2.1 below for the definition of
injectivization of a geometric theory). In this theory, which is well-known to be
of presheaf type, the formula {x . ⊤} does not present a model (that is, there is
not a free model on one generator), but it is covered by the formulae {x . x =
0} ֌ {x . ⊤}, {x . x = 1} ֌ {x . ⊤} and {x . x 6= 0 ∧ x 6= 1} ֌ {x . ⊤},
which are irreducible in the theory since they present respectively the models
{0, 1}, {0, 1} and the four element Boolean algebra {0, 1, b,¬b} (notice that the
formulae {x . x = 0} and {x . x = 1} are isomorphic in the syntactic category
of the theory to the formula {[] . ⊤}, which presents the initial algebra {0, 1}).
Lemma 3.5. Let T be a theory of presheaf type and {~x . φ} a formula-in-
context which presents a T-model M{~x.φ}. Then for every geometric formula
ψ(~x) over the signature of T, the sequent (φ ⊢~x ψ) is provable in T if and only
if, denoting by ~ξ the set of generators of M{~x.φ}, M{~x.φ}  ψ(~ξ).
Proof. Since T is of presheaf type, provability of geometric sequents in T is
equivalent to validity in all Set-based T-models. For any set-based T-model
M , the sequent (φ ⊢~x ψ) is valid in M if and only if for any tuple ~a such
that M  φ(~a), M  ψ(~a). Now, by the universal property of the T-model
M{~x.φ} presented by the formula {~x . φ}, there exists a T-model homomorphism
f : M{~x.φ} →M such that f(~ξ) = ~a. Hence M  ψ(~a) since M{~x.φ}  ψ(~ξ) and
ψ is geometric.
Theorem 3.4 and Lemma 3.5 can be useful in connection with the problem
of constructing a theory classified by a given topos [C,Set]. Indeed, according
to the general method for constructing geometric theories classified by a given
presheaf topos developed in 7.2 of [12], the first step in constructing a theory
classified by the topos [C,Set] is to realise C as a full subcategory of the category
of finitely presentable models of a theory S that one already knows to be of
presheaf type; this will ensure that there is a quotient SC of S classified by the
topos [C,Set]. The general theorems of section 6.4.2 of [12] take care of obtaining
explicit axiomatizations for such a quotient. Theorem 3.4 shows that all the
sequents expressing the fact that every geometric formula over the signature of
S is covered by the family of formulae presenting a model in C should be provable
in SC , while Lemma 3.5 shows that all the sequents of the form (φ ⊢~x ψ), where
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{~x . φ} is a formula presenting a model c in C with generators ~ξ and ψ(~x) is a
formula such that c  ψ(~ξ), should be provable in SC . These sequents should
therefore be certainly added to S to form SC . We shall apply these remarks in
section 5.
3.2 The topos-theoretic Fraïssé theorem
The following notions, which will play a central role in our analysis, are categori-
cal generalisations of the concepts involved in the classical Fraïssé’s construction
(cf. [5]).
Definition 3.6. A category C is said to satisfy the amalgamation property (AP)
if for every objects a, b, c ∈ C and morphisms f : a → b, g : a → c in C there
exists an object d ∈ C and morphisms f ′ : b → d, g′ : c → d in C such that
f ′ ◦ f = g′ ◦ g:
a
g

f
// b
f ′
✤
✤
✤
c
g′
//❴❴❴ d
Note that if C satisfies AP then we may equip Cop with the atomic topology,
that is the Grothendieck topology whose covering sieves are exactly the non-
empty ones. This point will be a fundamental ingredient of our topos-theoretic
interpretation of Fraïssé’s theorem.
Definition 3.7. A category C is said to satisfy the joint embedding property
(JEP) if for every pair of objects a, b ∈ C there exists an object c ∈ C and
morphisms f : a→ c, g : b→ c in C:
a
f
✤
✤
✤
b
g
//❴❴❴ c
Notice that if C has a weakly initial object (i.e., an object which admits an
arrow to any other object of C) then AP on C implies JEP on C; however, in
general the two notions are quite distinct from each other.
Definition 3.8. Let C →֒ D be the embedding of a subcategory C into a cate-
gory D.
(a) An object u ∈ D is said to be C-homogeneous if for every objects a, b ∈ C
and arrows j : a→ b in C and χ : a→ u in D there exists an arrow χ˜ : b→ u
in D such that χ˜ ◦ j = χ:
a
j

χ
// u
b
χ˜
??⑧
⑧
⑧
⑧
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(b) An object u ∈ D is said to be C-ultrahomogeneous if for every objects a, b ∈ C
and arrows j : a → b in C and χ1 : a → u, χ2 : b → u in D there exists an
isomorphism jˇ : u→ u such that jˇ ◦ χ1 = χ2 ◦ j:
a
j

χ1 // u
jˇ
✤
✤
✤
b
χ2
// u
(c) An object u ∈ D is said to be C-universal if it is C-cofinal, that is for every
a ∈ C there exists an arrow χ : a→ u in D:
a
χ
//❴❴❴ u
Remarks 3.9. (a) It is easy to see that if u is C-ultrahomogeneous and C-
universal then u is C-homogeneous.
(b) If C has an initial object in D then every C-homogeneous object is C-
universal.
(c) In verifying that an object u in D is C-ultrahomogeneous one can clearly
suppose, without loss of generality, that the arrow j in the definition is an
identity.
Let T be a theory of presheaf type over a signature Σ such that its category
f.p.T-mod(Set) of finitely presentable models satisfies the amalgamation prop-
erty. Then we can put on the opposite category f.p.T-mod(Set)
op
the atomic
topology Jat, obtaining a subtopos Sh(f.p.T-mod(Set)
op
, Jat) of the classifying
topos [f.p.T-mod(Set),Set] of T, which corresponds by the duality theorem of
[10] to a unique quotient T′ of T.
This quotient can be characterized as the theory over Σ obtained from T by
adding all the sequents of the form (ψ ⊢~y (∃~x)θ(~x, ~y)), where φ(~x) and ψ(~x)
are formulae which present a T-model and θ(~x, ~y) is a T-provably functional
formula from {~x . φ} to {~y . ψ}. Semantically, the theory T′ axiomatizes the
homogeneous models of T, that is the models M of T in Set such that for any
arrow y : c→M in T-mod(Set) and any arrow f in f.p.T-mod(Set) there exists
an arrow u in T-mod(Set) such that u ◦ f = y:
c
f

y
// M
d
u
??⑦
⑦
⑦
⑦
For this reason, we shall call T′ the ‘theory of homogeneous T-models’. No-
tice that a T-model M is homogeneous if and only if it is f.p.T-mod(Set)-
homogeneous as an object of the category T-mod(Set) in the sense of Definition
3.8.
Theorem 3.10. [5] Let T be a theory of presheaf type such that the category
f.p.T-mod(Set) is non-empty and satisfies AP and JEP. Then the topos
Sh(f.p.T-mod(Set)
op
, Jat)
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is atomic and two-valued; in other words, the theory T′ of homogeneous T-models
is complete and atomic. In particular, any two models of T′ satisfy exactly the
same first-order formulae over the signature of T.
Remark 3.11. The idea underlying this topos-theoretic generalization of Fraïs-
sé’s theorem is that two homogeneous models are not necessarily comparable
with each other directly, but since they can both be represented as filtered
colimits of finitely presentable models, links between them can be established
by working at the level of these ‘small’ models, which can be amalgamated with
each other thanks to the AP and JEP.
The following result shows that the toposes arising in Theorem 3.10 often
admit Galois-type representations.
Theorem 3.12. [11] Let T be a theory of presheaf type such that its category
f.p.T-mod(Set) of finitely presentable models satisfies AP and JEP, and let M
be a f.p.T-mod(Set)-universal and f.p.T-mod(Set)-ultrahomogeneous model of
T. Then we have an equivalence of toposes
Sh(f.p.T-mod(Set)
op
, Jat) ≃ Cont(Aut(M)),
where Aut(M) is endowed with the topology of pointwise convergence (in which
a basis of open neighbourhoods of the identity is given by the sets of the form
{f : M ∼= M | f(~a) = ~a} for any ~a ∈M), which is induced by the functor
F : f.p.T-mod(Set)
op → Cont(Aut(M))
sending any model c of f.p.T-mod(Set) to the set HomT-mod(Set)(c,M) (endowed
with the obvious action by Aut(M)) and any arrow f : c→ d in f.p.T-mod(Set)
to the Aut(M)-equivariant map
− ◦ f : HomT-mod(Set)(d,M)→ HomT-mod(Set)(c,M) .
Remark 3.13. One can have in general many differentM with non-isomorphic
automorphism groups Aut(M) whose associated toposes Cont(Aut(M)) are
equivalent (this phenomenon of course does not only hold in the topological
setting but also in the localic one). Take for instance the Schanuel topos, that is
the topos of Theorem 3.12 where T is the injectivization of the empty theory over
a one-sorted signature; by the theorem, it can be represented as Cont(Aut(M))
for any infinite set M . This is in fact a quite deep phenomenon, which shows
that one cannot directly relate the differentM ’s which each other without using
the associated topos as a ‘bridge’.
We would actually like to interpret the relationships between ℓ-adic coho-
mologies for different ℓ’s as arising from the fact that they yield different rep-
resentations (as continuous actions of their respective automorphism groups) of
the same atomic two-valued ‘motivic topos’ (cf. section 4).
The following proposition illuminates the relationship between homogeneity
of a model M and surjectivity of the maps Mf (for f a function symbol over
the signature of the theory).
Proposition 3.14. Let T be a theory of presheaf type over a signature Σ,
f : A1, . . . , An → B a function symbol over Σ and ψ(yB) a formula presenting
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a T-model such that the sequent (ψ(f(~x)) ⊢~x ⊥) is not provable in T. Then the
sequent (ψ ⊢y (∃~x)f(~x) = y) is provable in the theory T′ of homogeneous T-
models; in particular, for any homogeneous T-model M , the map Mf : MA1 ×
· · · ×MAn →MB is surjective onto [[y . ψ]]M .
Proof. Since the formula {~x . ψ(f(~x)} is not T-provably equivalent to {~x . ⊥},
there exists a non-empty covering of it in the syntactic category by T-irreducible
formulae (cf. Theorem 3.4). In particular, there exists an arrow [θ] : {~z . χ} →
{~x . ψ(f(~x)} in CT where the formula-in-context {~z . χ} presents a T-model. By
composing [θ] with the arrow [y = f(~x) ∧ ψ(y))] : {~x . ψ(f(~x)} → {y . ψ} we
obtain the arrow
[τ(~z, y)] := [(∃~x)(θ(~z, ~x) ∧ y = f(~x) ∧ ψ(y))] : {~z . χ} → {y . ψ} .
By the syntactic description of the theory of homogeneous T-models given above,
it follows that the sequent (ψ ⊢y (∃~z)τ(~z, y)) is provable in T′; but this sequent
clearly entails the sequent (ψ ⊢y (∃~x)f(~x) = y), whence our thesis follows.
3.2.1 Homogeneity and injectivizations
As shown by the following theorem, the notion of homogeneous T-model essen-
tially trivializes in the case of a theory T in which the formulae {~x . ⊤} present a
model (which is always the case if T is algebraic) or, more generally, if the formu-
lae ψ(~x) which present a T-model are satisfied by ‘too many’ elements. A simple
way for preventing such a situation is to make all the T-model homomorphisms
sortwise injective and then consider a presheaf completion of the resulting the-
ory. Recall from [12] that a presheaf completion of a geometric theory T is a
theory of presheaf type given by an expansion S of T which is classified by the
topos [f.p.T-mod(Set),Set]; in particular, the finitely presentable S-models can
be identified with the finitely presentable T-models if the category of set-based
T-models is finitely accessible (i.e., equivalent to the ind-completion of some
small category). A given geometric theory has many different presheaf comple-
tions in general (and it always has one), but all of them are Morita-equivalent,
that is they have the same classifying topos.
In fact, the notion of homogeneous model is mostly relevant when all the T-
model homomorphisms are sortwise injective. The following construction turns
a geometric theory T into a geometric theory Ti whose set-based models can be
identified with those of T and whose model homomorphisms are precisely the
sortwise injective T-model homomorphisms.
Definition 3.15. Let T be a geometric theory over a signature Σ. The injec-
tivization Ti of T is the geometric theory obtained from T by adding a binary
predicate DA ֌ A,A for each sort A over Σ and the coherent sequents
(DA(x
A, yA) ∧ xA = yA) ⊢xA,yA ⊥)
and
(⊤ ⊢xA,yA DA(x
A, yA) ∨ xA = yA) .
Theorem 3.16. Let T be a theory of presheaf type with the property that its
category f.p.T-mod(Set) of finitely presentable models satisfies AP, and T′ be
the theory of homogeneous T-models. Then
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(i) If the category f.p.T-mod(Set) has an initial object I then for any geomet-
ric formula ψ(~x) presenting a T-model and any tuple ~c of constants of the
same kind as ~x such that I  ψ(~c), the sequent (ψ ⊢~x ~x = ~c) is provable in
T′;
(ii) If there exist both the free T-model on one generator and the free T-model
on two generators for a given sort A over the signature of T then the
sequent (⊤ ⊢xA,yA x
A = yA) is provable in the theory T′.
Proof. (i) If the formula {[] . ⊤} presents a model and I  ψ(~c) then by Lemma
3.5 the sequent (⊤ ⊢[] ψ(~c)) is provable in T. We thus have an arrow [~x =
~c] : {[] . ⊤} → {~x . ψ} in the syntactic category of T, whence by the syntactic
description of T′ given above the sequent (ψ ⊢~x ~x = ~c) is provable in T
′.
(ii) If both the formulae {xA . ⊤} and {yA, zA . ⊤} present a T-model then
the sequent corresponding to the arrow [z = x ∧ y = x] : {xA . ⊤} → {yA, zA .
⊤}, namely (⊤ ⊢y,z (∃x)(y = x ∧ z = x), which is provably equivalent to the
sequent (⊤ ⊢xA,yA x
A = yA), is provable in T′, as required.
As an illustration of these results, consider the algebraic theory T of Boolean
algebras. The theory of homogeneous T-models is trivial, that is its unique
model is the zero Boolean algebra in which 0 = 1 (take c = 0 and ψ = ⊤ in the
theorem). On the other hand, the theory of homogeneous Ti-models is a very
interesting one; indeed, its models are precisely the atomless Boolean algebras.
The algebra {0, 1} constitutes the initial object I of the category of Ti-models,
but the free models on one or two generators no longer exist in this theory. For
instance, the 4-element Boolean algebra is no longer presented by the formula
{x . ⊤}, but it is presented by the formula {x . x 6= 0 ∧ x 6= 1}, which in fact
no longer holds in I when evaluated at some constant (either 0 or 1) over the
signature of T.
4 Motivic theories
4.1 The general strategy
Our strategy for building an atomic two-valued topos classifying (co)homology
theories belonging to a certain class K is as follows.
Once chosen a signature ΣK as in section 2.4 so that all the (co)homology
theories in K can be regarded as ΣK-structures, one should define a theory SK
which axiomatizes precisely the ΣK-substructures of the (co)homology theories
in K. Indeed, if we want the (co)homology theories in K to be C-universal (and
note that universality follows from homogeneity in presence of an initial object),
where C is the category of finitely presentable models of the injectivization SiK of
SK, the theory S
i
K is forced (up to presheaf completion) to be the theory which
axiomatizes the SK-substructures of a (co)homology theory in K.
It is important to observe that the exactness conditions
(g(x) = 0 ⊢x (∃y)f(y) = x),
for all distinguished pairs (i.e. pairs fitting in a long exact sequence) (f, g)
are satisfied by all the homology theories in K but are not inherited by their
ΣK-substructures. On the other hand, any algebraic sequent (i.e., any sequent
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whose premise is a finite conjunction of formulae of the form w(~x) = 0 and whose
conclusion is a formula of the same form) which is satisfied by the (co)homology
theories in K is valid in every ΣK-substructure of a (co)homology theory in K.
It is thus natural to define SK as the set of algebraic sequents over ΣK which
are satisfied by all the (co)homology theories inK (or which follow from the usual
axioms for (co)homology theories, as suitably formalized within geometric logic
over ΣK). One should actually define SK to consist of all the sequents over ΣK
which are satisfied by ΣK-substructures of theories in K (including in particular
all the geometric sequents over ΣK which are satisfied by the theories in K and
whose conclusion does not contain any existential quantification), but there are
technical reasons to believe that the algebraic sequents suffice (in the sense that
they entail all the others).
It is natural to wonder whether it makes sense to look for a simple, explicit
axiomatization of the theory SK. To this end, we observe that the following
axiom schemes exhibit sets of algebraic sequents which are derivable from the
above-mentioned exactness conditions.
Below we say that an arrow s in the syntactic category of SK factors through
a distinguished pair if there exists a distinguished pair (f, g) and an arrow t such
that s = g ◦ f ◦ t in SK.
(i) Axiom scheme E1:
(g(x) = 0 ⊢x s1(x) = s2(x)),
for any distinguished pair (f, g), where f : c → d and g : d → e, and any
s1, s2 : d→ e′ such that s1 ◦ f = s2 ◦ f .
(ii) Axiom scheme E2:
(g(x) = 0 ⊢x s(x) = 0),
for any distinguished pair (f, g), where f : c → d and g : d → e, and any
s : d→ e′ such that s ◦ f factors through a distinguished pair.
(iii) Axiom scheme E3:
(g0(x) = 0 ∧ g(χ(x)) = t(x) ⊢x h(χ(x)) = t
′(x))
for any distinguished pairs (f0, g0) and (f, g) and arrows p, χ, h, t, t
′ such
that h◦f factors through a distinguished pair and g◦p = t◦f0, h◦p = t′◦f0.
The fact that axiom schemes E1 and E2 are derivable from the exactness
conditions is clear. It is instructive to verify that also the more complicated
axiom scheme E3 follows from them. If x = f0(y) then g(χ(x)) = t(x) implies
that g(χ(f0(y))) = t(f0(y)) = g(p(y)). Therefore the element χ(f0(y)− p(y)) is
in the kernel of g, whence by E2 h(χ(f0(y) − p(y))) = 0, that is h(χ(f0(y)) =
h(p(y))). But h(p(y)) = t′(f0(y)), whence h(χ(f0(y))) = t
′(f0(y)), that is
h(χ(x)) = t′(x), as required.
The existence of such complicated axioms which are derivable from the ex-
actness conditions shows that there is not much hope of finding an explicit
(finite) set of sequents axiomatizing the theory SK.
Notice that the theory SK should prove any sequent of the form (⊤ ⊢
xpXq
x = 0) for each X such that H(X) = 0 for every H in K.
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To get a non-trivial theory of homogeneous SK-models (cf. Theorem 3.16),
we consider the injectivization SiK of the theory SK, whose category of set-based
models has as objects the SK-models and as arrows the injective homomorphisms
between them.
The category C of finitely presentable models of SK
i of the theory SK should
satisfy the amalgamation property and possibly have an initial object (so that
the joint embedding property is automatically satisfied and universality follows
from homogeneity).
Given the form of the axioms of SK, it follows from Propositions 6.11 and 6.13
[12] that the finitely presentable SiK-models are precisely the finitely generated
ones. Recall that a model M of a many-sorted theory is said to be finitely
generated if there exists a finite set of elements of the sets MA (where A is
a sort over the signature of the theory) such that any other elements can be
obtained by applying terms written in the signature of the theory to this set of
generators (notice that this is a global condition which does not imply that the
model be finitely generated sortwise).
In order to apply Theorem 3.10, one needs to turn the theory SiK into a theory
S˜iK of presheaf type classified by the topos [C,Set]. By the results of section 7.2
of [12], this can be achieved, by adding predicates R for presenting all the models
in C, and disjunctive axioms involving these R which fix their interpretations in
any set-based model of S˜iK as the set-theoretic complement of the interpretation
of some geometric formula over the signature of SiK. The set-based models of S
i
K
can thus be canonically and uniquely endowed with the structure of S˜iK-models,
so to have an equivalence between the category of set-based SiK-models and that
of set-based S˜iK-models (see section 5 for an exemplification of these remarks).
For more on presheaf completions of geometric theories, see section 7.2 of [12].
The motivic theory of K will be the theory of homogeneous S˜iK-models. By
Theorem 3.10, this is an atomic and complete theory, and any two of its models
satisfy exactly the same first-order properties. The fact that ℓ-adic and ℓ′-adic
cohomology groups have the same dimension over the respective coefficients
fields will follow as a consequence of this, if we succeed in proving that both are
homogeneous S˜iK-models.
Notice that for all the theories in K to be homogeneous as S˜iK-models, it is
necessary that for any sort pXq over the signature ΣK and any H and H
′ in K,
H(X) = 0 if and only if H ′(X) = 0. Indeed, if C has an initial object then every
homogeneous S˜iK-model is universal, and injective homomorphisms preserve and
reflect equalities. In other words, the possible reasons why a homogeneous
(co)homology theory might be zero at a certain sort should be encoded in our
basic theory of presheaf type S˜iK. In fact, this is perfectly in line with the general
philosophy of motives which prescribes that these reasons should be ‘geometric’,
whence formalizable over the signature of S˜iK.
It is worth to note, for the sake of comparison between this ‘top-down’
approach based on atomic two-valued toposes and the ‘bottom-up’ one imple-
mented in [3] that, given a C-universal and C-ultrahomogeneous homology theory
T : N → Q-vect, the Q-linear category of motives CT associated to it as in [3]
is a full subcategory of the topos Cont(Autt(T )).
In the following section we identify a few axioms, expressible in geometric
logic, which are satisfied by all the usual homology theories and their substruc-
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tures. We should mention that many different approaches have been proposed
to the problem of axiomatizing (co)homology theories (for instance, the Weil or
Bloch-Ogus axioms). As remarked above, the theory SK should be obtained by
retaining only the axioms which are inherited by ΣK-substructures.
4.2 Some axioms for homology theories
To fix ideas, to define our signature ΣK let us start with the signature ΣN of
Nori’s quiver Nk (where k is the base field), having one sort pcq for each vertex
c of N , one function symbol pfq : pcq→ pdq for each edge f : c→ d of N and
the abelian group structure on each sort pcq.
Recall that Nk has as objects the triplets (X,Y, i) where X is a variety over
k, Y is a closed subvariety of X and i is an integer, and has two different kinds
of edges:
(1) (functoriality) For every morphism (of schemes) f : X → X ′ such that
f(Y ) ⊆ Y ′ and every integer i, an arrow
pif :(X,Y )→(X′,Y ′) : (X,Y, i)→ (X
′, Y ′, i);
(2) (boundary) For every integer i and every chain Z ⊆ Y ⊆ X of closed
subschemes of X , an arrow
δ(X,Y,Z,i) : (X,Y, i)→ (Y, Z, i− 1) .
Starting from the empty theory over the signature ΣN , let us expand it
by imposing the (coherent) structure of a field of characteristic 0 on the sort
p0q = p(Spec(k), ∅, 0)q (notice that the property of having characteristic 0 can
be formalized by the set of sequents (p . 1 = 0 ⊢ ⊥) for all primes p) and
the structure of a vector space over this field on all the other sorts pcq (this
is formalized by taking one binary function symbol p0q × pcq → pcq for each
c in Nk). The intended interpretation of p0q is the field of coefficients of the
homology theory. It is natural to axiomatize the notion of a field by using the
signature for von Neumann regular rings, so that the notion of finitely generated
field coincides with the model-theoretic notion of finitely generated structure for
models of this theory.
An important property of homology theories is that for any disjoint sum
X
∐
Y of two varietiesX andX ′ and subvarieties Y and Y ′, H(X
∐
X ′, Y
∐
Y ′, i)
is isomorphic to the direct sum H(X,Y, i) ⊕H(X ′, Y ′, i). This property is an
easy consequence of exactness if one assumes the following property: for any
pair (X,Y ) and any open Z of X contained in Y , the canonical homomor-
phisms H(X \Z, Y \Z, i)→ H(X,Y, i) are isomorphisms. It is natural to enrich
the signature of our theory so to name the inverses to this canonical homomor-
phisms and add the equational axioms specifying that they are inverses to them.
Thanks to these axioms, when treating 0-motives, we will be able to restrict our
attention to varieties which consist of just one point defined over k (that is, to
the varieties of the form Spec(k′)→ Spec(k) for a finite field extension k′ of k),
since every variety of dimension 0 is a finite disjoint union of varieties of this
form.
The following axioms are satisfied by all homology theories and inherited by
substructures of them, so they are provable in SK.
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Functoriality:
(⊤ ⊢x ppgq(ppfq(x)) = pphq(x))
for any morphisms of schemes f and g with composite h; and
(⊤ ⊢x ppfq(x) = x)
for f equal to an identity morphism on a scheme.
Border naturality:
(⊤ ⊢x pp
n−1
f :(Y,Z)→(Y ′,Z′)q(pδ(X,Y,Z,n)q(x)) = pδ(X′,Y ′,Z′,n)q(pp
n
f :(X,Y )→(X′,Y ′)q(x)))
for any closed subschemes Z ⊆ Y ⊆ X and any morphism of schemes f :
(X,Y, Z, n)→ (X ′, Y ′, Z ′, n);
Complex condition:
(⊤ ⊢x ppgq(ppfq(x))) = 0
for any distinguished pair (f, g) of arrows in Nori’s quiver Nk.
Notice that, whilst the complex condition is algebraic, it is not natural, both
from a logical and an algebraic point of view, to put the exactness conditions
among the axioms of our basic theory of presheaf type. Indeed, there are too
few exact subsequences of given homology exact sequence, and the theory of
exact sequences does not look at all like a theory of presheaf type. This means
in particular that we should recover the exactness requirement as a particular
case of homogeneity. This is indeed the case, as shown by Theorem 6.4 (for the
theory I defined below).
Finally, we add some axioms concerning the connected components of vari-
eties containing a rational point, which ensure the existence of an initial object
in the category of models of our theory (cf. Lemma 5.1 below).
To this end, we observe that there are exactly three different kinds of edges
in Nori’s quiver Nk whose source or target are the triplet (Spec(k), ∅, 0):
(1) pfx : (Spec(k), ∅, 0) → (X,Y, 0) for any point x of X over Q (where fx is
the morphism of schemes Spec(k)→ X corresponding to the point x);
(2) p!X : (X, ∅, 0) → (Spec(k), ∅, 0), where !X is the unique morphism X →
Spec(k);
(3) δ(X,Spec(k),∅,1) : (X, Spec(k), 1)→ (Spec(k), ∅, 0).
Notice the following relations:
p!X ◦ pfx = id(Spec(k),∅,0),
for any k-point x of X .
Lemma 4.1. Let X be a variety over k. Then X has a finite number of con-
nected components containing a rational point and for every homology theory
H , denoting by Hfx : H(Spec(k), ∅, 0) → H(X, ∅, 0) the Q-linear map in ho-
mology induced by a rational point x, the value Hfx(1) (where 1 is the unit
of the ring H(Spec(k), ∅, 0)) only depends on the connected component of X
containing x and the values Hfx1 (1), . . . , Hfxn (1), where x1, . . . , xn are repre-
sentatives for the connected components of X containing a rational point, are
linearly independent over Q.
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The following axioms, which we call the axioms for connected components,
are satisfied by every homology theory (cf. Lemma 4.1):
(⊤ ⊢[] ppfxq(1) = ppfx′q(1))
for any rational points x, x′ of X lying in the same connected component of
X , plus the infinite sequence of geometric axioms asserting the linear indepen-
dence over Q of the values ppfx1 q(1), . . . , ppfxdq(1) for any set {x1, . . . , xd} of
representatives of connected components of X containing a rational point.
5 The basic theory of presheaf type
5.1 Definition of the theory I
In order to implement the strategy described in section 4.1, we start by inves-
tigating the theory I obtained by injectifying the theory over an expansion of
the signature ΣN obtained by adding to all the axioms considered in section 4.2
and all the algebraic sequents
(w1(~x) = 0 ∧ · · · ∧ wn(~x) = 0 ⊢~x w(~x) = 0) .
which are provable in the theory obtained by adding to the axioms of section
4.2 the exactness conditions for all the distinguished pairs in Nori’s quiver.
The theory of homogeneous I˜-models, where I˜ is a presheaf completion of
the theory I, is not intended to be the final one whose classifying topos is a
‘motivic topos’ with the desired properties, but should be regarded as a good
‘approximation’ to it.
Lemma 5.1. The category f.p.I-mod(Set) has an initial object.
Proof. Let I be the I-model obtained by interpreting (Spec(k), ∅, 0) as Q, every
triplet (X, ∅, 0) such that X has a point over Q as Qd, where d is the number
of connected components of X containing a rational point, pfx as the Q-linear
map Q → Qd sending 1 to the d-uple (0, . . . , 0, 1, 0, . . . , 0), where the 1 is in
the i-th position, i being the cardinal of the component of X containing x, p!X
as the Q-linear map Qd → Q sending any basis vector (0, . . . , 0, 1, 0, . . . , 0) to
1 ∈ Q, and every other vertex and edge of Nk as 0.
It is an immediate consequence of Lemma 4.1 that I is initial in I-mod(Set).
The model I actually lies in f.p.I-mod(Set) since it is pointwise finitely gener-
ated.
Remark 5.2. For any field K of characteristic zero, we have a model IK in
I-mod(Set) defined by replacing Q with K in the definition of the initial object
of f.p.I-mod(Set) given in the proof of Lemma 5.1. Notice that IK is finitely
generated as a I-model, that is it lies in f.p.I-mod(Set), if and only if K is a
finitely generated field.
We have to prove that the category f.p.I-mod(Set) satisfies the AP. This
will imply that it also satisfies the JEP (since it has an initial object by Lemma
5.1). This will be done by using logical techniques in section 5.4.
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5.2 A presheaf completion for I
In this section we shall explicitly describe a presheaf completion I˜ of the theory
I introduced above. We define this theory in such a way that every finitely
generated model is finitely presented as a model of it.
We shall say that a term t is in a given context ~x, and we shall write t(~x),
if all the variables occurring in it appear in the context.
Lemma 5.3. Any term t(~x) with source a tuple of variables ~x none of which is
of sort (X, ∅, 0) or (X, Spec(k), 0) and whose target is 0 is provably equivalent
to 0 in I.
Proof. We shall prove that all the terms t(~x) with target 0 whose variables are
all of sorts (X,Y, n) for some n ≥ 1 are provably equivalent to 0 by induction
on n. Notice that it is not possible that all the variables in t are of sorts
(X,Y, 0) with Y 6= Spec(k) and Y 6= ∅, since there is an edge in Nori’s diagram
(X,Y, 0) → (X, Spec(k), 0) only if Y ⊆ Spec(k). The induction step works
as follows: by the naturality of the border we can suppose any term t with
a variable of sort (X,Y, n) for n ≥ 1 to be of the form ‘sums of terms of
the form t′ ◦ δ’ where t′ involves only variables of sorts (X,Y, l) with l < n.
For n = 1, it clearly suffices to prove the thesis under the assumption that
Y 6= ∅, since one can always map by functoriality (X, ∅, n) to (X,X, n). Now,
if Y 6= ∅ then by border naturality we can suppose that t = t′ ◦ δ, where δ is
the border (X,Y, 1)→ (Y, ∅, 0) and t is the arrow !Y : (Y, ∅, 0)→ (Spec(k), ∅, 0).
But !Y =!X ◦ u, where u is the functoriality map (Y, ∅, 0) → (X, ∅, 0), whence
t′ ◦ δ =!X ◦ u ◦ δ. Now, by the complex condition we have u ◦ δ = 0, whence
t = 0, as required.
We add to the signature of I a predicate RS(~x), where S is a set of terms
in the context ~x (with arbitrary target), and the geometric disjunctive axioms
ensuring that the interpretation of this predicate in any model is the following:
RS(~x) if and only if for every term t ∈ S, t(~x) = 0 and for every term t /∈ S,
t(~x) 6= 0.
We also add the Diers predicates (in the sense of [17]), that is the predicates
Tn(x1, . . . , xn) (for n ≥ 1) whose meaning is the following: Tn(x1, . . . , xn) if
and only if xn is transcendental over the field Q(x1, . . . , xn−1). To ensure this
meaning, we add the axioms specified in section 8.2 of [12].
Notice that it is not unnatural to add these predicates and axioms to the
theory I in order to obtain a theory of presheaf type. Indeed, the properties de-
fined by these predicates are preserved by homomorphisms and filtered colimits
of I-models whence they are definable by a geometric formula in every presheaf
completion of I by the definability theorem for theories of presheaf type (cf.
Theorem 2.2 [6]).
Let us denote by J the theory obtained in this way.
Let us show that every finitely generated I-model (A,~b) (where A is the
model and ~b are the generators) is finitely presented as a J-model. For each
context ~x, let us define S(A,~b) as the set of terms t(~x), where ~x is the context
corresponding to the generators ~b, such that t(~b) = 0 in A.
By Lemma 5.3, the field of coefficients A0 of (A,~b) is finitely generated over
Q. Notice that, since A is generated by ~b, the elements of A0 are precisely those
of the form t(~b) for a term t in the context ~x with target 0. More specifically,
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we can suppose the context ~x to consist only of variables of sort (X, ∅, 0) for
some X , and the term t to be a field combination of terms of the form !X(x) for
some X . The field A0 is therefore generated by the elements of the form !X(u)
for some u in ~b.
In order to intrinsically characterize the field A0 as a field extension of Q one
has to know how the elements of the form !X(u) stand in relationship to one
another in terms of algebraic (in)dependence relations. The Diers predicates
serve for this purpose. Let U(A,~b) be a formula in the context ~x written by using
Diers’ predicates which expresses these relations (there are clearly different such
formulae U(A,~b), but all of them are isomorphic in the syntactic category since
they present the same model). Then the model (A,~b) is presented by the formula
{~x . RS
(A,~b)
(~x) ∧ U(A,~b)(~x)} .
For each non-empty context ~x, let us denote by U~x the collection of sets of
the form S(A,~b) for (A,
~b) a finitely generated I-model and ~b a tuple of type ~x.
Let us add to the theory J the following axioms:
(⊤ ⊢~x
∨
S∈U~x
RS(~x)) .
By the results in section 7.2 of [12], the resulting theory I˜ is of presheaf type,
and a presheaf completion of the theory I.
The problem with this axiomatization of I˜ is that it is not intrinsic, in the
sense that the sets U~x appearing in the axioms are defined in terms of the finitely
generated I-models. We would like to find an intrinsic characterization for them,
or, in other words, to intrinsically characterize the I˜-irreducible formulae, i.e.
the formulae which present a I˜-model. To this end, we investigate the problem
of reconstructing a finitely generated I-model from the corresponding formula
presenting it. Given a set of terms S in the context ~x = (xc11 , . . . , x
cm
m ) (with ar-
bitrary target), for whatever formula U of the form G(!X1 (xi1 )/z1, . . . , !Xn(xin)/
zn) where the xij are precisely the variables among the ones in ~x whose sort
is of the form (X, ∅, 0) for some X , and the sort of xij is (Xi, ∅, 0) for each
j = 1, . . . , n and G(z1, . . . , zn) is a formula which expresses the relations of al-
gebraic (in)dependence of the elements z1, . . . , zn with respect to one another,
we can try to build a (finitely generated) I-model presented by the formula
{~x . RS ∧ U}. We have to impose some conditions on S for it to be of the form
S(A,~b) for some (A,
~b). For instance, any S of the form S(A,~b) enjoys the property
that the sequent
(RS(~x) ∧ U(~x) ⊢~x ⊥)
is not provable in I˜; indeed, it is satisfied by (A,~b). Moreover, S(A,~b) is closed
under the A0-vector spaces operations, and satisfies the additional closure prop-
erty: if the sequent
(RS(~x) ∧ U(~x) ⊢~x s(~x) = 0)
is provable in I˜ then s ∈ S. In fact, this property follows from the previous one.
Indeed, if s /∈ S then by definition of RS , the sequent
(RS(~x) ∧ U(~x) ⊢~x s(~x) 6= 0)
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is provable in I˜ and hence the fact that
(RS(~x) ∧ U(~x) ⊢~x s(~x) = 0)
is provable in I˜ implies that the sequent
(RS(~x) ∧ U(~x) ⊢~x ⊥)
is provable in I˜.
The following proposition characterizes in intrinsic terms the formulae which
present the I-models in the theory I˜.
Proposition 5.4. Given a set S of terms in the context ~x = (xc11 , . . . , x
cm
m )
(with arbitrary target) and a formula U = G(!X1 (xi1 )/z1, . . . , !Xn(xin)/zn) as
specified above, the formula {~x . RS(~x) ∧ U(~x)} presents a I˜-model if and only
if any of the following two equivalent conditions is satisfied:
(i) The sequent
(RS(~x) ∧ U(~x) ⊢~x ⊥)
is not provable in I˜;
(ii) For any sequent
(U(~x) ∧w1(~x) = 0 ∧ · · · ∧ wn(~x) = 0 ⊢x w(~x) = 0)
which is provable in I˜, if w1, . . . , wn ∈ S then w ∈ S.
Proof. Given (S,U) satisfying the hypotheses of the proposition and condition
(i), consider the structure A(S,U) defined as follows.
We set A(S,U)(0) equal to the field extension K0 of Q with elements ~α =
(α1, . . . , αn) satisfying the formula G from which the formula U is built as
G(!X1 (xi1)/z1, . . . , !Xn(xin)/zn).
For each c 6= 0, we set
A(S,U)(c) = (
⊕
t:(c1,...,cm)→c
K01t)/E(c),
where E(c) is the subspace consisting of all the elements kt11t1 + · · · + ktm1tm
such that there exist rational functions F1, . . . , Fm such that kti = Fi(~α) for all
i and the sequent
(RS(~x)∧U(~x) ⊢~x F1(s1(~x), . . . , sn(~x))t1(~x)+· · ·+Fm(s1(~x), . . . , sn(~x))tm(~x) = 0)
is provable in I˜, where the terms s1, . . . , sn are precisely those of the form !X(x)
for x a variable inside the context ~x of sort (X, ∅, 0) for some X .
Notice in passing that
⊕
t:(c1,...,cm)→c
K01t =
⊕
t1:c1→c
K01t1 ⊕ · · · ⊕
⊕
t:cm→c
K01tm
(recall that we take terms-in-context everywhere).
The definition of A(S,U) on edges of Nori’s diagram with target different
from 0 is straightforward. The only non-obvious definition that we have to give
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is that for an edge h : c → 0. For this, it clearly suffices to specify where
the generators 1t go. For any t, the term h ◦ t has target 0, so it is a field
combination F (. . . , !X(x), . . .) of terms of the form !X(x) for some X and x in
~x. We stipulate that 1t is sent to the element F (~α) ofK0. We have to check that
this is well-defined, i.e. that for any rational function F ′ which is equivalent in
the theory of (Diers) fields to F , F (~α) = F ′(~α). But this follows at once from
the fact that K0 is a (Diers) field.
Let us now prove that A(S,U) is a model of I˜ presented by the formula
{~x . RS ∧ U}. First, we have to check that it is a model of I˜, equivalently of I
(notice that the category of I-models is equivalent to the ind-completion of the
category of finitely generated I-models). To this end, it is essential to establish
the independence from the rational functions Fi in the definition of the subspace
E(c). This follows from the fact that, by definition of K0, for any F and G such
that F (~α) = G(~α) in K0, the sequent
(U(~x) ⊢~x F (s1(~x), . . . , sn(~x)) = G(s1(~x), . . . , sn(~x)))
is provable in I˜.
Therefore, we have that F1(~α)1t1 + · · ·+Fm(~α)1tm ∈ E(c) if and only if the
sequent
(RS(~x)∧U(~x) ⊢~x F1(s1(~x), . . . , sn(~x))t1(~x)+· · ·+Fm(s1(~x), . . . , sn(~x))tm(~x) = 0)
is provable in I˜.
For an element u = F1(~α)1t1 + · · ·+Fm(~α)1tm of
⊕
t:(c1,...,cm)→c
K01t, let us de-
note by u˜~x the term F1(s1(~x), . . . , sn(~x))t1(~x)+ · · ·+Fm(s1(~x), . . . , sn(~x))tm(~x).
It is immediate to see, by using the characterization of the elements of E(c) just
established, that the assignment u → u˜~x respects the term construction up to
provable equivalence in I˜. This clearly implies that A(S,U) is a model of I.
To conclude the proof that A(S,U) is presented by the formula {~x . RS(~x) ∧
U(~x)}, it clearly suffices to check that the generators satisfy the predicate RS .
This amounts to verifying that for any term t, t ∈ E(c) if and only if t ∈ S.
The ‘if’ direction is trivial, and the ‘only if’ one follows from condition (i) of
the proposition. Using this remark, it is immediate to see that one can recover
the formula from the model presented by it in such a way that the assignments
(A,~b) → {~x . RS
(A,~b)
∧ U(A,~b)} and (S,U) → A(S,U) are inverses to each other
(up to isomorphism) under the hypothesis that (S,U) satisfies the conditions of
the proposition.
It remains to check that conditions (i) and (ii) of the Proposition are equiv-
alent. The fact that (i) implies (ii) follows immediately from the definition of
RS . Conversely, let us assume condition (ii) and deduce condition (i). Suppose
that the sequent
(RS(~x) ∧ U(~x) ⊢~x ⊥)
is provable in I˜. By recalling the definition of RS and U and the fact that in
classical logic a sequent (A∧¬B ⊢ C) is equivalent to the sequent (A ⊢ B ∨C),
we obtain that the sequent
(RS(~x) ∧ U(~x) ⊢~x ⊥)
is equivalent to a sequent whose premise is a finite conjunction of polynomial
conditions and whose conclusion is an infinitary disjunction of conditions of
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the form t(~x) = 0 or t(~x) 6= 0 or polynomial conditions. Now, this sequent is
written over the signature of the theory I, which is coherent, and has as premise
a coherent formula. Since I and I˜ have the same set-based models, this sequent
is valid in all set-based I-models and hence, assuming the axiom of choice, it is
provable in I. But I is coherent, so the provability of this sequent entails that of
a sequent having the same premise and as consequence a finite subdisjunction of
the disjunction appearing in the conclusion of the former sequent (cf. Theorem
3.5 [7]). Therefore a sequent whose premise is a finite conjunction of formulae
of the form P (~x) = 0 (where P is a polynomial) or t(~x) = 0, for t ∈ S, and
whose conclusion is a finite disjunction of formulae of the form P (~x) = 0 or
s(~x) = 0, where s /∈ S, is provable in I. But this sequent is written over the
signature of the cartesianization of I, whence the disjunction in the conclusion
can be supposed to be a singleton since the formula in the premise is cartesian.
Therefore a sequent of the form (U(~x) ∧ t1(~x) ∧ · · · ∧ tn(~x) ⊢~x s(~x) = 0) is
provable in I˜, where t1, . . . , tn ∈ S and s /∈ S. But our hypothesis implies that
s ∈ S, which gives a contradiction.
5.3 The homomorphisms of finitely generated I-models
In this section, we shall obtain a characterization of the homomorphisms of
finitely generated I-models based on the syntactic description of the formulae
which present them provided by Proposition 5.4. Given two finitely generated
I-models (A,~b) and (A′,~b′), if (A′,~b′) (resp. (A,~b) ) is presented by a for-
mula {~y . RT (~y) ∧ V (~y)} (resp. by a formula {~x . RS(~x) ∧ U(~x)}) then the
I˜-model homomorphisms (A′,~b′) → (A,~b) correspond bijectively to the (equiv-
alence classes of) I˜-provably functional formulae θ(~x, ~y) : {~x . RS(~x)∧U(~x)} →
{~y . RT (~y)∧V (~y)}, via the assignment sending θ to the homomorphism sending
the generators ~b′ to the tuple [[θ]](A,~b)(
~b). Since (A,~b) is finitely generated, we
can suppose without loss of generality θ to be of the form ~y = ~w(~x), where ~w is
a tuple of terms in the context ~x.
Proposition 5.5. With the above notation, given an arrow ~y = ~w(~x) : {~x .
RS(~x) ∧ U(~x)} → {~y . RT (~y) ∧ V (~y)} in the syntactic category of the theory I˜,
(T, V ) is uniquely determined by (S,U) and ~w, as follows:
(i) T = {t | the sequent (RS(~x) ∧ U(~x) ⊢~x t(~w(~x)) = 0) is provable in I˜} =
{t | t ◦ ~w ∈ S};
(ii) V (~y) is the (finite) conjunction of the Diers conditions D(~y) such that the
sequent (RS(~x) ∧ U(~x) ⊢~x D(~w(~x))) is provable in I˜.
Proof. (i) Let us set
T0 := {t | the sequent (RS(~x) ∧ U(~x) ⊢~x t(~w(~x)) = 0) is provable in I˜} .
We have to prove that T = T0. Let us start by proving that T0 ⊆ T . Notice
that, since ~y = ~w(~x) is an arrow {~x . RS(~x) ∧ U(~x)} → {~y . RT (~y) ∧ V (~y)} in
the syntactic category of the theory I˜, the sequent
(RS(~x) ∧ U(~x) ⊢~x RT (~w(~x)) ∧ V (~w(~x)))
is provable in I˜.
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If t ∈ T0 then t ∈ T ; indeed, if we had t /∈ T then the sequent
(RS(~x) ∧ U(~x) ⊢~x ⊥)
would be provable in I˜, which is contrary to our hypotheses. This proves that
T0 ⊆ T . Let us now prove the converse inclusion. Given a term t, the I˜-
irreducibility of the formula {~x . RS(~x)∧U(~x)} implies that either t ∈ T0 or the
sequent
σ := (RS(~x) ∧ U(~x) ⊢~x t(~w(~x)) 6= 0)
is provable in I˜. But the latter possibility is incompatible with the condition
t ∈ T , since the provability of σ implies that of the sequent (RS(~x)∧U(~x) ⊢~x ⊥,
which is contrary to our hypotheses.
(ii) This follows by noticing that all the Diers predicatesD are both preserved
and reflected by homomorphisms of I˜-models, in view of Lemma 3.5.
Remark 5.6. The proposition shows that instead of specifying an arrow in the
syntactic category of the theory I˜, it suffices to specify its domain {~x . RS(~x) ∧
U(~x)} and a tuple of terms ~w(~x) in the context ~x. Indeed, the pair (T, V ) defined
in the statement of the proposition satisfies the hypotheses of Proposition 5.4,
whence ~y = ~w(~x) defines an arrow {~x . RS(~x) ∧ U(~x)} → {~y . RT (~y) ∧ V (~y)}
between I˜-irreducible formulae in the syntactic category of the theory I˜.
The T (resp. V ) defined in the statement of the proposition will be denoted
respectively by ~w∗(S) and by ~w∗(U).
5.4 The syntactic approach to the amalgamation property
In this section we reformulate the amalgamation property on the category of
finitely generated I-models in syntactic terms, using the characterization pro-
vided by Proposition 5.4.
Since every formula can be covered by irreducible formulae, the amalgama-
tion property can be formulated at the syntactic level by requiring that the
pullback of two arrows between irreducible formulae be non-zero (i.e., a non-
contradictory formula) in the syntactic category of I˜.
Given (S,U) and (T, V ), such that the formulae {~x . RS(~x) ∧ U(~x)} and
{~y . RT (~y) ∧ V (~y)} are not I˜-provably contradictory, and two terms ~w(~x) and
~z(~y) with the same target such that {t | t ◦ ~w ∈ S} = {t | t ◦ ~z ∈ S} and for any
Diers predicate D, (RS(~x) ∧ U(~x) ⊢~x D(~w(~x))) is provable in I˜ if and only if
(RT (~y) ∧ V (~y) ⊢~y D(~z(~y))) is provable in I˜, the condition amounts to requiring
that the formula {~x, ~y . RS(~x)∧U(~x)∧RT (~y)∧V (~y)∧ ~w(~x) = ~z(~y)} should not
be contradictory in I˜, i.e. that the sequent
(RS(~x) ∧ U(~x) ∧RT (~y) ∧ V (~y) ∧ ~w(~x) = ~z(~y) ⊢~x,~y ⊥)
should not be provable in I˜.
We shall now prove that this is indeed the case, i.e. that the amalgamation
property holds in the category of finitely generated I-models.
The sequent
(RS(~x) ∧ U(~x) ∧RT (~y) ∧ V (~y) ∧ ~w(~x) = ~z(~y) ⊢~x,~y ⊥)
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is provable in I˜ if and only if the sequent
(RS(~x) ∧ U(~x) ∧RT (~y) ∧ V (~y) ⊢~x,~y ~w(~x) 6= ~z(~y))
is provable in I˜.
Now, given the form of the axioms of I, the only way to deduce an inequality
in the conclusion of a sequent from a set of inequalities in its premise is by
means of a term t such that the premise of the sequent entails the equality
(t ◦ ~w)(~x) = (t ◦ ~z)(~y) and either (t ◦ ~w)(~x) = 0 (i.e., t ◦ ~w ∈ S if t has target
6= 0) and (t ◦ ~z)(~y) 6= 0 (i.e., t ◦ ~z /∈ T if t has target 6= 0) or (t ◦ ~w)(~x) 6= 0 (i.e.,
t ◦ ~w /∈ S if t has target 6= 0) and (t ◦ ~z)(~y) = 0 (i.e., t ◦ ~z ∈ T if t has target
6= 0). Now, depending on the fact that t has target 0 or 6= 0, our hypotheses
ensure that none of these possibilities can arise. This completes our proof.
6 The theory of homogeneous models
Thanks to the characterization of the homomorphisms between finitely gener-
ated I-models obtained in section 5.3, we can obtain an explicit axiomatization
of the theory of homogeneous I˜-models.
Theorem 6.1. The theory of homogeneous I˜-models is obtained from I˜ by adding
all the sequents of the form
(R~w∗(S)(~y) ∧ ~w∗(U)(~y) ⊢~y (∃~x)(RS(~x) ∧ U(~x) ∧ ~y = ~w(~x))) .
for each (S,U) such that the sequent
(RS(~x) ∧ U(~x) ⊢~x ⊥)
is not provable in I˜ and any tuple of terms ~w(~x) with target ~y.
By using Lemma 6.5, we can semantically reformulate the homogeneity con-
dition for a model H , as follows. For any finitely generated submodel (A, ~ξ) of
H and any term ~w(~ξ), every element ~b of H such that U~b = U(A,~w(~ξ)) and
S~b = S(A,~w(~ξ)) is of the form ~w(~c) for some ~c such that U(A,~ξ) = U~c and
S(A,~ξ) = S~c (equivalently, there exists an embedding j : A → H such that
~b = ~w(j(~ξ))).
Remark 6.2. If for every term ~w there exists a term ~g such that the composite
~g ◦ ~w is provably equal to 0 in the theory I˜ then every homogeneity condition
can be interpreted as a generalized exactness condition, entailing in particular
the strong exactness of Theorem 6.4.
6.1 Global and sortwise homogeneity
We notice that every I-model which is sortwise finitely generated is finitely
presentable; in particular, if it is (0) in every place except for a finite number and
finitely generated at every other sort then it is finitely presentable (equivalently,
finitely generated).
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From the existence of the models IK considered in Remark 5.2 it follows
that for every homogeneous I-model H , H(Spec(k), ∅, 0) is homogeneous as a
field. It is immediate to see that a field of characteristic 0 is homogeneous if
and only if it is algebraically closed and has infinite transcendence degree (the
last condition meaning constructively that for every natural number n, every
set of n algebraically independent elements over Q can be extended to a set of
n + 1 algebraically independent elements over Q). Examples of homogeneous
fields are the field C of complex numbers and the algebraic closures Qℓ of the
fields Qℓ of ℓ-adic integers. It also follows immediately from the existence of the
models IK that for every finitely generated model H of I, the field of coefficients
H(Spec(k), ∅, 0) is finitely generated (recall the categorical characterization of
finite generation of a model as the requirement that the covariant Hom functor
on the category of models and injective homomorphisms should preserve filtered
colimits). The finite generation of H(Spec(k), ∅, 0) also follows as an immediate
consequence of Lemma 5.3.
From this remark it follows that if we want to regard the different homology
theories as homogeneous models of the theory I, then we should associate to
each object (X,Y, i) of Nori’s diagram not the singular homology groups with
coefficients in Q (which are finite-dimensional vector spaces over Q) or the ℓ-adic
homology groups (which are vector spaces over Qℓ) but their tensorizations with
any homogeneous field of characteristic 0, for instance C in the case of singular
homology (notice that this amounts precisely to taking singular homology with
coefficients in C) or Qℓ in the case of ℓ-adic homology. This does not constitute
a problem in relation to our goal of proving the independence from ℓ of the
dimension of the ℓ-adic cohomology groups since the dimension over the field of
coefficients is invariant with respect to the operation of extensions of scalars.
It is natural to wonder if ‘global’ homogeneity implies homogeneity for each
sort, not just for that corresponding to the field of coefficients. To answer this
question, we can try to fabricate models of I which are zero almost everywhere
except for a given sort, as follows. Given a vertex of Nori’s diagram (X,Y, i),
where i 6= 0, and a K-vector space V (where K is a field of characteristic 0), we
define the expansion I(V,K) of the model IK defined in Remark 5.2 obtained by
setting IV (X,Y, i) = V and IV (X
′, Y ′, i′) = (0) for any other sort (X ′, Y ′, i′)
where if i′ = 0 then Y ′ = ∅; we stipulate that I(V,K) interprets any endomor-
phism of (X,Y, i) as the identity and any other edge between different sorts as
the zero arrow.
If the structures I(V,K) just defined are I-models (we have not checked this
but we suppose it to be the case) then for any I-model H and any sort (X,Y, i)
such that X 6= Y , the H(Spec(k), ∅, 0)-vector space H(X,Y, i) is homogeneous
as a model both of the injectivization of the theory of vector spaces over Q and
as a model of the injectivization of the theory of vector spaces of a variable field
of characteristic zero. Indeed, I(V,K) is finitely generated as a I-model if and
only if K is a finitely generated field and V is of finite dimension over K.
We shall now characterize the notion of homogeneity for these two theories.
In the injectivization VK of the theory of vector spaces over a base field K
(which is of presheaf type, as remarked in section 8.6 of [12]), the homogeneous
models are clearly the vector spaces which are infinite-dimensional over K.
Proposition 6.3. In the injectivization of the theory of vector spaces over a
variable field, the homogeneous models are precisely the vector spaces V over
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a field K such that K is a homogeneous field and for every finitely generated
subfield K ′ of K, V is homogeneous as a K ′-vector space (that is, as a model
of the theory VK′ introduced above).
Proof. The fact that the condition is necessary is clear. We shall prove that it
is also sufficient. Given embeddings ξ = (ξ1, ξ2) : (V0,K0) → (V,K) and f =
(f1, f2) : (V0,K0) → (V1,K1), we shall construct an embedding χ = (χ1, χ2) :
(V1,K1) → (V,K) such that χ ◦ f = ξ. Using the fact that K is homogeneous
as a field, we can find a field embedding u : K1 → K such that u ◦ f2 = ξ2.
This allows us to consider V as a K1-vector space. Now, let x1, . . . , xn be a
basis of V0 as a K0-vector space. The elements f1(x1), . . . , f1(xn) might not be
linearly independent anymore over K1, but we can extract a maximal subset of
elements f1(xi) (for i ∈ S) which are linearly independent over K1. Consider
the K1-vector space V
′ generated by these elements. We can define a K1-vector
space embedding into (V,K) by sending each f1(xi), for i ∈ S, to ξ1(xi). This is
well-defined since f1 is injective by our hypothesis and the f1(xi), for i ∈ S, are
linearly independent over K1. On the other hand, the arrow f factors through
the canonical embedding (V ′,K1) →֒ (V1,K1); indeed, one can send each xi to
the element f1(xi) ∈ V ′. Given this factorization of f , our thesis follows from
the assumption that V is homogeneous as a K1-vector space.
6.2 Homogeneity and exactness
Theorem 6.4. Every homogeneous I˜-model H satisfies the exactness conditions
corresponding to the distinguished pairs in Nori’s diagram. In fact, for any dis-
tinguished pair (f, g) in Nori’s diagram, the following strong exactness property
holds: using the notation of section 5.2, for every element y in the kernel of
H(g) there exists an element x such that H(f)(x) = y and with the property
that H(s)(x) 6= 0 for each term s such that the equality s(x) = 0 is not the con-
clusion of a sequent provable in the theory I˜ whose premise is the conjunction
of the Diers conditions of the form D ◦ f , where D is a Diers condition satisfied
by y in H, with conditions of the form t(f(x)) = 0 for terms t ∈ S(Hy ,y).
In particular, there exists in the inverse image by f of any element y ∈
Ker(g) an element x which is generic in the sense that for any term s such that
H(s)(x) = 0, we have that H(s)(x′) = 0 for any x′ such that H(f)(x′) = y.
Proof. We shall prove our thesis by using the syntactic characterization of the
formulae which present the finitely generated I-models in the theory I˜ provided
by Proposition 5.4.
Given (T, V ) such that the sequent
(RT (y) ∧ V (y) ⊢y ⊥)
is not provable in I˜ and a distinguished pair (f, g) such that g ∈ T , we can define
a pair (S,U) such that T = f∗(S) and V = f∗(U) and such that the sequent
(RS(x) ∧ U(x) ⊢x ⊥)
is not provable in I˜, as follows.
We take U as the finite conjunction of all the Diers conditions of the form
D ◦ f , where D(y) is a Diers condition in V .
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We stipulate that w ∈ S if and only if there exists a sequent
(U(x) ∧w1(x) = 0 ∧ · · · ∧ wn(x) = 0 ⊢x w(x) = 0)
provable in I˜ where w1, . . . , wn are all terms of the form t ◦ f where t ∈ T . Let
us verify that T = f∗(S). We clearly have T ⊆ f∗(S). To prove the converse
inclusion, we have to verify that if t ◦ f ∈ S then t ∈ T . If t ◦ f ∈ S then by
definition of S there exists a sequent
(U(x) ∧ w1(x) = 0 ∧ · · · ∧wn(x) = 0 ⊢x t(f(x)) = 0)
which is provable in I˜, where for each i there exists w′i ∈ T such that wi = w
′
i◦f .
By definition of I˜ and of U , since g ∈ T , the sequent
(V (y) ∧ g(y) = 0 ∧ w′1(y) = 0 ∧ · · · ∧ w
′
n(y) = 0 ⊢y t(y) = 0)
is provable in I˜, whence t ∈ T , as required.
It remains to prove that the sequent
(RS(x) ∧ U(x) ⊢x ⊥)
is not provable in I˜. To show this, it suffices to observe that condition (ii) of
Proposition 5.4 is satisfied by the very definition of (S,U).
Now, to deduce the strong exactness property for a homogeneous I˜-model
H , apply this to the pair (T, V ) given by: T = S(Hy,y) and V = U(Hy,y),
where Hy is the submodel of H generated by the element y (the notations being
those of section 5.2). Given an element x such that H(f)(x) = y, the equality
H(s)(x) = 0 implies that s(x) = 0 is the conclusion of a sequent provable in
the theory I˜ whose premise is the conjunction of U(x) with conditions of the
form t(f(x)) = 0 for terms t ∈ T , whence H(s)(x′) = 0 for any x′ for each
H(f)(x′) = y.
6.2.1 Extending finitely generated I-models
Given an element b ∈ H(X ′, Y ′, i′), consider the substructureHb ofH generated
by b. Given the form of the axioms of I, this is still a I-model.
Given a distinguished pair (f, g) in Nori’s quiver, where (X,Y, i) and (X ′, Y ′, i′)
are respectively the source and target of f , we wonder whether it is possible to
extend Hb by a I-model A generated by an element ξ such that A(f)(ξ) = b.
This will provide an alternative, semantic proof of the genericity property of ho-
mogeneous models with respect to distinguished pairs established in Theorem
6.4.
The following lemma will be useful to us.
Lemma 6.5. Let τ be a geometric sequent over the signature of I˜ whose con-
clusion is a disjunction of finite conjunctions of atomic formulae. If τ is provable
in the theory obtained by adding to I˜ all the axioms of the form
(g(x) = 0 ⊢x (∃y)f(y) = x)
for all distinguished pairs (f, g) in Nori’s diagram then τ is provable in I˜.
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Proof. Consider the classifying topos of the theory obtained by adding the set
of sequents E specified in the lemma to the theory I˜. By the duality theorem in
[10], this topos can be represented as Sh(C, J), where C is the opposite of the
category of finitely presentable I˜-models and J is generated by sieves generated
by single arrows. By Proposition 2.6 [7] and the fact that every geometric
formula is provably equivalent in I˜ to a disjunction of I˜-irreducible formulae in
the same context, we can suppose the premise and the conclusion of τ to be
I˜-irreducible formulae, i.e. formulae of the form {~x . RS(~x) ∧U(~x)} (cf. section
5.2).
Now, the additional predicates that we have added have the meaning of an
infinitary conjunction of formulae of the form t(~x) = 0 or of the form t(~x) 6= 0.
Now, a sequent of the form (ψ ∧ t(~x) 6= 0 ⊢ χ) is provably equivalent to the
sequent (ψ ⊢ χ ∨ t(~x) = 0).
At the cost of replacing a single sequent by an equivalent set of sequents,
we can suppose without loss of generality the conclusion of τ to be a formula of
the form t(~x) = 0 or of the form t(~x) 6= 0 (recall that the predicates RS and U
have the same meaning as infinitary conjunctions of such conditions).
Let us first consider the second case, that is when the conclusion of τ is given
by t(~x) 6= 0. Taking the counterpositive of this sequent, we obtain a sequent
whose premise is the formula t(~x) = 0 and whose conclusion is a (possibly
infinitary) disjunction of formulae of the form t′(~x) = 0 or t′(~x) 6= 0. Given the
fact that I˜ ∪ E has the same set-based models as the coherent theory I ∪ E, it
follows by assuming the axiom of choice that this sequent is provable in I∪E and
hence that the disjunction on the right hand side can be supposed to be finitary
without loss of generality (cf. Theorem 3.5 [7]). But this sequent is equivalent
to one whose premise is a finite conjunction of literals of the form t(~x) = 0 (a
sequent of the form (ψ ∧ t(~x) = 0 ⊢ χ) is provably equivalent to the sequent
(ψ ⊢ χ∨ t(~x) 6= 0)) and whose conclusion is a finite disjunction of literals of the
form t(~x) = 0. This sequent is thus provable in the regular theory SK ∪E (since
this theory is finitary and has the same set-based models as the theory I ∪ E)
and the fact that the formula in the premise of the sequent is regular implies
that one can suppose without loss of generality the finite family over which the
disjunction on the right hand side of the sequent is indexed to be a singleton
(cf. Theorem 3.4 [7]). Therefore τ is an algebraic sequent whence it is provable
in I, as required.
Let us now turn to the first case, i.e. that of a sequent whose conclusion is
a formula of the form t(~x) = 0. Taking the counterpositive of this sequent, we
obtain a sequent whose premise is the formula t(~x) 6= 0 and whose conclusion is
a (possibly infinitary) disjunction of formulae of the form t′(~x) = 0 or t′(~x) 6=
0. This sequent is clearly equivalent to one whose premise is ⊤ and whose
conclusion is a disjunction of formulae of the form t′(~x) = 0 or t′(~x) 6= 0. We
can then conclude by the same arguments as above.
Remark 6.6. Lemma 6.5 shows that, as it can be naturally expected, complet-
ing the theory I to a theory of presheaf type preserves the equivalence between
provability of geometric sequents whose conclusion is a disjunction of Horn for-
mulae in the theory and in the quotient of it obtained by adding the sequents
in E.
Theorem 6.7. Suppose that Hb is an I-model finitely generated by an element
b ∈ Hb(X,Y, i). Then for any distinguished pair (f0, g0) such that g0(b) = 0
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there exists a I-model A in which Hb embeds containing an element a such that
A(f0)(a) = b.
Proof. Let us denote by K0 the (finitely generated) field of coefficients of the
model Hb, and by c0 := (X,Y, i) and c
′
0 := (X
′, Y ′, i′) respectively the codomain
and the domain of f0.
We define A as follows. We set A(Spec(k), ∅, 0) = K0. Notice that, by
definition of the structure generated by an element b, every element of K0 is of
the form t(b) where t(z) is a term of type (X,Y, i)→ (Spec(k), ∅, 0); of course,
t is not uniquely determined since there can be different terms t(z) and t′(z)
such that t(b) = t′(b). For any sort c 6= 0, we set A(c) equal to the quotient of
the direct sum V (c) :=
⊕
sK01s ⊕Hb(c), where the big direct sum is indexed
over all the terms s : c′0 → c by the subspace E(c) defined as follows.
We stipulate that an element α :=
∑
s∈S ks1s+u (where S is a finite subset
of the set of terms c′0 → c) belongs to E(c) if and only if there exists a term
G(w) of type (X,Y, i)→ c such that u = G(b) and for each s ∈ S a term Fs(z)
of type (X,Y, i)→ (Spec(k), ∅, 0) such that ks = Fs(b) and the sequent
(φHb(f0(y)) ⊢y
∑
s∈S
Fs(f0(y))~s(y) +G(f0(y)) = 0)
is provable in I˜, where φHb (x) is a formula which is satisfied by b in Hb and which
provably implies in I˜ any formula h(x) = 0 such that h(b) = 0 (for instance,
one can take φHb to be the infinitary conjunction of all such formulae - this is
equivalent to a geometric formula in I by the definability theorem for theories
of presheaf type, cf. Theorem 2.2 [6]).
For example, we have that 1f0 − b belongs to E(c0).
It is important to remark the following fact: for any other representation
α :=
∑
s′∈S′ F
′
s′ (b)1s′ + G
′(b) of our element α, if α belongs to E(c) then the
sequent
(φHb(f0(y)) ⊢y
∑
s′∈S′
F ′s′(f0(y))s
′(y) +G′(f0(y)) = 0)
is provable in I˜. Indeed, the equality
∑
s′∈S′
F ′s′(b)1s′ +G
′(b) =
∑
s∈S
Fs(b)1s +G(b)
is equivalent to the conjunction of the two conditions
∑
s′∈S′
F ′s′(b)1s′ =
∑
s∈S
Fs(b)1s
and
G(b) = G′(b) .
But if all the coefficients of the 1s and 1s′ are non-zero, as we can clearly suppose
without loss of generality, the former condition is equivalent to the conjunction
of the conditions S = S′ and F ′s(b) = Fs(b) for each s ∈ S. Now, since all the
sequents
(φHb (f0(y)) ⊢y F
′
s(f0(y)) = Fs(f0(y)))
(for s ∈ S) and
(φHb(f0(y)) ⊢y G(f0(y)) = G(f0(y)))
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are provable in I˜, our claim follows from the equality axioms for geometric logic.
We can thus conclude that an element
∑
s∈S Fs(b)1s+G(b) belongs to E(c)
if and only if the sequent
(φHb(f0(y)) ⊢y
∑
s∈S
Fs(f0(y))s(y) +G(f0(y)) = 0)
is provable in I˜.
Let us first verify that A is a I-model, and that Hb embeds into A. First, we
have to check that E(c) is indeed a subspace and that the assignment c→ E(c)
is functorial. Given an element α =
∑
s∈S Fs(b)1s + G(b), we denote by α˜y
the expression
∑
s∈S Fs(f0(y))s(y) +G(f0(y)). We have already observed that
under the premise φHb(f0(y)) this is well-defined up to provable equality ∼ in I˜,
that is, it does not depend on the representation of α. To conclude that E(c) is
a subspace it suffices to observe that the operation α→ α˜y respects the sum and
product by a scalar (up to the relation ∼). So A is well-defined and satisfies
the functoriality and border naturality axioms. The fact that it satisfies the
complex condition is also straightforward.
The fact that A satisfies the axioms for connected components will follow
from the fact that Hb does once we have proved that it embeds into A, since
the field of coefficients of Hb and A is the same.
Let us prove that Hb embeds into A. We have to prove that if u ∈ E(c) with
u ∈ Hb(c) then u = 0.
If u = G(b) ∈ E(c) then by definition of E(c) the sequent
(φHb(f0(y))) ⊢y G(f0(y))) = 0)
is provable in I˜. Therefore, by Lemma 6.5, the sequent
(g0(x) = 0 ∧ φHb (x) ⊢x G(x) = 0)
is provable in I˜. Now, since Hb is a model of I˜, it follows that G(b) = 0, as
required.
The fact that A is a model of I can be proved by using the same method
employed in the proof of Proposition 5.4.
Remarks 6.8. (i) The model A extending Hb constructed in the above proof
has the property that every I-model H ′ containing Hb and an element a
such that H ′(f0)(a) = b is a quotient of A.
(ii) If the model Hb is presented by a formula {x . RS(x) ∧ U(x)} then the
model A constructed in the above proof is presented by the formula {y .
RT (y) ∧ V (y)} where (T, V ) is defined as in Proposition 5.5. Indeed, by
definition of A, s(a) = 0 in A if and only if the sequent
(φHb (f0(y))) ⊢y s(y) = 0)
is provable in I˜ (recall that a = 1id is the generator of A).
Without loss of generality, one can suppose the formula φHb to be the
infinitary conjunction Cb of all the formulae of the form t(x) = 0 for t a
term (possibly with target 0) such that t(b) = 0 in Hb (notice in particular
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that any t ∈ T is of this form). Indeed, any formula φHb which provably
entails all the formulae h(x) = 0 such that h(b) = 0 and which is satisfied
by b in Hb is provably entailed by RS(y)∧U(y) (by the universal property
of Hb as model presented by that formula) and it is not hard to see that
a sequent
(RS(x) ∧ U(x) ⊢x h(x) = 0)
is provable in I˜ if and only if the sequent
(Cb(x) ⊢x h(x) = 0)
is provable in I˜.
Taking φHb = Cb, one sees immediately that the sequent
(φHb (f0(y))) ⊢y s(y) = 0)
is provable in I˜ if and only if s ∈ T and similarly for the case of terms of
target 0.
Corollary 6.9. Any I-homogeneous model H in which Hb embeds satisfies the
property that there exists an element a0 ∈ H(dom(f0)) such that any formula of
the form
∑
s∈S Fs(f0(y))s(y)+G(f0(y)) = 0 which is satisfied by a0 is provable
in I. In particular, we have the following uniformity property for the counter-
images of the element b: if
∑
s∈S H(Fs)(b)H(s)(a0) + H(G)(b) = 0 then for
any other a such that H(f0)(a) = b, we have that
∑
s∈S H(Fs)(b)H(s)(a) +
H(G)(b) = 0.
Proof. This is an immediate consequence of the theorem obtained by explicitly
unravelling what it means that there exists an injective homomorphism A→ H
extending the embedding Hb →֒ H .
7 A syntactic triangulated category
In this section we shall define a triangulated category directly built from the cat-
egory of schemes by extracting the essential formal features which are common
to all (known) (co)homology theories of schemes. We shall define this category
by means of an inductive procedure involving an increasing sequence of theories.
All our schemes will be over a fixed base k.
Let L0 be the signature consisting of a sort K0 (for formalizing the coef-
ficients field), one sort for each pair (X,n), where n is a non-positive inte-
ger and X a scheme over k (we set K0 = (Spec(k), 0)), a function symbol
(f, n) : (X,n) → (Y, n) for each morphism of schemes f : X → Y over k, a
function symbol 0 : (X,n)→ (Y,m) for each pair of sorts (formalizing the zero
arrows on homology groups) and the function symbols formalizing the structure
of ring on K0 and the structure of K0-module on the sorts (X,n).
Let T0 be the theory over L0 whose axioms are the functoriality axioms, the
sequents defining the structure of ring on K0 and of K0-module on the other
sorts, and the axioms ensuring that the all the function symbols f are module
homomorphisms.
Let us denote by ∼0 the equivalence relation on terms over L0 given by:
t ∼ t′ if and only if the sequent (⊤ ⊢ t = t′) is provable in T0.
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Let C0 be the algebraic syntactic category of the theory T0 (in which we only
allow formulae of the form {~x . ⊤} or of the form {~x . ~x = 0}). The arrows
in such a category are given by equivalence classes of terms (in our case the
equivalence relation being ∼0).
We have a translation functor T1 on the objects of C0 sending each (X,n)
to (X,n− 1); the set of distinguished triangles in C0 is set to consist just of the
trivial ones (i.e., those of the form (id : X → X, 0 : X → 0)).
Notice that for any term t : c1, . . . , ck → c over L0 there is a translated term
T1t : T1c1, . . . , T1ck → T1c.
Let Ll+1 be the signature obtained from Ll by adding a new sort Rt for
each (∼l-equivalence class of) term-in-context t : c1, . . . , cm → c over Ll which
is not Tl-provably equivalent to the identity and which does not belong to Ll−1,
a function symbol πt : c → Rt and function symbols δit : Rt → T1(ci) for each
i = 1, . . . ,m (we denote by ~δt the arrow 〈δ1t , . . . , δ
k
t 〉 : Rt → T1(c1)×· · ·×T1(ck))
c1 × · · · × ck c Rt T1(c1)× · · · × T1(ck)
t πt 〈δ
1
t , . . . , δ
k
t 〉
and for all terms ~w = (w1 : c1, . . . , cm → d1, . . . , wr : c1, . . . , cm → dr) and
z : c → d and t′ : d1, . . . , dr → d (not already both in Ll−1) such that the
sequent
(⊤ ⊢ z ◦ t = t′ ◦ ~w)
is provable in Tl, a function symbol R(t,t′, ~w,z) : Rt → Rt′ .
We extend the translation functor T1 to the new sorts Rt by setting T1(Rt) =
RT1(t).
Let Tl+1 be the theory obtained by expanding Tl with the following axioms:
(⊤ ⊢ R(t,t′, ~w,z) ◦ πt = πt′ ◦ z);
(⊤ ⊢ T1(~w) ◦ ~δt = ~δt′ ◦R(t,t′, ~w,z))
c1 × · · · × ck c Rt T1(c1)× · · · × T1(ck)
d1 × · · · × dr d Rt′ T1(d1)× · · · × T1(dr)
t πt ~δt
〈w1, . . . , wr〉 z R(t,t′, ~w,z) T1(〈w1, . . . , wr〉)
t πt ~δt′
plus the functoriality axioms
(⊤ ⊢ R(t,t′, ~w,z) = id)
if t = t′, ~w = id and z = id;
(⊤ ⊢ R(t′,t′′, ~w′,z′) ◦R(t,t′, ~w,z) = R(t,t′′, ~w′◦~w,z′◦z)) .
Concerning distinguished triangles of the algebraic syntactic category Cl+1
of the theory Tl+1, we stipulate that they are those of the syntactic category Cl
plus all the trivial ones, the ones isomorphic in Cl to those of the form (t, πt, δt),
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(πt, δt, T1(t)), (δt, T1(t), πT1(t)) for all terms t over the signature Ll (so that the
triangle functoriality axiom for triangulated categories is satisfied), and the ones
isomorphic in Cl to those of the form (R(u,v◦u,id,v), R(v◦u,v,u,id), T1(πu) ◦ δv) (for
any composable terms u and v over Ll) and all its translations (so that the
octahedral axiom is satisfied).
We set C equal to the union of all the categories Cl; we define the set of its
distinguished triangles to be the union of the sets of distinguished triangles of
the categories Cl. The translation functor for the category C is simply given by
the extension of the translation functors for the subcategories Cl. As we shall
see below, unlike the categories Cl, the category C is triangulated.
We denote by T the union of all the theories Tl. The category C is the
syntactic category of the theory T. Indeed, the arrows in the latter are T-
provable equivalence classes of terms over the union L of all the signatures Ll,
and it is immediate to see that, given two terms t and t′ lying in Ll, the sequent
(⊤ ⊢ t = t′) is provable in T if and only if it is provable in some Tk, if and only
if it is provable in Tl; so all the arrows in C are in fact arrows in a category Cl
for some l.
Theorem 7.1. The category C, equipped with the translation functor and the
set of distinguished triangles specified above, is a triangulated category in which
the filling conditions in the axioms of triangulated categories are canonically
(but not necessarily uniquely) satisfied.
Proof. The inductive construction of C makes it possible for any morphism in
a category Cl to have a canonically defined cone on it lying in the subcategory
Cl+1 (namely, πt if t lies in Cl for l minimal with this property). The definition
of the distinguished triangles in C makes all the other axioms of triangulated
categories canonically satisfied. Still, uniqueness does not hold, due to the
requirement, in the definition of triangulated category, that any triangle which is
isomorphic to a distinguished triangle should be distinguished (which has forced
us to take all isomorphic copies of our canonical triangles in the definition of the
distinguished triangles of C). In fact, there might be more than one isomorphism
between two (isomorphic) mapping cones. For instance, for a given morphism
of schemes u : X → Y , one can have isomorphic ways to complete it to a
distinguished triangle: the canonical one πu : Y → Ru, and any other morphism
πu′◦g : Y → Ru′ where u′ and g are respectively a morphism X ′ → Y ′ and an
isomorphism Y → Y ′ such that u′ ◦ f = g ◦ u for some isomorphism f . The
isomorphism between these two cones is given by R(u,u′,f,g) and in general, for
fixed u, u′ and πu′ ◦ g, there can clearly be many such isomorphisms between
them.
Remarks 7.2. (i) In the theory T′ obtained from T by adding the axioms
(⊤ ⊢ g ◦ f = 0) for each consecutive arrows f and g in a distinguished
triangle of C, every arrow in the syntactic category of T′ has an equationally
definable image. This is relevant in relation to our goal of showing that
the known homology theories are homogeneous since under the hypotheses
of Theorem 6.1, the sequent
(R~w∗(S)(~y) ∧ ~w∗(U)(~y) ⊢~y (∃~x)(~y = ~w(~x)))
is satisfied by every homology theory as a consequence of exactness. This
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reduces the problem of proving homogeneity to that of checking the addi-
tional requirement RS(~x) ∧ U(~x).
(ii) The dual of the triangulated category C maps into all the (triangulated)
derived categories of sheaves on a given site. The relationship between
our triangulated category and the formalism of derived categories is an
interesting one. In the derived formalism the objects are complexes, the
translation functor as well as the cone construction operate on them rather
than on single (co)homology groups or arrows between them. Our con-
struction is ‘punctual’ and minimalist rather than ‘global’ as the derived
formalism, in that it exploits the fact that one can define derived functors
starting from just an arrow rather than from a whole complex. Our con-
struction extracts the essential structural features of the construction of
(co)homology theories of schemes; indeed, in any geometric situation one
can define the cone of a morphism f : X → Y in a completely canonical
way.
(iii) The theory T should play the role of the primitive theory from which we
start in order to construct our theory of presheaf type as described in
section 4. Indeed, it extends in a natural way the empty theory over the
language associated to Nori’s quiver and, as remarked in point (i), reduces
the strength of the homogeneity condition in relation to exactness.
(iv) The cohomology of constant sheaves as well as of all the sheaves which
can be obtained by applying geometric operations to them such as direct
image is present in this framework.
Acknowledgements: I am very grateful to Luca Barbieri-Viale and Lau-
rent Lafforgue for useful discussions on the subject matter of this paper, in
particular for pointing out that the notion of triangulated category might be
relevant for making all the images of arrows coming from Nori’s diagram equa-
tionally definable.
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