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A signed graph is a graph in which each edge is labelled with a sign. A cycle C 
of a signed graph is balanced if the product of signs on C is positive. By an 
embedding of a signed graph G on a closed surface S we mean a topological 
embedding of the corresponding unsigned graph satisfying the following additional 
condition: A cycle C of G is embedded as an orientation-preserving cycle on S if 
and only if C is balanced. Let .sM(G) be the maximum Euler genus of a closed 
surface in which the signed graph G has a 2-cell embedding. We establish a 
minimax formula for eM(G). The method used provides a unification of several 
results in maximum genus of unsigned graphs. For example, Xuong’s and Nebesky’s 
formulas for the maximum orientable genus of a graph and the Ringel-Stahl single- 
face nonorientable embedding theorem are corollaries of the work in this paper. 
0 1991 Academic Press, Inc. 
1. INTRODUCTION 
In parallel to the existing theory of ordinary graph embeddings on sur- 
faces, embeddings with various restrictions have been studied recently by 
several authors. One of the possibilities is to require that certain face boun- 
daries be of a prescribed form [4, 7, 13, 141. Another type of restriction, 
which is considered here, consists in specifying the set of orientation- 
preserving or reversing cycles of an embedded graph. In either case, the 
basic problem is to describe the surfaces on which a graph embeds subject 
to given constraints, in particular, to determine its constrained genus and 
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maximum genus. While the computation of the former is often difficult 
even without any further requirement, the ordinary maximum genus has 
several nice characterizations [S, 9, 10, 161. The aim of the present paper 
is to establish a similar result for embeddings with prescribed orientation- 
preserving cycles. As immediate consequences we derive the known 
formulae for the ordinary orientable and non-orientable maximum genus. 
Thus, the approach adopted here unifies earlier results obtained by com- 
pletely different methods. Nevertheless, many of our ideas originate from 
previous works on the orientable maximum genus, most notably [S] and 
It is well known that every 2-cell embedding of a connected graph G can 
be descibed combinatorially by means of a pair (P, A), where P is a rota- 
tion of G and ;1 labels each edge with + 1 or - 1 [ 12, 151. Therefore, 2-cell 
embeddings can be naturally viewed as embeddings of signed graphs. Now, 
a cycle C of a graph G embedded in a surface is orientation-preserving if 
and only if C is balanced, i.e., the product of the labels of edges on C is 
+ 1. Consequently, the language of signed graphs turns out to be a 
convenient tool for studying embeddings with preassigned orientation- 
preserving cycles. And since a theory of signed graph embeddings is being 
developed presently by Zaslavsky in [ 18, 191, our paper can also be 
considered as a contribution to this theory. 
The paper is organized as follows. Basic notions concerning signed 
graphs are reviewed in Section 2. In Section 3 we introduce the concept of 
a signed graph embedding and develop some related terminology. The 
main results, Theorem 1 and Theorem 2, are presented together with their 
corollaries in Section 4. The two theorems are proved in Sections 5-7 and 
8-10, respectively. The last section contains some remarks on two classes 
of graphs which play an important role in the proof of Theorem 2. 
2. SIGNED GRAPHS 
A signed graph is a graph together with a mapping which assigns + 1 or 
- 1 to each edge of the graph. Throughout, the term graph means a signed 
graph. Accordingly, the notation of the mapping is implicit in the notation 
of a signed graph. When we refer to a subgraph of a signed graph it is 
always understood that each edge of the subgraph receives the same sign 
as in the original graph. 
A closed walk (in particular, a cycle) of a signed graph is called balanced 
if it contains an even number of negative edges (an edge occuring k times 
is counted k times). Otherwise, it is called unbalanced. Two signed graphs 
are considered to be equal if they are identical as unsigned graphs and their 
sets of balanced cycles coincide. It is easy to see that the interchange of 
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the signs of all edges (except loops) incident with a vertex, the so-called 
switching, does not alter the set of balanced cycles and thus yields the same 
signed graph. As a consequence of this observation one obtains the 
important fact that if G is a connected signed graph and T is its spanning 
tree then, by switching at some vertices (if necessary), T can be made 
positive. In other words, there is a signing of G which assigns + 1 to each 
edge of T, leaving the set of balanced cycles unchanged. Obviously, if T is 
a positive spanning tree of G then the signs of the remaining edges are 
uniquely determined and are referred to as signs with respect to T. More 
generally we can speak about the signs with respect to any positive 
connected spanning subgraph of G. 
Balanced cycles generate a subspace C+(G) of the cycle space C(G) of G 
over the field GF(2). The signed graph G is said to be balanced if 
C+(G)= C(G), i.e., if all cycles of G are balanced. In the opposite case, 
C’(G) has index 2 in C(G) and G is called unbalanced. 
The reader interested in signed graph theory should consult [17]. 
3. EMBEDDINGS 
All graphs considered in this paper are finite and may have loops or 
multiple edges. If G = (V(G), E(G)) is a connected graph then the quantity 
p(G) = IE( G)I - 1 V( G)I + 1 is referred to as the Betti number of G. For 
A c E(G), the spanning subgraph of G with the edge set E(G) - A is 
denoted G - A. 
Let S be a closed surface with Euler characteristic x(S). Then the Euler 
genus of S is defined by E(S) = 2 - x(S) [ 11. Note that the Euler genus is 
related to the usual genus y and non-orientable genus y” as follows: 
E(S) = 2y(S) and E(S) = y”(S) if S is orientable or non-orientable, 
respectively. 
It is well known [S, 12, 151 that every unsigned graph G embedded in 
a closed surface S can be naturally signed so that a cycle of G is balanced 
if and only if it preserves orientation of S. In other words, C+(G) coincides 
with the subspace of C(G) generated by the set of the orientation- 
preserving cycles of G in S. This leads to the following definition: Given a 
signed graph G, by an embedding of G in a closed surface S we always 
mean an embedding i such that a cycle C of G is balanced if and only if 
i(C) is orientation-preserving in S. (Such embeddings are called orientation 
embeddings in [18].) It is easy to see (cf. [12, 151) that every connected 
signed graph has a 2-cell embedding (in the sense defined above) on some 
closed surface. We are particularly interested in 2-cell embeddings with 
exactly one face. These are called single-face embeddings. All embeddings 
considered here are cellular. 
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For a connected signed graph G let sM(G) denote the maximum Euler 
genus of a closed surface on which G has a 2-cell embedding. We call 
Ed the maximum Euler genus of G. From the Euler-Poincare formula it 
follows that sM(G) 6 p(G). The difference t(G) = P(G) - &G) is called the 
Beth deficiency of G. Thus, if G is embedded in a surface of Euler genus 
sM( G) then t(G) + 1 is the number of faces of the embedding. In particular, 
G is single-face embeddable if and only if c(G) = 0. Observe that if G 
is balanced then t(G) coincides with the usual Betti deficiency of the 
corresponding unsigned graph [ 161. 
In order to describe face boundaries of an embedding of a signed graph 
G, assume that each edge of G (including loops) is assigned an arbitrarily 
chosen preferred orientation; this orientation will play an auxiliary role 
only. An edge endowed with an orientation (preferred or opposite) is called 
an arc. Now, let B be a face boundary of an embedding of G. Clearly, B 
is a balanced closed walk in G and can thus be written in the form of a 
cyclic sequence B = (ayl a;* - - s ayl) of arcs, where ai = +l if the edge ai is 
traversed consistently with the preferred orientation and ai = -1 otherwise. 
For the sake of convenience we use capital Latin letters to denote con- 
nected portions of B. For example, if B = (eAf-‘eCfD) then A denotes the 
subwalk of B starting at the terminal vertex of the arc e and ending at the 
terminal vertex of the arc f-l (which is, at the same time, the initial vertex 
of f). Observe that traversing B in the opposite direction changes the 
boundary sequence to the form (,-‘f-‘C-‘e-‘fA-‘e-l), where A-‘= 
b,bsb;&l-l . . . b;Bl if A = bflbp.. . bp, etc. The fact that an arc ea appears 
in the portion A is usually be expressed ea E A. Finally, in the case when G 
is single-face embedded, the corresponding boundary sequence R contains 
every edge twice; i.e., for each arc e of G either R = (eAeB) or 
R= (eAe-‘B) for suitable A and B. 
4. MAIN RESULTS 
As we have seen, the determination of the maximum genus of a signed 
graph is equivalent to computing its Betti deficiency. As in the case of 
the orientable maximum genus, we show that this invariant admits a 
purely combinatorial characterization. Our main results (Theorem 1 and 
Theorem 2) yield two, in a sense, complementary, combinatorial charac- 
terizations of the Betti deficiency of signed graphs. In addition, this section 
contains statements and proofs of several corollaries. The rest of the paper 
is, for the most part, devoted to proving the two main theorems. 
Let G be a connected signed graph and let T be a spanning tree of G. Let 
C = G-E(T) be the associated cotree signed with respect to T (that is, T 
is positive). A component D of C is called odd if D has an odd number of 
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edges and each negative edge of D is a bridge separating D into two 
components with an odd number of edges. Denote by c(G, T) the number 
of odd components of C = G - E(T). 
THEOREM 1. Let G be a connected signed graph and r(G) its Betti 
deficiency. Then 
c(G) = min{ c(G, T); T a spanning tree of G}. 
A leaf of a graph G is any maximal 2-edge-connected subgraph of G. 
A leaf or a component L of a signed graph H is said to be essential if 
L is balanced and the Betti number of L is odd. Let cl(H) denote the 
number of essential leaves of H. We then have the following 
THEOREM 2. If G is a connected signed graph then 
c(G) = max(el(G - A) - IAl; A a subset of E(G)). 
These two theorems together provide a minimax formula for the Betti 
deficiency and thereby also for the maximum Euler genus of a signed 
graph. Their proofs are rather involved and can be found in Sections 5-7 
and 8- 10, respectively. 
We complete this section with a number of consequences of the above 
theorems. Additional results and remarks appear in the course of the paper. 
COROLLARY 3 (Xuong [ 161). The Betti deficiency of an unsigned 
connected graph G is equal to the minimum number of odd-size components 
in a cotree of G. 
Proof Any orientable embedding of an unsigned graph can be viewed 
as an embedding of a signed graph with constantly positive signing. The 
rest follows from Theorem 1 ‘and the definition of c(G). 1 
COROLLARY 4 (Edmonds [2], Ringel [12], Stahl [15]). Every unsigned 
connected graph admits a single-face embedding in some closed surface S. 
Moreover, if G is not a tree then S can be chosen to be non-orientable. 
Proof It is easy to see that for any spanning tree T of G there is a 
signing of G such that no component of G - E(T) is odd. The result is now 
an immediate consequence of Theorem 1. 1 
Our last corollary is a reformulation of Theorem 2 in the style of 
Nebesky’s maximum genus theorem [ lo]. 
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COROLLARY 5. If G is a connected signed graph then 
r(G) = max(c(G - A) + ec(G - A) - IAl - 1; A a subset of E(G)}, 
where c(H) and W(H) denote the number of components and essential com- 
ponents of H, respectively. 
ProoJ: For a subset AGE(G) let v(A)=c(G-A)+ec(G-A)- IAl - 1. 
Among all the subsets for which the function v attains the maximum let B 
be the one with the maximum number of elements. It is easy to verify that 
each essential component of G - B is 2-edge-connected. Thus, if CC B is a 
set of c( G - B) - 1 edges such that the graph G - (B - C) is connected, 
then v(B) = el(G - (B- C)) - IB- Cl and, by Theorem 2, max v(A) = 
0) 6 t(G). 
Conversely, we first note that if P s E(G) is a subset for which 
el(G - P) - I PJ = c(G), then G - P is connected. Now, let Q be the set of 
bridgesofG-P.Itfollowsthatc(G-PuQ)=IQI+landec(G-PuQ)= 
el(G-P), whence maxv(A)>v(PuQ)=el(G-P)-IPI=c(G). Thus, 
max v(A) = r(G). 1 
5. REDUCTIONS AND EXTENSIONS OF EMBEDDINGS 
In order to prove Theorem 1 it is necessary to develop some methods for 
constructing new embeddings from old ones. Namely, we are interested in 
transforming single-face embeddings by adding and deleting one or two 
edges. 
LEMMA 6. A signed graph G is single-face embeddable with a face of the 
form R = (eAeB) if and only if both eA and eB are unbalanced closed walks 
and the graph G - e admits a single-face embedding with face R’ = (AB-’ ). 
Prooj This is a reformulation of a part of Lemma 6 in Stahl [ 151. 1 
As a special case of the result we obtain the fact that if G has a single- 
face embedding with face R = (eeA) then e is a negative loop and G - e has 
a single-face embedding with face R’ = (A); of course, the converse state- 
ment is also true. 
LEMMA 7. Let G be a single-face embedded signed graph with face R and 
let e and f be arcs of G. Then: 
(1) If R = (eAeBfCfD) then G - e -f has a single-face embedding 
with face (AD- ‘CB- ‘). 
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(2) If R = (eAfBeCf - ID) then G - e -f has a single-face embedding 
with face (ADB-‘C-l). 
(3) If R=(eAfBee’Cf-‘D) then G-e-f has a single-face embed- 
ding with face (ADCB). 
Proof We prove here only (2); case (1) is similar, and for (3) see [ 16, 
Lemma 3; or 61. If G is single-face embedded with a face of the form 
(eAfBeCf - ID) then, by Lemma 6, the graph G - e has a single-face 
embedding with face (AfBD-‘fC-‘) = (SC-‘AfBD-‘). By applying 
Lemma 6 again we see that G - e -f has a single-face embedding with face 
(C-‘ADB-‘) = (ADB-‘C-l), as desired. [ 
In view of this result we say that a single-face embedded signed graph is 
reducible by Rule (1 ), (2) or (3) if it satisfies the hypothesis of Lemma 7 (1 ), 
(2) or (3), respectively. A single-face embedded signed graph will be called 
reducible if it is reducible by Rule (1 ), (2), or (3), or else if its face has the 
form (eeA); a single-face embedded graph which is not reducible is called 
irreducible. 
Aside from reductions, we also make use of extensions of single-face 
embeddings. These are of two kinds. The first consists of adding a negative 
loop, i.e., if G is single-face embeddable and e is a negative loop then G + e 
is single-free embeddable as well (cf. the remark after the statement of 
Lemma 6). The second consists of adding a pair of adjacent edges and is 
justified by the following result, which can be regarded as a partial 
converse to Lemma 7. 
LEMMA 8. Let e and f be two arcs of a signed graph G having a common 
initial vertex. Let eA and f - ‘B be closed walks in G and let G - e -f have 
a single-face embedding with face of the form (ABC). 
(1) If both eA and f - ‘B are unbalanced then G admits a single-face 
embedding with face (eAeC- ‘f - ‘Bf - ‘). 
(2) If eA is balanced and f - 1 B unbalanced then G has a single-face 
embedding with face (eAf B- ‘eC- ‘f - ’ ). 
(3) If eA and f-‘B are both balanced in G then G admits a single-face 
embedding with face (eAf Ce- IBf - ‘). 
Proof As in the preceding lemma we present only a proof of (2); 
case ( 1) is analogous, and for (3) see [ 16, Lemma 1; 11; or 61. Let e and 
f be edges fulfilling the assumptions of (2). Since the closed walk f - ‘B is 
unbalanced, the closed walk f- ‘A ~ ‘C- ’ = (CAf) - ’ must also be un- 
balanced, for their mod 2 sum is exactly (ABC), which, as boundary cycle 
of R, is necessarily balanced. By Lemma 6 applied to the graph G - e-f 
we see that G-e admits a single-face embedding with face R’ = 
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(S-‘Bf-‘A-‘C-l) = (C’f-‘Bf-‘A-‘) . Now, the closed walk f-‘B is 
unbalanced, and eA is balanced. By the same type of consideration as 
before it is clear that both closed walks eC-‘f-’ and e#F’ must be 
unbalanced. This enables us to apply Lemma 6 once again, this time to 
obtain from R’ a single-face embedding of the whole graph G with face 
(eC-‘f-‘eAfE’) = (eAfK’eC-‘f-l), as claimed. 1 
COROLLARY 9. Let e and f be two adjacent edges of a signed graph G. 
Assume that the graph G - e -f has a single-face embedding. Then G also 
has a single-face embedding (irrespective of the signs of the edges e and f ). 
ProoJ Given the notation introduced in the preceding lemma, the signs 
of e and f affect only the balance of cycles generated by e and edges in A, 
or by f and edges in B, respectively. All such possibilities are covered by 
Lemma 8. 1 
Let us conclude this section with the following observation: 
LEMMA 10. Let G be a signed graph, single-face embedded with face R of 
the form R = (eAe-‘B). Then, e is a bridge of G if and only if for each f E A 
neither f nor f -’ is in B. 
Prooj Straightforward and therefore omitted. 1 
6. IRREDUCIBLE GRAPHS 
It is clear that successive application of Rules (1 )-( 3) (and, possibly, the 
removal of negative loops) will necessarily turn each single-face embedded 
graph into an irreducible graph. We now describe the structure of such 
graphs. To state the corresponding result it is convenient to introduce a 
new notion. A graph is said to be a cycle-leaf graph if it is connected and 
every leaf is a negative cycle. 
THEOREM 11. Let H be a single-face embeddable graph which is 
irreducible. Then H is a cycle-leaf graph. Moreover, each single-face embed- 
ded graph G which is reducible contains a set S consisting either of a negative 
loop or a pair of adjacent edges, or else of two pairs of adjacent edges, such 
that G - S is single-face embeddable, again. 
Proof: We concentrate just on the first assertion; the remaining part of 
the statement is a direct consequence of the method used. Let us employ 
induction on the number of edges of the (necessarily connected) graph H. 
If H has no edge then it is a single-vertex graph and there is noting to 
prove. Assume now that H is a connected graph containing a bridge e; let 
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H, and H2 be the two components of the graph H-e. Obviously, if H is 
irreducible then both H, and H2 are, as well. By Lemma 10, if H is single- 
face embeddable then so are both H, and HZ. By applying the induction 
hypothesis we see that H, and H2 are cycle-leaf graphs. But then the graph 
H = H, u H2 + e is also a cycle-leaf graph. Thus, from now on we consider 
graphs without bridges. 
Let H be a single-face embedded 2-edge-connected signed graph, with 
face R. Throughout, we assume that H is irreducible. By analysing the 
cyclic sequence R of arcs of H step by step (in the form of Claims l-3) we 
eventually derive the conclusion that H is necessarily a cycle (embedded in 
a projective plane), thereby completing our proof. 
Suppose first that there is an arc e such that R = (eAe- ‘B); we may 
choose the arc e in such a way that the word A has the minimum possible 
length. By Lemma 10, A # a, and by the minimality, the following holds: 
If hEA and h-‘ER, then h-‘EB. Now, iffis the first arc in A, we have 
CLAIM 1. R = (efA, fA,e-‘B), where both A, and A3 are nonempty. 
Proof of Claim 1. If f E B, say, R = (efA,e-‘B, fB2), then H would be 
reducible according to Rule (2) with respect to the pair of adjacent edges 
e, f Similarly, by applying Rule (3) to e, f, it can be shown that f -’ 4 B. 
As we already know that f -’ $ A,, the only possibility that remains is 
f E A,, i.e., A, = A,fA,. Obviously, A, # @ (for otherwise f would be a 
negative loop, contrary to the irreducibility of H), thus we may put 
R = (efhA,fA,e-‘B). Finally, if A, = a, then f is a loop, which implies 
that both e, h and f, h are pairs of adjacent edges. Asking for the second 
occurence of h or h-’ in R we see that h E A,, hE B, or else h-’ E B. But 
if h E A4, then H would be reducible by Rule (1) applied to the pair f, h. 
Similarly, if h E B or h - ’ E B, Rules (2) and (3), respectively are applicable 
to the pair e, h. Claim 1 follows. 1 
CLAIM 2. R = (efAs gfA6 ge- ‘B) and both A, and A6 are nonempty. 
Proof of Claim 2. As we have seen in the preceding claim, R = 
(efA*fA,e-’ B) and A,, A3 # @. Let g be the last arc occuring in A3, i.e., 
A, = A, g. Then, by symmetry (i.e., reading R the other way around and 
changing the notation e++ e-‘) we obtain from Claim 1 that R = 
(eC, gC:, ge-‘B) for suitable Cz, C3 # @. By combining both of the two 
forms of R we see that either R = (efAs gA7fA, ge-‘B) or R= 
(efA; fA; gA; ge-‘B). However, the latter form would enable a reduction 
of H by means of Rule (1) applied to the pair of (obviously adjacent) edges 
f, g. Therefore only the former form of R comes into consideration. Now, 
assume that A7 # 0 and let m be the first arc in A,, i.e., A, = mA, and 
R= (efA,gmA,fA,ge-‘B); observe that the edge m is adjacent to each of 
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the edges e, f, and g. Searching for the second occurence of m or m-’ in 
R we easily find out that either m E A, u A, u A, (recall the minimality of 
the word surrounded by e and e- ’ ) or else m or m -’ is in B. But if 
m E A, u A, u A6 then H would be reducible with respect to Rule (1) 
applied to pairs m, f or m, g. If m E B or m- ’ E B then H would be 
reducible by Rules (2) and (3), respectively, applied to the pair m, e. Thus, 
A, = 0 and R = (efA, &A, ge-‘B), as claimed. It remains to show that 
both A, and A, are nonempty. If A5 = A, = 0 then, by Lemma 10, e would 
be a bridge, contrary to our assumption. If, say, only A6 = 0 and 1 were 
the first arc in A5 then there would be no place in R for the second 
occurence of I or I-‘, which can be shown exactly as above for the arc m. 
The case when only A, is empty is symmetrical. This completes the proof 
of Claim 2. 1 
CLAIM 3. R = (efhC1 gfC,kge-‘B), whereby h E B and k E B. 
Proof of Claim 3. By virtue of Claim 2, R = (efhC1 gfA, ge-‘B), where 
we have put A, = hC,. Again, we investigate systematically a possible place 
for the second occurence of h or h-’ in R until it turns out that h must be 
contained in B. Note lirst that by the minimality of A mentioned before 
Claim 1 we have hW1$C1 u A,. Furthermore, h-’ # B, for otherwise H 
would be reducible (apply Rule (2) to the pair of adjacent edges f, h). Thus, 
h- ’ 4 R, and we continue investigating the cases h E C, or h E A6. The first 
of them, however, cannot occur because then Rule (1) would be applicable 
to the pair of adjacent edges f, h. It remains to show that h 4 A,. To begin 
with, assume that h is the first arc in A6, i.e., A6 = hA, and R = 
(efhC, gfhA,ge-‘B). Then obviously neither f nor h is a loop and the 
terminal vertex of the arc f (which is, at the same time, the initial vertex 
of the arc h) is of degree 2 in H. Therefore, contracting the edge f in H 
yields the graph H/’ single-face embedded in the same surface as H was, 
with face R/f = (ehC, ghA, ge- ‘B); the sign of e in H/f is the product of 
signs of e and f in H. Observe that the graphs H and H/f are 
homeomorphic. Consequently, since we have assumed that H is bridgeless 
and irreducible, the same holds for H/f As the latter graph has one edge 
less than H, we may use the induction hypothesis and conclude that H/f 
must be a cycle-leaf graph. However, the only bridgeless cycle-leaf graph 
containing at least one edge is a cycle. Thus, H/f is necessarily a cycle, 
single-face embedded in a projective plane. But in this case R/f cannot 
contain both e and e-l. This contradiction shows that h cannot be the 
first arc in A,. Suppose therefore that A, = AlomhAll, and R = 
(efhC1 gfA,,mhA,, ge-‘B); note that m is adjacent to both f and h. Now 
it is easy to check that if, for the second occurence of m in R, m E A,, u Cl 
or m E A 11 u B then H would turn out to be reducible by Rule (1) applied 
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to the pair of adjacent edges m, h or pn, f, respectively. As for the possible 
occurence of m - ’ in R, the case m --I E C1 u A 10 u A 1 1 is excluded by the 
minimality assumed before Claim 1, and the case m -’ E B is impossible 
because of reducibility by Rule (2) applied to the pair m, h. Summing up 
the above analysis we see that R = (efhC1 gfA, ge-‘B) and h E B. 
Symmetrically, if A, = C, k we get R = (efhC1 gfC, kge- ‘B), where the 
second occurences of both h and k are in B, as desired. Claim 3 follows. 1 
Let us now continue the proof of Theorem 11 with a short resume. We 
have started with the assumption that R = (eAe-lB) for some arc e and 
have shown that this (together with the irreducibility of H) implies that 
R = (efhC1 gf C,kge-‘B), where h, k E B. Our next aim is to show that 
such a form of R contradicts the irreducibility of H. To see this, consider 
first the case B = B, hB2 kB,. By applying Rule (1) to the pair f, k we 
obtain a single-face embedding of the graph H-f - k with face R1 = 
(hC, ge-‘Bc’ge-‘B, hB,C; ‘). This fact alone would be sufficient to 
demonstrate the reducibility of H, but here the edges f and k need not be 
adjacent. We therefore go a step further and apply Rule (1) again, this time 
to the pair g, h in R,. As a result we obtain a single-face embedding of the 
graph H- {J; h, g, k); note that both pairs f, h and g, k are pairs of 
adjacent edges. Similarly, if B = B, kB,hB,, by applying Rule (1) to the 
pair f, k and then Rule (2) to g, h we can reduce H as indicated. In any 
case, the assumption that R = (eAe-‘B) for some e leads to a contra- 
diction. 
To finish the proof of Theorem 11 it remains to consider the case where 
for each arc e E R it holds that e-l 4 R. Choose an edge e of H such that 
R = (eAeB) and A has the minimum possible length. Obviously A # @, for 
otherwise e would be a negative loop and H would be reducible. By the 
minimality of A, for each arc f~ A we have f~ B. We therefore may 
suppose R to be of the form R = (efA1 eB,fB,). Let B, # @, say, B, = gB,. 
If the second occurence of g were in A 1 then we could apply Rule (1) to the 
pair of adjacent edges f, g; similarly, the same rule would apply to the case 
where g E B, u B,, this time to adjacent edges e, g. Thus, B, = 0 and R = 
(efA,efB,). By performing the contraction of the edge f (as done in the 
proof of Claim 3) we obtain a single-face embedding of H/f with face R/f= 
(eA 1 eB,). Since H was bridgeless and irreducible and a subdivision of H/’ 
the latter graph is also bridgeless and irreducible. Hence by induction 
hypothesis, H/f is a cycle and R/f = (eA,eA,). We conclude that H must 
also be a cycle embedded in a projective plane. 
The proof of Theorem 11 is complete. l 
As already remarked, the preceding proof of the first assertion of 
Theorem 11 concerning irreducible graphs could have been shortened a bit 
if we did not care about the adjacency of pairs of edges used in the 
MAXIMUMGENUSOFASIGNEDGRAPH 135 
reduction process. However, our approach has the advantage that, without 
any extra effort, it enables us to establish the following result on single-face 
embeddable graphs, which we utilize in characterizing the maximum genus 
of signed graphs (Section 7). Its formulation contains a new concept, the 
so-called frame decomposition, which is crucial in subsequent sections. 
A frame decomposition of a connected graph G is a pair (I;, M) of two 
spanning subgraphs I; and M = F- E(F) whereby F, the frame, is 
connected. If no confusion arises we do not distinguish between the 
spanning subgraph A4 and its edge set. 
THEOREM 12. Let H be a single-face embeddable signed graph. Then H 
admits a frame decomposition (F, M) such that F is a single-face embeddable 
cycle-leaf graph and each component of M with odd number of edges 
contains a negative loop. 
Proof Again, we use induction on the number of edges of H. If H is an 
irreducible graph then, by Theorem 11, the required frame decomposition 
is (H, a). If H is not irreducible then, by the second part of Theorem 11, 
H admits a reduction in the following sense: There is a single-face 
embedding of a spanning subgraph H - S of H, where the set S of deleted 
edges consists of a single negative loop, or of precisely two edges which are 
adjacent, or else of exactly four edges constituting two pairs of adjacent 
edges. By applying now the induction hypothesis to H - S we get its frame 
decomposition (F, M), where F is a cycle-leaf spanning subgraph of H and 
each component of M of odd size contains a negative loop. But it is 
straightforward to see that in the subgraph induced by the set of edges 
A4 u S, no component of odd size is without a negative loop, again. Thus, 
(F, A4 u S) is the required frame decomposition of H. This completes the 
induction step. 1 
7. PROOF OF THEOREM 1 
Before passing to the general result we determine the Betti deficiency (or, 
equivalently, the minimal number of faces) in an important special case. 
PROPOSITION 13. Let H be a connected signed graph with a frame 
decomposition (T, M) such that T is a spanning tree of H, A4 is a set of 
independent (i.e., mutually non-adjacent) edges, and each edge of A4 is 
negative with respect to T. Then H is single-face embeddable. In other words, 
c(H) = 0. 
Proof The assertion is trivial for graphs on at most two vertices. We 
proceed by induction on the number n of vertices of H. Let (T, M) be a 
frame decomposition of H fulfilling the above assumptions. Then H has at 
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most (n - 1) + n/2 < 3n/2 edges and therefore it contains a vertex ZJ of 
degree at most 2. If deg u = 1 then u is a pendant vertex of H. In this case, 
the vertex-deleted graph H - u has a frame decomposition (T- U, M) 
which obviously has all the required properties. By the induction 
hypothesis, H - u is single-face embeddable. Since the vertex v was pendant 
in H, this graph must be single-face embeddable as well. Now let deg v = 2 
and let e and f be the two edges of H incident with U. Then the following 
three possibilities can occur: 
1. Both e and f belong to 7’. Clearly, the contracted graph H/f has 
a frame decomposition (7’/‘, M) which satisfies the induction hypothesis. 
Thus, H/f has a single-face embedding. Since H is a subdivision of H/’ H 
also admits a single-face embedding. 
2. e E M, f belongs to T, and there exists an edge gE A4 different 
from e and adjacent to f . In this case consider the graph Hlf- (e, g}. It 
has an obvious frame decomposition (T/J A4 - {e, g > ) fulfilling the 
assumptions of our proposition. By applying the induction hypothesis to it 
we deduce that H/f - (e, g ) h as a single-face embedding. But according to 
Corollary 9, this embedding can be extended to a single-face embedding of 
H/f by adding the two edges e, g, which are adjacent in H/’ (even 
independent on their signs, which, in our case, are both negative with 
respect to T,‘). Thus, H is single-face embeddable because it is 
homeomorphic to H/J 
3. eE M, f belongs to T, and no edge of A4 except e is adjacent to 
J If e and f are parallel edges then put G = H/f - e, otherwise put G = H/’ 
Then (7”’ M - (e> ) or (T/’ M), respectively, are the corresponding frame 
decompositions of G satisfying all the required assumptions. By virtue of 
our induction hypothesis, G has a single-face embedding. If G = H/f then 
H is a subdivision of G and we are done. If G = H/f - e then we first 
transform the single-face embedding of G to a single-face embedding of H/f 
by adding the negative loop e (obtained in H/f by contracting f) as in 
Lemma 6 and then apply the relation of homeomorphism between H/f 
and H. 
Since A4 was an independent set of edges, there is no other possibility for 
edges incident with the vertex u except those listed above. The proof of 
Proposition 13 is complete. # 
By combining 
obtains 
the preceding result with Corollary 9 one immediately 
COROLLARY 14. Let G be a connected signed graph containing a spanning 
tree T such that every edge not in T is negative with respect to T. Then 
c(G) = 0. 
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Proof of Theorem 1. We have mentioned in Section 3 that the minimum 
number r of faces in an embedding of a connected signed graph G is equal 
to t(G) + 1. Let m = min{ l( G, T); T a spanning tree of G ). To establish 
our result it is sufficient to show that r = m + 1. 
First we prove the inequality r > m + 1. In order to do so, consider an 
embedding of G with exactly r faces. Then, obviously, there is a set S of 
r - 1 edges of G whose removal yields a single-face embedding of the graph 
G - S . According to Theorem 12, the graph G - S admits a frame decom- 
position (r;S M) such that F is a single-face embeddable cycle-leaf spanning 
subgraph of G - S, and each component of M of odd size contains a 
negative loop. Now, choose from each cycle of I; an edge, obtaining 
thereby a set L. Clearly, T = F- L is a spanning tree of G, and since I; is 
single-face embeddable, each edge in L must be negative with respect to T. 
Thus, we have another frame decomposition of G - S, namely (T, A4 u L). 
It is easily checked that, by virtue of the properties of A4 and the fact that 
each edge in L is negative, no component of A4 u L is odd with respect to 
T (cf. the definition preceding the formulation of Theorem 1 in Section 4). 
Consequently, the whole graph G has a frame decomposition 
(T, A4 u L u S), where Mu L u S contains at most ISI odd components 
with respect to T (in the worst case, adding each edge of S to Mu L 
yields a new odd component). By the definition of m we therefore have 
m < <(G, T) < (SI = r - 1, i.e., r 3 m + 1. 
To prove the reverse inequality, let TO be an optimal spanning tree with 
respect to m, i.e., <(G, TO) = m. We examine the frame decomposition 
(TO, Q) of G, where Q = G - E( TO). Let us distinguish three types of 
components of Q: The odd components, the components with an odd 
number of edges which are not odd, and the components with an even 
number of edges. First, choose from each odd component B of Q an edge 
f such that B - f is no longer odd (this is clearly always possible), forming 
thereby a set I of edges from the components of the first type; obviously 
(II = m. Now, according to the definition of an odd component, each 
component U of Q with an odd number of edges which is not odd contains 
a negative edge e such that each component of U- e (there are at most 
two) has an even number of edges. Pick up from each such U a negative 
edge with the above property, obtaining thus another set J of edges from 
the components of the second type. It follows from Proposition 13 that the 
graph TO u J admits a single-face embedding. As a consequence of the way 
that the sets I and J have been constructed we obtain the fact that each 
component of the graph Q - (I- J) has an even number of edges. It is easy 
to see that a graph with every component of even size can be decomposed 
into pairs of adjacent edges. It follows that Q - (I u J) is also 
decomposable in this way. Thus, repeated application of Corollary 9 
produces now from the single-face embedding of the graph TO u J a single- 
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face embedding of the graph To u J u (Q - (I u J)) = T, u (Q - I). Adding 
to this last embedding the remaining edges of I (by means of Lemma 6 if 
necessary) gives rise to an embedding of the whole graph G = To u Q with 
y0 < 111 + 1 faces. Since Y < r. and 111 = m we eventually get r < m + 1. The 
proof of Theorem 1 is complete. m 
8. BETTI DEFICIENCY AND FRAME DECOMPOSITIONS 
In this section as well as in the two sections following it, we deal with 
proving Theorem 2. As the reader may realize, the proof heavily depends 
upon Theorem 1. 
We start with several observations concerning Betti deficiency, which 
are frequently used later. Their proofs, based on Theorem 1, are 
straightforward and therefore left to the reader. 
LEMMA 15. The Betti deficiency is additive over leaves of a signed 
graph* I 
LEMMA 16. For any edge e of a connected signed graph H, t(H) - 1 < 
[(H - e) < t(H) + 1 whenever e is not a bridge. 
LEMMA 17. Let H be a connected spanning subgraph of a signed graph K 
and e, f E E(K) - E(H) b e a pair of adjacent edges. Then <(H f e + f ) < 
t(H), regardless of the signs of e and $ 
LEMMA 18. Let H be a connected spanning subgraph of a signed graph K 
and e E E(K) - E(H). If e is negative with respect to an optimal spanning tree 
T of H (i.e., <(H, T) = t(H)) then l(H+ e) < t(H). 
Let H be a connected signed graph and L be a leaf of H. Recall that L 
is essential if it is balanced and the Betti number /3(L) is odd (Section 4). 
In addition, L is said to be 
- critical, if t(L) = 1 and for every edge e of L, t(L - e) = 0, and 
- stable, if c(L) = 0 and for every edge e of L, ((L - e) = 0. 
LEMMA 19. Let L be a leaf of a connected signed graph H. 
(a) If L is essential then l(L) 2 1. 
(b ) If L is stable then it is unbalanced. 
Proo$ (a) Let T be a spanning tree of L. Since L is balanced, the cotree 
L - E(T) is positive with respect to T. The fact that p(L) is odd implies 
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that L-E(T) contains a component D of odd size. By the definition 
preceding the statement of Theorem 1 (Section 4), D is odd. By applying 
Theorem 1, we now obtain that ((~5) > 1. 
(b) If L were balanced then t(L) and t(L-e) could not have the 
same parity. 1 
Let G be a connected signed graph and m = max { el( G - A) - IA 1; 
A c E(G)}, where cl(H) is the number of essential leaves of H. We wish to 
prove that m = c(G). If B s E(G) is a subset for which el( G - B) - 1 BI = m 
then G-B is connected. Therefore, we can restrict ourselves to consider 
only those subsets of edges that do not disconnect G, or, equivalently, its 
frame decompositions. Bearing in mind this restriction, the following 
observation is the first step toward the proof of Theorem 2. 
LEMMA 20. Let (F, A ) be a frame decomposition of a connected signed 
graph G. Then t(G) 2 cl(F) - IAl. 
Proof: Let F,, F*,..., FS be the collection of all leaves of F. Then 
tCF) = C 5CFi) = Cessential 5tFi) + Cinessential t(F,)ael(F), for t(F,)> 1, if Fi 
is essential, and t(I;i) 2 0 otherwise. Since, by Lemma 16, c(G - e) < 
t(G) + 1 if e is not a bridge, we have t(F) = t(G - A) < r(G) + I Al and, 
consequently, t(G) > t(F) - IAl 3 cl(F) - (Al. 1 
The idea of the proof of Theorem 2 is to establish the equality t(G) = 
el( F) - I A( for a suitable frame decomposition. In the rest of this section we 
introduce one type of frame decomposition (so-called strong decomposi- 
tions) for which the equality is always attained. The crucial step then 
consists of proving the existence of a strong decomposition for every 
connectel signed graph. 
Given a frame decomposition ,J% = (F, A) of a connected signed graph G, 
by a leaf of 9 we mean a leaf of its frame F. Furthermore, we make a 
convention that a trivial leaf is not a leaf, although the opposite convention 
is equally as tenable. A pairing associated with 9 is an injective mapping 
from the set A into the set of leaves of % such that for every edge e E A the 
edge e and the leaf assigned to e (denoted by g(e)) are incident. A leaf of 
the form g(e), e E A, is said to be bound with e; otherwise it is called free. 
A frame decomposition 2 = (F, A) is called strong if 
(i) each balanced leaf of $$! is critical, 
(ii) each unbalanced leaf of ?J! is stable, and 
(iii) J% admits a pairing such that for every a E A the leaf 9(a) is 
balanced. 
It is useful to realize that some properties of leaves that have been 
considered so far are interchangeable in strong decompositions. 
582b/52/1-IO 
140 !hAfi AND SK~VIERA 
LEMMA 2 1. Let .9# = (F, A ) be a strong frame decomposition of a graph G 
and let L be a leaf of 9%‘. Then: 
(a) L is unbalanced if and only if L is stable, 
(b) L is balanced if and only if L is critical, and this in turn is 
equivalent to the fact that L is essential. 
Proof. Part (a) follows easily from the definition and Lemma 19(b). As 
far as (b) is concerned, if L is balanced then it is critical by the definition 
of a strong decomposition. If L is critical then it cannot be stable and, by 
(a), it is balanced. By parity argument, L has an odd Betti number and is 
thus essential. Finally, an essential leaf is automatically balanced. 1 
Let 8 = (F, A) be a strong decomposition of G. For any a E A let a’ be 
a fixed edge of the leaf B(a) adjacent to a. Put A’ = {a’; a E A >. Any 
optimal spanning tree T of F - A’ (i.e., such that t(F - A’, T) = t(F - A’)) 
is called a strong spanning tree associated with 6%?. As we see in our next 
lemma, such a spanning tree of F- A’ is necessarily an optimal spanning 
tree of the whole graph G. 
LEMMA 22. Let 9 = (F, A ) be a strong decomposition of a graph G and 
T an associated strong spanning tree. Then <(G, T) = t(G) = cl(F) - [A(, the 
number of free essential (or, equivalently, balanced) leaves. 
Proof. Let T be the strong spanning tree associated with 9. Since T is 
optimal in F- A’, the tree T, = T n L is an optimal spanning tree of any 
leaf L of F- A’. Now, if L is a free essential leaf of the frame decomposi- 
tion (F- A’, A) of G - A’ then L is a free essential leaf of Y and 
<(L, TL) = 1, by criticality. For any other leaf A4 of F- A’ we have 
&A4, TM) = 0 which readily follows from the choice of the set A’ and the 
fact that free leaves that are not essential must be stable. Consequently, 
r(F-A’,T)=C(5(L,T,);LaleafofF-A’}=el(F)-IAl,thenumberof 
free essential leaves of 9. Since G is obtained from F- A’ by adding the 
pairs (a, a’ ), a E A, of adjacent edges, Lemma 17 implies that t(G) < 
c(G, T) < t(F - A’, T) < cl(F) - 1 Al. By combining this with Lemma 20 we 
obtain the desired equality. 1 
9. ACCESSIBILITY AND RECOMBINATION 
Theorem 2 is proved by induction on the number of edges. The aim of 
the present section is to develop a machinery for carrying out the induction 
step, more accurately, for constructing a strong decomposition of a graph 
H + e if one of H is known. 
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Let H be a connected spanning subgraph of a signed graph K and e an 
edge of K not in H. Further let B = (I;, A) be a frame decomposition of H 
provided with a pairing and let T be a spanning tree of F. 
1. An edge x of A u e is said to be O-accessible from e if x = e. 
2. An edge x of A is said to be t-accessible from e, t b 1, if there exists 
a (t - 1 )-accessible edge y in A u e such that the elementary cycle T(y), the 
unique cycle in T+ y, has a common vertex with the bound leaf 9(x). 
3. A leaf L of I: is said to be t-accessible from e, t 2 0, if there exists 
an edge x t-accessible from e such that the elementary cycle 7’(x) has a 
common vertex with L. 
A leaf or an edge is said to be accessible if it is t-accessible for some t > 0. 
The concept of accessibility enables us to describe a procedure of 
alterations of pairing, called recombination, which is of major importance 
in constructing new strong decompositions. 
Let H be a connected spanning subgraph of a signed graph K and e an 
edge not in H. Let 9 = (8’, A) be a strong decomposition of H and T an 
associated strong spanning tree. Assume that L is a leaf of 98 which is 
t-accessible from e (for some t 2 0). Then there is a sequence of edges 
e = a,, al, . . . . a, in A u e such that the elementary cycle T(aj) has a 
common vertex with the leaf %(ai+ 1), 0 < i < t - 1, and T(a,) has a com- 
mon vertex with L. Let b, be an edge of T(a,) -a, which is incident with 
L but does not belong to L. Now we can define 
(i) a new frame decomposition Br = (F,, A,) by putting F,= 
F+a,-b, and A,=A+b,-a,; 
(ii) a pairing by setting 9,(a) = B(a) for a E A, -b,, SV,(b,) = L; and 
(iii) a spanning tree T, of Ft as follows: Choose an edge bi in L to 
be adjacent to b,. Let J, be a spanning tree of L such that t(L - bi, J,) = 0. 
Now form the spanning tree T,= (T - (L n T)) u J, and then put 
T,= T:+a,-b,. 
Note that T,(aj) = T(aJ for 0 6 i< t - 1, thus we can repeat the above 
process with 5&, 9(a,), a,- 1, and Tt in place of $9, L, a,, and T, 
respectively, and so on. This process of recombination terminates with a 
decomposition B0 = (Fo, A,) and a spanning tree To of H u e, where e E To. 
LEMMA 23 (Recombination Lemma). Let H be a connected spanning 
subgraph of a signed graph K and e E E(K) - E(H). Let 94’ be a strong frame 
decomposition of H with an associated strong spanning tree T. If there exists 
in 93 a leaf L accessible from e which is either (1) free or (2) bound with an 
edge negative with respect to T, then r(H + e) < t(H). Moreover, if L is free 
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and essential, then H+ e also has a strong frame decomposition and 
t(H+ e) = t(H) - 1. 
Proof. Assume first that L is free. From the description of recombina- 
tion we easily see that, when applied to L, it holds that t(H, T,) = t(H, T) 
or = l(H, T) + 1, according to whether L is essential or not, respectively. 
Furthermore, for 1 < i < t - 1 we have t(ZY, Tj) = t(H, T,) and <(H+ e, T,) = 
t(H, T,)- 1. Hence, r(H+e) d r(H+e, To) = c(H, T,)- 1= r(H, Tt)- 1 < 
(C(H, T)+ l)- 1 =((H). s ince ((H, T,) = [(H, T) if L is free and essential, 
we have l(H+ e) 6 t(H)- 1 in this case. Thus, by Lemma 16, @H+ e) = 
t(H) - 1. Moreover, in the above considerations, only essential leaves have 
been involved in the recombination. Therefore the result is a strong frame 
decomposition of H + e, with To as an associated strong spanning tree. 
Now suppose that L is bound with an edge f which is negative with 
respect to T. Clearly, we may choose L to be t-accessible from e, where t 
is smallest possible. If 98 = (F, A) satisfies the assumptions of Lemma 23 
then 9I” = (1;1 A -f) is a strong decomposition of H-f and ((H-f) = 
<(H-f, T) = t(H) + 1. Since L is now a free essential leaf of 9’, we may 
use the first part of the proof to conclude that ((H-f + e) < 
((H-f+ e, TO) < c(H-f) - 1. By the choice of L, each edge of A -f 
included in the recombination is positive with respect to T. Therefore f 
does not change its sign during the recombination and, consequently, it is 
negative with respect to T,. As T, is an optimal spanning tree of H - f + e, 
Lemma 18 yields that QH+e)=@(H-f+e)+f)f<(H-f+e)< 
l(H -f) - 1, which is in turn equal to t(H). This completes the proof. u 
10. PROOF OF THEOREM 2 
Theorem 2 is now obtained as a direct consequence of the following 
result. 
THEOREM 24. Every connected signed graph admits a strong frame 
decomposition. 
Proof: Let G be a connected signed graph. We proceed by induction on 
the number of edges of G. The assertion clearly holds if G has at most one 
edge since in this case (G, 0) is the required decomposition. Thus we may 
assume that ) E(G)1 2 2 and that our theorem holds for any connected 
signed graph H with IE(H)I < IE(G)I. 
Let m = max { cl(F) - I A I; (F, A) a frame decomposition of G >. Choose a 
frame decomposition Y = (F, A) such that el(JJ - IAl = m and IAl is 
maximum. Call such a decomposition saturated. 
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CLAIM 1. If L is a leaf of 9 with t(L) > 1 then L is critical. 
Proof of CZaim 1. Assume that L is not critical. Then either c(L) > 2 or 
((L - e) 2 1 for some edge e of L. In any case, ((L - e) 2 1, as follows from 
Lemma 16. We consider two cases. 
Case 1. L is essential. Then L must be balanced, with odd Betti 
number. It follows that L-e is also balanced and has even Betti number. 
Since for balanced graphs it holds that t = p (mod 2), we have t(L - e) > 2. 
By our induction hypothesis, L - e has a strong decomposition, say, (R, B). 
Hence cl(R) - IBI = t( L - e) > 2; that is, cl(R) > 1 BI + 2. Now take the 
frame decomposition (F- (B u e), A u B u e) of G. It is clear that 
el(F--(Bue))=el(F)- 1 +el(R), whence el(F-(Bue))- IAuBue( = 
el(F)-l+el(R)-IAI-IBI-13(el(~)-JAI)+IBI+2-IB(-2=m. But 
IA u B u el > /A( + 1, which contradicts the fact that 9 is a saturated 
decomposition. 
Case 2. L is inessential. In this case there is again a strong decomposi- 
tion (R, B) of L - e. Now cl(R) - IBI > 1, whence cl(R) > IBJ + 1. Consider 
the decomposition (F- (B u e), A u B u e) of G. Since el( F- (B u e)) = 
cl(F) + cl(R), we now have el(F- (B u e)) - IA u B u el = cl(F) + cl(R) - 
~A~-~B~-1>el(P)-~A~+~B~+1-(B~-1=m. Since IAuBuelbIAJ+l, 
we have a contradiction again. Claim 1 follows. 1 
CLAIM 2. If L is a leaf of 9 with t(L) = 0 then L is stable. 
Proof of Claim 2. It follows from Lemma 16 that for any edge e of L it 
holds that 0 < <(L - e) < 1. Suppose that <(L - e) = 1 for some edge e. By 
the induction hypothesis, L -e admits a strong decomposition (R, B). 
Thus, cl(R) = (BI + 1. Again, consider the decomposition (F- (B u e), 
A u B u e). Then el(P- (B u e))- IAuBuel = el(F’)+el(R)- IAl - 
IBI--l=m+IBI+l-IB[-l=m. But IAuBuel 2 JAI +l, which is 
impossible because 9 is saturated. Therefore L must be stable. 1 
CLAIM 3. Any critical leaf is balanced and hence essential. 
Proof of Claim 3. Let L be a critical leaf. Choose an edge e of L and 
form L’ = L - e. By the induction hypothesis, L’ has a strong decomposi- 
tion, say, 9 = (R, B). Assume that 9 contains a stable leaf. Obviously, such 
a leaf is free and, since L is 2-edge connected, it is accessible from e. But 
then our Recombination Lemma 23 applies, yielding t(L) = c(L’ + e) < 
l(L’) = 0, a contradiction. Consequently, R must be balanced. To finish the 
proof it is now sufficient to show that no edge of Bu e is negative with 
respect to R. However, if there were a negative edge in B then by applying 
the Recombination Lemma once more we would obtain l(L) = 
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c(L’ + e) < l(L’) = 0, again a contradiction. Thus L’ is balanced and by 
Lemma 18, L must be balanced as well. B 
Now, let L be a balanced leaf of F. By Claim 2 and Lemma 19(b), 
t(L) = 1, and by Claim 1, L is critical. Likewise, if L is unbalanced then by 
Claim 3 it cannot be critical. However, Claims 1 and 2 show that any leaf 
of 9 is stable or critical, so L is stable. 
So far we have shown that in a saturated frame decomposition of G, 
every balanced leaf is critical and every unbalanced leaf is stable. To com- 
plete the proof of Theorem 24 we show that at least one saturated decom- 
position of G admits an appropriate pairing which makes it strong. Assume 
this is false. Among all saturated decompositions of G let 9 = (F, A) be 
the one which contains a maximum subset BE A such that %’ = (F, B) 
is a strong decomposition of Fu B. Obviously, B s A and t(Fu B) = 
cl(F)- IBI. Hence <(FuB)=el(F)- IAl + IA-B1 =m+ IA-BI. Now fix 
an edge e in A - B and form the graph Fu B u e. Further, let CC B u e be 
the subset of all edges accessible from e. An easy inductive argument (on 
accessibility) shows that every edge of C belongs to the same leaf of Fu C. 
Let us denote this leaf by A4. 
If L is a leaf of (F, B) bound with an edge in B - C then L has no 
common vertex with A4, for otherwise L would be accessible. On the other 
hand, there exists a free essential leaf K of (F, B) which has a vertex 
in common with M (whence KE M). To see this, assume the contrary 
and consider the frame decomposition X’ = (Fu C, A - C) of 
Fu C u (A - C) = G. It is readily seen that the essential leaves of X 
comprise (1) the leaves of (F, B) bound with the edges in B - C (IB - Cl 
in number), (2) the free essential leaves of (F, B) (~(Fu B) = m + JA - BI in 
number), and (3) possibly the leaf A4. Hence, for X we obtain el(Fu C) - 
[A-Cl 2 IB-CI+m+IA-BI-(A-Cl = IB-(C-e)l+m+lCI-IBI 
= IBI - I Cl + 1 + m + I Cl - IBI = m + 1, a contradiction. Thus, (F, B) has 
a free essential leaf accessible from e. Recombination Lemma 23 then yields 
that Fu B u e has a strong decomposition, say, (P, D), and cl(P) - IDI = 
t(Fu B) - 1. But now it is easy to see that (P, D u (A - (Bu e))) is a 
saturated decomposition of G containing the subset D, I DI > IBJ, and such 
that (P, D) is strong. By the choice of (F, A), however, the existence of 
(P, D) is impossible. This final contradiction finishes the proof of 
Theorem 24, and thereby also that of Theorem 2. 1 
11. CRITICAL GRAPHS AND STABLE GRAPHS 
In accordance with Section 8, a 2-edge-connected signed graph G is 
called t-critical (c-stable) if c(G) = 1 (c(G) = 0) and for each edge e of G 
it holds that t(G - e) = 0. 
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Taking into account the role played by these graphs in the proof of 
Theorem 2 it is natural to ask about their characterization. As far as 
critical graphs are concerned, a slight modification of the method used 
during the proof of Theorem 2 yields the following result. 
THEOREM 25. Every <-critical signed graph is balanced. 
ProoJ In the proof of Claim 3 of Theorem 24 replace the induction 
hypothesis by Theorem 24, and otherwise proceed identically. l 
Let us remark that unsigned (or, equivalently, balanced) <-critical 
graphs have been described by Glukhov [3]. Thus, his result together with 
Theorem 25 gives a complete characterization of r-critical signed graphs in 
general. 
On the other hand, r-stable graphs are a new phenomenon without any 
analogue in the unsigned case. To give an example, it is easy to see that 
every complete graph of order at least 3, constantly signed - 1, is t-stable. 
A characterization of c-stable graphs still remains an open problem. 
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