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Abstract
MAP queueing networks are recently proposed models
for performance assessment of enterprise systems, such as
multi-tier applications, where workloads are signiﬁcantly
affected by burstiness. Although MAP networks do not ad-
mit a simple product-form solution, performance metrics
canbeestimatedaccurately bylinearprogrammingbounds,
yet these are expensive to compute under large populations.
In this paper, we introduce an approximate mean value
analysis (AMVA) approach to MAP network solution that
signiﬁcantly reduces the computational cost of model eval-
uation. We deﬁne a number of balance equations that relate
mean performance indices such as utilizations and response
times. We show that the quality of a MAP-AMVA solution is
competitive with much more complex bounds which evalu-
ate the state space of the underlying Markov chain. Numer-
ical results on stress cases indicate that the MVA approach
is much more scalable than existing evaluation methods for
MAP networks.1
1. Introduction
The management of multi-tier web architectures and en-
terprise systems requires the continuous application of an-
alytical methods to predict scalability and responsiveness
under changing load intensities. Analytical models are fun-
damental for performance assessment, for capacity plan-
ning, for early identiﬁcation of systems that need hardware
upgrades, and to drive software reconﬁguration decisions.
Mean Value Analysis (MVA) [1] and its variations (e.g.,
approximations for workloads with high service time vari-
ability [8]) provide a comprehensive set of analytical tools
that has been extensively used in the literature for the per-
formance assessment of systems because of their ease of
use and intuitive appeal. Typically, the only challenge in
1This work is partially supported by NSF grants CNS-0720699 and
CCF-0811417 and by the InvestNI/SAP MORE project.
MVA models is input parameterization, i.e., given a speciﬁc
system in operation how to best measure the workload de-
mands and to be used as inputs to MVA [14]. However, as
it often turns out, taking into account the multiple depen-
dencies between servers or the complex characteristics of
modern workloads (e.g., high-variability coupled with tem-
poral locality and burstiness across different time scales)
can be very challenging as classic capacity planning mod-
els cannot support such workload features [12]. Indeed, us-
ing MVA or other classic models for the performance pre-
dictions of systems with workload burstiness results in dra-
matic errors [12].
The recently proposed class of MAP queueing net-
works [3] provides a solution to this limitation of exist-
ing models by introducing a new framework to describe
the effects of workload burstiness on the performance of
distributed systems that may be modeled as a network of
queues. A MAP queueing network is a generalization of a
product-form queueing network [1] in which service times
are no longer limited to be independent of each other (e.g.,
exponential or Coxian); instead, they can be more gen-
eral point-processes known as Markovian Arrival Processes
(MAPs) [10]. Workloads with periodicities, time depen-
dence, or burstiness can be modeled as a MAP [6] and used
within a MAP queueing network to describe accurately the
service characteristics at the different resources; see [6]
for a tool for automatic workload ﬁtting into MAPs. Re-
markably, the performance effects of workload burstiness
that are unpredictable with classic models, such as the dy-
namic bottleneck switch phenomenon between resources
that is frequently observed in real multi-tier systems [11],
can be captured very accurately with MAP networks [2, 11].
Nonetheless, the only known approximation method for
MAP queueing networks is the class of linear reduction
(LR) bounds proposed in [3], which uses a probabilistic
description of the models within a linear optimization pro-
gram to compute bounds on metrics such as throughput,
queue-lengths, and state probabilities. Although accurate,
LR bounds can require very large time and space require-
ments if the model has many jobs or queues. In addition,
1the computation of LR bounds on large models can be sub-
ject to numerical difﬁculties because of the small values
taken by the equilibrium state probabilities in very large
state spaces [3]. As a result, there is a need to have ap-
proximation techniques for MAP queueing networks which
are more economic and numerically stable than LR bounds,
while preserving high approximation accuracy.
In this paper we introduce MAP-AMVA, a new approxi-
mation for MAP queueing networks targeted to models with
burstiness or temporal dependence in the service process of
the resources, but that can also be applied to networks with
general independent renewal service. This new analytical
evaluation is based upon formulas that are very similar to
the ones of the original MVA. Following the path of clas-
sic queueing network theory, MAP-AMVA departs from
the probabilistic approach used in [3] to a new approxima-
tion based on mean value analysis (MVA), in which only
mean performance indexes are computed instead of individ-
ual state probabilities as in the LR bounds of [3]. Further,
the proposed MAP-AMVA formulas have immediate per-
formance interpretations, therefore they are intuitively ap-
pealing and simple to match with values that are measured
directly in real systems. For instance, MAP-AMVA uses
the concept of the mean queue-length seen upon arrival at
the various stations, which we show captures analytically
for the ﬁrst time the phenomenon of bottleneck switch de-
scribed in [11].
The contribution of this paper are as follows: (1) we de-
scribe a framework of exact equations which characterize
the behavior of MAP queueing networks in terms of mean
performance indexes only, such as utilization, throughput,
and queue-length seen upon arrival; (2) we obtain the MAP-
AMVA approximation scheme by numerical evaluation of
these relations within a linear program, which is yet several
orders of magnitude cheaper to solve than the LR bounds
and with computational requirements that are independent
of the total population size; (3) we illustrate the approxi-
mation accuracy of the technique on models with dynamic
bottleneck switch that cannot be approximated by MVA and
general-independent models.
The remainder of the paper is organized as follows. In
Section 2, we illustrate the practical importance of MAP
queueing networks using a case study of a real multi-tier
architecture in which we show the prediction inaccuracies
of classic models that ignore burstiness in service work-
loads. Section 3 gives model notation. In Section 4 we
introduce the MAP-AMVA approach using a simple queue-
ing network with two stations; results are extended to gen-
eral networks in Section 5. The MAP-AMVA approxima-
tion method is introduced in Section 6 and validated in Sec-
tion 7. Due to limited space, theorem proofs are all reported
in the accompanying technical report [4].
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Figure 1. MAP queueing network model of the
TPC-W system considered in Section 2.
2. Motivation
We point to [3] and references therein for background on
research results related to this paper. In this section, we fo-
cus on explaining why the class of MAP queueing networks
is relevant for practical performance assessment.
2.1 Burstiness and System Scalability
To illustrate the effectiveness of MAP queueing net-
works in the performance evaluation of real systems, we
consider a capacity planning model of a real multi-tier sys-
tem and we follow the modeling approach in [11]. The ap-
plication is evaluated using the TPC-W benchmark, which
simulates the operations of an online bookstore. The archi-
tecture is composed by a web server (Apache), an appli-
cation server (Tomcat), and a back-end database (MySQL
5.0); all machines run Linux Redhat 9.0. The web server
and the application server are installed on the same front
server, a 1-way 3.2 GHz Pentium-D; the database runs on a
2-way 3.2 GHz Pentium-D, and the TPC-W requests depart
from two 2-way 3.2 GHz Pentium-D client machines.
In the TPC-W benchmark, the HTTP requests are gen-
erated by a set of N clients that submit a new request only
after completing the download of the previously requested
page. Think times are exponentially distributed. Because of
the closed-loop structure of the TPC-W workload, the num-
ber of simultaneous active user sessions is upper bounded
byN andthusthesystemcanbemodeledasaclosedqueue-
ing network with N jobs, where each job models a page
download. Figure 1 models the multi-tier system as a MAP
queueing network composed by two resources representing
the front and database servers, respectively, preceded by a
delay server that models the think times between submis-
sion of consecutive requests.
The service processes of the two queues in Figure 1 are
parameterized from measurements of the standard “brows-
ing mix” workload of TPC-W [11]. That is, the service pro-
cess at the front server is modeled as an exponential process
with mean service time S1 =5 .58 ms; the think times have
mean equal to Z = 500 ms. The service process at the
database, instead, is found to be signiﬁcantly affected byburstiness and therefore it is ﬁtted using a two-phase MAP
with mean S2 =3 .26 ms, squared coefﬁcient of variation
SCV =1 6 , skewness SKEW =8 .58, and lag-1 autocor-
relation coefﬁcient2 ρ1 =0 .40. A MAP server works sim-
ilarly to an hyper-exponential or Erlang server: the current
rate of service depends on the active phase of the underly-
ing Markov process. The main difference is that this can
depend on past history, thus making MAPs capable of rep-
resenting also time-varying properties, i.e., a MAP server
describes a time series of service times and not only their
distribution as in hyper-exponential or Erlang models.
Table 1 compares MAP queueing network predictions on
the TPC-W system for the front server utilization against
the measured values and the prediction of product-form net-
works analyzed by the MVA algorithm and of queueing net-
works with general independent (GI) service solved exactly
by global balance [8]. The last column reports the mea-
sured utilization values at the front server on a two hours
experiments with the browsing mix of TPC-W, where uti-
lization samples are collected every ﬁve seconds. We ﬁrst
make theobvious observation that modeling methods do not
provide results that are identical to the measured values be-
cause of the inherent approximation involved in a modeling
process and possibly also due to slight measurement inaccu-
racies. Table 1 indicates that for small populations all meth-
ods from the literature are accurate. However, as the load
grows and the effects of burstiness become more evident,
the much increased accuracy of MAP queueing networks
solutions is immediately visible compared to product-form
and GI models, which for the largest population suffer se-
vere errors up to 35.48% (0.9997) and 26.98% (0.9370)
of the measured utilization (0.7379), respectively. MAP
queueing networks, instead, have a small approximation er-
ror alsoon these problematic cases making the case of being
much more robust that MVA and GI models in performance
prediction of real systems under burstiness conditions. LR
bounds [3] have been invented to evaluate systems where an
exact MAP queueing network solution by global balance is
computationally infeasible due to state space explosion, yet
LR bounds can still suffer computational complexity limi-
tation as we show in Section 7. This computational limita-
tions provide motivation for the development of the MAP-
AMVA approximation scheme.
3. MAP Queueing Network Models
We consider a closed single-class MAP queueing net-
work with M queues connected with arbitrary topology.
Jobs at all queues are scheduled according to a First-Come-
2The autocorrelation coefﬁcients are a way to summarize fundamen-
tal properties of workload burstiness. In particular, large positive lag-1
autocorrelation, such as in this example, indicates that consecutive service
times have usually similar magnitude, which leads to aggregation in bursts.
Front Server Utilization
N MAP QN [3] MVA GI [8] Real System
25 0.2631 0.2727 0.2659 0.2733
50 0.4550 0.4875 0.4578 0.4602
75 0.6405 0.7194 0.6466 0.6495
100 0.7800 0.9479 0.8410 0.7445
150 0.7687 0.9997 0.9370 0.7379
Table 1. Performance modeling of the TPC-W
e-commerce system for an increasing num-
b e ro fu s e r sN.
First-Served (FCFS) policy and both service and routing are
load-independent. The mean service time at resource i is
denoted by Si.T h et e r mpi,j is the routing probability from
queue i to queue j; the probability matrix P =[ pi,j] im-
plies a mean number of visits Vi of jobs at resource i which
is equal to the probability of state i if P is regarded to as
the probability matrix of a discrete-time Markov chain. The
job population (also called multiprogramming level, num-
ber of users, or number of customers) is denoted by N.F o r
simplicity of exposition, throughout the paper we consider a
model where the ﬁrst M −1 queues have exponentially dis-
tributed service times, while the service times of queue M
are modeled as a Markovian Arrival Process (MAP) with K
phases3; the extension to the general case of the presented
results is straightforward and follows the same ideas. Es-
sentially, having additional MAP servers involves only ad-
ditional summations in the equations developed throughout
the paper to account for the different states and rates of ser-
vice of the MAP server.
We start with a few deﬁnitions and notations for MAP
queueing networks [3].The continuous-time Markov chain
(CTMC) underlying the queueing model has state space
S(N) that considers the distribution of jobs across the net-
work and the current state of the MAP service process at
queue M, i.e.,
S(N)={(  n,k)|
 M
i=1ni = N ∧ ni ≥ 0 ∧ 1 ≤ k ≤ K},
whereni isthenumberofjobsinqueueiandk isthecurrent
state of CTMC underlying the MAP. We indicate with q
k,h
i,j ,
1 ≤ k,h ≤ K,1 ≤ i,j ≤ M, the transition rate from state
3A Markovian Arrival Process (MAP) with K phases can be described
by two square matrices (D0, D1) both of order K, see [10] for a com-
prehensive overview. Essentially, a MAP is obtained from a continuous-
time Markov chain (CTMC) by conventionally associating some user-
selected transitions in the inﬁnitesimal generator Q to the occurrence of
the events that we want to model, e.g., service completion events. By
placing these tagged transitions in D1 and the remaining in D0, such that
Q = D0 + D1, a MAP is deﬁned and its moment and correlations repre-
sent exactly the moment and correlations of the time between these user-
speciﬁed events; see [10] for moment and correlation formulas in MAPs.
In this way, if one is able to deﬁne a proper D0 and D1 couple, then a trace
of events (e.g., trace of service times) can be ﬁtted accurately by a MAP.(  n,k)tostate(  n−ei+ej,h), wherethenotationei indicates
a vector of all zeros except for a one in the ith position.
Intuitively, these transitions can be the result of either a job
service completion, of a state jump performed by the MAP,
or both; we point to [3] for analytical expression of q
k,h
i,j as
a function of the model parameters (service rates, pi,j, and
the jump rates that deﬁne the MAP process).
In the MAP-AMVA approach, we focus on the computa-
tion of mean performance indices only, such as utilization,
throughput, queue-length, and response times. Let P[  n,k]
be the equilibrium probability of state (  n,k) ∈S (N).T h e
mean queue length at resource i is given by Qi(N)=  K
k=1Qk
i (N), where
 M
i=1Qi(N)=N (1)
and Qk
i (N)=
 
  nniP[  n,k] is the (unconditional) mean
queue-length at i when the MAP of server M is in state k.
Similarly, the utilization is Ui(N)=
 K
k=1Uk
i , where
Ui(N) ≤ 1 (2)
and Uk
i =
 
  n:ni≥1P[  n,k] is the utilization of station i
when the MAP process of queue M is in state k. The mean
throughput Xi(N) at server i is then given by
Xi(N)=
 K
k=1
 K
h=1
 M
j=1q
k,h
i,j Uk
i (N),
and by Little’s law [1] the average response time at i
is Ri(N)=Qi(N)/Xi(N). Due to the forced ﬂow
law [1], the system throughput is always equal to X(N)=
Xi(N)/Vi for any choice of the station i. From [3], the
utilizations at the MAP server are known to be related by
 
 K
h=1
h =k
 M
j=1q
k,h
M,j
 
Uk
M(N)
=
 K
h=1
h =k
  M
j=1 q
h,k
M,jUh
M(N)
 
(3)
which is a consequence of the global balance equations that
govern the MAP process at queue M. Further,
 K
k=1
 K
h=1,
 M
j=1q
k,h
i,j Uk
i (N)
=
 K
m=1
 K
k=1
 M
j=1q
k,m
j,i Uk
j (N), (4)
for any choice of i and j, imposes equilibrium between the
mean rates of the input and output ﬂows of the different
resources according to the ﬂow balance rule [1]. Equations
(1)-(4) are fundamental for the development of the MAP-
AMVA approach introduced in the next sections.
4. Does Mean Value Analysis Apply?
In this section, we investigate the applicability of clas-
sic MVA theory in the context of MAP queueing net-
works. Established MVA approximation of models with
non-product-form features such as blocking, priorities, or
high-variability have been obtained by an approximation
methodology where one ﬁrst describes the mean queue-
length seen on arrival by a job joining a resource’s queue
[1], then proper corrections are introduced to account for
the speciﬁc features of the model, and ﬁnally numerical so-
lutions are obtained by ﬁxed-point iteration similarly to the
Bard-Schweitzer approximate MVA algorithm [1]. How-
ever, similar results do not exist for MAP networks. Here,
we try to ﬁll this gap by obtaining exact analytical formu-
las to describe mean MAP network performance and we
draw insights from these observations leading to the MAP-
AMVA approximation scheme presented in this paper.
Case Study. To evaluate the applicability of the MVA
approach, we focus on a small MAP network with N =4
jobs and M =2queues, one with exponential service times
and one with two-phase MAP service times (i.e., K =2 ).
We assume that the two queues are in tandem. Thanks to
the simplicity of the model, the underlying CTMC is the
ﬁnite quasi-birth death (QBD) process shown in Figure 2.
Markov models of such small dimension can be solved eas-
ily by global balance [1], but this technique has limited ap-
plicability on models with more than two queues because it
scales poorly with the model size.
In order to obtain an MVA-like solution of the QBD us-
inganapproachdifferentfromglobalbalanceandthatcould
remain efﬁcient on general MAP queueing networks, MAP-
AMVA evaluates the QBD in Figure 2 as follows. We start
by considering a set of partial balance conditions on the
QBD state space. These conditions are equations that im-
pose equilibrium between the probability ﬂuxes exchanged
through horizontal or vertical cuts that separate the QBD
states into disjoint partitions. For example, Figure 2(b)
shows an horizontal cut that separates the state-space into
two partitions, one describing the evolution of the network
when the MAP server of resource M is in phase 1 (gray
states), the other when the MAP is in phase 2 (black states).
The partial balance arising from this cut imposes that the
probability ﬂux departing from the states where the sec-
ond resource is busy and the MAP is in phase 1 is equal to
the ﬂow departing from the corresponding states where the
MAP is in phase 2; it can be veriﬁed easily that this partial
balance is exactly (3) in the case K =2and M =2 , thus
it is immediately expressed in terms of mean values only,
i.e., utilizations. Our goal is to obtain also from vertical
cuts similar relations for mean queue-lengths and utiliza-
tion that may help in understanding the mean performance
of the system.
4.1 Queue Seen on Arrival
The goal of this subsection is to demonstrate that mean
performance indices such as utilizations and mean queue-(3,0)
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Figure 2. Finite quasi-birth death (QBD) process of the two queue MAP network considered in Sec-
tion 4. A state label (n1,n 2) indicates the queue-length of the exponential and the MAP queue, respectively.
lengths are inter-related by a number of equations that in-
volve mean quantities only and that, surprisingly, do not re-
quire detailed low-level probabilistic information about the
model, such as residual service times seen by arrival jobs
or probability of ﬁnding the MAP server in a certain state4,
that are instead ubiquitous in non-product-form queueing
analysis [1]. This is fundamental to understand the critical
quantities that should be estimated by MAP-AMVA.
Let us consider the vertical cuts in Figure 2(c) which im-
pose statistical equilibrium between the departure processes
of the resources. Each cut provides a partial balance
 K
k=1(q
k,1
2,1 + q
k,2
2,1)P[n2,k]
= q
1,1
1,2P[n2 − 1,1] + q
2,2
1,2P[n2 − 1,2], (5)
for all possible job populations 1 ≤ n2 ≤ N at the sec-
ond resource, where we omit the population n1 from nota-
tion since this is immediately computed as n1 = N − n2.
Theleft-handsideof(5)describesdeparturesfromtheMAP
queue, the right-hand side characterizes departures from the
exponential queue. Within the MAP-AMVA approach, we
transform expressions involving probabilities into relations
involving only mean values by weighted summation of the
probabilistic expressions and by MAP ﬁltration [9] applied
to study the state of a resource upon arrival of a new job. For
example, summing all possible balances (5) and weighting
the contribution of each term by n2, the left-hand side of (5)
gives
 K
k=1(q
k,1
2,1 + q
k,2
2,1)
 N
n2=1n2P[n2,k]
=
 K
k=1(q
k,1
2,1 + q
k,2
2,1)Qk
2(N), (6)
while the right-hand side of (5) sums to
 K
k=1q
k,k
1,2
 N
n2=1n2P[n2 −1,k]=X(N)V2(1+A2(N)),
4Note that, for MAP queue with service process (D0,D 1), the residual
time is computed as   aT(−D0)−1  1,w h e r e  1=( 1 ,1,...,1) and   a =
(a1,a 2,...,a K) is deﬁnedby theprobabilityak thatan arrivingjob ﬁnds
the job in service with the MAP in phase k. Therefore, residual times in
MAPs are deﬁned probabilistically and do not immediately simplify to
mean quantities like in M/G/1 systems [1] since these are obtained under
renewal assumption that do not apply in general to MAP networks.
where V2 is the mean number of visits of jobs to queue 2
and A2(N) is the mean queue-length seen by a job upon
arrival at the MAP resource (not counting itself). The last
observation follows by MAP ﬁltration, since we have that
the probability that a job arriving to the second resource
ﬁnds there n2 −1 enqueued jobs while the MAP is in phase
1 is Parr[n2 − 1,1] = q
1,1
1,2P[n2 − 1,1]/(X(N)V2),s e e[ 4 ]
for a proof. According to the above observations, we have
that the per-phase queue-lengths at the second resource are
related by
 K
k=1(q
k,1
2,1 + q
k,2
2,1)Qk
2(N)=X(N)V2(1 + A2(N)), (7)
and multiplying both sides by Q2(N) we get
Q2(N)=X(N)D2(N)(1 + A2(N)), (8)
which is consistent with classic MVA theory and where the
“mean service demand” D2(N) is
D2(N)=
 
V2
 K
k=1fk
2 (N)(q
k,1
2,1 + q
k,2
2,1)
 
, (9)
with fk
2 (N)=Qk
2(N)/Q2(N) being the fraction of the
customers which waits in the MAP queue while the server
is in phase k and (q
k,1
2,1 + q
k,2
2,1) is the total rate of service
in that phase. Here D2(N) summarizes in a single number
several delay terms such as mean service time and residual
time of the job found in service by a new arrival; D2(N)
can be thought as a simple way to compact this complexity
in a single number as if the service process would be expo-
nential instead of MAP. Using similar passages in the case
of the exponential queue we obtain
Q1(N)=X(N)D1(1 + A1(N)), (10)
which is again consistent with classic MVA theory and
where D1 = S1V1 is the mean service demand at the ex-
ponential queue which does not have service phases.
Discussion. Equations (8)-(10) state surprising proper-
ties of MAP networks. A ﬁrst counter-intuitive property
is that the residual time for completing the job in service
when a new job arrives does not need to be explicitly in-
volved in the computation of the mean queue-length andconsequently also of the mean response time R2(N)=
Q2(N)/X(N). This is surprising, since each job suffers
a different residual time according to the arrival order and
the statistical correlations between service times; thus, be-
cause of the correlations, one would not expect to factor out
mean performance metrics into simple products such as (8).
Equation (8) suggests instead that we do not need to explic-
itly account for residual times as long as we provide in the
analysis detail on the mean queue-lengths in the different
MAP server phases (i.e., the Qk
2(N) terms).
A second observation is that the structure of (8)-(10)
is much harder to recursively approximate than product-
form models, because response times depend not only on
the queue-lengths seen on arrival, but also on the particu-
lar workload fractions fk
2 (N) observed for population N.
This tells us that basic interpolations of the queue-length
seen on arrival using a model with population N − 1 are
not enough to approximate the model, since one should
also gain knowledge on how Q2(N) is distributed over the
Qk
2(N) terms. Furthermore, (8)-(10) provide means to un-
derstand if the arrival theorem rule Aj(N)=Qj(N − 1)
used in classic MVA analysis of product-form models [1]
applies, at least approximately, to MAP queueing networks.
We ﬁrst observe that, by inserting the condition n2 =
N−n1 intothederivation of(7)-(10), onecould easilyshow
that
A1(N)+A2(N)=N − 1, (11)
which is consistent with the product-form case where
A1(N)+A2(N)=Q1(N − 1) + Q2(N − 1) = N − 1.
Note that the validity of A1(N)+A2(N)=N −1 for gen-
eral closed networks has been recently proved by Varki et
al. [13], thus this result is expected. Despite property (11),
in MAP queueing networks it is simple to ﬁnd cases where
Aj(N) >> Qj(N − 1) or Aj(N) << Qj(N − 1), thus
invalidatingtheconjecturethatsimpleproductform-likeap-
proximations apply easily to MAP queueing networks as we
show in the next example.
Numerical Example. To exemplify the typical difﬁculty
in approximating MAP networks, consider again the two-
queue model and assume that the exponential server has
mean S1 =0 .5, while the MAP service times have mean
S2 =1 , squared coefﬁcient-of-variation SCV =2 0 ,s k e w -
ness SKEW =7 .0, and lag-1 autocorrelation coefﬁcient
ρ1 =0 .40. Consider the problem of approximating the
queue-length seen on arrival: for a population N =2 0 ,t h e
mean queue-length seen by an arrival at the ﬁrst resource
computed by global balance is A1(N)=1 5 .338. Yet, when
one evaluates the mean queue-length of the ﬁrst resource
on the population N − 1 it is found that Q1(N − 1) =
5.8774 which indicates that the classic MVA approximation
A1(N) ≈ Q1(N − 1) is dramatically inaccurate and there-
fore traditional approaches cannot be used reliably with
MAP queueing network models.
The results of this example also illustrate a peculiar
characteristic of MAP queueing networks which cannot be
captured by product-form models: the dynamic bottleneck
switch phenomenon [11]. In fact, if we look at the mean
queue-lengths at equilibrium for population N =2 0these
are Q1(N)=5 .0644 and Q2(N)=1 4 .936, therefore it
is legitimate to wonder: why the queue seen on arrival at
the ﬁrst exponential station is A1(N)=1 5 .338 when the
mean queue-length is only Q1(N)=5 .0644? why station
one is the bottleneck resource exactly at the instant of ar-
rival of a new job thus creating the worst conditions for the
response times? Similar questions hold also for the MAP
queue where it is A2(N)=N − 1 − A1(N)=3 .662 and
Q2(N)=1 4 .936. Let us ﬁrst observe that A1(N) is the
queue-length seen by jobs arriving from the MAP queue 2
to the exponential queue 1. In the example, the MAP ser-
vice times are such that 92% of the jobs receive fast ser-
vice rate at queue 2, while only 8% are served there with a
slow rate. Thus, out of 100 arrivals to queue 1, the queue
seen on arrival is 92 times the one seen by jobs that are
served quickly at the MAP queue 2 and only 8 times the
one seen by slow jobs. However, for jobs served quickly at
the MAP queue, the bottleneck in the queueing network is
the exponential queue 1, thus 92% of the times the queue
seen on arrival will be long and this explains the large value
A1(N)=1 5 .338 in this example. This is also true because
in presence of positive autocorrelations the MAP serves for
an extended period of time jobs that are all fast or all slow:
therefore, when the MAP rate changes from slow to fast (or
vice-versa) the queueing network has the timeto reach equi-
librium and move the bottleneck to the temporarily slowest
server in the network. This makes the arrival queue-length
seen by jobs very different according to the way they are
served at the MAP. This property does not hold for product-
formmodels andalsoforGIqueueing networkswhereinde-
pendent service times do not give to the network the time to
reach equilibrium and shift the bottleneck position. This is
because in GI models the service sequence of large or small
jobs is random.
5 MAP-AMVA on General Models
The ﬁndings of the previous sections indicate that mean
performance indices of a MAP networks such as queue-
lengths and throughputs (hence by Little’s Law also re-
sponse time and utilizations) can be related to each other
if: 1) we also consider in the analysis the queue-lengths
seen on arrival by a new job; 2) we describe mean perfor-
mance as observed during each possible active phase of the
MAP server. In this section, we generalize the exact rela-
tions we have found in the previous section to MAP net-works with arbitrary routing, arbitrary number of queues
and MAP phases. Algorithms for approximating the mean
performance indexes are given in Section 6.
5.1 Queue-Level Equations
When evaluating partial balances over general state
spaces, one should ﬁrst extend the deﬁnition of vertical and
horizontal cuts used in the QBD example in Section 4. Con-
sider a MAP with K phases and isolate a speciﬁc phase k;
then a generalized horizontal cut for phase k is immedi-
ately obtained by the plane that separates the set of states
where the MAP is in phase k from all other states of the
network. Similarly, a generalized vertical cut is obtained
by choosing a station i and population ni > 1, and con-
sidering the plane that separates states where i has ni jobs
from states where it has ni −1 jobs, regardless of the active
MAP phase. These generalized cuts specialize to the verti-
cal and horizontal cuts illustrated in Figure 2(b)-(c) in the
case M =2and K =2 . Further, by manipulations along
the same lines of Section 4, we can obtain also from these
cuts a set of generalized MVA relations. Let us begin by
considered the MVA relations arising from horizontal cuts.
Theorem 1. The generalized horizontal cuts over the state
space of a MAP network give the following MVA balance
 K
h=1
h =k
 M
w=1q
k,h
M,wQk
M +
 K
m=1
 M−1
j=1 q
m,k
M,jUm
M
=
 M−1
j=1 q
k,k
j,MUk
j +
 K
h=1
h =k
 M
w=1q
h,k
M,wQh
M, (12)
for all MAP phases k =1 ,...,K.
Proof. Theorem proof is given in [4].
The interest for (12) is that it relates the per-phase mean
queue-lengths Qk
M(N) and thus provides immediate infor-
mation that can be exploited to approximate the workload
fractions fk
M(N)=Qk
M(N)/QM(N). To understand pre-
ciselyhowtheworkloadfractionsinteractwithmeanqueue-
lengths and the mean queue-length seen on arrival in the
general case, we now study the balance arising from the
generalized vertical cuts.
Theorem 2. The generalized vertical cuts over the state
space of a MAP network give the following MVA balance
Qi(N)=Di(N)X(N)(1 + Ai(N)) (13)
for i =1 ,...,M, where Ai(N) and
Di(N)=
 
Vi
 K
k=1
 K
h=1
 M
j=1q
k,h
i,j fk
i (N)
 
(14)
are respectively the mean queue-length and the mean ser-
vice demand seen on arrival at queue i, and fk
i (N)=
Qk
i (N)/Qi(N) is the fraction of the mean load at queue
i that waits when the server is in phase k. In particular, if i
is an exponential server then Di(N) simpliﬁes to Di,w h i c h
is the mean service demand of the queue.
Proof. Theorem proof is given in [4].
Finally, we have the following corollary.
Corollary 1. The mean queue-lengths seen on arrival sat-
isfy the relation
 M
i=1Ai(N)=N − 1.
Proof. As observed earlier in the paper, the theorem is a
specialization of the recent results obtained in [13].
The above results provide an immediate generalization
of the concepts discussed in the special case of the QBD in
Section 4 to MAP networks with arbitrary size. Therefore,
the discussion of the above results is identical to that in Sec-
tion 4 and conﬁrms the validity of our observations on the
applicability of the MVA approach to MAP networks.
5.2 Network-Level Equations
The balances we have explored so far describe the state
of a queue upon arrival of a new job. Consider the follow-
ing questions: when a new job arrives to queue i, what is
the state of the other queues in the network? How this af-
fects the state of queue i? These are non-trivial questions
that try to capture the essence of non-product-form models,
where resources cannot be assumed nearly-independent of
each other as in product-form networks. We now obtain a
characterization of the state of the network seen at arrival
instants at queue i.
Consider the instant of arrival of a new job at queue i;l e t
us recall that Ai(N) is the mean queue-length of resource i
seen by the new arrival. Deﬁne
Ei
j(N)= mean queue-length of resource j when a new
job arrives to queue i (also from self-loops).
Clearly, Ai(N)=Ei
i(N) and because of the closed nature
of the system  M
j=1Ei
j(N)=N,
for any choice of the arrival destination queue i. We can
now determine the relation between mean system perfor-
mance and Ei
j(N) values.
Theorem 3. The state of the network seen upon arrival of
a job to queue i satisﬁes the following balance
 K
k=1
 K
h=1(
 M
j=1
j =i
q
k,h
i,j Qk
i (N)+
 M
j=1q
k,h
j,i Qk
j(N))
=( N + M − 1+
 M
l=1
l =i =j
(1 + Ei
l))ViX(N). (15)
Proof. Theorem proof is given in [4].
In the next section, (12) and Theorem 3 are used in the
deﬁnition of the MAP-AMVA approximation.6 MAP-AMVA Approximation Algorithm
We propose to use the equations derived in the previ-
ous section to characterize approximately the mean perfor-
mance of the MAP network. The MAP-AMVA approxi-
mation ﬁrst considers an optimization program based on
the constraints (4), (12), (13) for i =1 ...M,( 3 )f o r
k =1...K, (1), and (2). The unknowns of this optimiza-
tion program are the queue-lengths Qk
i (N), the utilizations
Uk
i (N), the arrival queues Ai(N), the network state vari-
ables Ei
j(N) for j  = i, and the throughput X(N).T of u r -
ther restrict the range of feasible solution and obtain more
accurate results, the optimization program is augmented
with the following constraints
Qk
i (N) ≤ NUk
i (N), 1 ≤ k ≤ K,1 ≤ i ≤ M,
which derive from the probabilistic-level deﬁnition of
queue-length;
 M
j=1Qk
j(N) ≥ NUk
i (N), 1 ≤ k ≤ K,1 ≤ i ≤ M,
which follows by noting that the mean queue-lengths
Qk
j(N) are computed also on states where queue i is idle.
Based on the above constraints, the optimization pro-
gram can use any objective function involving utilization,
queue-length, throughput, or combinations thereof. These
allows to compute minimum or maximum values for the
mean performance of the system. Note that these values
are immediately bounds on the exact solution since all for-
mulas used in the optimization program are exact. Point-
wiseMVAestimatescanthenbeobtainedusingwell-known
bound-based approximation schemes, such as the harmonic
mean approximation proposed in [7].
For example, suppose that the mean throughput X(N)
is investigated. Then using the MAP-AMVA optimiza-
tion program bounds Xmin(N) and Xmax(N) are immedi-
ately obtained by respectively considering, e.g., minimiza-
tion and maximization programs on the utilization U1(N)
and then scaling the result by the mean service demand of
the ﬁrst resource. Afterward, an harmonic approximation
Xapx(N) is obtained as
Xapx(N)=
2Xmin(N)Xmax(N)
Xmin(N)+Xmax(N)
. (16)
An advantage of this approximation scheme is that the max-
imal relative error εrel(N) is given by [7]
εrel(N) = max
X(N)
|Xapx(N) − X(N)|
X(N)
=
Xmin(N) − Xmax(N)
Xmin(N)+Xmax(N)
, (17)
where the maximization is over X(N) ∈
[Xmin(N),Xmax(N)]. The index εrel(N) provides
a simple way to assess the quality of performance estimates
obtained by the bound-based harmonic approximation.
6.1 Numerical Solution
A direct numerical solution of the MAP-AMVA opti-
mization program described above is challenging because
of the non-linearities in equations such as (13). We there-
fore propose a simple linearization scheme which preserves
the exactness of the representation. This approach also sug-
gests an additional constraint which improves the quality of
the approximation.
Deﬁne   E
j,k
i =
 
  n:nj≥1niP[  n,k] as the mean queue-
length of station i while j is busy and the MAP is in phase
k. Then we have the following result concerning the lin-
earization of the MAP-AMVA optimization program.
Theorem 4. The following linearization scheme
ViX(N)Ai(N) →
 K
k=1
 K
h=1
 M
j=1qj,i,k,h   E
j,k
i (18)
ViX(N)El
i(N) →
 K
k=1
 K
h=1
 M
j=1qj,i,k,h   E
j,k
l (19)
preserves the exactness of the MAP-AMVA equations.
Proof. Theorem proof is given in [4].
An interesting consequence of this result is that we can
add to the optimization program resulting from the lin-
earization also the constraint
Qk
i ≥   E
j,k
i , 1 ≤ i ≤ M, 1 ≤ j ≤ M, 1 ≤ k ≤ K,
which holds true since Qk
i is computed on a larger state
space than   E
j,k
i with the same analytical expression.
Finally, we remark the fundamental fact that none of the
equations deﬁned in this paper grows in cardinality with the
population N. Therefore, the MAP-AMVA approximation
is O(1) with respect to this parameter and therefore it is
expected to overcome the performance issues of LR bounds
in the approximation of models with hundreds or thousands
of jobs. A performance comparison of MAP-AMVA and
LR bounds conﬁrming this property is given in Section 7.
7 Numerical Validation
We illustrate the accuracy and computational efﬁciency
of the MAP-AMVA method using case studies. Due to lim-
ited space, we focus on stress cases where MAP queue-
ing network solutions cannot be approximated accurately
by classic MVA models.MAP-AMVA
N CPU [sec] MEM [MB] iter nonzeros
1000 < 10 .2 23 153
2000 < 10 .2 23 153
3000 < 10 .2 23 153
LR bounds
N CPU [sec] MEM [MB] iter nonzeros
1000 3 54 1038 320363
2000 10 108 2089 640363
3000 28 161 3916 960363
Table 2. Comparison of computational costs
of MAP-AMVA and LR bounds approxima-
tions.
7.1 Case Study 1
We ﬁrst study a stress case considered in the literature
for the evaluation of queueing networks with high service
variability, i.e., Balbo’s network discussed in [3]. This net-
work has been used also in [3] for the validation of the LR
bounds. The model is composed by three resources which
are traversed by jobs according to the routing matrix
P =[ pi,j]=
⎛
⎝
0.20 .70 .1
1.00 .00 .0
1.00 .00 .0
⎞
⎠.
This routing matrix induces the mean number of visits
V1 =0 .5556, V2 =0 .3889, and V3 =0 .0556. The ﬁrst
two stations have exponential service times with mean ser-
vice time S1 =0 .0280 and S2 =0 .0400, respectively. The
third resource has a MAP server with mean service time
S3 =0 .2800, squared coefﬁcient-of-variation SCV =2 4 ,
skewness SKEW =7 .8843, and lag-1 autocorrelation co-
efﬁcient ρ1 =0 .4313.5 Note in particular that these val-
ues imply bottleneck switch since the bottleneck station
changes with the active MAP phase: when the fast state of
the MAP is active, the jobs queue at the bottleneck stations
1 and 2; when the slow phase of the MAP is active, queue 3
becomes temporarily the bottleneck.
The MAP-AMVA results obtained using the lineariza-
tion approach described in Section 6.1 are shown in Ta-
ble 2 and Figure 3. The ﬁgure shows the trend of the mini-
mum and maximum bottleneck utilization bounds obtained
from the MAP-AMVA linear program and compares it with
the MVA solution of the corresponding product-form model
that ignores workload burstiness. Indeed, the example un-
der consideration is representative of models that cannot be
5These values parameterize a MAP(2) service process with
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Figure 3. MAP-AMVA accuracy in case study
1. Exact solution is always included between the
MAP-AMVA Xmin and Xmax values, but it is com-
putationally prohibitive to obtain by global balance
for N>100 − 200. LR bounds (not shown in the
ﬁgure) have slightly better accuracy, but their compu-
tational costs are several orders of magnitude larger
than for the MAP-AMVA method, see Table 2.
approximated effectively as product-form, since the MVA
values are very far from the feasible region for the exact
MAP queueing network solution which is delimited by the
upper and lower MAP-AMVA bounds. The MAP-AMVA
results are in general extremely accurate: the gap between
upper and lower bound is negligible for the great majority
of the populations. The largest gap is found at very small
populations (N<10), where the maximum relative error
is maxN εrel(N)=1 2 .5%; however, these populations do
not represent a computational challenge and can be solved
for maximal accuracy by a global balance solution which
gives exact results. However, as the population increases,
exact solutions cannot be computed by global balance if the
model contains more than 100 − 200 jobs, hence in this
example one would not be able to explore exactly the per-
formance in the large range of bottleneck utilizations be-
tween 60% and 90% and approximate techniques such as
LR bounds and MAP-AMVA are needed. We remark that
LR bounds follow very closely the MAP-AMVA curves, yet
at much higher computational costs as discussed below.
Table 2 compares the computational costs of LR bounds
and the MAP-AMVA approximation in the sub-range of
populations N = 1000 − 3000. The table indicates the
marked superiority of MAP-AMVA in terms of computa-
tional requirements that are negligible in all cases and O(1)
with respect to the population size. In addition, the dimen-
sionality of the linear program itself is much less scalable
than for the MAP-AMVA, since the number of non-zeros is
about 105 − 106 for LR bounds, while it dramatically re-20 40 60 80 100 120 140 160 180 200
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Figure 4. MAP-AMVA results on case study 2.
duces to 1.5·102 for MAP-AMVA, thus saving about 2−3
orders of magnitude with respect to the LR bounds. There-
fore, this example strongly argues for the effectiveness of
MAP-AMVA in reducing the computational costs of the
analysis while preserving high approximation accuracy as
illustrated by the very tight bounds in Figure 3.
7.2 Case Study 2
In the second case study we examine the sensitivity of
the results presented above to the burstiness intensity. This
is interesting to illustrate the effectiveness of model ap-
proximation as the characteristics that are speciﬁc to MAP
queueing networks become stronger. We consider the same
network discussed in the ﬁrst case study and we evaluate
the bottleneck resource utilization when burstiness at the
MAP server is removed (case no-burst) or increased by one
hundreds times according to the index of dispersion met-
ric (case high-burst) [10]. The results of this experiment
shown in Figure 4 are qualitatively similar to the one pre-
sented for Case Study 1, with the gap between the upper
and lower bounds being typically small, and the product-
form approximations given by MVA lying far outside the
feasible region for the exact solution. For the case of high-
burst the MVA curve is not even clearly visible on Figure 4.
In particular, the high-burst case is found slightly harder to
approximate than the no-burst case: note in particular that
evaluation up to 90% utilization of the bottleneck resource
requires to reach a population of 100,000 users, which is
done in few seconds and with negligible memory consump-
tion by MAP-AMVA.
8. Conclusion
We have presented the MAP-AMVA approximation for
MAP queueing networks. We have illustrated in Section 2
that this class of capacity planning models is the only capa-
ble of predicting correctly the performance impact of bursti-
ness over a distributed system that may be modeled as a net-
work of queues. The main contribution of the MAP-AMVA
technique is the identiﬁcation of exact equations that relate
mean performance indexes in a MAP queueing network and
the deﬁnition of a linear programming approach to approx-
imate these indexes. Numerical results indicate that our lin-
ear programming-based approach achieves good accuracy
at negligible computational costs.
In future extension of this work we will provide more de-
tails on the application of the approach to models with sev-
eral MAP servers. Further, we are currently evaluating tech-
niques to incorporate into the MVA approach delay servers
that are useful to represent user think times between sub-
mission of consecutive requests. This would be useful since
the LR bounds cannot be applied to this case which requires
more expensive bounds known as QR bounds [5].
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