binocular vision as opposed to monocular luminance-field images, we show how a simple 23
Hebbian coincidence-detector is capable of accounting for the emergence of binocular, disparity 24 selective, receptive fields. We propose a model based on spike-timing dependent plasticity 25 (STDP) which not only converges to realistic single-cell and population characteristics, but also 26 demonstrates how known biases in natural statistics may influence population encoding and 27 downstream correlates of behaviour. Furthermore, we show that the receptive fields we obtain 28 are closer in structure to electrophysiological data than those predicted by normative encoding 29 schemes (Ringach, 2002) . We also demonstrate the robustness of our model to the input dataset, 30 noise at various processing stages, and internal parameter variation. Taken together, our 31 modelling results suggest that Hebbian coincidence-detection is an important computational 32 principle and could provide a biologically plausible mechanism for the emergence of selectivity 33 to natural statistics in the early sensory cortex.
Introduction 35
Sensory stimuli are not only the inputs to, but also shape the very process of, neural computation 36 (Hebbs, 1949; Barlow, 1961) . A modern, more rigorous extension of this idea is the efficient 37 coding theory (Barlow and Földiák, 1989; Atick and Redlich, 1992) , which postulates that the 38 computational aim of early sensory processing is to use the least possible resources (neurones, 39 energy) to code the most informative features of the stimulus (information efficiency). A direct 40 corollary to the efficient coding hypothesis is that if the inputs signals are coded efficiently, the 41 statistical consistencies in the stimuli should then be reflected in the organisation and structure 42 of the early cortex (Geisler, 2008) . The largest body of work on the efficient coding principle 43 lies within the visual sensory modality. In the context of vision, a number of studies have shown 44 that information-theoretic constraints do indeed predict localised, oriented and band-pass 45 representations, akin to those reported in the early visual cortex (Olshausen and Field, 1996) . 46
Over the years, several studies have shown how properties of natural images can not only 47 explain neural selectivity Field, 1996, 1997 Depending on the simulation, a region-of-interest (ROI) in the visual field was identified, and inputs were sampled 113 only within this ROI (foveal ROI illustrated in purple). Each sample consisted of two patches with equal retinal 114 coordinates in the left and the right eye (illustrated in red and green respectively). All simulations presented in this 115 paper were run using = 100,000 samples each. C. The processing pipeline. The samples were processed 116 sequentially, one per iteration. The processing of the ℎ sample is shown in a dashed box. First, the ON/OFF 117 processing in the LGN was modelled using difference-of-Gaussian filters in the two eyesleading to left-on, left-118 off, right-on and right-off maps. The activations of the four maps were then converted to first-spike relative 119 latencies using a simple inverse operation. These first-spikes constituted the input to the V1 layer. The V1 layer 120 consisted of 300 neurones connected to the LGN maps through Hebbian synapses endowed with spike-timing-121 dependent-plasticity (STDP). A lateral inhibition scheme was also implemented to ensure no more than one 122 neurone fired per iteration. The first-spikes from the ℎ sample were propagated through the synapses, and this 123 was followed by a change in synaptic weights dictated by the STDP algorithm (see text for details about the 124 implemented STDP model). This concluded the processing of the ℎ sample, and was followed by the ( + 1) ℎ 125 sample, which was processed in a similar fashion.
127

Input sampling 128
Random locations in the scenes were sampled to provide inputs to our model. In each 129 simulation, the sampling was restricted to a specific region of interest (ROI). In this paper, we 130 present results from four main ROIs -foveal (eccentricities less than 3°), peripheral 131 (eccentricities larger than 6°), upper hemi-field, and lower hemi-field. Figure 1B shows the 132 foveal ROI shaded in purple. Each sample consisted of two patches corresponding to the two 133 eyes, both centred at the same random retinal coordinates. Figure 1B shows a random sample, 134 with the left patch outlined in red and the right patch in green. The sizes of the patches varied 135 with the ROI and can be interpreted as the initial dendritic receptive field of the V1 neurones, 136 which was subsequently pruned by STDP. In the simulations presented in this paper, the foveal 137 patches were 3°× 3° while the peripheral patches were 6°× 6°. 100,000 input samples were 138 used in each simulation. 139
140
To simulate the fixation behaviour of typical strabismic amblyopes ( Figure 3B ), the left and 141 right patches of each sample were no longer constrained to be centred at the same retinal 142 coordinates, thereby introducing a misalignment between the two eyes (while still keeping 143 within the ROI in each eye). The retinal correspondence between the ON and OFF LGN layers 144 of the same eye was still maintained. 145 146
Modelling of the retinogeniculate pathway 147
The computational pipeline employed by the model is shown in Figure 1C . The 100,000 148 samples were presented sequentially. The first stage of the model implemented the processing 149 in the retinogeniculate pathway. The patches were convolved with ON and OFF centre-surround 150 kernels to simulate the computations performed by the retinal ganglion cells (RGCs) and the 151 lateral geniculate nucleus (LGN). The filters were implemented using Difference of Gaussian 152 (DoG) kernels, and their receptive field sizes were chosen to reflect the size of representative 153
LGN centre-surround magnocellular receptive fields (Solomon et The samples were presented to the network sequentially ( Figure 1C ). For each sample, the first-171 spikes from the LGN were propagated through plastic synapses to a V1 population of 300 172 integrate and fire neurones. The initial dendritic receptive fields of the neurones were three 173 times the size of the LGN filters (foveal: 3°× 3°; peripheral: 6°× 6°). At the start, each neurone 174 was fully connected to all LGN afferents within its receptive field through synapses with 175 randomly assigned weights between 0 and 1. The weights were restricted between 0 and 1 176 throughout the simulation. The non-negative values of the weights reflect the fact that thalamic 177 connections to V1 are predominantly excitatory in nature (Ferster and Lindström, 1983; Tanaka, 178 1985) . 179 180 Figure 1C shows the processing for the ℎ sample in a dashed box. After the LGN spike 181 propagation, the synaptic weights were updated using an unsupervised multiplicative STDP 182 rule (Gütig et al., 2003) . For a synapse connecting a pair of pre-and post-synaptic neurones, this 183 rule is described by: 184
Here, a pre-and post-synaptic pair of spikes with a time difference Δ introduce a change Δ 186 in the weight of the synapse which is given by the product of a temporal filter and a power 187 function of its current weight . When a post-synaptic spike occurs shortly after a pre-synaptic 188 spike (Δ > 0), there is a strengthening of the synapse -also called long-term potentiation 189 For the network used in the present study, the learning rates were fixed with + = 5 × 10 −3 199 and + / − = (4/3). The rate ratio + / − is crucial to the stability of the network, and was 200 chosen based on previous work demonstrating STDP based visual feature learning (Masquelier 201 and Thorpe, 2007) . Our simulations show that the results presented in this paper are robust for 202 a large range of this parameter (see Figure 6B for more details). Furthermore, we used a high 203 nonlinearity for the LTP process ( + = 0.65) to ensure that we were able to capture fading 204 receptive fields through continuous weights, and used an almost additive LTD rule ( − = 0.05) 205 to ensure pruning of continuously depressed synapses. In both LTP and LTD updates the 206 weights were maintained in the range ∈ [0, 1]. Since our network relies only on first-spike 207 latencies, the temporal filter was approximated as a step-function ( ± → ∞), making the 208 update rule very efficient and fast. Furthermore, lateral inhibition through a winner-take-all 209 scheme (Maass, 2000) was implemented such that, if any neurone fired during a certain 210 iteration, it simultaneously prevented other neurones in the population from firing until the next 211 sample was processed. This scheme leads to a sparse neural population where the probability 212 of any two neurones learning the same feature is greatly reduced. 213 214
Analysis of converged receptive fields 215
The post-convergence receptive fields of the STDP neurones were approximated by a linear 216 summation of the afferent LGN receptive fields weighted by the converged synaptic weights. 217
If a weight connected the ℎ neurone to the ℎ LGN afferent with receptive field , the 218 receptive field of the neurone was estimated by: 219
The receptive fields calculated using this method are, in principle, similar to point-wise 221 estimates of the receptive field calculated by electrophysiologists. To better characterise the 222 properties of these receptive fields, they were fitted by two dimensional Gabor functions. These 223 where, is a measure of the sensitivity of the Gabor, is a 2-D sinusoid propagating with 226 frequency and phase in the direction , and is a 2-D Gaussian envelope centred at , with 227 size parameter , also oriented at an angle . A multi-start global search algorithm was used to 228 estimate optimal parameters in each eye for each neurone. The process was expedited by using 229 the frequency response of the cell (Fourier amplitude) to limit the search-space of the frequency 230 parameter. For each neurone, the goodness of the Gabor fit was characterised using the 231 maximum of the 2 goodness-of-fit values in the two eyes: 232
This ensured that the goodness-of-fit calculations were independent of whether the unit was 234 monocular or binocular. 235
236
After the fitting procedure, the Gabor parameters were then used to characterise the structure 237 and symmetry of the receptive field in the dominant eye (defined as the eye with the higher 238 value of the Gabor sensitivity-parameter ). This was done by calculating the symmetry-239 invariant coordinates proposed by Ringach (2002) . These coordinates (referred to as Ringach 240 coordinates or RC from here on) are derived from the Gabor parameters by: 241
where, is the spread of the Gaussian envelope along the direction of sinusoidal propagation, 243 is the Gaussian spread perpendicular to , and is the frequency of the sinusoid. While 244 is a measure of the number of lobes in the receptive field, reflects the elongation of the 245 receptive field perpendicular to the sinusoidal carrier. Typical cells reported in cat and monkey 246 have both RC coordinates ( and ) less than 0.5 (Ringach, 2002) . 247
248
The responses of the converged neurones to disparity (disparity tuning curves or DTCs) were 249 characterised using two methodologies: binocular correlation (BC) of the left and right 250 receptive fields, and estimation of responses to random dot stereograms (RDSs). In the BC 251 method, we estimated the DTCs by cross-correlating the receptive fields in the left and the right 252 eye along a given direction. In the RDS method, we estimated the DTCs by calculating 253 responses of the converged neurones to random dot stereograms (RDSs) at various disparities. 254
The RDS patterns used for testing were perfectly correlated, with a dot size of about 15′ visual 255 angles, and a dot density of 0.24 (i.e., 24% of the stimulus was covered by dots, discounting 256 any overlap). The DTC was calculated by averaging the response over a large number of 257 stimulus presentations ( = 10,000 reported here). 
Robustness analysis 286
Biological systems show a considerable resilience to factors such as noise and internal 287 parameter variations (Burge and Jaini, 2017). We tested the robustness of our model using three 288 approaches -1) by introducing timing jitter at both the input and the LGN level, 2) by varying 289 a key internal parameter of our network (the ratio of the LTP rate to the LTD rate), and 3) by 290 comparing our results obtained using the Hunter-Hibbard dataset (realistic acquisition 291 geometry) to results obtained using a dataset with non-realistic acquisition geometry (parallel 292 cameras). 293
294
The robustness of the model to noise was tested by adding external (image) and internal (LGN) 295 noise to the system. This simulated timing-jitter in the firing latencies from both the retina and 296 the LGN. Gaussian noise with an SNR varying between -3dB ( = 0.5 × ) to 10dB 297 ( = 10 × ) was used, and the performance of the network at various noise levels 298 was characterised using two metrics -the convergence index (CI), and the 2 of Gabor 299 fitting. While the CI can be used to evaluate the stability of the converged synaptic connectivity, 300 the 2 shows how well the receptive fields can be characterised by Gabor functions. Taken 301 together, the CI and 2 characterise the robustness of the network in terms of both the 302 synaptic and the functional convergence. 303
304
The ratio of LTD to LTP rates ( = − / + ) is a critical parameter for the stability of the model 305 as it determines the number of pruned synapses after convergence. If the probabilities of LTD 306 and LTP events are − and + respectively, the learning rate can be approximated as 307
Given our initial simulation values of the LTD and LTP rates 0 − and 0 + respectively, we 309 defined − = ( 0 − / ) and + = 0 + , where the factor was introduced to ensure that the 310 two rates changed such that the overall learning rate remained stable. The effect of the LTP 311 to LTD ratio on the convergence and functional stability of the network was then tested by 312 running simulations for in logarithmic steps from 0.01 to 100 and estimating both the CI and 313 2 parameters. This simulated models where the LTD rates were from 1/100 to 100 times 314 the LTP rates. 315
316
After testing the robustness of our model to noise and internal parameter variations, the aim 317
was to test the model on a second dataset. As mentioned earlier, the Hunter-Hibbard dataset 318 used in all our simulations was chosen because it has an acquisition geometry close to the 319 human visual system. Thus, for this analysis we chose the KITTI dataset which was collected 320 using a markedly different acquisition geometry. This dataset uses parallel cameras mounted 54 321 cm. apart, leading to a highly non-ecological, zero-vergence geometry. The aim of this analysis 322 was to verify that the main results presented in this paper are not specific to the dataset, and that 323 the model is capable of capturing natural disparity statistics whist being robust to acquisition 324 geometry. Of course, in this case we did not expect the tunings of the converged neurones to 325 match those reported in human electrophysiology (see Figure 6C and related discussion for 326 more details). 327 328
Decoding of disparity 329
The ability of the converged network to encode disparity was tested through a decoding 330 paradigm. Random dot stereogram (RDS) stimuli at 11 equally spaced disparities between 331 −1.5° and 1.5° were presented to the converged model, and the activity of the V1 layer was 332 used to train, and subsequently test, linear and quadratic discriminant classifiers. We chose RDS 333 stimuli because they do not contain any other information except disparity. A total of 10,000 334 stimuli per disparity were used, with a 70/30 training/testing split. 25-fold cross-validation 335 testing was performed to ensure robust results. In this article, we report the detection probability 336 (probability of correct identification) at each disparity. It must be noted that here, decoding 337 through classifiers is only an illustrative representation of perceptual responses as it is based on 338 inputs from very early visual processes and completely ignores important interactions such as 339 cortico-cortical connections and feedback. 340 341
Code accessibility 342
On acceptance of the manuscript for publication, the code will be freely made available on a 343 public server (ModelDB and gitlab). During the review process, the editor and the reviewers 344 will be given access to the code upon request. In Figure 2A , we present a representative unit from a foveally trained population of 300 V1 356 neurones. The first row of Figure 2A shows the initial receptive field of the neurone. Since the 357 weights were set to random values, the resulting receptive field has no specificity in terms of 358 structure or excitatory/inhibitory sub-fields. The second row of the figure shows the receptive 359 field of the same neurone after STDP learning from 10 5 samples (see also, Movie 1). The 360 converged receptive field is local, bandpass, oriented. Clear on and off regions can be observed, 361 and the receptive field closely resembles classical Gabor-like receptive fields reported for 362 simple cells (Hubel and Wiesel, 1962; Jones and Palmer, 1987) . Figure 2A Since most converged receptive fields in the foveal simulation show a Gabor-like spatial 403 structure, we investigated how well an ideal Gabor function would fit these receptive fields. 404 Figure 3A shows the goodness-of-fit 2 parameter for the left and the right eye for all 300 405 neurones in the foveal population, with the colour code corresponding to the value 2 = 406 max{ 2 , upper-left and bottom-right quadrants. It is also interesting to note that irrespective of the degree 411 of fit, the 2 values for the left and the right eye are tightly correlated. This binocular correlation 412 is non-trivial and cannot simply be attributed to learning from a stereoscopic dataset, as the 413 inter-ocular correlations in the stimuli compete with intra-ocular correlations. To demonstrate 414 this, in Figure 3B we show neurones from two simulated populations -the normal foveal 415 population from Figure 3A 438 Figure 3C shows the receptive field orientations in the left and the right eye of binocular 439 neurones in the foveal population. Here, we define a binocular unit by using the criterion: 440 min{ 2 , ℎ 2 } ≥ 0.5, i.e., both eyes fit the Gabor-model with an 2 of at least 0.5. We see 441 that there is a strong correspondence between the orientation in the two eyes (0° and 180° are 442 equivalent orientations), with a large number of neurones being oriented along the cardinal 443 directions, i.e., either horizontally or vertically. Though not shown here, a similar 444 correspondence is found between the Gabor frequencies in the two eyes (the frequency range 445 is limited between 0.75 and 1.25 cpd, due to the use of fixed LGN receptive field sizes), with 446 an octave bandwidth of approximately 1.5 -a value close to those measured for simple-cells 447 with similar frequency peaks (De Valois et al., 1982) . Furthermore, Figure 3D 
483
Biases in natural statistics and neural populations 484
The disparity statistics of any natural scene show certain characteristic biases which are often 485 reflected in the neural encoding in the early visual pathway. In this section, we investigate 486 whether such biases are also found in our neural populations. Figure 5A We see that the CI approaches zero asymptotically in all conditions, indicating that the weights 537 converge to a stable distribution for all levels of noise. The mean 2 , as expected, increases 538 with the SNR (the higher the noise, the less Gabor-like the receptive fields). We see that the 539 receptive fields converge to Gabor-like functions for a large range of internal and external noise, 540 with the 2 dropping below 0.5 only at SNR levels below 3 dB ( 
551
The ratio of the LTD rate ( − ) to the LTP rate ( + ), say , is a crucial parameter which determines the relative 552 contributions of synaptic potentiation and depression to the overall learning rate. This parameter was varied 553 logarithmically from 10 −2 to 10 2 (i.e., − = + /100 to − = + × 100) to determine the robustness of the model 554 to internal parameter variation. The left panel presents the CI for each level of , with purple colours coding for 555 − ≤ + and orange/brown colours coding for − ≥ + . The darker the colour, the closer the − to the + , with 556 black being = 1. The right panel shows the mean 2 for the simulations plotted against , with the symbols 557 following the same colour coding as the left panel. An additional grey dot is added to indicate the value of (= 558 3/4) used for all the simulations presented in the paper (except this figure) . The higher the mean 2 , the more Overall, these analyses demonstrate that our approach is robust to a large range of noise induced 570 timing-jitter at the input and LGN stages. While low noise conditions produce a synaptically 571 converged network with Gabor-like receptive fields, high noise conditions produce a network 572 which still converges, albeit to receptive fields which are no longer well-modelled by Gabor 573 functions. 574 575
Robustness to parameter variation 576
One of the key parameters of a Hebbian STDP model is the ratio (say, ) of the LTD and LTP 577 rates ( − and + respectively). This parameter determines the balance between the weight 578 changes induced by potentiation and depression, and thus directly influences the number of 579 pruned synapses after convergence. The simulations presented in this article use = 3/4, a 580 value based on STDP models previously developed in the team (Masquelier and Thorpe, 2007) . 581
In this section, we test the robustness of the model to variations in this important parameter. 582
The value of was varied between 0.01 and 100 in log-steps (see Materials and Methods for 583 the details). Figure 6B shows the results of these simulations. The left panel shows the CI, 584 plotted against the iteration number (training period). The purple colours code for − ≤ + and 585 the brown/orange colours code for − ≥ + , with the intensity of the colour coding for the 586 deviation from = 1. Once again, the synaptic weights converge for all values of the parameter, 587 with convergence being quicker for higher values of . The right panel shows the mean 2 588 plotted against . The same colour code as the left panel is used, and an additional grey symbol 589 indicates the performance of the model at = 3/4. The model produces Gabor-like receptive 590 fields for a very broad range of values (for 2 ≥ 0.5 this range is roughly between 0.05 and 2), with the performance deteriorating for small values of ( − is very low compared to 592 + ) and saturating for − ≥ 6 + . This analysis shows that our model shows stable synaptic 593 convergence for all tested values of ( Figure 6B, left panel) , and a functional convergence to 594
Gabor-like receptive fields for a large range of the parameter (Figure 6B, right panel) . 595 596 Robustness to dataset acquisition geometry 597 All our simulations (except this section) use the Hunter-Hibbard database which was collected 598 using an acquisition geometry close to the human visual system. The emergent receptive fields 599 are disparity-sensitive, and closely resemble those reported in the early visual system. In this 600 analysis, we prove that this emergence is not only a property of the dataset, but also of the 601 human-like acquisition geometry. To do this, the model was tested on another dataset (KITTI, 602 available at http://www.cvlibs.net/datasets/kitti/) which was collected using two widely-spaced 603 (54 cm apart), parallel cameras -an acquisition-geometry which does not resemble the human 604 visual system at all (left panel, Figure 6C ). In the middle and right panel of Figure 6C , we 605 present two results from this series of simulations. The middle panel shows the 2 of Gabor-606 fitting in the two eyes (symbols colour coded by 2 ) for a population trained on the foveal 607 region of the KITTI dataset. We observe both monocular (high 2 in one eye, top-left or bottom-608 right quadrants) and binocular (high 2 in both eyes, top-right quadrant) neurones. In 609 comparison, the converged receptive fields for the Hunter-Hibbard dataset are mostly binocular 610 ( Figure 3A) . This is not surprising as the large inter-camera distance (54 cm as compared to 6.5 611 cm for the Hunter-Hibbard dataset) combined with the parallel geometry results in less overlap 612 in the left and right images of the KITTI dataset, which further leads to weaker binocular 613 correlations. 614
615
The right panel shows population disparity tunings for two separate populations trained on the 616 upper (blue) and lower (red) hemi-fields of the KITTI dataset. As expected, the lower-hemifield 617 population is tuned to disparities which are more crossed (negative) than the upper-hemifield 618 population (see Figure 3C and the section Biases in natural statistics and neural populations). 619
For comparison, the curves for the Hunter-Hibbard dataset (from Figure 3C Recently, the effect of natural 3D statistics on behaviour has been modelled using labelled 629 datasets in conjunction with task-optimised filters (Burge and Geisler, 2014) and feedforward 630 convolutional networks (Goncalves and Welchman, 2017) . Typically, such models are 631 evaluated by how well they perform at classifying/detecting previously unseen data. In Figure  632 7A, we show the result (detection probability) of training two very simple classifiers on the 633 activity of the converged V1 layer from our model, using RDS stimuli at 11 equally spaced 634 disparities between −1.5° and 1.5° (see Materials and Methods for details). RDS stimuli were 635 used because they contain no other meaningful information except disparity. The first, a decoder 636 based on linear discriminant analysis (green), performs well above chance (dashed red), 637 especially for realistic values of disparity between −0.5° and 0.5°. Interestingly, when the 638 complexity of the decoder is increased slightly by including quadratic terms (blue), one 639 observes a substantial increase in discrimination performance. This is not surprising as our Figure 5B ).
655
We have previously seen that V1 populations trained on the upper and lower hemi-fields show 656 systematic biases for uncrossed and crossed disparities respectively (see Figure 5B ). In Figure  657 7B, we show the performance of two linear classifiers, trained on V1 populations from the upper 658 (blue) and lower (red) hemi-fields using the same method as Figure 7A Figure 2 ). This convergence is achieved by a 673
Hebbian pruning of the initial densely connected dendritic receptive field of size 3°× 3°. The 674 mean size of the converged binocular receptive fields when described using a Gabor fit is about 675 1° (average 1 of the Gaussian envelope). Although in the reported foveal population we started 676 with a 3°× 3° receptive field, simulations with an initial receptive field size of 6°× 6° yielded 677 very similar results. Thus, the pruning process is independent of the size of the initial dendritic 678 tree, and yields converged receptive fields which correspond to about 3 times the size of the 679 central ON/OFF region of the retinal ganglion receptive fields. 680
681
We find that the converged receptive fields in the two eyes show strong correlations for 682 properties such as the orientation, size and frequency ( Figure 3C shows the orientation, but 683 similar results were found for size and frequency). This suggests that the selectivity of the 684 neurones is driven by the inter-eye correlations, despite competition from within-eye 685 correlations. Although correlation-based refinement of binocular receptive-fields has 686 previously been proposed at a theoretical level (Berns et al., 1993) , our results prove that natural 687 scenes and the geometry of the human visual system are indeed capable of providing the 688 strength of inter-ocular correlation required for binocularity to occur. This point is further 689 illustrated by our simulation of the oculomotor behaviour in strabismic amblyopes where the 690 inputs are binocular, but the inter-ocular correlations are weakened due to uncoordinated eye 691 fixations. Whilst this population of neurones also converges to Gabor-like receptive fields, a 692 majority of the neurones are found to be monocular ( Figure 3B ). This is not altogether 693 surprising as STDP learning from monocular images is known to produce oriented Gabor-like 694 which reflect the intuitive bias that objects in the lower hemi-field are more likely to be closer 711 than fixation and objects in the upper hemifield are likely to be further away. This bias has been 712 demonstrated through free-viewing tasks, and is also reflected in neural responses at both the 713 single-unit (Sprague et al., 2015) and macroscopic (Nasr and Tootell, 2016) levels. Through 714 these simulations, we show that retinotopic learning based on a Hebbian approach could explain 715 how biases in natural statistics can transfer to neural populations in the early visual system. 716
717
Few studies have previously characterised the relationship between natural statistics and 718 binocular disparity responses in the visual cortex. Based on their approach to learning, they can 719 roughly be classified under two main headings -unsupervised strategies (Hoyer and Hyvärinen, 720 2000; Hunter and Hibbard, 2015) which learn from unlabelled stimuli, and supervised 721 approaches (Burge and Geisler, 2014; Goncalves and Welchman, 2017) which use labelled data 722 to learn specific properties of the scene. Whilst results from unsupervised learning can be 723 interpreted as possible encoding schemes for the stimuli, supervised approaches optimise model 724 performance on specific tasks such as disparity or contrast discrimination. Both these 725 approaches solve an optimisation problem which may involve global properties like entropy 726 and mutual information, or task-specific metrics such as classification accuracy. Although our 727 model does not require supervision, it differs critically from traditional, objective-function 728 based unsupervised approaches as it does not necessarily converge towards a static global 729 optimum -instead, it can be interpreted as a self-regulating coincidence detector based on causal 730
Hebbian updates. In our case, the convergence towards an optimum is a result of the stability 731 of natural statistics across samples. 732
733
A commonly employed unsupervised approach to studying the encoding of 3D natural statistics 734 is the Independent Component Analysis (ICA) (Hoyer and Hyvärinen, 2000; Hunter and 735 Hibbard, 2015) , a technique which maximises the mutual information between the stimuli and 736 the activity of the encoding units. Here, we mention three critical differences which separate 737 our results from those obtained using ICA. First, Hebbian learning could potentially be sub-738 optimal when viewed in terms of the mutual-information based objective functions used for 739 ICA. For example, Hebbian learning leads to blobby receptive fields which are highly feature 740 invariant, and a very inefficient choice for encoding natural images. Second, Hebbian learning 741 is usually unable to converge to features which do not recur in the input, whereas efficient 742 coding approaches learn the optimal basis representations of the data which could be very 743 different from any individual stimulus. As an example, the converged population in our model 744 contains very few neurones with antiphase receptive fields in the two eyes ( Figure 3D ). This is 745 in line with electrophysiological data collected in monkeys, cats and the barn owl (Prince et al., 746 2002a ). This result is also very intuitive because in everyday experience, the probability of a 747 given object projecting antiphase features in the two eyes is very low. In contrast, ICA models 748 usually predict a higher number of antiphase receptive fields in the neural population (Hunter 749 and Hibbard, 2015) . Third, the receptive fields obtained through the Hebbian model are closer 750 in structure to electrophysiological data than those obtained by ICA ( Figure 4 ) -for example, 751 they have fewer lobes and show broader orientation tuning. Thus, although ICA representations 752 offer a highly optimal encoding of the data in terms of information transfer, they are inconsistent 753 with electrophysiological findings which often include neurones which are sub-optimal in terms 754 of any particular coding strategy (Ringach, 2002) . 755
756
As initially pointed out by Barlow (1961) , although encoding schemes offer explanations as to 757 how scene statistics may be represented in early processing, the precise nature of the encoding 758 must be capable of driving upstream processes which ultimately determine behaviour. We 759 demonstrate (Figure 7 ) that the activity of the converged V1 population in our model is capable 760 of driving simple classifiers to an above chance performance. This suggests that disparity 761 encoding in the early visual system does not necessarily need supervised training, and an 762 unsupervised feedforward Hebbian process can lead to neural units whose responses can be 763 interpreted in terms of 3D percept through downstream processing. It must be noted that here, 764 decoding through a classifier is only presented as a simplified illustration of perceptual 765 responses, which may involve other processes such as cortico-cortical interactions and 766 feedback. 767
768
We have shown that a simple Hebbian learning rule expressed through STDP could provide a 769 plausible mechanism for the encoding of natural statistics in the early visual system. This form 770 of learning through coincidence detection could present a more intuitive explanation for the 771 emergence of representations found in the early visual system and address crucial discrepancies 772 between efficiency based approaches and electrophysiological data (Ringach, 2002) . Although 773 this study demonstrates the relevance of Hebbian plasticity in binocular vision, this approach 774 could easily be extended to other sensory modalities, and even multi-modal representations in 775 the early sensory cortex. Finally, we would like to point out that although the present work 776 focuses on the encoding properties of model, this simple plasticity rule also makes it possible 777 to study the time-course of changes in the connectivity of individual units/neurones. For 778 computational neuroscientists, this offers a critical advantage over conventional optimisation-779 based approaches as it allows for models which track cortical connectivity over time -such as 780 studies on development, critical-period plasticity, and perceptual learning. 781 782
