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Abstract
Fields like public health, public policy, and social science often want to quantify the degree of
dependence between variables whose relationships take on unknown functional forms. Typically,
in fact, researchers in these fields are attempting to evaluate causal theories, and so want to
quantify dependence after conditioning on other variables that might explain, mediate or confound
causal relations. One reason conditional mutual information is not more widely used for these
tasks is the lack of estimators which can handle combinations of continuous and discrete random
variables, common in applications. This paper develops a new method for estimating mutual and
conditional mutual information for data samples containing a mix of discrete and continuous
variables. We prove that this estimator is consistent and show, via simulation, that it is more
accurate than similar estimators.
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2Estimating the dependence between random variables or vectors from data when
underlying the distribution is unknown is central to statistics and machine learning.
In most scientific applications, it is necessary to determine if dependence is mediated
through other variables. Mutual information (MI) and conditional mutual information
(CMI) are attractive for this purpose because they characterize marginal and conditional
independence (they are equal to zero if and only if the variables or vectors in question
are marginally or conditionally independent), and they adhere to the data processing
inequality (transformations never increase information content) [1].
While there has been limited use of information theoretic statistics in specific research
areas such as gene regulatory networks [2], [3], [4], this has tended to be the exception
rather than the norm. Typically, it is more common to use generalized linear regression
despite its inability to capture nonlinear relationships [5]. This may be, in part, because
until recently, empirically estimating mutual information was only possible for exclu-
sively discrete or exclusively continuous random variables, a severe limitation for these
fields.
In this paper, we briefly review methods leading up to the estimation of MI and
CMI using distribution-free, nearest-neighbors approaches. We extend the existing work
to develop an estimator for MI and CMI that can handle mixed data types with im-
proved performance over current methods. We prove that our estimator is theoretically
consistent and show its performance empirically.
2 BACKGROUND
The MI between two random variables (or vectors) is a measure of dependence quan-
tifying the amount of “information” shared between the random variables. The CMI
between two random variables given a third is a measure of dependence quantifying
the amount of information shared between random variables given the knowledge of a
third random variable or vector. These concepts were first developed by Shannon [6];
the standard modern treatment is [7]. These concepts are inherently linked to entropy
and sometimes defined in terms of entropy.
32.1 Measure Theoretic Information
Traditionally, the information theoretic measures, entropy and differential entropy have
been used separately for discrete and continuous random variables, respectively; how-
ever, they largely share the same properties [7]. Both of these quantities are equivalent to
a Kullack-Leibler divergence, an expected value of a log-transformed Radon-Nikodym
(RN) derivative, E
[
log dP
dµ
]
. The primary distinction between entropy and differential
entropy is the choice of reference measure, µ, using the Lebesgue measure for contin-
uous variables and the counting measure for discrete measures. Lemma E.7 gives the
conditions for the existence of a dominating product measure, µ, in the mixed case.
[8, §5.5] defines entropy and information for generalized probability spaces as
the supremum of all finite, discrete representations (quantizers) of random variables,
mirroring the definition of the Lebesgue integral. Because our problem is concerned
specifically with mixed discrete-continuous space, we use this explicit definition which
is helpful when calculating theoretical values and assume all measurable spaces are
standard according to [8, §1.4].
In order to define MI and CMI, it is necessary that the RN derivative of a joint
probability measure with respect to the product of its marginal probability measures
exists. The next theorem assures this for nonsingular joint probability measures. Further,
we assume that all conditional probability measures are regular.
Theorem 2.1. Let PXY Z be a joint probability measure on the space X ×Y ×Z , where X ,Y ,Z
are all metric spaces. If for every value of Z, PXY |Z is nonsingular (see def. E.1), then
dPXY |Z
d(PX|Z×PY |Z)
is well-defined.
Proof. For the RN derivative to exist, the Radon-Nikodym theorem requires that PXY |Z
is absolutely continuous with respect to PX|Z × PY |Z , PXY |Z  PX|Z × PY |Z . Because we
assume that all conditional probabilities are regular, we omit the argument associated
with Z and proceed as probabilities measures of X and Y as appropriate.
AssumeA ⊆ X×Y such that (PX|Z×PY |Z)(A) = 0. DefineA1 =
{
x : PY |Z(Ax) > 0
}×Y ,
A2 = X ×
{
y : PX|Z(Ay) > 0
}
, and A3 =
{
(x, y) : PX|Z(Ay) = PY |Z(Ax) = 0
}
. Notice that
4A ⊆ A1 ∪ A2 ∪ A3.
From Fubini’s theorem, we have that
0 = (PX|Z × PY |Z)(A)
=
∫
X
PY |Z(Ax)dPX|Z(x).
Using [9, Lemma 1.3.8], f ≥ 0, ∫ fdµ = 0⇒ µ {x : f(x) > 0} = 0, for the first equality, we
must have
0 = PX|Z
({
x : PY |Z(Ax) > 0
})
= PXY |Z
({
x : PY |Z(Ax) > 0
}× Y)
= PXY |Z (A1) .
Using the same construction but switching X and Y , we also have that 0 = PXY |Z (A2).
PXY |Z (A3) = 0 follows from the definition of non-singular.
This shows that PXY |Z  PX|Z × PY |Z . Now, we may apply the RN theorem, so there
exists a measurable function, f such that for any measurable set A ⊆ X × Y ,∫
A
fd(PX|Z × PY |Z) = PXY |Z(A) (1)
and f is unique almost everywhere PX|Z × PY |Z .
[8, Lemmas 7.16 and 7.17] shows that if a joint measure is absolutely continuous
with respect to any product measure, then it is absolutely continuous with respect to
its product measure. Theorem 2.1 maybe more helpful for data analysis by showing
the sufficient condition for a nonsingular distribution in the mixed setting in def. E.1.
Loosely, the RN derivative exists if no continuous variable is a deterministic function of
other variables.
Definition 2.1. The conditional mutual information of X and Y given Z is
I(X;Y |Z) ≡
∫
log
(
dPXY |Z
d
(
PX|Z × PY |Z
)) dPXY Z (2)
where PXY |Z , PX|Z , and PY |Z are regular conditional probability measures and
dPXY |Z
d(PX|Z×PY |Z)
is the
Radon-Nikodym derivative of the joint conditional measure, PXY |Z , with respect to the product
5of the marginal conditional measures, PX|Z × PY |Z . If Z is constant, then Eq. 2 is I(X;Y ), the
mutual information of X and Y .
Definition 2.1 retains the standard properties of CMI.
Corollary 1. 1) X and Y are conditionally independent given Z, X ⊥ Y |Z, if and only if
I(X : Y |Z) = 0.
2) I(X;Y |Z) = H(X, Y, Z)−H(X,Z)−H(Y, Z) +H(Z)
3) If X → Z → Y is a Markov chain, the data processing inequality states that I(X;Y ) ≤
I(X : Z).
2.2 Nearest-Neighbor Estimators for Continuous Random Variables
Estimation of entropy, mutual information, and conditional information for discrete
random variables can, in principle, be based on straight-forward “plug-in” estimates,
substituting the empirical distribution in to the defining formulas, though such estimates
can suffer from substantial finite-sample bias, especially when the number of categories
is large [10], and a range of alternative estimators are also available.
Estimation for continuous random variables is more challenging. A direct plug-in
estimation would first require estimate of densities, which is a challenging problem in
itself. Dmitriev and Tarasenko first proposed such an estimator for functionals [11] for
scalar random variables. Darbellay and Vajda [12], in contrast, proposed an estimator
mutual information based on frequencies in rectangular partitions. Nearest-neighbor
methods of estimating information-theoretic quantities for continuous random variables
which evade the step of directly estimating a density go back over thirty years, to [13],
which proposed an estimator of the differential entropy.
2.2.1 Kozachenko and Leonenko estimator of entropy
Kozachenko and Leonenko (KL) first used nearest neighbors to estimate differential
entropy [13]. Briefly, let X ∈ X ⊆ Rd be a random variable and x1, . . . , xn ∼ PX be a
random sample from X . Estimating the entropy of X , as
Ĥ(X) = − 1
n
n∑
i=1
̂log fX(xi) (3)
6where fX is the density of X , we focus on ̂log fX(xi) for each i locally. Define ρk,i,p as
the `p-distance from point xi to its kth nearest neighbor, kNNi, and B(xi, ρk,i,p) as the
d-dimensional, `p ball of radius ρk,i,p centered at xi. Consider the probability mass of
B(xi, ρk,i,p), Pk,i,p ≡ PX(B(xi, ρk,i,p)). Pk,i,p could be estimated using the d-dimensional
volume in `p of B(xi, ρk,i,p) [14] as
Pk,i,p ≈ fX(xi)cd,pρdk,i,p (4)
where cd,p = 2dΓ
(
1 + 1
p
)d/
Γ
(
1 + d
p
)
if fX(xi) were known. Notice that, intuitively,
Pk,i,p ≈ kn . In fact, using lemma E.6 and seeing that the integral is the same as E [log V ]
for V ∼ Beta(k, n− k),
E [logPk,i,p] = ψ(k)− ψ(n) (5)
where ψ(x) = d log Γ(x)/dx is the digamma function, and does not depend on choice of
p. Substituting the estimate for Pk,i,p in approximation (4) into the expectation in (5), we
have the estimator for ̂log fX(xi):
̂log fX(xi) = ψ(k)− ψ(n)− log cd,p − d log ρk,i,p, (6)
making the KL estimator
Ĥ(X) = −ψ(k) + ψ(n) + log cd,p + d
n
n∑
i=1
log ρk,i,p. (7)
[15] showed that its bias is O˜(n−1/d) and variance is O˜(1/n) where O˜ is the limiting
behavior up to polylogarithmic factors in n.
2.2.2 Kraskov, Sto¨gbaur, and Grassberger estimator of mutual information
Kraskov, Sto¨gbaur, and Grassberger (KSG) [16] developed an estimator for MI based
on I(X, Y ) = H(X) + H(Y ) − H(X, Y ) and a variation of the KL entropy estimator
for continuous random variables or vectors, X and Y in RdX and RdY , respectively. Let
(x1, y1), . . . , (xn, yn) ∼ PXY . Setting p =∞, define the `∞-distance from point (xi, yi) to its
kNN as 1
2
ρk,i,∞ ≡ 12ρk,i, so that cd,p = 1 and log cd,p = 0. Using this, the local KL estimate
for the (negative) joint entropy at point i is
̂log fXY i = −ψ(k) + ψ(n) + (dX + dY ) log ρk,i; (8)
7i
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Fig. 1: The scatter plot above shows point i and its kNN where k = 2 on the right vertical
dashed line. Here nX,i = 9 and nY,i = 6.
Ĥ(X, Y ) is computed as in eq. (3). To calculate l̂og fXi and l̂og fY i, the KSG method
deviates slightly from KL by using different values for the k hyper-parameter argument
for each i. In contrast, ̂log fXY i used the same value of k for each i to calculate Ĥ(X, Y ).
For KL, the k argument can be chosen as any integer value between 1 and n−1 which in
turn determines the `p-distance to each point’s kNN. Considering each point i separately,
KSG works backward for Ĥ(X) and Ĥ(Y ), by first choosing a distance, r, then counting
the number of points that fall within the `∞ ball of radius r centered at point i within the
X (or Y ) subspace. It uses this count of points to compute l̂og fXi (or l̂og fY i) in place of k
hyper-parameter argument and r in the distance argument. Specifically, for each i, KSG
chooses r = 1
2
ρk,i, the `∞-distance from point (xi, yi) to its kNN in (RdX+dY , `∞), that was
used to calculate ̂log fXY i. Call the corresponding count of points n∗X,i in the X subspace
and n∗Y,i in the Y subspace:
n∗W,i =
∣∣∣∣{wj : ‖wi − wj‖∞ < 12ρk,i, i 6= j
}∣∣∣∣ (9)
and
l̂og fW i = −ψ(n∗W,i) + ψ(n) + dW log ρk,i (10)
8where W is either X or Y .
The KL estimator is accurate because the value of Pk,i,p, the probability in the local
neighborhood around (xi, yi) extending out to its kNN, is completely determined by k
and n. By using the `∞ norm in the KSG estimator, 12ρk,i is equal to the absolute scalar
difference between point (xi, yi) and kNNi at a coordinate in either X or Y . This way,
the entropy estimates for either X or Y will be accurate in the KL paradigm. But, the
point kNNi is not counted in n∗X,i or n
∗
Y,i because the definition counts points whose
distance from (xi, yi) are strictly less than 12ρk,i, biasing (6) toward zero. Using n
∗
W,i + 1
for W = X, Y corrects this for either X or Y but not both; that is, either nX,i+1 or nY,i+1
will be the number of points within a distance of exactly 1
2
ρk,i. See Fig. 1.
Plugging the estimates for Ĥ(X, Y ), Ĥ(X) and Ĥ(Y ) discussed above into I(X, Y ) =
H(X, Y )−H(X)−H(Y ), we have
ÎKSG(X;Y ) = ψ(k) + ψ(n)
− 1
n
n∑
i=1
[
ψ(n∗X,i + 1) + ψ(n
∗
Y,i + 1)
] (11)
where the d
n
∑n
i=1 ρk,i terms all cancel from using the same value of ρk,i for each i and
log cd,p is zero using the `∞ norm and choosing to set the kNN distance to 12ρk,i.
[16] did not offer any proofs on convergence. Attempting to correct the counting
error mentioned, [16] provided another, less-used estimator as well. Gao [15] later
showed that the KSG estimator is consistent with a bias of O˜
(
n
− 1
dX+dY
)
and a variance
of O˜ (1/n).
2.2.3 Frenzel and Pompe estimator of conditional mutual information
Using a similar technique to estimate conditional mutual information, Frenzel and
Pompe (FP) first, though several other papers as well [17], [18], [19], [20], [21] used
I(X;Y |Z) = H(X, Y, Z)−H(X,Z)−H(Y, Z) +H(Z) combined with the KSG technique
to cancel out the ρk,i term from each of the entropy estimators to estimate CMI as
ξi = ψ(k)− ψ(n∗XZ,i + 1)
− ψ(n∗Y Z,i + 1) + ψ(n∗Z,i + 1)
(12)
9where nW,i is calculated as in equation 9 with W = XZ, Y Z,Z. The global CMI estimator,
ÎFP(X;Y |Z), is calculated by averaging overall ξi. While these papers show that this
estimator does well empirically, they do not provide theoretical justification.
2.3 Estimation for Mixed Variables
2.3.1 Gao, Kannan, Oh, and Viswanth estimator of mutual information
Gao, Kannan, Oh, and Viswanth (GKOV) [22] expanded on the KSG technique to de-
velop an MI estimator for mixes of discrete and continuous, real-valued random vari-
ables. In this setting, unlike the purely continuous one, there is some probability that
multiple independent observations will be equal. Depending on the value of k, there is a
corresponding, nonzero probability that the kNN distance is zero for some points. While
this impairs the KL entropy estimator due to the log ρ term, the KSG estimator only uses
the kNN distance for counting points with that radius. Similar to the insight for the KSG
technique, [22] allows k to change for points whose kNN distance is zero:
k˜∗i =
∣∣{(xj, yj) : ‖(xi, yi)− (xj, yj)‖∞ = 0, i 6= j}∣∣ . (13)
To accommodate points whose kNN distance is zero, [22] changes the definition of n∗W,i
to include boundary points:
nW,i =
∣∣∣∣{wj : ‖wi − wj‖∞ ≤ 12ρk,i, i 6= j
}∣∣∣∣ (14)
where 1
2
ρk,i remains the `∞ distance from point (xi, yi) to kNNi. For index i, [22] locally
estimates MI as
ξi = ψ(k˜
∗
i ) + log(N)
− log(nX,i + 1)− log(nY,i + 1).
(15)
The global MI estimate is the average of the local estimates for each point:
ÎGKOV(X;Y ) =
1
n
n∑
i=1
ξi . (16)
[22] shows that this estimator is consistent under some mild assumptions.
Rahimzamani, Asnani, Viswanath, and Kannan (RAVK) [23] extend the idea of [22]
for estimating MI for mixed data to a concept the authors define as graph divergence
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measure, a generalized Kullback-Leibler (KL) divergence between a joint probability
measure and a factorization of the joint probability measure. The authors say that this
can be thought of as a metric of incompatibility between the joint probability and the
factorization.
Setting the factorization of PXY Z to PX|ZPY |ZPZ gives an equivalent definition of 2.1
of conditional mutual information. Using this factorization, the GKOV estimator for CMI
at index i is
ξi = ψ(k˜i)− log(nXZ,i + 1)
− log(nY Z,i + 1) + log(nZ,i + 1).
(17)
The authors state that k˜i is the number of points within, ρk,i, the distance to the kNN,
of observation i. Giving more detail, case III in the proof for [23, theorem 2] states that
ρk,i > 0 implies that k˜i = k, suggesting that k˜i is defined the same as (13). Similarly, the
proofs suggest that nW,i is defined as (14). The global CMI, IGKOV(X;Y |Z) is calculated
by averaging over all ξi. This paper shows that this estimator is consistent with similar
assumptions to those found in [22].
3 PROPOSED INFORMATION ESTIMATORS
The estimator for CMI (and MI) proposed in this paper builds on the ideas in the previ-
ous papers but with critical changes that improve performance. Start by considering local
CMI estimates as in (12). As discussed in §2.2.2, for index i, each negative local entropy
estimate (6), ̂log fXY Zi, ̂log fXZi, ̂log fY Zi, and l̂og fZi, (before terms cancel) is accurate in
the KL paradigm when the distance from (xi, yi, zi) to its kNN, nXZ,iNN, nY Z,iNN, and
nZ,iNN for each respective subspace (XY Z,XZ, Y Z or Z) is exactly 12ρk,i. Moving from
exclusively continuous data, where ties occur with probability zero, to mixed data where
ties occur with nonzero probability, required that n∗W,i from (9) include boundary points
as in nW,i from (14). With this change, the entropy estimates are frequently accurate using
nW,i rather than nW,i + 1 for W = XZ, Y Z,Z for continuous data.
With the `∞ norm, the kNN distance value, 12ρk,i, is equal to the scalar distance in
at least one coordinate of the random vector (X, Y, Z). If this coordinate is in Z, then
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the distance term in each local entropy estimate from (6) will be exactly d log ρk,i for
̂log fXY Zi, ̂log fXZi, ̂log fY Zi, and l̂og fZi (because each contains Z). Again, this is because
within each given subspace, ρk,i = ρnW,i,i, for W = XZ, Y Z,Z, and thus
ξi = − ̂log fXY Zi + ̂log fXZi + ̂log fY Zi − l̂og fZi
= ψ(k)− ψ(nXZ,i)− ψ(nY Z,i) + ψ(nZ,i)
with perfect cancellations.
If the `∞-distance coordinate is in X , then ρk,i = ρnXZ,i,i, so that the corresponding
terms in ̂log fXY Zi and ̂log fXZi cancel but the other two distance terms may not. An
analogous argument can be made for Y . If the dimension of Z is greater than X and Y ,
heuristically, one might expect the kNN distance to fall in the larger Z dimension.
Theorem 3.3 will show the proposed estimator tends to zero as the dimension of
the Z vector increases. The methods discussed in § 2.3 will also converge to zero as
the dimension increases; however, the proposed method is an improvement, especially
for discrete points. The combined dimension of (X, Y, Z) can affect the value of k˜i, on
discrete data, when the kNN distance is greater than zero. Consider the case where data
is comprised of exclusively discrete random variables, that is; each point in the sample
has a positive probability point mass. As the dimension of (X, Y, Z) grows, probability
point masses will diminish as long as the added variables are not determined given the
previous variable. Moreover, point masses in higher-dimensional spaces will necessarily
be less than or equal to their corresponding locations in lower-dimensional spaces. It is
possible that the kNN distance for index i is zero, especially if it has a large probability
point mass relative to n. But, if its point mass in the XY Z-space is not sufficiently large
to expect more than one point at its location for the given sample size, n, we would
expect its kNN distance to be greater than zero. If the k˜i = k, as it would in eq. (13)
because 1
2
ρk,i > 0, then nXZ,i, nY Z,i, and nZ,i will be the total number of points within
the distance to the kNN including points on the boundary for the appropriate subspace,
XZ, Y Z or Z. But, because the data are discrete, it is possible/likely that the kNN is not
unique. This would indicate that there are more than k, points at and within the same
radius, 1
2
ρk,i in the XY Z-space. Under counting here would bias the local estimate of
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CMI (17) downward because k would be small relative to the values nXZ,i, nY Z,i, and
nZ,i, in the associated subspaces. To fix this, we set k˜i to the number of points that are
less than or equal to the kNN distance from point (xi, yi, zi) as
k˜i =
∣∣∣∣{wj : ‖wi − wj‖ ≤ 12ρk,i, i 6= j
}∣∣∣∣ . (18)
Notice that if the data are all continuous, then k˜i = k with probability one so this change
will only affect discrete points.
Moving to the use of the digamma function, ψ, verses the natural logarithm, log, the
methods presented in §2.2 to estimate MI and CMI for continuous data use the digamma
function, ψ, and not log. In contrast, the methods in §2.3 use both when estimating MI
and CMI for mixed data. Though no explicit reason is given for the deviation, it seems
innocuous given that |log(w)− ψ(w)| ≤ 1
w
for w > 0, and, possibly reasonable given that
the plug-in estimator of CMI on discrete data is log(k˜i)− log(nXZ,i)− log(nY Z,i) + log(nZ,i)
similar to (12), with the difference being that it uses log in place of digamma. But,
the use of digamma was developed specifically in the context of continuous data with
no ties. For this reason, we use ψ for continuous data and log for discrete data. If a
variable/coordinate of (X, Y, Z) is categorical (non-numeric), our code uses the discrete
distance metric for that coordinate in the random vector, in place of absolute difference:
the coordinate distance is zero at that coordinate for two observations when equal and
one otherwise. Several cited lemmas and theorems used in the proofs in § 3.1 assume
vectors to be in Rd. Categorical variables do not strictly satisfy this requirement but
transforming categorical variables to dummy indicators (as one does in regression)
yields an isometry between the categorical space with the discrete metric and Rm where
the variable takes m + 1 distinct values with an `∞ metric. While it is not necessary to
create dummy variables for the code to work, we can be assured that the proofs are
satisfied even when data include categorical data.
To calculate the proposed local CMI estimate for index i, determine k˜i using (18),
saving the kNN distance, 1
2
ρk,i. Next for W ∈ {XZ, Y Z,Z}, determine nW,i from eq. (14)
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using 1
2
ρk,i. For each i ∈ {1, . . . , n}, define
ξi =

ψ(k)− ψ(nXZ,i)
− ψ(nY Z,i) + ψ(nZ,i)
when k = k˜i
log(k˜i)− log(nXZ,i)
− log(nY Z,i) + log(nZ,i)
when k < k˜i
. (19)
The sample estimate for the proposed CMI estimator is
Îprop(X;Y |Z) = max
{
1
n
n∑
i=1
ξi, 0
}
. (20)
To calculate MI between X and Y , we can make Z constant according to def. 2.1 so
that nZ,i = n. We define CMI and MI as the positive part of the mean because CMI
and MI are provably non-negative. This setting can easily be changed in the code with
a function argument. In the simulations shown in § 4, we display the mean itself for
greater visibility.
3.1 Consistency
The estimator proposed in §3 is consistent for fixed-dimensional random vectors under
mild assumptions. Theorem 3.1 shows that the estimator is asymptotically unbiased and
theorem 3.2 shows that its asymptotic variance is zero.
As shorthand notation, we set f ≡ dPXY |Z
d(PX|Z×PY |Z)
and for a random variable W on W
with probability measure, PW , and w ∈ W , define
PW (r) = PW ({v ∈ W : ‖v − w‖∞ ≤ r}) . (21)
Theorem 3.1. Let (x1, y1, z1), . . . , (xn, yn, zn) be an i.i.d. random sample from PXY Z . Assume
the following:
1) k = kn →∞ and knn → 0 as n→∞.
2) For some C > 0, f(x, y, z) ≤ C for all (x, y, z) ∈ X × Y × Z .
3) {(x, y, z) ∈ X × Y × Z : PXY Z((x, y, z)) > 0} is countable and nowhere dense in X ×Y×
Z
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then
lim
n→∞
E
[
Îprop(X, Y |Z)
]
= I(X, Y |Z) . (22)
The proof can be found in App. A.
Theorem 3.2. Let W = {W1, . . . ,Wn} be a random samples of size n such that for each i,
Wi = (Xi, Yi, Zi), k ≥ 2, and let În(W ) = 1n
∑n
i=1 ξi(W ) where ξi(W ) = ξi as defined above.
Then
lim
n→∞
Var
(
Îprop(W )
)
= 0 . (23)
The proof can be found in App. B.
Corollary 2. Let W1, . . . ,Wn be an independent, identically distributed sample. Then
P
(∣∣∣În(W )− E [În(W )]∣∣∣ > t)
≤ 2 exp
{ −t2n
2592k2γ2d(log n)
2
} (24)
where γd is a constant that is only dependent on the dimension of W .
The proof can be found in App. C.
Despite the estimator’s unbiasedness in large samples, it is biased toward zero on
high-dimensional data with a fixed sample size, suffering from the curse of dimension-
ality as kNN regression does.
Theorem 3.3. Assume X and Y have fixed-dimension and that Z = (Z1, Z2, . . . , Zd) is a d-
dimensional random vector. If the entropy rate of Z is nonzero, that is, limd→∞ 1dH(Z) 6= 0, then
Îprop(X, Y |Z) P−→ 0 (converges in probability) as d→∞.
The proof can be found in App. D.
4 EXPERIMENTS
To evaluate the empirical performance of the proposed estimator, we compared it to the
FP estimator for continuous variables found in § 2.2.3 and to two versions of the RAVK
estimator for CMI in § 2.3 on simulated mixed data from various setting. Both RAVK1
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and RAVK2 are calculated using eq (17), but using different values for k˜i. RAVK1 uses
eq (13) and RAVK2 uses eq (18). The FP estimator, as it was designed for exclusively
continuous data, when ρk,i = 0 will compute 0 for n∗w,i from eq 9, so ψ will be undefined.
In the simulations, we used max
{
n∗w,i, 1
}
. For greater visibility, all figures show positive
and negative estimator values (even though CMI is non-negative). Specifically, all figures
show the proposed estimator as 1
n
∑n
i=1 ξi rather than equation (20). All simulation data,
methods code, and visuals were done in Python 3.6.5. We simulated data from differing
distributions with 100 observations up to 1000 in intervals of 100. The violin plots in
Fig. 2–5 show the distribution of estimates from 100 simulated datasets for each sample
size. The “×” markers in each violin plot indicates the mean of all estimates and the −
represent to most extreme values. For both the proposed and continuous estimator, we
used k = 7 for all datasets.
The first simulation (Fig. 2) was inspired by [24, example 4.4.5]. In this scenario, a
mother insect lays eggs at a random rate, X ∼ Exponential(10). The number of eggs she
lays is Z ∼ Poisson(X), and the number of the eggs that survive is Y ∼ Binomial(Z, 0.5).
In this Markov chain (X → Z → Y ), X and Y are marginally dependent X ⊥6 Y but
independent conditioning on Z, X ⊥ Y |Z so that I(X;Y |Z) = 0.
The second simulation (Fig. 3) is from [22]: X ∼ Discrete Uniform(0, 3) and Y ∼ Con-
tinuous Uniform(X,X + 2) with an additional, independently generated random vari-
able, Z ∼ Binomial(3, 0.5). Here, X ⊥6 Y |Z and I(X;Y |Z) = log 3 − 2 log 2/2. This
example, a combination of discrete and continuous random variables is common in
many applications. Here, the discrete variables are numeric but it is also reasonable to
use zero-one distance metric for non-numeric categorical variables.
The third simulation (Fig. 4) places probability mass of 0.4 at both (1, 1), and (−1,−1)
and probability mass of 0.1 at (1,−1) and (−1, 1) with an independently generated
Z ∼ Poisson(2). In this case, X ⊥6 Y |Z with I(X;Y |Z) = 2 · 0.4 log(0.4/0.52) + 2 ·
0.1 log(0.1/0.52). In this example, all variables are discrete.
The fourth simulation is also from [22]. X and Y are a mixture distribution where
with probability 1
2
, (X, Y ) is multivariate Gaussian with a correlation coefficient of 0.8
and with probability 1
2
, (X, Y ) places probability mass of 0.4 at (1, 1), and (−1,−1)
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Fig. 2: X ∼ Exponential(10), Z ∼ Poisson(X), and Y ∼ Binomial(Z, 0.5), I(X;Y |Z) = 0.
and probability mass of 0.1 at (1,−1) and (−1, 1), as in the third experiment. Z is an
independently generated Binomial(3, 0.2) so that I(X;Y |Z) = I(X;Y ). We separate the
domain of the integral into its discrete and continuous parts; that is, (1, 1), (−1,−1),
(1,−1) and (−1, 1) make up the discrete part and everywhere else the continuous part.
From here we calculate MI on each partition by multiplying the distribution by 1
2
,
yielding I(X;Y |Z) = 0.4 log(2 · 0.4/0.52) + 0.1 log(2 · 0.1/0.52) + 0.125 log(4/(1 − 0.82)).
Results are in Fig. 5. In HIV research, for example HIV viral load, the amount of
virus in a milliliter of a patient’s blood can only be measured to a minimum threshold.
Below that threshold, depending on the assay used, a patient is said to be undetectable.
This is a real-world example of a random variable that is itself a mix of discrete and
continuous, difficult for most regression models. The this experiment shows that the
proposed estimator has no problem in this scenario.
5 CONCLUSION
We have presented a non-parametric estimator of CMI (and MI) for arbitrary com-
binations of discrete, continuous, and mixed variables. Under mild assumptions, the
estimator is consistent, and on empirical simulations, the proposed estimator performs
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Fig. 3: X ∼ Discrete Uniform(0, 3) and Y ∼ Continuous Uniform(X,X + 2),
Z ∼ Binomial(3, 0.5), I(X;Y |Z) = log 3− 2 log 2/2.
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Fig. 4: P((X, Y ) = (1, 1)) = P((X, Y ) = (−1,−1)) = 0.4, P((X, Y ) = (1,−1)) = P((X, Y ) =
(1,−1)) = 0.1, Z ∼ Poisson(2), I(X;Y |Z) = 2 · 0.4 log(0.4/0.52) + 2 · 0.1 log(0.1/0.52).
better over other similar estimators in all sample-sizes. Yet, it is very easy to understand
how the estimate is calculated.
The development of this estimator was primarily motivated by data from scientific
applications. There are clear advantages of using information in contrast to regression,
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Fig. 5:X and Y are a mixture distribution where with probability 1
2
, (X, Y ) is multivariate
Gaussian with a correlation coefficient of 0.8 and with probability 1
2
, (X, Y ) places
probability mass of 0.4 at (1, 1), (−1,−1) and probability mass of 0.1 at (1,−1) and
(−1, 1), as in the third experiment. Z is an independently generated Binomial(3, 0.2).
I(X;Y |Z) = 0.4 log(2 · 0.4/0.52) + 0.1 log(2 · 0.1/0.52) + 0.125 log(4/(1− 0.82))
for example, for scientific inquiry that we reiterate. While this method does require
independent, identically distributed data, it does not require parametric assumptions
about variable distributions or specific functional relationships between variables such
as linearity to quantify dependence. Due to the data processing inequality, greater
shared information among random variables indicates closer causal proximity in causal
chains. In this vein, CMI (or MI) estimates close to or equal to zero indicate likely
conditional (or marginal) independence. For these reasons, information is ideal for
inference and discovery causal of relationships. And, like regression, information is
easily interpretable: CMI, I(X;Y |Z), can be understood as the degree of association
or statistical dependence shared between X and Y given Z or controlling for Z.
As of now, the sampling distribution for the estimator is unknown. Approximating
the distribution with, for example, the bootstrap may be a way forward. However, one
should note that the local estimates for a point, ξi, is associated with its neighbors. A
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more analytic approximation to the sampling distribution of Î is an interesting, valuable
open problem for further inference including testing and confidence intervals.
A lot can be done without knowing the sampling distribution as well. Many machine
learning algorithms perform tasks such a feature selection, structure learning, and clus-
tering using properties of CMI without knowing its sampling distribution. The proposed
method of CMI estimation makes these algorithms accessible for application fields.
While not ideal that this estimator is biased toward zero in high dimensions, this
knowledge will help create algorithms that can account for this weakness or even exploit
it. Finally, we encourage others to continue researching innovative methodologies to ac-
commodate fields whose data is too messy for most current data science methodologies.
APPENDIX A
PROOF OF THEOREM 3.1
Proof. Define f ≡ dPXY |Z
d(PX|Z×PY |Z)
and for a random variable W on W with probability
measure, PW , and w ∈ W , set
PW (w, r) = PW ({v ∈ W : ‖v − w‖∞ ≤ r}) . (25)
Let (x1, y1, z1), . . . , (xn, yn, zn) be an i.i.d. random sample from PXY Z and that În(X, Y |Z)
is the value of Îprop(X, Y |Z) for this sample.
Partition X × Y × Z into three disjoint sets:
1) Ω1 = {(x, y, z) : f = 0}
2) Ω2 = {(x, y, z) : f > 0, PXY Z(x, y, z, 0) > 0}
3) Ω3 = {(x, y, z) : f > 0, PXY Z(x, y, z, 0) = 0}
so that X × Y × Z = Ω1 ∪ Ω2 ∪ Ω3. Notice that
E
[
În(X, Y |Z)
]
= E
[
1
n
n∑
i=1
ξi
]
= E [ξ1] (26)
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so that we only need show that E[ξi]→ I(X;Y |Z) for one point. In light of this, we drop
the subscript. Using the law of total expectation and properties of integrals,
|E[ξ]− I(X;Y |Z)|
=
∣∣∣∣EXY Z [E[ξ|X, Y, Z]]− ∫ f(x, y, z)dPXY Z(x, y, z)∣∣∣∣
≤
∫
|E[ξ|x, y, z]− f(x, y, z)| dPXY Z(x, y, z)
=
∫
Ω1
|E[ξ|x, y, z]− f(x, y, z)| dPXY Z(x, y, z)
+
∫
Ω2
|E[ξ|x, y, z]− f(x, y, z)| dPXY Z(x, y, z)
+
∫
Ω3
|E[ξ|x, y, z]− f(x, y, z)| dPXY Z(x, y, z).
For clarification, the value of E[ξ|X, Y, Z] depends on both the value of the value of the
random vector (X, Y, Z) and rest of the sample. We show that
∫
Ωi
|E[ξ|x, y, z]− f(x, y, z)| dPXY Z →
0 for each i = 1, 2, 3 in three cases.
Case1: (x, y, z) ∈ Ω1. Let piXY (Ω1) = {(x, y) : (x, y, z) ∈ Ω1} be the projection onto the
first two coordinates of Ω1. Using the definition of f as the RN derivative,
PXY |Z(piXY (Ω1))
=
∫
piXY (Ω1)
fd(PX|Z × PY |Z)
=
∫
piXY (Ω1)
0d(PX|Z × PY |Z) = 0.
Then PXY Z(Ω1) = (PXY |Z × PZ)(Ω1) = 0. So,∫
Ωi
|E[ξ|x, y, z]− f(x, y, z)| dPXY Z = 0. (27)
Case 2: Assume (x, y, z) ∈ Ω2. This is the partition of discrete points because singleton
have positive measure in X × Y × Z . Using lemma E.9, we have
f(x, y, z) =
PXY Z(x, y, z, 0)PZ(x, y, z, 0)
PXZ(x, y, z, 0)PY Z(x, y, z, 0)
. (28)
Knowing the exact value of f allows us to work with it directly.
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Let ρ be the distance from (x, y, z) to its kNN. Proceed in two cases, when ρ = 0 and
when ρ > 0 by writing the integrand as dominated by the following two terms:
|E[ξ|x, y, z]− log f(x, y, z)|
≤ |E[ξ|x, y, z, ρ > 0]− log f(x, y, z)|P(ρ > 0)
+ |E[ξ|x, y, z, ρ = 0]− log f(x, y, z)|P(ρ = 0)
≡ |E[ξ|ρ > 0]− log f |P(ρ > 0)
+ |E[ξ|ρ = 0]− log f |P(ρ = 0)
suppressing the x, y, z for brevity. We bound |E[ξ|ρ > 0]− log f | and P(ρ = 0) and show
that |E[ξ|ρ = 0]− log f | and P(ρ > 0) converge to zero. By proposition E.1, there exist a
finite set of points with positive measure E ⊆ Ω2 such that
PXY Z(Ω2\E) < ε
3(4 log n+ logC)
. (29)
Starting with P(ρ > 0), ρ > 0 when less than k points in the sample equal (x, y, z). The
number of points exactly equal to (x, y, z) has a binomial distribution with parameters,
n−1 and PXY Z(x, y, z, 0) ≡ PXY Z(0), Binomial(n−1, PXY Z(0)). Because kn → 0 as n→∞,
there must be an n sufficiently large such that
max
{
k
n
,
−2
n
log
(
ε
3(4 log n+ logC)|E|
)
+
2k
n
}
≤ min
(x,y,z)∈E
PXY Z(x, y, z, 0).
This inequality ensures that k − 1 ≤ (n − 1)PXY Z(x, y, z, 0) for all (x, y, z) ∈ E to use
Chernoff’s inequality [25, §2.2]:
P(ρ > 0) = P(Binomial(n− 1, PXY Z(0)) ≤ k − 1)
≤ exp
{−[(n− 1)PXY Z(0)− (k − 1)]2
2PXY Z(x, y, z, 0)(n− 1)
}
≤ exp
{
−
(
1
2
nPXY Z(0)− k
)}
≤ ε
3(4 log n+ logC)|E| .
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To bound |E[ξ|ρ > 0]− log f |, first notice that k˜, nXZ , nY Z , nZ ≤ n. If k = k˜, then ξ uses ψ
and if If k < k˜, then ξ uses log, so that |ξ| ≤ max {4ψ(n), 4 log n} = 4 log n. And, f ≤ C by
assumption so |E[ξ|ρ > 0]− log f | < 4 log n+ logC.
Now we show that |E[ξ|ρ = 0]− log f | → 0. When ρ = 0, there must be k or more
points exactly equal to (x, y, z). Because a point in the sample being equal to (x, y, z) is
an independent, Bernoulli event, and because when ρ = 0, k˜, defined in (18), will be the
total number of points equal to (x, y, z), k˜ − k ∼ Binomial(n − k − 1, PXY Z(0)). We can
make identical arguments for nXZ − k, nY Z − k, and nZ − k in their respective subspaces
so that nXZ − k ∼ Binomial(n − k − 1, PXZ(0)), nY Z − k ∼ Binomial(n − k − 1, PY Z(0)),
and nZ − k ∼ Binomial(n− k − 1, PZ(0)). [22, Lemma B.2] provides a rigorous proof for
this.
Showing that |E[ξ|ρ = 0]− log f | → 0, we can choose k and n sufficiently large so that
1
k
≤ ε
48|E| , k ≥ PZ(0)1−PZ(0) and kn ≤ ε24|E| . Assume k˜ = k, so that ξ will use ψ. Using lemma E.4
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four times and that PXY Z(0) ≤ PXZ(0), PY Z(0) ≤ PZ(0),
|E[ξ|ρ = 0]− log f |
=
∣∣∣∣∣E[ψ(k˜)|ρ = 0]− E[ψ(nXZ)|ρ = 0]
− E[ψ(nY Z)|ρ = 0] + E[ψ(nZ)|ρ = 0]
− log (nPXY Z(0))(nPZ(0))
(nPXZ(0))(nPY Z(0))
∣∣∣∣∣
≤
∣∣∣E[ψ(k˜)|ρ = 0]− log nPXY Z(0)∣∣∣
+ |E[ψ(nXZ)|ρ = 0]− log nPXZ(0)|
+ |E[ψ(nY Z)|ρ = 0]− log nPY Z(0)|
+ |E[ψ(nZ)|ρ = 0]− log nPZ(0)|
≤ 2
k
+
k
nPXY Z(0)
+
2
k
+
k
nPXZ(0)
+
2
k
+
k
nPY Z(0)
+
2
k
+
k
nPZ(0)
≤ 8
k
+
4k
nPXY Z(0)
≤ ε
6|E| +
ε
6|E|PXY Z(0) .
If k˜ > k, ξ will use log and rather than ψ. Lemma E.4 shows that the bound used above
will also work in this case.
It is clear that P(ρ = 0) ≤ 1.
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Putting together the previous parts,∫
Ω2
|E[ξ|x, y, z]− log f(x, y, z)| dPXY Z(x, y, z)
=
∑
(x,y,z)∈Ω2
|E[ξ|x, y, z]− log f(x, y, z)|PXY Z(x, y, z, 0)
≡
∑
(x,y,z)∈Ω2
|E[ξ]− log f |PXY Z(0)
=
∑
(x,y,z)∈E
|E[ξ]− log f |PXY Z(0)
+
∑
(x,y,z)∈Ω2\E
|E[ξ]− log f |PXY Z(0)
≤
∑
(x,y,z)∈E
|E[ξ|ρ > 0]− log f |P(ρ > 0)PXY Z(0)
+
∑
(x,y,z)∈E
|E[ξ|ρ = 0]− log f |P(ρ = 0)PXY Z(0)
+
∑
(x,y,z)∈Ω2\E
|E[ξ]− log f |PXY Z(0)
≤
∑
(x,y,z)∈E
log(n4C)
(
ε
3 log(n4C)|E|
)
PXY Z(0)
+
∑
(x,y,z)∈E
(
ε
6|E| +
ε
6|E|PXY Z(0)
)
PXY Z(0)
+
∑
(x,y,z)∈Ω2\E
(4 log n+ logC)PXY Z(0)
≤ log(n4C)|E|
(
ε
3(log(n4C))|E|
)
+ |E|
(
ε
3|E|
)
+ PXY Z (Ω2\E) (4 log n+ logC)
=
ε
3
+
ε
3
+
(
ε
3 log(n4C)
)
log(n4C)
= ε.
Case 3: Assume (x, y, z) ∈ Ω3. This is the continuous partition because singletons
have zero measure in X ×Y×Z . Lemma E.5 assures that k˜ → k almost surely as n→∞;
PXY Z
({
(x, y, z) ∈ Ω3 : k˜ → k
})
= 1. k˜ is discrete so there is an N such that for n ≥ N ,
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k˜ = k with probability one.
Define Fρ(r) as the cumulative distribution function of the kNN distance, r; that is,
Fρ(r) is the probability that that the kNN distance is r or less. Begin by decomposing the
integrand into its parts:
|E [ξ|X, Y, Z]− log f(X, Y, Z)| (30)
≡ |E [ξ]− log f |
=
∣∣∣∣∫ ∞
0
(E [ξ|ρ = r]− log f) dFρ(r)
∣∣∣∣
=
∣∣∣∣∣
∫ ∞
0
E [ξ|ρ = r]− log
(
PXY Z(r)PZ(r)
PXZ(r)PY Z(r)
)
+ log
(
PXY Z(r)PZ(r)
PXZ(r)PY Z(r)
)
− log fdFρ(r)
∣∣∣∣∣
=
∣∣∣∣∣
∫ ∞
0
E [ψ(k)− ψ(nXZ)− ψ(nY Z)− ψ(nZ)|ρ = r]
− log
(
(nPXY Z(r))(nPZ(r))
(nPXZ(r))(nPY Z(r))
)
+ log
(
PXY Z(r)PZ(r)
PXZ(r)PY Z(r)
)
− log fdFρ(r)
∣∣∣∣∣
≤
∣∣∣∣∫ ∞
0
ψ(k)− log(nPXY Z(r))dFρ(r)
∣∣∣∣ (31)
+
∣∣∣∣∫ ∞
0
E[ψ(nXZ)|ρ = r]− log(nPXZ(r))dFρ(r)
∣∣∣∣ (32)
+
∣∣∣∣∫ ∞
0
E[ψ(nY Z)|ρ = r]− log(nPY Z(r))dFρ(r)
∣∣∣∣ (33)
+
∣∣∣∣∫ ∞
0
E[ψ(nZ)|ρ = r]− log(nPZ(r))dFρ(r)
∣∣∣∣ (34)
+
∣∣∣∣∫ ∞
0
log
(
PXY Z(r)PZ(r)
PXZ(r)PY Z(r)
)
− log fdFρ(r)
∣∣∣∣ . (35)
Next, we show that with sufficiently large n, each of these terms is less than ε/5. Do
to this, we change variables for each integral using lemma E.6.
26
Beginning with (31),∣∣∣∣∫ ∞
0
ψ(k)− log(nPXY Z)(r)dFρ(r)
∣∣∣∣
=
∣∣∣∣ψ(k)− log n− ∫ ∞
0
logPXY Z(r)dFρ(r)
∣∣∣∣
=
∣∣∣∣ψ(k)− log n− ∫ ∞
0
PXY Z(r)
(n− 1)!
(k − 1)!(n− k − 1)!
[PXY Z(r)]
k−1[1− PXY Z(r)]n−k−1dPXY Z(r)
∣∣∣∣
=
∣∣∣∣ψ(k)− log n− (n− 1)!(k − 1)!(n− k − 1)!∫ ∞
0
[PXY Z(r)]
k[1− PXY Z(r)]n−k−1dPXY Z(r)
∣∣∣∣
= |ψ(k)− log n− (ψ(k)− ψ(n))|
= |ψ(n)− log(n)| < 1
n
.
For lines 32, 33, and 34, consider the random variables nXZ , nY Z , and nZ defined in
line 14. In this case, we know that k˜ = k almost surely. Note that nXZ , nY Z , nZ ≥ k. Ob-
servation j in the sample will contribute to the count of nW,i−k for W ∈ {(XZ), (Y Z), Z}
when ‖wi − wj‖∞ ≤ ρk,i given that it is not one of the first k nearest neighbors. There
are n − k − 1 independent, identically distributed, data points left not counting the k
nearest neighbors or point i. A point j has probability, PW (ρk,i), that it is within a radius
of ρk,i in the W subspace. The probability that a point falls within a radius of ρk,i in the
XY Z-space is PXY Z(ρk,i). Using basic conditional probability rules, one can see that the
probability that any point contributes to the count of nW is
PW (ρk,i)−PXY Z(ρk,i)
1−PXY Z(ρk,i) . Then, for
W ∈ {XZ, Y Z,Z}
nW,i − k ∼
Binomial
(
n− k − 1, PW (ρk,i)− PXY Z(ρk,i)
1− PXY Z(ρk,i)
) (36)
PXY Z(ρk,i) ≤ PW (ρk,i) for all points. Choosing k such that k ≥ 15+3εε and applying
lemma E.10, we bound lines 32, 33, and 34 by ε
5
.
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Moving to line 35, using lemma E.8, we have
PXY Z(r)PZ(r)
PXZ(r)PY Z(r)
→ f (37)
(converges pointwise) as r → 0 and
PXY Z(r)PZ(r)
PXZ(r)PY Z(r)
≤ C (38)
almost everywhere [PX|Z ×PY |Z ]. Using Egoroff’s theorem, there exists a measurable set,
E ⊆ Ω3 such that
PXY Z(Ω3\E) ≤ ε
10 logC
(39)
and
PXY Z(r)PZ(r)
PXZ(r)PY Z(r)
U−→ f (40)
(converges uniformly) as r → 0 on E. Using the uniform convergence on E, there exists
rε > 0 such that for all r ≤ rε∣∣∣∣log PXY Z(r)PZ(r)PXZ(r)PY Z(r) − log f
∣∣∣∣ ≤ ε20 (41)
for all (x, y, z) ∈ E. And for sufficiently large n, we have
max
kn, −2 log
(
ε
40 logC
)
+ 2k
n
 ≤ PXY Z(rε). (42)
Consider the probability, P(ρ > rε), that a point’s kNN distance is greater than rε. This
can only happen when k − 1 or less neighbors fall within a radius of rε. There are n− 1
independent, identically distributed points that can potentially fall in to this region each
with probability, PXY Z(rε) so that this also has a binomial distribution. Again using
Chernoff’s inequality,
P(ρ > rε)
≤ exp
(−[(n− 1)PXY Z(rε)− (k − 1)]2
2PXY Z(rε)(n− 1)
)
≤ exp
(
−1
2
nPXY Z(rε) + k
)
≤ ε
40 logC
.
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With assumption 2, f ≤ C, and line 38 from proposition E.8,∣∣∣∣log PXY Z(r)PZ(r)PXZ(r)PY Z(r) − log f
∣∣∣∣ ≤ 2 logC. (43)
For points (x, y, z) ∈ E,∣∣∣∣∫ ∞
0
log
PXY Z(r)PZ(r)
PXZ(r)PY Z(r)
− log fdFρ(r)
∣∣∣∣
≤
∫ ∞
0
∣∣∣∣log PXY Z(r)PZ(r)PXZ(r)PY Z(r) − log f
∣∣∣∣ dFρ(r)
=
∫ rε
0
∣∣∣∣log PXY Z(r)PZ(r)PXZ(r)PY Z(r) − log f
∣∣∣∣ dFρ(r)
+
∫ ∞
rε
∣∣∣∣log PXY Z(r)PZ(r)PXZ(r)PY Z(r) − log f
∣∣∣∣ dFρ(r)
≤
∫ rε
0
ε
20
dFρ(r) +
∫ ∞
rε
2 logCdFρ(r)
=
ε
20
P(ρ ≤ rε) + (2 logC)P(ρ > rε)
≤ ε
20
+
ε
20
=
ε
10
.
But, for points (x, y, z) ∈ Ω3\E, it is only necessary bound the integrand,∣∣∣∣∫ ∞
0
log
PXY Z(r)PZ(r)
PXZ(r)PY Z(r)
− log fdFρ(r)
∣∣∣∣
≤
∫ ∞
0
∣∣∣∣log PXY Z(r)PZ(r)PXZ(r)PY Z(r) − log f
∣∣∣∣ dFρ(r)
≤
∫ ∞
0
2 logCdFρ(r)
≤ 2 logC.
The last step follows because Fρ(r) is a probability measure. Integrating term 35 over all
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of Ω3, ∫
Ω3
∣∣∣∣∫ ∞
0
log
PXY Z(r)PZ(r)
PXZ(r)PY Z(r)
− log fdFρ(r)
∣∣∣∣ dPXY Z
≤
∫
E
∣∣∣∣∫ ∞
0
log
PXY Z(r)PZ(r)
PXZ(r)PY Z(r)
− log fdFρ(r)
∣∣∣∣ dPXY Z
+
∫
Ω3\E
∣∣∣∣∫ ∞
0
log
PXY Z(r)PZ(r)
PXZ(r)PY Z(r)
− log fdFρ(r)
∣∣∣∣ dPXY Z
≤
∫
E
ε
10
dPXY Z +
∫
Ω3\E
2 logCdPXY Z
=
ε
10
+ (2 logC)PXY Z(Ω\E) ≤ ε
5
where we used Ergoroff’s theorem from line 39 in the last line. Now we integrate line 30
over Ω3 using the previous arguments showing that lines 31 32, 33, 34, and 35 are all
bounded. Choosing n large enough to satisfy the previous conditions, we have
∫
Ω3
|E [ξ]− log f | dPXY Z
≤
∫
Ω3
∣∣∣∣∫ ∞
0
ψ(k)− log(nPXY Z(r))dFρ
∣∣∣∣ dPXY Z
+
∫
Ω3
∣∣∣∣∫ ∞
0
E[ψ(nXZ)]− log(nPXZ(r))dFρ
∣∣∣∣ dPXY Z
+
∫
Ω3
∣∣∣∣∫ ∞
0
E[ψ(nY Z)]− log(nPY Z(r))dFρ
∣∣∣∣ dPXY Z
+
∫
Ω3
∣∣∣∣∫ ∞
0
E[ψ(nZ)]− log(nPZ(r))dFρ
∣∣∣∣ dPXY Z
+
∫
Ω3
∣∣∣∣∫ ∞
0
log
PXY Z(r)PZ(r)
PXZ(r)PY Z(r)
− log fdFρ
∣∣∣∣ dPXY Z
≤
∫
Ω3
ε
5
dPXY Z +
∫
Ω3
ε
5
dPXY Z
+
∫
Ω3
ε
5
dPXY Z +
∫
Ω3
ε
5
dPXY Z +
ε
5
= ε
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APPENDIX B
PROOF OF THEOREM 3.2
Proof. Let W ′1 . . . ,W ′n be another random sample of size n such that for each i, Wi =
(Xi, Yi, Zi),W ′i = (X ′i, Y ′i , Z ′i) and thatWi
d
= W ′i (equally distributed). LetW (i) = {W1, . . . ,Wi−1,W ′i ,Wi+1, . . . ,Wn}
and let W i− = {W1, . . . ,Wi−1,Wi+1, . . . ,Wn}We proceed using the Stein-Efron inequality
as in [25, Theorem 3.1],
Var
(
În(W )
)
≤ 1
2
n∑
i=1
E
[
În(W )− În(W (i))
]2
.
To reduce the number of cases we must examine, consider the following supremum
over possible values w1, . . . wn, w′i of the random vector W :
sup
w1,...wn,w′i
∣∣∣În(W )− În(W (i))∣∣∣
≤ sup
w1,...wn,w′i
(∣∣∣În(W )− În(W i−)∣∣∣
+
∣∣∣În(W i−)− În(W (i))∣∣∣)
≤ sup
w1,...wn
∣∣∣În(W )− În(W i−)∣∣∣
+ sup
w1,...,wi−1,w′i,wi+1,...,wn
∣∣∣În(W i−)− În(W (i))∣∣∣
= 2 sup
w1,...wn
∣∣∣În(W )− În(W i−)∣∣∣
=
2
n
sup
w1,...wn
n∑
j=1
∣∣ξj(W )− ξj(W i−)∣∣ .
The penultimate step holds because W d= W (i).
We proceed by bounding |ξj(W )− ξj(W i−)| by looking at the individual cases.
Case 1: i = j.
Notice that if 0 < a, b ≤ n then
|ψ(a)− log(b)| ≤ |ψ(a)− log(a)|+ |log(b)− log(b)|
≤ 1
b
+ log(max {a, b}) ≤ log n+ 1.
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Using this, ∣∣ξj(W )− ξj(W i−)∣∣
≤
∣∣∣ψ(k)− log(k˜′j)∣∣∣+ ∣∣ψ(nXZ,j)− log(n′XZ,j)∣∣
+
∣∣ψ(nY Z,j)− log(n′Y Z,j)∣∣+ ∣∣ψ(nZ,j)− log(n′Z,j)∣∣
≤ 4 log n+ 4.
In the summation from j = 1 to n, this can only happen one times, so we have that∑n
j=1 |ξj(W )− ξj(W i−)| ≤ 4 log n+ 4.
Case 2: i 6= j, k˜j > k.
Recall that ξj(W ) = log(k˜j) − log(nXZ,j) − log(nY Z,j) + log(nZ,j) and that ρk,j is the `∞-
distance from Wj to its kNN. Removing Wi from W will only change ξj(W ) if Wi is
counted in k˜j, nXZ,j, nY Z,j , or nZ,j . Because k˜j > k, there must be at least two points whose
distance to Wj is exactly ρk,j , so removing one point cannot change ρk,j , regardless of its
location with respect to Wj . Because ρk,j will remain unchanged after removing Wi from
W , k˜j, nXZ,j, nY Z,j , or nZ,j can each only decrease by a count of one. Under ξj(W i−), if k˜j =
k, then the log function will become ψ. In general, we have that ψ(w)− ψ(w − 1) = 1
w−1 ,
log(w)− log(w−1) = log ( w
w−1
) ≤ 1
w−1 and, log(w)−ψ(w−1) = log(w)−ψ(w)+ 1w−1 ≤ 2w−1 .
Regardless, we have ∣∣ξj(W )− ξj(W i−)∣∣
≤
∣∣∣log(k˜j)− ψ(k˜j − 1)∣∣∣
+ |log(nXZ,j)− ψ(nXZ,j − 1)|
+ |log(nY Z,j)− ψ(nY Z,j − 1)|
+ |log(nZ,j)− ψ(nZ,j − 1)|
≤ 2
k˜j − 1
+
2
nXZ,j − 1
+
2
nY Z,j − 1 +
2
nZ,j − 1 .
Now, rather than considering the number of points that can change with the removal
of Wi, we focus on the number of counts, k˜j, nXZ,j, nY Z,j , and nZ,j , that will change. If
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Wi is among the k˜jNN of Wj , then its removal can change at most the k˜j points within
a distance of ρk,j in all coordinates. If Wi is not among the k˜jNN of Wj but is counted
in nXZ,j , (and possibly in nZ,j too), then its removal will not affect k˜j or nY Z,j and will
only change nXZ,j , (and nZ,j) for the points within a distance of ρk,j from Wj in the XZ
coordinates, which is nXZ,j . Similarly, nY Z,j and nZ,j will change for at most nY Z,j and
nZ,j points, respectively. So, we have
n∑
j=1
∣∣ξj(W )− ξj(W (i))∣∣
≤
n∑
j=1
2
k˜j − 1
+
n∑
j=1
2
nXZ,j − 1
+
n∑
j=1
2
nY Z,j − 1 +
n∑
j=1
2
nZ,j − 1
≤ 2k˜j
k˜j − 1
+
2nXZ,j
nXZ,j − 1
+
2nY Z,j
nY Z,j − 1 +
2nZ,j
nZ,j − 1
≤ 16
Case 3: i 6= j, k˜j = k.
Again, removing Wi from W will change ξj(W ) only if Wi is counted in at least one of
k˜j, nXZ,j, nY Z,j , or nZ,j . If Wi is within the kNN of Wj , then removing Wi will change the
value of ρk,j . Because ρk,j is different, we cannot say how nXZ,j, nY Z,j , or nZ,j will change
so we give the loosest bound from case 1:∣∣ξj(W )− ξj(W i−)∣∣ ≤ 4 log n+ 4.
Using the first part of [22, Lemma C.1], if U ′i , U1, . . . , Un are vectors in Rd and U =
{U1, . . . , Uj−1, U ′i , Uj+1, . . . , Un}, then
n∑
j=1
I{U ′i is in the kNN of Uj inU} ≤ kγd
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where γd is a constant that only depends on the dimension of the XY Z space [26,
Corollary 6.1]. With this, we have
n∑
i=1
[
ξj(W )− ξj(W i−)
] ≤ kγd(4 log n+ 4).
If Wi is not within the kNN of Wj , it can still contribute to the count of nXZ,j, nY Z,j ,
or nZ,j . In this case ρk,j will not change, so removing one point will decrease nXZ,j, nY Z,j ,
or nZ,j by at most one, similar to case 2.∣∣ξj(W )− ξj(W (i))∣∣
≤ |ψ(k)− ψ(k)|
+ |ψ(nXZ,j)− ψ(nXZ,j − 1)|
+ |ψ(nY Z,j)− ψ(nY Z,j − 1)|
+ |ψ(nZ,j)− ψ(nZ,j − 1)|
=
1
nXZ,j − 1 +
1
nY Z,j − 1
+
1
nZ,j − 1 .
Using the second part of [22, Lemma C.1], if U ′i , U1, . . . , Un are vectors in Rd and
U = {U1, . . . , Uj−1, U ′i , Uj+1, . . . , Un}, then
n∑
j=1
1
ki
I{U ′i is in the kiNN of Uj inU} ≤ γd(log n+ 1).
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Then
n∑
j=1
∣∣ξj(W )− ξj(W i−)∣∣
≤
n∑
j=1
1
nXZ,j − 1 +
n∑
j=1
1
nY Z,j − 1
+
n∑
j=1
1
nZ,j − 1
≤
n∑
j=1
1
nXZ,j
+
n∑
j=1
1
nY Z,j
+
n∑
j=1
1
nZ,j
+ 3
≤ (γdXZ )(log n+ 1) + γdY Z (log n+ 1)
+ γdZ (log n+ 1) + 3
≤ γd(log n+ 1) + 3
where dXZ is the dimension of XZ, etc.
Combining all of these cases, we have
n∑
j=1
∣∣ξj(W )− ξj(W (i))∣∣
≤ (4 log n+ 4) + 16 + kγd(4 log n+ 4)
+ γd(log n+ 1) + 3
≤ 36kγd log n
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for n ≥ 2, k ≥ 1 (and d ≥ 3 so γd ≥ 3). Using Stein-Efron inequality,
Var
(
În(W )
)
≤ 1
2
n∑
i=1
E
[
În(W )− În(W (i))
]2
=
1
2
n∑
i=1
E
∣∣∣∣∣ 1n
n∑
j=1
ξj(W )− 1
n
n∑
j=1
ξj(W
(i))
∣∣∣∣∣
2
≤ 1
2n2
n∑
i=1
E
[
n∑
j=1
∣∣ξj(W )− ξj(W (i))∣∣]2
≤ 1
2n2
n∑
i=1
E
[
n∑
j=1
sup
W
∣∣ξj(W )− ξj(W i−)∣∣]2
≤ 1
2n2
n∑
i=1
E [36kγd log n]2
=
648k2γ2d(log n)
2
n
→ 0.
The last step uses l’Hospital’s rule twice.
APPENDIX C
PROOF OF COROLLARY 2
Proof. From the proof in theorem 3.2, it is easy to verify that
sup
w1,...wn,w′i
∣∣∣În(W )− În(W (i))∣∣∣
≤ 2
n
sup
w1,...wn
n∑
j=1
∣∣ξj(W )− ξj(W i−)∣∣
≤ 72kγd log n
n
.
So, În satisfies the bounded difference property. Using the bounded difference inequality
( [25, Theorem 6.2]) with
v =
1296k2(log n)2
n
,
36
we bound the one-sided probability by exp {−t2/(2v)} and simply multiply this value
by a factor of 2.
APPENDIX D
PROOF OF THEOREM 3.3
Proof. Let (x, y, z) be an arbitrary point in the domain of (X, Y, Z). Choose r ≥ 0 if
(x, y, z) is a discrete point and r > 0 if (x, y, x) is a continuous point. Recall that we
define PZ(r) ≡ PZ(B(z, r)). Proceeding by contradiction, assume that limd→∞ PZ(r) > 0;
that is, there exists a δ > 0 such that for every D > 0, there is a d ≥ D such that PZ(r) > δ.
B(z, r) is a d-dimensional, `∞-ball so it can be written as the product of d sets. Defining
Zk ≡ (Zk−1, · · · , Z1) for k = 1, 2, . . . , d. PZk|Zk(r) ≡ P(Zk ∈ pik(B(z, r))|Zk ∈ pik(B(z, r)))
where pik is the projection on to the kth coordinate and pik is the projection on to the
k − 1, . . . , 1 coordinates. Then we have that
d∏
k=1
PZk|Zk(r) = PZ(r) > δ.
Then
lim
d→∞
d∑
k=1
logPZk|Zk(r) > log δ > −∞.
For each k, logPZk|Zk(r) ≤ 0 so logPZk|Zk(r) → 0 as d → ∞ using the fact that ai ≥
0,
∑∞
i=1 ai < M for some M ⇒ ai → 0.
Choose ε > 0 and let Q be a finite partition of the domain of Z into sets with positive
measure in PZ . Because z and r were chosen arbitrarily in the previous part, then for each
Q ∈ Q, there is a point zQ in the domain of Z and distance rQ such that B(zQ, rQ) ⊆ Q.
Then there must be a dQ such that for every k ≥ dQ, − logPZk|ZK (B(zQ, rQ)) ≤ ε‖Q‖
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because logPZk|ZK (B(zQ, rQ))→ 0 for each Q. Choosing k ≥ maxQ∈Q dQ, we have that∑
Q∈Q
−PZkZk(Q) logPZk|Zk(Q)
≤
∑
Q∈Q
− logPZk|Zk(Q)
≤
∑
Q∈Q
− logPZk|ZK (B(zQ, rQ))
≤
∑
Q∈Q
ε
‖Q‖ = ε.
Let {Ql : l = 1, 2, . . . } be a sequence of increasingly fine partitions of the domain of
Z into sets with positive measure in PZ . Using [8, Lemma 7.18], we have that
H(Zk|Zk) = lim
l→∞
∑
Q∈Ql
−PZkZk(Q) logPZk|Zk(Q) ≤ ε.
Using Cesa`ro’s lemma (ai → a⇒ 1n
∑n
i=1 ai → a),
lim
d→∞
1
d
H(Z) = lim
d→∞
H(Zd|Zd) ≤ ε.
But, ε was chosen arbitrarily, so
lim
d→∞
1
d
H(Z) = 0,
a contradiction. Thus, limd→∞ PZ(r) = 0 for all z in the domain of Z.
Again, by contradiction, assume that PZ(ρk)
P−→ 1 as d→∞. Then
∞∑
d=1
logPZd|Zd(ρk) = log
( ∞∏
l=d
PZd|Zd(ρk)
)
= log (PZ(ρk))
P−→ 0
using the continuous mapping theorem. But, the sum of non-positive values can con-
verge to zero only if logPZd|Zd(ρk) = 0 for each d with probability one. Then PZ(ρk) = 1
for each finite d.
Fix d. For PZ(ρk) = PZ(B(z, ρk)) = 1, B(z, ρk) must include the support of Z. Then
kNN (in the XY Z space) must be on a boundary of the domain of Z and ρk, the `∞, kNN
distance in XY Z, must be at least half of diameter of the domain of Z with probability
one. Because all observations are independent of each other and identically distributed,
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all Z-coordinates within the sample must also be on the boundary of the domain of
Z with probability one. If Z were continuous, then the boundary would have measure
zero, indicating that each coordinate of Z must be discrete. Note that Z coordinates
need not be binary if using a discrete scalar distance metric for non-numeric, categorical
variables. If the support of Z contains more than one point, then ties are possible with
positive probability, and ρk = 0 with positive probability and PZ(B(z, ρk)) < 1. Then Z
must have support on one point, again contradicting a non-zero entropy rate for Z. This
indicates that limd→∞ PZ(ρk) < 1.
Using this fact, there must be an r such that for each d ≥ 1, PZ(ρk) ≤ PZ(r) < 1, so
that PZ(ρk) ≤ PZ(r)→ 0 as d→∞.
Finally, because PZ(ρk) ≥ PXY Z(ρk), we must have
PZ(ρk)− PXY Z(ρk)
1− PXY Z(ρk)
P−→ 0
as d→∞. Recall that nZ − k has a binomial distribution with the probability parameter
stated above which converges to zero. From here, it is easy to see that nZ
D−→ k (converges
in distribution) as d→∞. Because nZ is converging to a constant, we also have nZ P−→ k.
But, k ≤ k˜, nXZ , nY Z ≤ nZ , so k˜, nXZ , nY Z P−→ k as well. By the continuous mapping
theorem, for each sample point,
ξi = ψ(k)− ψ(nXZ)− ψ(nY Z) + ψ(nZ) P−→ 0
so that
Îprop(X;Y |Z) = 1
n
n∑
i=1
ξi
P−→ 0.
APPENDIX E
AUXILIARY LEMMAS
Proposition E.1. Let (X, 2X , µ) be a discrete measure space with µ(X) = C < ∞. Then for
every ε > 0, there exists a finite set E such that µ(X\E) < ε and each point in E has non-zero
measure.
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Proof. If X is finite, the problem is trivial. Assume X in infinite. Without loss of gen-
erality, remove any zero-measure points from X . Because (X, 2X , µ) is discrete, X must
be countable so we number each point in X . We must have that
∑∞
i=1 µ(xi) = C. Then
there must be a positive integer, N , such that for each n ≥ N , C −∑ni=1 µ(xi) < ε. Let
E = {xi : 1 ≤ i ≤ N}. Then µ(X\E) = µ(X)− µ(E) = C −
∑N
i=1 µ(xi) < ε.
Proposition E.2. Assume Wn ∼ Binomial(n, p), then
E
[
1
Wn + 1
]
=
1− (1− p)n+1
(n+ 1)p
≤ 1
np
(44)
Proof.
E
[
1
Wn + 1
]
=
n∑
m=0
1
m+ 1
(
n
m
)
pm(1− p)m−n
=
1
(n+ 1)p
n∑
m=0
(
n+ 1
m+ 1
)
pm+1(1− p)n−m
=
1
(n+ 1)p
n∑
m=1
(
n+ 1
m
)
pm(1− p)n+1−m
=
1
(n+ 1)p
[1− P(Xn+1 = 0)]
=
1− (1− p)n+1
(n+ 1)p
Proposition E.3. Let W ∼ Binomial(n, p) then∣∣∣∣E [log(W + knp+ k
)]∣∣∣∣ ≤ 1np+ k (45)
Proof. Using Taylor’s theorem to expanding log(x) about np+k, there exists c ∈ [x, np+k]
such that
log(x) = log(np+ k) +
x− np− k
np+ k
− (x− np− k)
2
2c2
. (46)
Plugging in W + k for x and aggregating the log terms,
log
(
W + k
np+ k
)
=
W − np
np+ k
− (W − np)
2
2c2
. (47)
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Taking the expected value of both sides, the first-order term drops out,
E
[
log
(
W + k
np+ k
)]
= E
[
−(W − np)
2
2c2
]
for some c ∈ [np+ k,W + k]. Notice that E
[
log
(
W+k
np+k
)]
≤ 0 for all c, so that∣∣∣∣E [log(W + knp+ k
)]∣∣∣∣ ≤ E [ maxc∈[np+k,W+k]
{
(W − np)2
2c2
}]
. (48)
Because 1
2c2
is monotonic, (W−np)
2
2c2
is optimized at the boundary values of c = np+ k and
c = W + k. If c = np+ k,
E
[
(W − np)2
2c2
]
=
np(1− p)
2(np+ k)2
≤ np+ k
2(np+ k)2
=
1
2(np+ k)
using E[(W − np)2] = Var(W ) = np(1− p).
If c = W + k and k ≤ np, we use ∑nj=0 (n+2j+2)pj+2(1 − p)n−j = P(V ≥ 2) where
V ∼ Binomial(n+ 2, p), so that
E
[
(W − np)2
2(W + k)2
]
=
1
2
n∑
j=0
(j − np)2
(j + k)2
(
n
j
)
pj(1− p)n−j
≤ 1
2
n∑
j=0
(j − np)2
(j + 2)(j + 1)
(
n
j
)
pj(1− p)n−j
=
1
2
n∑
j=0
(j − np)2
(n+ 2)(n+ 1)p2
(
n+ 2
j + 2
)
pj+2(1− p)n−j
≤ E [(V − np)
2]
2(n+ 2)(n+ 1)p2
=
(n+ 2)p(1− p) + 4p2
2(n+ 2)(n+ 1)p2
≤ (n+ 2)p
2(n+ 2)(n+ 1)p2
≤ 1
2np
≤ 1
np+ k
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for n ≥ 4, k ≥ 2 using k ≤ np in the last step.
If c = W + k ≥ k and np ≤ k, so
E
[
(W − np)2
2c2
]
≤ E
[
(W − np)2
2k2
]
=
np(1− p)
2k2
≤ 1
2k
≤ 1
np+ k
Putting this together, ∣∣∣∣E [log(W + knp+ k
)]∣∣∣∣
≤ max
{∣∣∣∣E [(W − np)22c2
]∣∣∣∣ , ∣∣∣∣E [(W − np)22(W + k)2
]∣∣∣∣}
= max
{
1
2(np+ k)
,
1
np+ k
}
=
1
np+ k
(49)
Lemma E.4. Assume Wn − k ∼ Binomial(n− k − 1, p) and k ≥ p1−p . Then
|E [log(Wn)]− log(np)| ≤ 1
k
+
k
np
(50)
and
|E [ψ(Wn)]− log(np)| ≤ 2
k
+
k
np
(51)
Proof. Using the triangle inequality,
|E [ψ(Wn)]− log(np)|
≤ E [|ψ(Wn)− logWn|] + |E [log(Wn)]− log(np)| .
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Using lemma E.3, and the fact that | log(w)| ≤ w − 1 for w > 1, we have that
|E [log(Wn)]− log(np)|
≤ |E [log(Wn)]− log((n− k − 1)p+ k)|
+ |log((n− k − 1)p+ k)− log(np)|
=
∣∣∣∣E [log( Wn(n− k − 1)p+ k
)]∣∣∣∣
+ log
(
(n− k − 1)p+ k
np
)
≤ 1
(n− k − 1)p+ k +
(n− k − 1)p+ k
np
− 1
≤ 1
k
+
k
np
.
Because k ≥ p
1−p , (n− k − 1)p+ k ≥ np.
Because |ψ(w)− log(w)| < 1
w
for w > 0 and Wn ≥ k, E [|ψ(Wn)− logWn|] < E
[
1
Wn
]
≤
1
k
. So,
|E [ψ(Wn)]− log(np)| ≤ 2
k
+
k
np
.
Lemma E.5. Let V be a d-dimensional random variable on the probability space (V ,BV , P ) with
V = ∏i∈I V ⊆ Rd where I = {1, . . . , d} and for nonempty J ⊆ I , let PJ = PVi:i∈J . Assume that
the support of P is V and that for any nonempty J ⊆ I , the set
DJ =
{
w ∈
∏
i∈J
Vi : PJ({w}) > 0
}
is countable and nowhere dense in
∏
i∈J Vi. Let v1, . . . , vn ∼ P be an independent sample in V ,
and for a point v ∈ V , define k˜(v) = |{vi : ‖v − vi‖∞ ≤ ρv}| where ρv is the distance to the kth
nearest neighbor to v in the sample. If k
n
→ 0, and n→∞ then
k˜(V )→ k almost surely
given that V ∈ C ≡ {v ∈ V : P ({v}) = 0}
Proof. For each J ⊆ I , DJ is countable, so we can index it with the positive integers.
Using contradiction, assume that some ordering is a Cauchy sequence; that is, for every
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ε > 0, there is a positive integer N such that for all integers l,m ≥ N , ‖al − am‖∞ < ε.
But, all Cauchy sequences converge in the complete metric space ( [27, Theorem 3.11]),
(Rd, `∞), so for some a, ai → a as i→∞, a contradiction since D is nowhere dense in W .
Thus, for each J , there is a ζJ > 0 such that for any two points, al, am ∈ DJ , ‖al − am‖∞ ≥
ζJ . I is finite, so ζ ≡ minJ⊆I{ζJ}3 exists.
In (Rd, `∞), if ‖a− b‖∞ = ‖a− c‖∞, then there must be at least one coordinate, i, such
that a(i)−b(i) = a(i)−c(i) ≡ r (where the vectors are function mapping the coordinate(s)
to its coordinate value(s)) and for all other coordinates, j 6= i, a(j)− b(j), a(j)− c(j) ≤ r.
This can only happen when a(i), b(i), c(i) ∈ Di; they have a positive point mass so ties
are possible. Consider a case where there are discrete points, Pi({w(i)}) > 0 for some
coordinates, i ∈ J , but will not have any ties in distance. Suppose A = {(a(i) : i ∈ I)} is
a subset in the support of P with positive measure such that the marginal distribution
on A is discrete for the coordinates in J and continuous for coordinate in I\J ; that is,
Pi({a(i)}) > 0 when i ∈ J and Pi({a(i)}) = 0 when i ∈ I\J . Assume that for some point
(b(i) : i ∈ J) in a subspace of A, PJ((bi : i ∈ J)) > 0, then the subset of A restricted to
equal (b(i) : i ∈ J) on J ,
B ≡ {(a(i) : i ∈ I) ∈ A : a(i) = b(j), j ∈ J} ,
also has a positive probability. If the random sample has values vm, vl ∈ B and another
arbitrary point b ∈ B, then
P (‖vm − b‖∞ = ‖vl − b‖∞) = 0.
This is because the scalar values of vm(i), vl(i) and b(i) are equal for i ∈ J while for
i ∈ I\J , vm(i), vl(i) and b(i) are from a continuous distribution, so equal with probability
zero with each positive scalar distances. Further, if there are at least k sample points in
B, each will have a distinct `∞-distance to b for the same reason. Thus, k˜(b) = k with
probability one.
Generalizing on this point, let v ∈ C and let J = {i ∈ I : Pi({v(i)}) = 0}. Define
BJ(v, δ) ⊆ V to be the Cartesian product of [v(i) − δ, v(i) + δ] for i ∈ J and {v(i)} for
44
i ∈ I\J ,
BJ(v, δ) =
∏
i∈J
[v(i)− δ, v(i) + δ]×
∏
i∈I\J
{v(i)}.
VJ may have positive point masses among continuous points. Because DJ is nowhere
dense in VJ , there is δv > 0 such that DJ ∩ piJ(BJ(v, δv)) = ∅ (where piJ is the projection
onto J) and PJ(BJ(v, δv)) > 0. Notice that if there are more than k sample points in
B(v, δv) then k˜(v) = k.
Let W = {v ∈ C : δv ≥ ζ} and fix w ∈ W . Let ε ∈ [ζ, 0) and ρv be the `∞-distance
from v to its kNN in the sample v1, . . . , vn. Choose N large enough so that for all n ≥ N ,
k
n
≤ P (BJ(v, ε)). Then using Chernoff’s bound,
P(ρv > ε) = P(Binomial(n, P (v, ε)) ≤ k)
≤ exp
{
−
(
1
2
nP (v, ε)− k
)}
.
So,
∑∞
n=1 P(ρv > ε) < ∞. Using the Borel-Cantelli lemma, [9, Lemma 2.2.4], ρv → 0
almost surely as n→∞.
Notice that
P(ρV > ε|V ∈ W ) =
∫
W
P(ρv > ε)dP (v).
Using the Lebesgue dominated convergence theorem, with the fact that for each n,P(ρv >
ε) ≤ 1 for all v ∈ W and P(ρv > ε) → 0 almost surely, we have P(ρV > ε|V ∈ W ) → 0
almost surely as n→∞. Then k˜(V )→ k given that V ∈ W almost surely as n→∞.
Consider
C\W = {v ∈ C : δv < ζ} .
For each v ∈ C\W , there must be J ⊆ I such that
D ≡ (DJ × {v(I\J)}) ∩BJ(v, ζ) 6= ∅.
There may be points x ∈ D such that P ({x}) = 0. Notice that
C\W =
⋃
x∈D
B(x, ζ).
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Similarly, for each x ∈ D, there is J ⊆ I such that x(J) ∈ DJ . Because D ⊆
⋃
J⊆I(DJ ×
DI\J), D is countable. By choice of ζ , for every two points a, b ∈ D, ‖a− b‖∞ > ζ , so
i 6= j, B(xi, ζ) ∩B(xj, ζ) = ∅.. With both of these,
P
(⋃
x∈D
B(x, ζ)
)
=
∞∑
i=1
P (B(xi, ζ)) .
For xi ∈ D, for all v ∈ B(xi, ζ), there is no J , such that v(J) ∈ DJ because of choice
of ζ . Stated differently, for each J ⊆ I , P ({v(J)}) = 0. Consequently, there can be no ties
in distance to points other than xi. Let Kxi = {v ∈ B(xi, ζ)\{xi} : xi ∈ B(v, ρv)} Using
[26, Corollary 6.1], |Kxi | ≤ kγd where γd is a function of only the dimension d. Let
pi = P (B(xi, ζ)\{xi}), then
P
(
k˜(v) > k : v ∈ B(xi, ζ)\{xi}
)
≤ P(xi ∈ B(v, ρv))
= P(v ∈ Kxi).
This probability depends on the number of sample points that fall into B(xi, ζ). Looking
at the random variable and using Chernoff,
P(k˜(V ) > k|V ∈ B(xi, ζ)\{xi})
≤ P(V ∈ Kxi |V ∈ B(xi, ζ)\{xi})
= P (Binomial(n, pi) ≤ kγd)
≤ exp
{
−
(
1
2
npi − kγd
)}
.
So,
∑∞
n=1 P(k˜(V ) > k|V ∈ B(xi, ζ)\{xi}) < ∞. Using the Borel-Cantelli lemma, [9,
Lemma 2.2.4], k˜(V )→ k given that V ∈ C\W almost surely as n→∞.
Lemma E.6. Let Fρ(r) be the probability that the distance to a point’s kNN in a sample of n
points is ρ ≤ r and let PW (r) be the probability mass of the ball of radius r centered at the same
point. Then
dFρ
dPW
(r) =
(n− 1)!
(k − 1)!(n− k − 1)!×
[PW (r)]
k−1 [1− PW (r)]n−k−1 .
(52)
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Proof. Let ρ1, . . . , ρn−1 be the ordered distances from the point of interest. The probability
that kth largest distance is at least r is
P (ρk ≤ r)
= P (I(ρi ≤ r) ≥ k)
=
n−1∑
j=k
P (I(ρi ≤ r) = j)
=
n−1∑
j=k
(
n− 1
j
)
[PW (r)]
j [1− PW (r)]n−j−1 .
Taking the derivative with respect to Pw(r) ≡ p,
dFρ
dp
=
n−1∑
j=k
(
n− 1
j
)
d
dp
[
pj(1− p)n−j−1]
=
n−1∑
j=k
(
n− 1
j
)
[jpj−1(1− p)n−j−1
− pj(n− j − 1)(1− p)n−j−2]
=
n−1∑
j=k
(n− 1)!
(j − 1)!(n− j − 1)p
j−1(1− p)n−j−1
−
n−1∑
j=k
(n− 1)!
j!(n− j − 2)p
j(1− p)n−j−2
=
(n− 1)!
(k − 1)!(n− k − 1)!p
k−1(1− p)n−k−1.
The last equality follows from realizing that all terms cancel except for j = k in the first
term.
Definition E.1. Let (W,B, P ) be a d-dimensional probability space with W = ∏i∈IWi where
I = {1, . . . , d} and PJ = PWi:i∈J for J ⊆ I . For A ⊆ W , and v = (vi : i ∈ J) ∈
∏
i∈JWi
let Av = {(ai : i ∈ I\J) : (ai : i ∈ I) ∈ A, ai = vj, i = j ∈ J}. The probability measure, P , is
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non-singular if for some J ⊆ I and A ⊆ W in the support of P ,
P ({(ai : i ∈ I) :
PI\J(A(ai:i∈J)) = PJ(A(ai:i∈I\J)) = 0
})
= 0.
(53)
Lemma E.7. Let V = (V1, V2, . . . , Vd) be a d-dimensional random vector on the probability
space, (V ,BV , PV ) where Vi is either continuous, countably discrete, or a mix of both. If P is
non-singular then there exists a product measure µ on the same space such that PV  µ.
Proof. We construct µ by looking at the scalar coordinates of V ≡ (V1, . . . , Vd) over its
product space, V ≡ V1×V2×· · ·×Vd. If Vi is not a subset ofR, Vi is categorical and we use a
zero-one distance metric. So that we can work exclusively in Rc for some positive integer
c, we create dummy indicators for all categories except one; this preserves the `∞ metric
for categorical variables. Recall that the marginal measure for any scalar coordinate is
PVi(A) = PV (V1 · · · × Vi−1 × A × Vi+1 × · · · × Vd) where A ⊆ Vi. For each i = 1, . . . , d,
redefine Vi by restricting it to the support of PVi and BVi the corresponding σ-algebra.
Partition Vi into its discrete and continuous parts. For a set A contained within the
support of a random variable, U , let CU(A) = {x ∈ A : PU(x) = 0} be the continuous
partition and DU(A) = {x ∈ A : PU(x) > 0}, which is countable by assumption. Clearly
CU(A) ∪ DU(A) = A and CU(A) ∩ DU(A) = ∅ for all random variables U . Let λ be the
Lebesgue measure and ν be the counting measure. Define the measure µi : BVi → [0,∞)
to be λ + νi, where νi(CVi(Vi)) = 0 and the counting measure on DVi(Vi), νi(DVi(Vi)) =
ν(DVi(Vi)). It is easy to see that µi is a well-defined measure on the measurable space,
(Vi,BVi) because both the counting measure and Lebesgue measures are well-defined, as
is their sum. Define a measure µ : BV → R as the product measure, µ = µ1×µ2×· · ·×µd.
With the construction complete, we now show that PV  µ. We begin by showing
that for each coordinate, j = 1, . . . , d, PVj  µj . Let j = 1, . . . , d and A ∈ BVi with µj(A) =
0. Consider the continuous and discrete partitions, CVj(A) and DVj(A), respectively. By
definition, λ(CVj(A)) + νj(DVj(A)) = 0 so λ(CVj(A)) = 0 and νj(DVj(A)) = 0. If the
coordinate project for j has a nonempty continuous partition, then PVj  λ on CVj(Vj), so
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PVj(CVj(A)) = 0. Also, 0 = νj(DVj(A)) = ν(DVj(A)), so DVj(A) = ∅, so PVj(DVJ (A)) = 0.
Then PVj(A) = PVj(CVj(A)) + PVj(DVj(A)) = 0
Proceeding by mathematical induction, we already have PV1  µ1. Assume that
PV1...Vj  µ1 × · · · × µj ≡
∏j
i=1 µi and that for some A ∈ BV1...VjVj+1 (the product
σ-algebra) (
∏j+1
i=1 µi)(A) = 0. Let Av1,...,vj = {vj+1 : (v1, . . . , vj, vj+1) ∈ A} and Avj+1 =
{(v1, . . . , vj) : (v1, . . . , vj, vj+1) ∈ A}. Let A1 = V1 × · · · × Vj
{
vj+1 : PV1...Vj(Avj+1) > 0
}
and
A2 =
{
(v1, . . . , vj) : PVj+1(Av1,...,vj) > 0
}× Vj+1.
Using Fubini’s theorem,
0 =
(
j+1∏
i=1
µi
)
(A)
=
(
j∏
i=1
µi × µj+1
)
(A)
=
∫
Vj+1
(
j∏
i=1
µi
)
(Avj+1)dµj+1(vj+1).
Using [9, Lemma 1.3.8], f ≥ 0, ∫ fdµ = 0⇒ µ {x : f(x) > 0} = 0, we must have
0 = µj+1
({
vj+1 :
(
j∏
i=1
µi
)
Avj+1) > 0
})
= µj+1
(
Vj+1\
{
vj+1 :
(
j∏
i=1
µi
)
(Avj+1) = 0
})
≥ µj+1
(Vj+1\{vj+1 : PV1...Vj(Avj+1) = 0}) .
The last inequality follows because PV1...Vj 
∏j
i=1 µi implies that
{
vj+1 :
(∏j
i=1 µi
)
(Avj+1) = 0
}
⊆{
vj+1 : PV1...Vj(Avj+1) = 0
}
. Then µj+1
(Vj+1\{vj+1 : PV1...Vj(Avj+1) = 0}) = 0. But, PVj+1 
µj+1 implies that
0 = PVj+1
(Vj+1\{vj+1 : PV1...Vj(Avj+1) = 0})
= PVj+1
({
vj+1 : PV1...Vj(Avj+1) > 0
})
= PV1...VjVj+1(A1).
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Using the same procedure but switching
∏j
i=1 µi and µj+1 and correspondingly,
switching PV1...Vj and PVj+1 , it is easy to show that
0 = PV1...Vj
({
(v1, . . . , vj) : PVj+1(Av1,...,vj) > 0
})
= PV1...VjVj+1(A2).
Consider the set of points (v1, . . . , vj, vj+1) such that each coordinate satisfies PVj+1(Av1,...,vj) =
0 and PV1...Vj(Avj+1) = 0; call this set, A3. Showing that P (A3) = 0, consider the set of
points, (a1, . . . ad) ∈ B ⊆ V such that
PVj+1...Vd
[A× d∏
i=j+2
Vi
]
(a1,...,aj)
 = 0
and
PV1...Vj
[A× d∏
i=j+2
Vi
]
(aj+1,...,ad)
 = 0.
Let (b1, . . . , bd) ∈ A3 ×
∏d
i=j+2 Vi. Then
PVj+1...Vd
[A× d∏
i=j+2
Vi
]
(b1,...,bj)

= PVj+1...Vd
(
A(b1,...,bj) ×
d∏
i=j+2
Vi
)
= PVj+1
(
A(b1,...,bj)
)
= 0
and
PV1...Vj
[A× d∏
i=j+2
Vi
]
(bj+1,...,bd)

= PV1...Vj
(
Abj+1
)
= 0.
Then
A3 ×
d∏
i=j+2
Vi ⊆ B.
Because PV is non-singular, PV (B) = 0, so
PV
(
A3 ×
d∏
i=j+2
Vi
)
= PV1...VjVj+1(A3) = 0.
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Now, A ⊆ A1 ∪ A2 ∪ A3 implies that
PV1...VjVj+1(A)
≤ PV1...VjVj+1(A1 ∪ A2 ∪ A3)
≤ PV1...VjVj+1(A1) + PV1...VjVj+1(A2)
+ PV1...VjVj+1(A3)
= 0,
so PV1...VjVj+1(A) = 0. Thus, by mathematical induction, for any positive integer, d, we
have that PV  µ.
Lemma E.8. Let µ and ν be nonsingular probability measures on (Rd,B) such that ν  µ and
assume {x : µ({x}) > 0} is nowhere dense in Rd. Let B(x, r) be a ball of radius r centered at x.
If µ({x}) > 0 then
dν
dµ
(x) =
ν({x})
µ({x})
otherwise
dν
dµ
(x) = lim
r→0
ν(B(x, r))
µ(B(x, r))
. (54)
Proof. If µ({x}) > 0, then dν
dµ
(x) = ν({x})
µ({x}) :∫
{x}
ν({x})
µ({x})dµ =
ν({x})
µ({x})µ({x}) = ν({x}).
If µ({x}) = 0 and in the support of µ, there must be some δ > 0 such that for
every y ∈ B(x, δ), µ({y}) = 0 because {x : µ({x}) > 0} is nowhere dense in Rd and
µ(B(x, δ)) > 0. Notice that some coordinates of x = (x1, . . . , xd) may be discrete but
there must be at least one continuous coordinate in order for µ({x}) = 0. Let Icont be
the index of continuous coordinates of x and Idisc be the index of discrete coordinates
of x. Using the proof of lemma E.7, each coordinate of Icont will be dominated by the
Lebesgue measure within B(x, δ). Again, because {x : µ({x}) > 0} is nowhere dense in
Rd,
δdisc ≡ min
y∈Supp(µ)
{‖xdisc − ydisc‖`∞ : xdisc 6= ydisc} > 0
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where zdisc ≡ (zi : Idisc) for z = x, y. If δ > δdisc, then redefine δ = δdisc. Now xdisc is
constant within B(x, δ) and homeomorphic to a subset of Ra for some integer a ≤ d with
the corresponding Lebesgue measure. Then µ  λ on B(x, δ) where λ is Lebesgue on
the support of µ and zero otherwise so that λ µ as well. Using [27, Theorem 7.8],
dν
dλ
(x) = lim
r→0
ν(B(x, r))
λ(B(x, r))
and
dµ
dλ
(x) = lim
r→0
µ(B(x, r))
λ(B(x, r))
.
Notice that µ λ and λ µ⇒ dµ
dλ
(x) > 0. Then
dν
dµ
(x) =
(
dν
dλ
dλ
dµ
)
(x)
=
[
dν
dλ
(
dλ
dµ
)−1]
(x)
=
(
lim
r→0
ν(B(x, r))
λ(B(x, r))
)(
lim
r→0
µ(B(x, r))
λ(B(x, r))
)−1
= lim
r→0
ν(B(x, r))
µ(B(x, r))
.
Lemma E.9. Assume 0 < f ≤ C, for some C > 0 if PXY Z({(x, y, z)}) > 0 then
f(x, y, z) =
PXY Z({(x, y, z)})PZ({z})
PXZ({(x, z)})PY Z({(y, z)})
otherwise
PXY Z(r)PZ(r)
PXZ(r)PY Z(r)
→ dPXY |Z
d(PX|Z × PY |Z) (55)
(converges pointwise) as r → 0 and
PXY Z(r)PZ(r)
PXZ(r)PY Z(r)
≤ C (56)
almost everywhere [PX|Z × PY |Z ].
Proof. From lemma E.7, for a random variables, U and V define µU × µV = µUV . Based
on definitions from [8, §7.1 and §7.2], define pUV = dPUVdµUV , pV =
dPV
dµV
, and pU |V = pUVpV . Note
that µUV is not a probability measure, but for brevity, we define µU |V (A|v) = µU(A) for
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A in the support of U and v in the support of V so that PU |V and µU |V have the same
support.
From lemma E.7, PXY |Z  µXY |Z . Because PX|Z has the same support as µX|Z , µX|Z 
PX|Z ; similarly, PY |Z has the same support as µY |Z , so µY |Z  PY |Z . Using a proof similar
to that of lemma E.7, µX|Z × µY |Z  PX|Z × PY |Z . But, µXY |Z = µX|Z × µY |Z because it is
a product measure.
Using properties of RN derivatives so that
dPXY |Z
d(PX|Z × PY |Z)
=
dPXY |Z
d(µX|Z × µY |Z)
d(µX|Z × µY |Z)
d(PX|Z × PY |Z)
=
dPXY |Z
dµXY |Z
[
d(PX|Z × PY |Z)
d(µX|Z × µY |Z)
]−1
=
dPXY |Z/dµXY |Z
d(PX|Z × PY |Z)/d(µX|Z × µY |Z)
=
dPXY |Z/dµXY |Z
(dPX|Z/dµX|Z)(dPY |Z/dµY |Z)
=
dPXY Z
dµXY Z
/dPZ
dµZ(
dPXZ
dµXZ
/dPZ
dµZ
)(
dPY Z
dµY Z
/dPZ
dµZ
)
=
dPXY Z
dµXY Z
dPZ
dµZ
dPXZ
dµXZ
dPY Z
dµY Z
=
d(PXY Z × PZ)/d(µXY Z × µZ)
d(PXZ × PY Z)/d(µXZ × µY Z)
=
d(PXY Z × PZ)
d(PXZ × PY Z) .
Applying lemma E.8 completes the first claim.
Second, note that g ≡ dν
dµ
≤ C implies that for any set A such that µ(A) > 0, ν(A)
µ(A)
≤ C.
To see this, ν(A) =
∫
A
gdµ ≤ ∫
A
Cdµ = Cµ(A). So, the second claim holds as well.
Lemma E.10. Assume Wn,r − k ∼ Binomial
(
n− k − 1, q(r)−p(r)
1−p(r)
)
where p(r), q(r) are proba-
bilities, and for all r, p(r) ≤ q(r). Then∣∣∣∣∫ ∞
0
E [ψ(Wn,r)]− log(nq(r))dFρ(r)
∣∣∣∣ < 3k − 1 (57)
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and ∣∣∣∣∫ ∞
0
E [log(Wn,r)]− log(nq(r))dFρ(r)
∣∣∣∣ < 2k − 1 . (58)
Proof. We suppress the arguments/subscripts, r and n for brevity through out this proof.
Using the triangle inequality, the fact that |ψ(w)− log(w)| ≤ 1
w
,
|E [ψ(Wn,r)]− log(nq(r))|
≡ |E [ψ(W )]− log(nq)|
≤ |E [ψ(W )]− E [log(Wn)]|
+
∣∣∣∣E [log(W )]− log [(n− k − 1)(q − p1− p
)
+ k
]∣∣∣∣
+
∣∣∣∣log [(n− k − 1)(q − p1− p
)
+ k
]
− log(nq)
∣∣∣∣
≤ E
[
1
W
]
+
∣∣∣∣∣∣E
log
 W
(n− k − 1)
(
q−p
1−p
)
+ k
∣∣∣∣∣∣
+ log
(n− k − 1)
(
q−p
1−p
)
+ k
nq

≤ 1
k
+
1
(n− k − 1)
(
q−p
1−p
)
+ k
+
k
np
− 1
≤ 2
k
+
k
np
− 1.
The penultimate step uses W ≥ k and proposition E.3 for the first two terms. We show
the third term here, again using log(w) ≤ w − 1 for w ≥ 0 and
(
p(1−q)
q(1−p)
)
≤ 1:
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log
(n− k − 1)
(
q−p
1−p
)
+ k
nq

≤
(n− k − 1)
(
q−p
1−p
)
+ k
nq
− 1
=
k
(
1−q
1−p
)
+ (n− 1)
(
q−p
1−p
)
nq
− 1
=
k
np
(
p(1− q)
q(1− p)
)
+
n− 1
n
(
q − p
q(1− p)
)
− 1
=
k
np
(
p(1− q)
q(1− p)
)
+
n− 1
n
(
1− p(1− q)
q(1− p)
)
− 1
=
(
k
np
− n− 1
n
)(
p(1− q)
q(1− p)
)
+
1
n
≤ k
np
− n− 1
n
+
1
n
=
k
np
− 1.
Putting this all together, ∣∣∣∣∫ ∞
0
E [ψ(W )]− log(nq)dFρ
∣∣∣∣
≤
∫ ∞
0
|E [ψ(W )]− log(nq)| dFρ
≤
∫ ∞
0
(
2
k
+
k
np
− 1
)
dFρ
=
2
k
+
k
n
∫ ∞
0
1
p
dFρ − 1
=
2
k
+
k
n
(
n− 1
k − 1
)
− 1
≤ 2
k
+
k
k − 1 − 1 ≤
3
k − 1
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We complete the integration step using lemma E.6 and two beta function identities,∫ ∞
0
1
p
dFρ
=
∫ 1
0
1
p
(n− 1)!
(k − 1)!(n− k − 1)!p
k−1(1− p)n−k−1dp
=
(n− 1)!
(k − 1)!(n− k − 1)!
∫ 1
0
pk−2(1− p)n−k−1dp
=
(n− 1)!
(k − 1)!(n− k − 1)!
(k − 2)!(n− k − 1)!
(n− 2)!
=
n− 1
k − 1 .
The second claim follows using a close but simpler argument.
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