A. In this paper, an efficient numerical procedure is presented to implement the Gaussian Runge-Kutta (GRK) methods (also called Gauss methods). The GRK technique first discretizes each marching step of the initial value problem using collocation formulations based on Gaussian quadrature. As is well known, it preserves the geometric structures of Hamiltonian systems. Existing analysis shows that the GRK discretization with s nodes is of order 2s, A-stable, B-stable, symplectic and symmetric, and hence "optimal" for solving initial value problems of general ordinary differential equations (ODEs). However, as the unknowns at different collocation points are coupled in the discretized system, direct solution of the resulting algebraic equations is in general inefficient. Instead, we use the Krylov deferred correction (KDC) method in which the spectral deferred correction (SDC) scheme is applied as a preconditioner to decouple the original system, and the resulting preconditioned nonlinear system is solved efficiently using Newton-Krylov schemes such as Newton-GMRES method. The KDC accelerated GRK methods have been applied to several Hamiltonian systems and preliminary numerical results are presented to show the accuracy, stability, and efficiency features of these methods for different accuracy requirements in short-and long-time simulations.
I
The symplectic numerical methods are specially designed for integrating Hamiltonian systems. They preserve the inherent canonical properties of the continuous Hamiltonian flows. Extensive comparative numerical experiments have shown the overwhelming superiorities of symplectic methods over nonsymplectic ones, especially in structural, global and long-time tracking capabilities and preservation of invariants (also called first integrals) [9, 16, 18, 31, 47, 48, 56] . In this paper, we focus on a special class of symplectic methods called the Gaussian Runge-Kutta (GRK) methods or the Gauss methods. The GRK methods represent a special class of collocation formulations for each time marching step using the Gaussian quadrature nodes. Previous theoretical study has shown many interesting features of the GRK methods. In particular, the GRK discretization with s Gaussian nodes is of order 2s (super-convergence), A-stable, B-stable, symplectic (structure preserving), and symmetric (time reversible). One refers to [31] for more details.
It is noticed that there is an order limitation to the implementations of the GRK methods. In practice, due to efficiency and stability considerations, most time integration schemes for general initial value problems are limited to orders of 10 or so. The fully implicit higher order GRK schemes, in spite of optimality in accuracy and flexibility in stepsize, are very inefficient to implement if directly use Newton's method and Gauss elimination as the solutions at different collocation nodes are coupled. On the other hand, the much more easily implemented schemes such as explicit higher-order Runge-Kutta or linear multistep methods are usually not structure-preserving, and require extremely small time steps due to stability restriction [2, 32] . They are not good candidates for solving complicated nonlinear problems for long time.
There have been many research efforts to develop higher order or even spectral schemes for initial value problems. The classical deferred and defect correction methods try to derive higher order approximations by iteratively refining the error or defect equations using lower order schemes [42, 62, 63] . In [12] , Dutt et al introduced the spectral deferred correction (SDC) methods which use the Gaussian quadrature nodes instead of uniform ones, and the Picard integral equation formulation instead of the numerically unstable differential equation form. Extremely high-order SDC schemes (up to 30) have been tested on many initial value ODE problems. In [33] , Huang et al noticed that the deferred and defect correction procedures are equivalent to preconditioned Neumann series expansions, in which the deferred correction schemes are applied as preconditioners to decouple the original coupled collocation formulations. Therefore, the Newton-Krylov methods can be introduced to further accelerate the convergence of the SDC methods for ODE problems, as well as to avoid the divergence of the SDC type methods for differential algebraic equations (DAEs). Numerical experiments in [33, 34] have shown that the resulting Krylov deferred correction (KDC) methods are of arbitrary order, very efficient, and can effectively eliminate the order reduction for stiff systems observed in the SDC and other initial value problem solvers. The purpose of this paper is to combine the Krylov deferred correction methods with GRK formulations, and compare the performance of different KDC accelerated initial value problem solvers. Our preliminary numerical results on several Hamiltonian systems show that for the same accuracy requirement, higher order methods are more efficient than lower order ones, and symplectic methods preserve invariants of the original system better than non-symplectic ones, hence are more stable numerically.
We want to mention that most of the fundamental building blocks in the KDC accelerated GRK methods are not new and have been studied previously. How the decoupled system can be used as a preconditioner for a couple system can be found in [38] . Detailed discussions of the KDC methods are presented in [34] , and analytical properties of the GRK methods have been studied thoroughly in [31] . In this paper, these building blocks are integrated together and applied to the Hamiltonian systems, and our numerical results show that the resulting high-order symplectic methods are extremely useful tools for largescale long-time initial value Hamiltonian system simulations. This paper is organized as follows. In Sec. 2, we give a short introduction of symplectic methods for Hamiltonian systems. In particular, we discuss the GRK methods and their analytical properties. High-order GRK methods are traditionally considered inefficient as direct solution of the resulting discretizated system using Newton's method and Gauss elimination requires prohibitive amount of work. To improve the performance, in Sec. 3, we introduce the KDC technique, in which the spectral deferred correction (SDC) methods are used as preconditioners, and the resulting preconditioned systems are solved efficiently using Newton-Krylov schemes. Finally in Sec. 4, we present several numerical results to compare the KDC accelerated GRK methods with other solvers of different orders.
H S  G R-K M
In this section, we discuss several basic concepts of the Hamiltonian systems and Gaussian Runge-Kutta methods.
2.1. Hamiltonian Systems and Symplectic Methods. A system of ordinary differential equations (2.1)
is called a Hamiltonian system when p = 2n and it takes the form (2.2)
where J = 0 n I n −I n 0 n , ∇ stands for the gradient operator, and H : R 2n → R 1 is a smooth function referred to as the Hamiltonian.
The symplectic methods represent a special class of numerical initial value problem solvers which preserve the geometric structures of Hamiltonian systems. The mathematical definition of symplectic methods are briefly given below via the so-called step-transition operator. Interested readers are referred to [9, 16, 31] for detailed discussions of the steptransition operator as well as symplectic methods. 
for any Hamiltonian H and sufficiently small step-size h .
There are many ways to construct symplectic methods, including those based on the Padé approximations, generating functions, Adams, splitting, composition, and RungeKutta techniques. Using Cayley transform [16] or Padé approximations [17] , Feng discovered that the Euler midpoint rule (GRK method with only one Gaussian node)
is second-order symplectic for any Hamiltonian system. Furthermore, the numerical scheme
is 2mth-order symplectic for a linear Hamiltonian system (H = 1 2 Z MZ) as long as the mth-order polynomial P m (λ) satisfies
In [9, 17, 20] , generating function techniques are discussed for the construction of arbitrarily high order symplectic methods using high-order derivatives of the Hamiltonian. In [22, 53, 61] , by observing that the symplectic transformations form a group, the splitting ideas are used to construct a class of explicit symplectic methods: consider a Hamiltonian vector field which can be decomposed into several integrable pieces H = 
1 , respectively; and, higher-order schemes can be iteratively constructed by observing that if q h is a symplectic scheme of order p, then q αh • q βh • q αh is also symplectic with order p + 2 when
For the classical general linear schemes, it was shown that all linear multi-step schemes are non-symplectic [29, 54] , and with the exception of the trapezoid rule, all linear multi-step methods are even not conjugate-symplectic [21] . Therefore, for efficiency and stability considerations, one likes to use symplectic schemes based on the Runge-Kutta methods. The symplectic Runge-Kutta methods are Runge-Kutta methods
in which the coefficients satisfy the conditions
as discussed in [40, 46, 52] . We want to mention that in general it is hard to construct symplectic schemes using (2.6) and (2.7). In the following section, we introduce a special class of symplectic Runge-Kutta methods based on the collocation formulation and Gaussian quadrature nodes.
2.2.
Collocation and Gaussian Runge-Kutta Methods. The collocation methods are widely used for the solution of differential equations. For a general ODE initial value system in Eq. (2.1), given the stepsize h and a set of s distinct real numbers c 1 , · · · , c s with 0 ≤ c j ≤ 1, the collocation method searches collocation polynomials Φ(t) = [φ 1 (t), φ 2 (t), · · · , φ 2n (t)] of degree s satisfying
The solution at t 0 + h is then approximated by Z 1 = Φ(t 0 + h) [31] .
In [27, 59] , it was shown that the collocation method is equivalent to the s-stage Runge-
and
hold for p ≥ s, then the collocation formulation (and the corresponding Runge-Kutta method) has order p, the same order as the underlying quadrature formula. In this paper, instead of a discussion of general collocation methods using arbitrary collocation points, we focus on the Gaussian Runge-Kutta (GRK) methods based on the Gaussian quadrature nodes (zeros of the shifted Legendre polynomial
The detailed formulas of the GRK methods we implement as well as their properties are presented in the reminder of this section.
We first denote the s Gaussian nodes in the interval [0, 1] as c 1 , c 2 , · · · , c s , and define the derivativesΦ(t) of Φ(t) at the Gaussian nodes as the new unknown Ψ as in
where [Z 0 ] i is the ith component of the initial value vector Z 0 , we can construct the approximating Legendre polynomial ofφ i (t) by calculating its coefficients using Gaussian quadrature, and integrate the interpolating polynomial exactly to get
at the Gaussian nodes. Notice that this procedure represents a linear mapping from the
A is the spectral integration matrix independent of h as discussed in [12] , and can be accurately precomputed using tools such as Mathematica. In the following, we symbolically represent the corresponding mapping from Ψ to Φ as Φ = Z 0 + hAΨ with
and A is a block diagonal matrix of size 2ns × 2ns with its diagonal blocks the spectral integration matrix A
The collocation formulation to be solved then becomes (2.14)
or more succinctly,
In the formula, 
We want to mention that the GRK formulation has been extensively studied previously and many of its interesting analytical properties have been revealed as in the following theorem [14, 15, 46, 58] .
Theorem 2.2. For the Hamiltonian system in Eq. (2.2), the Gaussian Runge-Kutta method with s nodes is of order 2s (super convergence), A-stable, B-stable, symplectic (structure preserving), and symmetric (time reversible).
Unfortunately, as the solutions at different collocation points are coupled in the resulting algebraic system (mostly nonlinear), its direct solution using Newton' method and Gauss elimination requires prohibitive amount of work. In next section, we introduce the newly developed Krylov deferred correction technique to improve the efficiency in solving the GRK formulations.
We want to mention that the preservation of the geometric structures by symplectic methods has a profound implication in dynamics. Although symplectic methods may not preserve analytical invariants exactly, they do preserve them very well in a generalized sense. When a symplectic method applies to an integrable or a nearly integrable Hamiltonian system, most of the invariant tori of the system can be preserved if the step size of the method is sufficiently small [31, 49, 50] . These invariant tori are the level sets of the numerical invariants of the symplectic method applied to the system [49] . These numerical invariants are well defined in a Cantor set, with large Lebesgue measure, of the phase space and approximate the exact invariants of the system with order of accuracy equal to that of the method [49] . Backward error analysis shows that the numerical orbits of a symplectic method approximate the exact orbits of some perturbed Hamiltonian system very well during a very long interval of iteration steps (exponentially long in 1/h where h is the step size) [31] . For the GRK methods, assuming the discretized collocation formulation is solved exactly, it has been proven that all the quadratic invariants are exactly preserved in the numerical simulation [19, 31] . Non-quadratic invariants, as we will show later, are usually not exactly preserved and, as remarked above, can still be used as measures of the solution error in the numerical simulation when analytical formulas are not available.
K D C T
To solve the nonlinear system in Eq. (2.15), classical Newton's method can be employed to iteratively refine the approximate solution using
where δ [n] solves the linear approximation of the error equation given by
is in general a dense matrix, solving Eq. (3.2) using direct Gaussian elimination requires prohibitive O((2ns) 3 ) operations, which becomes extremely expensive for large s. Therefore, most existing implementations of the GRK methods are limited to order up to 10 (s = 5) or so.
An alternative class of methods for solving Eq. (3.2) iteratively searches the optimal solution in the Krylov subspace defined by
Consider the case where the Jacobian matrix is of the form
and most eigenvalues of C are clustered at 0. As the numerical rank of the corresponding Krylov subspace is low, it is not hard to see that the solution converges to a prescribed accuracy after a few Krylov iterations and the resulting Krylov subspace method can be extremely efficient. Further notice that to solve the nonlinear equation (2.15), it is not necessary to solve Eq. (3.2) exactly during each Newton iteration, therefore the Newton iteration can be resumed once the residual in Eq. (3.2) is reduced by a prescribed factor in the Krylov subspace methods. The resulting methods are usually referred to as the NewtonKrylov methods [36, 37, 45] . In summary, an efficient implementation of the NewtonKrylov method requires (a) the Jacobian matrix of the nonlinear system be close to the identity matrix I and hence well-conditioned, and (b) an efficient procedure to compute the matrix vector product
For (a), a common practice to derive well-conditioned system is to introduce preconditioners to the original equation. Traditionally, the inverse of a sparse matrix close to the original system has been widely used as preconditioner in numerical linear algebra. More recent results include integral operators as preconditioners which can be applied efficiently to any vector using fast convolution algorithms such as the fast multipole methods or the precorrected FFT [26, 44] . In this paper, we utilize the Krylov deferred correction technique which uses a lower order explicit or implicit method to precondition the higher order implicit GRK formulations and decouple the equation at different collocation nodes. Similar to deferred or defect correction schemes, we first assume a provisional solution to the collocation formulation (2.15) is derived using a low order marching scheme (such as the forward Euler or low order Runge-Kutta methods) and denote it by
. . .
where the vectors represent the solutions for each component at different collocation nodes as given by
As Gaussian nodes are used as the interpolation points, we can calculate the coefficients of the degree s − 1 interpolating polynomials
using Gaussian quadratures and fast Legendre transform [13] , and define the error as
The discretized error equation is then simply
, where δ = (δ 1 (t 1 ), · · · , δ 1 (t s ), · · · , δ 2n (t 1 ), · · · , δ 2n (t s )) . Next, similar to the deferred correction schemes, a low order method can be used to solve the error equation. In [33] , it was shown that the low order method is equivalent to applying a lower triangular matrix to approximate the integral operator and the spectral integration matrix A, in particular, the forward Euler's method is equivalent to the rectangular rule using left end-point and the backward Euler's method the rectangular rule using the right end-point. Hence the low order method solves the discretized system
whereÃ is the low order approximation of the spectral integration operator A andδ the low order approximation of the error δ. We can succinctly write Eq. (3.7) as an explicit function
Notice that when Ψ [0] solves the GRK collocation formulation in Eq. (2.15), we havẽ δ = 0. Therefore, solving Eq. (2.15) is equivalent to finding the zero of M. Using the implicit function theorem, the Jacobian of M can be easily derived as
As both hÃ and hA are approximations of the integral operator, it is not surprising that for reasonable small h, the two matrices are close and the Jacobian matrix J M is hence very close to −I , i.e., the preconditioned equation
is better conditioned, hence the Newton-Krylov methods quickly converge to the prescribed accuracy requirement. For comparison, the Jacobian of M is given by
As for (b), one can either formulate the Jacobian matrix of M explicitly if possible, or apply the Jacobian free technique where the matrix vector product is approximated by a forward difference formula, i.e., for any vector v, J M (x)v is approximated by
τ for some properly chosen parameter τ [37] . Notice that the evaluation of M is simply one low order solution of the error equation and hence can be very efficient. Our numerical experiments show that the Jacobian free techniques are more efficient during each Krylov iteration, while the explicit formula utilizing the analytical Jacobian matrix provides better convergence behavior in the Newton-Krylov methods because of its improved accuracy. The implementation details of the Newton-Krylov methods are still being studied by the authors and results will be reported in the future.
Finally in this section, we want to mention that most of the techniques we use have been studied previously. Hence many of the technical details are neglected in this paper and we refer interested readers to [36, 37] for further discussions of the Newton-Krylov techniques, to [38] for an interesting summary of existing Jacobian free Newton-Krylov methods, to [12, 13] for the spectral deferred correction methods and how the spectral integration matrix and error equation are computed, and to [33, 34] for a detailed discussion of the Krylov deferred correction methods for general differential algebraic equations.
N R
In this section, we study the performance of the GRK methods with different orders, and compare the symplectic methods with non-symplectic ones in efficiency and invariant preservation.
Hamiltonian Systems.
Our numerical experiments focus on three Hamiltonian systems: the harmonic oscillator, Kepler motion, and geodesic flow on ellipsoid, which represent the linear, semi-linear and non-linear Hamiltonian systems, respectively.
Harmonic Oscillator
The harmonic oscillator is a simple linear Hamiltonian system which describes the motion of a mass point controlled by an elastic spring. It is given by the equations
where the Hamiltonian function is defined as H = 1 2 (p 2 + q 2 ).
Kepler Motion
The Kepler motion is a semi-linear Hamiltonian system modeling the movement of celestial bodies. It is usually given bẏ
where the Hamiltonian function is defined as H = As the orbit of the Kepler motion is an ellipse, we choose the initial values p 1 (0) = 0, p 2 (0) = 2, q 1 (0) = 0.4, and q 2 (0) = 0 so that the fundamental period of the motion is T = 2π (see [1, 31] ). We present simulation results for approximately 100 periods in the interval [0, 630].
Geodesic Flow on Ellipsoid
Our last example considers the geodesic flow on the ellipsoid with three major axes of different lengths (a, b, c), which models the motion of a unit-mass point on the surface of the ellipsoid without any external forces. The corresponding Hamiltonian is It is shown in ( [55] ) that in addition to the Hamiltonian, the quantity For each s in our numerical experiments, we compare the accuracy(for different stepsize) as a function of the CPU time (which is approximately equivalent to the total amount of operations). For the harmonic oscillator problem, as the analytical solution is known, we plot the real error in Figure 1 . Similar results can be derived for the Kepler motion problem as shown in Figure 2 . However, as the analytical solution is not readily available for this problem, we measure the error after each period where the exact solution should be p 1 = 0, q 1 = 0.4, p 2 = 2, q 2 = 0, the same as the initial condition. Finally for the geodesic flow on the Ellipsoid problem, neither the analytical solution nor the exact period is known. As the invariants H(p 1 , p 2 , q 1 , q 2 ) and A(p 1 , p 2 , q 1 , q 2 ) are not quadratic, which can not be exactly preserved by the GRK methods, therefore we measure the errors in these invariants as reasonable indicators for the solution error. These indicators have been verified by our numerical convergence analysis. The results are presented in Figure 3 (A(p 1 , p 2 , q 1 , q 2 ) ) From the numerical experiments, we can see that higher order methods are more efficient than lower order ones, especially when very high accuracy is required. In fact, for the same stepsize, the error decays exponentially as the node number s increases. Therefore, for the same accuracy requirement, higher order methods take much larger time-step than lower order ones. This is extremely important for long-time simulations.
4.3. Symplectic and Non-symplectic Methods. Instead of Gaussian nodes, other quadrature points can be used in the collocation discretizations. The Radau IA method based on Legendre polynomial uses the left end point of the interval, the Radau IIA method uses the right end point, and the Lobatto nodes use both end points. Also, the Chebyshev polynomial based quadratures can be introduced and the resulting algorithms can be effectively accelerated by the fast Fourier transforms (FFTs). However, these methods are not symplectic. In this section, we compare the Radau IIA based initial value problem solvers with the GRK methods for the Hamiltonian systems. It is shown in [31, 32] that the Radau IIA collocation formulation is of order 2s − 1 when s nodes are used. Therefore for s=2, 4, 6, 8, 10 , the corresponding orders of the nonsymplectic Radau IIA methods are 3, 7, 11, 15, 19 , respectively. In Figure 5 -8, we compare the GRK methods with the nonsymplectic ones using the same number of nodes. 
From the numerical experiments, it can be seen that for both symplectic and nonsymplectic techniques, higher order methods are more efficient than lower order ones for the same accuracy requirement. In addition, when using the same number of quadrature nodes, the GRK methods outperform the Radau IIA ones. This is not surprising as the GRK collocation formulation achieves optimal order of accuracy for a given s. However, we want to mention that for stiff systems and differential algebraic equations, the Radau IIA methods may outperform the GRK methods, as the GRK formulation may suffer severe order reduction and hence have lower B-convergence orders. The readers are referred to [32] for B-convergence and order reductions for different collocation formulations.
4.4.
Preserving the Invariants. One advantage of the symplectic methods is their ability to better preserve the invariants of the Hamiltonian systems. In this section, we compare the accuracy of the symplectic and nonsymplectic methods in both the invariants and the solution itself. We want to mention that for many Hamiltonian systems, as the analytical solution is not readily available, one possible measure of the numerical error is to check how these invariants change as a function of time. However, such strategy may not work well for symplectic methods, especially when the invariants are preserved exactly by the numerical discretizations, as in the harmonic oscillator(Hamiltonian) and Kepler motion (angular momentum) problems. We also want to mention that when different sources of errors are considered, in particular, the error in solving the collocation formulations, the GRK methods can not preserve the invariants exactly. In the following, we show how the invariants change as a function of time for different methods and different systems.
We first consider the Harmonic Oscillator problem, in which the Hamiltonian function is a quadratic invariant and should be preserved exactly by the GRK methods when neglecting numerical errors in solving the collocation formulation. In Figure 4 .4, we consider the order 8 GRK method and order 7 nonsymplectic Radau IIA method, both with stepsize 1/16. It can be seen that for the nonsymplectic method, both the solution error and invariant error (Herror) grow as functions of time, while for the symplectic method, the error in the invariant grows extremely slowly as a function of time (it is not a constant due to the accuracy in solving the corresponding collocation formulations), and the solution error grows at about the same rate as the nonsymplectic method. In Figure 4 .4, we consider the 20 th order GRK method and 19 th order Radau IIa method with stepsize 2. For these higher order schemes, as the solution is well resolved, it can be seen that the nonsymplectic method preserves the invariant to approximately the same accuracy level as the symplectic one, and the optimal symplectic method only marginally outperforms the nonsymplectic Radau IIa method. For the Kepler Motion problem, both the Hamiltonian H and angular momentum L are invariants. As the latter is quadratic, hence it is preserved by the GRK discretizations. Similar to the Harmonic Oscillator problem, the errors in the invariants and the solution are presented in Figure 4 .4-4.4 for the two invariants. In the simulation, we use the stepsize π/150 for the lower order methods, and π/8 for higher order ones. Our numerical results show that the GRK methods give more accurate results in both the invariants and the solution, which is not surprising as the GRK methods are optimal in order and preserve the geometric structures of the original Hamiltonian system. Finally for the geodesic flow on ellipsoid problem, Figure 15 shows how the errors in the Hamiltonian function H and the other invariant A evolve as functions of time for lowerorder symplectic (order 8) and nonsymplectic (order 7) methods using stepsizes 1/60. Similarly in Figure 16 , results are presented for higher-order symplectic (order 24) and nonsymplectic (order 23) methods with stepsize 1/5.
Our numerical results show that the symplectic methods significantly improve the accuracy of the invariants and stability of the numerical results when compared with lower order nonsymplectic ones. Also, higher order methods are more efficient than lower order ones, especially when higher accuracy is required in long-time simulations. However when the order increases, the advantages of the symplectic methods become less significant. In this paper, we present an efficient arbitrary order numerical technique for solving Hamiltonian systems, in which existing Gaussian Runge-Kutta collocation formulations are combined with the recently developed Krylov deferred correction methods. Many interesting features of the symplectic GRK schemes are confirmed and our preliminary numerical experiments show that the symplectic GRK methods are optimal in order, more stable numerically, and outperform other initial value problem solvers (including the nonsymplectic Radau IIA schemes) in preserving the geometric structures of the underlying system. Also, for the same accuracy requirements, higher order symplectic GRK methods are optimal in stepsize and more efficient than lower order versions, especially when very high accuracy is required.
However, we notice that the differences between the symplectic GRK methods and the nonsymplectic Radau IIA schemes become less significant as the order increases. In fact, it was shown in [32] that the Radau IIA schemes are better choices for stiff ODEs and differential algebraic equation systems. Finally, we want to mention that to fully take advantage of these higher order symplectic methods for Hamiltonian systems, many numerical implementation details have to be taken care of. In particular, the selections of the optimal stepsize and order, and specialized Newton-Krylov methods. More importantly, the technique discussed in this paper can be generalized to Hamiltonian systems governed by partial differential equations. Results along these directions will be reported in the future.
R

