Abstract | Genetic algorithms (GAs) have been shown to be a promising approach for a wide range of search and optimization problems. One of the main obstacles in applying GAs to complex problems has often been the high computational cost due to their slow convergence rate. We encountered such a di culty in an attempt to use the classical GA for estimating parameters of a metabolic model. Adopting a common strategy in the literature for addressing the problem { integrating the GA with a complementary optimization technique, we developed a hybrid approach that combines a real-coded GA with a stochastic variant of simplex method in function optimization. Our empirical evaluations showed that the performance of our hybrid approach for the metabolic modeling problem improved those of a pure real-coded GA and an alternative simplex-GA hybrid developed by Renders and Bersini. We showed that the hybrid approach also improved GA's convergence rate for a function optimization problem. Based on an empirical study on factors that may a ect the performance of the hybrid approach, we found that the probabilistic simplex is more suitable for our hybrid architecture than is the conventional simplex. By analyzing the performance of the hybrid approach for the metabolic modeling problem, we hypothesized that the hybrid approach is particularly suitable for solving optimization problems whose variables vary widely in their sensitivity to the objective function.
I. Introduction
Genetic algorithms (GAs) have been demonstrated to be a promising search and optimization technique 1]. It has been successfully applied to system identi cation 2, 3, 4, 5] and a wide range of applications including design 6], scheduling 7], routing 8], control 9, 10], and others 11, 12, 13] .
One of the main obstacles in applying GAs to complex problems has often been the high computational cost due to their slow convergence rate. The convergence rate of a GA is typically slower than that of local search techniques (e.g., steepest descent), because it does not use much local information to determine the most promising search direction. Consequently, a GA explores a wider frontier in the search space in a less directional fashion.
The problem of modeling metabolic systems involves the construction of a model of cellular metabolism and e ective estimation of model parameters from limited amount of data. In using a GA to estimate parameters of a metabolic model, we found that its slow convergence rate makes the approach much less attractive. This problem is particularly severe for modeling metabolic systems because the evaluation of a candidate model involves simulating the model, which is computationally costly. The GA relies on such evaluations (typically called tness evaluation) to provide a measure of the tness of each guess. The result of this evaluation guides GA's search process.
A common strategy in the literature for dealing with the GA's slow convergence problem is to combine a GA with a complementary local search technique 14, 15, 16, 17] . The rationale of such a strategy is that such a hybrid approach can combine the merits of the GA with that of a local search technique. Because of the GA, a hybrid approach is less likely to be trapped in a local optimum than a pure local search technique is. Due to its local search, a hybrid approach often converges faster than the pure GA does. Generally speaking, a hybrid approach usually can explore a better trade-o between computational cost and the optimality of the solution found.
Toward the objective of improving the convergence rate of a GA, we developed a hybrid approach that combines a real-coded GA with a concurrent probabilistic variant of Nelder-Mead simplex method 18, 19] . Our empirical evaluations showed that the hybrid approach signi cantly improved both the convergence rate and the solution accuracy of the GA application to the biomodeling problem. We also compared our hybrid approach extensively with an alternative simplex-GA hybrid developed independently by Renders and Bersini.
The next section describes the modeling problem that motivated our research { the parameter estimation of a system model for the central metabolism of an Escherichia coli cell. Section III brie y reviews the basics of GAs and simplex methods, which serve as the background for our discussion. A classi cation of existing hybrid GA approaches is then presented in Section IV to set up the context for introducing two simplex-GA hybrid approaches: the Renders-Bersini approach, and our approach. The performance of applying our hybrid approach to the metabolic modeling problem is compared with those of GA and the Renders-Bersini hybrid in Section V. To show that our hybrid approach is also useful for solving other optimization problems, Section VI empirically compares our hybrid approach with the other two techniques for a function maximization problem. In Section VII, we discuss the results of additional experiments designed to gain some insights about major factors contributing to the e ectiveness of the proposed simplex-GA hybrid approach. Finally, we summarize major results of the paper and outline the issues we plan to address in our future research.
II. The Modeling of Metabolic System
Modeling metabolic pathways has long been a desired goal for biochemists, biochemical engineers, and biotechnologists. The system under consideration here is the central metabolism in Escherichia coli, which includes glycolysis and the tricarboxylic acid (TCA) cycle. Figure 1 shows the pathway considered in the model. Each reaction is shown in the pathway as an arrow, which is labeled by the variable V denoting the rate of the reaction.
The dynamic mass balance of each metabolite (e.g., GLU, G6P, PEP, ...) is described by an ordinary di erential equation with rates of input and output represented by enzyme kinetic rate laws, of glucose -phosphate; V pts is the rate of enzymes that produce G6P, which is a function of GLU, PEP, and G6P; and V pgi is the rate of enzymes that consume G6P, which is a function of G6P and F6P. The kinetic rate laws are typically non-linear functions of X, and they are listed in Table 1 . The set of ODE's is given in Table 2 .
In the problem given, some key parameters (i.e., V 1 , V 2 , V 3 , V 4 , V 5 , and V 6 ) in the rate laws listed in Table 1 are unknown and must be estimated from new experiments involving the whole system with the aid of parameter estimation methods. These parameters must be identi ed by comparing the concentration pro les determined experimentally with those predicted by simulation of the ODE's in Table 2 with proper initial conditions. The evaluation of a model is usually based on two criteria: (1) the sum of errors between the model output and the target model behavior obtained experimentally, (2) the convergence of the model output. When we use a GA to identify the unknown parameters, these two criteria become the basis for designing the GA's tness evaluation function, as we shall see later in Section V.
Because of the existence of numerous local optima in the model, parameter optimization through gradient techniques fell short of our goal. We instead turned our attention to the GA, which can avoid entrapment by local optima. However, applying the pure GA to this problem is di cult due to its high computational cost. The problem is attributed to (1) the slow convergence rate of the GA, and (2) the inherent computational cost of the evaluation function, which involves simulating metabolic models using sets of parameter guesses. Since a single simulation could take up to three seconds, evaluating a generation of 150 sets of parameter values could take more than twelve minutes. One run of a genetic algorithm would take about seven hours before it converges! This di culty in applying the pure GA to metabolic modeling motivated us to investigate a hybrid approach that integrates a GA with other search techniques to improve the GA's convergence rate. Before describing our hybrid GA approach, we brie y review existing hybrid GA techniques in the following section.
III. Background
Optimization techniques can be classi ed into two categories: (1) local search methods, and (2) global search methods. A local search method uses local information about the current set of data (state) to determine a promising direction for moving some of the data set, which is used to form the next set of data. The advantage of local search techniques is that they are simple and computationally e cient. But they are easily entrapped in local optima. In contrast, a global search method explores the global search space without using local information about promising search direction. Consequently, they are less likely to be trapped in local optima, but their computational cost is higher.
Like most global search methods, genetic algorithms (GAs) are not easily entrapped in local minima. On the other hand, they typically converge slowly. Many researchers have reported in the literature that combining a GA and a local search technique into a hybrid approach often produces certain bene ts 16, 14, 15, 20] . This is because a hybrid approach can combine the merits of the GA with those of a local search technique. Because of the GA, a hybrid approach is less likely to be trapped in a local optimum than a local search technique. Due to its local search, a hybrid approach often converges faster than the GA do. Generally speaking, a hybrid approach usually can explore a better trade-o between computational cost and the optimality of the solution found.
To provide the background necessary for us to introduce hybrid approaches, this section brie y reviews the basics of genetic algorithm and a local search technique called the simplex method. We give an overview of various existing hybrid architectures in the next section.
A. Genetic Algorithms
Genetic algorithms are global search and optimization techniques modeled from natural genetics, exploring search space by incorporating a set of candidate solutions in parallel 21]. A genetic algorithm (GA) maintains a population of candidate solutions where each solution is usually coded as a binary string called a chromosome. A chromosome { also referred to as a genotype { encodes a parameter set (i.e., a candidate solution) for a set of variables being optimized. Each encoded parameter in a chromosome is called a gene. A decoded parameter set is called a phenotype. A set of chromosomes forms a population, which is evaluated and ranked by a tness evaluation function. The initial population is usually generated at random.
The evolution from one generation to the next one involves mainly three steps. First, the current population is rst evaluated using the tness evaluation function, then ranked based on their tness values. Second, GA stochastically select \parents" from the current population with a bias that better chromosomes are more likely to be selected. This is accomplished using a selection probability that is determined by the tness value or the ranking of a chromosome. Third, the GA reproduces \children" from selected \parents" using two genetic operations: crossover and mutation. This cycle of evaluation, selection, and reproduction terminates when an acceptable solution is found, when a convergence criterion is met, or when a predetermined limit on the number of iterations is reached.
The crossover operation exchanges information between two chromosomes. First, a randomly selected bit position is used to cut each parent chromosome (i.e., bitstring) into two substrings. The parents then exchange their right substrings to produce two new strings (i.e., their children) with the same length. The mutation operation replaces a randomly chosen bit of a chromosome with its complement (i.e., changing a \1" with a \0" or a \0" with a \1"). The chances that these two operations apply to a chromosome is controlled by two probabilities: the crossover probability and the mutation probability. Typically, the mutation operation has a low probability to reduce its potential interference with a legitimately progressing search.
The genetic algorithm di ers from the conventional optimization techniques in that it is inherently parallel. All individuals in a population evolve simultaneously without central coordination. They operate on a set of solutions rather than on one solution, hence multiple frontiers are searched simultaneously. The only feedback used by the genetic algorithm is the tness evaluation. The GA has been shown to be an e ective search techniques on a wide range of di cult optimization problems 1, 2, 21, 22].
A.1 Real-coded GA A real-coded GA is a genetic algorithm representation that uses oating point 23] . A chromosome in real-coded GA becomes a vector of oating point numbers. With some modi cations of genetic operators, real-coded GAs have resulted in better performance than binary-coded GA for certain problems 23]. We brie y describe below some modi ed genetic operators recommended for real-coded GA.
The crossover operator of a real-coded GA is analogous to that of binary-coded GA except that its crossover points fall between genes (i.e., encoded parameters). Two mutation operators have been proposed for real-coded GA. A random mutation changes a gene with a random number in the feature's domain. A dynamic mutation stochastically changes a gene within an interval that narrows over time.
For the two problems we tested (i.e., the biomodeling problem described in Section II and a function maximization problem to be described in Section VI), real-coded GA outperformed binary implementation of GA. Therefore, all GA experiments reported in this paper used real-coded GA. To fairly compare hybrid approaches with GA, we also used real-coded GA to implement the two hybrid approaches that we will describe in Section IV.
B. Simplex Method
Simplex method is a local search technique that uses the evaluation of the current data set to determine the promising search direction. In this section, we rst review the basic simplex method. We then describe two modi cations to the basic simplex method.
Before we elaborate on simplex method, we should point out that another kind of local search methods is the gradient-based method, which uses the gradient of the function being optimized as the promising search direction 24]. Examples of common gradient methods include steepest descent 25], Newton strategies 26], Powell's version of conjugate directions 27], and Hooke and Jeeves' pattern search 28, 26] . Even though these techniques have been widely used for many function optimization problems, it is di cult to apply them to the metabolic modeling problem because the mathematical relationships between the modeling parameters and the modeling objectives (i.e., close tness between the model prediction and the experimental data) are too complex to be formulated.
B.1 Basic Simplex Method
The basic simplex method was rst introduced by Spendley et. al 29] . A simplex is de ned by a number of points equal to one more than the number of dimensions of the search space. For an optimization problem involving N variables, the simplex method searches for an optimal solution by evaluating a set of N + 1 points (i.e., points forming a simplex), denoted as X 1 ; X 2 ; : : :X N+1 . The method continually forms new simplices by replacing the worst point in the simplex, denoted as X w , with a new point X r generated by re ecting X w over the centroid X of the remaining points:
The new simplex is then de ned by X 1 ; X 2 ; : : :; X w?1 ; X w+1 ; : : :; X N+1 ; X r 1 . This cycle of evaluation and re ection iterates until the step size (i.e., X r ? X w ) becomes less than a predetermined value or the simplex circles around an optimum. 1 If Xr has the worst evaluation in the new simplex, replace the second worst point in the next cycle instead. 
B.2 Nelder-Mead Simplex Method
Nelder and Mead developed a modi cation to the basic simplex method that allows the procedure to adjust its search step according to the evaluation result of the new point generated 19]. This is achieved in three ways. First, if the re ected point is very promising (i.e., better than the best point in the current simplex), a new point further along the re ection direction is generated using the equation X e = X + (X ? X w ) (3) where is the called the expansion coe cient ( > 1 ) because the resulting simplex is expanded. Second, if the re ected point X r is worse than the worst point in the original simplex (i.e., X w ), a new point close to the centroid on the same side of X w is generated using the following equation X c = X ? (X ? X w ) (4) where is called the contraction coe cient ( 0 < < 1 ) because the resulted simplex is contracted. Third, if the re ected point X r is not worse than X w , but is worse than the second worst point in the original simplex, a new point close to the centroid on the opposite side of X w is generated using the contraction coe cient :
B.3 Probabilistic Simplex Method
Another way to modify the basic simplex method is to allow the distance between the centroid and the newly generated point to be determined probabilistically. This is achieved by combining Equations 3 and 5 into the following equation:
where is a random variable taking its value from the interval 0, 2] based on a predetermined probability distribution. A probability distribution used in our application is a triangular probability density function that peaks at 1, and reaches zero probability at 0 and 2 respectively. To distinguish this modi cation to simplex from the one developed by Nelder and Mead, we will refer to this method as the probabilistic simplex.
IV. Integrating Genetic Algorithms and the Simplex Method
While genetic algorithms (GAs) have shown to be e ective for solving a wide range of optimization problems 1], its convergence speed is typically much slower than local optimization techniques. It can only recombine good guesses hoping that one recombination will have a better tness than both of its parents 2 . Because of this limitation, many researchers have combined GAs with other optimization techniques to develop hybrid genetic algorithms 30, 14, 15, 31, 32, 33, 17, 20] . The purpose of such hybrid systems is to speed up the rate of convergence while retaining the ability to avoid being easily entrapped at a local optimum. Although local optimization in a hybrid often results in a faster convergence, it has been shown that too much local optimization can interfere with the search for a global optimum by drawing the genetic algorithm's attention to local optima too quickly, leading to premature convergence 16]. Thus, while local optimization might improve the speed of the analysis, it may also reduce the quality of the nal solution found. Thus, designing a hybrid approach for an application involves a careful analysis of these tradeo s.
To put our discussion in the bigger context, we brie y review the types of hybrid GA architectures before we discuss two speci c hybrid approaches that combines a GA with a simplex method.
A. Types of Hybrid Architecture
Hybrid genetic algorithms can be classi ed into four categories: (1) pipelining hybrids, (2) asynchronous hybrids, (3) hierarchical hybrids, and (4) additional operators 3 . We brie y review each category below.
A.1 Pipelining Hybrids
Probably the simplest and the most commonly used hybrids are the pipelining hybrids, in which the genetic algorithm and some other optimization techniques are applied sequentially, { one generates data (i.e., points in the search space) used by the other. Typically, pipelining hybrids use the rst search algorithm to prune or bias the initial search space such that the second algorithm will either converge more quickly or more accurately. There are three basic types of pipelining hybrid GA, as shown in Figure 3 : (1) The GA is applied rst, serving as a preprocessor. ( 2) The GA is applied last, serving as the primary search routine. (3) The GA interleaves with another optimization technique. This has often been referred to as staged hybrid in the literature 16].
A.2 Asynchronous Hybrids
An asynchronous hybrid architecture uses a shared population to allow a GA and other optimization processes to proceed and cooperate asynchronously. One process might work on the problem by itself for several iterations before accessing the shared population again. If its ndings are better than those in the shared population, it updates the shared population. However, if the process does not make any signi cant improvement after some time, it returns to the shared population to see if any other processes have posted any progress. 
A.3 Hierarchical Hybrids
A hierarchical hybrid GA uses a GA and another optimization technique at two di erent levels of an optimization problem. An example of hierarchical hybrid is the hybrid of the genetic algorithm and the Multivariate Adaptive Regression Splines (MARS) to create the G/SPLINES algorithm 15]. In this hierarchical hybrid, the GA searches for the best structure of a spline model at a high level, whereas the parameters of the spline model are computed using regression.
A.4 Additional Operators
A genetic algorithm can sometimes be improved by introducing additional reproduction operators that perform one-step (or multi-step) local search. Almost all local optimization techniques can be incorporated into GA this way, since they all can be viewed as an operator that generates a \child" from one or multiple parents. Among them, the simplex method is particularly suited for this type of hybrid, since the entire population is already ranked by GA. The computation overhead introduced by a new simplex operator is thus very low.
There are at least two ways to introduce a new operator into GA. First, the new operator can be associated with a probability that indicates the likelihood that the operator is selected in generating a child in the reproduction process. Second, the new operator can be applied to a percentage of topranking chromosomes. In both approaches, a fraction of the new generation is created using the new operator, while a fraction of the remainder is produced by the crossover operator. In the rst approach, the new operator is applied to the entire selected population with a xed probability. In the second approach, the new operator is applied to top-ranking chromosomes with probability 1, to lower ranking chromosomes with a probability 0. These two di erent approaches in introducing the simplex method as a new operator resulted in two di erent simplex-GA hybrid architectures, as we shall see soon.
B. Simplex-GA Hybrid Approaches
In this section, we describe two approaches for incorporating the simplex method into the GA as an additional operator. We rst describe a simplex-GA hybrid developed by Renders and Bersini (R-B hybrid). Then, we describe an alternative simplex-GA hybrid we developed independently. Finally, we discuss the di erences between the two hybrid approaches. The application of these two hybrid approaches to the metabolic modeling problem will be reported in the next section.
B.1 Renders-Bersini Simplex-GA Hybrid
Renders and Bersini recently proposed a simplex-GA approach that partitions the entire population into groups of N+1 chromosomes, where N is the number of variables to be optimized. One of the following three operators can be applied to each group:
1. Discrete Crossover: For each gene in a child chromosome, the operator randomly chooses a parent in the group and copy its corresponding gene to the new chromosome. This child chromosome replaces the lowest ranking parent in the group.
2. Average: Replace the worst parent in the group with the average of all N+1 parents.
3. Simplex: This is the Nelder-Mead simplex method described in Section III with an expansion coe cient 2 and a contraction coe cient 0.5 (i.e., = 2; = 0:5).
Exactly one child is produced by a group in a generation. The chance that a particular operator is applied to a group is determined by a probability associated with the operator. For the convenience of our discussion, we will refer to these probabilities as the crossover probability (denoted p c ), average probability (denoted p a ), and simplex probability (denoted p s ) respectively.
B.2 Our Simplex-GA Hybrid Approach
We developed an alternative simplex-GA hybrid independently by applying a concurrent version of probabilistic simplex operator to top ranking chromosomes 18].
Concurrent Simplex A concurrent simplex is very much like the classical simplex methods with one minor di erence. Instead of starting with N +1 points in the simplex (where N is the number of variables to be optimized), the variant begins with N + points, where > 1. Like a classical simplex, the best N points X 1 : : :X N are selected and their centroid X is calculated. However, instead of re ecting only one point across X, the concurrent simplex re ects multiple points X N+1 : : :X N+ across X to produce X 0 N+1 : : :X 0 N+ . All new points are reevaluated. This process of ranking, selection, re ection, evaluation, and elimination iterates like the sequential simplex method. An example of concurrent simplex in two dimensional space is shown in Figure 4 . The bene t of the concurrent simplex is that it can explore a wider search frontier. The main disadvantage is the overhead of evaluating and re ecting ? 1 more points every iteration. Note also that the concurrent version can incorporate any one of the three simplex methods described in Section III.
In our simplex-GA hybrid, the concurrent simplex is applied to the top S chromosomes in the population to produce S ? N children. The top N chromosomes are copied to the next generation. The remaining chromosomes (i.e., P?S chromosomes where P is the total population size) are generated using GA's reproduction scheme (i.e., selection, crossover, and mutation). Figure 5 depicts the reproduction stage of this hybrid approach. The algorithm of this simplex-GA hybrid approach is summarized in Figure 6 . The algorithm terminates when it satis es a convergence criterion or reaches a predetermined maximal number of tness evaluations (i.e., a maximal trial number).
We will refer a speci c version of our architecture by the percentage of population to which the concurrent simplex operator is applied. For example, a 50% simplex-GA applies the concurrent simplex selected based on the crossover probability, generate P-S child chromosomes. to the top half population. A 100% simplex-GA will mean that no GA reproduction is performed. Obviously, 0% simplex-GA is equivalent to the pure GA.
B.3 Comparison
Even though both Renders-Bersini (R-B) hybrid and our hybrid combines GA and simplex method, they di er in two major ways: (1) architectural di erences, and (2) using di erent reproduction operators. First, the R-B architecture applies simplex reproduction to multiple disjoint subgroups of the population; but our architecture applies simplex reproduction to a top portion of the sorted population. Hence, the rationale of the R-B approach is to explore multiple search frontiers simultaneously using both genetic search and simplex local search. In contrast, the rationale of our approach is to apply simplex local search to the more promising points, hoping to speed up the convergence rate when they are in the vicinity of an optimum point. In our architecture, the GA search is still applied to the entire population to generate P ?S children. Therefore, the more promising points in our architecture participate in both the simplex reproduction and the GA reproduction. In R-B hybrid architecture, however, a subgroup can perform only one kind of reproduction in an iteration. The second di erence between the two hybrid Table 3 : A comparison of R-B hybrid and our simplex-GA hybrid approaches lies in the reproduction operators they chose. The R-B approach uses Nelder-Mead (N-M) simplex, while our approach uses the probabilistic simplex. Furthermore, the R-B approach uses multiparent discrete crossover and an average operator, while our approach uses two-parent crossover. We summarize the major di erences between these two hybrid simplex-GA approaches in Table 3 .
V. Application to Metabolic Modeling
We have successfully applied our simplex-GA hybrid optimization approach to the metabolic modeling problem described in Section II. We implemented the approach by modifying the code of GENESIS 34] . In this section, we describe the design of this application and the empirical results obtained, which is compared with those of original real-coded GA, concurrent simplex, and the R-B hybrid approach. To gain some insights on the bene ts of our approach, we discuss the relationship between the sensitivity of the model parameters and the performance of these approaches in searching optimal parameter values.
A. Design
We describe three major design issues in implementing of our hybrid simplex-GA for the metabolic modeling problem: (1) the encoding scheme, (2) the tness evaluation, and (3) the choice of various GA parameters.
1. The Encoding Scheme: The overall objective of the metabolic modeling problem is to construct a model whose prediction is consistent with the experimental data. The speci c objective of our glucose metabolic modeling problem is to nd appropriate values for six parameters in the model described in Section II (i.e., V 1 ; V 2 ; : : :; V 6 ). 
where X i denotes an output variable, t denotes a time step, X i (t) and X i (t) denote the model output value and the target output value for variable X i at time t respectively. The maximum time step is denoted by T. The convergence is measured by a weighted sum of the normalized error during the last T c time steps. Higher weights are given to the later time steps using the formula w t = 50 (t ? T + T c )=T c . Hence, the lower is the tness value, the better is the model. The architecture of the tness evaluation is illustrated in Figure 7 . We chose GA parameters that are convenient for designing a fair comparison with R-B approach. We used a population size of 147, which can be partitioned into 21 subgroups of 7 chromosomes for R-B approach. The probabilities of crossover and mutation are 0.25 and 0.061 respectively. The selection probability is determined by the ranking of chromosome.
To evaluate the e ectiveness of our simplex-GA hybrid approach to the metabolic modeling, we compare the following four approaches: (1) the pure real-coded GA, (2) a 45% simplex-GA hybrid, (3) a 100% concurrent probabilistic simplex, (4) the R-B hybrid. The parameters of R-B hybrid are those reported in their paper for a function maximization problem: 0.5 simplex probability, 0.2 crossover probability, and 0.2 average probability 30]. We chose the percentage of simplex reproductions in our hybrid approach such that the portion of simplex reproduction in the total reproduction is about the same as that of R-B's approach: where P is the population size, N is the number of parameters being optimized, w is the percentage of simplex in our hybrid, and p s , p c , and p a are the probabilities in R-B hybrid for applying simplex operator, crossover operator, and average operator respectively.
Each approach was executed ten times, each time starting with a di erent initial populations generated randomly. To ensure fair comparisons, the ten initial populations used by four approaches are identical.
B. Empirical Results
Our empirical evaluations showed that our simplex-GA approach is highly e ective for identifying the parameters for the metabolic modeling problem. Figure 8 summarizes the performance of all four approaches by plotting the average of the best tness (average over ten runs) vs the number of trials (i.e., the number of tness evaluations). Table 4 : Average best tness for 10 runs by our hybrid approach is much better than all three other approaches. In fact, our hybrid approach was able to nd good solutions by 5,000 trials. Considering the variance of the nal best tnesses of ten runs, our hybrid approach also outperformed all other approaches. This showed the robustness of our approach. Among the two hybrid approaches, our simplex-GA hybrid on the average outperformed Renders-Bersini (R-B) simplex-GA hybrid both in terms of nal best tness and convergence rate. The average best tness score of R-B hybrid was better than that of GA. The average best tness of the solution found by the concurrent simplex was the worst. Table 5 shows the overall best parameter values found by each approach after 12,000 trials. An interesting phenomenon revealed by this table is that identifying parameters V 1 , V 3 , and V 5 is easier than identifying parameters V 2 , V 4 , and V 6 . A very good guess of V 1 , V 3 , and V 5 can be found by all four approaches. However, most approaches had di culty in nding optimal values of V 2 , V 4 , and V 6 . In particular, the value of V 6 in the best nal overall guess found by pure GA, R-B hybrid, and 100% concurrent simplex are all far from the optimal value, even though their tness scores seem reasonably good. This observation motivated us to explore the relationship between the sensitivity of parameters and the e orts required by di erent approaches to nd their optimal values. By doing this, we hope to gain further insights about the bene ts of our hybrid approach so that we can generate a working hypothesis about the characteristics of the problems that are most suitable for our simplex-GA hybrid approach. 
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C. Sensitivity Analysis
The sensitivity of the six parameters in the metabolic model vary widely. Using DDASAC, we calculated the sensitivity of these parameters at the optimum. Table 6 shows the sensitivity and the sensitivity rankings of the parameters. Interestingly, most of them are about ten times more sensitive than the next parameter in the ranking. Even for the parameter pairs whose sensitivities are closer (i.e., V 2 , V 4 , and V 4 , V 5 ), they di er by about ve times still. Consequently, the least sensitive parameters (i.e., V 6 ) has a sensitivity that is four order of magnitude lower than the most sensitive parameter (i.e., V 3 ).
To see how di erent methods behave di erently in searching the optimum for the parameter set, which vary widely in their sensitivities, we record the average of each parameter in the entire population for each run. These average values are converted to a normalized error using the following equation:
Normalized Error of V i at trial t = V i (t) ? V i V i (10) where V i (t) denotes the average value of parameter V i at trial t, and V i denotes the parameter's optimal value, which is shown in Table 5 . Finally, these errors are averaged over ten runs. The results are summarized in Figure 9 through 14, ordered by the sensitivity of the parameters.
Several important observations can be made from these results.
1. Even though GA has less problem in nding close to optimal values for two of the more sensitive parameters (i.e., V 3 and V 5 ), it has great di culties in converging to the optimal value for the less sensitive parameters (e.g., V 4 , V 2 and V 6 ). In fact, the average correctness of the three least sensitive parameters almost did not make any improvement within 12,000 trials. This is because GA's search is guided only by the ranking of tness evaluations, which are dominated by the more sensitive parameters that are not yet converged. In particular, Figure 9 , 10, and 11 show that the average search behavior of GA during the rst 3,000 trials was dominated by the most sensitive parameter (i.e., V 3 ). After 3,000 trials, the GA began to improve the next two sensitive parameters (i.e., V 1 and V 5 ). However, the rate of convergence were slower for these two parameters. By the end of 12,000 trials, the average error score of V 1 was still signi cant. As a result, V 1 and V 5 dominated the later half of the GA search. The three least sensitive parameters V 4 , V 2 , and V 6 never had a chance to improve themselves, since they could not have much impact on the overall tness evaluation due to their low sensitivity.
2. Compared to the GA, our hybrid approach explored parameters with a wide range of sensitivity much more e ectively. This can be explained by the search direction provided by the simplex method which not only increased the rate of convergence for nding optimal parameter values, but also enabled optimization for multiple parameters with varying sensitivities. In our experiment, our hybrid approach identi ed optimal values for the three sensitive parameters (V 3 , V 1 and V 5 ) within the rst 4,000 trials. Between trials 4,000 and 7,000, the hybrid approach improved the next two insensitive parameters (V 4 and V 2 ) signi cantly. Hence, even the least sensitive parameter (V 6 ) were improved after after 4,000 trials.
3. The R-B simplex-GA hybrid, on the average, converged faster than GA for V 3 and V 5 (two of the three most sensitive parameters). However, some of its search for V 1 seemed to be trapped in local optimum, which introduced an additional di culty for nding optimum values for the three insensitive parameters.
4. The concurrent probabilistic simplex had the most di culties even in converging to the optimum of V 3 , partially because the probabilistic simplex was designed to complement the GA. Without the GA, it is easily trapped by any local optimum.
VI. Application to a Function Maximization Problem
Because of the success of applying our simplex-GA hybrid to the metabolic modeling problem, we decided to further test our hybrid approach using a di erent problem. We chose the function maximization problems used by Renders and Bersini 30] , which are actually instances of a function family introduced by Michalewicz in 22]: Renders and Bersini used two instances of this function family to test their hybrid approach by setting N to 10, and m to 10 and 100 respectively 30]. These problems are 10-dimensional optimization problems. Theoretical maximum of these two functions are 9.660 (for m=10) and 9.655 (for m=100).
We used these two problems to test our hybrid approach (57% simplex-GA) and compare the performance with those of GA, 100% concurrent simplex, and R-B hybrid. We chose to test 57% simplex-GA because its percentage of simplex reproductions among all reproductions is close to that of R-B hybrid: 
This is similar to the reason we chose 45% simplex-GA for the biomodeling problem.
For each approach, the population size was 44 and the maximum trials was 1,000,000. Like the biomodeling application, we compared the average performance of ten runs for each approach using a set of ten randomly generated initial populations. For the R-B hybrid, we used the parameters that gave the best performance in their experiments (i.e., 0.2, 0.2, and 0.5 for the crossover probability, the average probability, and the simplex probability, respectively) 30].
Figures 15 and 16 plot the average best tness vs number of trials for the two function maximization problems. Because the performance of the 100% concurrent simplex is much worse than the other three approaches, they are not included in the gures. We have also chosen the range of tness in the gure so that the performance of the three approaches can be clearly distinguished. Since the performance of the three approaches di er mainly in the convergence rate, Table 7 compares the average trial numbers each approach took to nd the optimum.
The following observations are made from the gures and the table.
1. Both the real-coded GA and our 57% simplex hybrid found the theoretical maximum for both problems (m=10 and m=100) in every runs. The R-B simplex hybrid found the optimum in eight runs.
2. Our hybrid outperformed both the real-coded GA and the R-B hybrid in terms of the convergence rate. For the simpler problem (m=10), our hybrid converged about 8 times faster than the realcoded GA and about 10 times faster than the R-B hybrid in nding the optimum. For the di cult problem (m=100), our hybrid converged about 4 times faster than the real-coded GA and the R-B hybrid.
3. The performance of real-coded GA was better than that of R-B hybrid.
We need to clarify a few di erences between the result of our experiments and those reported by Renders and Bersini 30] . The GA outperformed the R-B hybrid for both problems in our experiment, but was outperformed by the R-B hybrid in their experiment. One of the di erences between the two experiments is the maximum trials allowed. To take this factor into consideration, we compared the best tness value (average over ten runs) obtained by R-B's experiment and ours after about the same number of trials. This comparison is shown in Table 8 , which indicated that our implementation of the R-B hybrid gave a performance that is similar to their own implementation. However, our implementation of the real-coded GA yielded a performance that is much better than that in R-B's experiment, especially for the problem m is set to 100. This may be caused by other di erences in the two GA implementations (e.g., selection probability, crossover probability, mutation probability etc.). Since we could not nd these details about R-B's GA implementation from their paper, we can not analyze these di erences further.
The empirical results of applying our hybrid approach to the sin maximization problem suggested that our hybrid approach can be an e ective method not only for solving the biomodeling problem, but also for solving complex function optimization problems. Our experiments indicated that our simplex-GA hybrid reduced GA's computation time for nding the optimum by 88% for the problem m is set to 10, and 73% for the problem m is set to 100.
VII. Further Evaluations and Discussions
After we compared our hybrid approach with Renders-Bersini (R-B) hybrid approach for these two problems, we wanted to gain some empirical insights about factors that contributed to the di erences in their performances. More speci cally, we wish to address the following two questions:
1. How does elitism a ect the performance of our simplex-GA hybrid?
2. How does the choice of the simplex operator a ect the performance of the two simplex-GA hybrid approaches?
To answer these questions, we designed and performed additional experiments. The rest of this section summarizes the results of these experiments and describes some plausible conclusions we drew from these results.
A. The E ect of Elitism
To study the e ect of elitism in our simplex-GA hybrid, we applied a real-coded GA with N elites (where N is the number of variables to be optimized) to the biomodeling problem and to the function maximization problem. Table 9 shows the average nal best tness for the biomodeling problem. For ease of comparison, we also included results of three other alternative approaches: the real-coded GA, our hybrid, and R-B hybrid. It should be pointed out that the real-coded GA used for comparison in Section V and VI kept the chromosome ranked rst every generation. Therefore, it is in fact a GA with 1 elite. Table 9 shows that the real-coded GA with N elites improved, on the average, the nal best tness of the real-coded GA with 1 elite by 50% for the biomodeling problem. This is about half of the overall performance improvement of our 45% hybrid. Figure 17 and 18 plot the average best tness versus trials for the two sin maximization problems. The gures clearly show that the GA with N elites did improve the convergence rate of the original GA (with 1 elite). To compare their convergence rates, we summarize the average trials required by each approach to nd the global optimum in Table 9 : Comparing N-elites GA with other approaches for the biomodeling problem with N elites reduced the average trials to nd the global optimum by 34% for the problem with m=10, but by only 5% for the problem with m=100. It is worth noting that the GA with N elites converged much faster than the GA did during the rst 100,000 trials for both problems, as shown in Figures 17  and 18 . However, the GA with N elites had more di culty in nding precisely the global optimum for the problem with m=100. In fact, it did not nd the optimum precisely in two out of ten runs. These empirical analyses suggested that elitism is major contributing factor to the performance improvement of our hybrid approach, even though it does not account for the entire performance improvement. Table 11 : The e ect of the two simplex operators on the simplex-GA hybrids for solving the biomodeling problem B. The E ect of the Choice of Simplex Operator
As we have pointed out in Section IV, one of the main di erences between our hybrid and R-B hybrid is the choice of the simplex operator. We used the probabilistic simplex, while the R-B approach used the Nelder-Mead (N-M) simplex. It is thus important to understand the e ect of di erent simplex method on the performance of the two hybrid architectures.
Toward this goal, we implemented both operators for both architectures, and applied them to the biomodeling problem and the two function maximization problems. The results are shown in Table 11 , Figure 19 , and 20.
We made the following observations from these empirical comparisons. First, the probabilistic simplex is more suitable for our hybrid architecture. For the biomodeling application of our 45% simplex-GA, the average nal best tness using the N-M simplex was 200 times worse than that using the probabilistic simplex. For the sin maximization applications of our 57% hybrid, their average best tnesses using the N-M simplex were slightly worse than those using the probabilistic simplex.
Second, we are less conclusive about the suitability of the simplex operator for R-B's hybrid architecture. Even though the probabilistic simplex improved (i.e., reduced) the nal tness of R-B's approach by 3 times for the biomodeling problem, it did not improve the convergence rate for the sin maximization problem.
Third, the probabilistic simplex seemed more suitable for solving the biomodeling problem, because it Theoretical maximum Our 57% Prob. Simplex-GA Our 57% NM Simplex-GA R-B Prob. Simplex-GA R-B NM Simplex-GA Figure 19 : The e ect of the two simplex operators on the hybrid for solving the simpler function maximization problem (m=10) Theoretical maximum Our 57% Prob. Simplex-GA Our 57% NM Simplex-GA R-B Prob. Simplex-GA R-B NM Simplex-GA Figure 20 : The e ect of the two simplex operators on the hybrid for solving the di cult function maximization problem (m=100) signi cantly enhanced the performance of all three approaches (i.e., our hybrid, the R-B hybrid, and the 100% simplex) as shown in Table 11 . This may be explained by rst recognizing that a major challenge of the biomodeling problem lies in identifying parameters whose sensitivities vary widely. The main cost of the N-M simplex is the potential extra evaluations required by the expanded point or the contracted point, in addition to evaluating the re ected point. For a search space whose variables' sensitivities are in about the same order of magnitude (e.g., the sin maximization problem), the bene t of such additional evaluations may be comparable to the cost. Nevertheless, for a problem whose variables' sensitivities di er by several order of magnitude (e.g., the biomodeling problem), the cost of these evaluations may outweigh their bene ts. We hope that we can further con rm this working hypothesis in our future research.
VIII. Summary
In this paper, we have introduced a hybrid genetic algorithm using a probabilistic simplex method as an additional operator. We have successfully applied our simplex-GA hybrid to a metabolic modeling problem and a function optimization problem. By comparing the performance of our hybrid with a realcoded GA and an alternative simplex-GA hybrid proposed by Renders and Bersini, we showed that our hybrid approach found much better solutions using less computation time for the biomodeling problem. Our empirical testing using the function optimization problem also showed that our simplex-GA hybrid signi cantly improved the convergence rate of a real-coded GA without sacri cing its robustness in nding the global optimum. Further analyses also indicated that the performance improvement of our hybrid approach is partially attributed to (1) keeping the top N elites of a generation and (2) using the probabilistic simplex operator. Based on an observation about the search behavior of our hybrid approach for the biomodeling problem, we conjectured that the proposed hybrid of probabilistic simplex and GA is particularly suitable for problems whose variables' sensitivity vary widely.
There are many issues remained to be addressed in our future research. First, our working hypothesis regarding suitable applications of the proposed simplex-GA hybrid needs to be investigated through theoretical analysis or further empirical evaluations. Second, we plan to study the impact of di erent probability distributions for the probabilistic simplex on the performance of the hybrid system. Third, we need to fully investigate the relationship between the percentage of simplex reproduction and the performance of our hybrid. Finally, we plan to apply the hybrid approach to the identi cation of metabolic models using real experiment data.
