This paper investigates the initial value problem for a class of nonlinear singular differential systems with "maxima". By using the comparison principle and the approximate quasilinearization method, we obtain two monotone iterative sequences of approximate solutions which converge uniformly and rapidly to the solution of such systems.
Introduction
It is well-known that singular differential systems can be used to model many problems, such as nonNewtonian fluid mechanics, optimal control problems, and electrical circuits. The concept of singular systems was introduced by Rosenbrock [20] in 1974, it is more complicated than the ordinary ones, and its qualitative analyses involve greater difficulty than those of the ordinary systems. Therefore researching the theory of singular differential systems has profound significance. Previous studies have mainly focused on the linear and nonlinear singular systems described by ordinary differential equations. The basic theory of the linear singular systems can be found in [10, 11] . Up till now, the theory of nonlinear singular systems is imperfect, in which the convergence of the solution is one of the most concerned problems, which has an important effect on the qualitative theory development.
Quasilinearization is a very efficient method to obtain approximate solutions of nonlinear problems. This method originated in the dynamic programming theory and was initially applied by Bellman and Kalaba [8] . A systematic development of the method to ordinary differential equations has been provided by Lakshmikantham and Vatsala [18] , and there are some generalized results of the method to various types of differential systems, we can refer to the monographs [16, 17] , for functional differential equations [4, 12] , for impulsive equations [3, 6] , for partial differential equations [5, 9, 14, 24] , for others [21, 22, 27] and references cited therein. However, there were few applicable results of the method to singular differential systems [1, 13, 19, 23] .
Differential equations with "maxim" are a special type of differential equations that contain the maximum of the unknown function over a previous interval(s). Recently, the interest in differential equations with "maxim" has increased exponentially (see Bainov and Hristova [7] ). By using the method of quasilinearization, Agarwal and Hristova [2] and Hristova et al. [15] investigated the initial value problem for differential equations with "maxim" and difference equations with "maxim", respectively. Wang and Liu [25, 26] obtained the convergence uniformly and quadratically to singular differential systems with "maxim" and singular difference systems with "maxim". In this paper, we attempt to extend the applications of approximate quasilinearization method, and study the rapid convergence of the solution for a class of nonlinear singular differential system with "maxim". The main work focuses on two aspects: one is to construct the monotone sequences for such systems, which is a Taylor series numerical method in which the truncation is chosen so that the iterates is of order k; the other is to prove the convergence uniformly and rapidly to the solution of the problem.
Preliminaries
Consider the following initial value problem for the singular differential system with "maxim" (IVP)
Ax (t) = f(t, x(t), max
s∈[t−h,t]
x(s)), t ∈ [0, T ],
where A is a singular n × n matrix, x ∈ R n , f ∈ C([0, T ] × R n × R n , R n ), ϕ ∈ C([−h, 0], R n ), and h and T are fixed positive constants. Let the functions α 0 , β 0 ∈ C([−h, T ], R n ) be such that α 0 (t) β 0 (t). Define the following sets for convenience.
In our further investigations, we need some results on linear singular differential inequalities and systems and thus for the convenience of readers, we present some relevant results here.
Consider the singular differential inequalities
where A, M(t) are n × n matrices, A is singular and M(t) is continuous on [0, T ]. 
where C is a diagonal matrix with C −1 0.
For the singular linear initial value problem
we have the following known result.
Lemma 2.3 ([11]
). Assume that the condition (H 2.1 ) of Lemma 2.2 holds, index(A) = 1, and
Then the unique solution y(t) ofÂ y (t) +My(t) = g(t), y(0) = y 0 , is given by
whereÂ D andM D denote the Drazin inverse of the matricesÂ andM, respectively. We note that once we have known y(t), then we get x(t) = L(t)y(t), where x(t) is the solution of (2.2).
We will prove the following comparison result which plays an important role for the establishment of our main results.
where A, M(t) are n × n matrices, A is singular, and M( 
Proof. In view of the assumption N(t) 0, we can get from (2.3) that
Now, we consider the following two cases:
x(s), and according to the assumption that x(t) 0 on [−h, 0], the inequalities (2.4) can be written in the form
Noting that x(0) 0, applying Lemma 2.2, we get x(t) 0 on [0, T ].
Case 2. If max
x(s), the inequalities (2.4) can be written in the form
Lemma 2.2 shows that x(t) y(t) on [0, T ], where y(t) is the solution of
Thus, for t ∈ [0, T ], using the expression of x(t) in Lemma 2.3, we obtain
Hence, we have
Using the condition (H 2.4 ), we have max
The proof is complete. Now, we will prove an existence result, which is necessary for our main results.
Lemma 2.5. Assume that the conditions (H 2.1 )-(H 2.4 ) hold, and 
Then there exists a solution x(t) of IVP (2.1) which satisfies α 0 (t)
Proof. Consider the following iterative scheme 5) where
U n (s). According to the iterative scheme, the sequences {α n (t)} and {β n (t)} were generated by α 0 (t) and β 0 (t), respectively. Now, we will prove that
For this purpose, setting p 1 (t) = α 0 (t) − α 1 (t), using the condition (H 2.5 ), we have
According to Lemma 2.4, we have
Letting p 3 (t) = α 1 (t) − β 1 (t), from the condition (H 2.6 ), we have
The process can be continued to obtain that
It is easy to see that the sequence {α n (t)} is uniformly bounded and equicontinuous, employing the Ascoli-Arzelà Theorem, the nondecreasing sequence {α n (t)} converges pointwise to a function x(t) that satisfies α 0 (t) x(t) β 0 (t). In view of IVP (2.5) and the Dominated Convergence Theorem, we obtain that x(t) is a solution of
that is, x(t) is a solution of IVP (2.1). Therefore, we conclude that there exists a solution x(t) of IVP (2.1)
The proof is complete.
Main results
In this section, we prove that the convergence of the sequence of successive approximations is of order k. Throughout this paper, we define
Theorem 3.1. Assume that the following conditions hold.
Then there exist two sequences {α n (t)} and {β n (t)} converging uniformly to the solution x(t) of IVP (2.1) and the convergence is of order 2k + 1, that is, there exist positive matrices K 1 , K 2 such that for the solution x(t) of IVP (2.1) in S(α 0 , β 0 ), the inequalities
, and |β n+1 − x| 0 K 2 |β n − x| 2k+1 0 hold, where |u| 0 = max
Proof. From the condition (A 3.1 ), we have that
for α 0 y x β 0 , and
for α 0 x y β 0 , where
Consider the following singular differential systems with "maxima"
and
Now, we prove that α 0 (t) and β 0 (t) are lower and upper solutions of IVP (3.3), respectively. In fact, from the condition (H 2.5 ) and the choice of k 0 , L 0 , we have
and by using the inequality (3.1), it follows that
Thus, α 0 (t) and β 0 (t) are lower and upper solutions of IVP (3.3), respectively. Consequently, by Lemma 2.5, there exists a solution α 1 (t) of IVP (3.3) with
Similarly, applying the fact that α 1 (t) is a solution of IVP (3.3), the inequalities (3.1), (3.2), the condition (H 2.5 ), and the choice of p 0 , C 0 , we obtain
, and
Thus, α 1 (t) and β 0 (t) are lower and upper solutions of IVP (3.4), respectively. In view of Lemma 2.5, we see that there exists a solution β 1 (t) of IVP (3.4) with
Next, we must show that α 1 (t) and β 1 (t) are lower and upper solutions of IVP (2.1). For this purpose, using the conclusion that α 1 (t) is a solution of IVP (3.3) and the inequality (3.1), we have
This implies that α 1 (t) is a lower solution of IVP (2.1) on [−h, T ]. Similar arguments show that
Now, we assume that α n (t) and β n (t) are lower and upper solutions of IVP (2.1), respectively, and
where α n+1 (t) and β n+1 (t) are solutions of the following singular differential systems
From the assumption that α n (t) is a lower solution of IVP (2.1), we get that
The assumption that β n (t) is an upper solution of IVP (2.1), together with the inequality (3.1), implies
Thus, α n (t) and β n (t) are lower and upper solutions of IVP (3.5), respectively. According to Lemma 2.5, we conclude that the IVP (3.5) has a solution α n+1 (t) with
Similarly, we can show that IVP (3.6) has a solution
Now, we come to prove that α n+1 (t) and β n+1 (t) are lower and upper solutions of IVP (2.1). Using the conclusion that α n+1 (t) is a solution of IVP (3.5) and the inequality (3.1), we obtain
Analogously, we can prove that β n+1 (t) is an upper solution of IVP (2.1). Then, we conclude that
By induction, we have
We can show easily that the sequences {α n (t)} and {β n (t)} are uniformly bounded and equicontinuous. Hence, employing Ascoli-Arzelà Theorem, we have that both monotone sequences {α n (t)} and {β n (t)} have pointwise limits on [−h, T ]. Taking the limit as n → ∞, we get that lim n→∞ α n (t) = ρ(t) r(t) = lim n→∞ β n (t).
Next, we show that ρ(t) r(t) on [−h, T ]. From the IVPs (3.5) and (3.6), we can show easily that ρ(t) and r(t) are solutions of IVP (2.1). For t ∈ [−h, 0], it is clear that ρ(t) = r(t). For t ∈ [0, T ], the condition (A 3.1 ) yields
r(s))dσ (r(t) − ρ(t))
According to Lemma 2.4, we get r(t) ρ(t) on [0, T ]. Then, we conclude that ρ(t) ≡ r(t) on [−h, T ]. Hence, {α n (t)} and {β n (t)} converge to the unique solution of IVP (2.1) when f x and f y exist and are continuous.
Finally, we shall show that the convergence of the sequences {α n (t)} and {β n (t)} to the solution x(t) of IVP (2.1) is of order 2k + 1. For this purpose, consider
Case 2. If t ∈ [0, T ], from the condition (A 3.1 ) and the mean value theorem, we obtain
x(s))dσ (x(t) − α n+1 (t))
(x(s) − y(s)) 2k+1 for α 0 y x β 0 , and M 1 is a positive n × n matrix. According to Lemma 2.2, we have a n+1 (t) u(t) on [0, T ], where u(t) is the solution of
Hence, using the expression of x(t) in Lemma 2.3, we get
Thus, by suitable estimates, we conclude from the inequalities (3.7) and (3.8) that the following inequality holds
where K 1 is a positive matrix, and |a| 0 = max
proves that the convergence of the sequence {α n (t)} is of order 2k + 1. Similarly, consider
, in view of the fact that β n+1 (t) − x(t) = p 2k n C n and p ni C ni , we get
which shows that
Case 2. If t ∈ [0, T ], utilizing the condition (A 3.1 ) and the mean value theorem, we have
By Lemma 2.2, we obtain b n+1 (t) u(t) on [0, T ], where u(t) is the solution of
Consequently, from the inequalities (3.9) and (3.10), and making suitable estimates, we get
where K 2 is a positive matrix. This shows that the convergence of the sequence {β n (t)} is of order 2k + 1. The proof is complete.
Theorem 3.2. Assume that the condition (A 3.2 ) holds, and
(A 3.3 ) there exists a function f ∈ C 0,2k,2k (Ω(α 0 , β 0 ), R n ) such that the Fréchet derivatives f y (t, x, y) 0,
Then there exist two sequences {α n (t)} and {β n (t)} converging uniformly to the solution x(t) of IVP (2.1) and the convergence is of order 2k, that is, there exist positive matrices K 3 , K 4 such that for the solution x(t) of IVP (2.1) in S(α 0 , β 0 ), the inequalities
hold, where |u| 0 = max
Proof. In view of the condition (A 3.3 ), we have
x(s)) f(t, y(t), max
y(s)) (3.11)
y(s))
x(s)) (3.12)
for α 0 x y β 0 . We consider the singular differential systems with "maxima" 13) and
(3.14)
Similar to the proof of Theorem 3.1, we can show that there exists a solution α 1 (t) of IVP (3.13) with
We shall now show that α 1 (t) and β 0 (t) are lower and upper solutions of IVP (3.14), respectively. In view of the fact that α 1 (t) is a solution of IVP (3.13), the conditions (H 2.5 ), (A 3.3 ), the inequalities (3.11), (3.12) , and the choice of p 0 , C 0 , we obtain
Furthermore, by Lemma 2.5, we see that there exists a solution β 1 (t) of IVP (3.14) such that α 1 (t)
Next, we must show that α 1 (t) and β 1 (t) are lower and upper solutions of IVP (2.1), respectively. From the fact that α 1 (t) is a solution of IVP (3.13) and the inequality (3.11), we get
Hence, α 1 (t) is a lower solution of IVP (2.1) on [−h, T ]. Similarly, using the conclusion that β 1 (t) is a solution of IVP (3.14) and the condition (A 3.3 ) , we obtain
This shows that β 1 (t) is an upper solution of IVP (2.1) on [−h, T ]. Therefore, it follows that
By induction, we can get that
where α n+1 (t) and β n+1 (t) are the solutions of the following singular differential systems
Employing the Ascoli-Arzelà Theorem, both monotone sequences {α n (t)} and {β n (t)} converge uniformly to the solution of IVP (2.1). Finally, we prove that the convergence of the sequences {α n (t)} and {β n (t)} to the solution x(t) of IVP (2.1) is of order 2k. To do this, let
The proof is identical to Theorem 3.1. By comparing the IVPs (3.5) and (3.15), we get
where K 3 is a positive matrix. Therefore, the convergence of the sequence {α n (t)} is of order 2k.
On the other hand, consider
Case 2. If t ∈ [0, T ], using the condition (A 3.3 ) and the mean value theorem, we obtain
a n (s) , and M 2 is a positive n × n matrix. By Lemma 2.2, we can get that
Thus, using the expression of x(t) in Lemma 2.3, we obtain
Therefore, from the inequalities (3.17) and (3.18) , and making suitable estimates, we have
where K 4 is a positive matrix. This shows that the convergence of the sequence {β n (t)} is of order 2k. The proof is complete. Then there exist two sequences {α n (t)} and {β n (t)} converging uniformly to the solution x(t) of IVP (2.1) and the convergence is of order 2k + 1, that is, there exist positive matrices K 5 , K 6 such that for the solution x(t) of IVP (2.1) in S(α 0 , β 0 ), the inequalities
Proof. In order to construct the monotone sequences {α n (t)}, {β n (t)}, and obtain the rapid convergence, we consider the following singular differential systems with "maxima"
The proceeding of proof is similar to Theorem 3.1, and thus we omit the details.
Theorem 3.4. Assume that the condition (A 3.2 ) holds, and
Then there exist two sequences {α n (t)} and {β n (t)} converging uniformly to the solution x(t) of IVP (2.1) and the convergence is of order 2k, that is, there exist positive matrices K 7 , K 8 such that for the solution x(t) of IVP (2.1) in S(α 0 , β 0 ), the inequalities
Proof. To construct the monotone sequences {α n (t)}, {β n (t)}, and obtain the rapid convergence, consider the following singular differential systems with "maxima"
Example
Now, we give an example to illustrate the application of the established in the previous section. One can see easily that the IVP (4.1) has zero solution. Taking α 0 (t) = (0, 0) T , β 0 (t) = ( The successive approximations α n+1 (t) and β n+1 (t) are solutions of the singular differential systems Then, the IVP (4.4) has a zero solution, that is, α 1 (t) = (0, 0) T . Proceeding as before, we can find that all successive approximations α n (t) are equal to the zero vector. Next, we shall construct a decreasing sequence of upper solutions which will converge quadratically to the exact solution. Since β 0 (t) = ( 
