We formulate a Hele-Shaw type free boundary problem for a tumor growing under the combined effects of pressure forces, cell multiplication and active motion, the latter being the novelty of the present paper. This new ingredient is considered here as a standard diffusion process. The free boundary model is derived from a description at the cell level using the asymptotic of a stiff pressure limit.
Introduction
Among the several models now available to deal with cancer development, there is a class, initiated in the 70's by Greenspan [15] , that considers that cancerous cells multiplication is limited by nutrients (glucosis, oxygen) brought by blood vessels. Models of this class rely on two kinds of descriptions; either they describe the dynamics of cell population density [5] or they consider the 'geometric' motion of the tumor through a free boundary problem; see [11, 10, 13, 16] and the references therein. In the latter kind of models the stability or instability of the free boundary is an important issue that has attracted attention, [9, 13] .
The first stage, where growth is limited by nutrients, lasts until the tumor reaches the size of ≈ 1mm; then, lack of food leads to cell necrosis which triggers neovasculatures development [8] that supply the tumor with enough nourishment. This has motivated a new generation of models where growth is limited by the competition for space [4] , turning the modeling effort towards mechanical concepts, considering tissues as multiphasic fluids (the phases could be intersticial water, healthy and tumor cells, extra-cellular matrix . . . ) [6, 7, 18, 1, 20] . This point of view is now sustained by experimental evidence [19] . The term 'homeostatic pressure', coined recently, denotes the lower pressure that prevents cell multiplication by contact inhibition.
In a recent paper [17] the authors explain how asymptotic analysis can link the two main approaches, cell density models and free boundary models, in the context of fluid mechanics for the simplest cell population density model, proposed in [6] , in which the cell population density evolves under pressure forces and cell multiplication. The principle of the derivation is to use the stiff limit in the pressure law of state, as treated in several papers; see for instance [2, 14] and the references therein.
Besides mechanical motion induced by pressure, for some types of cancer cells it is important to take into account active motion; see [3, 12, 21] . In the present paper we extend the asymptotic analysis of [17] to a model that includes such an ingredient. We examine the specific form of the Hele-Shaw limit and draw qualitative conclusions on the behaviour of the solutions in terms of regularity and free boundary velocity.
Notations and main result
Our model of tumor growth incorporates active motion of cells thanks to a diffusion term,
The variable n k represents the density of tumor cells, and the variable p k the pressure, which is considered to be given by a homogeneous law (written with a specific coefficient so as to simplify notations later on)
Hence, we are dealing with a porous medium type equation; see [23] for a general reference on such problems. We complement this system with an initial condition that is supposed to satisfy
In a purely mechanical view, the pressure-limited growth is described by the function G, which satisfies
for some P M > 0, usually called the homeostatic pressure; see [6, 19] .
Many authors use another type of models, namely free boundary problems on the tumor region Ω(t). Our purpose is to make a rigorous derivation of one of such models from (2.1), (2.2). As it is wellkown, for ν = 0 this is possible in the asymptotics k large. This is connected, in fluid mechanics, to the Hele-Shaw equations; a complete proof of the derivation is provided in [17] . Typically the limit of the cell density is an indicator function for each time t > 0, n ∞ = 1 Ω(t) , if this is initially true, and the problem is reduced to describing the velocity of the boundary ∂Ω(t).
Our aim is thus to understand what is the effect of including active motion, that is, ν > 0. We will show that both the density and the pressures have limits, n ∞ and p ∞ , as k → ∞ that satisfy
Compared with the case ν = 0 considered in [17] , a first major difference is that now the cell density n k is smooth, since equation (2.1) is non-degenerate when ν > 0. Is that translated into more regularity for the limit density? We will show that this is indeed the case. Though the limit density satisfies
it is not an indicator function any more, and its time derivate ∂ t n ∞ is a function, while it is only a measure when ν = 0. As for the pressure, we will establish that we still have
or in other words p ∞ ∈ P ∞ (n ∞ ), with P ∞ the limiting monotone graph
and for the special case
at hand we find
Therefore, the 'complementary relation'
is expected in the limit. However, ∇p ∞ vanishes unless p ∞ > 0, in which case n ∞ = 1, therefore ∇n ∞ = 0. Thus, the equation on p ∞ ignores the additional term coming from active motion and reduces to the same Hele-Shaw equation for the pressure that holds when ν = 0, namely
Let us remark that this does not mean that active motion has no effect in the limit. Though the pressure equation is the same one as for the case ν = 0, the free boundary ∂Ω(t) is not expected to move with the usual Hele-Shaw rule V = −∇p ∞ , but with a faster one; see Section 7 for a discussion on the speed of the free boundary.
The above heuristic discussion can be made rigorous. (2.4) and that the initial data satisfies Results obtained thanks to a discretization of the system (2.1)-(2.2) with k = 100 and ν = 0.5. The density n is plotted in solid line whereas the pressure p is represented in dashed line. The pressure p has the same shape as in the classical Hele-Shaw system with growth. However the density n is smoother.
, where P ∞ is the Hele-Shaw monotone graph given in (2.6). Moreover, the pair (n ∞ , p ∞ ) satisfies on the one hand (2.5), and on the other hand the Hele-Shaw type equation
and the complementarity relation (2.9) for almost every t > 0, all three equations in the weak sense. The time derivatives of the limit functions satisfy
To illustrate this behaviour, we present numerical results obtained thanks to a discretization with finite volume of system (2.1)-(2.2) in the case k = 100, ν = 0.5 and with G(p) = 1 − p. We display in Figure 1 the first steps of the formation of a tumor which is initially given by a small bump. As expected, we notice that the density n is smooth. The shape of the pressure p at the place where n = 1 is similar to the one observed for the classical Hele-Shaw system (see e.g. [17] ).
The rest of the paper is organized as follows. We begin in Section 3 with some uniform (in k) a priori estimates which are necessary for strong compactness. Then, in Section 4 we prove the main statements in Theorem 2.1. The most delicate part, establishing (2.9), is postponed to Section 5. After proving uniqueness for the limit problem in Section 6, we end with a final section devoted to discuss further regularity issues and speed of the boundary of the tumor zone.
Estimates
To begin with, we gather in the following statement all the a priori estimates that we need later on. 
with C a constant independent of k. Furthermore, there exists a uniform (with respect to k) nonnegative constant such that
Finally,
Proof. Estimates on n k and p k . The L ∞ (Q) bounds are a consequence of standard comparison arguments for (2.1) and
bound for p k now follows from the relation between p k and n k .
Estimates on the time derivatives. We introduce the quantity
The density equation (2.1) is rewritten in terms of this new variable as
Using the notation Σ k = Σ(n k ) and multiplying the above equation by Σ ′ (n k ), we get
By using that w k = Σ ′ k ∂ t n k and Σ ′ (n k ) = kn k−1 k + ν ≥ ν > 0, the right hand side of the above equation can be written in a more handful way as
Since this equation preserves positivity and sign (w k (0)) = sign (∂ t n ini k ) ≥ 0, we conclude that w k ≥ 0, that is, ∂ t n k ≥ 0. The relation between p k and n k then immediately yields ∂ t p k ≥ 0. Now that we know that the time derivatives have a sign, bounds for them follow easily. Indeed, using (2.1), we get
This gives the bound on
This last expression is uniformly bounded in k.
Estimates on the gradients. We multiply equation (2.1) by n k , integrate over R d and use integration by parts for the diffusion terms,
Since both n k and ∂ t n k are nonnegative, we immediately obtain the estimate on the first two terms in (3.1). On the other hand, integrating equation (2.7), we deduce
Since ∂ t p k ≥ 0, we easily obtain the L 2 bound on ∇p k in (3.1).
Proof of Theorem 2.1
In this section we prove all the statements in Theorem 2.1 except the one concerning the complementarity relation for the pressure, equation (2.9), whose proof is postponed to the next section.
Strong convergence and bounds. Since the families n k and p k are bounded in W 1,1 loc (Q), we have strong convergence in L 1 loc both for n k and p k . To pass from local convergence to convergence in L 1 (Q T ), we need to prove that the mass in an initial strip t ∈ [0, 1/R] and in the tails |x| > R are uniformly (in k) small if R is large enough. The control on the initial strip is immediate using our uniform, in k and
The tails for the densities n k are controlled using the equation, pretty in the same way as it was done for the case ν = 0; see [17] for the details. The control on the tails of the pressures p k then follows from the relation between p k and n k . Strong convergence in L p (Q T ) for 1 < p < ∞ is now a consequence of the uniform bounds for n k and p k .
Thanks to the a priori estimates proved above, we also have that (∇n k ) k and (∇p k ) k converge weakly in L 2 (Q T ), and
Identification of the limit. To establish equation (2.5) in the distributional sense, we just pass to the limit, by weak-strong convergence, in equation (2.1) . On the other hand, using the definition of p k in (2.2), we have
Taking the limit k → ∞, we deduce the monotone graph property
In order to show the equivalence of (2.10) and (2.5), we need to prove that ∇p ∞ = n ∞ ∇p ∞ . This es seen to be equivalent to p ∞ ∇n ∞ = 0 by using the Leibnitz rule in H 1 (R d ) for (4.1). To prove the latter identity, we first write
From estimate (3.1), the term between parentheses is uniformly bounded in L 2 (Q T ) and since (n k ) k is uniformly (in k) bounded in L ∞ (Q T ), we conclude that
We deduce then from the strong convergence of (p k ) k and the weak convergence of (∇n k ) k that
as desired.
Time continuity and initial trace. Time continuity for the limit density n ∞ follows from the monotonicity and the equation, as in the case ν = 0. Once we have continuity, the identification of the initial trace will follow from the equation for n k , letting first k → ∞ and then t → 0; see [17] for the details.
Remark. Since p ∞ ≥ 0, (4.2) implies that
The equation on p ∞
In this section we give a rigorous derivation of equation (2.9), which is the most delicate point in the proof of Theorem 2.1.
(i) Our first goal is to establish that, in the weak sense,
Thanks to (4.2) and (4.3), this is equivalent to proving that
In order to prove the latter inequality, we follow an idea of [17] and use a time regularization methodà la Steklov. To this aim, we introduce a regularizing kernel ω ε (t) ≥ 0 with compact support of length ε.
Let n k,ε = n k * ω ε . From equation (2.1), we deduce
Then, for fixed ε > 0, ∆ω ε * (n k k + νn k ) is bounded in L q (Q T ) for all q ≥ 1. Thus, we can extract a subsequence such that (∇ω ε * (n k k + νn k )) k converges strongly in L 2 (Q T ). Since we have strong convergence of (n k k + νn k ) k towards p ∞ + νn ∞ , we deduce that the strong limit of (∇ω ε * (n k k + νn k )) k is equal to ∇ω ε * (p ∞ + νn ∞ ).
Multiplying equation (5.3) by p k , we have
We can pass to the limit k → ∞ to get
To determine the sign, we decompose the left hand side term, divided by the harmless factor k/(k − 1), as
On the one hand we have
As for B k , we recall that ∂ t n k ≥ 0 provided ∂ t n ini ≥ 0; see Lemma 3.1. Thus, for s > t we have n
It remains to pass to the limit ε → 0 in the regularization process. We can pass to the limit in the weak formulation since we already know that ∇p ∞ ∈ L 2 (Q T ). Then, using (4.1), we get the inequality (5.2) and thus (5.1).
(ii) Our second purpose is to establish the other inequality, namely
To prove it, we multiply equation (2.7) by a nonnegative test function φ(x, t) and integrate, and obtain
From the proved bounds, the right hand side of the above equation converges to 0 as k → ∞. We can use integration by parts and rewrite the left hand side as
Since the last term is nonpositive, we obtain that lim inf
From weak-strong convergence in products, or convexity inequalities in the weak limit, we finally conclude
This is the weak formulation of (5.4).
Remark.
A careful inspection of the proof of (5.4) shows that (2.8) holds if and only if ∇p k converges strongly in L 2 (Q T ) and kn k−3 k |∇n k | 2 converges weakly to 0 locally in L 1 (Q). Since we have proved (2.8), we conclude that we have the two mentioned convergence results.
Uniqueness for the limit model
In this section we prove that the limit problem (2.10) admits at most one solution. We will adapt Hilbert's duality method in the spirit of [17] . satisfying (2.10) in the sense of distributions and such that ∇n, ∇p ∈ L 2 (Q T ), ∂ t n, ∂ t p ∈ M 1 (Q T ).
Proof.
Let us consider two solutions (n 1 , p 1 ) and (n 2 , p 2 ). Then for any test function φ with φ ∈ W 2,2 (Q T ) and ∂ t φ ∈ L 2 (Q T ), we have
which can be rewritten as
where
for some nonnegative constant κ. To arrive to these bounds on A we set A = 0 when n 1 = n 2 , even if p 1 = p 2 . Since A can vanish, we use a smoothing argument by introducing the regularizing sequences (A n ) n , (B n ) n and (G 1,n ) n such that
for some nonnegative constants α, β, β 2 , β 3 , δ, δ 2 , δ 3 .
Given any arbitrary smooth function ψ compactly supported, we consider the solution φ n of the backward heat equation
The coefficient 1/A n is continuous, positive and bounded below away from zero. Then the equation satisfied by φ n is parabolic. Hence φ n is smooth and since ψ is compactly supported, we have that φ n , ∆φ n and therefore ∂ t φ n are L 2 -integrable. Therefore, we can use φ n as a test function in (6.2). Then, by the definition of A, we have
Inserting (6.3) and substracting (6.2), we obtain
The convergence towards 0 of the terms I in , i = 1, 2, 3 is now a consequence on some estimates on the test functions φ n which are gathered in Lemma 6.2 below. Indeed, applying the mentioned estimates and Cauchy-Schwarz inequality we have
(in all the computations, K denotes various nonnegative constants). Then letting n → ∞, we conclude that
for any smooth function ψ compactly supported, hence n 1 = n 2 . It is then obvious, thanks to (6.1), that p 1 = p 2 .
Lemma 6.2 Under the assumptions of Theorem 6.1, we have the uniform bounds, only depending on T and ψ,
Proof. The first bound is a consequence of the maximum principle on (6.3). Then multiplying (6.3) by ∆φ n − B n φ n and integrating on R d , we get
After an integration in time on [t, T ], we deduce
where we use the bounds on ∇G 1,n and ∂ t B n by construction of the regularization. We conclude by applying Gronwall's Lemma.
Further regularity and velocity of the free boundary
Remember that both p ∞ and n ∞ belong to H 1 (R d ) for almost every t > 0. This regularity cannot be improved, because there are jumps in the gradients of both p ∞ and n ∞ at the free boundary. As a consequence, their laplacians are not functions, but measures. However, these singularities cancel in the combination Σ ∞ = p ∞ + νn ∞ , as we will see now.
Lemma 7.1 With the assumptions of Theorem 2.1, the quantity Σ ∞ belongs to L 2 ((0, T ); H 2 (R d )) for all T > 0 and we have the estimate
Proof. We recall the definition of Σ k in (3.2). Since ∇Σ k = n k ∇p k + ν∇n k , estimate (3.1) yields that for all 0 < t ≤ T ,
We now multiply the equation (3.4) by ∆Σ k , and integrate in Q T , 0 < T < ∞, to obtain, using that Σ ′ k > ν and the fact that both n k and G(p k ) are nonnegative,
The result follows directly.
This implies in particular that in the limit Σ ∞ (·, t) ∈ H 2 (R d ) for almost every t > 0. Hence, the size of the jump (downwards) of ∇p ∞ at the free boundary coincides with the size of the jump (upwards) of ν∇n ∞ there.
Concerning the time regularity, the limit equation for the density (3.3), now tells us that ∂ t n ∞ ∈ L 2 (Q T ). Hence n ∞ ∈ H 1 (Q T ). We do not have a similar property for the pressure (think of the situation when two tumors meet).
Our last goal is to derive formally an asymptotic value for the free boundary speed in a particular example. Let Ω(t) denote, as before, the space filled by the tumor at time t. We notice that n ∞ solves
with boundary conditions
If Ω(t) were known, the problem would be overdetermined. This is precisely what fixes the dynamics of the free boundary. Let us assume that the tumor is a ball centered at the origin,
We look for a solution which is spherically symmetric n ∞ (r, t), p ∞ (r, t). We set σ = R ′ (t). In opposition to other models of tumor growth (see [22] for instance), here there are no radial solutions Figure 2 : Shape of the traveling waves obtained thanks to a numerical discretization of the system (2.1)-(2.2) with k = 100 and ν = 0.5 (left) or ν = 0 (right) for the same initial data and the same final time. The density n is plotted in line whereas the pressure is represented in dashed line. We notice the regularity of n in the case ν = 0.5, whereas it has a jump at the interface when ν = 0. Also the free boundary moves faster when active motion is present.
with constant speed. However, following [17] Appendix A, we expect our solution to behave for large times as a one dimensional traveling wave (with constant speed).
In order to analyze the expected asymptotic constant speed, we set n R (r − σt) = n ∞ (r, t) and p R (r − σt) = p ∞ (r, t). Introducing this ansatz in equation (2.10), we obtain n R dr.
In a one dimensional setting (d = 1) and using the boundary relation at the interface of Ω(0), we deduce
n R (r)dr. (7.2) We recall that for the classical Hele-Shaw model without active motion (i.e. ν = 0), the traveling velocity is σ 0 = −p ′ R (R(0) − ). Since n R (R(0)) = 1 and n R is continuous and nonnegative, we have ∞ R(0) n R (r)dr > 0. Then we conclude from equation (7. 2) that σ > σ 0 . We can do a more precise computation confirming the above statement for the one-dimensional case. From the complementarity relation (2.9), we have −p ′′ R = G(p R ) on Ω(0). Multiplying this latter equation by p ′ R and integrating on (0, R(0)), we deduce
In the center of the tumor, we expect a maximal packing of the cells. Therefore, we have the boundary conditions lim r→0 p R (r) = P M , lim r→0 p ′ R (r) = 0.
Since p ′′ R = −G(p R ) ≤ 0, we deduce that p ′ R < 0 and we can make the change of variable
The quantity σ 0 = 2
G(q) dq is the traveling velocity for a tumor spheroid in the case ν = 0; see Appendix A.1 of [17] . Combining this with (7.2), we deduce that the growth of the tumor is faster with active motion than in the case ν = 0.
In Figure 2 , we display numerical simulations obtained from a discretization with a finite volume scheme of system (2.1)-(2.2) for k = 100. The left picture presents the result for ν = 0.5, and the right for ν = 0 (i.e. without active motion). We use the growth function G(p) = 1 − p and the results in both cases with the same initial data and at final time t = 10. We notice that in the case ν = 0.5 the density function is smooth and the domain occupied by the tumor is larger than in the case without active motion, which suggests as explained above a faster invasion speed.
