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Delay-dependent robust stability of stochastic delay
systems with Markovian switching
Lirong Huang 1, Xuerong Mao 1 , Feiqi Deng 2,
(1. Department of Statistics and Modelling Science, University of Strathclyde, Glasgow G1 1XH, UK;
2.College of Automation Science and Engineering, South China University of Technology, Guangzhou 510641, China)
Abstract: In recent years, stability of hybrid stochastic delay systems, one of the important issues in the study of
stochastic systems, has received considerable attention. However, the existing results do not deal with the structure of the
diffusion but estimate its upper bound, which induces conservatism. This paper studies delay-dependent robust stability
of hybrid stochastic delay systems. A delay-dependent criterion for robust exponential stability of hybrid stochastic delay
systems is presented in terms of linear matrix inequalities (LMIs), which exploits the structure of the diffusion. Numerical
examples are given to verify the effectiveness and less conservativeness of the proposed method.
Keywords: stochastic systems, time delay, Markovian switching, delay-dependent stability.
1 Introduction
Hybrid systems driven by continuous-time Markov
chains are used to model various practical systems where
they may experience abrupt changes in their structure and
parameters, such as failure prone manufacturing systems,
power systems and economic systems. An important class
of these hybrid systems is the jump linear systems
x˙(t) = A(r(t))x(t) ,
where one part of the state x(t) takes value continuously in
Rn while another part of the state r(t) is the switching sig-
nal takeing values in a finite set S = {1, 2, · · · , N}. Over
the past decades, a great deal of attention has been devoted
the study of this class of systems (see, e.g., [10], [2], [11]
and [15]). Since time delays and uncertainties often appear
in practical systems and may induce poor performance and
instability, uncertain jump linear systems with time delays
have also been studied by many authors (see [10]- [17]).
Furthermore, if r(t) is a Markovian chain and environmen-
tal noise is taken into account as well as time delay and
uncertainty, the system becomes a stochastic delay system
with Markovian switching (1), also called a hybrid stochas-
tic delay system (see, e.g., [7]).
Recently, analysis of stability of the Stochastic systems
have received much attention (see [4]- [9], [16] and [17]).
These works can be classified into two categories accord-
ing to their dependence on the information about the size
of time delays of the system, say, they are either delay-
independent results ( [6], [8], [9] and [16]) or delay-
dependent criteria ( [5], [7], [9] and [17]). Generally, for the
cases of small delays, delay-independent results are more
conservative than those dependent on the size of delays.
However, the existing delay-dependent results do not deal
with the structure of the diffusion but estimate its upper
bound, which may induce conservativeness.
This paper is concerned with the problem of delay-
dependent stability of uncertain stochastic delay systems
with Markovian switching. By the LMI approach, we
present a delay-dependent criterion for exponential stability
of uncertain hybrid stochastic delay systems, which exploits
the advantages of structure of the diffusion and reduces the
conservatism of the existing methods. Numerical examples
are conducted to show that our results are considerably less
conservative than the existing ones.
2 Problem statement
Throughout the paper, unless otherwise specified, we will
employ the following notation. Let (Ω,F , {Ft}t≥0,P) be a
probability space with a natural filtration {Ft}t≥0 and E[·]
be the expectation operator with respect to the probability
measure. If A is a vector or matrix, its transpose is denoted
by AT . If P is a square matrix, P > 0 (P < 0) means that
P is a symmetric positive (negative) definite matrix of ap-
propriate dimensions. I stands for the identity matrix of ap-
propriate dimensions. Denote by λM (·) and λm(·) the max-
imum and minimum eigenvalue of a matrix respectively. Let
| · | denote the Euclidean norm of a vector and its induced
norm of a matrix. Unless explicitly stated, matrices are as-
sumed to have real entries and compatible dimensions. Let
h > 0 and C([−h, 0];Rn) denote the family of all continu-
ousRn-valued functions ϕ on [−h, 0] with the norm ‖ϕ‖ =
sup{|ϕ(θ)| : −h ≤ θ ≤ 0}. Let CbF0([−h, 0];Rn) be
the family of all F0-measurable bounded C([−h, 0];Rn)-
valued random variables ξ = {ξ(θ) : −h ≤ θ ≤ 0}.
Moreover, let w(t) be a scalar Brownian motion defined
on the probability space and let r(t) be a right-continuous
Markov chain independent of w(t) and taking values in
S = {1, 2, · · · , N} with generator γ = (γij)N×N given
by
P{r(t+∆) = j|r(t) = i} =
{
γij∆+ o(∆), if i 6= j
1 + γii∆+ o(∆), if i = j
where ∆ > 0 and γij is the transition rate from i to j if
i 6= j while γii = −
∑
j 6=i γij .
Let us consider an n-dimensional uncertain stochastic de-
lay system with Markovian switching
dx(t) = [A(r(t), t)x(t) +B(r(t), t)x(t− h)] dt
+ [C(r(t), t)x(t) +D(r(t), t)x(t− h)] dw(t) (1)
on t ≥ 0with initial data x0 = {x(θ) : −h ≤ θ ≤ 0} = ξ ∈
CbF0([−h, 0];Rn), where x(t) ∈ Rn is the state vector; pos-
itive scalar constant h is time delay of the system; A(i, t),
B(i, t), , C(i, t) and D(i, t), i ∈ S, are matrix functions
with time-varying uncertainties described as follows
A(i, t) = Ai +∆Ai(t), B(i, t) = Bi +∆Bi(t),
C(i, t) = Ci +∆Ci(t), D(i, t) = Di +∆Di(t)
(2)
whereAi,Bi,Ci andDi are known constant matrices while
uncertainties ∆Ai(t), ∆Bi(t), ∆Ci(t) and ∆Di(t) are as-
sumed to be norm bounded, i.e.,
∆Ai(t) = LAiFAi(t)EAi, FTAi(t)FAi(t) ≤ I,
∆Bi(t) = LBiFBi(t)EBi, FTBi(t)FBi(t) ≤ I,
∆Ci(t) = LCiFCi(t)ECi, FTCi(t)FCi(t) ≤ I,
∆Di(t) = LDiFDi(t)EDi, FTDi(t)FDi(t) ≤ I,
(3)
with known constant matrices LAi, EAi, LBi, EBi, LCi,
ECi, LDi, and EDi, and unknown matrix functions FAi(t),
FBi(t), FCi(t) and FDi(t) having Lebesgue measurable
elements. The parameter uncertainties ∆Ai(t), ∆Bi(t),
∆Ci(t) and ∆Di(t), i ∈ S, are said to be admissible if
conditions (3) hold.
Denote
f(r(t), t) = A(r(t), t)x(t) +B(r(t), t)x(t− h),
g(r(t), t) = C(r(t), t)x(t) +D(r(t), t)x(t− h) (4)
for all t ≥ 0, which are also written as f(t) and g(t) in short
respectively where there is no ambiguity. One can observe
that
|f(i, t)|+ |g(i, t)| ≤ CL||xt|| , ∀ (i, t) ∈ S ×R+ (5)
where xt = {x(t + θ) : −h ≤ θ ≤ 0} and CL =
max1≤i≤N ( |Ai|+|LAi| |EAi|+|Bi|+|LBi| |EBi|+|Ci|+
|LCi| |ECi| + |Di| + |LDi| |EDi| ). This implies that both
f(t) and g(t) satisfy the local Lipschitz condition and the
linear growth condition. According to Theorem 8.3, p303,
[9], there exists a unique continuous solution denoted by
x(t; ξ) or simply x(t) to equation (1). It is known (see,
e.g., [9]) that {xt, r(t)}t≥0 is a C([−h, 0];Rn)× S ×R+-
valued Markov process. Its infinitesimal operator L, acting
on functional V : C([−h, 0];Rn)×S×R+ → R, is defined
as, e.g., (3.2) in [7].
In this paper, we are to establish new delay-dependent
sufficient conditions for robust exponential stability of un-
certain stochastic delay system with Markovian switching
(1). For simplicity only, we take single delay h in our model.
The proposed method can be easily extended to those cases
with multiple and distributed delays.
By the end of this section, let us introduce the following
definition and lemmas that are useful for the development
of our results.
Definition 1 ( [3]) The uncertain stochastic delay sys-
tem (1) is said to be robustly exponentially stable in mean
square if there is a positive constant λ such that
lim sup
t→∞
1
t
logE|x(t; ξ)|2 ≤ −λ
for all admissible uncertainties (3).
Lemma 1 ( [13]) For any constant matrix M ∈ Rq×l,
inequality
2uTMv ≤ ruTMGMTu+1
r
vTG−1v , u ∈ Rq , v ∈ Rl
holds for any pair of symmetric positive definite matrix
G ∈ Rl×l and positive number r > 0.
Lemma 2 ( [1]) For any pair of symmetric positive def-
inite constant matrix G ∈ Rl×l and scalar r > 0, if there
exists a vector function v : [0, r] → Rl such that integrals∫ r
0
vT (s)Gv(s)ds and
∫ r
0
v(s)ds are well defined, then the
following inequality holds
r
∫ r
0
vT (s)Gv(s)ds ≥
(∫ r
0
v(s)ds
)T
G
(∫ r
0
v(s)ds
)
.
Lemma 3 ( [7, 17]) Assume that φ : C([−h, 0];Rn) ×
S ×R+ → Rn, i ∈ S, t ≥ h and r(t) = i. Define
v1(x(t), i, t) = xT (t)Mix(t) ,
v2(xt, i, t) =
∫ 0
−h
∫ t
t+θ
φT (xs, i, s)Gφ(xs, i, s)dsdθ ,
whereMi and G, i ∈ S, are symmetric matrices. Then
Lv1(xt, i, t) = 2xT (t)Mif(i, t) + gT (i, t)Mig(i, t)
+
N∑
j=1
γijx
T (t)Mjx(t) ,
Lv2(xt, i, t) = hφT (xt, i, t)Gφ(xt, i, t)
−
∫ t
t−h
φT (xs, r(s), s)Gφ(xs, r(s), s)ds .
3 Delay-dependent exponential stability
Sufficient conditions for robust exponential stability of
uncertain hybrid stochastic delay system (1) are proposed
as follows.
Theorem 1 The uncertain stochastic delay system with
Markovian switching (1) is robustly mean-square exponen-
tially stable provided that there exist matrices Pi11 > 0,
Q > 0, R > 0, Pi21, Pi22, Pi23, Pi31, Pi32, Pi33, and scalar
numbers βAi > 0, βBi > 0, βCi > 0 and βDi > 0 such that

Φi11 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
Φi21 Φi22 ∗ ∗ ∗ ∗ ∗ ∗ ∗
Φi31 Φi32 Φi33 ∗ ∗ ∗ ∗ ∗ ∗
Φi41 Φi42 Φi43 Φi44 ∗ 0 0 0 0
Φi51 Φi52 Φi53 Φi54 Φi55 0 0 0 0
LTAiPi21 L
T
AiPi22 L
T
AiPi23 0 0 −βAiI 0 0 0
LTBiPi21 L
T
BiPi22 L
T
BiPi23 0 0 0 −βBiI 0 0
LTCiPi31 L
T
CiPi32 L
T
CiPi33 0 0 0 0 −βCiI 0
LTDiPi31 L
T
DiPi32 L
T
DiPi33 0 0 0 0 0 −βDiI

< 0 (6)
LMI (6) holds for all i ∈ S, where
Φi11 = PTi21(Ai +Bi) + (Ai +Bi)
TPi21 + PTi31(Ci +Di)
+ (Ci +Di)TPi31 +
N∑
j=1
γijPj11 + βAiETAiEAi
+ βBiETBiEBi + βCiE
T
CiECi + βDiE
T
DiEDi,
Φi21 = PTi22(Ai +Bi) + P
T
i32(Ci +Di) + Pi11 − Pi21,
Φi31 = PTi23(Ai +Bi) + P
T
i33(Ci +Di)− Pi31,
Φi41 = h(BTi Pi21 +D
T
i Pi31 + βBiE
T
BiEBi + βDiE
T
DiEDi),
Φi51 = (BTi Pi21 +D
T
i Pi31 + βBiE
T
BiEBi + βDiE
T
DiEDi),
Φi22 =−PTi22 − Pi22 + hQ, Φi32 = −PTi23 − Pi32,
Φi42 = h(BTi Pi22 +D
T
i Pi32),
Φi52 = (BTi Pi22 +D
T
i Pi32),
Φi33 =−PTi33 − Pi33 + Pi11 + hR,
Φi43 = h(BTi Pi23 +D
T
i Pi33),
Φi53 = (BTi Pi23 +D
T
i Pi33),
Φi44 =−hQ+ h2(βBiETBiEBi + βDiETDiEDi) ,
Φi54 = h(βBiETBiEBi + βDiE
T
DiEDi),
Φi55 =−R+ βBiETBiEBi + βDiETDiEDi,
and entries denoted by ∗ can be readily inferred from sym-
metry of the matrices.
Proof. By notation (4), we can rewrite the hybrid stochastic
delay system (1) in short as
dx(t) = f(r(t), t)dt+ g(r(t), t)dw(t) (7)
on t ≥ 0 with initial data ξ.
So we have
x(t2)− x(t1) =
∫ t2
t1
f(r(s), s)ds+ g(r(s), s)dw(s) (8)
for all t2 ≥ t1 ≥ 0.
By (4) and (8), we observe that
f(i, t) = (Ai(t) +Bi(t))x(t)
−Bi(t)
∫ t
t−h
f(r(s), s)ds+ g(r(s), s)dw(s),(9)
g(i, t) = (Ci(t) +Di(t))x(t)
−Di(t)
∫ t
t−h
f(r(s), s)ds+ g(r(s), s)dw(s)(10)
for all i ∈ S and t ≥ h.
Choose a Lyapunov-Krasovskii functional candidate for
system (7) as follows:
V (xt, i, t) = V1(x(t), i, t) + V2(xt, i, t) + V3(xt, i, t) ,
(11)
where
V1(x(t), i, t) = xT (t)Pi11x(t) ,
V2(xt, i, t) =
∫ 0
−h
∫ t
t+θ
fT (r(s), s)Qf(r(s), s)dsdθ ,
V3(xt, i, t) =
∫ 0
−h
∫ t
t+θ
gT (r(s), s)Rg(r(s), s)dsdθ ,
for i ∈ S and t ≥ h.
Let ε be a positive real number to be determined. For any
τ ≥ h, by the generalized Itoˆ’s lemma (see, e.g., [16]) and
Fubini’s lemma, we have
E
[
eετV (xτ , r(τ), τ)− eεhV (xh, r(h), h)
]
= E
∫ τ
h
eεt[εV (xt, r(t), t) + LV (xt, r(t), t)]dt
=
∫ τ
h
eεtE
[
εV (xt, r(t), t) + LV (xt, r(t), t)
]
dt, (12)
where
LV (xt, r(t), t) =LV1(x(t), r(t), t) + LV2(xt, r(t), t)
+ LV3(xt, r(t), t).
(13)
By Lemma 3, for any i ∈ S, we have
LV1(x(t), i, t) = 2xT (t)Pi11f(i, t) + gT (i, t)Pi11g(i, t)
+
N∑
j=1
γijx
T (t)Pj11x(t), (14)
LV2(xt, i, t) = hfT (i, t)Qf(i, t)
−
∫ t
t−h
fT (r(s), s)Qf(r(s), s)ds,(15)
LV3(xt, i, t) = hgT (i, t)Rg(i, t)
−
∫ t
t−h
gT (r(s), s)Rg(r(s), s)ds. (16)
Denote
yi(t) =
 x(t)f(i, t)
g(i, t)
 and Pi =
Pi11 0 0Pi21 Pi22 Pi23
Pi31 Pi32 Pi33
 (17)
for all i ∈ S. By equalities (9), (10) and (17), we have
2xT (t)Pi11f(i, t)
= yTi (t)(P
T
i Gi +G
T
i Pi)yi(t) + 2y
T
i (t)P
T
i ∆Gix(t)
− 2yTi (t)PTi
[
0 BTi D
T
i
]T
·
∫ t
t−h
f(r(s), s)ds+ g(r(s), s)dw(s)
− 2yTi (t)PTi
[
0 ∆BTi (t) ∆D
T
i (t)
]T
·
∫ t
t−h
f(r(s), s)ds+ g(r(s), s)dw(s), (18)
where Gi =
 0 I 0Ai +Bi −I 0
Ci +Di 0 −I
 and ∆Gi = ∆A¯i +
∆B¯i +∆C¯i +∆D¯i with∆A¯i =
[
0 ∆ATi (t) 0
]T
, ∆B¯i =[
0 ∆BTi (t) 0
]T
, ∆C¯i =
[
0 0 ∆CTi (t)
]T
and ∆D¯i =[
0 0 ∆DTi (t)
]T
.
For any i ∈ S, let zTi (t) = [zTi1(t) zTi2(t) zTi3(t) zTi4(t)
zTi5(t)]
T = [xT (t) fT (i, t) gT (i, t) −1h
∫ t
t−h f
T (r(s), s)ds
− ∫ t
t−h g
T (r(s), s)dw(s)]T and let E˜Ai = [EAi 0 0 0 0],
L˜TAi = [L
T
AiPi21 L
T
AiPi22 L
T
AiPi23 0 0]
T , E˜Bi =
[EBi 0 0 hEBi EBi], L˜TBi = [L
T
BiPi21 L
T
BiPi22 L
T
BiPi23 0 0]
T ,
E˜Ci = [ECi 0 0 0 0], L˜TCi = [L
T
CiPi31 L
T
CiPi32 L
T
CiPi33 0 0]
T ,
E˜Di = [EDi 0 0 hEDi EDi], L˜TDi = [L
T
DiPi31 L
T
DiPi32
LTDiPi33 0 0]
T .
Then, by Lemma 1, we have
2yTi (t)P
T
i ∆A¯ix(t) = 2z
T
i (t)L˜AiFAi(t)E˜Aizi(t)
≤ β−1Ai zTi (t)L˜AiL˜TAizi(t) + βAizTi (t)E˜TAiE˜Aizi(t) ,
2yTi (t)P
T
i ∆C¯ix(t) = 2z
T
i (t)L˜CiFCi(t)E˜Cizi(t)
≤ β−1Ci zTi (t)L˜CiL˜TCizi(t) + βCizTi (t)E˜TCiE˜Cizi(t) ,
and
2yTi (t)P
T
i ∆B¯i
·
(
x(t)−
∫ t
t−h
f(r(s), s)ds+ g(r(s), s)dw(s)
)
= 2zT (t)L˜BiFBi(t)E˜Biz(t)
≤ β−1Bi zTi (t)L˜BiL˜TBizi(t) + βBizTi (t)E˜TBiE˜Bizi(t) ,
2yTi (t)P
T
i ∆D¯i
·
(
x(t)−
∫ t
t−h
f(r(s), s)ds+ g(r(s), s)dw(s)
)
= 2zT (t)L˜DiFDi(t)E˜Diz(t)
≤ β−1Di zTi (t)L˜DiL˜TDizi(t) + βDizTi (t)E˜TDiE˜Dizi(t) ,
which imply
2yTi (t)P
T
i
(
∆Gix(t)−
[
0 ∆BTi (t) ∆D
T
i (t)
]T
·
∫ t
t−h
f(r(s), s)ds+ g(r(s), s)dw(s)
)
≤ zTi (t)
[
β−1Ai L˜AiL˜
T
Ai + βAiE˜
T
AiE˜Ai + β
−1
Bi L˜BiL˜
T
Bi
+ βBiE˜TBiE˜Bi + β
−1
Ci L˜CiL˜
T
Ci + βCiE˜
T
CiE˜Ci
+ β−1Di L˜DiL˜
T
Di + βDiE˜
T
DiE˜Di
]
zi(t). (19)
Substitution of (18)-(19) into (14) yields
LV1(x(t), i, t) ≤ zTi (t)Γizi(t) , (20)
where symmetric matrix Γi is given as follows
Γi =

Γi11 ∗ ∗ ∗ ∗
Γi21 Γi22 ∗ ∗ ∗
Γi31 Γi32 Γi33 ∗ ∗
Γi41 Γi42 Γi43 Γi44 ∗
Γi51 Γi52 Γi53 Γi54 Γi55

with
Γi11 = PTi21(Ai +Bi) + (Ai +Bi)
TPi21 + PTi31(Ci +Di)
+ (Ci +Di)TPi31 +
∑N
j=1
γijPj11 + βAiETAiEAi
+ βBiETBiEBi + βCiE
T
CiECi + βDiE
T
DiEDi
+ β−1Ai P
T
i21LAiL
T
AiPi21 + β
−1
Bi P
T
i21LBiL
T
BiPi21
+ β−1Ci P
T
i31LCiL
T
CiPi31 + β
−1
DiP
T
i31LDiL
T
DiPi31,
Γi21 = PTi22(Ai +Bi) + P
T
i32(Ci +Di) + Pi11 − Pi21
+ β−1Ai P
T
i22LAiL
T
AiPi21 + β
−1
Bi P
T
i22LBiL
T
BiPi21
+ β−1Ci P
T
i32LCiL
T
CiPi31 + β
−1
DiP
T
i32LDiL
T
DiPi31,
Γi31 = PTi23(Ai +Bi) + P
T
i33(Ci +Di)− Pi31
+ β−1Ai P
T
i23LAiL
T
AiPi21 + β
−1
Bi P
T
i23LBiL
T
BiPi21
+ β−1Ci P
T
i33LCiL
T
CiPi31 + β
−1
DiP
T
i33LDiL
T
DiPi31,
Γi41 = h
(
BTi Pi21 +D
T
i Pi31 + βBiE
T
BiEBi + βDiE
T
DiEDi
)
,
Γi51 =
(
BTi Pi21 +D
T
i Pi31 + βBiE
T
BiEBi + βDiE
T
DiEDi
)
,
Γi22 =−PTi22 − Pi22 + β−1Ai PTi22LAiLTAiPi22
+ β−1Bi P
T
i22LBiL
T
BiPi22 + β
−1
Ci P
T
i32LCiL
T
CiPi32
+ β−1DiP
T
i32LDiL
T
DiPi32,
Γi32 =−PTi23 − Pi32 + β−1Ai PTi23LAiLTAiPi22
+ β−1Bi P
T
i23LBiL
T
BiPi22 + β
−1
Ci P
T
i33LCiL
T
CiPi32
+ β−1DiP
T
i33LDiL
T
DiPi32,
Γi42 = h
(
BTi Pi22 +D
T
i Pi32
)
, Γ52 =
(
BTi Pi22 +D
T
i Pi32
)
,
Γi33 =−PTi33 − Pi33 + Pi11 + β−1Ai PTi23LAiLTAiPi23
+ β−1Bi P
T
i23LBiL
T
BiPi23 + β
−1
Ci P
T
i33LCiL
T
CiPi33
+ β−1DiP
T
i33LDiL
T
DiPi33,
Γi43 = h
(
BTi Pi23 +D
T
i Pi33
)
, Γ53 =
(
BTi Pi23 +D
T
i Pi33
)
,
Γi44 = h2
(
βBiE
T
BiEBi + βDiE
T
DiEDi
)
,
Γi54 = h
(
βBiE
T
BiEBi + βDiE
T
DiEDi
)
,
Γi55 = βBiETBiEBi + βDiE
T
DiEDi.
Moreover, by Lemma 2, (15) gives
LV2(xt, i, t) ≤ zTi2(t)hQzi2(t)− zTi4(t)hQzi4(t), (21)
while (16) gives
LV3(xt, i, t) = hzTi3(t)Rzi3(t)
−
∫ t
t−h
gT (r(s), s)Rg(r(s), s)ds.(22)
By isometry property, we have
E
[
zTi5(t)Rzi5(t)
]
= E
[∫ t
t−h
gT (r(s), s)Rg(r(s), s)ds
]
.
(23)
Therefore, substituting inequalities (14)-(23) into (13) and
taking expectation on the both sides yield
ELV (xt, i, t) ≤ E
[
zTi (t)Γ˜izi(t)
]
, (24)
where Γ˜i = Γi + diag
{
0, hQ, hR, −hQ, −R}.
By Schur complement, inequality (6) implies that Γ˜i < 0.
So we have
ELV (xt, i, t) ≤ −λi0E|zi(t)|2 ≤ −λ0E|x(t)|2 , (25)
where λi0 = λm(−Γ˜i) > 0 and λ0 = min1≤i≤N λi0 > 0.
By definition of (11), we see
α0|x(t)|2 ≤ V (xt, i, t) ≤ α1|x(t)|2 + α2
∫ t
t−2h
|x(s)|2ds
(26)
for all t ≥ h, where α0 = min1≤i≤N λm(Pi11), α1 =
max1≤i≤N λM (Pi11) and α2 = hC2L(λM (Q) + λM (R)).
Choose ε > 0 such that
ε
(
α1 + 2hα2e2hε
) ≤ λ0 . (27)
Substituting these into (12), we obtain that
E
[
eετV (xτ , r(τ), τ)
]− E[eεhV (xh, r(h), h)]
=
∫ τ
h
eεtE
[
εV (xt, r(t), t) + LV (xt, r(t), t)
]
dt
≤
∫ τ
h
eεt
{
E
[
εα1|x(t)|2 + εα2
∫ t
t−2h
|x(v)|2dv
]
− λ0E|x(t)|2
}
dt . (28)
Since∫ τ
h
eεtdt
∫ t
t−2h
|x(v)|2dv ≤ 2he2hε
∫ τ
−h
|x(t)|2eεtdt
≤ 2he2hε
∫ τ
h
|x(t)|2eεtdt+ 2he2hε
∫ h
−h
|x(t)|2dt ,
it follows
eετEV (xτ , r(τ), τ) ≤ eεhEV (xh, r(h), h)
+
∫ τ
h
eεt
[
ε(α1 + 2hα2e2hε)− λ0
]
E|x(t)|2dt
+ 2hεα2e2hε
∫ h
−h
E|x(t)|2dt ≤ Ch , (29)
where Ch = eεh[α1E|x(h)|2 + α2(1 +
2hεehε)
∫ h
−h E|x(s)|2ds] is a finite positive number since
x(t) is a unique continuous solution to equation (1). So we
have
α0e
ετE|x(τ)|2 ≤ eετEV (xτ , r(τ), τ) ≤ Ch. (30)
This implies
lim sup
τ→∞
1
τ
logE|x(τ)|2 ≤ −ε , (31)
which completes the proof.
4 Examples
In this section, we present some examples to illustrate the
effectiveness of the method proposed in this paper.
Example 1. Let r(t), t > 0, be a right-continuous
Markov chain taking values in S = {1, 2} with the gen-
erator
γ = (γij)2×2 =
[−1 1
5 −5
]
.
Consider a scalar stochastic delay system with Markovian
switching
dx(t) = [a(r(t))x(t)+b(r(t))x(t−h)]dt+σ(r(t))x(t−h)dw(t) ,
(32)
where a1 = −1, a2 = 1, b1 = b2 = −1 and σ1 = σ2 = 0.1.
By the results of [5], system (32) are exponentially stable
and asymptotically stable in mean square if the upper bound
of time delay hmax < 0.3996 and hmax < 0.4127 respec-
tively. However, by Theorem 1, system (32) is exponentially
stable when h ≤ 0.6411, which is much less conservative.
Example 2. Let r(t), t > 0, be a right-continuous
Markov chain taking values in S = {1, 2} with the gen-
erator
γ = (γij)2×2 =
[−6 6
1 −1
]
.
Consider a scalar stochastic delay system with Markovian
switching
dx(t) = (Br +∆Br)x(t− h)dt+∆Drx(t− h)dw(t) ,
(33)
where B1 = 1, B2 = −4, ∆Bi(t) ∈ [−δ, δ] and ∆Di(t) ∈
[−δ, δ] with δ > 0 for i = 1, 2.
The problem of stability of system (33) was studied in Ex-
ample 9.8, p342, [9]. For the case of δ = 0.1, inequality
(9.51), p343, [9] gives hmax < 0.0235 for exponential sta-
bility while applying Theorem 1 yields hmax = 0.2375. But
for the case when
δ = 0.26 >
1
3 + 0.5
√
3
= 0.2587 ,
the result in [9] does not work while Theorem 1 gives
hmax = 0.2175 for exponential stability.
5 Conclusion
This paper has presented a delay-dependent criterion for
robust exponential stability of stochastic delay systems with
Markovian switching in terms of LMIs. It should be pointed
out that introduction of (9), (10) and (17) helps exploit the
structure of diffusion of the system and deal with the cross-
ing terms. This leads to a less conservative result. The above
numerical examples have verified the effectiveness of the
proposed method.
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