With the rise of critical machine-to-machine (M2M) applications, next generation wireless communication systems must be designed with strict constraints on the latency and the reliability. A key enabler for designing low-latency systems is the availability of accurate and tractable analytic models. Unfortunately, many performance models do not account for the effects of channel coding at finite blocklength and imperfect channel state information (CSI) due to time-limited channel training. These models are therefore inaccurate for low-latency systems. In this work, we derive a closed-form approximation for the transmission error probability while considering both of these effects. The approximation provides an inverse mapping from the error probability to the achievable rate. Using this approximation, we analyze the queuing delay of the system through stochastic network calculus. Our results show that even though systems with rate adaptation must spend resources on channel training, these systems perform better than systems operating at fixed rate. The enhancement becomes even greater under stricter delay constraints. Moreover, we find that adapting both the training sequence length and the code rate to the delay constraints is crucial for achieving high reliability.
I. INTRODUCTION
Wireless networks have typically been designed to achieve maximum data rate, with only moderate requirements for the delay. These requirements change when wireless systems are designed for critical machine-to-machine (M2M) communications as encountered for example in industrial scenarios. For instance, automation systems may require communication at a delay not exceeding a few milliseconds, with reliability above 99.999% with respect to this deadline, while the packet sizes and data rates are typically small [1] .
Even though such strict requirements on the quality-of-service (QoS) are currently under much debate, it is still unclear how to design wireless systems that satisfy those requirements. The design of such systems can be guided by analysis on the physical and network layers only if the underlying models are accurate. However, on the physical layer, a common assumption is that error-free transmission can be achieved through channel coding at the channel capacity, which becomes inaccurate when the size of the data packets and thus the blocklength of the channel code are small, as it is the case for M2M applications. In the finite blocklength regime, transmission errors are inevitable, and the transmitter must choose a rate below the capacity to keep the error probability low [2] . In addition to finite blocklength effects, many real-world channels experience fading, i.e. their signal strength is time-varying. As a consequence, the transmitter has two options: it can either transmit at a fixed coding rate, or estimate the channel through a training sequence and transmit at a rate that is adapted to the current channel state. However, due to the limitation on the training sequence length, the channel state information (CSI) at the transmitter will be imperfect, so that the transmitter may overestimate the channel quality and select a code rate that is too high, which may result in errors. Concluding, rate adaptation at the transmitter, imperfect CSI, and channel coding at finite blocklength strongly affect the reliability of the physical layer. When the physical layer is not perfectly reliable, or when the data rate is changing, data needs to be buffered until it is successfully transmitted, which causes a random delay. Therefore, analysis of the delay must be extended from the physical layer up to the network layer, where queueing effects are taken into account.
Overall, this leads to three essential questions that have to be clarified for the design of critical
M2M communication systems:
• The relationship between the rate selected by the transmitter and the corresponding error probability due to both imperfect CSI and finite blocklength must be quantified.
• In order to minimize the overall delay of the system, an optimal tradeoff between the code rate and the error probability must be identified.
• The relationship between the length of the training sequence and the delay performance of the system must be characterized. Increasing the length of the training sequence improves the quality of the channel estimates but reduces the channel resources available for payload transmission and thus the length of the channel code, which may in turn decrease the reliability. This characterization must also include the case where no channel training is performed and the transmitter uses a channel code with fixed rate.
A. Related Work
This work is related to two lines of research in two different areas of data communications: communication theory and communication networks. In the following, we describe some of the most relevant works in both areas.
1) Communication-theoretic works:
The comprehensive analysis of the theoretical limits of finite blocklength channel coding by Polyanskiy et al. [2] was extended by Yang et al. to blockfading channels [3] - [5] . Surprisingly, the authors found that for many types of fading channels, the maximum achievable data rate shows little dependency on the blocklength and is in fact well approximated by the outage capacity. These works even accounted for the fact that the channel state may not be known a priori, i.e. at the start of the transmission. However, the data rate was assumed to be fixed and rate adaptation with imperfect CSI at the transmitter was not considered.
Analysis of imperfect CSI often focuses on the receiver side: imperfect CSI will cause an error in the amplitude and phase of the signal during demodulation and decoding, which can cause errors. Médard [6] investigated this by computing the mutual information of a system with imperfect CSI. Hassibi and Hochwald [7] investigated the impact of channel training on the ergodic capacity in multi-antenna systems. However, those information-theoretic results are based on statistical averages of the estimation error and therefore only apply when decoding is performed over infinitely many fading blocks, which would cause infinite delay. Furthermore, rate adaptation at the transmitter cannot be analyzed using such models. Lim and Lau [8] and Lau et al. [9] studied rate adaptation where the transmitter has imperfect or outdated CSI. These works neither considered finite blocklength of the channel code nor the impact of transmission errors on the delay.
2) Queueing-theoretic works: One of the key objectives of this line of research is the analysis of the delay performance of data networks. In the literature, there exist several different approaches for the analysis of wireless networks. Wu and Negi [10] developed the framework of effective capacity that provides approximations on the delay performance, which are however asymptotic, i.e. only valid for long delays. Al-Zubaidy et al. [11] use stochastic network calculus in a transform domain, which not only provides non-asymptotic bounds on the delay performance, but can also be extended for the analysis of multi-hop links [11] , [12] . Finite blocklength effects and imperfect CSI have been separately studied with respect to their impact on the queueing performance. Wu and Jindal [13] analyzed a system with automatic repeat requests in fading channels at finite blocklength. However, the authors only analyzed the average throughput and did not consider the delay. Gursoy [14] computed the effective capacity for block-fading channels at finite blocklength and showed that there is a unique optimum for the error probability. In our previous work [15] , we extended this analysis using stochastic network calculus and provided analytical solutions for finite blocklength coding in Rayleigh block-fading channels. However, none of these works considered imperfect CSI. The queueing performance under rate adaptation with imperfect/outdated CSI but without finite blocklength effects was analyzed by Gross [16] .
Joint analysis of imperfect CSI and channel coding was performed by Ramis et al. [17] , but this analysis did not consider the theoretical limits of channel coding from [2] but instead used convolutional codes, which are known to have higher error probability than modern channel codes.
B. Contributions
Taking the previous work into account, we provide three main contributions:
• We derive a closed-form approximation for the error probability due to the combined effects of finite blocklength and imperfect CSI at the transmitter, based on an information-theoretic result from Yang et al. [5] . A key challenge that we overcame in this analysis is that finite blocklength effects are modeled as variations in the rate, whereas imperfect CSI leads to variations in the SNR. Our approximation is invertible, providing a direct mapping from the error probability to the rate.
• Based on stochastic network calculus [11] , we provide probabilistic bounds on the delay and characterize the optimal tradeoff between the rate and the error probability with respect to the delay performance. This rate optimization has to be performed for every distinct measurement of the channel and is thus computationally prohibitive. However, using our proposed approximation for the error probability, this optimization becomes computationally tractable. Moreover, we prove that this optimization problem is convex in the error probability.
• We show through numerical analysis that both finite blocklength coding and imperfect CSI have a significant impact on the performance under strict QoS-constraints. Furthermore, we find that our approximation for the error probability can be used for nearly optimal rate adaptation. Both the optimal rate adaptation scheme and the optimal time spent on channel training depend on the delay constraints. Lastly, we demonstrate that systems with rate adaptation, despite requiring a large fraction of the resources for channel training, can achieve significantly better performance than systems with fixed rate transmission.
C. Outline
This paper is organized as follows: The system model is given in Sec. II. The joint analysis of finite blocklength effects and imperfect CSI is presented in Sec. III. The queueing analysis using stochastic network calculus and the suggested rate adaptation under delay constraints are given in Sec. IV. Numerical results are shown in Sec. V, followed by our conclusions in Sec. VI.
II. SYSTEM MODEL
We use the following notation: Uppercase italic letters X generally refer to random variables, whereas the corresponding lowercase letters x refer to a realization of that random variable.
Random vectors and their instances are represented as X and x, respectively. P {·} and E [·] describe probability and expected value, and we write f X|y (x) for the probability density function and F X|y (x) for the cumulative distribution function of the variable X, conditioned on the value Y = y. For complex values, {x} describes the real part, ∠(x) describes the phase, and x * is the complex conjugate.
A. General Model
We consider data transmission over a point-to-point communication link with channel fading.
A frequency-flat quasi-static Rayleigh fading channel model is used, where the channel stays constant for the duration of one time slot, each time slot containing n total symbols. After each time slot, the channel is assumed to take on a new and independent value. This model is also
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r(γ) n total Fig. 1 . Quasi-static fading with channel estimation and rate adaptation for the first three time slots. The transmitter does not know the actual capacity log(1 + γ) but only the estimated capacity log(1 +γ). The rate r(γ) is adapted to the channel estimate.
known as block-fading channel and is illustrated in Fig. 1 . Each time slot is divided into two phases: A training/estimation phase, where the transmitter sends a known training sequence of m symbols to the receiver; and the actual data transmission phase of n = n total − m symbols.
Between the training and data transmission phase, the receiver sends the estimated CSI as feedback to the transmitter. For simplicity, this feedback is assumed to be instantaneous and error-free. Furthermore, the receiver knows whether the data packet in the previous time slot was decoded successfully and includes that information in the feedback. Rate adaptation is used, i.e. the transmitter uses the channel state information (CSI) from the estimation phase to adapt the rate of the channel code to the current fading state. The transmitter operates with fixed power, and CSI is therefore only used for rate adaptation but not for power control.
We assume that there is one transmit and one receive antenna, so the channel can be described by the scalar complex fading coefficient H. For the Rayleigh block-fading channel, H has circularly symmetric Gaussian distribution CN (0, 1). The receiver will see a sequence
where the symbols X in the codeword X have an average power constraint E [|X| 2 ] = 1. The elements in N are modeled to be independent and identically distributed (i.i.d.) with distribution CN (0, 1), as well as independent of the fading and signal. The parameterγ then denotes the average signal-to-noise ratio (SNR) at the receiver, which is assumed to be constant and known at transmitter and receiver. The instantaneous SNR in the different time slots is then given as Γ =γ|H| 2 and has exponential distribution with meanγ.
B. Training Phase
The receiver estimates the fading coefficient H through a known training sequence x T of m symbols, for which we impose a constant power constraint x *
is received. The receiver uses the minimum mean square error (MMSE) estimator for H [7] :
where we define
which is a linear combination of independent, circularly symmetric normal random variables, resulting in a circularly symmetric normal random variable N ∼ CN (0, 1), which is still independent of H.
C. Data Transmission Phase
After the training phase, a noise-free feedback provides the transmitter with the estimateĤ of the channel coefficient H. In our scenario, the phase of the channel coefficient is not used at the transmitter, so it is not relevant whether the transmitter knowsĤ or the estimated SNR
In the rest of this section we will restrict the analysis to a specific time slot. In this case, the transmitter will have a specific estimateĥ.
1) Perfect CSI: First, consider the simplified scenario with perfect CSI (PCSI) where h =ĥ is perfectly known. During the data transmission phase, a codeword of length n symbols with rate r is transmitted over an additive white Gaussian noise (AWGN) channel with constant SNR γ =γ|h| 2 . The Shannon capacity per channel use of such a channel is given as c = log 2 (1 + γ).
Theoretically, channel codes with code rate r lower than the capacity c can provide error-free transmission under the condition that the blocklength n of that code tends to infinity. A common model is to assume that the transmitter can achieve error-free transmission at the rate r = c, despite a limitation in the blocklength n. Since the model is only valid at perfect CSI and in the limit of infinite blocklength, we refer to this model as "PCSI,IBL".
However, this reference model becomes less accurate as the blocklength n gets shorter. Instead, the transmitter will have to choose coding rates smaller than the estimated capacity in order to transmit with a low probability of error. Polyanskiy et al. [2, Thm. 54] showed that the achievable coding rate per channel use in an AWGN channel at blocklength n and error probability p err can be tightly approximated by
where Q −1 (·) is the inverse of the Gaussian Q-function and the channel dispersion is given as:
It should be noted that even though the rate in (6) cannot yet be achieved by current channel codes like LDPC codes, it was shown theoretically that coding can achieve this bound. Conversely, (6) is also a sharp approximation for the maximum possible coding rate, i.e. for a given SNR γ, blocklength n and error probability p err , there can be no channel code that achieves a significantly higher rate than r FBL (γ, n, p err ). We assume in the following that the relation between the rate r and error probability p err is given by (6) with equality. We refer to this model as "PCSI,FBL".
Solving for p err results in
2) Imperfect CSI: The actual channel coefficient in a specific time slot is assumed to stay constant during the time slot, but its exact value is unknown at the transmitter, and could be lower or higher than the measurement. Because the actual channel coefficient is unknown, it is modeled as a random variable H, which remains constant during the time slot and which has a distribution that depends on the channel estimateĥ. This conditional distribution will be derived in Sec. III-A; and it is not the same as the original fading distribution of H. However, note that we can interpret the channel with a given channel estimateĥ as a channel with unknown channel coefficient H, and this can in turn be interpreted as a fading channel.
At infinite blocklength, the error probability for this channel model is given by the outage probability, i.e. the probability that the random channel capacity C = log 2 (1 + Γ), conditioned on the measurementĥ orγ, is lower than the selected rate r:
At finite blocklength, the interpretation of the measured channel as a fading channel enables the use of finite blocklength results for quasi-static fading channels from Yang et al. [4] , [5] . According to the normal approximation [5, (59-61) ], the approximationp err for the error probability for a code with rate r is given by:
with V(Γ) given by (7). The expectation is over the conditional distribution of the SNR Γ =γ|H| 2 given the measurementγ. If the measurement error is zero, then the expectation in (10) is only over a single value γ, thusp err corresponds exactly to the finite blocklength approximation for the error probability p err of AWGN channels given in (8) . Furthermore, if the measurement error is non-zero and the blocklength n tends to infinity, thenp err converges to the outage probability p out in (9) because the Q-function in (10) converges to 1 when log 2 (1 + Γ) < r.
Note that according to the normal approximation in (10), for any given SNR Γ = γ, the error probability only depends on the SNR Γ but not on the channel estimation errorγ
This holds only if there is no penalty for imperfect CSI at the receiver, or if the receiver knows the fading coefficient H perfectly. We assume that the receiver's estimate is improved by additional pilots that are sent with the codewords, and ignore the penalty due to imperfect CSI at the receiver. Furthermore, to simplify discussions, we will assume from now that the approximatioñ p err is exactly equal to the error probability. We will refer to this model as "ICSI,FBL". For comparison, we also consider the extreme case "NoCSI,FBL" where no training is performed,
i.e. the transmitter has no instantaneous CSI and transmits at a fixed rate. For this case, the error probabilityp err in (10) must be computed over the distribution of the SNR Γ without conditioning on a measurement. In this case, despite the fact that the receiver has no CSI a priori, the channel dispersion was shown to be zero [5] , which means that the outage capacity or outage probability (9) quickly become good performance metrics as the blocklength increases.
D. Queueing Model
Due to the imperfections of the channel state estimation and due to finite blocklength effects, there is a chance that transmissions will fail. Furthermore, in a system with rate adaptation, the data rate varies from slot to slot. Thus, not all incoming data can be transmitted immediately in the same time slot and must be stored in a queue, from which the data is removed once the receiver acknowledges the successful transmission with a feedback message. In case of errors, the data remains in the queue and is then retransmitted, essentially forming an automatic repeat request (ARQ) scheme.
One performance metric for such a transmission scheme is the expected goodput, which is the expected value of successfully received data. In each time slot, r · n bits are transmitted, but transmissions fail with probabilityp err . We normalize the expected goodput with respect to the total number of symbols n total = n + m:
However, the expected goodput is not suitable for characterizing the delay of the system. The delay is random, as the data remains in the queue for some random time. In a time-critical system with a given maximum tolerable delay, we want to characterize the probability that the queueing delay exceeds the maximum tolerable delay, in order to make sure that this probability is below some very small threshold. Queueing systems can be described in terms of arrival, service and departure processes. In time slot i, the arrival process A i is given by the data that is generated at the transmitter side, e.g. from sensor readings, and enters the queue. The service process S i describes the capability of the wireless transmission, i.e. how many bits can potentially be transmitted in time slot i. In case of transmission errors, the service is considered to be zero because data is not removed from the queue. The departure process D i is given as the number of bits which leave the queue, which is equal to the number of bits that reach the receiver successfully. The departure process is upper-bounded both by the service process and by the amount of data waiting in the queue. The queue is assumed to be infinitely long, thus all incoming data can be stored in the queue and will eventually be transmitted.
For the analysis of queueing systems, we define the cumulative arrival, service, and departure processes A(τ, t)
The delay W (t) at time t is then defined as the time it takes before all data that arrived before time t has actually departed from the queue, i.e. reached the receiver:
As a performance metric, we use the delay violation probability, i.e. the probability that the delay W (t) exceeds a certain target delay w:
E. Problem Statement
The main objective of this work is the characterization of the tradeoff between the time spent on channel training and time spent on actual data transmission. When a larger fraction of the time is spent on training, the channel estimates become more accurate. However, if the same amount of information is transmitted in a shorter fraction of the time, i.e. at higher rate, and with shorter blocklength of the channel code, then data transmissions may actually become less reliable despite better knowledge of the channel. For very short time slots, it might be best to skip training entirely and use the entire time for data transmissions at fixed rate.
To find this tradeoff between the length of the training sequence (m symbols) and the length of the data transmission (n = n total − m symbols), one must first determine the performance for fixed parameters m and n. This performance depends on the code rate that is selected by the transmitter and on the corresponding error probability. Therefore our second objective is to determine the optimal tradeoff between rate and error probability, which must be characterized individually for each channel estimate. In this work, the optimal tradeoff is the one that minimizes the overall delay of the system.
For a given channel estimate and rate, the error probability can be computed using previous results by Yang et al. [5] , given in (10). However, this can only be done numerically, which makes it computationally difficult to find the optimal rate/error tradeoff for each channel estimate.
Therefore, a computationally tractable approximation for the error probability is needed. Moreover, it might be beneficial if that approximation is invertible: what is the maximum rate r when the error probability may not be larger than e.g. 10 −3 ? In addition, when the delay requirements are strict, we expect that transmission errors have a significant impact on the performance, and the approximation should therefore not underestimate the error probability.
III. PHYSICAL LAYER ANALYSIS
In this section, we show how to compute the error probabilityp err in (10) for data transmissions at imperfect CSI and assuming the finite blocklength link model. More importantly, we provide a closed-form approximation and an upper bound. First of all, the computation of (10) needs the conditional distribution of the SNR Γ given the measurementγ, which is computed in Sec. III-A. Sec. III-B shows an approximation and upper bound for the outage probability p out .
This approximation is then extended to channel codes with finite blocklength in Sec. III-C.
Sec. III-D shows some slightly more involved analytic steps that do not depend on assumptions and yield a strict upper bound on the error probability in (10).
A. Probability Distribution of the SNR under Imperfect CSI
Computing the error probability under imperfect CSI and finite blocklength first requires the characterization of the channel estimation error. The channel estimateĤ given in (5) can be rewritten asĤ
where H and N are mutually independent and both have complex, circularly symmetric normal distribution with unit mean, i.e. CN (0, 1). Like the authors in [7] , we define a normalized channel
Due to the independence of H and N , it can be easily seen that E |Ĥ scaled
Therefore,Ĥ scaled is also distributed as CN (0, 1). H andĤ scaled are correlated with correlation coefficient ρ. The joint distribution ofĤ scaled and H is completely defined by their individual distributions, which are equal, and the correlation coefficient. Thus, H can be expressed in terms ofĤ scaled as
where we defined a noise process N ∼ CN (0, 1) which is different from N and independent of H scaled . Note that (17) does not follow from rewriting (16) but from observing the symmetry in the joint distribution.
Given a specific measured channel coefficientĥ, we define the estimated SNR asγ
According to (17) , the actual SNR Γ conditioned on the measured SNRγ has a non-central χ 2 distribution with two degrees of freedom and pdf:
The cumulative distribution function conditioned onγ can then be stated in terms of the Marcum Q-function Q 1 (a, b) [16] , [18] : 13 First, we consider the case where transmissions fail only because of imperfect channel estimation. In this case, the error probability is assumed to be equal to the outage probability of the measured channel, given by (19). Note that this is not the same as the outage probability of the original Rayleigh channel. Second, in case finite blocklength codes have an impact on the performance, the error probability is given by (10) , which can be computed numerically by means of conditional probability density function of the SNR Γ stated in (18) .
B. Outage Probability Approximation for Imperfect CSI
In this section, we develop an approximation and upper bound for the outage probability that uses the Gaussian Q-function instead of the Marcum Q-function. This approximation is easier to compute, invertible and can later be extended to include the effects of channel coding at finite blocklength.
Lemma 1.
Given an imperfect estimate of the channelγ and a rate r, the outage probability is bounded as
with σ
Proof. Given a known measurementĥ, the random variable H is given in terms of the random variable N according to (17) . Thus:
whereN = e −j∠(ĥ) N is just a phase-rotated version of N . The distribution and the magnitude of a circularly symmetric random variable stay constant under phase rotation, and thus the real part N has Gaussian distribution N (0, 1/2). Since N 2 ≥ 0, it follows that the SNR Γ =γ |H| 2 can be defined as
i.e. the estimation errorΓ = Γ −γ is the sum of a Gaussian errorΓ G ∼ N (0, σ 2 ICSI ) and somẽ Γ δ ≥ 0. The outage probability p out can then be bounded as:
where the inequality holds becauseΓ δ ≥ 0. We observe that there is a factor (1 − ρ 2 ) inΓ δ , which becomes very small as the correlation coefficient ρ increases, i.e. as the channel estimates become more accurate. In that case,Γ δ becomes small relative toΓ G , and (20) is not only an upper bound but also a good approximation.
If there is a target outage probability of e.g. ε out = 10 −3 , then it is difficult to find the exact rate r for which the outage probability p out is exactly ε out , as the Marcum Q-function in (19) cannot be easily inverted. However, the approximation (20) is invertible:
Given an imperfect estimate of the channelγ and a target outage probability 0 < ε out < 1/2, the actual outage probability is less than or equal ε out if the rate 1 is chosen as
Proof. Let the right-hand side of (20) be equal to ε out and solve for r.
Therefore, when the transmitter selects the rate r ICSI (γ, ε out ), the actual outage probability p out is not exactly equal to the target outage probability ε out , but p out is always smaller than ε out . This upper bound on the outage probability allows for a worst-case performance analysis.
C. Combined Analysis of Imperfect CSI and Finite Blocklength
When analyzing the physical layer using the finite blocklength model, we focus first on the case where the channel state information is perfect. If the transmitter selects a code with rate r FBL (γ, n, p err ), then the error probability is given by p err according to (8) . We can obtain the 1 The rate must be nonnegative, so if the argument of the log-function would be less than one, the rate is always considered to be zero.
same result from a different interpretation: For a fixed capacity c = log 2 (1 + γ), define the random blocklength-equivalent capacity
with U FBL ∼ N (0, 1) and assume that errors occur if and only if an outage occurs, i.e. iff C b (γ) < r FBL (γ, n, p err ). This means that r FBL is interpreted as the outage capacity for a channel with random capacity C b (γ), which simplifies the comparison and combination of imperfect CSI and finite blocklength effects.
Finite blocklength effects are modeled as Gaussian variation U FBL in the capacity, whereas we observed in Sec. III-B that channel estimation errors can be approximated by Gaussian variations in the SNR. In order to analyze the combined impact of both effects, we approximate the finite blocklength variations U FBL as variation in the SNR. This is done using the first-order Taylor approximation of ln(x) around the point x 0 , which has gradient
. Due to the concavity of the ln-function, this linear approximation is larger than the function itself:
Due to ln(x) being continuous and monotonically increasing, this means that for some δ ≥ 0 and b = a log 2 (e):
By applying this result to (30) around x 0 = 1 + γ, (30) can be rewritten as
with
U FBL ∼ N (0, 1) and some random U δ ≥ 0. Thus, we convert the Gaussian error in the rate to a Gaussian error in the SNR, plus an unknown U δ which can later be ignored because it is non-negative.
As next step, imperfect CSI is taken into account. When the transmitter has imperfect channel state information, the error probability is given byp err defined by (10) . The following lemma allows for easier notation and interpretation of our results.
Lemma 2. The approximate error probabilityp err by Yang et al. [5] given in (10) is equal to the blocklength-equivalent outage probability, i.e.
with C b defined by (30) now depending on the random SNR Γ (conditioned onγ) and the random variable U FBL .
Proof. For a fixed SNR Γ = γ, the Q-function on the inside of the expectation in (10) is equal to P {C b (γ) < r} by definition of C b (γ). The claim follows by taking the expectation over the distribution of Γ (conditioned on the measurementγ) on both sides.
When the SNR is not perfectly known, the fixed value γ needs to be replaced by the random Γ =γ+Γ. We have seen before that the estimation errorΓ in the SNR Γ can also be approximated as a Gaussian error:Γ =Γ G +Γ δ withΓ δ ≥ 0. Thus:
When defining the right side of (37) as C b,lower (Γ), the error probabilityp err can be bounded as
Naturally, the channel measurement errorΓ and its Gaussian approximationΓ G do not depend on finite blocklength effects that happen later in the data transmission phase. In addition, we assumed that the decoding performance is not affected by imperfect CSI at the receiver, soΓ G and U FBL are considered independent, which simplifies analysis.
Using (38), it is possible to derive a strict upper bound on the error probability (10). However, this is complicated because the variance σ 2 FBL (γ +Γ) of the finite blocklength effects depends on the actual SNR and thus on the channel estimation error. In a first step, we argue that this error in the variance can be ignored, and derive an upper bound based on that assumption. This step will also demonstrate the main idea behind the proof of the strict upper bound, which will be derived in Sec. III-D. Assumption 1. We assume that (38) holds also when σ FBL (γ +Γ) is replaced by σ FBL (γ):
is assumed to hold for all parameters.
Motivation: When the estimated SNRγ is larger than the actual SNR, then the variance is replaced by a larger term, i.e. the finite blocklength effects are overestimated. This overestimation should generally lead to an overestimation of the error probability. On the other hand, when the estimated SNRγ is smaller than the actual SNR, then the channel is already better than predicted, and there is a high margin between the actual capacity and the rate, so errors in this regime are very rare.
Lemma 3. In case Assumption 1 holds, and when the measured SNRγ, the average SNRγ, the correlation coefficient ρ and the blocklength n are known, the error probabilityp err for a code with rate r is bounded asp 
.
The approximation (40) for the error probability at imperfect CSI and finite blocklength is invertible in the same way as the approximation for imperfect CSI in Lemma 1:
Corollary 2. In case Assumption 1 holds, a transmitter that has an imperfect estimateγ of the SNR may choose the rate
in order to transmit with an error probabilityp err that does not exceed the target error probability
Proof. This result follows directly from the definition of ε in (40).
D. Upper Bound on the Probability of Error
In Lemma 3, an approximation and upper bound for the error probabilityp err was derived using Assumption 1. The following lemma presents an upper bound on the error probabilityp err that does not rely on Assumption 1.
Lemma 4. When the measured SNRγ, the average SNRγ, the correlation coefficient ρ and the blocklength n are known, the error probabilityp err for a code with rate r < log 2 (1 +γ) is bounded asp 
IV. QUEUEING ANALYSIS
After the physical layer performance was characterized and approximated in the previous section, we now want to study the performance of the system in terms of the delay. We start with an overview of the queueing analysis through stochastic network calculus that was derived in [11] . Parts of this overview are taken from our previous work in [15] . In Sec. IV-B, we present a method to find the optimal tradeoff between the approximate error probability ε and rate, and show that the optimization problem is convex in ε.
A. Stochastic Network Calculus in the SNR domain
The delay in (13) was defined in terms of the arrival and departure processes. However, the departure process is harder to characterize than the service process. Since the transmitter is assumed to serve all incoming data immediately, it satisfies the dynamic server property [11] and the delay can then be characterized through the arrival and service processes. The authors in [11] characterized these processes in the exponential domain, also referred to as SNR domain.
The main benefit of this approach is the elimination of the logarithm in the channel capacity.
Instead of describing the cumulative service and arrival S (τ, t) and A(τ, t) in the bit domain, they are converted to the SNR domain (denoted by calligraphic letters) as follows:
Similarly, we define
Due to the exponential function, the cumulative arrival and service processes are then multiplicative instead of additive:
It was shown in [11] that an upper bound on the delay violation probability p v (w, t) in (14) can be computed by means of the Mellin transforms of A(τ, t) and S(τ, t). The Mellin transform M X (θ) of a nonnegative random variable X is defined as [11] M X (θ)
for a parameter θ ∈ R. According to our system model, the service process S i is independent and identically distributed (i.i.d.) between time slots, and we assume the same for the arrival process A i . Thus, the Mellin transforms of the cumulative arrival and service processes A(τ, t)
and S(τ, t) can simply be written as M A (θ) t−τ and M S (θ) t−τ , i.e. in terms of the Mellin transforms of the non-cumulative arrival and service processes, where we dropped the subscript i because all time slots are assumed to have the same distribution. For this analysis, we always choose θ > 0 and first check whether the stability condition
If it holds, define the kernel [11] , [15] K (θ, w)
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This kernel is an upper bound for the delay violation probability, which holds for any time slot t, including the limit t → ∞ (steady-state):
Any parameter θ > 0 will provide an upper bound on the probability that the delay exceeds the target delay w. In order to find the tightest upper bound, one must find the parameter θ > 0 that minimizes K (θ, w).
The computation of K (θ, w) requires the computation of the Mellin transform of the arrival and service processes in the SNR domain. For simplicity, we will assume that the arrival process is constant, i.e. in each time slot of length n total , a data packet with a constant size ofᾱ·n total bits arrives at the transmitter. The service process describes the number of bits that are successfully transmitted to the receiver. For Rayleigh block-fading channels with perfect CSI, and for a system model that assumes error-free transmissions with rate equal to the channel capacity, the Mellin transform of the SNR-domain service process S can be computed in terms of the upper incomplete gamma function [11] . In case transmission errors occur, the service can be described as S = nr(Γ) · Z, where r(Γ) is the code rate adapted to the measured SNRΓ and Z is a Bernoulli random variable, which is one in case of successful transmission, i.e. with probability 1 −p err , and zero in case of error with probabilityp err . Thus, the Mellin transform M S (θ) of the service process in the SNR domain is given as [15] 
where the expected value is taken with respect to the channel measurementΓ and with respect to Z. Note that the error probabilityp err , i.e. the distribution of Z, depends both onΓ and on the selected rate.
B. Optimal Rate Adaptation
There is an inherent tradeoff between the rate selected by the transmitter and the error probability. For optimal performance, we would like to find the rate/error probability that minimizes the delay violation probability p v (w) for a given target delay w. In our previous work [15] , which considered only finite blocklength channel coding, we found that the error probability which minimized the upper bound on the delay violation probability K (θ, w) also minimized the actual delay violation probability p v (w). We conjecture that this is still true in case of imperfect CSI, i.e. that a rate adaptation scheme that minimizes K (θ, w), which is an upper bound on the delay violation probability p v (w), also minimizes p v (w). It can be seen from (48) that the minimization of K (θ, w) can be achieved by finding a rate adaptation scheme that minimizes M S (θ). This optimization then needs to be repeated for different values of θ in order to find the tightest bound on the delay violation probability p v (w).
The search for the optimal rate needs to be performed for many parameter combinations of θ and measured SNRγ. An exact rate adaptation scheme would then need to numerically compute the error probabilityp err for each pair of rate r and measured SNRγ, which is computationally prohibitive. We propose instead an approximate rate adaptation scheme, denoted as "approxRA", which uses the approximate error probability ε from Lemma 3. Instead of choosing the rate directly, we use Corollary 2 to compute the rate r IC,F (γ, n, ε) given a certain measured SNRγ and target error probability ε. It is important to note that the parameter ε should also be adapted to the measured SNRγ. For this approximate service process, the Mellin transform is given as
For the parameter θ, note that the kernel K (θ, w) is defined for θ > 0, and thus, according to (48), M S (θ) is evaluated for θ < 1. An optimal solution can be found by minimizing each term g 1 (ε) = g(γ, ε) individually for eachγ. Using observations from [14] , we find:
Lemma 5. g 1 (ε) is convex in ε for 0 < ε < 1/2 and θ < 1.
Proof. See Appendix B.
The convexity property guarantees that the optimal ε for each g 1 (ε) is unique and can be found with relatively little effort. We propose quantizing the range of the integral in (51) to e.g.
2000 points. Then, for each quantized pointγ, a simple line search can be performed to find the ε that minimizes g 1 (ε).
Even though our numerical studies found no case where the approximation ε was belowp err , ε is not a strictly proven upper bound. Thus, we propose thatp err is computed numerically after the nearly optimal rate has been found. This is computationally much less intensive than computingp err at every step. If this is not possible, the upper bound ε upper from Lemma 4 can computed in order to get a worst-case performance curve.
Measured SNRγ (dB) When the delay of the system is not relevant, the optimal rate adaptation should maximize the expected goodput r given in (11) . The approximate rate adaptation scheme should then simply maximize (1 − ε)r. For the expected goodput, the optimization does not need to be performed over different parameters θ, which will allow us to show results for the exact rate adaptation ("exactRA") scheme that maximizes (1 −p err )r, always calculating the exact value ofp err .
V. NUMERICAL ANALYSIS
For numerical evaluation, we first study in Sec. V-A the performance of the physical layer without considering delay constraints. In Sec. V-B, we show results when delay constraints are taken into account. Finally, in Sec. V-C, we investigate the tradeoff between training and data transmission time under delay constraints.
A. Validation
According to Corollary 2, a transmitter should select a rate r that is lower than the estimated capacityĉ = log 2 (1 +γ) in order to reduce the probability of errors due to imperfect channel estimation and finite blocklength channel coding. In other words, it must choose a backoffĉ − r in order to get a low error probability. Fig. 2a shows the relative backoff (ĉ − r)/ĉ in percent that was chosen by the approximate and exact rate adaptation schemes in order to maximize the expected goodput. We observe that the difference between the exact and approximate rate Fig. 3 . Expected goodput per symbol r vs. total slot length n total in symbols (n total = n + n) for different system models and different parameters m ∈ {10, 50}. Average SNRγ = 15 dB.
adaptation schemes is small. Furthermore, for the selected parameters, the approximate rate adaptation scheme would always choose a larger backoff, i.e. a smaller rate, than the exact scheme. Apart from that, Fig. 2a shows that when the channel estimation is bad (m = 10 symbols), a larger backoff is required, and the difference between blocklength n = 200 and n = 8000 is relatively small. On the other hand, when the channel estimation is better (m = 50 symbols), the blocklength of the channel code has a larger impact on the performance.
For the rates selected by the approximate rate adaptation scheme with m = 50 and n = 200, the corresponding error probabilitiesp err are given in Fig. 2b . We observe that for all values of γ, the actual error probabilityp err is below ε. Thus, Assumption 1 is valid for these parameters.
The same observation was confirmed for all other combinations of parameters of m, n, andγ that we tested. Fig. 2b also shows the upper bound on the error probability given in Lemma 4, which does not rely on Assumption 1. This upper bound is only slightly larger than ε. Fig. 3 shows the expected goodput r per symbol vs. the total length n total = m + n of one time slot for different channel models and different parameters. In this figure, the average SNRγ is fixed at 15 dB. We again compare the exact and the approximate rate adaptation scheme. Like in Fig. 2b , we compute the exact error probabilityp err , the approximation ε, and the upper bound ε upper according to Lemma 4 for the rates selected by the approxRA scheme.
This results in three performance curves for the approxRA scheme. The curve withp err shows the actual performance of the approxRA scheme according to our system model. Surprisingly, there is no visible performance difference between the exactRA (dotted curve marked with '+') and approxRA (curve marked with 'o') schemes. When the exact error probability cannot be computed, the error probability can be estimated as ε, resulting in an underestimation of the actual performance (curve marked with 'x'). One may also use the strict upper bound onp err given by Lemma 4 (curve marked with squares), which still leads to a good estimate of the performance. For m = 50 training symbols, the curves are closer together than for m = 10, meaning that the approximation forp err seems to work better when the channel estimation is better. Lastly, we observe that imperfect CSI and the cost of learning the channel have a large impact on the performance because ignoring these effects (black with no markers and green marked with '*') would largely overestimate the performance. In conclusion, Fig. 3 shows that it is important to take the impact of imperfect CSI into account, and that the combined effects of imperfect CSI and finite blocklength can be well approximated by Lemmas 3 and 4.
B. Performance under Delay Constraints
When the system has to operate under strict delay constraints, the transmitter should generally avoid errors. This may require spending more time on channel training. In Fig. 4a we show the expected goodput r, i.e. the performance when there are no delay constraints, next to Fig. 4b , which shows the maximum supported arrival rateᾱ such that the system meets tight delay constraints. In both cases, we show the performance against the average SNRγ, for different channel models and different parameters. In all cases, the total length n total = m + n of one time slot was 250 symbols. First of all, Fig. 4a shows the expected goodput. The simple channel model where the CSI is assumed to be perfect and transmissions are error-free at rate r equal to capacity serves as a reference (black curve). When finite blocklength effects (black curve marked with '+') are taken into account, the expected goodput is lower, because some transmissions fail, and also because the transmitter must back off from the capacity and choose a smaller rate to get a low probability of error. Now, when the effects of channel estimation and imperfect CSI are taken into account as well (blue curves), the performance is even lower. This is again because a backoff is required and some transmissions fail. Another reason is that the model assumes m symbols are used for channel estimation and thus fewer symbols are used for data transmissions, which leads to lower normalized goodput. In this scenario, i.e. when there are no delay constraints, we observed that the system performed better with m = 5 training symbols than with m = 50 over a wide range of the average SNRγ. Here, the benefits of better channel estimation at m = 50 cannot compensate for the reduced length of the data transmission phase. Nevertheless, even
Average SNRγ (dB) when m = 50 symbols (20% of the time slot) are spent on training, the performance is still better than the performance of a system that does not measure the channel and does not adapt the rate (red curve). Note however that the differences are small, so this trend might change under different assumptions, for example when the CSI-feedback is not instantaneous and error-free. Fig. 4b shows the maximum arrival rateᾱ per symbol if the upper bound on the delay violation probability p v (ŵ) for a target delay ofŵ = 5 slots should not be higher than 10 −8 , for the same system parameters as in Fig. 4a . It can be seen that it is very difficult for the system to meet these target requirements with imperfect CSI when the average SNR is low. The requirements can only be satisfied by choosing an arrival rateᾱ that is significantly lower than the expected goodput.
At low SNR, we also see that m = 50 training symbols now lead to better performance than m = 5. This means that under strict delay requirements, the higher reliability gained through better channel estimation is more beneficial than additional data transmission time. The tradeoff between m and n depends on the delay constraints. Furthermore, we observe that for SNR above 10 dB, the fixed rate transmission scheme (red curve) performs significantly worse than the schemes adapting the rate to the imperfect measurement (blue curves). Thus, rate adaptation seems to be beneficial especially under tight delay constraints.
C. How much time to spend on training? Bound on the delay violation probability optimized for maximum expected goodput, but not adapted the delay constraints. The delay violation probability then becomes significantly higher. It is therefore very important to adapt both the training length and the rate to the delay requirements.
VI. CONCLUSIONS AND FUTURE WORK
In this work, we studied the joint impact of finite blocklength channel coding and imperfect CSI due to time-limited channel training on a wireless communication system with rate adaptation.
We showed that the transmitter must adapt the rate not only to the channel measurement, but also consider the requirements for the delay. In order to find an optimal rate adaptation, we developed a closed-form approximation for the error probability due to imperfect CSI and finite blocklength.
Those effects have a strong influence on the performance of wireless systems designed for M2M
applications.
While we focused on the transmitter side, future work should also take the influence of imperfect CSI at the receiver into account. Moreover, we assume that this work can easily be extended to different types of fading channels. More importantly however, we think that the analysis should be extended to multi-antenna systems, which can offer higher reliability at the cost of possible even more channel estimation, and where CSI at the transmitter can also be used for beamforming.
APPENDIX A PROOF OF LEMMA 4
The Lemma only applies for code rates r < log 2 (1 +γ), whereγ is assumed to be known at the transmitter. Express the rate r as a function of the backoff β in the SNR, with β > 0:
and apply the Taylor approximation to the rate r around the point (1 +γ +γ):
r ≤ log 2 (1 +γ +γ) − (β +γ) log 2 e 1 +γ +γ . 
This can be bounded by splitting the integral at the points (−β) and 0 into three parts:
fΓ |γ (γ)dγ (58)
fΓ |γ (γ)dγ = P Γ < −β Γ =γ (59)
Recall from (25) that the SNR estimation error is lower-bounded by a Gaussian random variable:Γ =Γ G +Γ δ ≥Γ G . Therefore, the second integral can be bounded as:
