Abstract-This paper addresses a trajectory tracking problem of obstacle avoidance in mechanical systems. Our strategy for obstacle avoidance is based on a field potential method using an existing navigation function. However, direct application of this function to trajectory tracking can hinder obstacle avoidance. To overcome this problem, we newly introduce a parameterized function representing a reference trajectory, and propose a feedback law to control this parameter, thereby ensuring effective obstacle avoidance. Successful trajectory tracking is achieved by the convergence of the coordinates of the systems to the parameterized function. Because our method adopts a bounded navigation function, the proposed controller produces a bounded input signal even when the coordinates approach obstacles. Finally, a simulation of a twolink manipulator illustrates the effectiveness of the proposed method.
I. INTRODUCTION
Autonomous navigation of robots in environments with obstacles has been an area of significant interest for years. The main issue of this study is point to point control of robots with obstacle avoidance. Offline collision-free path planning has been executed by computing suitable trajectories and input [1] , [2] . In recent years, model predictive control (MPC), which computes such input at every sampling time, has been focused because it deals with inequality constraints and includes feedback structure by itself. It has been applied to many mechanical systems in environments with obstacles [3] , [4] , [5] . However, MPC is difficult to be used for manipulator systems because they are nonlinear and move fast while MPC suffers from computation cost with nonlinear systems in short sampling time. On the other hand, a field potential method has been studied for obstacle avoidance, which designs a feedback controller from an artificial potential function including information on the shapes of obstacles [6] , [7] , [8] . In general, this method has serious problems of local minimums and large input signals because of the difficulty in choosing appreciate potential functions. To overcome these problems, Rimon and Koditschek have proposed a special potential function called a navigation one for obstacles formed by star shapes [9] and by more complicated ones [10] .
Besides the point to point control, it is important for robots to track given reference trajectories on engineering applications. An ordinary trajectory tracking problem for mechanical systems in environments without obstacles has been discussed by many researchers, e. g. Slotine and Li [11] K. Sakurama and K. Nakano are with Department of Electronic Engineering, The University of Electro-Communications, Chofu, Tokyo, Japan. Email: sakurama@ee.uec.ac.jp, nakano@ee.uec.ac.jp.
and Paden and Panja [12] . A tracking problem with obstacle avoidance has been considered by Fujimoto et al. [13] . This method consists of a linearizing coordinate transformation formed by the shapes of obstacles and a rate constraint ensuring velocity limits. However, the proposed controller might produce a large input signal when the coordinates of the systems are near to the obstacles, because this controller includes the inverse of the Jacobian matrix of the transformation which is not defined on the boundaries of the obstacles.
This paper addresses a trajectory tracking problem of obstacle avoidance in mechanical systems. Our strategy for obstacle avoidance is based on a field potential method. This purpose seems to be easily realized by applying an existing navigation function to an ordinary tracking controller, but this idea hinders obstacle avoidance as shown in Subsection IV-A. To overcome this problem, we newly introduce a parameterized function representing a reference trajectory and propose a feedback law to control the parameter, thereby ensuring effective obstacle avoidance. Successful trajectory tracking is achieved by the convergence of the coordinates of the systems to the parameterized function. The advantage of our proposed method is that the existing navigation functions can be available, and that the input signal is not so large even if the coordinates are near to the obstacles because the navigation functions are bounded. Finally, a simulation of a two-link manipulator illustrates the effectiveness of the proposed method. Some proofs are founded in Appendix, and others are omitted due to space limit.
The rest of this section defines some notations. Let R and R + be the sets of real numbers and non-negative real ones, respectively. For a set D ⊂ R m ,D and ∂D denote the inner set and boundary of D, respectively. For a vector x ∈ R m , let d(x, D) = inf q∈D x − q be the distance between the vector x and the set D.
II. TARGET SYSTEM AND PROBLEM SETTING

A. Mechanical systems
Consider the mechanical system
where q, u ∈ R m are the coordinate and input, respectively. The inertia matrix M : R m → R m×m is a C 1 symmetric matrix function satisfying μ 1 I ≤ M (q) ≤ μ 2 I, ∀q ∈ R m for positive numbers μ 1 and μ 2 . Assume that the continuous matrix function C : Fig. 1 . Two-link manipulator on the environment with obstacles which holds for Lagrangian systems [14] . Note that the kinematic energy of system (1) is given by K =q M (q)q/2.
Example 1: Consider the two-link robot manipulator in a horizontal plane shown in Fig. 1 . Link L 1 rotates around a fixed axis and Link L 2 is jointed with L 1 . Let S 1 and S 2 be the fixed axis and the joint of the links, for which the torque τ 1 and τ 2 can be applied, respectively. Let m i and l i be the mass and length of L i (i = 1, 2), respectively. The X-Y axes are set in the plane with the origin S 1 . Let θ 1 be the angle between the X axis and Link L 1 , and θ 2 be that between L 1 and L 2 , counterclockwise. This system is described by (1) with the coordinate q = [θ 1 θ 2 ] , the input u = [τ 1 τ 2 ] and the symmetric matrix
where * is the same to the (2, 1)th component.
B. Example of the problem
This subsection presents an example of the problem discussed in this paper such that to track the end-effector of the manipulator in Example 1 to a reference trajectory in a work space surrounded by obstacles. In Fig. 1 , E, F x and T x (⊂ F x ) denote the end-effector, the work space and the reference trajectory, respectively. The obstacles consist of the wall O x1 (the outer region of the biggest circle) and the obstacles O x2 and O x3 (the inner regions of the smaller circles). End-effector E can move only in the work space
Assume that the reference trajectory T x is described as T x = {φ x (r) : r ∈ R + } with a parameter r and a function φ x (r) ∈ F x . For example, an elliptical trajectory is given by
with a center coordinate (C 1 , C 2 ) and lengths of semiminor and semimajor axes R 1 and R 2 . Let x = [X m Y m ] be the coordinate of E in the X-Y plane. Then, our objectives are described as follows: (o1) Obstacle avoidance: x(t) stays on the set F x for all time. (o2) Trajectory tracking: x(t) converges to the reference trajectory φ x (r). (o3) Velocity tracking: x(t) moves on the trajectory at a constant speed of v d > 0 in an expected direction. (o3) specifies the desired motion of the manipulator on the reference trajectory. Note that the discussion is easily expanded into the case that the desired velocity is not constant.
Let's formulate this problem. We regard the parameter r as a time-varying function r(t), and let the initial time be 0 and r(0) = 0 without loss of the generality. Assume that at the initial time the manipulator does not move and the end-effector is in the work space. Then, (o1) is described as
Next, (o2) is realized if there exists a parameter r(t) such that
The velocity condition of (o3) is given by
, which is equivalent to φ x (r(t)) → v d (t → ∞) using the factẋ(t) →φ x (r(t)) from (6) and Barbalat's lemma [15] . Moreover, a simple calculation reduces it tȯ
where the function ν is called a desired velocity of the trajectory parameter r, and its sign determines the direction in which x moves for (o3). Now, we will rewrite the conditions (5) and (6) using the joint coordinate q because the dynamics of the manipulator is given by (1) . The coordinate x is transformed to q by
Note that there exist sets
Assume that the work space F x is contained by D x , and the set
is defined in the joint coordinate space. Let φ = f −1 • φ x be the reference trajectory in F. Then, (5) and (6) are equivalent to
Then, the above discussion gives the following. given by (1) , (3) and (9) . Let F x ⊂ D x and φ x : R + → F x be a work space and a reference trajectory. Assume that F x is compact and there exist positive constants ι 1 , ι 2 and ι 3 such that
Moreover, assume thatq, u,ṙ andr are bounded as timevarying functions 1 . Then, the control objectives (o1)-(o3) are realized if (7), (10) and (11) hold for some parameter r : R + → R + , where ν : R + → R is given by (8) .
C. Problem setting
The previous subsection reduces the practical objectives (o1), (o2) and (o3) for the manipulator to (10), (11) and (7), respectively. This subsection generalizes this problem for the mechanical system (1). Let a set F ⊂ R m be a work space surrounded by obstacles where the coordinate q can move. Let parameterized functions φ(r) ∈ R m and ν(r) ∈ R be a reference trajectory and a desired velocity of q, respectively. Assume that q(0) ∈ F andq(0) = 0, and that F, φ and ν satisfy the following:
(a1) The work space F ⊂ R m is known in advance, and is compact and connected. (a2) The desired velocity ν : R + → R is of class C 1 , and the 0th and 1st derivatives of ν are bounded. (a3) The reference trajectory φ : R + → F is of class C 2 , and the 1st and 2nd derivatives of φ are bounded. (a4) There exists a positive ε such that the reference trajectory φ keep distance ε from the boundaries of F, that is
where F ε = F ∩ {φ : d(φ, ∂F) ≥ ε}. Then, the problem we will discuss is formulated as follows.
Promlem 1: Consider system (1), a work space F, a reference trajectory φ and a reference velocity ν satisfying (a1)-(a4). Design a bounded input u(q, q, t) and a parameter r(q, q, t) such that the solution (q(t), q(t)) of (1) from every initial state (q(0), q(0)) ∈ {0} × F satisfies (7), (10) and (11).
III. PRELIMINARY
As preliminaries, this section gives two existing methods of obstacle avoidance and trajectory tracking for the mechanical system (1) proposed by the papers [10] and [11] .
A. Obstacle avoidance via a navigation function
It is well known that passivity based methods are effective to regulate the mechanical system [14] . Choose a potential function as
m and a positive parameter k. Then, the PD controller
where D is an m × m positive definite matrix. In addition, obstacle avoidance (10) is achieved by a special potential function called a navigation one, which is defined as follow [9] : Definition 1: For the work space F and the desired po-
(n1) it has an only minimum extremum q d in F, (n2) it is admissible, that is uniformly takes the maximum value of 1 on the boundary of F, (n3) it is Morse, that is
We will briefly show that obstacle avoidance (10) is achieved by the input (13) using a navigation function U q d (q). For the closed-loop system (1), let H(q, q) = K(q, q)+U q d (q) be a candidate of Lyapunov function. Then, from (1) and (13), the derivative of H along the solution trajectory is given byḢ
which is semi-negative definite. Thus, H monotonically decreases, andq(t) → 0 (t → ∞) holds. Moreover, LaSalle's theorem [15] guarantees the convergence q(t) → q d from (n1) and (n3). Then, the expressions
hold, where the equation, the second and third inequalities are from the assumptions in (10), (14) , and (n2), respectively. Thus, (10) holds because the solution q(t) stays in the work space F where U q d (q) is less than or equal to 1 from (n2). Then, the solution q(t) from almost every initial q(0) in F realizes q(t) → q d (t → ∞) and (10) [9] . Let's construct a navigation function in the case that all obstacles are in the form of disk. Assume that the obstacles do not overlap each other and its number is finite, l. Let O i be the set in R m describing the ith obstacle, O 1 be the wall surrounding the work space F , and O i (i ∈ L\{1}) be a obstacle in the space R m \O 1 . The work space is given by
is in the form of circle with the radius ρ i > 0 and the center coordinate p i ∈ R m . Then, each obstacle is described as
where
For a positive constant λ, define the function
TuD04.6 (18) implies that the sign of Ψ(q) tells whether q is inside or outside the work space. With Ψ(q), a navigation function for q d ∈F is given by
for a sufficiently large natural number κ. Indeed, there exists a natural number κ 0 such that (19) is a navigation function for any κ(> κ 0 ). In the case that every obstacle O i is given by a star shape set, which is more general form than disks, (19) is also a navigation function [10] . The following properties of Ψ and U q d are used in the next section. Lemma 1: The following two hold for the functions Ψ(q) and U q d (q).
• There exist positive numbers ε 1 and ε 2 such that 
B. Trajectory tracking in environments without obstacles
This subsection considers an ordinary trajectory tracking problem for the mechanical system (1) in environments without obstacles. This problem is described as q(t) → φ(t)(t → ∞) for a reference trajectory φ(t) given by a timevarying function. Letq = q − φ be the error between the coordinate q and the reference φ, with which the trajectory tracking is reduced toq(t) → 0. Let U : R m × R + → R + be a potential function satisfying
for (1) with a positive definite matrix D 1 ∈ R m×m , then the closed-loop system is described as
which is called an error system. Consider the error function
as a candidate for Lyapunov function of the error system. Using (2), the derivative of (25) along the trajectory is given byḢ
A similar discussion to Subsection III-A guarantees (q(t),q(t)) → 0 if ∂U/∂t ≤ 0 always holds. In this case and the case that ∂U/∂t is not always semi-negative but is sufficiently smaller than U , the error system (24) is locally exponentially stable. The following lemma gives this property. 
holds for a positive σ(< σ 0 ), then the error system (24) is locally exponentially stable.
IV. TRAJECTORY TRACKING WITH OBSTACLE
AVOIDANCE
For Problem 1, the combination of the methods presented in Section III seems to be available. This idea leads to the tracking controller (23) with a navigation function instead of the potential one U (q, t). Subsection IV-A shows that this strategy hinders the obstacle avoidance, and Subsection IV-B proposes a feedback law of the parameter r to overcome this problem.
A. Problem in combining the existing methods
We can regard U φ(r) (q) as a navigation function for the reference trajectory φ. To consider it as a function of the tracking errorq(= q − φ(r)) and the reference φ(r), define the function U :
If U (q −φ(r), φ(r)) is a navigation function for φ(r) for any r ∈ R + , U is called a navigation function for the reference φ. Let the error functionH(q,q, q, r) be (25) where U (q, t) is replaced by U (q, φ(r)). For example, (19) is written as
The following lemma says that a similar discussion to Subsection III-A guarantees the obstacle avoidance using the navigation function. Lemma 3: For the work space F and the reference trajectory φ, assume that there exists a navigation function U for φ. Then, if the parameter r and the error functionH satisfẏ r(0) = 0,H(q(t),q(t), q(t), r(t)) ≤ 1, ∀t ≥ 0,
then obstacle avoidance (10) is achieved. In this lemma, does the second expression in (30) hold for system (1) by using the tracking controller (23) with a navigation function U ? Consider the error system given by (24), and the error functionḢ. If its derivative along the trajectory is semi-negative definite, then a similar discussion
TuD04.6 to Subsection III-A guarantees (30). Rewriting (26) with φ(r) givesḢ
where the second term is caused by the dependence of the navigation function U on the reference φ, and is difficult to be canceled by some input u. Because velocity tracking (7) does not allowṙ ≡ 0, the derivativeḢ(t) of the error function can be positive for some time. Thus, the sufficient condition (30) for the obstacle avoidance is not satisfied in general.
B. Design of the trajectory parameter
We derive a less conservative sufficient condition of (30) than the semi-negative positiveness ofḢ. Our main idea is to design a feedback law for r to satisfy the derived sufficient condition and (7). Let the variable g be the solution of the differential equation
where a matrix
Using g, a sufficient condition of (30) is given bẏ
because the equation in (33), (31) and (32) lead tō
The inequalities of (33) and (34) imply that of (30), and then Lemma 3 guarantees obstacle avoidance (10) . Moreover, (33) yields the convergencė
which are related to the trajectory tracking. Note that the second expression in (35) means that q(t) converges to either of the reference φ(r) or a saddle point of U . To prevent it from converging to the latter, we letṙ not to move if q is near to the obstacles, which is realized if
with a positive constant ϑ and the minimum value U m of U in a neighbor of the obstacles. Then, tracking (11) is achieved for almost every initial position q(0). Additionally to the boundedness of the input (23), the above discussion is summarized as follows. 
then trajectory tracking (11) is achieved for almost every initial position q(0) ∈ F. This lemma reduces our problem to the design ofṙ satisfying (7), (33) and (36) whose 0th and 1st derivatives are bounded. In the case that a navigation function is in the form of (29), we can give such a parameterṙ aṡ
where γ 1 and γ 2 are positive constants, γ 3 < 1 is a positive one, and β : [0, 1] → R is a C 1 function satisfying
for a positive constant γ 4 < 1. The dynamics (37) makes r(t) slow down when g(t) is near to 1, which implies the second expression in (33). Thus, obstacle avoidance (10) is obtained from Lemma 4 (c1). The input (23) is bounded from (c2) because of the boundedness ofṙ andr. Next, β(U ) guarantees (36), then trajectory tracking (11) is achieved from (c3). Moreover,ṙ(t) converges to the desired velocity ν(r(t)) from U (t), e −γ1t → 0, and velocity tracking (7) is achieved. Our main result is given as follows. 
C. Analysis of convergence
This subsection considers the convergence of the error system (24) with the proposed controller. This system dose not lose the local property, exponential stability, which is discussed for the ordinary tracking problem in Subsection III-B. The following is derived from Lemma 2.
Theorem 2: Consider the work space F and the reference φ, and assume that a navigation function U (q, φ) is given by (29) , that (10) holds and thatṙ is bounded. Then, there exists a natural numberκ such that for any natural number κ(>κ), the error system (24) is locally exponentially stable with the controller given by Theorem 1.
Although this theorem guarantees the locally exponential stability of the error system, we cannot choose the convergence rate of the state (q, q) with the proposed controller. This is because the navigation function (29) does not have any design parameters to adjust the rate for q. In order to determine the convergence rate arbitrarily, we consider multiplying a navigation function by a positive k to make a new TuD04.6 potential function. The next corollary shows that this type of potential function does not hinder the obstacle avoidance nor the trajectory tracking, and lets the convergence rate fast arbitrarily.
Corollary 1: For a positive constant k ≥ 1, in Theorem 1, replace U (q, t) for kU (q, t), the condition γ 4 < 1 for γ 4 < k, 1 − g in (37) for k − g, and [γ 4 , 1] in (38) for [γ 4 , k] with γ 4 < k. Then, the controller given in Theorem 1 solves Problem 1 for almost every initial position q(0) ∈ F for any κ(>κ), whereκ is independent of k. Moreover, we can determine the local convergence rate of the error system (24) arbitrarily with k.
Remark 1: The importance of this corollary is that the natural numberκ can be chosen independently to k when U is multiplied by k. Since a larger κ makes the convergence rate slower in general, we would never get a faster convergence rate with any k, ifκ becomes larger for a larger k. This fact emphasizes the importance of the independence of k fromκ.
V. NUMERICAL EXAMPLE
In this section, a numerical example of the problem discussed in Subsection II-B illustrates the effectiveness of the proposed method. Consider the manipulator in Example 1, and let the mass of the manipulator's links be m 1 = m 2 = 1, and the length be l 1 = l 2 = 0.5. The work space F x described in Fig. 1 Let the reference trajectory φ x of the end-effector be the ellipse given by (4) with (C 1 , C 2 , R 1 , R 2 ) = (0.35, 0, 0.2, 0.3). Our objective is to let the end-effector move along the trajectory φ x counterclockwise at the velocity v d = 0.5, which is described by (o1), (o2) and (o3). Proposition 1 reduces them to (10), (11) and (7), respectively. The desired velocity ν(r) is given by the positive function in (7) . The function O xi (x) is given by replacing q and i for x and xi, respectively, in (16) and (17). Then, the obstacle function O i (q) in the joint coordinate is given by O i (q) = O xi (f (q)) with the coordinate transformation (9) . Note that O i = {q : O i (q)} is a star shape set. With these functions, a navigation function is in the form of (29).
Consider the control input u consisting of (23), (32) and (37) with the design parameters
Theorem 1 guarantees trajectory tracking (7), obstacle avoidance (10) and velocity tracking (11) . Let's compare the proposed method with one without a feedback law for the parameter r. Here, we give the trajectory parameter's velocity directly asṙ = ν(r), and use the controller (23) with the same parameters to (39). The broken curve in Fig. 2 describes the motion of x before t = 1.45, which shows that the end-effector crashes into one obstacle. This result shows that ifṙ is not adjusted by (37), the obstacle avoidance may not be achieved because the error functionH possibly increases from (31).
VI. CONCLUSION
This paper has addressed a trajectory tracking problem of obstacle avoidance in mechanical systems. Our strategy for obstacle avoidance is based on a field potential method using an existing navigation function. We have newly introduced a parameterized function representing a reference trajectory, and propose a feedback law to control this parameter, thereby ensuring effective obstacle avoidance. The numerical simulation of the two-link manipulator has shown that both of the obstacle avoidance and the trajectory tracking are achieved with bounded input signals, which illustrates the effectiveness of the proposed method. 
Note that from (18),
Because of the continuousness of d(·, ∂F) and Ψ, (40) and (41), Ψ ≥ ε 1 holds for a positive ε 1 . Therefore, (20) holds. Let's show (21). The same calculation to (53) gives q ∈ E 0 ⇒ K = 0, whereq = q − q d in K. Therefore, the following relations hold.
Here, Ψ q = ∂Ψ/∂q and γ 0 = max q∈F ,q d ∈Fε |Ψ q (q) · (q − q d )|/2, which is defined because of the continuousness of Ψ q and the compactness of F and F ε . As shown below, there exists a positive number c > 0 uniform with respect to q ∈ F such that
Therefore, for q ∈ F, some η ∈ ∂F guarantees that
where the second inequality is from (42), (43) and q d ∈ F ε . Therefore, from (19), (42) and (44),
whose r. h. s. converges to 1 as κ → ∞. Thus, there exists a natural number κ 1 such that every natural number κ larger than it guarantees that the r. h. s. of (45) is larger than γ(< 1). Then, (21) holds.
Finally, we will prove (43). Choose i 0 ∈ L\{1}, and let P i0 be {q : 0 ≤ O i0 (q) ≤ O i (q), ∀i ∈ L\{i 0 }}. Note that F = i∈L P i , and that a similar discussion to the following can be considered for i 0 = 1. For q ∈ P i0 , we choose
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Moreover, q − p i0 − η − p i0 = q − η holds, which is verified by substituting (46) and using the non-negativeness of (17). This equality and (17) lead to
where c i0,i is a positive such that O i (q) ≥ c i0,i , ∀q ∈ P i0 for each i( = i 0 ). There exists such c i0,i , because otherwise there
0 from the definition of P i0 , and then the two convergences contradict that the obstacles do not overlap. Therefore, for c = 1/(λ max i0∈L {( i =i0 c i0,i )ρ i0 }), the expression (43) holds, which completes the proof. Proof of Lemma 2: consider the following as a candidate for Lyapunov function for a real number .
The derivative of this function along the trajectory is derived asẆ
(t) ≤ 1 holds for any time. Because U is a navigation function for φ, the same discussion to Section III-A yields q(t) ∈ F, ∀t ≥ 0.
Proof of Theorem 1: forṙ given by (37), we will show obstacle avoidance (10) and trajectory tracking (11) using Lemma 4. First, (33) holds, where the second expression is because the second term in the r. h. s. of the upper expression in (32) is 0 when g(t) = 1. Thus, Lemma 4 (c1) guarantees (10) and the boundedness ofq. Assumption (a2) and the fact |ṙ| ≤ |ν(r)|, which is from (37), guarantees thatṙ is bounded. For a natural numberκ which is from Theorem 2, r is bounded for any κ(>κ), which is not proven due to the space. From these facts, Lemma 4 (c2) guarantees (35) and the boundedness of the input (23). Finally, to use (c3), we will show (36). Choose a positive ϑ(< 1 − γ 4 ), and from (21) in Lemma 1, for γ = γ 4 + ϑ(< 1), there exists a natural number κ 1 such that U m ≥ γ 4 + ϑ for κ > κ 1 . This fact and (38) gives
which leads to (36). Thus, (c3) guarantees (11) for almost every q(0) ∈ F. Finally, velocity tracking (7) is achieved because of the convergence U (t), e −γ1t → 0 in (37). This completes the proof forκ = max{κ 0 , κ 1 ,κ}.
Proof of Theorem 2: because of the boundedness ofṙ, (a3) and (a4), the 0th and 1st derivatives of φ(r(t)) are bounded. Now, we show that the conditions (22), (27) and (28) hold for a sufficiently small positive ε 0 (< ε) and a set D = {q : q ≤ ε 0 } for a navigation function U , then Lemma 2 guarantees the locally exponential stability. From (10) and (a4), q(t) ∈ F and φ(r(t)) ∈ F ε hold, and then Lemma 1 guarantees the existence of ε 1 and ε 2 satisfying (20) for q =q(t) + φ(r(t)) and q d = φ(r(t)) for all t. 
the numerator of K is larger than a positive constant. Note that such κ 2 exists because Ψ(q) ≥ ε 1 − ε 2κ 0 > 0 from (22) and q ∈ D, and the continuous function Ψ q is bounded. Therefore, there exists k 3 such that K ≥ k 3 , and (27) holds. Thus, Lemma 2 guarantees that there exists a positive σ 0 such that the error system (24) is locally exponentially stable if (28) holds for a positive σ(< σ 0 ). The following is given from a direct calculation.
∂U ∂t = ∂U ∂φ dφ drṙ =σ κ U (q, t),σ = Ψ q (dφ/dr)ṙ q 2κ + Ψ
Then, σ =σ/κ < σ 0 holds for κ larger than κ 3 =σ m /σ 0 , whereσ m = max q∈F ,r∈R+σ . Note thatσ m exists because of (a3), (22) and the boundedness ofṙ. This completes the proof forκ = max{κ 0 , κ 2 , κ 3 }.
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