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also consider the impact of the baby boom generation. Using postwar data for the USA, they find that measures of the age composition of the population influenced a number of macroeconomic variables, including the real interest rate, unemployment, and output growth. The effects of the changing US age distribution on various macroeconomic relationships are also examined by Fair and Dominguez (1991) . They find that age-distribution variables have significant explanatory power in consumption, housinginvestment, money demand, and labour-force participation equations.
Studies of the impact of the age distribution on economic growth include McMillan and Baesel, as mentioned above, Brander and Dowrick (1994) , Malmberg (1994) , Malmberg (1995, 1996) , and Lenehan (1996) . Following Mankiw, Romer and Weil (1992) , Lindh and Malmberg incorporate the age structure in a human-capital augmented Solow growth model, and study what impact this has on the economic growth rate in the OECD countries. Their estimations show a strong positive effect of the upper middle-aged group, defined as the group 50-64, while the group over 65 years has a negative effect. This study will also focus on the relationship between the age distribution and economic growth. However, unlike the paper by Lindh and Malmberg who estimate their model in a panel setting using 5-year averages, the focus in this paper will be on individual countries and annual data. One of the reasons for doing this is the age distribution's potentiality as a forecasting variable; should there exist a stable relationship between a country's economic performance and age structure medium-run forecasting would be greatly facilitated since fairly accurate demographic projections are easily obtained.
Focusing on individual countries and yearly growth rates makes it harder to detect any demographic impact on growth since all of the short-run dynamics of business cycles will be present in the data; the age series vary at low frequencies and should, perhaps, have greater impact on the aggregate economy in a longer perspective. However, if age-structure effects operate through life-cycle savings and/or the aggregate human capital, the effects should be discernible even in a shorter perspective; not because business cycles in fact are driven primarily by changes in the age distribution, but because the impact and propagation of shocks ought to be moderated by the state of the age distribution.
Capturing the entire dynamics of business cycles is a formidable task and not one which will be pursued here. The objective of this paper is not to develop a fully exhaustive macroeconomic model, but merely to investigate the potential influence of a country's age distribution on the aggregate economic activity. Hence, the form of the paper will be explorative rather than formal, the empirical specifications motivated rather than derived. In this respect, the study will be more in line with the papers by McMillan and Baesel, Lenehan, and Malmberg. Keeping the analysis as transparent as possible is also the reason for limiting the empirical specifications to the single-regression level.
The results of the empirical investigation in this paper confirm the findings in the papers mentioned above that the age distribution is a significant variable in the determination of growth, and that this effect is discernible also when we consider shorter time-spans. Using annual data for Denmark, Finland, Norway, and Sweden, the joint significance of four age variables, representing the age distribution, can not be rejected in a typical growth specification which is augmented with cyclical economic variables. Correcting the potential bias in these estimates from the simultaneous determination of the economic variables does not change this result. Determining a specific pattern of the age-share impact can be done to some extent for each separate country, but a common pattern for all of the countries is not crystallized.
The remainder of this paper starts with a brief, preliminary investigation of different age shares' partial influence on growth in section 2. Section 3 begins with definitions and a data description. Estimations of a general growth specification including age shares are carried out in section 3.2. The following two subsections deal with potential problems which might obscure the estimation results in 3.2. Section 3.3 reestimates the general specification using an instrumental-variable estimator in order to avoid simultaneity bias. In section 3.4 the focus is on the high degree of correlation of the age variables and experiments with ridge regressions are carried out in order to mitigate this problem. The results are summarized in section 4.
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As a first exploration, figure 2.1 graphs the simple least-squares regression coefficients from a regression with the growth rate of GDP per capita as dependent variable, and age shares in 5-year intervals as regressors. These regressions only serve as a preliminary investigation, revealing nothing more than the partial impacts of the different age shares when the effect of other age shares on growth has been netted out.
AvtrÃ! ÃQyÃsÃurÃrtrvÃprssvpvrÃsÃurÃqvssrrÃhtrÃuhr These partial impacts on growth differ from the pure correlations between the different age shares and growth displayed in appendix A.1. The correlation pattern, which basically is the same for all countries, except for Finland where the pattern is the same but the magnitudes smaller, show positive correlations with growth for the youngest age shares, negative for the prime aged, positive correlations again for the middle aged, and negative yet again for the retired. This suggests caution when interpreting the impact of single age variables in regressions which lack a measure of the entire age distribution. It also points to the possibility that arbitrary aggregation of age shares might result in the addition of subgroups with opposite impacts, leaving an aggregate variable with little explanatory value.
Returning to figure 2.1 the results are well in line with the human-capital view described in the introduction. A possible explanation for negative coefficients of the young and old age shares might be that education and health care reallocate human capital from production that by the national account's definition is more productive. However, if higher savings generate higher growth, the results might also be in line with the life-cycle theory of savings, where the lifecycle savings are "hump-shaped", i e the young and old borrow and dissave while the middleaged save. It remains to be investigated whether any significant influence from age variables on growth can be found when other economic variables are added, and, if so, whether the influence from the age variables will have the same pattern as in this primary investigation.
"ÃBuÃrvhv
In an influential article Mankiw, Romer, and Weil (1992) showed that aggregate output growth can be well explained by a traditional neoclassical growth model, where both physical and human capital is included. Using this model as a point of departure Malmberg (1995, 1996) included the age distribution as a moderating effect on the human capital utilization. The regressions below are influenced by these specifications. The growth rate of GDP per capita is explained by the growth rate of the investment share, the growth rate of the population, and age variables. This is virtually the same specification as in Lindh and Malmberg but it also bears a close resemblance to the specification in Mankiw, Romer and Weil, and the base regression in the sensitivity analysis by Levine and Renelt (1992) .
Surely this baseline specification is too simple to explain all of the volatility of the yearly data.
Therefore it is augmented with variables which should catch some of the business cycle variation, namely the growth rate of the net foreign balance, the growth rate of public consumption expenditure, and the rate of inflation, some of which have been found significant in growth regressions in other papers. 2 This addition of variables is by no means exhaustive.
But these three variables have the advantage of being readily available and will hopefully explain different characteristics of the cyclicity in the data.
The choice to include the growth rate of the investment share instead of the level, which is the standard case in growth studies, merits some explanation. Experiments with the dynamic specification where both the contemporaneous and lagged investment shares are included point very firmly toward a specification with the growth rate of the investment share; the coefficients for the contemporaneous and lagged investment variables are equal but with opposite signs.
This result seems very robust, both across countries and specifications.
There are a number of reasons why the growth rate of the investment share works better here.
The investment decisions might for example be determined by an accelerator type of model where current investments are a function of lagged investments and the growth rate of income.
There is also the possibility that there is information about the long-run co-movements of the GDP level and total investments which is neglected in the specification used here. 3 However, the disentanglement of the true output/investment dynamics goes beyond the purpose of this paper. In order to keep the focus on the demographic variables the regressions will not leave the single-equation level, so the potential endogeneity of investments in the growth regressions will be corrected by IV methods.
" Ã9hhÃhqÃqrsvvv
Data on the economic variables were taken from Penn World Table 5 .6 (Summers & Heston 1991) for the period 1950 to 1992. 4 In the regressions the dependent variable, ∆, is the yearly growth rate of real GDP per capita and ∆v is the growth rate of the investment share. The variable is the growth rate of the total population modified by the addition of a stylized value of 0.05 which can be thought of as a summary capital depreciation factor that includes exogenous technological change. 5 All of the regressors, including the age shares, are in logarithms. Apart from being the common outcome of approximations of transitional dynamics, this also has the advantage of alleviating a potential heteroskedasticity problem. The growth rates of the net foreign balance and the public consumption expenditures, and the inflation rate are labeled ∆si, ∆t, and π respectively.
3 More specifically, since tests show that both the level of GDP and total investments are I(1)-variables they might be co-integrated, indicating that there might be an error-correction representation of the two variables which will include both long-and short term dynamics. It is possible that it is parts of the short-term dynamics of such a representation that is caught in the regressions presented here. 4 See appendix A.2 for a more detailed description of the data.
5 See e g Mankiw, Romer and Weil (1992) .
Data on the population divided into age shares, L , were taken from the official statistics of each country. Since L is assumed to be the logarithm of the initial age share of a year, data that refer to the last of December one year have been used as data regarding the first of January the following year. In order to get a measure of the age distribution with a moderate number of age shares, that still captures the specific influence on growth of the different stages in life, the population is divided into five different age groups: youth, young adulthood, prime age, middle age, and retired. These are defined as 0-14, 15-29, 30-49, 50-64, and 65+ years of age.
This classification is motivated from the viewpoint of both human capital and life-cycle savings theories. From a human-capital perspective we should expect to find the impact of these age variables to be hump-shaped, with the peak in the middle-aged group, and possibly with negative impacts from the young and retired. But as was stated in the introduction, this pattern could be supported from a life-cycle savings perspective as well. The classification is also in accordance with the results in section 2.
The degree of integration of the variables are important in time-series regressions. Judging by standard tests, the growth rate of the GDP per capita is an I(0)-variable, so the question here is not whether there is a spurious regression problem but rather if the regressions will be balanced in the sense of Banerjee et al (1993) , i e if the regressand and the regressors have the same order of integration. If some of the regressors are I(1) the inference could not be based on asymptotic normality since the distributions of the coefficient estimates would be non-standard.
However, should the I(1)-variables be co-integrated standard t-tables could be used for inference regarding individual coefficient estimates, although joint significance tests could only be carried out for the stationary regressors.
Regarding the degree of integration of the variables, all but the age variables seem to be I (0) according to standard tests. 6 However, since the cyclicity in the age-share series is very prolonged, it is almost impossible for tests to reject the hypothesis of a unit root when testing the short time span used here. Indeed, testing for the presence of unit roots in age-share series over longer periods, e g Norwegian series going back to 1848, changes the results and the unit-root hypothesis can be rejected for all but one series. So, in the regressions below, all of the demographic variables will be treated as non-integrated.
A perhaps more serious cause for concern is the high correlation between the regressors in the general specification. The tables in appendix A.3 show the correlation matrices. As can be seen from these tables the regressions are likely to suffer from high degrees of collinearity between the regressors. A common feature for all of the countries is the extremely high correlation between the age shares 0-14 and 65+. Therefore, the share 0-14 years is dropped in the regressions below. However, regressions including all of the age shares are reported in section 3.4.
"!ÃÃ BrrhyÃrtrv In all, the fit is encouraging, except for the Norwegian regression. In the Danish and particularly the Swedish estimations the majority of the coefficients are well determined. The lack of individually significant coefficients in the Finnish case, in spite of the good fit, is most likely due to multicollinearity. Focusing on the age parameters they are jointly significant in all regressions and their signs are as expected; the effect from the young adults and prime aged is positive for all of the countries, and, although not significant, the coefficient for the retired is negative in all regressions. Note however that, since the youngest age group is excluded, only relative effects of the included age shares are identified; an estimate of the pattern of the entire age distribution can not be inferred.
Test of the residuals do not indicate any major problems in the Danish and Swedish regressions. However, the fact that the RESET-test for functional form is significant for Finland is a cause for reflection since it indicates that the linear introduction of the demographic variables might not be the best way. Interestingly, the test is not significant when the youngest age share is included in the estimation. 7 In fact, when all of the age variables are included in the Finnish regression they are all individually significant, although the coefficient estimates are inflated because of the collinearity problem described further in section 3.4
below.
Extending the regressions with period dummies for the oil crises and the turbulent years at the beginning of the 90s do not change the joint significance of the age shares. 8 In fact, for
Denmark and Sweden the results change very little with the period dummies included. In the Norwegian regression the inclusion of the dummies improves the overall fit a great deal, which supports the notion that the original specification is not suited for explaining the Norwegian growth pattern. 9 An alternative specification would have to account for the special effects that oil prices have on the Norwegian economy. Adding period dummies to the Finnish regression gives additional indications of multicollinearity, since this has the effect of reversing the signs of all of the age-share coefficients while not affecting the other parameters much.
7 More on these estimations in section 3.4. 8 Results from these estimations are displayed in appendix A.5. The regressions are augmented with an oil dummy for the period 1974-75 for Denmark, 1976-77 for Finland and Sweden, 1972-79 for Norway, and a "90s" dummy for the period 1990-92 for Finland, 1991-92 for Sweden, and 1987-89 for Norway. 9 However, all but one of the age-share coefficients are individually significant, using a 5% critical value, when the dummies are present.
""ÃDWÃrvhv
Apart from the Finnish RESET test of functional form, the diagnostic tests in table 3.1 find no major sign of misspecification, the Norwegian case excepted. For theoretical reasons we would however suspect that the estimates might be biased due to simultaneity issues. Since we are concerned with aggregate economic activity many of the variables are determined simultaneously, and there is reason to believe that the growth rate of GDP plays a part in the determination of many, if not all of the economic variables. 10 For example, the common assumption in growth studies that investments determine growth has been questioned by Blomström, Lipsey and Zejan (1996) who find evidence of reversed causality.
If some of the contemporaneous regressors in fact are determined by GDP growth, the error term in the estimations in table 3.1 will be correlated with these regressors and the OLS estimates of the parameters in table 3.1 will be biased and inconsistent. Moreover, since the estimate of the standard error of the regression will be biased downward, the estimate of the fit of the model will be exaggerated. To accommodate the possible simultaneity bias, the specification above is reestimated using two-stage least squares with the contemporaneous economic variables instrumented. The population growth and age-share variables are taken to be exogenous. Although there certainly is a feed-back effect from economic growth to the age structure, this effect is mostly propagated through the age distribution with a considerable lag and is less likely to pose a problem in the regressions.
UhiyrÃ"!Ã@vhvÃryÃ!TGT Table 3 .2 above shows the results of the IV estimations for Denmark, Finland, and Sweden.
Since the general specification did not work on Norway, results are not reported below. The results from the IV estimations for the other three countries reinforce the inference drawn from the regressions in section 3.1. The age variables are jointly significant in all regressions, and for Denmark and Sweden the signs and relative effects of the age shares are basically the same as in the OLS regressions. Thus, simultaneity bias is no serious problem for these two countries.
There is some change in the estimates of the age-share coefficients for Finland in the IV estimation, with the relative impacts of the different age shares now more in line with the Swedish case. However, not much can be inferred from this since none of the age coefficients are individually significant. 11 Like the age-share coefficients, the results regarding the economic variables for Denmark and Sweden are quite similar to the results in table 3.1. Judging from the test of overidentifying restrictions there is no problem with the instruments in any of the regressions. So, the conclusion from this section must be that the significance of the age structure is not lost when a potential simultaneity bias is corrected. In fact, this correction does not seem to affect the estimates in any major way.
"#ÃSvqtrÃrtrv
A potential problem in comparing relative sizes and signs of the age-share coefficients is that they might be imprecisely estimated, i e have the wrong sign or be of implausible magnitudes, since these regressors are highly collinear. This is a general problem when using measures of the age distribution, as opposed to single age shares, in regressions; a problem which has been dealt with in different ways in the literature 12 . Here of course, it was done by excluding the youngest age share in the regressions. However, since the age shares are in logarithms, all age shares could be included without a perfect collinearity between their sum and the constant.
In the light of the results of the preliminary investigation in section 2, the question is whether the sizes and signs of the age coefficients in the earlier regressions will change radically when the youngest age share is included in the estimations, i e when all components of the age distribution are included. However, this is not easily verified since the coefficients from regressions with all age shares present most likely will suffer from the collinearity problem, which usual measures of multicollinearity, such as the condition number 13 , indicate.
There are different ways of dealing with this problem. One way is to use ridge regressions (e g Greene 1993, ch 9.2.4; Judge et al 1985, ch 22) . The point of this procedure is to focus on the mean square error and trade the unbiased OLS estimator for a biased one with, possibly, a smaller mean square error. In one version, the ridge regressor is formed by adding an arbitrarily chosen scalar x to the diagonal of the ordinary X'X-matrix of the OLS estimator. In applications, x is usually set to some small number and successively increased. The estimated coefficients, which are shrunk towards zero as x is increased, are then plotted against x to form a ridge trace. A certain x is selected where the coefficients have stabilized along the trace, and the estimates for this x will be the ridge-regression estimates. The value of x is chosen on the basis of criteria such as stability of estimated coefficients as x increases, reasonable signs, plausible magnitudes of the coefficients, and reasonable sum of squared residuals.
The estimator is biased but with smaller variance than that of the OLS estimator, and there is a possibility that the chosen value of x will be one where the mean square error is less than for the OLS estimator. However, even though it can be shown that there always exists a x > 0 for which the ridge estimator has a smaller mean square error, there is no way of knowing whether or not this x has been attained since it will be a function of the unknown parameters which are to be estimated. A number of methods for letting data help select a value of x have been suggested, but this makes x stochastic and the gain in mean square error no longer guaranteed.
This, together with the limited possibility of hypothesis testing, is the major drawback of ridge estimations.
Nevertheless, it is of interest here to include the youngest age share in the regressions in order to investigate what effect this will have on the estimates of the other age shares. Hence, the general specification is augmented with the youngest age share as an experiment to see whether the relative magnitudes and signs of the OLS estimated age coefficients in section 3.1 change, and to see what the pattern is when the collinearity problem is mitigated. 14 Comparing the estimated coefficients in table 3.1 with the coefficients in figure 3 .1 when x = 0 (also in appendix A.6), i e the OLS estimates, it is quite obvious that the inclusion of the youngest age share changes the regression results dramatically, and judging by the signs and magnitudes of e g the Finnish coefficients, the collinearity problem is striking.
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The introduction of x reduces the size of the estimates considerably and alters signs on a number of individual parameters. It also seems as just the introduction of a very small x is enough to stabilize the estimates and yield magnitudes of the coefficients more in line with the values in the OLS regressions in section 3.1. Furthermore, comparing these magnitudes relative one another they remain about the same as in the regressions above. For Denmark the notion that it is the middle aged who has the largest influence on growth is further strengthened. The parameters for the youth and the retired are both negative and have similar traces. This is also true for Sweden, but unlike Denmark the middle aged influence is not as pronounced. The coefficient estimates for the prime, and the middle aged stay close to each other all through the trace, although the distance between the estimates is remarkably stable.
For Finland the relative pattern of the age parameters looks different. Here, it seems to be the young adults and middle aged who are the most influential. Unlike Denmark and Sweden the parameter for the youth is positive so the negative impact comes solely from the retired. In conclusion, the results from the ridge estimates support the results of the regressions in earlier sections; the inclusion of the youngest age share does not change the relative pattern of the age coefficients in these regressions to a large extent when the collinearity problem is mitigated by ridge regressions.
# ThÃhqÃppyqvtÃrhx
The purpose of this paper has been to investigate whether a country's demographic situation affects the aggregate economic performance, and more specifically whether the age distribution influences GDP growth. Such effects have been found over longer time periods and in panels of countries in other studies. But the focus here has been on whether such effects are discernible in annual data for individual countries, and judging by growth regressions on data for the Nordic countries presented here, there are such age-structure effects.
Using data for Denmark, Finland, Norway, and Sweden, a preliminary investigation with a simple age-share specification indicated a positive influence on growth from the prime and middle aged, which might be explained by age effects via human-capital accumulation, but also by effects via life-cycle savings. Results from estimations of a typical growth specification augmented with age variables and more volatile economic variables showed a good fit on the Danish, Finnish, and Swedish data, with age shares jointly significant for all countries.
Inclusion of time-specific dummies for the oil crises and the slump in the beginning of the 90s did not affect the significance of the age variables.
Since there are strong theoretical reasons to suspect a simultaneous determination of the economic variables and GDP growth, the same specification was reestimated using an instrumental-variable estimator. The results showed no major difference from the OLS regressions. In order to investigate whether there would be large changes in the age coefficients if the youngest age group was included, experiments with ridge regressions were made to mitigate the collinearity which obscured the results from regressions including all age shares. The results showed basically the same pattern as in the earlier regressions.
Regarding the pattern of the age-share impact, the results from the regressions suggest, as hypothesized, that it is the prime and middle aged who have the highest positive effect on growth, while the coefficient for the retired group is negative in all regressions. However, the clear, common pattern of the age coefficients, which was found for Denmark, Norway, and Sweden in section 2, was not crystallized in the regressions in section 3. A reason for this might be the aggregation of the age shares; the results might be more clear-cut with a finer measure of the age distribution.
There are, however, other reasons why the pattern for the different countries might differ from each other. First of all, income growth might not be the only variable which is influenced by the age structure. There is of course the life-cycle effect on savings, which might translate into an effect on investments, but one can also argue for effects on a number of other macroeconomic variables, including both government consumption, and the rate of inflation. Such dependence will certainly make detection of a clear age pattern in the regressions above more difficult.
Secondly, the general specification does not account for country-specific features; e g incomplete account for effects of oil price changes is probably a major reason for the poor fit in the Norwegian case. Even though some of these individual features probably could be accounted for with a more systematic search for individual specifications, it would be difficult to take into consideration institutional aspects. Such things as design of the social security program, tax system etc, will affect the way in which the age-structure impact is propagated through the economy. For example, the tax system should be important for the savings link since it affects decisions regarding both the level and composition of savings, while the form and quality of the educational system should be important for the human capital link.
Although differences in the institutional framework might obstruct the detection of a common pattern in the regressions here, further investigations of these differences, and their connection to the age structure, might help to reveal the primary channel(s) through which the age distribution affects macroeconomic variables. In order to fully exploit the age distribution's potential as a forecasting tool, such efforts should certainly be worth while. All data for the non-age variables were taken from Penn World Table 5 .6 (Summers and Heston[1991] ) which is available from the NBER web-site http://www.nber.org/pwt56.html.
The definitions are the following:
: log of real GDP per capita (PWT: ln ( Data on the population divided into age shares were taken from the official statistics of each country. 
