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SOMMAIRE 
Dans la première partie de ce travail, nous parlons de l'accélération de la convergence 
de méthodes itératives de point fixe. Nous parlerons particulièrement de l'itération de 
Newton et de la façon dont on peut augmenter son ordre de convergence. Cette méthode, 
portant le nom de Isaac Newton, est un algorithme populaire pour approximer le zéro 
d'une fonction. Nous parlerons donc des conditions sous lesquelles cet algorithme nous 
procure des résultats valides. 
Dans la deuxième portion de ce travail, nous appliquerons les résultats de la première 
partie au problème de la recherche de la n-ième racine d'un nombre. Ceci nous conduira 
vers des familles d'algorithmes que nous comparerons. Nous présenterons aussi des mé-
thodes associées très spécifiquement au calcul de la n-ième racine d'un nombre que nous 
généraliserons pour un problème quelconque. 
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INTRODUCTION 
Le calcul de la n-ième racine r1//n d'un nombre réel positif est un problème qui date 
de l'antiquité. Plusieurs méthodes pour approximer la solution à ce problème ont été 
s u g g é r é e s  d e p u i s .  L e  p r o b l è m e  p l u s  g é n é r a l  d e  t r o u v e r  l e  z é r o  a  d ' u n e  f o n c t i o n  f ( x )  
occupe une très grande place dans l'analyse numérique. Ce n'est pas seulement parce 
que souvent nous avons énormément de difficultés à trouver les solutions analytiques à 
ce problème, mais c'est aussi que parfois la meilleur façon de résoudre ce problème est 
de trouver de bonnes approximations à sa solution. 
Par exemple, dès un très jeune âge, on apprend aux mathématiciens comment factoriser 
un polynôme de degré deux pour résoudre et trouver les zéros. Parce que ceci peut être 
fait de façon systématique, on peut écrire une formule explicite, très simple d'ailleurs, 
qui nous donne la solution à ce problème en terme des coefficients de ce polynôme. Par 
contre, l'un des multiples accomplissements de la théorie de Galois, en algèbre, est de 
montrer qu'un polynôme de degré cinq, ou plus, ne puisse pas être résolu par la méthode 
des radicaux. Ce que cela signifie, c'est que si on nous donne un polynôme de degré 
cinq ou plus, il n'existe aucune formule explicite permettant de déterminer les zéros à 
partir de ses coefficients. Cela ne veut pas dire qu'un polynôme de degré cinq ou plus ne 
peut pas être factorisé, ce que cela signifie surtout, c'est que notre meilleure chance de 
résoudre pour les zéros de ce polynôme est de le faire numériquement, d'où l'importance 
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des méthodes d'approximation. 
Même aujourd'hui, dans les publications d'analyse numérique, il est très courant de trou-
ver de nouvelles suggestions de méthodes itératives d'ordre spécifique. Chaque mois, un 
auteur présente une "nouvelle méthode" d'ordre m pour le calcul du zéro d'une fonction. 
Bien entendu, plus l'ordre de la méthode est grand, plus la formulation est difficile, alors 
il est très courant de voir de "nouvelles méthodes" d'ordre trois ou quatre. Ou encore de 
"nouvelles" modifications de la méthode de Newton, avec un plus grand ordre. Pourtant 
la popularité des méthodes itératives de Newton, Halley et Chebyshev, est toujours très 
flagrante. L'un des résultats que nous montrons dans ce mémoire c'est, qu'à une fonc-
tion b(x), suffisamment régulière, qui aurait la simple propriété de ne pas être nulle au 
zéro a, on peut associer une série de "nouvelles" méthodes itératives d'ordre quelconque 
(Section 6.3). En d'autres termes, on peut écrire plus de nouvelles méthodes d'ordre quel-
conque m, qu'il n'y a d'encre dans notre stylo. Nous montrons d'ailleurs dès le premier 
chapitre que si on connait déjà une méthode d'ordre m, il suffit d'ajouter un terme de la 
forme 0(fm) pour avoir une autre méthode qui conservera l'ordre (Section 1.4). 
Pour appliquer concrètement nos résultats, nous regardons le problème de la racine n-
ième d'un nombre. L'article [3] présente les deux familles de méthodes itératives d'ordre 
m pour le calcul de la racine n-ième : 
Celles-ci sont initialement apparues dans les articles [1] et [9]. Ces méthodes par contre, 
sont spécifiquement adaptées au calcul de la racine n-ième d'un nombre et leur utilisa-
tion y est limitée. Si donc on essaie de résoudre pour les zéros d'une autre fonction, ces 
et 
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méthodes deviennent inutiles. Notre objectif principal dans ce mémoire est de les géné-
raliser. Nous voulons avoir deux familles distinctes de méthodes itératives qui pourraient 
approximer les zéros d'une fonction suffisamment régulière, mais nous voudrions aussi, 
qu'une fois appliquées au problème du calcul de la racine, ces méthodes coïncident avec 
les méthodes que nous présente cet article. 
Dans le Chapitre 1, nous présentons des résultats essentiels sur la convergence de mé-
thodes itératives. Beaucoup de ces résultats ont des applications très surprenantes que 
nous illustrerons. Nous regarderons aussi comment l'ordre de convergence et la constante 
asymptotique de méthodes itératives peuvent être utilisées à des fins comparatives (Sec-
tion 1.3). 
Dans le deuxième chapitre nous regardons spécifiquement la méthode itérative de Newton 
et ses propriétés. En pratique, la méthode itérative qui convient le mieux dépend du 
coût des opérations que cette méthode nécessite et du temps disponible pour faire des 
calculs et avoir une plus grande précision. Avoir une plus grande famille de méthodes 
itératives d'un ordre donné procure plus de choix. C'est pour cela que dans le troisième 
chapitre, nous comparons des méthodes populaires de troisième ordre. Nous comparons 
plus particulièrement les méthodes itératives de Halley, Chebyshev et Super-Halley. 
Dans le quatrième chapitre, nous commençons à regarder la famille de méthodes itératives 
de Householder. Parce que celle-ci a été redécouverte si souvent, il est naturel de s'assurer 
que notre recherche ne soit pas une autre redécouverte de cette famille de méthodes très 
populaires. On s'aperçoit très vite par contre que ce n'est pas le cas. Nous regardons 
les diverses façons d'écrire la famille de méthodes itératives de Householder et nous 
l'appliquons au problème du calcul de la racine d'un nombre pour remarquer qu'elles 
produisent une série de fonctions itérantes très différentes de celles qu'on recherche. 
Dans le chapitre 5, nous présentons des façons alternatives et élémentaires d'obtenir 
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les méthodes présentées dans l'article [3|. On s'aperçoit qu'on peut utiliser certaines 
propriétées de la fonction f(x) — xn — r, notamment son inversibilité, pour faciliter nos 
calculs. Nous montrons aussi comment des développements Taylor de diverses fonctions 
peuvent être utilisés avec les concepts du premier chapitre pour obtenir des méthodes 
itératives. 
Dans le sixième et dernier chapitre de ce mémoire, nous présentons d'abord un processus 
d'accélération dû à Schrôder. Celui-ci nous procure une famille de méthodes itératives qui 
coïncide avec l'une des méthodes présentées dans l'article [3]. On remarque aussi que ce 
processus peut être utilisé différemment pour obtenir une quatrième famille de méthodes 
itératives, différente des celles des articles [lj et [9], et aussi différente de la méthode de 
Householder. On conclut en présentant un autre processus d'accélération qui généralise 
la méthode Mx>m(x). Nous utilisons ce processus de nouveau pour trouver un cinquième 
algorithme pour le calcul de la racine. 
Pour conclure le mémoire nous énumérons certaines des observations et remarques que 
nous n'avons pas eu l'opportunité d'investiguer en détails dans ce mémoire. 
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CHAPITRE 1 
Méthode de point fixe. 
1.1 Préliminaires 
Un point fixe de la fonction g ( x )  est une valeur de x ,  disons a ,  qui reste invariante pour 
cette fonction, c'est-à-dire 
g ( a )  = a. 
Une méthode de point fixe utilisée pour déterminer un zéro de f { x ) ,  disons /(a) = 0, 
consiste à réécrire le problème sous une forme équivalente, F(a) = a, pour une nouvelle 
fonction F(x), et à effectuer les itérations 
Xn+1 =  F ( x n )  
pour n  = 0,1,2,..., à partir d'une valeur donnée X q . Ainsi, lorsque F ( x )  est continue et 
que la suite des xn converge vers a, on peut déduire que F(a) = a. On appele F(-) une 
fonction itérante. 
On dit qu'une méthode de point fixe xn+i = F{xn) qui converge vers un nombre a  est 
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d'ordre p  >  1 si 
Kp(a) — lim 
n—•-f-oo 
On appèle constante asymptotique la valeur finie Kv{a) et la convergence est dite linéaire 
si p = 1. Dans ce cas il faut avoir K\(ot) < 1. Si K\(a) = 0 on dit que la convergence est 
superlinéaire. Si K\(a) = 1 on dit que la convergence est sous linéaire. 
Soit F  :  [ a ,  6] —» [ a ,  b ], on dit que F  est 7-lipschitzienne si pour toute valeur x ,  y  G [a, b ]  
on a 
Si de plus, 7 < 1, on dit que F  est une contraction. 
Rappelons quelques résultats élémentaires qui seront utiles par la suite, comme le Théo-
rème de la valeur intermédiaire. 
Théorème 1.1.1. Soit f une fonction à valeur réelle, définie et continue sur un interval 
[a, 6]. Soient m = minxe[ai(,] f(x) et M — maxx€[0)(,] f(x). Alors pour toute valeur y € 
[ m ,  M ] ,  i l  e x i s t e  a u  m o i n s  u n  p o i n t  x  G  [ a ,  b ]  t e l  q u e  f ( x )  =  y .  
Nous aurons aussi besoin du Théorème de la valeur moyenne. 
Théorème 1.1.2. Soit f une fonction à valeur réelle, continue sur [a, 6] et différentiable 
sur (a, 6). Alors, il existe au moins un point c G (a, b) tel que 
Pour finir, rappelons la formule de Taylor avec reste sous la forme de Lagrange. 
\ F ( x )  -  F  ( y )  |  <  7 | x  -  y \ .  (1.1) 
f ( b )  -  f ( a )  =  f w ( c ) ( b  -  a ) .  
6 
Théorème 1.1.3. Soit f € Cn+1(a,b) une fonction n + 1 continûment différentiable. 
Pour a € (a, b) et pour chaque x 6 (a, b), il existe un point ux € (a, b) entre x et a tel 
que 
f ( x )  =  ^ ^ — j f ^ ( x - a Y  +  R n ( x ) >  (L2) 
i=0 
OÙ 
(L3) 
Dans ce chapitre, nous parlons de propriétés fondamentales de méthodes itératives. On 
débutera en parlant des conditions sous lesquelles il existe un point fixe. Ensuite nous 
illustrons les avantages d'avoir un ordre de convergence élevé et une constante asymto-
tique aussi petite que possible, souvent au prix de calculs plus coûteux. Dans la dernière 
section de ce chapitre nous parlerons de la façon de déterminer l'ordre de convergence 
d'une méthode itérative. Pour finir, nous présenterons des résultats peu connus mais 
extrêmement utiles dans l'étude de la convergence de nos méthodes. 
1.2 Existence et unicité d'un point fixe 
Nous avons mentionné auparavant qu'un point fixe a  pour une fonction F ( x )  est un 
point tel que F(a) = a. Par exemple, un problème comme trouver la racine d'un nombre 
peut être ramené à trouver le point fixe d'une autre fonction. Si on suppose par exemple 
que g(x) est une fonction avec comme zéro 0 , c'est-à-dire g{j3) — 0, alors la fonction 
f(x) = g(x) + x aura pour point fixe la valeur /?. De façon similaire, si f(x) est une 
fonction avec un point fixe r/, alors la fonction g(x) = x — f(x) a cette valeur q comme 
zéro. On observe donc la correspondance entre lé point fixe d'une fonction et le zéro d'une 
autre. 
Nous présentons d'abord le Théorème de point fixe de Banach. 
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Théorème 1.2.1. Soit F G C([a,b]) et F : [a,b] —> [a, 6] une contraction avec une valeur 
7  <  1  t e l l e  q u e  p o u r  t o u t  x , y  G  [ a ,  b ]  
\ F ( x ) ~ F { y ) \  <  - ) \ x  —  y \ .  
Alors F a un unique point fixe a G [a, b] et l'itération xn+i — F(xn) pour n = 0,1,..., 
converge vers a pour toute valeur x0 G [a, 6]. 
Démonstration : Définissons h ( x )  =  F ( x )  —  x .  Alors, 
h ( b )  =  F ( b )  -  b  < 0 
et 
h ( a )  =  F ( a )  —  a  >  0. 
Par le Théorème de la valeur intermédiaire, on sait que h a une racine a dans l'interval 
[a, b]. Ainsi h(a) = 0, d'où a = F(a), ce qui prouve l'existence d'un point fixe. 
Supposons qu'il existe deux points fixes a  =  F ( a )  et ( 3  —  F ( 8 ) .  Alors 
\a — /3\ = |F(a) — F(/3)\ < 7|a -
ce qui implique que 
\at — fl\{\ — 7) <0 
Comme 0 < 7 < 1, il suit que \a — /3\ = 0. Ainsi a = /? et le point fixe est unique. 
Considérons maintenant 
| a  -  x n + i |  =  | F ( a )  -  F ( x „ ) |  <  7 | a  -  x n \ .  
Si on écrit en = \ot — xn\, l'équation devient en+i < jen. On obtient de façon récursive que 
en < 7neo- De là il vient que en 0 quand n —» +00. On en déduit donc la convergence 
de notre itération. • 
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Notons que nous avons les inégalitées suivantes 
\ a  - x0| = |a - F ( x 0 )  + x \  -  x0| < |F(a) - F(x0)| + |xi - x0| < 7|a - x0| + |xx - x0| 
il en découle donc que 
|« - X0| < . 1 |xi - x0|. 
1-7 
Ainsi nous observons l'approximation suivante 
7™ 
en < 7™eo < z Fi ~ ^o|, 
1 - 7  
qui ne dépend que des valeurs xo , x \  et 7. Si de plus F  G C l ( [ a ,  6]) avec |F^'(a)| < 7 < 1, 
du Théorème de la valeur moyenne, nous avons 
parce que r)n —> a comme xn converge vers a et F^1' est continue. La convergence est 
d ' o r d r e  1  a v e c  K i ( a )  =  | F ^ ^ ( a ) | .  
Nous présentons maintenant un corollaire de convergence locale. 
Corollaire 1.2.2. Soit g € C1([a, 6]) et a E (a , b )  u n  p o i n t  f i x e  d e  g  t e l  q u e  |</(a:)| < 1. 
Alors pour xq suffisamment près de a, l'itération xn+i — g(xn) converge vers a, 
a - xn+i = F (a) - F(xn) = F{1)(rjn)(a - xn) 
avec r]n entre x„ et a. Ainsi 
a — 
n->+00 xn — a 
= 5(1)(a) 
et 
7 X n ~  O t \ <  |Xi - X0 
1 - 7  
f** 
pour une valeur 7 < 1. 
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Démonstration : Comme g est continûment différentiable dans l'interval ouvert conte-
n a n t  l e  p o i n t  f i x e ,  a v e c  | ^ ^ ( a ) |  <  1 ,  o n  p e u t  t r o u v e r  u n  i n t e r v a l  f e r m é  J  d a n s  ( a , b ) ,  
centré au point a, tel que |^^(a;)| < 7 < 1 pour toute valeur x E J. Il suit donc de la 
définition de notre méthode itérative que 
|û — xi\ = Ig(a) -  9(xo)l < l\ot -  X0 | .  
En d'autres termes, Xi est plus proche du point fixe que Xo, et il en est de même pour le 
reste des itérations. Ainsi g(x) G J pour toute valeur x G J et on peut donc appliquer le 
théorème précédent pour obtenir la convergence de notre itération. • 
Théorème 1.2.3. Considérons une méthode itérative g(xk) = £fc+i où g est différentiable 
et la suite xn avec x0 ^ 0. 
1-Si la suite converge vers a, a est un point fixe. 
2-En plus si Xk ^ a pour toute valeur de k, on doit avoir |<7'(a)| < 1. 
3-Si la convergence est linéaire, alors |<?'(a)| < 1. 
Démonstration : 1-Si X k  —>• a ,  par continuité on a g ( x k )  —>  g ( a ) .  
2-Procédons par contradiction, si on a |<7(1)(a)| > 1, il existe un interval centré en a, 
( a  —  r , a  +  r )  t e l  q u e  | < ? ( x ) |  >  L  >  1 .  S i  X k  €  ( a  —  r ,  a  +  r )  a l o r s  X k + i  —  a  —  g ( x k )  —  a  =  
g{1)(r]k){xk ~ a). Donc on a 
\ x k + i  - a \  =  |^(1)(ï7fc)||a:fc - a \ >  L \ x k  -  a \ .  
Si Xk+i G (a —r.a+ r) on aura aussi |xfe+2—a| > L2\xk — a| tant que Xk+S G (a —r, a + r). 
Ainsi pour toute valeur 0 < /? < r, il existe un tel Xk(g) tel que \%k(0) — «I > P- Pour tout 
indice K il existe k(fi) > K, ce qui contredit la convergence de xk vers a. 
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3- Si la convergence est linéaire on a 
Xk+i ~ a 
lim 
k—>00 
= K i ( a )  <  1 
x k - a  
mais *1?-° = 9{l)(Vk) avec f ] k  -> a, d'où |g (1 )(a)l = K i { a )  <1. • 
1.3 Ordre de convergence et constante asymptotique 
Rappelons qu'on dit qu'une méthode de point fixe xn+i = F(xn) qui converge vers un 
nombre a est d'ordre p > 1 si 
Js t \ V l-Z-n+l Q:| n K J a )  =  lim — > 0, 
n-»+oo \xn - a\P 
et la constante asymptotique est  l a  v a l e u r  f i n i e  K p ( a )  .  
L'ordre de convergence est un bon estimateur du nombre d'itérations nécessaire pour 
atteindre une certaine précision. Si l'on suppose que 
lim -j j— = c, 
n-yoo \xn — a\p 
alors, pour un nombre n suffisamment grand, on peut estimer 
\xn+i — a| « c\xn - a\p. 
Supposons que nous avons deux méthodes itératives d'ordre respective pi et p2 avec 
Pi < P2- Supposons aussi que la valeur de la constante asymptotique est la même pour 
les deux méthodes, qu'on dénote ci = c2 = c. Si à l'itération k les 2 méthodes coïncident, 
et qu'on dénoté xk, 1 = £/t,2 = %k, pour k une valeur telle que 
\xk - al < 1. 
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Étant donné pi < p2, on peut déduire que 
|xfc — a|Pl > |xfc — ap. 
On observe donc que 
| x f c + i , 2 - a |  «  c 2 \ x k - a \ P 2  
< c2\xk - a|Pl 
=  c x \ x k - a  pi 
Ci\xkii a 
l^fc+1,1 ^| • 
pi 
En d'autres termes, l'itération qui suit de la méthode qui a le plus grand ordre est plus 
proche de la solution a. 
Notons que même si c 2  ^ ci, et que les méthodes convergent encore avec p i  <  p 2 ,  on peut 
trouver un nombre k suffisamment grand tel que l'inégalité c2\xk,2 — a\P2 < ci\xk,i — «|P1 
sera encore valide. C'est la raison pour laquelle nous disons que l'ordre de convergence 
est un estimateur du nombre d'itérations requis pour atteindre une certaine précision. 
Si maintenant nous supposons que les deux méthodes ont le même ordre de convergence 
Pi — P2 = P et que les constantes asymptotiques diffèrent selon c2 < c\. On suppose que 
pour un nombre fcona xkti — xk<2 = xk. Alors on obtient 
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|x fc+i,2-a| « c 2 \ x k - a \ P 2  
=  c 2 \ x k - a \ p  
< ci|xfc — a|p 
=  c 1 \ x k A - a \ P l  
~ |xfe+i,i - o| 
En d'autre termes, si l'ordre de convergence des 2 méthodes est le même, l'itération qui 
suit la méthode qui a la plus petite constante asymptotique est plus proche de la solution. 
1.4 Convergence d'ordre supérieur 
L'ordre de convergence est une indication de la vitesse à laquelle une méthode itérative 
converge. Plus l'ordre de convergence est grand, moins on a besoin de faire d'itération 
pour être proche de la bonne solution. Ceci justifie donc l'intérêt d'avoir un ordre de 
convergence aussi grand que possible. Le théorème suivant nous donne une caractérisation 
essentielle de ce qu'est l'ordre de convergence. Il est aussi à la base de beaucoup des 
processus d'accélération de convergence que nous aborderons. Dans toute cette section 
nous assumons que la suite xn converge vers a. 
Théorème 1.4.1. Considérons l'itération de point fixe définie par 
•En+l 
avec g G Cp([a, 6]) et a = g{a). Si 
g { l ) ( a )  =  g { 2 ) ( a )  = • • • = £ (p_1)(a) = 0 
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mais 
9 { p ) ( a )  ï  0 ,  
alors notre itération converge vers a pour une valeur x0 suffisamment proche de a, l'ordre 
de convergence est p. De plus, la constante asymptotique est 
gip)(c*) 
K p ( a )  =  
p\ 
Démonstration : Le fait que g^(a) = 0 < 1, entraîne que l'itération va converger pour 
une valeur x0 suffisamment proche de a, par le Corollaire 1.2.2. Il ne nous reste donc 
plus qu'à établir la convergence d'ordre supérieur. Par l'utilisation du développement de 
Taylor, nous avons 
g { x n )  =  g { a )  +  g { 1 ) { a ) ( x n  - a )  +  9  ^ a \ x n  - a ) 2  +  h 9  ^  ( x n  -  a ) p ,  
z p. 
avec rjn entre xn et a. Puisque les derivées sont nulles en a, on obtient que 
g { x n )  =  g ( a )  +  - — J ^ i x n  ~  « ) p -
pl 
Par la définition de notre itération on obtient donc que 
°L = V(^)-
( x n  -  a ) P  p i  
Donc, notre convergence d'ordre p suit et 
lim = i_^(p)(a) (1_4) 
n—>+oo (xn — a ) p  p l  
puisque r]n —> a et g 6 Cp([a, 6]) • 
Théorème 1.4.2. Supposons que xn+1 = g{xn) soit une méthode itérative d'ordre p> 2 
et g € Cp([a, b]). Alors g(a) = a et g^(a) = g^2\a) — ... = g^p~^(a) = 0 et g^p\a) ^ 0. 
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Démonstration : On a g ( a )  —  a  par continuité de g .  Aussi 
g ( x) - g ( a )  =  g { 1 ) { V x ) ( x  -  a )  
et aussi 
= - «r* - o 
( x  —  a )  { x  —  a ) p  
quand x  —»• a. Ainsi g ^ ( a )  — 0. Supposons que g ^ ( a )  = 0 pour k  —  1,2,..., l  —  1, on a 
g ( x )  -  g ( a )  =  9  ^ 0  -  a ) 1  
et 
= „g(f) ~ »(°) = tÉbM(l _ ar< _» o 
y  w ;  ( x - a ) l (x - a ) P  v  7  
quand x —> a. Ceci est vraie pour l < p — 1. Alors 
, s /x 9 { p ) ( V x ) , „  £ ( x )  -  5 ( a )  =  — - — ( x  -  a ) p  
d'où 
g(x)-g(a) = (p) g(p) 
( x  —  a ) p  
quand x —> a avec |<?(p'(a)| = p\\Kp(a)\ • 
Lemme 1.4.3. Si g G Cp est telle que g(a) = a, alors la méthode itérative 
X k + 1 = 9 ( x k )  
est d'ordre p si et seulement si g(x) — a + 0 ^ (x — a)pJ. 
Démonstration : On a g ( a )  =  a  et g ^ ( a )  = 0 pour i  =  1 , . . .  , p  —  1 •  
Corollaire 1.4.4. Deux méthodes itérative d'ordre p diffèrent d'un facteur O ^(x — a)p^. 
De la même façon 
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Lemme 1.4.5. S i  V ( x )  €  C m ,  a v e c  f ( x )  G  C m  p o u r  f ( a )  —  0  e t  
V ( x )  =  0 ( f ( x D ,  
alors V^(a) = 0 pour i = 0,1,..., m — 1 . 
Démonstration : On a 
quand x  —>• a ,  et V ( a )  —  0. Si V ^ ^(a) = 0 alors 
v i x )  = ^ M ( x - a y  
l\ 
et 
quand x  — >  a  d'où V ^ ( a )  = 0 car rjx —» a. • 
Théorème 1.4.6. Soient f € Cm et a tels que f(a) — 0 . Si pour T G Cm on a 
T(x) = a + 0(f(x)m), alors l'itération 
xk+i X'(xk) 
est d'ordre m. 
Démonstration : On a T ( a )  =  a  et on procède comme précédement pour avoir 
T ^ ( a )  —  0  p o u r  i  =  1 , . . .  , m  —  1 .  •  
En remarquant que 0 ( ( x  —  a ) m )) = 0(/(x)m) pour une racine simple a  de f { x ) ,  on 
obtient le corollaire suivant : 
Corollaire 1.4.7. L'ajout d'un terme de la forme 0^/(x)m^ conserve l'ordre d'une 
m é thode itérative d'ordre m pour le calcul d'un zéro simple a d'une fonction f(x) € Cm. 
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CHAPITRE 2 
Méthode de Newton-Raphson 
2.1 Introduction 
La méthode itérative de Newton est très populaire à cause de la simplicité de sa formu-
lation et de son ordre de convergence. Nous allons présenter ici une dérivation simple de 
cette méthode, et nous parlerons des modifications qui peuvent y être apportées pour 
augmenter l'ordre de convergence. 
Il y a plusieurs façons d'obtenir cette méthode. En cherchant une méthode convergeant 
à l'ordre 2, on pose 
F ( x )  =  x  +  4 > ( x ) f ( x )  
de telle sorte que F^(a) = 0 et F^(a) ^ 0. Mais 
F ^ ( x )  =  1  +  < t > ^ \ x ) f { x )  +  < j > { x ) f ^ \ x ) .  
avec 
F ^ \ a )  = 1 + ( f ) ( a )  f ( x \ a ) .  
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Il suffit alors de choisir é ( x )  =  — 1/f ^ ( x )  et on a 
f ( x )  
F ( x )  —  x  
/(1)(x)' 
Notons que pour Xo donné et 
f { x n )  
%n+1 — %n 
/(1)(*n) 
pour n  = 0,1,2,..si la suite de points x n  converge vers a  , alors f ( a )  =  0. En effet si 
xn —> a alors ^ -> 0, ainsi 
f ( x n )  =  ° / ( 1 ) ( a )  =  0 .  
Aussi /(xn) —>  f ( a )  par continuité de / et 
Dans ce chapitre nous présentons les résultats classiques concernant l'itération de Newton. 
Notamment, comment son ordre varie en fonction de la multiplicité du zéro, et sous quelles 
conditions cette méthode a un ordre plus que grand que deux. 
2.2 Ordre de convergence 
Dans cette section nous parlerons de l'ordre de convergence de la méthode de Newton 
et de la façon dont cet ordre est affecté par certaines propriétés de la fonction itérante. 
Nous présentons d'abord le résultat suivant : 
Théorème 2.2.1. Soit f € C2(a,b) et a £ (a,b) tel que f{a) = 0. S i  f ^ ( a )  ^  0 alors 
il existe c > 0 tel que pour tout x$ € (a — c, a + c) la méthode de Newton converge vers 
a et la convergence est d'ordre 2. 
Démonstration : Comme f^(a) ^ 0 la fonction d'itération 
/(*) 
F ( x )  =  x  
/(1)(x) 
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est de classe C1 dans un voisinage de a. De plus 
Fd)(x) = 
et F^(a) = 0. Donc la méthode converge localement et la convergence est au moins 
superlinéaire. De plus 
f( X n )  
Xn4-1 — Xn 
%n H" 
= + 
/(1)(Zn)' 
f ( a )  -  f ( x n )  
n )  '  
/ ( 1 ) ( x n ) ( q  -  X n )  +  | / ( 2 ) ( i / n ) ( q  -  X n f  
f { 1 ) ( x n )  
Alors 
ainsi 
/(2)K) / _ A2 
xn+l a Xn) , 
xn+i - a /(2)(un) v f{2)(oc) 
( x n  -  a ) 2  2/(1)(x„) 2f ( V ( a )  
quand n —>• oo et ainsi la convergence est quadratique. • 
Théorème 2.2.2. Soit f E C2 strictement croissante, convexe et il existe deux nombres 
réels a et b tel que f(a) < 0 , f(b) > 0. Alors f(x) — 0 a une seule solution et la méthode 
de Newton converge à partir d'un point réel x0 arbitraire. 
Démonstration : La fonction possède au moins un zéro et comme / est strictement 
croissant on a f^(x) > 0. Elle ne peut avoir un second zéro car / est convexe avec 
f(2\x) > 0 et f^(x) > 0. Comme 
2-n+l — a = 2 fW(x ) ~ > 0 
alors xn+i > a .  Si x n  >  a  on a f { x n )  >  f ( a )  car / est croissante et 
/(x«) _ f ( a )  ^ „ 
xn+1  ® xn & f / i w  \  xn f{ 1 ) ( X n )  
Ainsi la séquence de points xn est décroissante et a comme plus petite bornée inférieure 
a. Elle converge donc vers a, puisqu'elle converge. • 
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2.3 Convergence d'ordre supérieur 
Si le graphe de la fonction / "ressemble" au graphe d'une droite au voisinage de la racine 
a, la convergence devrait être plus rapide. 
Théorème 2.3.1. Soit p un entier > 2, et f une fonction p fois continûment différen-
tiable, f G Cp(a, b), telle que f(a) = 0, / (1)(a) ¥" 0; /^(°0 = 0 pour i — 2,3, • • • ,p — 1 
et f^(a) -f- 0. Alors si Xo est suffisamment près de a, la méthode de Newton converge 
et la convergence est d'ordre p. De plus 
xn+1 -a p- lf{p\a) 
n"¥oc (Xn - a)P Pl /«(ft)- ( 1 
Démonstration : On écrit 
^n+l -  a  =  X n  ~  a  ~  / mx! )  =  ( x n  -  a ) f ( 1 ) ( x n )  -  f ( x n )  
( . x n - a ) P  ( x n - a ) P  ( x n  -  a ) P f W ( x n )  
En utilisant les développements de Taylor de f ( x )  et f ( 1 \ x )  autour de a  nous avons 
= (*- - a)[/W(o) + - [/">(a)(*. - a) + 
( x n  - a ) P  ( x n  -  a ) p f W ( x n )  
P f i P ) ( V n )  - / (P )(Cn) 
P U { l K x n )  
P  ~ 1 /pP)(«) 
P-' fix\a) 
quand n —> +oc puisque un et (n —> a et f{p){x) est continue. • 
On peut prouver ce même résultat d'une autre façon si nous avons la condition / € 
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Cp+1([a, 6]). En effet considérons la fonction 
1 
9 ( x )  
f W ( X y  
On écrit f ^ ( x ) g ( x )  — 1 et on a 
é _  
dxl fc=o 
pour l > 1. On écrit alors 
/<"(x)î(i) = É = 0 
/(1)(x)/>(x) + £ Q)/(1+*W'-fc)(s) = 0 
fc=i ^ ' 
d'où 
£/(0O) = 0 
pour Z = 1,... ,p — 2 et 
f { p ) ( a ) g ( a )  f { p } ( a )  
9ip 1](a) 
p ) ( a )  [ /«(a)] 2 '  
Pour F(x) =  x  —  f ( x ) / f ^ ( x )  =  x  —  f ( x ) g ( x )  on a 
F  ( a )  =  a .  
Comme 
F { 1 ) ( x )  =  1  -  f ( l \ x ) g { x )  -  f ( x ) g w ( x )  =  ~ f { x ) g w { x ) .  
et aussi F^\a) = 0. On en déduit que 
F { 1 + l ) ( x )  =  
et 
F<1+i>(«) = - [lfW(a)g«\a) + g Q/(*W1+i~fc)(a)' 
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d'où F®(a) = 0 pour / = 1,2,... ,p — 1 et 
t —9 > ' 
l/(1)(a)/(p)(a) 
fc=2 
= (P - 1) 
=  (P-1)  
[/(1)(«)]2 
/(p)(«) 
/(!)(«)• 
Ainsi, d'après les Théorèmes 1.4.1 et 2.3.1, nous obtenons 
(xn+1 - a) | F(p)(a) _ (p-1) /(p)(Q) 
(x„ - a)? p\ p\ /(1)(û) 
Théorème 2.3.2. Supposons que g € Ck. Si g(a) — g^(a) = g^(a) = ... — g^k~^(a) = 
0 et g^(a) ^ 0, alors g(x) = (x — a)kv(x) pour une fonction v(x) continue tel que 
v(a) ^ 0. On dit que a est une racine de g avec multiplicité égale à k. 
Démonstration : Posons 
v ( x )  
, 9(-x\k si x 7£ a, (x—a)k  '  ' 
g(fc)(°o 
fc! si x = a. 
Alors 
kl 
et on voit que g ( x )  =  v ( x ) ( x  —  a ) p .  • 
Théorème 2.3.3. Considérons la méthode Newton appliquée sur une fonction f(x) G 
Cp+l, avec f^(a) ^  0 
F ( x )  —  x  —  
/(*) 
/(1)(x)' 
Si la méthode de Newton est d'ordre p > 2, alors f^(a) — 0 pour i = 2,... ,p — 1 et 
0. 
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Démonstration : Si F ( x ) est une méthode d'ordre p , par le Théorème 1.4.2 nous pou-
vons conclure que 
Fw(a) = 0 
pour i  =  1,. . .  , p —  1. Ceci veut dire que a  est une racine de multiplicité p  —  1 de F ^ ( x ) .  
Entre autre 
F ^ \ x )  =  ( x  —  a ) p ~ ï v ( x )  
pour une fonction v ( x )  continue telle que v ( a )  ^ 0. Observons donc que 
f(1>w=iFw1=(I _ ar'v(x>• 
Parce que f ( a ) = 0 et f ^ ( a )  ^  0 on a f ( x )  —  ( x  —  a ) w ( x )  pour w ( a )  ^ 0. On a donc 
F ( i ) (  )  _  f ( x ) f i 2 ) ( x )  _  ( x - a ) w ( x ) f W ( x )  _  i  
w  [ f ( D { x ) ] 2  [ f ( l ) { x ) ] 2  V  a )  W  
Ceci implique que 
f ^ 2 \ x )  =  ( x  —  a ) p ~ 2 s ( x )  
pour une fonction s(a:) telle que s(a) ^ 0. En d'autres termes, a est une racine de f^2\x) 
de multiplicité p — 2. Donc f^(a) = 0 pour 2 < j < p et f^(ce) = 0. • 
2.4 Racines multiples 
Si la fonction /(.) a une racine multiple en a ,  en fait de multiplicité m ,  en d'autres 
termes, /^(a) = 0 pour i — 0, • • • , m — 1 et f^(a) ^  0 la convergence est plus lente. 
Lemme 2.4.1. Soit f une fonction de classe Cm et 
{a  s i  x  —  a ,  ,  x 
~ 
si 
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pour A réel, et a une racine de multiplicité m de f. Alors F\(x) G Cl(a,b) et F^l\a) — 
Démonstration : Notre fonction F \ ( x )  definie ci-dessus est continue car 
lim F x ( x )  
x—ïa 
lim x — A 
X—^OC .  
a — A lim 
a — A lim 
X—>Q 
f ( x )  
/(1)(x) 
/(*) 
/(1)(x) 
~ a)T 
1 
(m—1)! f
{ m ) ( C x ) ( x  -  a )  m—1 
= a  
Ainsi 
F^1}(x) = < 
limr 
x-a-X a m  -, 
= 1 _ A si x = a, 
—a I m '  
1 _ \ [/ ( 1 )(x)l2-/(x)/<2)x 
A  [/< l>(*)]2  si x ^ a. 
On observe que 
lim F^\x) = 1 - A + Aiim w 
X—¥Ct A x-*a [/ (1)(x)j2 
1 — A + A lim 
X—>a 
- «r-1 
(m—1)! a> 
m—1 
=  l - A + A  
m — 1 
m 
= 1 
m 
• 
Théorème 2.4.2. Soit a € (a, b) une racine de multiplicité m > 1 de f G Cm(a, b). Alors 
si xo est suffisamment près de a, la méthode de Newton converge, mais la convergence 
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est linéaire avec 
Ki(a) = 1 — 1/m 
Démonstration : Dans ce cas la fonction itérante définie par F ( x )  = F\(x), pour la 
valeur À = 1 avec Fx{x) définie par l'équation 2.2 , est Cl(a,b) et F^l\a) = 1 — 1/m. 
Donc la convergence locale est assurée avec convergence linéaire. • 
Théorème 2.4.3. Soit a € (a, 6) une racine de multiplicité m > 1 de f G C^m+1'(a, b). 
L a  m é t h o d e  d e  N e w t o n  m o d i f i é e ,  x n + \  =  F ( x n ) ,  o ù  
a si x = a, 
Fi = /(x) • , [ X -  31 x T a -
converge quadratiquement si xq € (a, b) est suffisamment près de a. 
Démonstration : La fonction itérante est C1(a, b) et F^(a) = 0, par notre Corol-
laire 1.2.2 . La convergence locale est ainsi assurée. De plus. 
(2.3) 
Xn+1 - g  = Xn a = ( x n  ~  a ) f ( 1 ) ( x n )  -  m f ( x n )  
( x n  -  a ) 2  ( x n  - a)2 ( x n  -  a ) 2 f ^ ( x n )  
Notons que 
+ i 
et 
/(I"> = [ { X " m  + <I("m"+>i7'/"°+"(A°)l 
on peut aussi écrire 
/'"M = 
pour les valeurs an, vn et 0n données par applications de la formule de Taylor avec 
reste sous forme de Lagrange autour de a pour les fonctions f(xn) et f(lHxn). Après 
25 
substitution dans l'équation 2.3 on obtient 
2-n+l & 
(xn -  a ) 2  
/<"*+"(i/„) _ m/'m-|-1)(A„) 
m! (m+1)! 
/ ( m )(0n) 
(m—1)! 
—> 
/(m+1)(«) 
m(m 4- l)/(m'(a) 
• 
Théorème 2.4.4. Si f £ Cm et /(x) a une racine a de multiplicité m, alors a est une 
r a c i n e  s i m p l e  d e  l a  f o n c t i o n  g ( x )  =  
Démonstration : Si 
/(x) = ( x  -  a ) m v ( x )  
on a 
Et donc 
avec 
/'(x) = ( x  —  a ) m  1w(ar).  
f ( x )  _  /  . a " P * )  
/'(x) io (x) 
"(a) à/(m)(^) 1 
w( a)  J ^ ï y . f i m ) ( a )  m 
— • 
Pour obtenir une méthode d'ordre 2 au moins, on peut donc appliquer la méthode de 
Newton sur cette nouvelle fonction g(x) et considérer 
N g ( x )  =  x 
X 
= X 
[ f ( x ) / f { 1 ) ( x ) } { 1 )  
f ( x ) f w { x )  
fW{x)2 - /(x)/(2)(x) 
f ( x )  
/(1)(x) 1 _ /(x)/ '2 >(x) 
[/(1>(x)P 
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Notons que 
lim 
X — ¥ ( X  1 
1 
m 
[/(1>(*)]2 
et ainsi, asymptotiquement, le facteur de correction de cette méthode, 
voisin de m, le facteur de correction du Théorème 2.4.3. 
i /W/(2>(*) 
[ / (1 )wi2  
, est 
Notons que si g ( x ) est tel que g ( a ) = a, et 
/ ( x )  =  g ( x )  -  x  
on a f ( a ) = 0, f ^ ( x )  = g ^ ( x )  — 1 et f ^ k \ x )  = g ^ { x )  pour k  =  1,2, — 1. Si 
g(a) = a et g^k\a) = 0 pour k = 1,... ,p — 1, on a f(a) = 0 et /^(a) = —1 et 
/ ( f e ) ( a )  =  0  p o u r  k  =  1 , . . .  , p  —  1 .  L a  m é t h o d e  N e w t o n  a p p l i q u é e  à  f ( x )  s e r a  d ' o r d r e  p .  
N ( x )  —  x  
g ( x )  -  x  
g ( l ) { x )  - 1  
Inversement, si f ( x )  est une fonction telle que f ( a )  = 0 et f ^ ( a )  ^  0, f ^ ( a )  = 0 pour 
k  —  2,..., p — 1, en posant 
g ( x )  =  x  
f ( z )  
f W ( a )  
on aura 
g ( a )  =  a  
/(«) 
/(D(a) a, 
et donc g^(a) = 0. Avec 
g W ( X )  =  1  -
9  [  ' /«(a) '  
m m  -9 W ( x )  
f W ( a )  
on a g ^ ( a )  = 0 pour i  = 2,... , p  — 1. Ainsi g  sera une méthode itérative d'ordre p .  
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On conclut en notant que deux méthodes de Newton d'ordre m ne diffère que par un 
o((x — a)m^- Comme f(x) = (x — a)i?(x) avec v(a) ^ 0, un o(^(x — est aussi un 
0( f(x)m) et vice versa. 
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CHAPITRE 3 
Quelques méthodes d'ordre 3 
3.1 Introduction 
Dans ce chapitre nous présentons quelques méthodes d'ordre 3 très populaires, entre 
autres les méthodes de Halley, Chebyshev et Super-Halley. Nous présentons des façons 
de les obtenir l'une de l'autre. Nous nous servons du calcul de la racine pour les comparer 
et voir s'il y a lieu de croire que la méthode Super-Halley soit la meilleure. 
3.2 Méthodes d'ordre 3 
Débutons par le lemme suivant énoncé dans [7]. 
Lemme 3.2.1. Soit a une racine simple d'une fonction f(x) de classe C4 et H(x) une 
fonction de classe C3, telle que H(0) = 1,H^(0) — On définit 
L (x) = 
A) [/ (1)(*)P 
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et 
I „ ( x ) = x - - j i ï ^ H ( L f { x ) ) .  
Alors l'itération 
•£fc+l — 
est au moins d'ordre 3. 
Notons d'abord comme énoncé dans[7], que toute méthode itérative d'ordre 3 sera de la 
forme 
I { x )  -  I H ( x )  +  o ( { x  -  a ) 3 )  
= ^W + 7^)0(/W2) 
= x /W H ( L f ( x )  +  b ( x ) f ( x f  
pour une fontion b ( x ) G C3. Maintenant démontrons le Lemme. 
Démonstration : Notons que Lf(a) = 0 et 
I H { a )  =  a -  H { L f { a ) )  =  a .  
Aussi 
4'>(i) = 1 - [1 - L,(x)}H(L,(x)) -
et donc 
l£\a) = l-H(0) = 0. 
Il ne nous reste plus qu'à remarquer que 
l P ( a )  =  L f \ a ) [ H ( L f ( a ) )  -  2H ^ ( L f ( a ) ) }  =  L f { a ) [ H { 0) - 2//^>(0)] = 0. 
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Pourvu donc que /]/'(») ^ 0 par notre Théorère 1.4.1 on peut conclure que notre méthode 
aura une convergence à l'ordre 3, et la condition H(x) € C3 est suffisante. • 
Comme exemple prenons 
„  ,  ,  i  ,  1  x  1  +  ( |  -  P ) X  
H'to = 1 + 2 (TT&)= i_^ ' 
On remarque que pour toute valeur réelle fi notre fonction H p ( x )  satisfait la condition 
du lemme. Nous avons 
I H 0 { X )  =  x — 
f ( x )  
1 + 
/(*)/(2>(x) 
[/<!>(*)]* 
=  X  —  
= x — 
/">(*) l 
/ ("2 + (1 — 2/3)^--i 
] 
/'"L 2(1 -01Ç.) 
f rl + (l/2-/î)j^L 
/(!) L 1 _ ail™. 
, . /(2)(x) f /(x) 12 
/(x) 2/(1>(x) t/<1)(x)J 
/(1)(x) i o/(x)/W(x) ' 
P [/<D(x)P 
Pour la valeur /? = 0 on obtient 
tfo(*) = l + f 
avec 
] „ ( x ) = x ~
/w -/l2l(i) r/ w  y  
Il s'agit ici de la méthode itérative de Chebyshev. 
(3.1) 
Si par contre fi = \ on obtient 
H i(x) = 1 + 
x 
2 — x 
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et 
T (<r\ = r- / ( x ) / ( 1 > ( * )  f o  9 x  
" h ^  f n \ x f  ^tx)/(3>(») • ^ ^ 
Il s'agit ici de la méthode itérative de Halley. 
Pour p — 1 on obtient la méthode itérative de Super-Halley, soit 
f ,  x /<2'(x) r /(*) 12 
X  , ( 1 ) / s  /(s)/(2>(x) • 
W 1 Lf<l>(«) ]2 
Rappelons que la valeur de la constante asymptotique est K z { a )  = |//J3[Q^. Nous procé-
dons de la façon suivante pour calculer la valeur /#'(<*) : On remarque d'abord que 
I h =  x - - ^ H ( L f ) ,  
et donc 
4 "  =  1  -  H ( L , )  +  L , H ( L , )  -  J L H < - » ( L , ) L Ï > .  
On observe que 
iff = -2 H { l \ L f ) L f  +  L f H { L } )  + 2 L } H w { L f ) L f  
/( i) 
Alors 
{ H ^ \ L } ) [ L f f  +  H ^ ( L f ) L f ) .  
l f { a )  =  ( [ L ? ] [ - 3 H W ( L f )  +  H ( L j ) }  +  [ L ^ S H ^ L f )  + 3tf ^ (L,)]) 
Observons que 
L f ( a )  =  0, 
T( i ) ,  ,  _  /(2)Q) 
f ( ) f U ( a )  
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et 
L(f\a) = - 3 
/(2)(oQ 
L/(1)(*)J f W ( a )  
Notons que L^\a) est la dérivée de Schwarzienne. Ainsi, avec 
nous avons H(O) = 1, 0) = 1/2 et H^(0) = f3. On peut donc remarquer que 
43)(«) = 
/(3)(qQ 
7 m  ( a )  
+ 3 
7(2)(<*)" (1-/9) 
Si nous définissons deux fonctions de / et a 
»7i(/. «) = 
r/(2)(a) 
/(1)(«) 4
15(a) 
et 
/W(Q)_42|(a) + 3[iy'(a)] 
%(/, a) 
et (a) sera nul lorsque 
/? = 
/ ( 1>(a) 2 
3î?i(/, a) - r ) 2 ( f , a )  
3r?i (/, a) 
(3.3) 
Exemplel : Si nous regardons la méthode itérative de Halley, on pose /? = 1/2, et on a 
43)(<*) = /
( 3 ) (q)  ,  3  
/(D(a) ~r 2 
/(2)M 
/(!)(«) avec 
tf3(<*, 1/2) = 3j 
On peut remarquer aussi que 
K3(a, 0) 
3! 
/(3)(a) , 3 
/^(a) 2 
/(3)(<*) 
f W ( a )  
+ 3 
/(2)(*) 
/(D(a) 
/(2)(a) 
L/(1)(«)J 
(3.4) 
et 
K (n, - - f i 3 ) ( a ï  
3(a,1) 3! /<D(a) 
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3.3 Application au calcul de la racine n-ième 
Si on considère le calcul de la racine, soit f ( x )  —  x n  —  r ,  nous obtenons 
I H g ( x )  =  x  
Rappelons aussi que 
A ,  
(n— l)x™~2  ( x n — r )  2 
xn — r 2xn~1 nxn _ 1  
nxn~ i  1 Q xn—r 
^ nxn~ 
(n-l)x" 
xn _ 1  
-2 
6(6 — ! ) •  •  •  ( b  —  ( i  —  i))  
v .  
Pour toute valeur i  > 1, on a 
'l/n\ (l/n)(l/n — l)(l/n — 2) • • • (1/n — ( i  —  1)) 
i  j  i! 
On peut simplifier la formule de Iup pour obtenir 
1  +  f l / n \  -  I  "  
(W_i 
ft") 
Ih« (X) = x 
i_243(£_i) 
On a également 
et 
T } ! ( f , a )  =  ( n - l )  a  2 „  - 2  
(n - l)2 
Ainsi 
%(/, «) = (n - 1 )(n - 2)a = 
(n - 1) 
2 (n - l)(n - 2) 
or 
4» a2 3(n- 1)(1 - p ) - { n - 2 )  
On voit donc que notre méthode sera d'ordre 4 si on pose 
2 n  -  1  0 = 
3(n — 1) 
(3.5) 
Nous allons regarder la valeur |4^(a)| = 3\K^(a, (i) pour les valeurs fl égales à 0, | et 
1 afin de comparer les méthodes itératives de Chebyshev, Halley et Super-Halley pour le 
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problème du calcul de la racine n-ième pour n  > 2 .  Puisque nous calculons la racine d'un 
nombre fixe a, étudié |/j^(a)| est équivalent à regarder les propriétés de la fonction 
= l«24>)| = («-!) 3(n - 1)(1 - 0) - ( n -  2 )  
pour les valeurs n > 2 et différents choix de valeurs de p. Observons que ' 
<Go = (2n — l)(n — 1) 
£i = (n — 2 )(n — 1) 
Ci = ^(n-l)(n + l) 
On peut donc observer que £o > £>i, et aussi que £o > £i tant que n > 0. En d'autres 
termes la méthode de Chebyshev est la moins rapide des 3 méthodes pour le calcul de la 
racine. Si maintenant on compare Halley et Super-Halley, on observe que £i > pour 
les valeurs n > 5. En d'autres termes, à partir de la valeur n = 5, la méthode itérative 
de Halley devient plus précise que la Super-Halley pour le calcul de la racine n-ième. 
= 3\a2K3(a,/3) 
/3 = 0 /3=1 £ = 1/2 
n (2 n  —  1 ) ( n  —  1) (n — 2 )(n — 1) h ( n  +  l ) ( n  ~  l )  
2 3 0 1.5 
3 10 2 4 
4 21 6 7.5 
5 36 12 12 
6 55 20 17.5 
7 78 30 24 
8 105 42 24.5 
9 136 56 40 
10 171 72 49.5 
Tableau 3.1 - Variation de la fonction Cp. 
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3.4 Approximation rationnelle 
L'auteur du livre [18] fait la remarque que la méthode de Halley peut être obtenue comme 
une approximation rationnelle de la méthode de Chebyshev. Ici nous allons illustrer le fait 
qu'il est possible d'obtenir la méthode de Chebyshev comme approximation polynomiale 
de la méthode de Halley. Observons que la méthode itérative d'Halley peut être écrite 
r r  ( T \  _  „  f ( l )  =  x  —  ^  ^  x f {  1) 1 1 /(a)/ • 
1  2/Cl)  /Cl)  J  1  2 [f ' 1 ' ] 2  
On peut donc regarder H 3 ( x )  —  x  comme un quotient sous la forme 
P o + P i h  
1 + qih 
avec p0 = 0, pi = —1, P2 = — ^rr> et h = j{iy. Si donc comme le suggère le Lemme 1.4.7, 
nous cherchons une approximation telle que 
(ûq - t -  a\h + a2 h?) — 0(h3). 
P O + P l h  ,  _  L  ,  , 2 s  _  
1 + q\h 
on veut donc que 
(po - «o) + (pi - ai - qxa0)h - {q^ -I- a2)h2 + (a2qi)h3 = 0(h3) 
On obtient comme conditions suffisante 
Po - «o = 0 
Pi - ai - 9ia0 = 0 
qxai + a2 = 0 
ce qui nous donne a0 = 0, ai = pi, a2 = —<?iPi et h = (///(1>)- On observe alors qu'avec 
nos valeurs a*, nous avons 
/  1  / ( 2 )  (  f  V  
(a0 + axh + a2h2) = ~ 2JU) ( ~JU) J = Cf ~ x-
On obtient notre méthode itérative de Chebyshev comme approximation polynomiale de 
la méthode de Hallev. 
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CHAPITRE 4 
Accélération progressive 
4.1 Introduction 
Le processus d'accélération de Householder a été souvent redécouvert par différents ma-
thématiciens. Ceci est en partie à cause de plusieurs formes méconnaissables sous les-
quelles il peut être écrit. Nous allons dans ce chapitre présenter certaines de ses formes et 
voir si ce processus d'accélération coïncide avec l'une des méthodes que nous recherchons. 
Notons que les articles [14] et [15] présentent une multitude de formes équivalentes, ici 
nous allons en montrer cinq. 
4.2 Accélération progressive de la méthode de Newton 
Dans cette section, nous présentons le processus d'accélération de l'ordre de convergence 
tel que présenté dans [8|. Nous allons appliquer ce processus à la méthode itérative de 
Newton et étudier la convergence qui en résulte. 
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Comme exemple, nous considérons le cas où f ( a ) = 0> 0 et f ^ ( a )  ^ 0, et 
considérons la fonction F(x) = f(x)g(x), où la fonction g{x) est à déterminer. On a 
F (a) = 0 et, si g(a) ^ 0, on a F^(a) ^  0. En plus, puisque f(a) = 0 
F(2)(a) = 2/(1)(a)£(1)(a) + f ( 2 ) ( a ) g ( a ) .  
Quoique nous ne voulions satisfaire l'équation F^2\a) = 0 qu'au point x = a, on se 
retourne vers une équation différentielle pour la fonction g : 
g W ( x )  = ^ X K ( x )  
9 1 j 2fW(x)9[ } ' 
Après intégration, on obtient g { x )  —  c / { f ^ { x ) ) 1 ^ 2  comme solution générale. En prenant 
c — 1, la fonction F  devient F ( x )  —  / ( x ) / ( f W ( x ) ) 1 / 2 . La méthode de Newton appliquée 
à F ( x )  nous donne 
x  = x  x  f { x k ) f M ( x k )  
xk+1 xk F(1)(xfc) /(1)(xfc)2 _ } { x k ) f m ( x k )  
Voici donc un exemple d'itération de 3ième ordre qui est la méthode de Halley de l'équa-
tion 3.2. On peut vérifier que pour F(x) = f (x) / (f^ (x)1/2) que 
F(3)/  N =  | / ( 2 )(q)2  -  / ( 1 )(o;)/(3 )(a) 
2/(D(a)§ 
avec F^(a) = f^l\a)1^2. On applique le Théorème 2.3.1 pour conclure que 
2 F^ (a) 1 §/(2)(a)2 - /(1)(o)/(3)(a) 
3! F(D(a) ~ 3! /(D(a)2 
ce qui correspond à ( 3.4). 
Définition : On dit qu'une fonction / appartient à la classe D m ( a ) ,  et on écrit f ( x )  €  
Dm(a), si 
f { a )  =  0  
/(1)(a) # 0 
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/(2)(a) = ... = /(TO"1)(Q) = 0 
0 • 
Théorème 4.2.1. Soit f(a) = 0, f ^ ( a )  >  0, f ^ ( a )  =  • • •  =  / ' m  ^(a) =  0, e t  
f(m\a) ^  0. Alors la fonction 
mx) = 
satisfait F (a) = 0, F'1) (a) >  0, F ^ ( a )  =  •  •  •  =  F ^ m \ a )  =  0. Et pour m >3 on a 
F(m+D(a) = ~/(m+1)(aQ 
Notons que le cas de m = 2 a déjà été traité. 
Démonstration : Définissons la fonction g ( x )  = l/(/^'(x)1//m) et on suppose m  > 3. 
Alors par définition 1 = g(x)mf^(x), et par différentiation 
0 = m [ g { x ) \ m - l g ( l \ x ) f { l \ x )  +  g ( x ) m / ( 2 )  ( x ) .  
Comme g ( x )  ^ 0 au voisinage de a ,  on peut écrire 
0 = m g { 1 ] ( x ) f { 1 ) { x )  +  g ( x ) f ( 2 \ x ) .  
Comme /^2'(a) = 0 et f ^ { a )  ^ 0, alors g ^ ( a )  = 0. Dérivons k  —  1-fois l'équation 
précédente et nous obtenons 
0 = m g < - k \ x ) f ^ ( x )  +  ( m ( k  —  1) +  1 ) g ( , k ~ 1 \ x ) f ^ 2 \ x )  +  •  •  •  
+ji(fc - j)! ^  + m( k ~  j ) ) 9 { k ~ 3 ) { x ) f { 3 + l \ x )  +  • ' •  
+ { m  +  k  -  l ) g ( 1 ) ( x ) f { k \ x )  - f  g ( x ) f { k + 1 ) { x ) .  
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Puisque /^2)(«) = • • • = /'m ^(a) = 0, on en déduit que g ^ ( a )  = 0 pour 1 < k  <  m — 2. 
Pour k = m — 1 et i = a, notre équation se réduit à 
m g i m ~ l ) ( a ) f { 1 ) ( a )  +  g ( a ) f i m ) ( o t )  =  0 ,  
pour k  = m et x  —  a  on obtient 
m g ™ ( a ) f W { a )  +  g ( a ) f m + 1 \ a )  =  0 .  
Investiguons la fonction F ( x )  =  f ( x ) g ( x ) .  En répétant l'application de notre dérivation 
par la règle de Leibnitz on obtient 
F { 1 ) ( x )  =  f ( x ) g { 1 ) ( x )  +  f { 1 \ x ) g ( x )  
F {2){ X )  =  f ( x ) g { 2 \ x )  + 2 f { 1 ) ( x ) g { 1 ) ( x )  +  f { 2 ) ( x ) g ( x )  
F^k\x) = f(x)g^k\x) + k f^1\x)g^k~1\x) + • • • 
+  Q f ^ ( x ) g ^ ( x )  + . "  
k f { k ~ 1 ) ( x ) g { 1 ) ( x )  +  f { k \ x ) g ( x )  
pour toute fonction g ( x ) .  Par définition F ( a )  = 0, et si nous choisissons g ( x )  comme 
avant, en utilisant les équations précédentes, on obtient pour les dérivées de F au point 
x  =  a  
F ( 1 ) ( c t )  =  f w ( a ) g ( a )  =  f { 1 \ a ) l - l / r n  >  0  
F(2>(a) = 2/(1»(a)S(l)(a)=0 
F^k\a) — kf(-l\a)g{-k~l\a) = 0 
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F ^ - ^ i a )  =  ( m -  1  ) f w { a ) g { m - 2 ) ( a )  =  0  
F^\a) = mf^(a)g^(a) + fim\a)g(a) = 0 
jp(m+1)(a) = (m + 1 )f(1)(a)g<m>(a) + f(m+1) (a)g(a) 
= (1 - m+ 1)/(7n+1)(a)g(a) = ~/( +1)(Q) 
K m ,J { )9K ' m(/(1)(a))1/"»' 
• 
L'artice [6] présente le processus que nous venons de discuter, sous une forme équivalente, 
mais plus simple à implémenter. 
Corollaire 4.2.2. S i  f ( x )  G D M ( a ) ,  e t  p o u r  N  >  M ,  o n  p o s e  
(  F n( X )  =  f ( x )  s i  N  =  M ,  
)  F n+A x )  =  mw(j)WM Si N >  M .  
Alors Fn(x) G D i y ( a ) .  
Théorème 4.2.3. S i  f ( x )  G D m{ol), alors on peut obtenir le zéro de f(x) en considérant 
l'itération 
f { X k )  
— 3Ck 
f ( 1 ] ( x k )  -
p o u r  k  = 0,1, 2 ..où on définit 
Q N ( X )  = 1 s i  N  =  M ,  
Q N + I { X )  =  f { l ) ( x ) Q N ( x )  -  J ^ ï f ( x ) Q { ^ ) ( x )  s i  N  >  M .  
L'itération définie ci-dessus aura un ordre de convergence N .  Notons que notre itération 
peut s'écrire 
f,  ,  Q N ( x k )  x k + 1  = x k -  f { x k ) -
Q N + l { X k )  '  
p o u r  k  —  0 , 1 ,  2 , . . .  
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Démonstration : Construisons une suite de fonctions F n( X ) ,  
F  ( t \  =  / ( * )  
pour N  >  M ,  en utilisant la définition de Q j \r( x ) .  Après une différentiation on a 
F { N } { X )  =  f { 1 } { x ) Q N ( x ) ^  -  N 1 _ i f { x ) Q N { x ) ^ Q i I ! f ) ( x )  
=  Q N ( x ) J ^ ï [ f { 1 ) ( x ) Q N { x )  -  - ^ — j f { x ) Q { x \ x ) }  
=  Q N ( X ) " ^ Q N + I { X ) .  
Ainsi 
F» M = /(X) = 
Alors, la fonction Fjv(x) satisfait la condition du théorème précédent, et on a 
_  / - >  / ~ \  -  F ( X ) Q N + I ( x )  _  p  Q N + I ( X )  F Y ( x )  =  Q n{ X ) N - I Q  n + 1( X )  =  -y- = F n( X )  
Q N{ X ) n~ 1 f ( x )QPF( x )  f { x )QN{ x )  
• 
Notre itération est donc la méthode de Newton appliquée à la fonction F N ( x ) .  Comme 
FN(x) G DN(a), par notre corollaire on peut donc conclure que notre itération est d'ordre 
N .  
4.3 Itération de Householder 
Dans cette section nous faisons une preuve directe que la méthode présentée dans la 
section précédente coïncide avec la méthode itérative de Househoulder. 
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Rappelons que dans la section précédente, nous avons obtenu le processus d'accélération 
suivant : pour k > 2, on pose F2 = f et on définit 
F k ( x )  N k { x )  =  x  
avec 
Fk+i(x) 
F { k 1 ] ( x )  
F k ( x )  
I f 1 1 ] ( X ) Y / K '  l fc 
Pour A: > 2, on sait alors que N k  a généralement un ordre de convergence k .  Considérons 
maintenant la méthode itérative de Householder, présentée dans [10] : 
H k ( x )  =  x  +  ( k  -  1 )  
1 
(fc-2) 
_/(*) 
/(*) 
( fc-1)  
Il est montré dans [10] que cette méthode est au moins d'ordre k  pour calculer une racine 
s i m p l e  a  d ' u n e  f o n c t i o n  f ( x ) .  
Théorème 4.3.1. 
pour k = 0 , 1 , . . .  
Hk+i(x) = Nk+1(x) 
Démonstration : Notons d'abord que 
H 2( X )  =  N 2( X )  = x  -  / / / ( 1 ) .  
Assumons maintenant par induction que H K  =  N K  avec 
H k ( x )  =  x  +  ( k  -  1 )  
./(«)] 
(fc-2) 
1 
f { x )  
( k - 1 )  
et 
N k { x )  =  x  
F k ( x )  
F l 1 ] ( x )  
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En d'autres termes 
cfc -1) 
l(*-2) 
/(x) 
/(x) 
Par définition de Fk+i, on obtient 
7>(1) 
fc+1 
( k - 1 )  
1 FtF<2 > _ (F>")2 -
Ffc(x) 
Fi"w 
f 1  ï  _ l p .  r ( 2 )  
i*±i 
fe [fO)]'/» fc |F(«] 
Aussi par la même définition 
Fk+1 _ F k ( x )  ( F ^ )  
(i)\*±± 
(FD 
(i) 
(F®)2 - iFtFf 
Par notre argument d'induction on a 
[l//](fc~2) = -[1//P"1) 1 Ffc(r) 
fc-iFfe(1)(x)" 
Par différentiation on obtient 
[!//]<-» = (* " 
En d'autres termes 
FfcF, 
(2) 
(A - 1) v (F f c(1))2 )• 
[1//P -i) 1 + ^î('- FkF, 
,(2) 
(* - 1) *>" (F™)* '1 (k - l)Ffe(1)' 
ce qui signifie que 
[1//P-1' 1  F ,  
1 + :(! 
FkFl2) 
On note que 
[1 //](*) (*: - 1) Ffc(1) L (k-l) (Ffc(1))2' 
_ MF^r-FfcFf 
-i 
(2) 
i + —1—fi-ML 
. (fc-i)V (^i))ï ( f c - w )  (!) \2 
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Ceci implique que 
[l//p—i) _FfcFW 
[ 1 / / ] ( f c )  k ( F l 1 } ) 2  -  F k F ( * y  
Sachant que = F i  , on peut conclure que 
^[l//]^-1) Ffc+1 
[ 1  / f \ ( k )  F ^  '  
Il suit que 
Hk+1 = Nk+1-
Nous avons donc montré que la méthode itérative de Householder est la même que celle 
que nous avons présentée dans les sections précédentes. 
4.4 Forme déterminantale 
Dans cette section nous établirons l'égalité de la méthode de Householder avec la forme 
déterminantale tel que fait dans [14]. 
D'abord nous définissons 
(  f ^ ( x )  ^(2>tx) /(3>(x) ... /(m)(s) \ 
'  2! 3! m! 
f { x )  f w { x )  (m—1)! 
D r n ( x )  =  d e t  
0 f ( x )  / ( 1 > ( : r )  
V 0 0 0 ••• /^(x) 
Les propriétées suivantes de D m ( x )  sont établies dans [12] : 
D 0 ( x )  =  1  
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et 
m 
D m [ x )  =  E ( _ 1 ) ' + 1 [ / W J  /  W ^ ( x )  
i=i 
Une méthode itérative définie dans [12] est 
K m ( x )  =  x -  / ( x ) ^ ~ 2 ^ .  
D m - l { X )  
Ainsi par notre définition de Dm(x), tel qu'il est fait dans [14], on peut établir le lemme 
suivant : 
Lemme 4.4.1. La relation suivante est vraie 
(-1 )m(/(z))m+1 / 1 N (m) 
D™(I>" ">! V/to 
pour m = 1, 2 , . . .  
Démonstration : La preuve se fait par induction. On peut observer que la proposition 
e s t  v a l i d e  p o u r  l a  v a l e u r  m  =  1  
D,(x) = ,m,x) = (-1 >(/(*»' = (-D(/M)' M V" 
U ; U i /M2 i uwj 
Assumons que le résultat est vrai pour les valeurs n = 1,2,. 
la formule récursive pour obtenir sur la valeur n = k + 1 
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,  k .  Ensuite, nous utilisons 
w.1 = D-1 r-/('r'f'wiw,M 
r ~  1  
= 
kf]{ r.'(')"'f"(') 
r=l 
r i !(*+!-
ri ( k  + 1 — r)!' L/(*) 
/(*) 
1 
W s f > '  
- i ) k f ( x ) k + 1  / _  . r  1  i ( f e + 1 >  
(fc+l-r) 
(fc+1—r) 
(o - /(x) (fc + 1)! 
-i)fc+1/(x)fc+2r i 
(fc + l)! L/(x) 
/(*)J 
( k + 1 )  
L/(z) 
-/0e) 
) 
L/(x)J 
-/(*) 
(fe+i)\ 
r l 
L/(ar)J 
(fc+lh 
Notre relation est donc valide pour la valeur n  =  k  +  1. Par notre induction, elle est donc 
v a l i d e  p o u r  n  —  1 , 2 , . . .  •  
Si on utilise le lemme précédent, on observe : 
H m ( x )  = x  -  (m - 1) 
=  x  —  ( m  —  1 )  
=  X - f ( x )  
[l//Qr)](™-2) 
[1 //(x)]("-« 
( —l)m~2(m - 2)!Dm_2(x)/(/(x)m~1) 
(_l)m-i(m _ l)!Dm_i(x)/(/(x)m) 
Dm—2 (^) 
D - m  —  1 (x) 
-^m(x) 
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En d'autres termes, comme il a été observé dans [14] et [12], la méthode itérative de 
Householder peut être aussi réécrite sous la forme ci-dessus. Nous avons donc présenté 
trois façons différentes d'écrire la même méthode itérative. 
4.5 Autres équivalences 
Si comme dans [14] et [17] nous définissons récursivement 
R 0 ( x )  =  l / f ( x )  
et 
pour k  = 1,2, On considère la méthode itérative 
Ç ( r)  _ T _ Rm- l j x )  
La relation de récursion sur D m ,  soit 
m 
i—1 
avec D 0 ( x )  =  1, implique que 
=  D t [ x )  
f ( x ) k + 1 '  
Ainsi 
C ( x) =x-  = x_  Pm - 2(x) / f (x)m-1 _ P m . 2 ( X )  = 
bm{ } iC-l(x) D^M/ f i x )*»  ) D m _ l {x )  m( }" 
On voit donc que la fonction 
S  ( x )  ~  x  -  ~ R r n ~ 2 ^ ^  
4 ) Rm-^X)  
est une autre façon d'écrire l'itération de Householder. Cette forme-ci vient de Schrôder 
comme présenté dans [16] et [17] 
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4.6 Application au calcul de la racine 
Nous allons appliquer ce processus d'accélération au calcul de la racine n-ième d'un 
nombre. On considère /(x) — xn — r et on dénote par Hf<m(x) la méthode itérative 
de Householder d'ordre m appliquée à la fonction /(x). On obtient alors les formules 
suivantes 
x n 
i//i3(x) =  x -
et 
Hf^ (x )  =  x  
(?) - (?) 0 - *)] n*— [m+ef) (i - ^ )] 
(*"-r) [(T)+ ('?•) (!-;&) 
n x  n—1 (M") + 2('/") (l - ^ ) + ('/») (l -
2-1 
Si on regarde les deux méthodes présentées dans l'article [3] on a 
Mi t7n(x) x 
(*" - r) E7-11 CD (? -1) 
- 1 )  
J-l 
i-1 
et 
j=0  x  J  '  
Et comme première méthode du troisième ordre on a 
( x " - r )  [ ( ' / " )  +  ( ' / " )  ( Ç - l ) ]  
M1I3(X) = x -
nx  • n — 1  "(T)+2("2")(î?-l) 
Et comme deuxième méthode du troisième ordre on a 
M2,3 = X KT^-o+C7;)^-) 2i 
Quoique nous puissions être tenté de trouver la formule générale de H/m, on remarque 
déjà à partir de H/$ que la méthode itérative de Householder du troisième ordre ne coïn-
cide avec aucun des algorithmes présentés dans [3]. Il nous faudra donc chercher d'autres 
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méthodes itératives différentes de Householder. Observons aussi que si on considère 
fonction h(x) = f(x)/xn = 1 - alors h(a) — f(a) = 0. On remarque 
( l - £ )  
n r x ~ n ~ 1  (t) + OT'Ht  - 1 )  
est aussi une méthode itérative d'ordre 3 différente de celles que nous recherchons. 
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CHAPITRE 5 
Développement de Taylor et calcul de 
la racine n-ième 
5.1 Introduction 
Dans ce chapitre nous allons obtenir les deux méthodes présentées dans l'article [3] en 
regardant des prorpiétés spécifiques de la fonction f(x) — xn — r. Rappelons que ces 
méthodes ont originalement été introduites dans les articles [1] et [9]. Les processus que 
nous utilisont ici sont adaptés au problème très spécifique de la racine. Plus tard nous 
présenterons des familles de méthodes itératives qui coïncideront avec les résultats que 
nous obtenons dans ce chapitre. 
51 
5.2 Application directe du développement de Taylor 
0. Observons 
On prend 
Nous allons donc utiliser le développement de Taylor de la fonction 
q ( x )  =  ( 1  +  x ) 1 / n  
qui est 
On a alors 
a = x q { g ( x ) )  =  x ^ T  b(^)]fc 
fc=o ^ ' 
et 
o = (5-1) 
k=0  ^  '  
Par le Théorème 1.4.6 , si nous utilisons ( 5.1), et posons 
fc=0 ^ ' 
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Quand on regarde notre fonction f ( x )  =  x n  —  r  avec a = r x ' n  on a f ( a )  =  
l a  chose suivante comme l'auteur de l'article |11| le fait dans le cas n = 2. 
g ( x )  =  —  -  1  
v  '  x n  
et on observe que pour ex  =  r 1 / 7 1 ,  on a g(a )  =  0, de plus 
a = r1/n 
=  { x n  +  r - x n ) 1 / n  
= + £ -1)1'" 
=  x { l + g { x ) ) l ' n .  
l'itération définie par x^+i — T(xk) sera d'ordre m .  Pour finir on observe que 
Ce qui nous donne la méthode d'ordre m pour trouver la racine de a, une méthode 
présentée dans [9] (voir aussi [3]). 
5.3 Constante asymptotique 
Pour calculer la constante asymptotique on remarque que 
- x^^g (x ) m +0(g m + 1 )  T ( x )  =  x ^ (  1 { " 1  k K ^ ) ] f c  =  a  
k=0 
On a 
T (m)(a) = 
1/n 
m 
On peut observer que 
(m) 
x g ( x ) r  
x g ( x ) m  =  m ! a < / ^ ( a )  
(m) 
On remarque que par notre définition de la fonction g ( x )  
g { 1 ) ( a )  
n 
a 
et donc 
On a alors 
rM(«) = = (-ir«am.^n^. 
K m ( a )  
|T(TO>(a)| 
ml \ m  )  \ a /  
n 
1/n 
m 
On peut observer que 
[»(*)]* 
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et donc si on définit 
fw='E(t)w 
alors T ( x )  satisfait les conditions pour que son application à Newton soit aussi une 
m é t h o d e  d ' o r d r e  m .  
5.4 Développement de Taylor et fonction inverse 
Dans le cas de la racine, nous pouvons utiliser la propriété d'inversibilité de la fonction 
/(x) = xn — r pour en extraire une nouvelle méthode itérative. 
Considérons une fonction /(x) tel que f ( a )  = 0 avec / € C°° et la condition ^ 0. 
Soit la fonction inverse, g ( x )  €  C ° ° ,  c'est-à-dire g ( f ( x ) )  —  x  et f ( g ( y ) )  =  y  •  Nous 
pouvons considérer le développement de Taylor de la fonction g à la valeur y — 0 
Notons que, parce que /(a) = 0 et g  est la fonction inverse de /, on a g(0) = g ( f ( a ) )  —  a .  
En d'autre termes 
On peut déduire de ce développement que 
x = « ( / m ) = 9 ( 0 ) + £  s -pu(x ) )<+ oamn 
m—1 
Alors si nous définissons 
On observe que 
T m ( x )  - a + ( D ( f m )  
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Par application du Théorème 1.4.6, on observe que l'itération définie par xk+\ = Tm(xk) a 
un ordre de convergence égal à m pour le calcul de a, si T^ri\a) ^  0. Si nous considérons 
particulièrement la fonction f(x) = xn — r, pour n > 1 et un nombre réel r. On peut 
observer que, pour a = r1/", on obtient f(a) = 0 et la fonction inverse de f(x) est 
9(y) = (y + r)1?11. On observe aussi pour notre fonction g(y) que 
< ^ ( 0 )  f l / v >  
i \  \  i  
r a. 
On observe plus particulièrement que a  —  r 1 / / n  et —  (Vn)r ' a  implique que 
T m ( x )  =  x  -  a [  Ç ' [ n ) r ~ l f ( x y  •  
i ~ l  *  '  
Notons que T m { x )  satisfait les conditions Tm(a) = a avec Tm\a) = 0 pour j — 
1,2,..., m — 1. On écrit 
T m ( x )  =  x  -  a F m ( x ) ,  
où on définit 
=EÏ'f V vw--
i=i ^ ' 
La condition Tm(a) — a implique que Fm(a) = 0. Nous observons aussi que 
T ^ ( x )  =  l - a F ^ ( x ) .  
La condition T ^ ( a )  = 0 signifie que 0=1 — aF'm(a). En d'autres termes, nous avons 
Fm\a) — 1/a, sachant que a ^ 0. Il ne nous reste donc plus qu'à observer que 
TW(x) = -aFW(x). 
pour toute valeur i > 2. En d'autres termes 
Ftt(a) = 0 
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pour i  = 2,..., m  — 1. C'est-à-dire, la fonction F m ( x )  satisfait les conditions : F m ( a )  =  
0, Fm\a) = 1, Fm(at) = 0 pour i = 2,..., m — 1. En d'autres termes, son application à 
l'itération de Newton aura un ordre de convergence m, pourvu que F^ (a) ^ 0. 
Observons que 
F„w = g •(1j")r-V -<•)'• 
La méthode itérative dérivée dans [1] et [3] qu'on applique à Newton. 
5.5 Constante asymptotique 
Pour le calcul de la constante asymptotique on observe que 
1 ( i ) t  
T m ( x )  =  X- ]T  = a+  + o( f ( x ) m + 1 )  
i=1 
et donc encore on a 
T}? \a )  =  g< m \ 0 ) fU(ay  
et on note que T m ( x )  —  x  —  a F m ( x )  implique que 
T^(x) = -aF*T\x) 
et donc 
= -
TSr\a) j(™)(0 )/(1»(a)' 
a a 
Notons que la condition F^(a) = 1/a et le Théorème 2.3.1 implique que 
K m ( a )  
m — 1 
ml 
F ™  ( a )  m — 1, 
ml 
7<m>(0 )/(1)(«)r 
Remarquons que g ^ ( 0 )  = m!(1^i")r m a  et f ^ ( a )  =  n r a  1 implique que 
K m ( a )  =  ( m  -  1 )  
1/n 
m 
n  
a-
cr 
= (m - 1) 
1 / m  J-m 
m 
On conclut en regardant le tableau suivant : 
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Calcul de la racine cubic de 8 
Newton 1ère méthode d'ordre 3 2ième méthode d'ordre 3 
x Q  1.5 1.5 1.5 
X\  2.18518518518519 1.87219935985368 2.08987747145642 
x 2  2.01525033603938 1.99893784657155 1.99934620158175 
X3 2.00011511527036 1.99999999949992 2.00000000023278 
Xi  2.00000000662525 2.00000000000000 2.00000000000000 
Tableau 5.1 - Comparaison des 3 méthodes dans Matlab 
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CHAPITRE 6 
Autres processus d'accélération 
6.1 Introduction 
Nous savons que la méthode itérative de Newton est typiquement d'ordre deux. Quant 
aux méthodes itératives de Chebysev et Halley, elles sont obtenues par une processus 
d'accélération appliqué à la méthode Newton, et elles sont typiquement d'ordre 3. Dans 
la Section 4.2, nous avons présenté un processus d'accélération dont la méthode de Halley 
découle. Ici nous ferons de même pour la méthode de Chebyshev. 
Soit une fonction f { x ) ,  suffisamment régulière telle que f ( a )  —  0 et f ^ ( a )  ^  0. Si nous 
supposons comme dans [4] que / a pour fonction inverse g(x), et g(x) est régulière avec 
^(0) = a, en développant autour de y 
»=0 
et en remplaçant y par 0 et y par f ( x ) ,  on obtient 
i=0  
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Ainsi 
m — 1 
T m ( x )  =  X ) ( " l  y  
r 9 { l ) ( f ( x ) )  
i—0 
est d'ordre m .  Si on note 
A ,  ( x )  =  ( - 1 ) '  
f ( x ) '  =  a  +  0 ( f ( x ) m )  
r 9 ( i ) { f ( x ) )  
t l  
alors 
Al+1{x) = (-1) t+1 
9 { i + 1 ) ( f ( x ) )  
(ï  + 1)! 
(-1) 1 d  ^ ^ig(i)(/(a:)) 
( i  +  1 )  f ^ ( x )  d x  
pour i  —  0,1,..., m — 2 et 
A(I) _ <-!)«£» = , 
Pour résumer on obtient 
m—1 
« = 5(0) = Mx) f (*Y  + °(/(z)m) 
»=o 
avec 
A Q(X)  =  X 
et 
A^ x) = ~ïh(7iW)i) M x ) -
C'est le procédé de Shrôder que nous allons aussi énoncer à nouveau dans la prochaine 
section. On définit l'opérateur de Schrôder, comme dans [16] et [17], 
D  • =  (  
1 d\  
^  \ f ^ ( x ) d x )  
59 
On a par exemple : 
° 2,f = (w îx idx )  =  ( f m d i ' 1  =  ° '  
1  /  1  d  \  1  1  / ( 2 )  / ( 2 )  
H f t j î T ) )  =  \ J ( Ï Ï ( x j d x )  ~ f ( ï )  =  7 Ô ) f _ î 7 ( ï j p ]  =  ~ ï J Ï Ï i f  
6.2 Méthode de Schrôder 
Le processus d'accélération de Schrôrder que nous présentons ici, coïncide avec la mé-
thode de Chebyshev pour un ordre égal à trois. Nous montrons dans cette section que ce 
processus d'accélération, une fois appliqué au calcul de la racine, nous donne la première 
méthode itérative présentée dans l'article [9], et nous obtenons donc ici notre première 
généralisation. 
Lemme 6.2.1. Soit Mp(x) une fonction telle que M (a) = a et Mp1\x) = 0(/p_1), alors 
la méthode définie par xk+i = Mp(xk) définie une méthode itérative d'ordre p. 
Démonstration : Parce que M p l \ x )  =  0 ( f p ~ 1 )  on peut appliquer le Lemme 1.4.5 pour 
conclure que M^l\a) = 0 pour les valeurs i = 1,,p — 1. Avec la condition M (a) = 0 
il suffit d'appliquer le Théorème 1.4.1. • 
Théorème 6.2.2. Soit f € Cp telle que f(a) = 0 p o u r  u n  n o m b r e  a  e t  f ^ ( a )  ^  0. S o i t  
une fonction ao(x) G Cp telle que oo(a) = a, alors pour une fonction 
M p ( x )  =  a 0 ( x )  +  a i ( x ) [ f { x ) ]  +  a 2 ( x ) [ f  ( x ) } 2  +  a 3 [ f ( x ) } 3  H h ap_i[/(x)]p _ 1, 
l'itération définie par 
Xk+l  
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a un ordre de convergence d'au moins p si 
0 = 41)(x)+ai(x)/(1)(x) = a(11)(x)+2a2(x)/(1)(x) = • • • = a i p l 2 ( x )  +  ( p - l ) a p - 1 ( x ) f { 1 ) ( x ) .  
En d'autres termes si 
+ mj(x)/{1)(x) = 0, 
pour les valeurs i — 1,... ,p — 1. N o u s  n o t o n s  a u s s i  q u e  p o u r  c e s  m ê m e  v a l e u r s  d e  i  o n  
a alors 
Le théorème ci dessus est énoncé dans [10], nous présentons la preuve ci-bas 
Démonstration : Pour la fonction 
P-I m
P(
x) = $3 «<(*)[/(*)]*> 
i=0 
si on dérive cette fonction et réorganise les termes en puissance de / on obtient 
p-i  
MP ]{X ) = 5^k--i(a0 + ïai(x)/(1)(x)]/(x)î-1 + aj,1_)1(x)/(x)p_1. 
t=i 
Les conditions o|i\(x) + i a i ( x ) f ( - 1 \ x )  = 0 pour les valeurs i  —  2,... , p  —  1 et 0 = 
1 + aj(x)/^(x), nous permettent de conclure que 
M p 1 ] { x )  =  a ip1l1 ( x ) [ f ( x ) } p - 1 .  
En d'autres termes, M p ^  =  0 ( f p ~ 1 ) .  On peut conclure M ^ + 1 \ a )  — 0 pour toute valeur 
i < p — 1 et la convergence d'ordre p suit du Lemme 6.2.1 car Mp(a) = ûo(«) = ot. • 
Corollaire 6.2.3. Soit 
w = *+E(- i  ( t^O • 
Alors la méthode Xk+i = Mp(xk) est 'une méthode itérative d'ordre p au moins. 
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Démonstration : On observe que 
Am~2 = /(DM-1. 
dx J 1 
Ainsi en définissant 
avec a0(x) = x nous avons 
a.(x) ii 
*-•(*) = T-^rvrO/ 'W'M)-
( i - 1 ) !  
Nous effectuons une dérivation pour obtenir 
(-1)1-1 d 
4 - i ( x )  
( i  —  1 ) !  d x  
D ' fH  l / / (» ( i ) )  
(6.1) 
^^/™(x)D«-'(l//(1,W) 
- i a i ( x ) f { l ) ( x ) .  
Nous avons donc que 
Oi-iW + ial(x)fiï)(x) = 0 
pour les valeurs i  =  1 , . . .  , p —  1. Ce qui est une condition suffisante pour avoir l'ordre de 
convergence que nous cherchions. • 
Exemple 1 : On peut appliquer le résultat précédent au calcul de la racine de la façon 
suivante : notre fonction d'intérêt ici est 
/(x) = xn - r 
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avec a = r1/" on a aussi 
f { 1 ) ( x )  =  n x n ~ \  
1 _ 1 
f ^ ( x )  n x n _ 1 '  
D f { l / f ( l \ x ) )  =  -2n+l 
D } { l / fW{ x ) )  =  (  " + ! ) (  2 " + 1 ) x - 3 n + l _  
J nA 
On peut montrer inductivement que 
D h A l / f V ( x ) )  
nk+1 
Comme on a 
l/n\ (l/n)(l/n — 1)(1/n — 2) • • • (1/n — (i — 1)) 
% }  i \  
(1 — n)(l — 2n) • • • (1 — n ( i  —  1)) 
(n1)^! 
< _ 1  ( 1  -  k n )  1  n n' i\ 
k=o  
Ceci signifie que 
k  
1 TT (1 ~ 3n) ( 1/n n ( k  +  1 ) !  J - - * -  n k + 1  \ k  +  l j  
j=o  x  '  
On obtient donc pour notre choix de fonction / 
D ) - 1 ( l / fW( x ) ) = [  )i!x-in+1. 
On peut alors constater que 
P - I  
M,(x )  = x + £(-!)< 
i=1  
p - 1  
x + ' £ ( - m * " - r r ( 1 , n )  
i - 1  ^  '  
x~in+1 
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x + 3;[^(_i)^1/nV-^{a:"_r)»] 
i=l ^ ' 
1=1 V ' 
On peut donc conclure que 
P-I 
M p ( x )  =  x  +  x [£  f 1 ^  -  1) É ] ,  
i— 1  ^  '  
ce qui coïncide avec la méthode présentée dans [3] et[9]. Si on définit 
S(I) = M = 1_.L, 
x n  x n  
on voit que 
P - I  
M p ( x )  =  x  +  x [5^ ( - l ) * ^ n ^ (x ) ' ] .  
Exemple 2 : Si nous considérons 
x n  x n  
on observe que g{ r l / n )  — /(r1/™) = 0 et 
5(1)(x) 
Nous avons donc 
D ^  -
xn+1' 
x"+1 
g^ (x )  n r  
On a 
D 
n  ( -1—)  = ii!L±iilr2n+i 
9 \ g^ (x ) )  n  n  r 2  
et 
2 / 1 \ 1 (n + 1) (2n + 1) 1 3„+1 
( c r W f x ) )  
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Et 011 peut montrer inductivement que 
*(ï4ôHt+<V.>[3 
Si donc nous définissons comme dans (6.1) 
fc+i 
nous avons 
Et donc 
a k ( z )  =  ( - l ) k x  
P-I 
1/n + fc — 1 
k  
x "  
r  
— X 1 + ^ ] 
On remarque donc que 
fc=i 
1/n + fc — 1\ fxnTfe 
fc l  r '£-0 
k l  
p-1  
M 9 ,p ( X )  =  X  1  + 
k ( l / n  +  k - l \  \ f ( x )  
•k=1  
fc 
fcl 
est aussi une méthode itérative d'ordre p  pour le calcul de la racine. 
6.3 Deuxième méthode 
Dans cette section nous obtenons la généralisation qui coïncide avec la deuxième méthode 
itérative présentée dans [1] et [3]. 
Lemme 6.3.1. Soit Mm(x) une fonction telle que Mm(a) = 0, M m '(a) ^  0 e t  M m \ x )  =  
0(/m~2), alors la méthode de Newton appliquée sur Mm{x), définie par xk+i = xk — 
M,n(xk) ^ es^ une mçtfl0(}e itérative d'ordre m pour x0 suffisamment proche de a. 
M } n ' ( x k )  
Démonstration : Parce que M m \ x )  =  0(/m~2), par application du Lemme 1.4.5 on 
peut conclure que M^(a) = 0 pour les valeurs i = 2,..., m — 1. Avec les conditions 
M(a) = a, M'(a) ^ 0 on peut appliquer le Théorème 2.3.1 pour conclure. • 
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Théorème 6.3.2. Soit bo(x) := 0 e t  b \ ( x )  €  C m  t e l  q u e  b i ( a )  ^  0 p o u r  a  u n e  r a c i n e  
simple de /(x) G Cm+l. Si on définit 
b(?) + 2(i + l)b%1f^ + (i + l)bi+1fW 
b ,  i+2  ( i  +  l ) ( i  +  2 ) [ / < « ]  
pour i = 0,1,..., m — 1 et 
M f { x )  =  b x ( x ) f ( x )  + b 2 ( x ) f ( x ) 2  H h b m ^ ( x ) f { x )  
alors la méthode de Newton appliquée à Mf(x), soit 
M f ( x )  
m—1 
— 3Ck 
M^ ixy  
est d'ordre m pour x0 suffisamment proche de a. 
(6.2) 
Démonstration : Pour notre fonction 
M f ( x )  =  b 1 ( x ) f ( x )  +  62(x)/(x)2 + • • • + 6m_i(x)/(x) m—1 
on a M f ( a )  =  0. Ainsi la dérivée est 
m ~ 2  
M  ( i )  h /(1) + E (b'(1) + (i + !) + 6^i/m_1-
1 = 1 
Comme 60(x) = 0 nous pouvons poser 
m—2 
= E + ^ + m—1 
i=0 
Nous effectuons une autre dérivation pour obtenir 
m — 3  Mf ^ E [(^(1) + (* + DW(1)) + (i + + (* + 2)6i+2/(1))/(1) 
t=0 
(C-2 + (m - l)6m_1/(1))( ) + (m - 1)6^Li/(1) f 
P 
c m — 2  
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+€- , r - '  
si nous avons 
+  ( i  +  l )6i+i/(1)^ +  ( i  +  1)^+! +  ( i  + 2)&i+.2/(1))/(1) = 0 
pour i — 0,..., m — 3, alors 
M f ]  =  0 ( / m ~ 2 )  
associé avec la condition b i ( a ) f ^ ( a )  ^  0, on peut remarquer que M j  satisfait les condi-
tions pour que NMf soit d'ordre m, par le lemme précédent. Il ne nous reste plus qu'à 
réécrire la condition 
b W + 2 ( i  + l )b%jV  +  ( i  +  l )b i + 1 fW 
1+2 (i + l)(i + 2)[/<i>]2 
pour b o ( x )  = 0 avec f { x )  G Cm+1 et b \ { x )  G C m ,  pour assurer que b m _ i ( x )  G C2 on peut 
poser f(x) G Cm+3. • 
Exemple 1 : Considérons le problème du calcul de la racine. On regarde une fonction 
f(x) = xn — r et a — r1/". Remarquons que l'étude de f(x) est équivalent à l'étude de la 
fonction 
$0*0 
/(s) = 1 _ 
x "  
r  
x n  
On observe aussi que 
et 
n r  
x  n.+l 
gW( X )  = -
n ( n  +  1  ) r  
x  •n-f-2 
Si nous considérons les fonctions b 0 ( x )  = 0 et 
' \ j n  
6i(x) = 
1 
x" 
r  
67 
on a bi(a) = l/n ^ 0. L'équation 
b f ]  + 2 (i + l)&j+\#(1) + (i + l)bi+1gW 
Vi+2 
nous donne 
&2(z) 
(i + l)(i + 2)OT 
26^ '  +  b l 9 W (1 /  
(6.3) 
2 g a  (?) x l  r  
i+1  
et bi+i(x) = f (£). De (6.3) nous Assumons par induction que 6*(x) = 
avons 
„(,«), - 1) + 2(i + l)2n(,'5) - (i + !)(•+")(ri + 1) 
^i+2(^) 
et donc 
x 
r»î + 2 (i + l)(i + 2)n 
&i+2(x) = 
r J , N ( i J r2 )  n 
r*z+2 
l/n \ n(i + 1) — 1 
On peut donc conclure que 
i + l) n(i + 2) 
l/n 
n-,«+2 / l/n 
i + 2 
x' 
r J 
6,(x) = 
x 
r 
et notre méthode définie par 
M g ( x )  =  & ! ( x ) y ( x )  +  b 2 ( x ) g ( x ) 2  +  •  •  •  +  b r n ^ l { x ) g { x ) m ~ l  
sera d'ordre m si on applique l'itération de Newton. Observons que 
m-1 / ,  ,  N 1  / n y  
mà x)  =  Y1  
On remarque 
et donc 
Ainsi 6.4 nous donne 
t—1 
9 ( x )  
g{x ) x -
/(*) 
X" 
x m g { x ) 1  = /(x)\ 
i=1 ^ '  
(6.4) 
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ce qui correspond exactement à la deuxième méthode itérative présentée dans [1] et [3]-
Exemple 2 : Considérons /(x) =  x n  —  r  et &i(x) = alors, pour a  = r1/™, nous 
avons 6i (q ) i1 0. Observons aussi qu'avec ( 6.2) on obtient b2(x) = (l^n2+1)x~2n. Si donc 
on pose par induction que 
l/n + j- 1\ __}n 
b j { x )  =  (  .  ) x  
et on a b j + i ( x )  = On peut observer que 
( j  + l)x" 
et 
V+1^) _ _ A/n + jV, . iw-na+u-1 
n V i + 1 
avec /(x) = x" — r. Alors ( 6.2) devient 
,  , ,  ( ' f t î O c - i - j - D  e f t î ' X à + i + u  
0 + 2 ) i < ' + 2 > "  ( j  +  2 ) i O + 2 > "  '  
On obtient donc 
=i'17^1 VB+2,n. 
ce qui confirme donc que pour 
«*) = (1/n+j^1)*-*\ 
avec /(x) — xn — r, l'application de Newton à la méthode 
M f ( x )  =  b i { z ) f ( z )  +  b 2 ( z ) f { z ) 2  +  •  •  •  +  b m - i ( z ) f ( z ) m ~ 1 ,  
est d'ordre m. Observons que 
Mf(*)=e (1/n y ~ iy~nj(*n -  ry> 
i=i 
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donc 
m/<*) = E(1/"+/"i)(1"£)'-
Pour notre fonction g ( x )  —  1 — r j x n  on peut voir que 
AW = E(1/n7"Vy 
j= i  \  J /  
est une méthode d'ordre m  une fois appliqué à la méthode de Newton. Nous avons donc 
une autre méthode de calcul de la racine. 
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CONCLUSION 
Bien que nous ayons réussi à généraliser les deux méthodes itérativesprésentées dans 
[3], il y a plusieurs autres questions auxquelles nous n'avons pas répondu. Remarquons 
que nous n'avons pas eu l'opportunité d'écrire explicitement ce que l'application de la 
méthode de Householder à la racine n-ième nous donnait pour un ordre quelconque. Mais 
nous pouvons résumer les méthodes suivantes dans une table : 
Méthodes appliquées à Newton 
Fonction appliquée a Newton Constante asymptotique Ordre de convergence 
£ ™ 7 '  ( I / n r ' ) ( i - ? ) '  m  
ES1 (TXT-I)' \ { m - l ) n m ( x £ ) r ^ \  m  
Méthodes itérative dirèctes 
Fonction Constante asymptotique Ordre de convergence 
' ( i + œ '  m  
m  
Tableau 6.1 - Résumé des méthodes 
Nous montrons aussi que les méthodes que nous présente l'article [3] ne correspondent 
p a s  à  l ' a p p l i c a t i o n  d i r e c t e  d e  H o u s e h o l d e r  s u r  n o t r e  f o n c t i o n  f ( x )  n i  s u r  l a  f o n c t i o n  h ( x ) ,  
mais il serait intéressant de voir si elles correspondent à l'application directe de House-
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holder à une autre fonction. Et si c'était le cas contraire, quelle serait la corrélation entre 
la fonctions f(x) et cette nouvelle fonction. Nous pourrions même nous posez la ques-
tion suivante : si on nous donne une méthode itérative d'un ordre quelconque, comment 
ferions-nous pour savoir si celle-ci est une forme méconnaissable de la méthode itérative 
de Householder. On peut même chercher à voir le lien entre le processus d'accélération 
de Householder (Chapitre 4) et celui de Schrôder (Chapitre 6). Nous savons qu'il varie 
d'un facteur d'ordre / mais peut-on prédire la forme de ce terme quand on passe à un 
ordre supérieur. 
Dans la toute dernière section de ce mémoire on réalise qu'on a une très grande liberté 
par rapport à notre choix de fonction bi(x). Il serait intéressant de savoir si un choix de 
fonction bi(x) particulier pourrait correspondre directement à la méthode de Househol-
der. Mais en général comment doit-on choisir notre fonction b\{x) pour que.les autres 
bi(x) soient faciles à calculer. Comme nous avons pu le constater un choix judicieux du 
terme bi(x) facilite énormément le calcul des autres facteurs. Est-ce que cette liberté de 
choix peut nous permettre d'éviter certains comportements chaotiques de la méthode de 
Newton quand nous sommes éloignés de la racine a. 
On peut remarquer que l'auteur de l'article de [3] combine les 2 familles de méthodes 
itératives qu'il présente pour en créer de nouvelles, mais cette combinaison pourrait-elle 
correspondre à une autre famille de méthodes itératives. Et si nous notons que les ap-
proximations rationnelles nous permettent de trouver de nouvelles méthodes itératives 
à partir de la famille de méthodes de Schrôder, quel serait le lien entre elles et des ap-
proximations de séries par fractions continues. Dans le troisième chapitre nous montrons 
aussi qu'entre les méthodes Halley, Chebyshev et Super-Halley, le choix de la méthode la 
plus rapide des trois dépend essentiellement du problème à résoudre. Pour un problème 
donné peut-on déterminer laquelle des familles de méthode itérative sera la plus rapide. 
Le choix cette famille varie-t-il si on cherche une méthode d'ordre supérieur. En d'autre 
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terme comme on remarque que pour le calcul de la racine la méthode de Halley est plus 
rapide que celle de Chebyshev, cela laisse-t-il entendre que la famille de Householder est 
plus rapide que celle de Schrôder pour le calcul de la racine si on regarde les méthode 
d'ordre supérieur. Pour un problème spécifique comment peut-on déterminer la famille 
de méthodes itératives la plus convenable ? 
Pour finir, notons aussi que les résultats que nous prouvons dans le cas réel dans ce 
mémoire se généralisent de façon naturelle pour les complexes. 
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