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Le principal objectif de ce mémoire de maîtrise est la conception et la validation d'un 
système de description et d'analyse de la forme, adapté pour tout ensemble de données 
multidimensionnel. 
Après avoir étudié les différentes techniques utilisées précédemment dans ce domaine, nous 
avons démontré que la combinaison de la théorie de Morse avec la topologie algébrique et 
plus spécifiquement de l'homologie, était fortement pertinente pour construire un descripteur 
performant de formes pouvant être modélisées par des variétés de Morse. 
Notre descripteur caractérise la forme pour toutes les paires (M.,<p), où M est une variété 
fermée et lisse et (p est la fonction de Morse définie sur M. Cette description fait, ainsi, le 
lien entre l'évolution des points critiques de (p et les changements d'homologie relative sur la 
forme étudiée. Ces changements sont exprimés en terme de paires de niveaux de <p sur M.. 
Lors de la validation de ce descripteur par la conception d'un système de recherche d'images 
par le contenu, plusieurs expériences ont été faites. De nouvelles mesures de distances ont été 
appliquées et une stratégie de combinaison des fonctions de Morse a donné des résultats 
expérimentaux très concluants. 
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Introduction 
Les récentes avancées technologiques dans les domaines d'acquisition, de traitement et de 
stockage des données images, ont causé une formidable démultiplication du nombre et de la 
taille des bases de données d'images. La structure des systèmes d'analyse, de classification 
et de recherche d'images par le contenu, devient alors un véritable défi technique. 
Dans ces systèmes de recherche d'images par le contenu (CBIR pour Content-Based Image 
Retrieval), les propriétés des images sont, généralement, décrites par la forme, la couleur ou 
la texture de l'objet/région dans l'image. Un système de CBIR est formé essentiellement 
d'une base de données et d'un descripteur de forme. Ce dernier consiste en la paire: vecteur 
de propriétés et distance métrique, qui sont utilisés pour indexer et classifier les images selon 
leurs similarités. Pour une requête spécifiée par l'utilisateur, le CBIR vise à retourner un 
groupe d'images similaires à la requête selon les critères choisis. Lors de la recherche, on 
désire optimiser tant l'efficacité (qualité de la réponse) que la performance (complexité et 
temps de calcul) du système. Clairement, l'efficacité et la performance d'un système 
d'analyse et de classification d'image vont dépendre du choix du descripteur de forme. Ce 
choix est généralement motivé par les performances visées, mais aussi par la nature et le type 
d'images dont on dispose. 
Les propriétés extraites d'une image peuvent aller de critères simples et de bas niveau tels 
que le périmètre, la circularité ou les moments statistiques, jusqu'à des propriétés beaucoup 
plus complexes, telles que la décomposition selon la courbure [60] où les propriétés 
topologiques de la forme telles que l'homologie. L'attention est portée dans ce mémoire sur 
les descripteurs à base de propriétés topologiques de la forme. Celles-ci sont connues pour 
être moins sensibles aux variations qui peuvent subvenir au niveau de l'apparence de la 
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forme. Ces variations peuvent être dues au bruit, mais aussi à diverses déformations. Outre 
cette grande résistance aux distorsions, les descripteurs topologiques permettent aussi de 
réduire la quantité de données utilisées pour décrire une forme tout en en gardant assez pour 
une très bonne caractérisation. 
On peut citer comme descripteurs topologiques, celui à base de la fonction de taille [64], le 
graphe d'évolution d'homologie [65] et le descripteur de forme basé sur la théorie de 
Morse[53]. Et c'est effectivement ce dernier que nous nous sommes proposé d'en valider 
l'approche et la pertinence, en l'utilisant dans un système de recherche d'images par le 
contenu. Nous souhaitons, en effet, à travers ce mémoire, faire connaître la puissance de la 
topologie computationnelle et contribuer à la compréhension des mécanismes de celle-ci, 
lorsqu'elle est appliquée au domaine de l'imagerie. 
Dans le premier chapitre de notre mémoire, nous voulions, au début, faire une brève 
catégorisation des descripteurs de forme existants. Mais nous nous sommes vite rendu 
compte que le type de catégorisation, lui-même, était sujet à débat. En effet, il existe dans la 
littérature une multitude de caractéristiques qui peuvent influencer le moyen de classifier un 
descripteur. Nous avons donc décidé de présenter ces différentes classifications et nous 
expliquons pourquoi nous pensons que celle décrite dans [15] était, selon nous, la plus 
judicieuse. Nous nous attelons ensuite, à présenter dans le détail et pour chaque classe, 
certains des descripteurs les plus connus. 
Nous nous proposons dans le deuxième chapitre de présenter les notions de base les plus 
utiles à la compréhension de la topologie algébrique, l'homotopie, l'homologie, l'homologie 
relative et bien sur la théorie de Morse. Plusieurs propositions et théorèmes y sont présentés 
pour arriver à faire le lien entre l'évolution de l'apparition de points critiques d'une fonction 
de Morse définie sur une forme et les changements de topologie de celle-ci, ce qui est la base 
même du descripteur de forme basé sur la théorie de Morse. Seront présentés aussi, certains 
résultats, très puissant, qui lient les points critiques de la fonction de Morse aux générateurs 
d'homologie réduite d'une série de niveaux de la forme étudiée. 
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Dans le dernier chapitre nous commençons par définir formellement le descripteur de forme 
basé sur la théorie de Morse. On présente par la suite ses propriétés qui font qu'il caractérise 
les points critiques d'une fonction. Cette caractérisation se fait par le calcul des générateurs 
d'homologie relative d'une paire de niveaux sur la forme. Ceci sera, ensuite, sauvegardé sous 
forme de matrices correspondant aux différents niveaux d'homologie. Ces matrices 
formeront, ainsi, la description de la forme. Nous proposons dans ce chapitre une mesure de 
distance qui permet de palier à l'apparition de valeurs aberrantes dans les matrices. Nous y 
abordons la difficulté de choisir au préalable, quelle fonction de Morse à utiliser pour quel 
type d'image. Et nous expliquons la méthode heuristique adoptée pour combiner plusieurs 
fonctions de Morse lors de comparaisons d'images. 
Toujours dans le même chapitre, nous effectuons plusieurs expérimentations sur notre 
système de recherche d'images par le contenu. Ces expérimentations, même comparées à des 
standards du domaine tels que le CSS de MPEG-7 [60], donnent des résultats très 
satisfaisants et prouvent la pertinence de l'utilisation des descripteurs topologiques dans le 
domaine de l'analyse, la recherche et la reconnaissance de forme. 
Enfin, en guise de conclusion, nous faisons un résumé de ce qui a été effectué et nous 
présentons des pistes à explorer pour les futurs travaux dans le domaine. 
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Chapitre 1 
Revue des descripteurs de forme 
Ce chapitre sera dédié à la présentation des différentes approches utilisées dans la 
construction d'un descripteur de forme. Mais tout d'abord qu'est-ce qu'un descripteur de 
forme? 
1.1 Les descripteurs de forme 
Un descripteur est un ensemble de nombres organisés de diverses manières : valeurs simples, 
vecteurs, matrices ou même des graphes [1]. Ces nombres sont produits pour décrire une 
forme donnée, cette dernière peut ne pas être entièrement reconstructible à partir de ce 
descripteur mais les descripteurs de formes différentes devront être suffisamment différents 
pour pouvoir dissocier ces formes. Un descripteur de forme suit le cheminement schématisé 
dans la Figure 1.1 
Qu'est-ce qu'un bon descripteur de forme? 
Plus la différence entre deux descriptions de deux formes différentes, est significative et 
moins elle l'est pour deux formes similaires, meilleur est le descripteur. 
Qu'est-ce que la similarité entre deux formes ? 
En fait personne n'a pu jusqu'à présent répondre à cette question de manière assez 
convaincante. Ainsi, si nous pouvions quantifier la similarité entre formes, nous aurions le 
descripteur parfait; En réalité ce que fait le descripteur ce n'est qu'essayer de quantifier la 
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forme d'une manière qui concorde avec la perception et l'intuition humaine (qui est 
fortement subjective). 
Image numérisée Prétraitement Segmentation 
en objets 
Caractérisation des 
objets - relevé d'attributs 
I 





Définition de ia 
distance entre 
objets (métrique) 
Figure 1.1 - Cheminement d'un descripteur de forme 
1.2 Revue des types de descripteurs de formes : 
Les méthodes d'analyse et de description de forme peuvent être classifiées selon plusieurs 
critères [2]. Pavlidis [3] a proposé les classifications suivantes : 
La première de ces classifications est basée sur l'utilisation des points de contours versus 
ceux de l'intérieur de la forme pour décrire la forme. Les deux classes d'algorithmes 
résultantes sont connues comme méthodes externes (basées sur les contours) et les méthodes 
internes (ou globales). 
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Des exemples d'algorithmes qui décomposent les contours de la forme peuvent être trouvés 
dans [4, 5, 6], d'autres utilisant la transformée de Fourier du contour dans [7, 8]. 
Des exemples de méthodes globales, telle que celles utilisant la transformée de l'axe médian 
(appelé aussi axe de symétrie) proposée par Blum et appelée méthodes MAT (pour Medial 
Axis Transform) sont décrites dans [9, 4, 5] . D'autres dans cette même catégorie utilisent les 
moments statistiques [10, 11], ou encore, celles basées sur la décomposition de la forme en 
des formes plus basiques [12, 13]. 
Une autre classification des algorithmes de description de forme peut être faite sur la base de 
la nature du résultat produit, qu'il soit numérique ou non-numérique. La MAT, par exemple, 
produit une autre image (contenant l'axe de symétrie). D'un autre côté, les transformées 
numériques produisent des nombres (scalaires ou vecteurs) comme résultat. Des exemples de 
ceux-ci sont notamment des transformées de Fourier [7, 8] et celles basées sur les moments 
statistiques [10, 11], 
Toujours selon Pavlidis, la troisième classification peut elle être faite sur une base de 
préservation (ou conservation) d'information. Ainsi on aura des descripteurs donnant une 
information assez précise pour permettre une reconstruction de la forme, appelés 
descripteurs préservateurs. Et d'autres descripteurs ne permettant qu'une reconstruction 
partielle, ces méthodes sont appelées méthodes non-préservatrices. Comme exemple 
d'information non-préservatrice on donne souvent le ratio Surface/Périmètre, ainsi plusieurs 
formes significativement différentes, peuvent avoir le même ratio mais la reconstruction de la 
forme originale à partir de ce ratio reste impossible. 
Mingqiang [14] quant à lui prend en compte pour classifier les descripteurs de forme, la 
définition de l'apparence d'un objet physique. Pour lui, celle-ci est la silhouette ou la 
configuration de la surface caractérisant l'objet physique. Cette configuration caractéristique 
peut être représentée par son contour, sa région ou encore par un ensemble fini de points. 
• Contour : la frontière sera ainsi exploitée pour représenter l'objet par une courbe 
continue et fermée dans le plan Figure 1.2(c) (multi-contours) et Figure 1.2(d) 
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(contour externe). On pourra, dès lors, considérer l'objet comme étant 
une collection de tous les points frontière de la région et défini par l'équation 
paramétrique discrète, dans un espace de coordonnées cartésiennes (x,y), suivante : 
T(«) = (*(«), ><«)) 
où n e [0, N-1] ; un contour pourra être paramétrisé par n'importe quel nombre N de 
sommets avec T(N) = r(0). 
• Région : formée de tous les pixels à l'intérieur de la forme, elle peut être constituée 
d'une seule ou d'un ensemble de régions et de trous de l'objet Figure 1.2(b). En 
imagerie et plus particulièrement dans le domaine de la reconnaissance de forme, la 
fl si(x,y)<=D 
région est décrite par la fonction suivante : f ( x ,  y )  -  < (1.1) [ 0 Sinon 
où D est le domaine de l'image binaire. En d'autres termes, la région est une image 
binaire où les points de l'objet sont à 1 et les points de l'arrière plan à 0. 
• Un ensemble fini de points : ce sont des points sur le contour de l'objet qui sont pris 
pour obtenir une représentation de la forme Figure 1.2(e). Ils peuvent être des points 
séparés ou des ensembles de segments de lignes qui portent en eux une importance 
significative dans l'apparence de l'objet pour la vision humaine. 
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( a )  
(!>) (<•) uD {>') 
Figure 1.2 - Illustration de la région (b), les multi-contours (c), le contour externe (d) et la 
collection de points (e), de l'objet dans l'image originale (a). 
Ainsi et selon ce découpage des différentes représentations d'un objet, on aura trois types de 
descripteurs basés sur le contour, sur les régions ou sur un ensemble de points choisis sur le 
contour. 
Mais la classification des descripteurs la plus précise et pertinente selon nous, est celle 
proposée par Zhang et Lu dans [15], où ils basent leur découpage sur le fait que les attributs 
sont soit extraits du contour uniquement ou alors de l'entièreté de l'objet, donnant deux 
grandes classes de descripteurs de forme basés sur le contour ou sur les régions. Les auteurs 
proposent aussi de découper chacune de ces deux grandes classes en deux sous-classes qui 
décrivent deux approches différentes sous chacune de ces classes. Une structurelle et l'autre 
globale. Cette sous-division est basée sur le fait que l'objet sera représenté soit comme un 
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tout ou alors par des segments/sections (primitives). La hiérarchie complète est résumée dans 
la Figure 1.3. 























Generic Founer Descriptor 
Grid Method 
Shape Matrix 
Figure 1.3 - Classification des descripteurs de formes selon leur approche 
1.2.1 Méthodes basées sur le contour 
Ces méthodes exploitent la frontière de l'objet. Elles sont généralement divisées en deux 
types d'approches très différentes dans la modélisation du contour ; une approche continue 
(globale) et une autre discrète (structurelle). La première ne divise pas la forme en sous-
parties mais utilise plutôt un vecteur de propriétés dérivé de l'intégralité du contour pour 
décrire la forme. La mesure de similarité entre formes dans ce cas est généralement une 
distance métrique entre vecteurs. La deuxième approche (discrète) divise, quant à elle, le 
contour en segments appelés aussi primitives, selon un certain critère et la représentation se 
fait habituellement avec des chaines ou des graphes (arbres), la mesure de similarité 
s'effectue donc avec des processus de mise en correspondance de chaines ou de graphes. 
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Dans la suite nous présentons plus en détail des exemples de ces deux approches : 
1.2.1.1 Méthodes globales 
Ces méthodes calculent un vecteur d'attributs multidimensionnel à partir du contour de la 
forme. La mise en correspondance entre formes devient dès lors un simple processus de 
calcul de distances métriques telles que la distance euclidienne ou la City Block pour ne citer 
qu'elles. Une correspondance « point à point » peut aussi être envisagée. Voici à présent des 
exemples de ce type de descripteurs de forme : 
i) Descripteurs de forme basiques : certaines propriétés géométriques peuvent être 
utilisées comme descripteurs de forme basiques [16]. Les descripteurs simples ne 
discriminent généralement que les formes ayant une très large différence mais sont 
cependant utilisés comme filtres lors de prétraitements pour éliminer les formes trop 
divergentes de la requête., on peut citer parmi ceux-ci : 
• Périmètre : Défini comme le nombre de pixels sur le contour de la forme 
• Moyenne de l'énergie de flexion : elle est définie par EF : 
1  N -  \  
5=0 
ou K(i) est la fonction de courbure, s est le paramètre de longueur d'arc et N est le 
nombre de points du contour [2]. On peut facilement prouver que le cercle est la 
forme avec une moyenne d'énergie de flexion minimale. 
• Ratio de circularité : Représente jusqu'à quel degré la forme se rapproche d'un 
cercle. Il en existe trois définitions : 
1. C'est le ratio de la surface de la forme à la surface du cercle ayant le 
Sf 
même périmètre que la forme ^ = ^ ^ est sur^ace 
forme, Sc est la surface du cercle ayant le même périmètre que la 
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forme. En posant P comme périmètre, Sc sera donc Sc = > Ci 
.  .  _  4  n .S f /  .  .  
sera ainsi C, = y 2 et vu que An est une constante, on aura la 
deuxième définition du ratio. 
2. C'est le ratio de la surface de la forme au carré du périmètre de celle-ci 
3. Le ratio de circularité est appelé aussi variance de cercle et est défini 
par: Cra=^ (1.2) 
M r 
où fxRetaR sont respectivement la moyenne et l'écart type de la 
distance radiale entre le centroid de la forme (gx, gy) et tous les points 
du contour (xi,yi), i e [0, N -1], leurs formules respectives sont comme 
suit : 
N - 1  
Mp et ax = 
/ =0 
i Ân 
V i= 0 
Où d t  = y j ix . -g ; ) 2  +(y,-gy)2 
La forme la plus compacte étant le cercle comme montré dans la Figure 
1.4. 
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Figure 1.4 - Ratio de circularité 
Centre de gravité : Aussi appelé Centroïde, sa position est fixée dépendamment de la 
manière avec laquelle la forme est représentée. Si celle-ci est représentée par sa région 
alors comme dans l'équation (1), le centroïde sera donné par : 
ZN - \  , -0* '  
' g  = ± Y N - l y .  6 y N Z_i;=o J ' 
où N est le nombre de points dans la forme (x, , 
Si la forme, par contre, est représentée par son contour, alors la position du 
centroïde sera donnée par : 
gx=-h  z ï :  ( x < + ~  x ^ y i  >  
g y  - x M y , )  
où A est la surface du contour donnée par : 
A - X -
2 
N - \  
Zta+1 -x M y , )  
i=0 
La position du centroïde sera fixée avec différentes distributions des points sur le 
contour dans la Figure 1.5, on remarque que sa position reste la même malgré une 




Figure 1.5 - Centroïde (symbolisé par l'étoile) du contour. Les points du contour sont 
distribués de manière uniforme dans (a) et non-uniforme dans (b) 
• Axe de moindre inertie : Unique pour une forme, il sert comme référence pour 
décrire l'orientation de celle-ci. Le ALI (Axis of least inertia), est défini comme 
étant la ligne pour laquelle l'intégrale des carrés des distances aux points du 
contour, est minimale. Vu que cet axe passe par le centroïde du contour de la 
forme, pour trouver le ALI on fait habituellement une translation de manière à 
faire coïncider le centroïde avec l'origine d'un système de coordonnées 
cartésiennes. Considérons x sin 0 - y cos G - 0 comme l'équation paramétrique du 
ALI, l'angle d'inclinaison 6 est estimé comme suit : 
Soit a l'angle formé par le ALI et l'axe des x, l'inertie sera donnée par : 
/ = ^  (a + c) - ^  (a - c) cos(2a) - ^  b sin(2a) 
N - \  AM N - \  
Où a = £x^6 = 2]Tx/.>>, ,c = £.y,2 
1=0 1=0 (=0 
Et donc : ^ = (fl ~ •c) sin(2or) - b cos(2or) 
= 2 (o - c) cos(2ar) + 26sin(2a) 
da 
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Mettons = 0 on obtient : a = — arctan( ), -
L'angle d'inclinaison 6 sera donnée par : 
a Sinon 
• Excentricité : C'est le ratio de la longueur de l'axe majeur à celle de l'axe mineur 
de la forme. Elle peut être calculée par la méthode des axes principaux ou par la 
méthode de la « Bounding Box » minimale. 
1, Méthode des axes principaux : Les axes principaux d'une forme donnée 
sont les deux segments de droites qui s'intersectent de manière 
orthogonale au centroïde. Ils représentent les directions majeures avec une 
corrélation croisée [17]. De cette façon le contour est vu comme une 
instance d'une distribution statistique. Considérons la matrice de 
covariance C d'un contour : 






Cyy=T;ll^-Sy) 2  
™ i=0 
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G(gx,g>,)est le centroïde de la forme clairement ici: cxy = . Les 
longueurs des deux axes majeurs sont égales aux valeurs propres et ^ 
de la matrice de covariance C respectivement. Le calcul de ces valeurs 
propres se fait de la manière suivante : 
L'excentricité sera finalement : E = 
2. Méthode de la « Bounding Box » minimale : la Bounding Box est le plus 
petit rectangle qui peut contenir la forme. Pour une forme arbitraire, 
l'excentricité est le ratio entre la longueur L et la largeur W de la Bounding 
Box (voir Figure 1.6). Un autre concept dérivé de l'excentricité se nomme 
l'élongation. Elo est donnée par : Elo = \-W/L. 
Figure 1.6 - Bounding Box minimale et les paramètres de l'élongation. 
det(C-/),2/)=det[C" <*1'2 =0 
C,_ C,_, — A, -, J \ y* yy J 
Et donc : 
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L'élongation prend ses valeurs dans [0,1]. Une forme symétrique par 
rapport à tous ses axes comme le cercle ou le carré par exemple, a une 
élongation nulle (égale à 0). Tandis qu'une forme qui a un large ratio 
d'aspect, cette forme aura une élongation plus proche de /. 
Relation entre centroîde, ALI et axes principaux : Nous présentons dans ce 
paragraphe le lien entre ces différents attributs d'un objet dans une image. 
La fonction caractéristique d'un objet dans une image étant : 
f 1 pour les points de l'objet f (x,>*) = ^  
[0 pour les points d'arnere plan 
La surface (l'aire) A de l'objet sera donnée par le moment d'ordre 0 de l'objet : 
Dans le cas où l'image (Figure 1.7) est continue (résolution 
infinie) ,4 = JJ/ (x ,y )dxdy. Dans le cas discret : 
Figure 1.7 - Image Binaire (a)discrete et (b)continue 
Le centre de masse (centroîde) sera donné par le moment d'ordre 1. En continu sa 
formule est x  =  —  f f x  /  {x  , y )dx  dy  et y  =— î î y  /  {x  , y )dx  dy  ; en discret 
A JJ A 
cela donne x = ' bi} et y = J bj • 
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L'axe de moindre inertie identifie l'orientation dominante de l'objet, il constitue 
en plus de ça un axe minimisant le moment de second ordre. Il minimise alors la 
fonction. E = \\r2f(x,y)dx dy . 
(x, y) 
Figure 1.8 - Paramétrisation d'une droite avec son angle avec l'axe des x et sa distance de 
l'origine 
L'équation paramétrique de cette droite peut être donnée sous la forme 
xsin#->'cos0+/? = O. 
En résolvant ce problème de minimisation on obtient : 
E = a sin2 0-èsin6>cos6>+ccos2 0où 
a  =  \\(x ' i f  (*',y')dx'dy' 
b = 2§(x'y')f (x',y')dx'dy' 
c
=\\{y')2f  {x  ',y')dx'dy' 
x' = x-x et y'-y-y 
a, b et c sont les moments de second degré. Ils paramétrent l'axe de moindre 
inertie, on remarque aussi qu'ils constituent les vecteurs de la fameuse matrice de 
dont les valeurs propres sont utilisées pour calculer 
les axes majeurs. On obtient aussi lors de la résolution du problème de 
minimisation, deux solutions possibles pour 6 l'une positive et l'autre négative 
qui vont définir la nature des axes de la manière décrite dans la Figure 1.9. L'axe 
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covariance C = 
a 6/2 
b/2 c 
majeur sera de longueur A, et son angle sera 0X. L'axe mineur sera de longueur^ 




major principal axis 
Figure 1.9 - Nature des axes principaux 
N.B : d a n s  l e  c a s  d i s c r e t  :  a  =  i j  b y  e t  c  - I  Z / V  
• Variance d'ellipse : la variance d'ellipse Eva est le degré avec lequel notre forme 
épouse l'ellipse qui l'entoure Figure 1.10 et qui a la même matrice de covariance 
que celle de notre forme : Cempse = C(cf Eq 1.3). En pratique l'approche inverse 
donne un rendement meilleur. Supposons que : 
v=( x ' - g - )  
' U-«J  
>- & « 
et donc Eva = ^ f 
m r  
En comparaison avec l'équation (1.2) (variance de cercle), Eva représente la forme 
de manière plus précise Figure 1.10. 
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Figure 1.10- Variance d'ellipse 
ii) Signature de la forme : Une signature représente la forme par une fonction 
unidimensionnelle dérivée du contour de celle-ci. Plusieurs signatures existent, on peut 
citer par exemple la distance au centroïde Figure 1.11, l'angle tangent, le profil 
centroïdal, les coordonnées complexes, courbure, longueur de corde...etc. 
Figure 1.11 - Une forme de pomme et sa signature de distance au centroide 
Les signatures de forme sont généralement normalisées pour être invariantes à la 
translation et au changement d'échelle. Pour compenser les changements d'orientations, 
un matching des différents déplacements sera nécessaire pour trouver les meilleures 
correspondances entre formes[15,18]. Tous ces processus de normalisation rendent le 
matching trop coûteux pour une reconnaissance de forme On-Line. 
En plus de ce coût élevé, les signatures sont sensibles au bruit et des altérations sur le 
contour peuvent causer de larges erreurs dans le matching. Il est, dés lors, déconseillé de 
décrire directement et uniquement une forme par sa signature. 
t 
19 
iii) Les moments frontière : Ils peuvent être utilisés pour réduire les dimensions de la 
représentation du contour. En supposant que celui-ci est represnté comme une signature 
de forme z(/), le rieme moment mr et le moment central fdr sont estimés [14] comme 
ceci : 
™ r  =-~r^[ z ( i ) ï  e t  
N 7^ 0 N 
Où Nest le nombre de points sur le contour. Les moments normalisés fhr-mr!(^Y12 et 
jûr = /ujiuj'2 sont invariants à la translation, la rotation et le changement d'échelle. 
Des descripteurs moins sensibles au bruit peuvent aussi être obtenus par : Ft =(//2)/^/w,, 
F2 - nil{fx1fn et F3 - /ja/(ju2)2 . L'avantage des moments frontière c'est leur facilité 
d'implémentation, mais par contre, il est très compliqué de donner des interprétations 
physiques aux moments de plus grands ordres. 
iv) Méthodes stochastiques : Les modèles de séries temporelles et plus spécifiquement la 
modélisation autorégressive (AR), ont été utilisés pour calculer des descripteurs de forme 
[19,20]. Les méthodes dans cette classe sont basées sur une modélisation stochastique 
d'une fonction 1-D f obtenue comme décrit dans la section «signature de forme». 
Un modèle linéaire autorégressif exprime la valeur d'une fonction par une combinaison 
linéaire d'un certain nombre de valeurs précédentes. En effet, chaque valeur de la 
fonction dans la séquence a certaines corrélations avec des valeurs précédemment 
calculées et peut donc être prédite par disons M de ces observations précédentes. Le 
model autorégressif est donc un prédicteur simple de l'état actuel de la fonction par une 
combinaison linéaire des états précédents plus une constante et une erreur : 
m /,=« + £»/, +#<", 
7 = 1  
où les 0j sont les coefficients du modèle AR, m est l'ordre du modèle, i.e., décrit 
combien de valeurs précédentes sont utilisées par le modèle. est l'erreur courante 
ou résiduelle décrivant la précision des prédictions, a est proportionnelle à la moyenne 
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des valeurs de la fonction. Les paramètres {sont estimés en utilisant le 
critère du moindre carré. Les dj estimés sont invariants à la translation, la rotation et au 
changement d'échelle, a et /? ne sont, par contre, pas invariants à ce dernier, mais le 
quotient a/y[f3 qui reflète le ratio du signal au bruit du contour est considéré comme 
invariant au changement d'échelle d'où l'utilisation du vecteur de propriétés 
^ûl,...,ûm,a/y[p^ comme descripteur de forme. L'inconvénient de la méthode AR est 
que dans le cas d'information très complexe, un petit nombre de paramètres AR ne sera 
pas suffisant pour une description adéquate de la forme. Le choix de m s'avère aussi 
compliqué, en plus du fait que la signification physique associée à chaque dj n'est pas 
claire. 
v) Transformée spectrale : Les descripteurs spectraux contournent le problème du bruit et 
des variations sur le contour en analysant la forme dans le domaine spectral. Ces 
descripteurs incluent le descripteur de Fourier (FD) et le descripteur à ondelettes(WD). Ils 
sont dérivés de transformées spectrales sur des fonctions 1 -D décrivant des signatures de 
forme telles que décrites dans ii). Le descripteur de Fourier est encore utilisé bien que 
cette méthode soit vieille de 40 ans. Ceci est dû au fait qu'aussi bien la classification que 
la reconnaissance de forme usant du FD sont faciles à calculer et robustes au bruit. 
En général le FD à une dimension est obtenu en appliquant la transformée de Fourier sur 
une signature de forme. Les coefficients normalisés de la T.F formeront le descripteur 
lors de la reconnaissance de forme. Il faut dire aussi que des FD dérivés de signatures de 
forme différentes présentent des performances inégales, ainsi et comme montré dans [21], 
le FD dérivé de la fonction de distance au centroïde r(t) donne clairement de meilleures 
performances que les FD dérivées d'autres signatures de forme. La T.F discrète de r(t) 





Vu que la fonction distance au centroïd r(t) n'est invariante qu'à la rotation et la 
translation, les coefficients de Fourier doivent être normalisés afin qu'ils deviennent 
indépendants du changement d'échelle mais aussi du point de d'origine. 
À partir de la théorie de la transformée de Fourier, la forme générale des coefficients de 
Fourier de la fonction distance au centroïd r(t), transformée à travers un changement 
d'échelle et un changement de point de départ à partir d'une fonction originale r(t)(0)est la 
suivante : an = expO'nr). s. a'n0) 
Où an et a(n0) sont les coefficients de Fourier de la transformé et de la forme originale 
respectivement, r est l'angle généré par le changement de point de départ ; s est un 
facteur d'échelle. Considérons l'équation suivante : 
4. .S . .4^xp[y(„-,)r]-4£»exp[y(„-l)r] 
a, exp(jr).s.a\ ' a, 
bn et b^} sont les coefficients normalisés de la forme transformée et de la forme originale 
respectivement. Si l'on ignore l'information phase et que l'on n'utilise que la magnitude 
des coefficients, alors \ba\ et |Z/0)| seront identiques. En d'autres termes \bn\ sera 
invariant à la translation, la rotation, le changement d'échelle et le changement de point 
d'origine. 
L'ensemble des magnitudes des coefficients de Fourier normalisés ||6„ |, 0 < n < N} sera 
finalement utilisé comme descripteur dénoté de la sorte : 
{FDn,Q<n<N}. 
Le FD unidimensionnelle possède de « belles » propriétés telles qu'une dérivation et une 
normalisation assez simple mais aussi facile d'application. Comme indiqué dans [22] 
pour une reconnaissance efficace 10 FDs seront suffisants pour décrire la forme. 
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1.2.1.2 Méthodes structurelles 
Avec l'approche structurelle, les formes sont découpées en segments de contour appelés 
primitives. Les méthodes structurelles différent entre elles dans la sélection des primitives et 
dans la manière d'organiser celles-ci pour représenter la forme. Les méthodes de 
décomposition du contour les plus connues sont basées sur l'approximation polygonale, la 
décomposition de courbure ou encore sur l'ajustement des courbes « curve fïtting »[23]. Le 
résultat de ceci sera encodé en une chaine de la forme : 
S j •••> • 
Où le s, peut être un élément d'une « chain code », un coté d'un polygone, un arc 
quadratique...etc. s, peut contenir un certain nombre d'attributs comme la longueur, la 
courbure moyenne, la courbure maximale, l'énergie de flexion, l'orientation,...etc. La chaine 
pourra par la suite être utilisée soit directement pour décrire la forme ou alors être une entrée 
pour un autre système de plus haut niveau d'analyse de forme. Dans ce qui suit nous allons 
présenter quelques exemples de cette famille de méthodes. 
La « Chain Code » : la chain code décrit l'objet par une séquence de segments de ligne 
unitaires munis d'une orientation. Cette méthode a été introduite en 1961 par 
Freeman[24] qui présentait une méthode permettant d'encoder une configuration 
géométrique quelconque. Dans cette approche une courbe arbitraire est représentée par 
une séquence de petits vecteurs unitaires et un ensemble fini de directions possibles. Dans 
l'implémentation, une grille est superposée avec le contour de l'objet dans l'image 
binaire, chaque point du contour sera ensuite approximé avec le plus proche point de la 
grille, on obtiendra ainsi une image échantillonnée. D'un point de départ choisi 
préalablement, une chain code pourra être générée en concaténant une chaine à 4 ou à 8 
directions, 
Figure 1.12. Une chain code à N directions (N>8 et N=2V) est aussi possible, elle sera 
appelée une chain code généralisée. 
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3 2 1 
Chain codes = 4 x 0 
5 6 7 
• Chain code: {5,6,7,7,0} 
« 
De plus prés 
Figure 1.12 - Illustration de la représentation par chain code 
Si la chain code est utilisée pour faire une mise en correspondance « matching » elle 
devra être indépendante du choix du point de départ sur le contour. Une possibilité, 
justement, pour la normaliser serait de trouver un pixel sur le contour qui minimiserait 
le nombre généré par la description -si celle-ci est exprimée en chiffres- ce point sera 
du coup considéré comme pixel de départ. Une autre alternative serait de représenter 
le contour par les différences entre les directions successives de la chain code au lieu 
des directions relatives. Ceci peut être obtenu en soustrayant chaque élément de la 
chaîne de son prédécesseur et en prenant le résultat modulo n, où n décrit la 
connexité, Figure 1.13. A la fin de ces opérations, une chain code invariante à la 
rotation peut être obtenue en effectuant une permutation cyclique, ce qui produit un 
nombre minimal. Mais une chaîne dérivée de cette manière n'est pas invariante au 
changement d'échelle. En plus du fait qu'une chain code possède généralement une 
très grande dimension et est sensible au bruit, elle est du coup utilisée comme entrée à 
un system plus élaboré d'analyse de forme comme l'approximation polygonale ou 
pour trouver la courbure du contour qui est un attribut perceptuel très important. 
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ci =(c( - c, ) mod n 
n = neighborhood ^ 
• Chain code: {5,6,7,7,0} 
• {0 mod n, I mod n, 2 mod n, 2 mod n,-3 mod n} 
* Chain code normalisée : {0,1,2,2,5} 
Figure 1.13 - Illustration de la chain code différentielle (normalisée) 
i) Décomposition polygonale : dans [25], le contour est découpé en segments de ligne par 
approximation polygonale. Ce seront donc les arêtes du polygone qui seront utilisées 
comme primitives (Figure 1.14). L'attribut pour chaque primitive sera ainsi exprimé sous 
forme d'une chaîne, en fonction de quatre éléments qui sont: l'angle interne, la distance 
au sommet suivant et ses coordonnées en x et en y. Clairement cet attribut ne sera pas 
invariant ni à la translation, ni à la rotation, ni au changement d'échelle. La similarité 
entre deux formes sera la distance d'édition [15] entre leurs deux chaînes d'attributs, 
ainsi et pour des raisons d'efficacité et de robustesse, seulement un nombre fixé 
d'attributs les plus pertinents sera sélectionné pour chaque forme. De la, une collection 
d'attributs appartenant à tous les modèles dans la base de données sera générée pour être 
utilisée comme index d'attributs. Ces attributs seront organisés en arbres binaires ou /fl­
aires. Le matching entre formes deviendra dés lors un processus à deux étapes qui sont 
un matching attribut-à-attribut comme première étape ensuite un autre matching model-
à-model. 
Dans la première étape, et étant donné un attribut requête, celui-ci sera recherché dans 
l'arbre index, si un attribut particulier dans la base de données est trouvé comme étant 
similaire à la requête, la liste de modèles associée à cet attribut sera retrouvée. Dans la 
deuxième étape, le matching entre la requête et un model dans la liste sera basé sur la 
distance d'édition entre les deux chaines de primitives. 
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Figure 1.14- Exemple de décomposition polygonale 
Dans [26] Mehrotra et Gary représentent une forme comme une chaine de vecteurs. 
Pour une forme donnée, un ensemble de points d'intérêt sont détectés à partir de 
l'approximation polygonale du contour. Etant donnée ces n points d'intérêt, une paire 
en est choisie pour former un vecteur de base. Celui-ci est normalisé en un vecteur 
unitaire le long de l'axe des x. Tous les autres points d'intérêt de la forme seront 
transformés à ce nouveau système de coordonnées. La forme est alors représentée par 
les coordonnées ou les (x(,jv,)sont les coordonnées normalisées du 
point d'intérêt. (Figure 1.15) 
Figure 1.15 - Vecteurs chaîne: (a) description originale de la frontière; (b) Description 
Quatre paramètres seront rajoutés à l'ensemble de coordonnées pour créer le vecteur 
d'attributs final, ces quatre sont: S, Tx, Ty, 6, qui représentent respectivement 




mesurée par la distance euclidienne. Les vecteurs d'attributs de contour seront 
organisés dans un 5-arbre de dimension k. Pendant une requête et pour un attribut 
donné, une recherche est effectuée dans l'index et une liste de formes ayant des 
attributs similaires est produite. Le matching d'un ou plusieurs attributs ne garantit 
pas, par contre, une similitude complète de la forme, ce qui fait qu'une fois que des 
formes avec des attributs similaires sont retrouvées, la similarité entre formes est 
vérifiée en juxtaposant chaque forme trouvée avec la requête et en évaluant le degré 
d'imbrication entre elles. 
ii) Décomposition selon la courbure : Berretti et al. [27] ont étendu le modèle utilisé 
dans [25] pour une reconnaissance de formes plus générales. Dans [27], les points de 
zero-crossing de la courbure du contour lissé par une gaussienne, ces points disons 
nous, seront utilisés pour obtenir les primitives appelées dans ce cas « jetons »(Figure 
1.16). L'attribut pour chaque jeton sera sa courbure maximale et son orientation, la 
similarité entre deux jetons, dans ce cas, sera mesurée par une distance euclidienne 
pondérée. Le fait que l'attribut inclut une orientation, il ne sera plus invariant à la 
rotation. 
Un arbre M-aire sera exploité pour indexer les jetons dans la base de données des 
attributs (Figure 1.17). Etant donné une forme requête, le processus de recouvrement 
de formes similaires de la base de données prend deux étapes : la première de ces 
étapes est de retrouver des jetons similaires. Pour tous les N jetons de la forme 
requête, des jetons similaires seront sortis en parcourant l'index (N fois). L'ensemble 
des jetons en sortie ayant le même identifiant de forme, constituera une forme 
similaire potentielle. La deuxième étape consistera à faire correspondre la forme 
requête avec cette forme similaire potentielle, en utilisant un algorithme de matching 
model-à-model qui prendra O(MN) opérations (M et N sont, respectivement, le 
nombre de jetons des deux formes à faire correspondre). Le matching des jetons dans 
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Figure 1.16 - (a) est l'orientation du jeton ; (b) Une forme de cheval décomposée en 
plusieurs jetons. Les nombres correspondants à chaque jeton sont la courbure et l'orientation 
de celui-ci 
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Figure 1.17 - Indexation des jetons dans un arbre M-aire 
Vu que l'arbre est parcouru un nombre significatif de fois, il n'est pas sur que 
l'indexation des jetons est meilleure qu'un matching model-à-model direct. 
L'efficacité du matching est très dépendante du nombre de jetons pour chaque 
forme, mais aussi du degré du lissage effectué en amont. 
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1.2.2 Méthodes basées sur la région 
Dans les techniques basées sur la région, tous les points dans la forme seront pris en compte 
dans l'obtention de la représentation de celle-ci, au lieu de juste ceux du contour comme dans 
les techniques basées sur le contour. On peut citer comme exemples de méthodes basées sur 
la région, les moments de région, la matrice de forme, le Convex Hull, l'axe médian,...Etc. 
Tout comme les méthodes basées sur le contour, celles basées sur la région peuvent aussi être 
divisées en globales ou structurelles, selon qu'elles séparent la forme en sous-parties ou pas. 
1.2.2.1 Méthodes globales 
Ces méthodes traitent la forme comme un tout, la représentation résultante est un vecteur 
d'attributs numériques qui sera utilisé pour décrire la forme. La similarité entres formes est 
mesurée par des distances métriques entre vecteurs. 
i) Les moments région : Parmi les descripteurs de forme basés sur la région, les 
moments sont très populaires. Ils incluent les moments invariants, les moments de 
Zernike, les moments algébriques, les moments radiaux de Chebyshev, etc. 
La forme générale de la fonction moment mpq d'ordre (p+q) d'une région, peut être 
donnée par : 
p,q = 0,1,2... 
x y 
où f w est nommé noyau de pondération du moment où encore ensemble de base ; 
/(x, j)est l'équation de la région (eql.l). 
* Les moments invariants (IM) aussi appelés moments géométriques ont pour 
ensemble base *¥M = xpyq et leur fonction mm d'ordre (p+q) est donnée par : 
=Y*lLxPyqf(x>y} p^=0,1,2... 
x y 
Les moments géométriques invariants à la translation seront définis comme : 
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Vn=Y^( x - xy(y-yyf ( x>yï  />»?=0,1,2. . .  
x y 
Ou x = m^0/m00 et y = m0Jm00, un ensemble de 7 moments invariants sera 
donné par : , $=7 2 o+7o2 
$2 — (^20 7û2 ) ^7] i 
$5 = (^30 +377I2) +(372I _77O3) 
& = (730+7,2 )2+(72i+7O3 )2  
$5 =  (^30 3/7]2 ) ( ?730 +7,2) [ (730 ^7;2 )  —  3(721 +  7os)  J  +  (^7 21 ~  VtaXj l21 V03)  
• [^(^30 + 7u) (72l +*loy) J 
^6 — (720 + 7o2)[(730 + 7l2 ) — (721 + 7o3) J + ^ 7ll (730 + 7l2)('72l + 7os) 
<h = (3^21 -?703)(7730 +?7l2)[(7730 +712)2-3(772. +>7o 3 ) 2 ]  + (37,2-703X72. +7O 3 )  
• [3(730 + 7n) —(72i"^"7o3) J 
où n„=MPqlK)etr = \ + (p + q)l2 pour p + q = 2,3,... 
Les IM sont très simples et rapides à calculer, en plus du fait qu'ils soient 
invariants à la rotation, la translation et au changement d'échelle. Ils 
présentent, par contre, certains inconvénients dus à leur construction même 
[28]: 
• Les moments d'ordre supérieur sont très sensibles au bruit. 
• Vu que l'ensemble base des IM n'est pas orthogonal, ceux-ci 
souffrent d'un niveau élevé de redondance d'informations. 
• Une grande variation dans l'intervalle des valeurs: vu que la base 
contient une fonction de puissance (de p et q), les moments calculés 
présenteront une grande variation dans l'intervalle dynamique des 
valeurs pour des ordres différents. 
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• Les moments algébriques : ils sont calculés à partir des m premiers moments 
centraux, et sont donnés sous forme de valeurs propres de matrices 
prédéfinies M[j k]. Les valeurs de cette matrice sont des facteurs des moments 
centraux. Les moments algébriques peuvent être construits pour des ordres 
aléatoires et sont invariants aux transformations affines. Ils sont, par contre, 
très dépendants du type de forme (ils peuvent donner de très bons résultats 
pour certaines configurations de formes et des résultats beaucoup plus 
médiocres pour d'autres). 
• Les moments de Zernike (ZM) : ce sont des moments orthogonaux, dérivés 
des polynômes orthogonaux du même nom [14] : 
Km (*» y) = KJr cos 0, sin 0) = Rnm (r) exp(jmff) 
où R„m(r) est le polynôme orthogonal : 
K.(r )=  I H)' , , J |V , II/ 
. n-2s + m\ u n-2s-\m\^ \
2 
s!x 
n-0,l,2,...;0<|w|<« ; et «—|m| est pair. 
Les polynômes de Zernike sont tout un ensemble de fonctions à valeurs 
complexes, orthogonales sur le disque unitaire x2 +y2 <1. Le moment de 
Zernike d'ordre n et de répétition m de la région f(x,y) d'une forme sera 
donné par : 
Znm = — ££/(rcos0,rsin0)r ' RnJ r) exP(Jm&) r  ^  1  
R r e 
Ces moments de Zernike présentent certains avantages dont: 
• Les magnitudes des moments de Zernike sont invariantes à la rotation. 
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• Ils sont assez robustes au bruit mais aussi aux variations mineures dans 
la forme. 
• Ils présentent une redondance d'informations minimale car la base est 
orthogonale. 
Les moments de Zernike (moments orthogonaux et continus) ont cependant 
quelques lacunes, on peut citer : 
• L'espace des coordonnées de l'image doit être transformé en un 
domaine où le polynôme orthogonal est défini (disque unitaire). 
• La complexité de calcul du polynôme de Zernike augmente très 
rapidement quand on passe à des ordres supérieurs. 
• Les intégrales continues devront être approximées par des sommations 
ce qui, non seulement produit des erreurs numériques dans les 
moments calculés, mais aussi affecte les propriétés analytiques telles 
que l'invariance à la rotation et l'orthogonalité. 
ii) Descripteur de Fourier générique : Bien qu'ayant une performance assez robuste 
les moments de Zernike présentent certains inconvénients. En plus de ceux déjà cités, 
on remarque aussi que les attributs « capturés » par les moments de Zernike ne sont 
pas consistants, dans le sens ou les attributs radiaux sont dans le domaine spatial et les 
attributs circulaires sont, eux, dans le domaine spectral, ce qui exclut l'analyse multi-
résolution d'une forme dans la direction radiale. Ensuite, les attributs circulaires 
spectraux ne sont pas capturés équitablement à chaque ordre. Ce qui peut causer une 
perte d'attributs pertinents dans certains ordres. 
Pour contourner ces inconvénients, Zhang et Lu [29] ont proposé un descripteur de 
Fourier générique (GFD). Celui-ci est acquis en appliquant une transformée de 
Fourier à 2-D sur une image à coordonnées polaires échantillonnée Figure 1.18: 
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PF2 (p, 0=X X /o% 3 ) exp i r 2ni . 1 
' ~RP*~F<I> 
Ou 0 <r<R et 6j =i(27t/T) (0< i <T)\ Q<p< R, 0 <<f>< T. R et T sont, 
respectivement, la résolution à fréquence radiale, et celle à fréquence angulaire. Enfin, 
les coefficients normalisés formeront le GFD. La similarité entre deux formes sera 
calculée par la distance City Block entre leurs GFD respectifs. 
En comparant le GFD aux moments de Zernike, il s'avère que : le GFD est plus 
simple à calculer, les attributs sont purement spectraux et montrent de meilleurs 
performances de recouvrement car l'analyse multi-résolution dans les deux directions 
radiale et spectrale, est possible. Zhang et Lu ont aussi montré que le GFD donnait de 
meilleurs performances que le DF, les moments géométriques et les moments de 
Zernike. 
( a )  ( 1 < )  
Figure 1.18- Deux exemples d'image polaire et sa représentation cartésienne, (a) Image 
originale à coordonnées polaires ; (b) L'image polaire dans (a) représentée dans un espace 
cartésien. 
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iii) Matrices de formes : Les méthodes de description de forme qui utilisent un 
échantillonnage de l'image pour acquérir les informations de la forme, usent en 
général de « grilles » rectangulaires à cette fin d'échantillonnage. Mais les 
représentations dérivées de cette manière ne sont souvent pas invariantes ni à la 
translation, ni à la rotation, ni au changement d'échelle, ce qui engendrera des 
normalisations supplémentaires pour y palier. Goshtasby propose l'utilisation d'une 
matrice de forme dérivée d'un échantillonnage à l'aide d'une grille circulaire [30]. 
L'idée est similaire à un échantillonnage classique, cependant, au lieu de superposer 
une grille carrée(ou rectangulaire), une grille à coordonnées polaires formée de 
cercles concentriques et de lignes (diamètres), sera superposée sur le centre de masse 
de la forme (Figure 1.19(a)). Les valeurs binaires de la forme seront prélevées aux 
intersections des diamètres et des cercles. La matrice sera remplie de sorte que les 
cercles correspondent aux colonnes et les diamètres aux lignes. On note que l'échelle 
de la forme sera normalisée en utilisant son diamètre maximal, et ce en amont de 
l'échantillonnage. La matrice résultante sera invariante à la translation, à la rotation 
ainsi qu'au changement d'échelle. Vu que la densité d'échantillonnage n'est pas 
constante avec une grille polaire, Taza et Suen représentent la forme avec une matrice 
pondérée, voir [31] pour plus de détails. 
Figure 1.19 - (a) Echantillonnage en coordonnées polaires ; (b) Une étoile formée de barres 
(a) <t» (c) 
(c) Forme rectangulaire 
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Le fait que la matrice ne soit qu'un échantillonnage épars de la forme, elle sera 
facilement affectée par le bruit (comme toutes les méthodes de cette famille). Parui et 
al. proposent une description de forme basée sur les surfaces relatives de la forme 
contenues dans les anneaux concentriques au centre de masse [2]. Soient : L le 
diamètre maximal d'une forme S à décrire, Ck le keme anneau des n anneaux 
concentriques, obtenus en sectionnant le diamètre maximale L en n segments égaux. 
Un ratio de surface invariant sera défini de la sorte : 
v  a ( s ^ c , )  
'  m c r )  
Ou A{- )  est la fonction surface. Le descripteur de forme sera, du coup, le vecteur 
d'attributs x = jc„]r. Mais bien qu'étant plus compacte et plus robuste que la 
matrice de forme, le ratio de surface ignore les altérations du motif à l'intérieur des 
anneaux mesurés; Conséquemment, les deux formes dans Figure 1.19(b)et Figure 
1.19(c), seront les mêmes selon ce descripteur. Ce problème peut être résolu en 
utilisant la transformée spectrale discutée dans le GFD. 
iv) Descripteurs topologiques : Cette catégorie de descripteurs s'intéresse aux attributs 
d'une forme qui sont invariants à des transformations dites rubber-sheet, c'est à dire 
des mouvements d'étirements ou de rétrécissement de cette forme du moment que 
ceux-ci ne causent pas de coupure de la forme ou de fusion de deux composantes 
séparées au départ. Un descripteur topologique très connu est le « Nombre d'Euler » 
E, donné par la différence entre le nombre de composantes connexes C et le nombre 
de trous H dans la forme : E = C-H. Dans Figure 1.20 par exemple, 
3 B 9 
Figure 1.20 - Trois formes avec des nombres d'Euler différents. 
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le nombre d'Euler pour ces trois formes sera, respectivement: 1,-1 et 0. L'homologie 
est, à ce propos, très adaptée comme outil de calcul des propriétés topologiques 
comme à travers les nombres de Betti ou groupes d'homologie - décrits avec plus de 
détails plus loin dans le mémoire- qui donnent, outre le nombre de composantes 
connexes et le nombre de trous dans l'objets, le nombre de cycles (boucles) dans 
l'objet. En étudiant l'évolution de ceux-ci au fil de l'apparition de points critiques on 
peut déduire des propriétés topologique de l'objet. 
1.2.2.2 Méthodes structurelles 
Tout comme les méthodes structurelles basées sur le contour, celles basées sur la région 
décomposent la forme en parties qui seront utilisées par après pour la description et la 
représentation de la forme. 
i) Enveloppe convexe : Une région R est dite convexe si et seulement si, pour tout deux 
pointsxt,x2 eR, l'intégralité du segment x,x2 est à l'intérieur de la région. 
L'enveloppe convexe d'une région R est la plus petite région convexe H contenant 
celle-ci et satisfaisant la conditionRczH, la différence H-Rest appelée déficience 
convexe D de la région R. Il est commun d'effectuer un lissage du contour de la 
forme avant le partitionnement et ce pour diminuer l'effet du bruit. 
La représentation de la forme peut être obtenue par un processus récursif, ce qui 
résulte en un arbre de concavité Figure 1.21. L'enveloppe convexe d'un objet est 
d'abord trouvée avec ses déficiences convexes, ensuite les enveloppes convexes et les 
déficiences, des déficiences elles-mêmes sont trouvés et ainsi de suite, jusqu'à ce que 
toutes les déficiences soient convexes. 
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Figure 1.21 - (a)Enveloppe convexe et ses concavités ; (b) Représentation en arbre des 
Chaque concavité est décrite par sa superficie, sa longueur de corde (la ligne reliant 
les deux bouts de la coupure de la concavité), sa courbure maximale et la distance 
entre le point de courbure maximale et la corde. La mise en correspondance entre 
deux formes devient une mise en correspondance de chaînes ou de graphes. La 
représentation à l'aide d'une enveloppe convexe est invariante à la translation, la 
rotation et au changement d'échelle. Elle est robuste aux contours bruités (après le 
filtrage), c'est, cependant, l'extraction de l'enveloppe qui reste problématique car très 
coûteuse en temps de calcul. 
ii) L'axe médian : Tout comme l'enveloppe convexe, le squelette d'une région peut 
aussi être employé pour représenter et décrire une forme. Un squelette peut être défini 
comme étant un ensemble d'axes médians connectés, le long des branches d'une 
figure [18]. Dans le cas, par exemple d'un caractère manuscrit épais, le squelette sera 
le chemin prit par le stylo. En fait l'idée de base du squelette, est d'éliminer les 
informations redondantes et de ne garder que l'information topologique concernant la 
structure de l'objet qui nous est utile lors de la reconnaissance. La méthode du 
squelette est représentée par la transformée de l'axe médian (Medial Axis Transform) 
de Blum [9], L'axe médian est le locus des centres des disques compris entièrement 
dans la forme. Ceci est illustré dans la Figure 1.22. 
concavités de l'enveloppe. 
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Figure 1.22 - Construction de l'axe médian d'une forme rectangulaire 
La ligne épaisse dans la figure constitue le squelette de la forme rectangulaire grisée 
Le squelette pourra ensuite être décomposé en segments et représenté par un graphe 
selon certains critères. La mise en correspondance de formes devient une mise en 
correspondance entre graphes. Le calcul de l'axe médian est très complexe, en plus du 
fait qu'il est très sensible au bruit sur le contour de la forme. 
1.3 Mesures de similarité 
Les mesures de similarité sont un ingrédient essentiel à considérer lorsqu'on souhaite traiter 
de la description, l'analyse et la reconnaissance de forme. On observe deux directions de 
recherche dans le domaine des mesures de similarité, d'une importance égale. La première 
explore l'efficacité de recouvrement, en termes de résultats concordants ou pas avec les 
attentes de l'utilisateur (mesurée par le Précision/rappel). Ainsi, on voudra notre mesure la 
plus riche et globale possible et limitée le moins possible par des propriétés restrictives. La 
deuxième direction, quant à elle, veut que la mesure soit la plus concise (rapide) possible, car 
le nombre d'objets dans la base de données peut atteindre des proportions très considérables 
et en même temps les mesures de similarité sont souvent très coûteuses en temps de calcul 
[14,32,33]. Il y a clairement donc un compromis à faire selon ces deux termes. 
Une mesure de similarité doit concorder le plus possible avec la perception visuelle, ce qui 
implique les propriétés idéales suivantes : 
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• Elle doit être universelle dans les sens où elle doit distinguer des objets de forme 
arbitraires n'ayant aucune restriction à priori. 
• Elle doit permettre la reconnaissance d'objets perceptuellement similaires même s'ils 
sont mathématiquement non identiques. 
• Elle doit passer outre les distorsions telles que : bruit de numérisation, erreurs de 
segmentation où occultations partielles. 
• Elle doit être indépendante de l'échelle, l'orientation où la position de l'objet, mais 
aussi des transformations affines et distorsions de perspective. 
En mathématiques, les mesures de similarité et de dissimilarité sont définies comme suit: 
Soit un objet model OeU ou U est un model universel. Soit 5:UxUh->R une mesure de 
similarité, ou s(OnOj) est considéré comme le score de la similarité des deux objets Oi etOj. 
Mais dans la majorité des cas il est préférable d'utiliser une mesure de dissimilarité 
d :UxUR équivalente à s tel que : s(Q,Oi)>s(Q,Oj) <=>d(Q,Oj) < d(Q,Oj). 
Une mesure de similarité assigne la plus petite distance (ou le plus grand score) aux objets les 
plus similaires et vice-versa. En général, une mesure métrique est nécessaire pour organiser 
efficacement les éléments d'une base de données à travers des vecteurs multidimensionnels. 
L'espace de distances métriques est défini suivant [27] comme: un espace R'v est un espace 
métrique si pour toute paire d'éléments x et y, il existe une distance d(x,y) qui satisfait les 
propriétés suivantes : 
•  d(x , y )>  0 (positivité) 
•  d(x , y )  = 0 si et seulement si x=y (identité). 
• d est continue. 
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• Une différence majeure est supposée causer une plus grande dissimilarité que 
quelques autres différences mineures. 
• d{x, z) < d(x, y) + d(y, z) (inégalité triangulaire). 
En supposant que .«4(a0,a,,et2?(60,è,,soient respectivement le vecteur requête 
et le vecteur cible, il existe plusieurs méthodes classiques pour calculer le vecteur distance 
dans l'espace métrique. 
Distance de Minkowski : cette distance est basée sur la norme Lp et est définie de la sorte : 
Quand/? = 1, d p (A ,B)e st une L x  distance de norme-1. Elle est aussi connue comme la 
distance « city block » ou encore « distance de Manhattan ».La distance de Manhattan dMan 
entre deux vecteurs A et B, comme présenté dans Figure 1.23(a), est donnée par : 
Quand p —> oo on obtient la distance à norme infinie aussi appelée distance de Chebyshev. 
Cette distance est une métrique définie sur un espace vectoriel ou la distance entre deux 
vecteurs est le maximum de leurs distances selon n'importe qu'elle dimension de 
coordonnées. Figure 1.23(a). 
Quand p-  2 ,  d 2 (A ,B)  sera alors la distance euclidienne dEu Figure 1.23(b). 
L,T(A,B) = max {h-Al}  
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Distance cosinus : 
On calcul ici la différence dans la direction quelle que soit la longueur des vecteurs donnés. 
La différence sera donc donnée par l'angle entre les deux vecteurs. 
A • Rt 
dcos(A,B) = l-cosfl = l-„  „  „  „ = 1  •£-li=0 ' ' 
14M 
Etant donné que cette distance ne prend en compte que l'angle, deux vecteurs ayant la même 
direction auront la même distance cosinus de n'importe quel autre vecteur. Figure 1.23(c). 
A(x|.>t) 
(a) (b) (c) 
Figure 1.23 (a) La distance de Manhattan d^ = du + duct la distance à norme infinie 
Lr - max(du,dn) = d]2 ; (b) Distance EuclidiennedEu = yj(xt -x2)2 + (yl -y2)2 ; (c) les 
vecteurs A et A / ont la même distance cosinus par rapport au vecteur B. 
Distance statistique^2 : Elle est définie de la sorte 
D A A ,B )=^tf^r 
*  t t {a i +b i )  
Elle mesure le peu de probabilité qu'un élément d'un vecteur soit prit de la population décrite 
par l'autre vecteur. 
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Divergence de Kullback-leiber (KL) : 
DKL(A,B) = %Ja.-log^ 
/=0 
N - \ f  I -  A  
aj log^ + è, log — 
bt a, y 
Sa principale qualité est qu'elle est assez robuste au bruit 
Divergence de Jeffrey (JD) : 
DJD(A,B) = 's£d 
ï-0 
Elle est symétrique en comparaison avec KL. 
Distance de la forme quadratique (QF) : 
La distance de la forme quadratique est définie, selon la similarité des éléments des vecteurs, 
de la sorte : 
DeF(A,B) = yl(A-B)-S-(A-B)T 
Ou S = [s^. ] est la matrice de similarité, .sv décrit la similarité (distance basique) entre les 
éléments ajctbi. Certaines de ces distances basiques sont définies comme ceci: 
a) s y =1 -dy/d^ , ou d:j est la distance entre aj ( ieme élément de/1) et bj ( ieme élément de 
B), d^ est le maximum des d:j. 
b) Sy =exp^-<j(dij/dma}2^, ou crest une constante positive, et dtj reste le même que 
dans (a). 
Distance de Mahalanobis : 
La distance de Mahalanobis prend en compte la covariance des variables dans le calcul des 
distances. Avec cette mesure, les problèmes d'échelle et de corrélation inhérents à la distance 
Euclidienne sont éliminés. Pour comprendre comment ceci est effectué, considérons le fait 
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que lorsque la distance Euclidienne est utilisée, l'ensemble des points équidistants d'un point 
donné forme une sphère. La distance de Mahalanobis étire cette sphère pour corriger les 
échelles respectives des différentes variables et pour tenir compte de la corrélation entre ces 
variables. 
La distance de Mahalanobis entre deux vecteurs A et B d'une même distribution et qui a une 
covariance décrite par la matrice C, cette distance, disons nous, et donnée par : 
Distance de Hausdorff : 
En topologie, la distance de Hausdorff mesure l'éloignement de deux sous-ensembles d'un 
espace métrique. La distance de Hausdorff entre les deux vecteurs A et B est définie comme 
étant le plus petit nombre réel r tel que le r-voisinage de A contienne B et le r-voisinage de B 
contienne A. Dans la pratique, la distance de Hausdorff entre A et B est la plus grande 
distance existante entre un point aléatoirement prit dans A et le point correspondant de B le 
plus proche, i.e. en choisissant un point dans A, la distance entre ce point et le point le plus 
proche dans B est inférieure ou égale à la distance de Hausdorff entre A et B. Figure 1.24. 
La fonction de cette distance est donnée par : 
dMan=yJ(A-B)-C-l-(A-B)T 
dHau(A,B) = max jmax^minC^a,£>)) j,maxb)) j 
2.5 
max min(rf(a.6)) 6c B 
max min q*Z A kç B 
'h 2 4 6 8 10 
Figure 1.24 - Distance de Hausdorff 
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La distance de Hausdorff n'est pas invariante aux transformations affines, elle est aussi assez 
sensible au bruit. Néanmoins, l'avantage de son utilisation réside dans le fait qu'il est 
possible de l'utiliser dans des mises en correspondance (matching) partielles. 
Distance d'édition: 
La distance d'édition entre deux objets est définie comme étant le nombre d'opérations de 
base (insertion, suppression et substitution) nécessaires pour transformer une représentation 
en une autre [14,34]. Elle est calculable entre deux ensembles ordonnés de vecteurs. La 
différence entre formes sera ainsi calculée en termes de coûts d'édition. Pour mesurer la 
distance d'édition, on utilise les méthodes de distance de Hamming, de Levenshtein, de 
Damerau-Levenshtein et de Jaro-Winkler, 
1.4 Evaluation des résultats 
Pour évaluer la performance des différents algorithmes de reconnaissance de forme, une 
mesure de performance efficace est nécessaire. Ce type de mesures est généralement basé sur 
des statistiques extraites de tests subjectifs. Des mesures de performance différentes utilisent 
souvent des tests subjectifs différents, ce qui donne des définitions de précision de 
recouvrement différentes. Nous présentons dans cette section les mesures d'efficience de 
recouvrement et de reconnaissance communément utilisées. 
1.4.1 La paire Précision/Rappel 
Le Précision/Rappel est probablement la mesure de performance la plus répandue dans la 
littérature. Pour chaque requête le système renvoi une liste pondérée. Chaque élément de 
cette liste est marqué comme étant pertinent ou pas selon le résultat du test. L'efficience sera 
par la suite calculée par le Précision/Rappel. Le Rappel ou rappel mesure la capacité à 
retrouver des éléments pertinents à partir de la base de données. Il est défini par le ratio du 
nombre d'éléments pertinents retrouvés sur le nombre d'éléments pertinents dans la base de 
données. La précision est définie par le ratio du nombre d'éléments pertinents retrouvés au 
nombre total d'éléments retourné. 
rappel = #(éléments pertinents retournés) / #(•éléments pertinents dans la base de données) 
précision = #(éléments pertinents retrouvés) / #(éléments retrouvés) 
La fonction #(a) donne le nombre d'éléments de a. 
En notant le nombre d'éléments pertinents retrouvés par a, le nombre d'éléments non 
pertinents retrouvés par b et le nombre total d'éléments pertinents dans la base, non-retrouvés 
par c. on aura : 
, a , . . a 
rappel — et précision — 
a+c a+b 
Il sera évident que rappel e [0,1] et précision e [0,1] 
La précision diminue lorsque le rappel augmente et ce car dans le processus de vouloir 
retrouver tous les éléments pertinents pour une requête, quelques éléments non pertinents se 
glissent parmi les résultats. On utilise ainsi le rappel et la précision de paire pour indiquer 
l'efficience du système. 
1.4.2 Pourcentage de résultats pondérés (PWH) 
Le PWH est comparable au rappel présenté dans 1.4.1 à la seule différence qu'ici au lieu de 
noté un élément comme étant pertinent ou pas (ce qui s'apparente à une approche binaire), on 
lui assigne plutôt un poids de pertinence w, et ce pour chaque élément de l'ensemble de 
données [35]. Le poids est obtenu manuellement de la façon suivante : étant donné un 
groupe d'utilisateurs et une base de données et en assignant initialement un poids nul à tous 
les éléments de la base, à chaque fois qu'un utilisateur choisi un certain ensemble d'éléments 
qui ressemblent à une certaine requête, les poids de ces éléments seront incrémentés de un. 
De cette manière, le poids w* d'un élément est égal au nombre d'utilisateurs l'ayant choisi 
comme ressemblant à la requête. 
Pour chaque requête, un nombre fixe de résultats est sorti par le système. Le pourcentage de 
bons résultats pondérés P sera défini de la sorte : 
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P  _  ^ f = i  W * U )  
'T—< N 
/  •  , w i  
où n est le nombre d'éléments retrouvés par le système ; x(i) décrit les éléments retrouvés par 
un test ; N est le nombre total d'éléments dans la base de données ; wxV) et sont les poids 
donnés par les utilisateurs aux éléments qu'ils considèrent comme pertinents pour la requête. 
Pour produire la moyenne de performance du système, plusieurs requête seront lancées et la 
moyenne des pourcentages de bons résultats pondérés est calculée et sera notre indicateur de 
l'efficience du système. 
1.4.3 Pourcentage du classement selon la similarité (PSR) 
Dans le percentage of similarity ranking (PSR), chaque utilisateur va assigner un rang ou une 
note à chaque élément dans l'ensemble de données selon le degré de sa ressemblance à la 
requête, au lieu de le noter simplement comme pertinent/non-pertinent comme dans le cas du 
RPP, où alors en n'incrémentant son poids que s'il est choisi par un des utilisateurs comme 
dans le PWH. Le résultat final de ce processus de test initial sera une matrice (/,&)}, ou 
Qi (i,k) indique le pourcentage d'utilisateurs qui ont rangé le fme élément à la Ùeme position 
par rapport à la requête j. À partir deQi (i,k), on pourra calculer la valeur moyenne pj(i) et 
l'écart type cr.(z), ces deux mesures représentant le rang moyen du fme élément pour la 
requête j et une mesure du consensus des utilisateurs sur le fait de donner à l'élément i un 
poids proche depj(i), respectivement. Si pour une requête j, l'algorithme de recherche 
retourne un élément / au rang/>(/), alors la concordance entre le classement de l'algorithme 
e t  ce lu i  de s  u t i l i s a t eu r s  e s t  mesu rée  pa r  l e  pou rcen t age  du  c l a s semen t  s e lon  l a  s imi l a r i t é  S j ( i )  
S j ( i )=  Z a(u)  
k=Pj{i)—^-
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Le tracé de Sy (/) comme fonction de />(/) décrit la performance de recherche d'un 
algorithme. Un S .(z') élevé indique un niveau de précision élevé de l'algorithme. 
1.4.4 Moyenne du rang de recherche normalisé 
Le average of normalized modified retrieval rank (ANMRR) est une mesure objective 
utilisée par MPEG-7 pour évaluer les performances de recherche [36]. Cette mesure combine 
la précision et le rappel en une seule valeur objective. Pour l'utiliser, des requêtes et des 
ensembles dits ground truth (vérités de terrain) sont choisis manuellement. Pour chaque 
requête, un ensemble de d'éléments ground truth qui sont les plus pertinents pour la requête 
seront identifiés. Ces éléments ne seront ordonnés d'aucune manière qui soit. Un bon 
descripteur est sensé retourner tous les éléments ground truth pour une requête image. 
Soit NG(q) le nombre d'éléments ground truth pour la requête q, en premier lieu K(q) 
éléments seront retournés pour la requête q par le système, un K(q) acceptable est déterminé 
par K(q) = mm(4 NG(q),2-GTM)ou GTM est le maximum des NG(q) pour toutes les 
requêtes de la base de données. A chaque image item^ qui est retrouvée parmi les premiers 
K(q) éléments, une valeur de rang Rank(itemiJ est assignée. Cette valeur sera égale à l'ordre 
selon lequel est retrouvée l'image. Ainsi le rang de la première image sortie est 1 et celui de 
la dernière est K(q). On assignera le rang (K(q)+1) à toutes les autres images qui n'ont pas été 
retourné par le système parmi les premiers K(q). Le NMRR sera donc donné par : 
Le NMRR est dans l'intervalle [0,1], plus cette mesure est petite meilleure est la performance 
de la recherche. Prenons un exemple pour illustrer cette mesure : pour la requête q, les 
éléments ground truth seront Iq2*—» » ce veut dire que NG(q)=lO. Le résultat idéal 
dans ce cas sera que les 10 premières recherches soient exactement les éléments 
NMRR(q) = 
NG(q)  Rank{ i t em k )  ^  NG(q)  
*=l NG(q) ' ~ 2 (1.4) 
K(q) + Q.5- 0.5 • NG(q) 
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leurs ranës respectifs seront Rank(Igl) = l, Rank(Iq2) = 2,- -,Rank(IqW) = \0. 
ANMRR sera finalement défini comme la moyenne des NMRR sur le nombre de requêtes 
NQ et sera donné par : 
1.5 Conclusion 
Nous avons décrit dans ce chapitre les différentes étapes de la description de forme. Après 
avoir présenté les différentes classifications des descripteurs et quelques uns des plus connus 
d'entre eux, nous avons passé en revue certaines mesures de similarité et les moyens 
d'évaluer un descripteur. Il apparaît cependant qu'il y a matière à choisir d'autres propriétés 
de l'image lors de sa description. Et c'est à ce propos que nous introduisons le prochain 
chapitre. 







Topologie, homologie et théorie de Morse 
2.1 Introduction 
La majorité des disciplines scientifiques qui génèrent des simulations computationnelles font 
usage de procédés d'enregistrement et de capteurs pour produire des données image, il 
paraîtra donc trivial à chacun que ceci produit une quantité gigantesque de données à traiter 
en plus du fait que la complexité de ces données croît avec la sophistication des capteurs. 
Tandis que le fait d'avoir un si grand volume d'informations nous donne une plus grande 
confiance dans la capture des propriétés étudiées, extraire celles qui sont les plus pertinentes 
s'avère très compliqué. Les techniques automatisées d'analyse de ces données sont en général 
divisées en deux catégories : de haut et de bas niveau. 
Les exemples de méthodes de haut niveau d'analyse sont la reconnaissance d'objets, la 
reconnaissance de caractères et d'écritures manuscrites, ce qui induit bien sûr la description 
formelle des caractéristiques de l'objet. Tandis que les méthodes de bas niveau s'intéressent 
plus aux structures géométriques des objets imagés et sont donc utilisées comme première 
étape ou prétraitement par des méthodes de haut niveau. Et c'est dans cette optique que 
l'homologie computationnelle a été prouvée comme pouvant servir de base pour des analyses 
poussées. 
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Que mesure la topologie? 
Considérons la Figure 2.1: 
I i 
(a) (b) 
Figure 2.1 - (a) une forme consistant en une seule composante connexe ; (b) forme divisée en 
deux composantes connexes 
En topologie la propriété la plus importante qui différencie ces deux formes n'est pas 
qu'elles soient de tailles inégales ni d'apparences différentes, mais plutôt que dans 
Figure2.1(a) l'objet est formé d'une composante connexe alors que dans Figure 2.1(b) il est 
constitué de deux composantes connexes. La topologie est donc une science qui étudie les 
propriétés géométriques invariantes d'un objet quand celui-ci est étiré, tordu ou rétréci de 
manière continue [37], 
2.2 Topologie algébrique 
Nous présentons, dans cette section, une brève revue des notions basiques et de la 
terminologie de la topologie algébrique. Pour une description plus complète, nous referons le 
lecteur à n'importe quel texte standard dans le domaine, tels que [38, 39, 40, 41, 42,43], ou 
un texte plus récent [37] qui utilise un ordinateur pour développer une approche de calcul 
combinatoire pour le sujet. Les définitions suivantes sont simplifiées et restreignent leur 
domaine à des sous-ensembles de R" avec une topologie de métrique Euclidienne. 
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2.2.1 Homéomorphismes et variétés 
Etant donné que la topologie s'intéresse à la connexité de la forme, elle s'appuie sur la 
capacité à produire des équivalences entre formes ayant la même connexité. Cette 
équivalence est définie par Phoméomorphisme. 
Définition 2.1 Soient les deux espaces topologiques X et Y et soit la fonction f : X —>Y 
qui est continue et bijective. Et soit sa fonction inverse 
f~l:Y—>X définie comme f x(>>) = {x: f{x)~y), continue elle aussi. X est alors 
homéomorphe à Y et la transformation / et dite homèomorphisme. 
En imagerie, on représente communément les formes par leurs surfaces, appelées 
variétés/tubulures. La topologie utilise cette notion d'homéomorphisme pour définir une 
variété de dimension n, comme étant un ensemble qui est localement homéomorphe à un 
sous-ensemble d'un hyperplan de dimension n, comme dans la figure 2.2. 
Définition 2.2 Un ensemble McK" est une variété de dimension n si et seulement si 
chaque point p e M a un voisinage homéomorphe avec un sous-ensemble ouvert de M". En 
plus un ensemble M c= IRm est une variété de dimension n dite avec frontière si et seulement 
si chaque point p&M a un voisinage homéomorphe avec soit un sous-ensemble ouvert de 
M" ou alors de x[0,oo). 
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Figure 2.2 - L'homéomorphisme/ transforme un voisinage de p sur le tore en un voisinage 
de l'origine du plan. Une telle transformée existe pour tout point du tore, sachant que le tore 
est une variété de dimension 2. 
2.2.2 Equivalence homotopique 
Une autre méthode pour indiquer que deux formes possèdent la même connexité est 
l'équivalence homotopique. En imagerie, une homotopie est une interpolation continue entre 
deux courbes, deux surfaces ou deux images. 
Définition 2.3 Si f0 et f sont des fonctions continues de l'espace X vers l'espace Y. On dit 
que /0 est homotopique à si et seulement s'il existe une fonction continue 
F :  X  x  [0 ,  l ]  —> Y  t e l l e  que  F{x ,  0 )  =  f 0  ( j c )  e t  F(x ,  1)  = f s  (x )  pou r  t ou t  x .  La  t r ans fo rmée  F 
es t  appe l ée  homotop ie  en t r e  f 0  e t  f x .  
Définition 2.4 Une fonction continue f  . X ^ Y  est appelée équivalence homotopique s'il 
existe une fonction g : Y -> X telle que g ° / est homotopique à la fonction identité dans X 
et f °g est homotopique à la fonction identité dan Y. La transformée g est considérée 
comme une homotopie inverse pour la transformée f. Deux ensembles équivalents en 
homotopie seront considérés comme ayant le même type d'homotopie. 
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Ainsi, deux ensembles qui ont la même connexité sont dits équivalents en homotopie, et si 
deux formes sont équivalentes en homotopie elles vont posséder le même nombre de trous et 
de composants. 
Mais l'homotopie reste généralement difficile à calculer algorithmiquement, c'est pourquoi, 
une méthode plus simple pour démontrer l'équivalence homotopique, utilise une 
transformation spéciale appelée déformation en rétraction. 
Définition 2.5 Soit AczX . Une transformée continue r :X  —> A  est dite rétraction si et 
seulement si r(a) = a pour tout ae A, un tel ensemble A est appelé retract de X. S'il existe 
une fonction H : X x [ 0,1]-»^ telle que pour tout x e X ,  H ( x , 0 ) - x  et H(x , \ )  -  r (x ) ,  
alors H est appelée une déformation rétraction et A un retract de déformation de X . 
L'ensemble X a le même type homotopique que chacun de ses retracts de déformation 
AczX. L'équivalence homotopique est plus faible que l'équivalence homeomorphique, par 
exemple le cercle (variété de dimension 1) et le tore (variété de dimension 3) sont 
homotopiques (le cercle est un retract du tore) mais pas homéomorphes. 
Exemple 2.1 Soit X l'anneau décrit dans la Figure 2.3. On le paramétrise avec des 
coordonnées polaires (r,û), 1 < r < 2, O<0<2 k . Soit A le cercle unitaire et / l'application 
qui va de X vers A donnée par f ( r , 0 )  =  (1,0) • Alors,/est une équivalence homotopique, car 
l'inclusion du cercle dans X fournit l'application inverse homotopique g. Il est facile de voir 
que / est un retract de X en A et l'application h(r, 0,t)-tf (r, ô)+(l-t)(r, 6) définit une 
déformation en rétraction de l'anneau en un cercle unitaire. 
Figure 2.3 - Le cercle est un retract de déformation de l'anneau 
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2.3 Homologie 
Dans la plus part des cas il s'avère difficile de déterminer si deux transformations entre 
espaces sont homotopiques ou que deux espaces sont homotopiquement équivalents. En 
pratique, lorsqu'on veut comparer des espaces ou des transformations à l'aide d'outils 
topologiques, on peut le faire d'une manière très satisfaisante, en comparant leurs structures 
d'homologie respectives, ce qui est moins général mais plus facile à calculer. Même si 
l'homologie est moins intuitive que l'homotopie, sa nature combinatoire la rend plus 
attractive. Son grand avantage est qu'elle peut être utilisée pour dire quand est-ce que deux 
espaces ne sont pas équivalents en homotopie ou homéomorphes, sans avoir besoin de 
prouver qu'il n'existe aucun homéomorphisme ou aucune équivalence homotopique entre les 
deux. 
En fait, l'homologie se propose d'attribuer à tout objet géométrique X une suite de groupes 
abéliens1 [44], Intuitivement parlant, l'homologie d'un espace topologique est un 
invariant qui compte le nombre de trous dans cet espace. Pour des sous-ensembles d'espaces 
tridimensionnels, trois groupes d'homologie non triviaux H0, H] et H2 existent, leurs rangs 
respectifs J30, /?, et /32 (appelés nombres de Betti) déterminent respectivement le nombre de 
composantes connexes, le nombre de boucles (tunnels) indépendantes et le nombre de 
chambres vides (de cavités) indépendantes dans le sous-ensemble. Le fait que l'homologie 
intègre ces propriétés en fait un invariant topologique tout à fait utile pour décrire une forme. 
Pour des complexes cellulaires, la construction des groupes d'homologie est basée sur le 
concept de frontière des cellules. Intuitivement, la frontière d'un point est l'ensemble vide qui 
correspond au 0 algébrique, la frontière d'une cellule unidimensionnelle est formée de ses 
deux points extrêmes. De façon similaire, la frontière d'une cellule à deux dimensions sera 
son contour. Un raisonnement analogue nous permettra de déterminer les frontières de 
1 Un groupe abélien est une structure algébrique dont les éléments peuvent être additionnés, soustraits, 
multipliés par des scalaires entiers, mais la division par des scalaires n'est pas permise. 
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cellules de plus grandes dimensions. Lorsque ces cellules sont le résultat d'une 
triangularisation de l'espace, elles seront appelées simplexes et sont assemblées suivant 
certaines règles. Elles formeront ainsi un complexe simplicial. 
Définition 2.6 Un complexe simplicial X est un ensemble de simplexes de toutes dimensions 
organisés de telle manière que l'intersection de deux d'entre eux est soit vide soit un 
simplexe du même complexe. 
Le triangularisation en imagerie et dans les systèmes dynamiques mène naturellement à la 
construction de blocs cubiques qui peuvent être utilisés de la même manière que des 
simplexes pour définir une homologie appelée homologie cubique. La structure cubique nous 
permet de simplifier les définitions de la théorie de l'homologie et rend plus facile 
l'utilisation de l'analyse topologique des images, et ce pour deux raisons. La première est 
mathématique et consiste dans le fait que le produit cartésien de deux simplexes n'est pas 
nécessairement un simplexe, alors que le produit de cubes est toujours un cube. La deuxième 
est informatique et consiste dans le fait qu'une image est une collection de pixels qui sont 
représentés par des carrées, ce qui rend l'image elle-même un complexe cubique. 
Nous nous proposons maintenant de donner quelques bases pour le calcul de l'homologie. 
2.4 Homologie cubique 
Définition 2.7 Un intervalle élémentaire est un intervalle fermé / c E de la forme 
/=[/,/ + l] ou / = [/,/] = {/} /eN; 
Lorsque l'intervalle élémentaire consiste en un seul point, il est dit dégénéré, alors que ceux 
de longueur 1 sont non-dégénérés. Ensuite, à partir des intervalles élémentaires, on peut 
construire les cubes élémentaires. 
Définition 2.8 Un cube élémentaire <rcK" est un produit fini d'intervalles élémentaires, 
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<T = /, x/2 X---X7n 
Comme énoncé par les définitions qui suivent, chaque cube élémentaire possède une 
dimension, une ou plusieurs faces et possiblement une ou plusieurs cofaces, autres que lui-
même. 
Définition 2.9 La dimension de a est définie comme le nombre d'intervalles élémentaires 
non-dégénérés dans cr, dénoté par le nombre q e {0,1, •••,«}. 
Notons que le préfixe q-, ou bien q disposé en indice, sera souvent utilisé pour désigner un 
objet de dimension q. Ainsi, un ç-cube élémentaire dénote un <jq , soit un cube élémentaire 
de dimension q. 
Pour q > 1, soit J - jle sous-ensemble ordonné de {1,2,...,«} des indices pour 
lesquels Ik - ^ ] est non-dégénéré ; On définit 
Il est facilement vérifiable que chacune de ces /-faces est un (</-l)-cube élémentaire. Elles 
sont ainsi dites (#-l)-face de cr. De le même manière on pourra définir les (g-2)-faces, 
... jusqu'à la 0-face de cr. 




Par exemple dans Figure2.4 , d 2 A =  b  +  g - f -a ,  ô,Z> = 4-3 et 303 = 0. 
1 t 2 • 
(a) (b) 
Figure 2.4 - Exemple de complexes,(a) bidimensionnel et (b) tridimensionnel. Dans (a) le 
complexe est forme par les carrés grisés. 
Définition 2.11 Soient cr' et a2 deux cubes élémentaires tels que cr' çz cr2, alors cr1 est une 
face de a2 et inversement a2 est une coface de cr'. Lorsque cr1 est une face de cr2 et que 
dim cr' < dim cr2 alors cr1 est une face propre de cr2 et inversement cr2 est une coface propre 
de cr'. Puis, si cr' est une face propre de a2 et que dimcr' = dimcr2 -1, alors cr1 est une face 
primaire de cr2 et inversement cr2 est une coface primaire de cr' [45]. 
Dans Figure 2.4, on peut voir un 2-cube élémentaire A, avec ses 1 -faces a, b, g, f. Les 0-faces 
de A sont 1, 2, 3 et 4. 
Définition 2.12 Un ensemble X (zW1 est cubique si X peut être formé d'une union finie de 
cubes élémentaires. 
À partir des cubes élémentaires, on peut former une structure appelée complexe cubique. 
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Définition 2.13 Un complexe cubique fC cz M" est une collection de g-cubes élémentaires où 
0<q<n et qui respecte : 
1. Toute face d'un cube élémentaire de K, est aussi contenue dans fC. 
2. L'intersection de deux cubes élémentaires de K, est soit vide, soit une face 
partagée par les deux. 
Notons que le complexe associé à un ensemble topologique cubique X sera dénoté par 
JC(X) .  La  d imens ion  m de  K es t  pa r  dé f in i t i on  l e  p lu s  g r and  nombre  q  pour  l eque l  K 
contient un <?-cube élémentaire. Finalement, à partir de la structure d'un complexe, il est 
possible de construire ce qu'on appelle les chaînes cubiques. Soit un w-complexe cubique K., 
on dénote par Eq = {<rj,...,crj}, l'ensemble de tous les g-cubes élémentaires de K,. 
Définition 2.14 Une ^-chaîne c est une somme formelle des éléments de Eq, soit 
#. . . 
c  =  ] T o ù  A,,...,À# eZ. 
1 = 1 q 
Pour chaque q  >  0, on associe au complexe K, , le groupe libre C q ( fC) ,  généré par l'ensemble 
des <7-chaînes. Deux g-chaines sont sommées en faisant la somme de leurs coefficients 
correspondants. Etant donné que l'on ne s'intéresse qu'aux complexes finis, les groupes 
C?(/C) sont générés de manière finie et C (/C) = 0 si q>m et naturellement Cq(K) = 0 si 
q < 0. 
Définition 2.15 (l'opérateur de bord) La frontière algébrique d'une ^-chaîne c d'un 
complexe K, correspond à sa frontière géométrique où chaque face est visitée selon un 
certain ordre. Cet ordre implique l'existence d'une orientation du complexe qui consiste en 
un classement linéaire des sommets du complexe. Cela revient donc à faire la somme de ses 
(<7-1)-faces. Le bord noté ôde l'ensemble Eq = {<rx,...,<jn} du complexe K est donc une 
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extension linéaire de la définition du bord d'un ^-cube élémentaire dans la définition 2.10. On 
obtient alors la projection dq : C(tC) —> Cq_x (/C). 
Notons que ô 0 =0 puisque ô_,(/C) = 0. Cette frontière satisfait aussi à la propriété très 
importante ô2 -0 i.e. dq °dqvX =0 pour tout q, voir [39] pour les preuves. L'information 
algébrique extraite de la structure cubique donnée peut être exprimée comme un complexe de 
chaine fini et libre (C,d) qui est une séquence de groupes abéliens connectés par les 
frontières, donné par 
0 >C„(7C)... > C k { K )  — > C k _ x ( / Q  ô*~< >...C0(/C)—^>0 
Dans le sillage de la définition de l'opérateur de bord on définit les deux groupes suivants : 
Zk(JQ := ker(<9 : Ck -> Ck ,) = {ceCk:ôc = 0} 
qui est le groupe des A-cycles de K,, et 
Bk (/Q = Im(ô : Ck -> Ct_,) = {c g Q : 3c' g Ct+1,c - 5c'} 
qui est le groupe des A-bords de K, 
On a : B k (K)  c zZ k ( JC)czC k (/C) 
Enfin, à chaque cycle ceZk(K.) est associée sa classe d'homologie 
c + Bk(/C) = {c+b:beBk(/C)}. Deux cycles c et c' seront donc homologues si et seulement 
s i3beB k ( tQ:c '  =  c+b .  
2.5 Les groupes d'homologie 
Tel que présentée précédemment, l'homologie assigne à tout espace topologique X une 
séquence de groupes abéliens (//„ (^)) possédant les propriétés suivantes : 
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1. Fonctorialité. Pour toute fonction f : X — * Y  est associée une séquence 
d'homomorphismes induits f, :Hn[X) —> (y), n > 0, tels que (g°/),=g.°/. et 
i'x ). ~ (x) °ù h est 'a fonction identité dans X. Notons que certains texts 
standards utilisent la notation #„ (/) au lieu de /.. 
2. Invariance homotopique. Si f , g :X -*Y  sont homotopiques, alors /. = g.. 
Le £ieme groupe d'homologie du complexe K, décrivant l'objet X est donné par le groupe 
quotient: 
Les nombres de Betti de K, seront ensuite donnés par : Pk(JC) = Rang{Hk(JC)). 
Lemmede l'invariance topologique: Si /CetK! sont deux complexes dont les supports 
sont homéomorphes, alors leurs groupes d'homologie sont isomorphes et leurs nombres de 
Betti sont égaux. Ce résultat reste vrai si les supports de /Cet fC'ont le même type 
d'homotopie. 
Considérons, pour poursuivre notre illustration, la Figure 2.5 et notons par Xt les objets 
décrits dans les figures Figure 2.5(/) avec i = a,b,c,d,e. La Figure 2.5(a) est composée d'un 
point libre et d'un segment de droite, aucun trou n'apparaît ni aucune cavité, ce qui implique 
les groupes d'homologie suivants: H0(Xa)^ Z2(2 composantes connexes), 
Hx{Xa) = 0(nombre de tunnels indépendants), H2(Xa) = 0(nombre de cavités). Et les 
nombres de Betti seront (/?„(X a ) , f 3 x (X a ),P 2 (X a )) = (2,0,0) 




Figure 2.5 - Différents scénarios pour illustrer le calcul des groupes d'homologie 
H 0 {X C )  =  Z2, H^(X c )  = 0(si on inclus l'intérieur du triangle dans l'objet X c ,  le tunnel 
disparaît),H2(Xb) s 0. Avec (/30(Xc),fi(Xc),/32(Xc)) = (2,0,0). 
H 0 (X d )  = Z, H^Xj )  = Z2 (Apparition d'un deuxième tunnel), H 2  (X d  )  =  0 .  Avec 
{P0{Xd),{}x{Xd),P2{Xd)) = { 1,2,0). 
H 0 (X e )  =  Z ,  Hi (X e )  =  0,  H 2 {X e )  =  Z (ici l'objet inclus les faces grisées mais est vide à 
l'intérieur ce qui crée une cavité). Avec (/?0(^),(Xe),/32(Xe)) = (1,0,1). 
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2.6 Calcul d'homologie 
2.6.1 Méthode classique 
La méthode classique de calcul d'homologie et des nombres de Betti passe par le calcul de 
matrices dites d'incidence qui expriment l'opérateur de bord par rapport aux bases 
canoniques. Cette méthode est illustrée dans l'exemple suivant : 
Soit la forme dans le plan suivant : 
v4 ©4 
e1 s1 ^ 
v3 
S?3 
v1 e2 v2 
Figure 2.6 
Il est évident que ô o =0 (puisque C_, =0) et donc Z 0 -C 0 .  On aura ainsi 
•0—^C2=Z—^->C, =Z4—a-^C0=Z4—£^->0-
ô, peut s'écrire sous la forme d'une matrice en mettant les arêtes en colonnes et les sommets 
en lignes, ce qui donne : 
el e2 e3 e4 
vl f-1 -1 0 0' 
v2 0 1 -1 0 
v3 0 0 1 1 
v4 0 0 
-h 
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Pareil pour d2, ou on met les arêtes en lignes et l'unique surface en colonne: 
si 
Notons que le signe des éléments de la matrice est positif ou négatif selon que l'orientation de 
l'arête soit compatible à celle de l'objet ou pas. On calcule ensuite les groupes Zk, Bk avec 
Notre complexe est donc équivalent à un carré plein avec une composante connexe et 0 
tunnels indépendants. Rappelons que le Kernel (ou noyau) noté ker d'une matrice A consiste 
en l'ensemble de tous les vecteurs x ~{x{,x2,...xn) pour qui A\ = 0 avec A : Rm —>M" et 
x e Rm. L'image de la matrice A, quant à elle, notée Im est l'ensemble de tous les vecteurs de 
R" qui sont égaux à Ax. Autrement dit 1mA est l'ensemble des vecteurs 
y = (y],y2,-• -y„) e R" pour lesquels le système d'équations Ax = y admet une solution. 
2.6.2 Méthode de calcul par la réduction 
2.6.2.1 Effondrement (écroulement) élémentaire 
Le lecteur aura sûrement remarqué que même un ensemble cubique très simple peut contenir 
un grand nombre de cubes élémentaires, ce qui alourdira considérablement le temps de 
calcul surtout lors des opérations sur les matrices et des groupes Zk et Bk. Nous présenterons 
donc ici une méthode qui vise à réduire le nombre de cubes élémentaires servant à calculer 
l'homologie du groupe. Pour ce, affinons un peu plus le concept de faces propres (cf. 
k = 0,1 : 
Et 
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définition 2.11) mais cette fois-ci dans le contexte d'ensembles cubiques au lieu de cubes 
élémentaires. 
Définition 2.16 Soit l'ensemble cubique X et IC(X)  le complexe cubique qui lui est associé. 
Soit aussi QeJC(X), si Q n'est face propre d'aucun P e KL{X), alors Q est dite face 
maximale dans X. /CIliax (X) sera l'ensemble des faces maximales dans X. Une face qui est 
face propre d'exactement un seul cube dans X sera dite face libre dans X. 
Définition 2.17 Soit Q une face propre dans X et soit P l'unique cube dans IC(X)  tel que Q 
est une face propre de P. Soit IC'(X) := JC(X) \ {Q,P}. On définit 
X':= U R 
R e K ' ( X )  
Alors X' est un espace cubique obtenu à partir de X via un effondrement élémentaire de P 
pa r  Q.  En  p lus ,  on  peu t  p rouve r  que  JC(X ' )  =  K!{X) .  
Exemple 2.2 Soit X = [0,l]x[0,l]cK2 (Figure 2.7 [37]). Alors 
K 7 (X )  =  { [0 , l ] x [0 , \ ] } ,  
^ ( z )  =  { [ 0 ] x [ 0 , 1 ] , [ 1 ] x [ 0 , 1 ] , [ 0 , 1 ] x [ 0 ] , ;  .  ;  [ l ] } ,  
^(X) = {[0]x[0],[0]x[l],[l]x[0],[l]x[l]}. 
Il y a quatre faces libres dans X i.e. les éléments de K^{X) ,  Soit Q = [0,l]x[l], alors Q est 
face propre de P[0, l] x [0, l]. 
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L'ensemble cubique Xc R2 L'ensemble cubique X-cR2 
0 1 
A 
L'ensemble cubique X"c R 
0 1 





0  1  2 - 1  0  1  
Figure 2.7 - Séquence d'effondrements élémentaires de [0,l] x[0,l] c: M2 
Si on pose X' comme l'espace cubique obtenu à partir de X par l'effondrement de P par Q, 
alors *'=[0]x[0,l]U[l]x[0,l]U[0,l]x[0] et: 
^(X') = {[0]x[0,l],[l]x[0,i],[0,l]x[0]} 
^m = {[0]x[0],[0]x[l],[l]x[0],[l]x[l]} 
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Observons que les faces libres de X' sont différentes de celles de X. En particulier, [0]x [l] et 
[l]x[l] qui sont des faces libres avec [0]x[l] face propre de [0]x[0,l]. X" sera l'espace 
obtenu par l'effondrement de [0]x[0,l] par [0]x[l] et : 
*;(AT*) = {[l]x[0,l],[0,l]x[0]} 
*i(X-) = {[0]x[0],[l]x[0],[l]x[l]} 
Même chose pour X" ,  où l'effondrement de [l]x[0,l] par [l]x[l] donnera X m  pour qui : 
£,(*") = {[0,l]x[0]} 
K;(JT-) = {[0]x[0],[l]x[0]} 
Un effondrement final de [0,l]x[0] par [l]x[0] résultera en un point unique X"" - [0]x[o]. 
Ainsi, et à travers ce processus nous aurons réduit un 2-cube contenant 9 cubes élémentaires 
en un complexe cubique consistant en un sommet unique. Il a été prouvé, par ailleurs, que 
deux complexes cubiques reliés par un effondrement élémentaire auront la même homologie. 
Théorème 2.1 Soit X un ensemble cubique et X' obtenu à partir de X via un effondrement de 
P0 e/Q(X) par e /Q_,(X). Alors 
H,(X ' ) ^H , (X) .  
Corollaire Soit Y c X deux ensembles cubiques. En supposant que Y peut être obtenu à 
partir de X via une série d'effondrements élémentaires. Alors 
H,(Y )  =  H . (X) .  
2.6.2.2 Méthode de réduction 
Cette méthode généralise l'idée de l'effondrement élémentaire des groupes élémentaires aux 
groupes de chaînes élémentaires [46-50]. Ainsi on désire maintenant réduire la taille du 
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complexe de chaîne utilisé pour calculer l'homologie, ce qui résulte en l'algorithme CCR 
« Chain Complex Réduction »[37] dont on présentera une version simplifiée. Le principe 
algébrique est le suivant : 
Considérons le complexe de chaînes libre (C,d) donné par 
0 >C„ Stâ->Ck+l >Ck — > •  •  - C 0  — ^ 0  
Pour chaque k, on associe une base Ek pour Ck (formée uniquement de ^-chaînes 
élémentaires) on définit ensuite la forme bilinéaire suivante 
C k  xQ —> Z sur les générateurs u ,veE k  par : 
.  .  \ l  s i  u - v  {u , v ) -<  
x 
' [0 sinon. 
S o i t  / w e | l , ,  AeE m  et a e EmA tels que a soit une face propre de A, on pourra donc 
écrire 
d m A =  Aa  +  r ,  avec A =  ± \  m ' 
On effectue par la suite une réduction locale du complexe, ce qui revient à : 
• Supprimer^ de Em et a de Em_x de telle façon à préserver l'homologie de (C,ô). 
• Définir un complexe de chaînes réduit (C,ô) avec une nouvelle base 
£*:= 
E k  si k  ï  m- \ ,m  
s i  k  =  m-1  
E m  \  {A}  s i  k -  m  
et l'opérateur de frontière réduit d 
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d k v  si k ^ m , m  +  \  
d k v - A "1 ( d k v , a ) d k A  s i  k  —  m  
dkv-(ôkv,A)A si k = m +1 
Théorème 2.2 ( C ,  d j  est un complexe de chaînes libres et H ( C )  =  H ( C ) .  
Dans Figure 2.8, on présente une version plus formelle de l'algorithme [47]. 
Input: Base E 2  de 2-cellules 
Output: #trous et composantes connexes 
begin 
Crée bases E 0  et E t  ;  
while E 2  non vide 
choisir A  dans E 2 e t  une face propre a  dans E x  ;  
£,:=£,\W; 
endwhile; 





Figure 2.8 - Algorithme HOMOLOGY 
Avant de définir la procédure REDUCE ( ) , on note par T ( B )  l'ensemble de toutes les faces 
p r o p r e s  p o u r  V f ?  e  E { ,  e t  o n  n o t e  R ( a )  l ' e n s e m b l e  d e  t o u t e  l e s  c o f r o n t i e r e s  d e  a ,  V a  e E 0 .  
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Procédure REDUCE(A,a); 
for each B in do 
r(S):=[r(2?)U7X/i)]\{a}; 
endfor; 
for each b in do 
tf(è):=[tf(6)U*(a)]\{4; 
endfor; 
E ^ E ^ A } ;  
Ea := Eq \ {a\ ; 
end REDUCE; 
Figure 2.9 - Procédure REDUCEQ 
Pour un complexe planaire, cet algorithme est linéaire avec le nombre de générateurs. Pour 
un complexe de dimension m (avec m> 3 ), la complexité devient d'environ 0(n3) où n est 
l a  c a r d i n a l i t é  m a x i m a l e  d e s  b a s e s  d e  g é n é r a t e u r s  d e  t o u t e s  l e s  d i m e n s i o n s  s u p é r i e u r e s  à  m .  
Cependant, avec un choix judicieux des générateurs, l'on peut diminuer cette complexité à 
0(n2 log«). 
2.7 Homologie relative 
On peut étendre les définitions précédentes de l'homologie à une paire d'espaces ( X , A )  avec 
AçzX. L'idée est d'ignorer tout générateur dans A. Plus précisément, les groupes 
d'homologie relative sont définis tels qui suit. Soit Cn(X,A) le groupe quotient 
C n ( X ) j C n ( A ) .  I l  s ' e n  s u i t  q u e  t o u t e s  l e s  n - c h a i n e s  d a n s  A  s e r o n t  t r i v i a l e s  d a n s  C n ( X , A ) .  
Etant donné que la fonction frontière d : Cn(X) ^  Cn^(X) va de Cn(A) à Cn_t(A), elle 
induit une fonction de frontière quotient ô:Cn(X,A) —>Cn_i(X,A). En variant n, on obtient 
une séquence de fonctions frontière 
70 
La relation d°d - 0 reste valable pour ces fonctions frontière vu que elle l'était déjà avant de 
passer aux groupes quotients. On a donc un complexe de chaînes et les groupes d'homologie 
kerS/Imd de ce complexe de chaînes seront par définition les groupes d'homologie relative 
Hn(X,A). A partir de la définition de la fonction de frontière relative, on peut voir que : 
1. Les groupes d'homologie H n ( X , A )  sont représentés par des cycles relatifs : les n -
c h a i n e s  a  e  C n ( X )  t e l l e s  q u e  ô a  e  C n  , ( A ) .  
2. Un cycle relatif a  est trivial dans H n ( X , A )  si et seulement si il est une frontiere 
t r i v i a l e  :  a - d f i  +  y  p o u r  u n  c e r t a i n  p  e  C „ + l ( X )  e t  /  e  C n ( A ) .  
Ces propriétés rendent plus précise l'idée intuitive selon laquelle H n ( X , A )  serait 
Yhomologie de Xmodulo A et que l'on illustre dans l'exemple suivant. 
Exemple 2.3 Soit X le complexe de la Figure 2.10 (a) dont l'espace sous jacent est 
l'intervalle et soit A le sous-complexe consistant en la frontière de cet intervalle. Il est, dès 
lors, facile de voir que la 1-chaine c-e est un 1-cycle relatif de X modulo A et que tout 1-
cycle de X modulo A est forcément un multiple de c. Etant donné qu'il n'y a pas de frontières 
en dimension 1, il s'en suit que Hx (X, A) - Z. Et vu que toute 0-chaine dans X est aussi dan 
A, on aura donc H0(X,A) = 0. Considérons à présent le complexe X dans la Figure 2.10(b) 
consistant en l'intervalle et le point et soit A la frontière de l'intervalle. Pour des raisons 
similaires à celles dans (a), on aura H] (X, A)-Z. On peut observer que les 0-chaines basées 
sur les sommets V 0  et V i  sont dans A  et ne mènent à aucun générateur dans l'homologie 
relative, les 0-chaines multiples de V2 ne sont pas dans A et ne sont frontières d'aucune 1-
chaine. Il s'en suit qu'à partir de la définition de l'homologie relative, V2 est générateur 
d ' u n e  c l a s s e  d ' h o m o l o g i e  r e l a t i v e .  E t  a i n s i  H 0 ( X , A )  =  Z .  
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(a) (b) 
Figure 2.10 - L'intuition derrière l'homologie relative 
Il arrive parfois qu'en ignorant la structure de A  on obtient de l'information sur X .  
Ainsi, et tel qu'illustré dans l'exemple précèdent, le rang du groupe d'homologie relative de 
n i v e a u  z é r o  H 0 ( X , A )  d o n n e  l e  n o m b r e  d e  c o m p o s a n t e s  d a n s  X q u i  n ' i n t e r s e c t e n t  p a s  a v e c  A .  
On obtient des groupes d'homologie réduite en réduisant H0 d'un générateur. Ces groupes 
sont dénotés H* et ils sont reliés aux groupe d'homologie relative comme ceci : 
H*(X) = Hi{X,{p}') où p est n'importe quel point de X. Pour certaines paires d'espaces 
(X,A) (voir [43], proposition 2.22), les groupes d'homologie réduite permettent de donner 
une meilleure interprétation des groupes d'homologie relative. On rappelle qu'étant donné un 
espace topologique X et un sous-espace A de X, on peut identifier tous les points dans A à une 
classe d'équivalence unique et laisser les points en dehors de A équivalents à eux même. 
L'espace quotient résultant dénoté X/A, dans lequel A sera identifié à un seul point. Pour 
certaines paires (X, A), il est prouvé dans [43] que 
H n  { X ,  A )  =  H n  ( X / A , [ A ] )  =  H # „  (X / A ), pout tout n .  
Les groupes d'homologie sont calculés en utilisant les algorithmes dans [47,48,49,50]. De 
légères modifications aux algorithmes d'homologie dans ces références nous permettent de 
calculer d'une manière très efficace les groupes d'homologie relative. L'homologie calculée 
avec des coefficients entiers peut produire des coefficients de torsion tel que l'on peut voir à 




Figure 2.11- Les groupes d'homologie dans le complexe (a) modulo les sommets V 0  et V {  
sont isomorphes aux groupes d'homologie réduite de l'espace quotient dans (b) duquel on 
peut directement voir que H0 (X,À) = 0 et Hx (X,A) - Z 
Les groupes d'homologie calculés avec des coefficients appartenant à un intervalle ne 
produisent, par contre, pas de coefficients de torsion et sont en fait des espaces vectoriels. 
Etant donné que les objets en 2D et 3D n'ont pas de torsion, il suffit d'utiliser les groupes 
d'homologie sur un domaine. Dans ce qui suit nous utiliserons les groupes d'homologie avec 
des coefficients réels. 
2.8 La suite exacte d'homologie d'une paire 
Tel que mentionné précédemment, une des utilités de l'homologie relative est de donner de 
l'information au sujet des groupes d'homologie absolus. La meilleure façon pour formuler la 
relation entre les groupe d'homologie relative Hn(X,A) et les groupes absolus Hn(X) et 
H n ( X )  sera à travers le concept de suite exacte d'homologie d'une paire , concept introduit 
par Eilenberg. 
Définition 2.18 Une suite de groupes et homomorphismes 
A  h  
.. . —y G|  —• G2 — ^  G y . . .  
est dite être exacte à G 2  si image/ = kernel f 2  
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Si elle est exacte partout, elle sera dite suite exacte. Une longue suite exacte est une suite 
exacte dont l'ensemble des indices est l'ensemble des entiers. 
Théorème 2.3 Soit le complexe X  et A  un sous-complexe. Il existe alors une longue suite 
exacte 
u n, ô, 
. . . ^ H p ( A ) ^ > H p ( X ) - > - H p ( X , A ) - > H p _ , ( A ) . . .  
où i : A ^ > X  et n  : ( X , 0 ) - > ( X , A )  sont des inclusions et ô .  est induite par l'opérateur de 
frontière d et appelée homéomorphisme de frontière d'homologie. La preuve de ce théorème 
est de nature algébrique et peut être trouvée dans [41]. 
Proposition 2.1 Soit A  un retract de déformation de X . Alors, le groupe d'homologie 
r e l a t i v e  H p ( X , A )  =  0  p o u r  t o u t  p e N .  
Preuve. Supposons que A soit une retract de déformation de X. On aura donc à partir de la 
d é f i n i t i o n  d e  l a  d é f o r m a t i o n - r é t r a c t i o n ,  o n  d é d u i t  t o u t  d e  s u i t e  q u e  l ' i n c l u s i o n  i : A — > X  
induit un isomorphisme i. : H, (À) —> H, (X) en homologie vu que r o /' est égal à la fonction 
i d e n t i t é  s u r  A ,  e t  i ° r  e s t  h o m o t o p i q u e  , à  l ' i d e n t i t é  d e  X .  
À partir de la séquence exacte de la paire (X ,  A ) ,  il s'en suit que pour tout p  
kerïr, = Im/, = Hp (X) 
Ainsi 7i. disparait sur H p{X). D'un autre coté, vu que 
kerS. = Im/r. =0 et Imô. = kerz. =0 
Il s'ensuit immédiatement que ô ,  est injective est disparait sur H p  ( X , A ) , pour tout p  e N. 
O n  a  d o n c  H p  ( X ,  A )  =  0  p o u r  t o u t  p  e  N .  
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2.9 La séquence exacte d'homologie d'un triplet 
Une généralisation facile de la longue séquence exacte d'une paire donnera la longue 
séquence exacte d'un triplet qui s'avère très utile car elle établira des propriétés de notre 
descripteur de forme (chapitre 3). 
Définition 2.19 Etant donné le triplet d'espaces (X , A , B ) avec X  zd B ,  on aura une 
courte séquence exacte de complexes de chaînes 
Q  ?  C ( A ; R) ^C(X;R) ^ C ( X ; R )  ) Q  
C(B; M) C(B\R) C(^;R) 
où i: { A , B )cz( X , B )  et j :(X , B ) œ( X , A )  sont des inclusions canoniques. Ceci nous 
amène à la séquence exacte d'homologie d'un triplet 
où i ,  et j .  sont respectivement induits par les inclusions canoniques i , j  et ô ,  est 
l'homomorphisme de connexion (voir [41,42] pour plus de détails sur ces constructions). 
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2.10Théorie de Morse en imagerie 
La théorie de Morse est une partie de l'algèbre topologique. Elle s'intéresse aux effets des 
points critiques sur la topologie d'un ensemble. C'est pour cela que nous nous proposons de 
présenter, très rapidement, des notions d'algèbre topologique qui nous semblent utiles aux 
lecteurs pour la compréhension de la suite. 
2.10.1 Points critiques et fonctions de Morse 
Soit / une fonction réelle et différentiable sur la variété M Un point p & M  est critique si et 
seulement si ses dérivées par rapport à un système de coordonnées locales sur M sont nulles 
ou tendent vers zéro. 
Plus spécifiquement, étant donné que M  est une variété lisse de dimension n  , alors 
pour tout point peM. Il existe une correspondance point-à-point différentiable g entre un 
voisinage dans M  et un sous-ensemble ouvert de M" telle que : g ( p ) = x = ( x l , x 2 , . . . , x n ) .  Le 
point peM sera critique dans/ si le gradient : 
V/ = à f ° g ' \ x )  d f ° g ~ l ( x )  d f ° g ~ \ x ) ^  
v dx, dx, 
= 0 
» y 
La théorie de Morse s'intéresse plus particulièrement aux points critiques non-dégénérés. De 






Ce Hessien, disons nous, aura un déterminant non-nul. Et vu que d 2 f  f d x t d x j  = d 2 f / d x j d x l ,  
la matrice sera symétrique. Soient À l < À 2 < - - - < Â n  les valeurs propres de V ( f ) ,  si une de ces 
valeurs propres est nulle, le point critique est dégénéré sinon il sera appelé non-dégénéré. 
Définition 2.20 Une fonction lisse / : M  —» M est une fonction de Morse si tous ses points 
critiques, sont non-dégénérés, c'est à dire que près d'un point critique p, il existe un système 
de coordonnées localesjcw), dans lequel la matrice du Hessien de /en p est non-
singulière (c.-à-d. possède un inverse)[45,51]. Les Figure 2.12 et Figure 2.13 illustrent 
quelques exemples de points critiques dégénérés et non-dégénérés. 
Figure 2.13 - Exemples (a) : points critiques dégénérés, (b) : points critiques non- dégénérés 
Figure 2.12 - (p (x) = x3 a un point critique dégénéré en 0. 
(a) (b) 
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À chaque point critique p  non-dégénéré est associé un invariant, que Morse a appelé l'indice 
de / en p ,  et dénoté Cet indice est défini comme le nombre de valeurs propres 
négatives du Hessien V(f) et correspond à la dimension de la variété instable 
W "  ( p )  =  j<7 e  M  lim y / ( t ,  q )  = /?j où y  : M x M —> M  dénote le flot du gradient négatif de f .  
Intuitivement parlant, l'indice de Morse d'un point critique p  est le nombre de directions 
indépendantes autour de p dans lesquelles / diminue. La Figure 2.14 illustre cette notion 
d ' i n d i c e  d ' u n  p o i n t  c r i t i q u e  s e l o n  l a  d i m e n s i o n  d e  l a  v a r i é t é  i n s t a b l e  W " ( p ) .  
À ( p ) = 2  
/ 




























Figure 2.14 - Exemple de l'indice d'un point critique selon la dimension de sa variété instable 
2.10.2Lemme de Morse 
Le lemme de Morse est une affirmation très puissante sur le comportement des fonctions 
autour de points critiques non-dégénérés. Il stipule que le voisinage d'un point critique non-
dégénéré peut être déformé en un voisinage d'un point critique non-dégénéré d'une fonction 
quadratique cette fois-ci. En d'autres termes, la première fonction agira comme une fonction 
quadratique dans ce voisinage, peut importe sa véritable classe, et le type de cette fonction 
quadratique sera déterminé par l'index du point critique en question. 
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Lemme Soit p  un point critique non-dégénéré de/ avec A  comme index, il existera alors un 
s y s t è m e  d e  c o o r d o n n é e s  l o c a l e s  ( j y ,  ( x ) ,  y 2  ( x ) , . . . ,  ( x ) )  d a n s  u n  v o i s i n a g e  U  d e  p  a v e c  p  
comme origine et 
/ ( * ) = / ( / > ) - M * ) 2 - y i i x f  y x ( x f  + y x J x ) 2 + - - - + y n ( x ) 2  
Pour la preuve de ce lemme voir [51]. La théorie de Morse s'intéresse donc à déterminer le 
type d'homotopie d'une forme en se basant sur ses points critiques. Un exemple classique 
[52] démontre les effets des points critiques sur l'homotopie, en observant la portion d'un 
tore en dessous d'un plan de coupe pendant que ce plan bouge à travers le tore vers le haut. 
Un effet similaire peut être observé en plongeant un beigne dans une tasse de café comme 
dans les figures Figure 2.15et Figure 2.16. 
Soit M une variété de dimension 2 qui décrit la surface du tore et soit f ( p )  la fonction qui 
retourne la hauteur du point peM. En posant le bas du tore comme la hauteur 0 et le 
sommet comme hauteur 1. Notons M" les points p e M tels que f(p) < a , ces points sont 
la partie du tore de hauteur inférieur ou égale à a. Au fur et à mesure que le plan de coupe se 
déplace vers le haut, la figure 2.16 montre les changements dans la topologie du tore. Ces 
changements peuvent être décris par le processus d'attachement d'une ^-cellule appropriée à 
la surface tronquée et ce à chaque étape (cf. section 2.10.3). On remarque que la dimension 




Figure 2.15 - Plonger un beigne dans une tasse de café, (b) des que le beigne touche la surface su café, 
la portion de sa surface immergée change de l'ensemble vide à une forme homéomorphe au disque, 
(c) à l'instant où le café atteint le trou du beigne, la topologie de la portion immergé change d'un 
disque à un cylindre tronqué comme dans (d). Àl'instant où le trou est immergé en entier comme 
dans (e), la topologie de la portion immergée change du cylindre tronqué à un tore tronqué comme 
dans (f). En relâchant le beigne, le café recouvrera tout le beigne, ce qui complétera la forme du tore 
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0 M I S  
O O  
M5* u. <& Mm* 
M1S kj. 9 
M15/16KJo'B2 
Figure 2.16 - les différentes classes d'homotopie du tore coupé 
2.10.3 Attacher une A-cellule 
Souvent, on peut « altérer » topologiquement un ensemble pour avoir la même classe 
d'homotopie qu'un autre ensemble. L'équivalence en homotopie est basée sur le nombre de 
composants et de trous dans l'ensemble. De fait, une disjonction ou une fusion va changer 
l'homotopie de l'ensemble en modifiant le nombre de composants. Une autre opération peut, 
elle aussi, changer le genre de l'ensemble, c'est l'attachement d'une fc-cellule. 
Un ensemble dans un espace euclidien est dit fermé s'il contient sa frontière. La fermeture de 
l'ensemble est l'union de cet ensemble avec sa frontière. Un ensemble est borné s'il est 
possible de l'entourer par une certaine sphère de rayon fini centrée à son origine (celle de 
l'ensemble). Ces deux notions combinent dans l'espace euclidien pour former la notion de 
compacité. 
Définition 2.21 Un ensemble A  c R" est compact s'il est borné et fermé. 
La boule fermée et la sphère sont des représentations typiques d'ensembles dans des espaces 
données. 
Définition 2.22 Une &-boule (fermée) est un ensemble de vecteurs £-dimensionnels de 
longueurs inférieures ou égales à 1. 
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B k  ={xeR* :||*||<l}. 
Définition 2.23 Une ^-sphère Sk est un ensemble de vecteurs de dimension (k+1) et de 
longueurs égales à 1. 
La frontière d'une £-boule dans R* est une -sphère. Une 0-boule est un point unique et 
sa frontière (dans M0 = {0}) est l'ensemble vide. On désigne communément la frontière d'une 
^ - c e l l u l e  e k  p a r  d e k .  
Enfin, si deux ensembles ne partagent pas la même classe d'équivalence homotopique, 
souvent l'un pourra être converti en l'autre à travers un processus d'attachement d'une ou 
plusieurs ^-cellules. 
Définition 2.24 Le processus d'attachement d'une ^-cellule à un ensemble Y  avec la 
transformation g : Sk Y est dénoté : 
et est obtenu en effectuant la somme topologique (union disjointe) de y et B k , ensuite on 
identifie chaque x g Sk~' avec g(x) e Y. 
Figure 2.17 - L'attachement d'une 1-cellule à une 5-boule conduit à une forme homotopique 
au tore. 
r l l g  B k  
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La Figure 2.17 décrit le processus d'attachement d'une A:-cellule ; L'ensemble Y  initial est 
dans ce cas une 3-boule. On attache une /-cellule en utilisant la fonction g pour identifier les 
deux points qui forment la frontière de sa 0-sphère (à la /-cellule) avec les points sur la 2-
sphère qui est la surface de la 3-boule. Cette /-cellule attachée est une déformation en 
rétraction de sa version plus épaisse, et la 5-boule avec cette version épaissie, attachées, sont 
homéomorphe au tore. 
2.10.4Théorèmes de Morse 
Théorème 2.4 [51] Soit une C2, soit a  < b  et supposons que l'ensemble 
/"' \a,b\ est compact et ne contient aucun point critique de/ alors M" est homéomorphe à 
M b .  
Ce théorème montre qu'un sous-ensemble d'une variété M" est topologiquement similaire à 
un sous-ensemble plus petit Mb czMa 5 s'il n'apparaît aucun point critique dans qui 
n'est pas déjà dans Mb (voir Figure 2.18). 
Théorème 2.5 Soit / : M  —> R une C2 et soit p  e M  un point critique non-dégénéré avec 
A comme indice. En posant /(p) -c et en supposant que / ' \c-e,c + e\ est compact et ne 
c o n t i e n t  a u c u n  p o i n t  c r i t i q u e  a u t r e  q u e  p  p o u r  u n  f > 0  d o n n é .  A l o r s  p o u r  t o u t  e  
suffisamment petit, l'ensemble Mc+e a le même type d'homotopie que Mc~e avec une X -
cellule attachée (Figure 2.19) : 
r£ïi'-£ 
q}p : ôeÀp -» Mc~" étant la fonction d'attachement de la cellule exp, elle consiste en une 
application continue, qui attache la A -cellule exp à Mc'c par le biais de sa frontière. Le 
nouvel espace résultant de l'opération d'attachement Mc'e eÀp, correspond à l'union 
disjointe de Mc~£ et ep quotientée par la relation d'équivalence qui identifie chaque point 
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.s* e dep avec (pp (5) e Mc ' . Notons que la fonction d'attachement <pp doit être définie pour 
tout xeôep, c'est-à-dire que la frontière de ep au complet doit être attachée à Mc~s [45]. 
- M "  
f  ' ([x,_y]) ne contient aucun point critique, alors M y  =  M x  et 
Mx est un rétract de déformation de My. 
Figure 2.18 - Exemple du théorème 2.4. 
m -  u4 < 
Contient un point critique d'indice , est homotopiquement équivalent à une 
cellule attachée à. 
Figure 2.19 - Exemple du théorème 2.5 
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En décomposant un tore en une union de cellules élémentaires, comme dans la Figure 2.20, 
on obtient une 0-cellule, deux /-cellule et une 2-cellule. Sachant que les groupes d'homologie 
des niveaux 0, / et 2 du tore sont respectivement isomorphes à Z1, Z2 et Z1, ceci soulève la 
question de savoir s'il existe un lien entre la décomposition en cellules élémentaires et les 
groupes d'homologie de M. Le théorème 2.6[51] permet d'établir ce lien, où l'attachement 
d'une X -cellule affecte les générateurs d'homologie réduite. Rappelons que l'homologie 
réduite, dénotée H*, est obtenue en réduisant H0 d'un générateur. 
U/. U, u« 
Dans cet exemple, le tore se décompose en l'union de quatre cellules élémentaires, 
soit une 0-cellule, deux /-cellules et une 2-cellule. 
Figure 2.20 - Exemple de la décomposition d'une variété en cellules 
élémentaires 
Théorème 2.6 Soient ï,jeM tels que x <y  et supposons que M y  =  M 1  e À ,  où ( p  est la 
fonction d'attachement de la A -cellule eÀ à l'ensemble Mx. Alors, 
1. Si £*;i,Â:*;i-l,alors H * k ( M y )  =  H * k ( M x ) .  
2 .  H t A M ^ H U M y ) .  
Im H^cp) 
3. =  H * ( M X  ) ® k e r  H À l ( ç > )  
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Ce théorème signifie que selon la nature de la fonction d'attachement < p , l'ajout de la A  -
cellule eÀ peut seulement affecter l'homologie des niveaux A et A-1. Quand c'est H*_v qui 
est affecté, la A-cellule rend équivalents deux générateurs du niveau A-1 et réduit le 
nombre de Betti J3À l de un. Voir la Figure 2.21 pour un exemple. 
Lorsque que c'est plutôt H * x  qui est affecté, la A  -cellule crée un nouveau générateur au 
niveau A et par conséquent incrémente le nombre de Betti fix de un. Voir la Figure 2.22 
pour un tel exemple. 
A(/>) = 1 => affecte H* (il/7)? 
Hq [m* J«Z (/cc de //*) 
I m H 0 ( f , ) ~ Z  
h;(M>)  « - « 0  
z 
(0 cc de H ) 
[<1\ 1 et [<?2] sont rendus équivalents sur le plan de l'homologie par l'ajout de e p .  Les 
générateurs d'homologie réduite au niveau 0, c.-à-d. les composantes connexes (cc), sont 
|
diminuées de un. Noter que les calculs sont faits au niveau de l'homologie réduite H  .  
Figure 2.21 - Exemple d'une A  -cellule élémentaire qui affecte l'homologie du niveau A  - 1 
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f f  
#f(jkT)«0 (0 tunnel) 
M  ^0(/,):HÎ(&i) -» hS( M * )  
-Af 
q 
=> Ker H0(fp)»Z, 
J => H*(Af)«0©Z« Z (1 tunnel) 
L'ajout de exp à M x  crée un générateur au niveau 1  pour M y .  
Figure 2.22 - Exemple d'une A  -cellule élémentaire qui affecte l'homologie du niveau X  
2.11 Conclusion 
Comme nous venons de le voir, la théorie de Morse permet d'établir le lien entre les points 
critiques d'une fonction définie sur une variété et la topologie de celle-ci. Ainsi, à chaque 
apparition d'un point critique d'indice X dans la fonction / on associe une A -cellule. La 
topologie de la variété étudiée et par la même son homologie, seront affectées par le type de 
cellule et la façon de l'attacher. C'est ces constats qui ont inspirés l'apparition du descripteur 
d e  M o r s e  q u i  u s e  d e  l ' é v o l u t i o n  d e s  g é n é r a t e u r s  d ' h o m o l o g i e  l o r s  d e s  d i f f é r e n t s  n i v e a u x  M x  
pour décrire la forme de l'objet étudié. 
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Chapitre 3 
Descripteur de forme basé sur la théorie de Morse 
3.1 Introduction 
Le lien établi par la théorie de Morse, entre la topologie d'une paire ( M y , M x )  et les points 
critiques situés entre ces deux niveaux, est à la base de l'idée qui a servi à concevoir le 
descripteur de forme basé sur la théorie de Morse. En effet, ce descripteur décrit 
l'information relative aux régions critiques d'une fonction de Morse définie sur une forme. Et 
ce, par le calcul des changements de topologie entre différents niveaux qui coïncident avec 
l'apparition ou la disparition de points critiques. Dans ce chapitre nous donnons une 
définition formelle de ce descripteur et nous en présentons les différentes propriétés. Nous 
explorons des moyens pour améliorer la distance de mesure et le choix des fonctions de 
Morse. Une dernière partie est consacrée à décrire une batterie de tests qu'on a appliqué. 
3.2 Descripteur de Morse 
Nous construisons une représentation topologique de la variété M  à partir de la relation entre 
le changement de topologie de M et les points critiques d'une fonction de Morse q> définie 
sur M La représentation sera donnée en terme de nombres Betti (les rangs de groupes 
d'homologie relative) d'une collection de paires de sous-ensembles de niveau (My,Mx) de 
( p  obtenus pour toutes les valeurs de l'intervalle / = rcâR(p(q),vttax(p{q) g e M  q ç . M  de valeurs de <p. 
D'une manière formelle notre descripteur appelé Descripteur de Morse est défini comme suit 
88 
Définition 3.1 Le Descripteur de Morse associé à la paire ( M , < p )  est la fonction 
MD^ : R2 x N —> N définie par : 
MD {x,y,k)JRa"s(H>(M,-M-'-R))- s,yelretx<y, 
[ 0 Sinon. 
Vu que M  est de dimension », alors pour tout x  <  y , seuls les groupes d'homologie relative 
H k ( M y , M x ; M) ayant 0< k < n  seront possiblement non-triviaux. L'intervalleest fini vu 
que M est compacte. Une discrétisation finie de l'intervalle I  (qui est fini puisque M  est 
compacte) produit suffisamment d'information topologique sur M  pour pouvoir construire 
une représentation de sa forme topologique. Ce qui nous permet de dire que cet outil peut etre 
utilisé dans la pratique comme montré dans la section suivante. 
MCMx.y.0) MCMx.r.1) WMx.y.2) 
I 1 1 1 1 1 1 M «« «g m 
(a) (b) (c) (d) 
Figure 3.1 - Exemple d'une variété bidimensionnelle et la fonction hauteur discrétisée en 
neuf niveaux, ainsi que le descripteur de Morse associé défini par trois matrices 
Exemple 3.1 La Figure 3.1 décrit une surface et les trois matrices représentant le descripteur 
de Morse MD?(xj,^), k = 0,1,2, tel que <p est la fonction hauteur sur la surface. Cette 
fonction hauteur est discrétisée de telle façon que le premier niveau est en dessous du 
minimum de la fonction. De cette manière le sous-groupe de niveau correspondant sera vide. 
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Les huit autres niveaux coïncideront avec l'apparition des huit points critiques de la fonction 
hauteur sur la surface. Dans la matrice (b), la première colonne donne le nombre de 
composantes dans les différents sous-groupes de niveau parcourus. Les entrées dans la 
seconde colonne correspondent aux nombres de composantes relatives dans les niveaux 
relatifs au niveau contenant le point critique p. En d'autres termes, les composantes 
différentes de celles générées par le premier point critique p. De même pour les tunnels et les 
cavités dans les matrices (c) et (d). 




Fonction de Morse Dnffrom EKpse Manice du MSD(x.y.l) 
Forme M avec la 
fonction Difffrom BSpse 
Figure 3.2 - Exemple d'une forme type contour et les matrices associées du descrpteur de 
forme MSD 
On a vu dans les théorèmes 2.5 et 2.6 (voir aussi [53]) que l'apparition d'un point critique p  
de <p avec A comme indice, entre les niveaux Mx et My correspond topologiquement à 
l'attachement d'une A  -cellule e '  par une fonction d'attachement f p  au niveau M x .  On y 
voit aussi une description homologique de cette transition topologique basée sur la fonction 
induite en homologie par la fonction d'attachement fp. Cette information est, cependant, 
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intrinsèque à l'évolution globale des groupes d'homologie H k  (A/x;R), xe/f tel que décrit 
dans [54], Dans un même contexte, où un unique point critique, d'indice A , est présent entre 
les niveaux Mx et My, le descripteur de Morse donnera une caractérisation plus affinée. En 
effet, par la propriété d'excision de l'homologie relative (voir [40], p. 82), on a 
H k  [ M y ,  M x  ; R) S H k  ( M x  ,  M x ; r) S H k  [ e x ,  d e x  ; M) 
^ JM, si k - k  
[0, sinon 
Ainsi, MDp (*,}>,&) = 1 si k  -  X  et MD^, ( x , y , k )  -  0 sinon. Dans un contexte plus général, 
le descripteur de Morse donnera directement une limite inférieure lors de la transition 
topologique entre n'importe quel paire de niveaux. En effet, en rajoutant un nouveau niveau 
Mz entre Mx et My, on peut engendrer plus d'information topologique. Plus précisément, 
on peut prouver le résultat suivant. 
Théorème 3.1 Soit le triplet ( My, M,, Mx ) de sous niveaux relatifs à une fonction de Morse 
(p: M —»E tels que M^çM^ My alors 
MD^M^MD^z^ + MD^z,^) VAeN 
Preuve. Le triplet ( My, Mz, Mx ) produit la séquence exacte d'homologie suivante 
Et vu que nous utilisons l'homologie avec des coefficients réels, tous les groupes d'homologie 
et d'homologie relative dans cette séquence sont des espaces vectoriels. De par l'exactitude 
même de celle-ci, on peut écrire, 
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Hk (A/,,Mx;R) s ker y.* ®imj.k 
= im i.k © ker (p.k (par exactitude) 
Etant donné que ker j.k et im j,k sont, respectivement, isomorphes à des sous-espaces des 
espaces vectoriels Hk{Mz,Mx\M) et Hk il s'en suit que 
M D p  ( x , y , k ) <  M D ^  ( x , z , k )  +  M D ^  ( z , y , k )  
3.3 Propriétés et calculabilité du descripteur de Morse 
La motivation première du développement du descripteur de Morse M D  est de l'utiliser 
c o m m e  u n  d e s c r i p t e u r  d e  f o r m e .  N o u s  d e v o n s  d o n c  s p é c i f i e r  s o u s  q u e l l e s  c o n d i t i o n s  l e  M D  
est invariant à des transformations rigides et à des changements d'échelles. 
3.3.1 Invariance 
Etant donné deux sous-variétés M  et N  de R" telles que N  =  T ( M ) ,  T  étant une 
transformation rigide ou d'échelle {T, en fait, est assimilé à un diffeomorphisme). Etant 
donné aussi h : M" -» M une fonction, on définira que h est invariante selon T si et seulement 
si h\M = fyy o T. On peut facilement établir que le MD possède les propriétés d'invariance de 
h. Plus précisément on donne la proposition suivante. 
Proposition 3.1 Soient Met N deux sous-^variétés fermées de M" telles que N  =  T [ M ) pour 
un certain diffeomorphisme T .  Soit h  : R" —>  R une fonction invariante sous T  et telle que 
/ = h^M et que g = h^N soient respectivement des fonctions de Morse sur M et N. Alors les 
descripteurs de Morse associés à la paire (M , f  ) et ( N , g )  coïncident. 
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Preuve. On rappelle que pour une paire (M,<p) consistant en une sous-variété fermée de 
M" et une fonction de Morse ( p  :  M  —> M, le descripteur de Morse sera décrit tel que dans la 
définition 3.1 par. 
M D y { x , y , k ) J Ra"8(Hk(My,Mx',RÏÏ, 
\ 0 Sinon. 
où, /„ min (p(q), max <p{q) qeM qeM . Observons que pour chaque q e N ,  il existe un unique 
p  & M  tel que q  - T ( p ) et donc f  ( p )  -  g  ° T  ( p )  =  g  ( q ) .  Il s'en suit que I f  - I g .  En plus 
et par la propriété d'invariance, on déduit que pour tout t e M, 
N f  = { q & N \ g ( q ) < t }  =  T { { p < E M \ f { p ) < t ] )  =  T ( M { )  
Ainsi, pour xjel avec y  e  I f  et x  <  y ,  T  va transformer de manière homéomorphe la 
paire (M[, ) en la paire (Mgy, Mgx ). Ce qui induit l'isomorphisme dans l'homologie 
relative suivant 
H k ( M y , M x \ m  =  H k { N y , N x - M ) ,  VA: g N 
I l  s ' e n s uit que MDr (jc,y , k )  = MDg(x, y, k) pour tout (jc, y,k) € M2 x N. 
En utilisant, donc, des fonctions de Morse invariantes à des transformations rigides et à des 
changements d'échelles, le descripteur de Morse MD dérivé va hériter de ces propriétés 
d'invariances et il pourra, ainsi, être considéré comme un descripteur de forme. On le 
renommera donc Descripteur de forme de Morse noté MSD (pour Morse Shape Descriptor). 
Remarque Plusieurs fonctions de Morse telles que la fonction hauteur et la distance à un 
point fixé (telle que la distance au centre de masse de la forme donnée) sont invariantes aux 
translations et aux rotations mais ne le sont pas aux changements d'échelle. Un moyen simple 
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de les rendre invariantes à cette transformation, tout en gardant l'invariance aux translations 
et aux rotations, serait de remplacer notre fonction <p par sa fonction normalisée 
correspondante 
0U Pmax et ^min sont respectivement le maximum et le minimum des (p. 
3.3.2 Relation avec des descripteurs topologiques connus 
En autorisant le choix de valeurs de x  telles que xcmin < p ( q )  et ainsi M x = 0, on qeM v / 
pourra inclure dans notre description les paires (My,0ainsi, 
H k ( M y , M x ; R )  =  H k ( M y , 0 ; R ^  =  H k ( M y ; R " )  pour tout k  e î i  et tout _y e/^. Le 
descripteur de Morse mesurera donc, lui aussi, l'évolution des groupes d'homologie de M tel 
que décrit dans [54], l'information ne sera, par contre, pas codée en une structure de graphe. 
Un autre descripteur topologique de variétés unidimensionnelles connu, relié à notre 
descripteur, est le concept de fonction de taille introduit dans [55,56]. Etant donné une paire 
(M,<p) telle que décrite avant et y une valeur réelle, un relation d'équivalence 7Zv est 
définie sur M tel que : deux points p et q seront ^-équivalents si p-q ou qu'il existe un 
c h e m i n  c o n t i n u  e n t r e  p  e t  q  e n t i è r e m e n t  c o n t e n u  d a n s  M y .  E t a n t  d o n n é  d e u x  v a l e u r s  r é e l l e s  x  
et y, la fonction de taille à valeurs entières du contour M consiste en le nombre de 
classes d'équivalence dans lesquelles l'ensemble M x  est divisé par la relation d'équivalence 
7Z . En d'autres termes, (x,y) est définie par +qo si y <x et comme étant le nombre de 
composantes connexes de l'ensemble My qui contient au moins un point de Mx, sinon. Des 
algorithmes de composantes connexes peuvent être utilisés pour le calcul de la fonction de 
t a i l l e .  À  c e t t e  f i n ,  l o r s q u e  y < x ,  l e  r a n g  d u  g r o u p e  d ' h o m o l o g i e  r e l a t i v e  H 0 ( M y , M x ; R }  
-qui est le nombre de composantes connexes de l'ensemble M  qui ne contiennent aucun 
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point de Mx - ce rang donc, pourra être utilisé. La fonction de taille sera donnée par la 
différence entre le rang du groupe d'homologie d'ordre 0 soit H0 et le groupe 
d'homologie relative, d'ordre 0 lui aussi, H 0 ( M y , M x ; R ) (voir [47]). 
En normalisant, les valeurs de q >  pour qu'elles appartiennent à l'intervalle [0,1], de 
telle façon que 0<mmç?(x), on peut écrire comme avant 
H 0  =  H 0  (MV,0;IR) =  H k  A/0; IR). Ainsi, la fonction de taille sera obtenue à 
partir du descripteur de Morse comme suit 
On peut voir notre descripteur tel un descripteur fonction de taille raffiné. Pour une 
variété à une dimension, notre descripteur donne exactement la même information que celle 
donnée par la fonction de taille. Malgré le fait que la théorie de la fonction de taille soit 
formulée, à l'origine, pour n'importe quelle variété, il n'y a pas de méthode formelle pour son 
calcul sur des formes de dimensions supérieures. 
Remarque Dans nos suppositions, nous avons imposé des variétés fermées (i.e., connexes, 
compactes et sans frontières) pour nous garantir de travailler sur des intervalles fermés qui 
seront les domaines de nos fonctions de Morse, et ainsi, nous garantir que les générateurs 
d'homologie seront directement reliés aux points critiques de nos fonctions de Morse. Dans 
les cas ou la variété possède une frontière, certains générateurs d'homologie seront reliés à 
celle-ci au lieu qu'à un point critique donné. En pratique, on pourra aussi gérer les surfaces 
connexes ouvertes et ce en exigeant de notre fonction de Morse d'avoir un domaine fini 
(délimité). La connexité garantit que les domaines soient des intervalles et l'ouverture 
garantie que les surfaces n'aient pas de frontières. Par exemple, pour des surfaces qui sont de 
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graphes de fonctions lisses à deux variables définies sur de domaines connexes et délimités, 
la seule frontière en question sera la frontière extérieure qui pourra être ignorée (où réduite à 
un point) pour obtenir une surface fermée. 
3.3.3 Calculabilité du MSD 
Un problème se pose lors d'expérimentations dans lesquelles nous calculons le MSD en 
utilisant des fonctions (qu'on appellera fonctions de mesure) qui ne sont pas nécessairement 
des fonctions de Morse. Notre première tentative d'étendre la définition du MSD à des 
fonctions continues a été d'utiliser la même approche que dans ([55], proposition 1.1). 
Une observation importante ici est que la combinaison de résultats classiques dans des 
analyses réelles et les résultats dans [51] (voir Corollaire 6.8) et [57] (voir Théorème 2.20), 
cette combinaison, disons-nous, montre que n'importe quelle fonction réelle et continue sur 
une variété fermée et lisse peut être approximée uniformément par une fonction de Morse. Il 
est démontré dans [57] que ceci peut être fait en appliquant des perturbations linéaires sur 
chaque système de cordonnées local de la variété. 
L'approche dans [55] peut être transcrite à notre problème en prouvant qu'étant donné 
deux fonctions de Morse f,g : M —> R telles que |/ -g\\^ < e, ou 
&-8l= t2ïï\ fW-g{mh 
les descripteurs de Morse associés aux paires (A/,/) et (M,g) seront proches d'une 
certaine manière. On pourrait, par exemple, essayer de prouver, comme dans [55], que pour 
tout xjeM avec x< y 
MSDr (x-£,y + £,k)< MSDg ( x,  y,  k ) < MSD/ [x +s,  y — £,k),  
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qui est la formule établie dans [55] pour les fonctions de taille. Pour le MSD pourtant, ces 
inégali tés ne sont pas généralement vraies,  à  moins d ' imposer certaines contraintes sur/et  g. 
Ce fait est illustré dans la figure suivante. 
*1, 
t f f  
(a) (b) 
Figure 3.3 - dans (a) il est facile de voir que MSD^ (x-s,y + e,0) = 1 alors que 
MSDg (x,_v,0) = 0. Dans (b) MSDr (x-e,y + £,0) = 0 alors que MSDg (x,_y,0) = 1. Mêmes 
observations à propos de MSD7 (x + e,y-e,0) et MSDg(x,>>,0). 
Observons, tout d'abord, que le MSD est défini pour toute fonction de mesure 
continue. L'unique intérêt dans l'utilisation de fonctions de mesure de Morse réside dans le 
fait que l'on peut construire une connexion entre le MSD et les points critiques de la fonction 
de mesure de Morse. Tel que mentionné précédemment, étant donné une fonction g : M —» M 
continue et définie sur une variété lisse, pour tout e > 0 , il existe une fonction de Morse 
/ : M —» R telle que \\f - g\\^ < e. Nous pouvons choisir un e très petit de sorte que les 
topologies des niveaux de / et g, dont la différence est de s , soient similaires. On aura donc 
le résultat suivant 
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Proposition 3.2 Supposons que M est une variété lisse et fermée, g : M —» M une fonction 
de mesure continue et f:M—une fonction de Morse telle que <f et pour tout 
xjeK avec x + e < y-s les niveaux M x  et M y seront des déformations-rétraction de 
MX+£ et Mv+£ respectivement, ainsi que les niveaux MX_E et MV_E seront, eux aussi, des 
déformations-rétraction des niveaux Mx et My, respectivement. On aura alors 
MSDr ( jc — s ,y + s,  k)  =MSDg ( x,  y,  k)  =MSD7 (x + £,y-s,k) .  
Preuve. Soit e > 0 tel que x + e < y - e. Il s'en suit que 
M* cz M s  cz M* cz M^ cz M s  cz 
*  * x -e  x  w  x  * x+e  — A  *  y -e  y  y+e  
A partir du triplet M f  z> M z z >  M K x  on pourra produire la séquence exacte 
d'homologie suivante 
Vu que MSY  est une déformation-rétraction de MY+E , il s'en suit par la proposition 2.1 que 
Hk+l ) et Hk ) sont des groupes triviaux. Par exactitude, on a 
ker i,k = '\md.k =0 et que imi.k - ker j.k = Hk ) 
Il s'en suit que i,k est un isomorphisme pour tout k e N et ainsi 
Les mêmes arguments appliqués au triplet M f y + e  3 Aff zz> M s x_ e  donneront la relation 
( M'„, Ml, ) = H, «,, M; ), 
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Et finalement le fait que 
démontre la première égalité de la proposition. En utilisant des arguments similaires, on 
pourra prouver que 
ce qui démontre la seconde égalité de la proposition. 
Notons que certaines simplifications peuvent être déduites sur une variété, notamment selon 
la proposition suivante 
Proposition 3.3 Soit (My,M:,Mx} un triplet de complexes tels que Mx çM;ç My et 
cp : M —> M une fonction de Morse. Si Hk [MyMz ) = 0, VA: e N, alors 
MSD<p(x,y,k) = MSD(p(x,z,k). Pareillement, si HK (M7MX) s0, V& eN, alors 
MSDy(x,y,k) = MSD v(z,y,k) .  
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3.4 Algorithme 
L'algorithme utilisé pour calculer le descripteur de Morse donne en terme de temps de calcul 
un ordre de 0(7V2) calculs d'homologie relative où N spécifie la résolution des matrices du 
MSDp .  
Entrées: Ai: complexe cubique 
Ç : function de Morse discrète sur M 
N : resolution de 
Sorties: descripteur de Morse pour la forme discretisé 
pour X e {0,...,dim(Af)} faire 
0; 
dç><— (^max - <pmi" )/N ; 
pour jusqu'à (<p™,N -l) par incrément de (dç, 1) 
faire 
pour (x,x)4-(^mn,0) jusqu'à {y,y) par incrément de {d(p,  l) faire 
* I S D j  ( x ,  y ,  A )  < —  R a n g  H À  ( M y , M x )  ;  
Algorithme de calcul du descripteur de Morse pour la forme 
Notons qu'en modifiant l'ordre de parcours des paires i yM y ,  j, on pourra pleinement 
profiter des simplifications de calcul que nous offre la proposition 3.3 qui se produisent 
lorsqu'une des paires (M'.M1) ou est triviale. 
3.5 Mesure de distance 
Soient M et N les deux complexes cubiques à comparer. Et soient MSD" et MSD% leurs 
descripteurs de Morse respectifs. En considérant que la fonction de Morse <p est normalisée 
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pour produire ses valeurs dans l'intervalle ouvert (0,1), une distance T)^ peut être alors 
définie comme suit 
dim ( n-1 n-1 ^ 
VmD(hGD% ,MD») = Y\ YX\MSD" 
A=0 ^ >=0 /'=0 J 
Outre le problème de la persistance des points critiques qui sera adressé dans un prochain 
paragraphe, cette distance nous pose le problème de sa sensibilité au bruit, dont une des 
principales conséquences est l'apparition de valeurs aberrantes ou extrêmes dans certaines 
cases des matrices. Ce problème fausse la comparaison, ce qui nous a poussé à vouloir 
éliminer le poids des ces valeurs aberrantes en pondérant chaque case utilisée dans le calcul 
des différences, par un facteur qui sanctionnerait les valeurs aberrantes et ce, selon la 
méthode de calcul suivante 
• Calculer la valeur médiane de chaque vecteur des matrices. 
• Pondérer chaque élément de matrice xj dans le calcul de la différence par 
/\xt - Mediane| ' 
Illustrons cette méthode en l'appliquant sur un exemple 
'X| x4 X7n y4 y S 
Exemple pour les deux matrices de dimensions 3 A = *2 *5 *8 et B = y2 y5 y« 
,*3 *6 *9, ^3 y6 y*> 
on calcule les six valeurs médianes des vecteurs colonne Me\ - Mediane(xl,x2,x3), 
Me\ = Mediane( y t ,  y2 ,  y }  ) ,  Mef = Mediane( x4  ,x5 ,x6) ,  Me\ = Mediane(y4 ,  y5 ,  yb  ) ,  
A/ef = Mediane^Xj, xt, Xg) et Me\ - Medianeiy-,,yt,yg). 
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y - M e * 
/ 
avec & = 1 pour z = 1;3, A: = 2 pour i  =  4;6 et A: = 3 pour i - 6 ; 9 .  On sanctionnera de cette 
façon les valeurs extrêmes en réduisant leurs poids dans le calcul de la différence. 
Problème de la persistance 
On peut intuitivement deviner que les points critiques de (p n'ont pas tous la même 
contribution dans le calcul des distances. La contribution de chacun, est proportionnelle à son 
importance relative par rapport à celles des autres points critiques. L'importance relative d'un 
point critique peut être définie comme, le degré du lissage de la forme requis, pour qu'il 
disparaisse. La Figure 3.4 [45] illustre deux exemples de cette notion de persistance. 
faible persistance 
P 
/M forte " perùstisce 
(b> 
Figure 3.4 - Exemple de la notion de persistance 
Bien qu'elle donne des résultats très concluants, notre distance ne traite pas ce problème et 
donne ainsi la même contribution aux points p et q de la Figure 3.5, alors que leurs 
importances relatives (persistances) sont différentes. Mais le traitement de la persistance est 
davantage une volonté d'optimisation qu'un réel problème structurel dans notre cas 
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<p 
Figure 3.5 - Exemple de la persistance versus contribution. 
S'inspirant de la définition de l'importance relative d'un point critique, nous avons pensé à 
associer à celui-ci une pondération normalisée, équivalente au nombre de lissages nécessaires 
pour faire disparaître ce point critique. Ce traitement, dépendant de la résolution des matrices, 
serait effectué comme prétraitement sur chaque image de la base de données. Mais il s'avère 
qu'étant donné le nombre de points critiques à traiter, même à de faibles résolutions, le coût 
en terme de temps de calcul devient trop élevé pour penser à implanter une telle méthode. 
Une autre méthode inspirée de Y Analyse en Composantes Principales (ACP) a été testée dans 
un but de réduction de dimensionnalité et de sélection des variables les plus pertinentes à 
comparer. Ainsi, pour chaque matrice à notre disposition, on a considéré les lignes comme les 
occurrences et les colonnes comme les variables. On applique tout le processus de l'ACP : 
Normalisations et réduction des matrices, calcul des matrices de variances-covariancés, calcul 
des vecteurs et valeurs propres, projections sur les nouvelles variables qui par définition sont 
de moindre dimension (ces calculs ont été faits sur un logiciel spécialisé : SPSS en 
l'occurrence). Outre la lourdeur de cette méthode, le fait que l'ACP soit appliquée à toutes les 
matrices d'une même forme (trois dans notre cas) supprimera tout lien logique entre celles-ci 
(lien entre la dimension 0, 1 et 2). Le fait aussi que toutes les lignes de nos matrices ne 
correspondent pas forcement avec l'apparition d'un point critique mais des fois 
correspondent avec l'apparition de plusieurs sur une même ligne, ce fait, disons-nous, rend 
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très floue la signification d'une ligne (utilisée comme occurrence dans l'ACP) et très floue la 
signification des nouvelles variables crée après l'ACP. Pour finir de nous décourager 
d'implanter cette méthode, il est arrivé qu'après avoir appliqué l'ACP aux deux matrices à 
comparer, on obtienne des dimensions différentes pour les deux résultats. 
Afin de mieux cerner cette question de la persistance des points critiques, on pourrait 
suggérer, pour des travaux futurs, l'étude de la relation entre les points critiques d'une même 
dimension mais aussi de dimensions différentes. Mais aussi explorer la persistance 
homologique [58]. 
3.6 Combinaison des fonctions de Morse 
Commençons tout d'abord par un constat, celui que le pouvoir de caractérisation de l'outil 
descripteur de Morse est largement dépendant d'un choix adéquat des fonctions de Morse <p. 
Comme expliqué dans le premier chapitre, pour bien caractériser les formes, le descripteur de 
Morse devrait demeurer similaire pour des formes similaires et être assez différent pour des 
formes différentes. Dans la Figure 3.6 on illustre ce problème de mauvais choix de la 
fonction de mesure (hauteur par rapport à l'axe mineur), où on obtient quasiment le même 
descripteur pour des formes assez différentes. 
Malheureusement, la théorie que nous avons développée jusqu'à présent pour le descripteur 
de forme de Morse ne donne pas d'outils pour déterminer la manière avec laquelle on choisi 
des fonctions de Morse adéquates pour la description d'une classe de formes donnée. Le 
MSD est très dépendant de cette fonction de Morse utilisée lors de sa définition et il n'existe 
pas de système fourni assez développé pour comparer des représentations du MSD d'une 
même forme mais basées sur deux fonctions de Morse différentes. Ainsi à ce stade, le choix 
d'une fonction de Morse adéquate dépend de l'application et se fait de manière heuristique. 
Nous présenterons dans la suite la méthode heuristique qui nous permet, entre autre, de 
choisir la fonction de Morse (parmi plusieurs) la plus adéquate pour une classe de formes. 
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a i }  F o r m e  n o .  1  a v e c  s o n  a x e  m i n e u r  0.2) Forme 110. 2 avec son axe mineur 
\ \ X 
b i }  - ç  : =  h a u t e u r  p  r  à  l ' a x e  m i n e u r  02} ç '•= hauteur p, r à l'axe mineur 
Figure 3.6 - Importance du choix adéquat de la fonction de mesure 
Quatre fonctions de Morse ont été utilisées : la distance par rapport au centre de masse, la 
distance par rapport à l'axe majeur, la différence par rapport à l'ellipse qui approxime le 
mieux la forme et le cosinus de l'angle formé entre le vecteur tangent à la forme et l'axe 
majeur. L'utilisateur peut choisir d'en utiliser une seule comme de les combiner pour une 
description plus précise. Cependant et comme expliqué précédemment, une fonction de 
Morse peut être pertinente pour un type de formes et ne pas l'être pour un autre type. Et 
lorsqu'on combine plusieurs fonctions pour calculer la distance entre deux formes, la simple 
somme des distances de chacune des fonctions peut fausser la comparaison car elle donne le 
même poids aux distances des différentes fonctions de Morse. C'est ce qui nous a poussé à 
chercher un moyen de pondérer ces distances en fonction de la pertinence de la fonction de 
morse. 
Pour comprendre comment nous calculons les poids à donner aux distances lors d'une 
combinaison de plusieurs fonctions de Morse, il faut savoir ce qui, pour nous, constitue une 
fonction de Morse non pertinente pour une classe de formes donnée. En effet, il est évident 
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que lorsqu'une fonction donne deux descripteurs très proches pour deux formes très 
différentes, cette fonction n'est pas adaptée à cette comparaison. Mais si pour une même 
classe de formes (par définition qui se ressemblent) la fonction de Morse choisie donne des 
descripteurs trop similaires, ce qui implique que les distances entres ses formes, en utilisant 
cette fonction, seront très proches l'une de l'autre. Alors, on peut dire que cette fonction n'est 
pas pertinente pour des comparaisons intra-classe, car elle a une mauvaise séparabilité. En 
d'autres termes, on a remarqué que les distances retournées vont se concentrer autour de leur 
moyenne. À l'inverse, une fonction qui donne une distribution des distances moins 
concentrée autour de la moyenne serait plus pertinente pour comparer des formes 
ressemblantes car elle mesure plus de caractéristiques pour ce type de formes et devrait avoir 
un plus grand poids lors de la combinaison. 
En pratique, nous appliquons à notre descripteur une phase d'apprentissage lors de laquelle 
les poids des distances à combiner seront précalculés pour les comparaisons futures. Les 
étapes de cet apprentissage sont les suivantes 
i. L'utilisateur choisit le nombre d'images à prendre de chaque classe pour effectuer 
l'apprentissage. 
ii. On choisit aléatoirement une image de chaque classe et on calcule ses distances avec 
les images choisies dans la première étape. Et ce, pour les quatre fonctions de Morse. 
Cette image sera considérée par la suite comme le représentant de la classe. 
iii. On génère la moyenne et l'écart type des distances pour chaque fonction. 
iv. On calcul les différentes distances entre les représentants de classes. 
Par la suite, et étant donné une image requête, on désire la comparer avec notre base de 
données. La politique de calcul des pondérations va dépendre du type de comparaison que 
l'on a à faire : intra classe ou inter classes. 
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• Lors des comparaisons intra-classe, les fonctions de Morse sont classées selon 
leur degré de dispersion autour de la moyenne. Plus grand est l'écart type, 
meilleure est la pertinence de la fonction pour cette classe. On utilisera donc 
les écarts type, calculés à l'étape ii, comme les poids de chacune des distances 
à combiner. Il est évident que les poids sont normalisés de sorte que leur 
somme soit égale à 1. 
• Pour les comparaisons inter-classe, étant donné les distances entre les deux 
représentants des deux classes concernées. Soient /?, et Rj les représentants 
des deux classes C, et CJ. Supposons que l'on ait quatre fonctions de Morse 
à combiner. Soient les deux vecteurs Vt et 
V2 [m(, mJ2, Wj, mJA ) associés à R: et RJ ; avec m'k la distance moyenne selon 
la fonction fk, entre le représentant Ri et les images sélectionnées de sa 
propre classe (phase ii de l'apprentissage). Et soit enfin le vecteur 
Dt/ [di,d2,di,dli) des distances entre Ri et Rj. Lorsque pendant un traitement 
d'une requête on aura à comparer l'image requête qui appartient à la classe Ct 
avec une image de la classe C. (et vise versa), le poids pk de la fonction de 
Morse fk, lors de la combinaison des distances sera calculé de la sorte 
avec k-1,2,3,4 ; On désire favoriser les fonctions qui donnent une distance 
inter-representant supérieure à la moyenne des différences de chaque 
représentant avec les images de sa classes. 
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3.7 Présentation des résultats expérimentaux 
Comme il est coutume de faire pour beaucoup de descripteurs de forme connus, un outil de 
CBIR (Çontent-based image retrieval pour recherche d'images par le contenu) a été 
développé pour valider en pratique le descripteur de forme de Morse. Notre outil suit le 
paradigme du query-by-example (QBE). Ce paradigme, dans le contexte des CBIR, consiste à 
fournir une image comme requête, extraire les propriétés pertinentes pour notre algorithme, 
mesurer la distance entre la requête et les images d'une base de données et finalement trier les 
images selon l'ordre croissant de leur distance par rapport à la requête. Le model QBE est 
très largement utilisé dans les systèmes de CBIR. 
Nous avons utilisé la base de données SQUID fournie par [59]. Cette base de données est 
utilisée par le standard MPEG-7 pour l'évaluation des descripteurs de forme. Elle est aussi 
répertoriée dans la section Demo du site Computer Vision Home Page depuis 1997. Cette 
base consiste en 1100 images de poissons (sous forme de fichiers texte). La base de données 
a été manuellement classifiée en 11 classes. Pour chaque ensemble de quinze images ou plus 
qui se ressemblent, une classe a été crée. Les dix premières classes sont formées des images 
visuellement ressemblantes, la dernière classe contient toutes les images qui n'ont pas pu être 
classées, car ne ressemblant à aucune des dix autres classes. Le Tableau 3.1 montre un 
représentant de chacune des dix classes et deux images des la dernière classe 
Le même groupe de recherche qui a construit la base de donnée SQUID a développé le 
descripteur de forme curvature scale-space (CSS) [60] qui a été adopté comme standard de 
représentation des formes dans MPEG-7. Le CSS utilise une parametrisation de la courbure 
d'un contour qui est lissé par plusieurs filtres Gaussien de a différents. L'image CSS d'un 
contour sera alors définie par le groupe de points (/,cr) pour lesquels la courbure (lissée) est 
à zéro et le descripteur CSS consistera en les maxima (pics) de l'image CSS. Ce même 
groupe fourni aussi un outil en ligne [61] qui permet d'appliquer le CSS sur la base de 
données SQUID, ce sera, entre autres, avec cet outil que nous comparerons notre descripteur. 
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Tableau 3.1 - Échantillons de chaque classe de notre base de données 
Classe Nb Exemple Classe Nb Exemple Classe Nb Exemple 
A 206 E 69 I 37 O 
B 144 F 59 
"(A J 17 
C 125 G 45 Oo mise 265 
D 74 O H 59 r-, 
Quatre types de tests ont été effectués sur notre descripteur pour en valider la puissance. Les 
mesures classiques de précision et rappel ont, bien sur, été utilisées avec les ensembles 
suivants, A- résultats pertinents ; B= résultats non-pertinents et C= images pertinentes 
\A\ \A\ 
exclues des résultats. Avec précsion - , , , et rappel = , , ,. 
M+W Ml+Ic l  
Mais, à ce stade se pose la question de la définition de la pertinence où pas d'un résultat. 
Ainsi, il est admis dans les expériences du même type qu'un résultat est pertinent si l'image 
appartient à la même classe que la requête. Mais nous présenterons dans la troisième 
expérience la notion de pertinence perceptuelle d'un résultat. 
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3.7.1 Première expérience 
Nous nous inspirons dans cette expérience du standard MPEG-7 en terme de méthode de 
test, et le Core experiment CE-Shape-1 partie B, en l'occurrence [62], où on désire mesurer 
la performance de la recherche basée sur la similarité. Dans cette expérience, on teste notre 
descripteur avec un nombre réduit à 50 requêtes appartenant à différentes classes. Le nombre 
de requêtes par classe est proportionnel à l'importance de celle-ci en terme de nombre 
d'images. Mentionnons que le système donnera pour chaque requête 50 images en résultats 
ordonnées en ordre croissant de la distance avec la requête. On calcule la précision globale en 
faisant la moyenne de celles de toutes les requêtes. Figure 3.7 donne un aperçu de quelques 
résultats après deux requêtes. 
Figure 3.7 - Aperçu de 5 résultats à deux requêtes dans notre outil 
Après calcul, on obtient une précision moyenne de 73% et un rappel d'environ 26%. Cette 
précision est en fait inférieure à la précision réelle de notre outil. Ceci s'explique très 
facilement, par la méthode de calcul et à la disparité des cardinalités de nos classes. Ainsi si 
on remarque la classe J, elle compte 17 images, mais vu qu'on génère à chaque requête, 50 
images résultats, même si notre outil sort les 16 autres images de la classe J à une requête de 
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cette même classe (ce qui donne 100% de bons résultats), le fait que l'on divise 17 par 50 (le 
nombre total de résultats), ce fait disons-nous, diminue à 34% la précision. Et lorsqu'on fait 
la moyenne des précisions pour toutes les classes, il est normal que cela baisse la moyenne 
globale des précisions. Si on prend la classe A par exemple, sa précision est de 78% (sa 
cardinalité élevée aidant à donner plus de résultats pertinents parmi les 50). La faiblesse du 
rappel est due à la raison inverse et ce car pour les classes à grande cardinalité (A, B par 
exemple) on ne prend que 50 résultats, ce qui fait augmenter le nombre C. Alors que si on 
calculait le rappel pour la classe J nous aurions un rappel beaucoup plus élevé (58%). Nous 
avons donc pensé à proposer d'autres tests sur notre descripteur. 
3.7.2 Deuxième expérience 
On compare maintenant les résultats de notre descripteur avec ceux donnés à travers l'outil 
standard de MPEG-7, qui applique l'algorithme CSS sur la base de données SQUID. Un 
résultat sera considéré pertinent pour une requête dans notre descripteur, si ce même résultat 
apparaît comme réponse à la même requête sur l'outil CSS. On applique donc 50 images 
requêtes aux deux descripteurs et on voit dans quel proportion notre outil donne les mêmes 
résultats que le standard MPEG-7. Notons que cet outil est conçu pour sortir un maximum de 
18 résultats pour chaque requête. Les résultats ont été très concluants, car en moyenne dans 
les 18 résultats pour chacune des 50 requêtes sur CSS, on avait 76.5% de résultats 
semblables pour cette même requête sur notre outil. Il faut dire par contre que l'ordre dans 
lequel sont trouvés les résultats n'est pas le même dans les deux descripteurs. 
3.7.3 Troisième expérience 
Nous avons pensé ensuite à tester la pertinence perceptuelle des résultats fournis par notre 
outil. Pour cela nous avons fourni à trois étudiants un même ensemble de cinq images de 
notre base de données et nous leur avons demandé de donner pour chacune d'elles, neuf 
autres images qui lui ressemblaient le plus à partir de la base de données. Nous avons ensuite 
compilé les résultats pour ne garder que dix images par requête (selon notre jugement). Nous 
obtenons ainsi une sorte de nouvelle classification de notre base de données en 5 classes de 
10 images chacune. Nous avons procédé par la suite à l'expérience suivante : on fournit à 
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notre système 5 requêtes parmi les 50 images sélectionnées plus haut. On prend les dix 
premiers résultats et on calcule la précision et le rappel. Ceux-ci sont ensuite schématisés 
dans la courbe de la Figure 3.8. Chaque point de la courbe est la moyenne des 5 requêtes. Le 
nombre total de points est 10 (i.e., on calcule la précision et le rappel pour les réponses 
contenant de 1 à 10 formes). Ainsi, le point en haut à gauche du diagramme correspond à la 
valeur du précision/rappel pour la meilleure réponse (best match), tandis que le point en bas à 
droite correspond au précision/rappel pour la réponse entière (les dix réponses rendues). Un 
résultat est pertinent s'il appartient à la même classe que la requête (crée lors du début de 
cette expérience). 
Précision x Rappel 
0 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 
Rappel 
Figure 3.8 - Précision x Rappel : Plus haute est la courbe meilleur est le descripteur 
Pour donner un peu un ordre d'idée entre notre descripteur dans cette expérience et d'autres 
descripteurs nous avons réimprimé de [63] la Figure 3.9 qui montre la performance des 
descripteurs de Fourrier, les moments géométriques et les moments séquentiels (décrits dans 
l'article) pour la même expérience que la notre. On notera toutefois, que dans le cas de ces 
descripteurs le système reçoit 20 requêtes et sort 50 résultats. La pertinence y est aussi jugée 
par la perception humaine. 
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Figure 3.9 - Précision x rappel pour les descripteurs décrit ci-dessus 
Il est évident que notre descripteur est meilleur sur tous les plans que ceux décrit dans la 
figure 3.9 
3.7.4 Quatrième expérience 
Nous voulons tester maintenant, l'apport de la phase d'apprentissage et la combinaison des 
fonctions de Morse tel que décrit précédemment en terme de précision de recherche. Pour les 
conditions du test, nous fournissons 5 requêtes de chaque classe à deux versions du 
descripteur de Morse. Dans la première les quatre distances (normalisées) des quatre 
fonctions de Morse sont sommées pour produire la distance entre deux formes. Tandis que 
dans la deuxième version, nous avons préalablement appliqué un apprentissage à notre 
descripteur (avec 20 images par classe). Les distances sont ensuite calculées en combinant 
celle de chaque fonction, selon l'algorithme décrit précédemment. Nous comptons le nombre 
d'images pertinentes dans les 50 résultats pour les deux cas. Comme dans la première 
expérience, un résultat est pertinent s'il appartient à la même classe que la requête. La 
précision moyenne sera ensuite calculée pour chaque classe selon qu'on ait utilisé 
l'apprentissage et la combinaison ou pas. Celles-ci sont arrondies et résumées dans le 
Tableau3.2 
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Tableau 3.2 - Précisions moyennes avec et sans apprentissage 
A B C D E F G H I J 
Sans 
apprentissage 
67% 86% 65% 92% 44% 73% 41% . 89% 33% 26% 
Avec 
apprentissage 
71% 86% 68% 92% 68% 71% 67% 94% 49% 28% 
Nous remarquons dans ce tableau une disparité dans l'évolution de la précision avant et après 
la combinaison. Les cas des classes A et C sont similaires car pour les deux, la précision est 
plus faible que dans la classe B qui est de dimension semblable. Cette faiblesse relative 
s'explique par le fait que les formes dans la classe A et C sont assez ressemblantes ce qui 
donne souvent des images de l'une mélangées avec les résultats d'une requête sur l'autre, 
d'où la baisse relative de précision. L'augmentation en précision avant et après la 
combinaison sur ces deux classes n'est pas négligeable. Les classes B,D et H ont de très 
bonnes précisions, ceci est du au fait que ces classes sont très typées, dans le sens ou leurs 
images respectives se ressemblent fortement entre elles et diffèrent significativement des 
images des autres classes. L'évolution de la précision dans les classes B, D, H F et J est 
insignifiante ou quasi nulle. On remarque, pour la classe I, une amélioration intéressante de la 
précision. Mais les progressions de précision les plus notables et les plus significatives sont 
celles des classes E et G. En essayant d'expliquer ce constat, on est rentré plus dans le détail 
de calcul des distances pour chaque fonction de Morse sur E et G. On a découvert que sans 
l'apprentissage et la combinaison, la fonction distance au centre de masse n'était pas du tout 
pertinente sur le type d'images des classes E. Ceci faussait complètement la distance globale 
lorsqu'on sommait les différentes distances sans leur donner de poids. Même constat pour la 
classe G mais cette fois-ci c'était la fonction cosinus de l'angle formé entre le vecteur tangent 
à la forme et l'axe majeur, qui n'était pas pertinente pour le type d'images dans G. Après 
l'apprentissage et la pondération des distances, selon notre méthode de calcul des poids des 
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comparaisons intra-classe, le poids de la distance des fonctions non-pertinentes est devenu 
très faibles d'où une meilleure précision de comparaison intra-classe. On a, à partir de ça, 
compris que si l'amélioration de la précision dans les autres classes n'était pas spectaculaire, 
c'était du au fait que le choix des fonctions de Morse était assez judicieux ou que leurs 
pertinences respectives se valaient à certain égards. 
3.8 Conclusion 
Dans ce chapitre une définition formelle du descripteur de forme basé sur la théorie de Morse 
a été présentée. Plusieurs théorèmes et propositions qui démontrent la puissance de ce 
descripteur y sont expliqués. Notamment, une étude très intéressante concernant 
l'approximation de n'importe qu'elle fonction réelle et continue par une fonction de Morse. 
Ce résultat pourrait étendre la définition du notre descripteur à une infinité d'autre fonctions 
ce qui pourrait très bien, constituer une base à d'autres descripteurs. Les résultats des 
expériences que nous avons menés, même comparés à des standards dans le domaine, ont 
prouvé la validité de l'utilisation du descripteur de forme basé sur la théorie de Morse. 
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Conclusion 
Nous avons effectué dans ce mémoire une étude du domaine de la description et l'analyse de 
forme. Une attention plus accrue a été portée aux propriétés topologiques d'une forme. Car 
ces mêmes propriétés sont la base même de notre descripteur. 
Un travail de synthèse et de classification des descripteurs de forme déjà existant a, tout 
d'abord, été effectué, et ce, pour clarifier les différentes approches utilisées et les différentes 
propriétés d'une forme extraites de l'image, pour permettre de mieux la caractériser. Ce 
travail de synthèse nous a permis de motiver l'utilisation de nouvelles propriétés de l'image. 
Celles-ci sont bien évidemment les propriétés topologiques telles que l'homotopie et 
l'homologie. Nous avons, par la suite, introduit les notions importantes de la topologie 
algébrique et de la théorie de Morse. Nous avons choisi de présentér les résultats les plus 
utiles et pratiques pour la description d'une forme. 
Le lien entre fonctions de Morse définies sur une forme, leurs points critiques notamment, et 
l'évolution de l'homologie de cette même forme, ce lien, est à la base du descripteur de 
forme basé sur la théorie de Morse. Nous avons démontré, théoriquement, à travers les 
propriétés combinées de la théorie de Morse et de la topologie computationnelle, la puissance 
d'un tel descripteur construit sur une telle base. Mais notre démonstration ne s'est pas arrêtée 
à la théorie, car un outil de recherche d'images par le contenu (CBIR) a été construit à base 
de ce descripteur. Des expérimentations standard à base de Précision/Rappel ont été menées 
sur une base de données de forme de poissons. En variant les critères de pertinences de 
résultats et en prenant notamment en compte l'aspect perceptuel, les résultats obtenus sont 
très encourageants et démontrent la pertinence de l'utilisation des propriétés topologiques 
pour définir une forme. 
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Malgré une approche heuristique satisfaisante, nous ne fournissons pas de moyen théorique 
lors du choix des fonctions de Morse pour définir une forme. En effet, ce choix est primordial 
pour construire un bon descripteur de forme. Ce choix dépend évidemment de la nature de la 
forme à décrire mais aussi de celles des autres formes avec lesquelles on comparera notre 
forme. Un travail théorique pourrait être fait dans ce domaine. 
Parmi les résultats intéressants que nous avons présentés dans ce mémoire, figure celui qui 
décrit comment approximer n'importe qu'elle fonction réelle et continue par une fonction de 
Morse. Ce résultat pourrait servir à construire un autre descripteur qui offrirait un choix plus 
vaste de fonctions de mesure. Nous proposons aussi, pour optimiser notre descripteur, 
d'explorer les pistes décrites dans notre mémoire pour prendre en compte la persistance des 
points critiques et notamment la persistance homologique. 
Ce domaine des descripteurs de forme reste, comme on le voit, vaste et propice à de plus 
amples explorations. Notamment à cause de l'augmentation constante du volume de données 
mais aussi aux avancées dans la puissance des calculateurs qui nous permettent de faire des 
tentatives plus audacieuses. 
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