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1 INTRODUCTION 
 
The organs of hearing and balance constitute the 
human auditory system, which can be divided into 
three main parts: external ear, middle ear and inner 
ear. The ear is by far the most complex organ of the 
human sensory system (Moller, 2006; Seeley, 2004). 
A number of approaches have been presented for 
reconstructing and visualizing 3D models of the ear 
with diverse goals, such as with education purposes 
(Jun, 2005), to build customized biomechanical 
models (Deacraemer, 2003; Sim, 2008) and in the 
assessment of pre-operative procedures (Hussong, 
2009; Rau, 2009). In order to attain these goals, dif-
ferent types of medical images have been used, ac-
quired by several imaging techniques; for instance, 
Computerized Tomography (CT-standard, Micro-
CT, Spiral-CT) (Christensen, 2003; Poznyakovskiy, 
2008; Xianfen, 2005), Magnetic Resonance (MR-
standard, Micro-MR) (Shi, 2010; Liu, 2007; Lane, 
2005) and Histological processing (Liu, 2007). Us-
ing these imaging modalities, anatomical features of 
the ear have been studied in cats, guinea pigs, chin-
chillas and humans (Sim, 2008; Liu, 2007). 
Solutions of image processing and analysis are 
essential to attain realistic geometric models for the 
anatomical structures of the ear. Particularly, the 
segmentation of the ear structures in images is cru-
cial to build patient-customized biomechanical mod-
els to be successfully used in computational simula-
tions. From this simulation, the understanding of the 
connections between the ear structures and their 
functions becomes easier as well as the optimization 
of prosthetic implants. 
The study and optimization of cochlear implant 
systems can be an important application area of the 
realistic and accurate modeling of the ear. In fact, 
the position of the implanted electrodes has been 
identified as one of the most important variables in 
speech recognition, and the geometric modeling of 
the ear can facilitate the optimization of the elec-
trode positions, which can be an important step to-
wards efficient traumatic cochlear implant surgeries. 
Up to now, only manual insertion tools or insertion 
aids exist, providing the possibility to insert the elec-
trode using a fixed insertion technique that is not ad-
justable to the patient (Hussong, 2010; Rau, 2010). 
Thus, based on accurate computational simulations 
the planning of surgical procedures can be enhanced 
(Tuck-Lee, 2008). 
The biomechanical modeling of the ear also 
presents a key role in diagnosis and treatment of 
middle and inner ear diseases, because these two 
processes are hampered by the small size of the 
structures and by their hidden locations in the tem-
poral bone (Seemann, 1999). In addition, through 
the computational modeling of the inner ear, ana-
tomical abnormalities of the bony labyrinth can be 
easier identified. Therefore, it is possible to create 
templates that standardize the abnormal configura-
tions (Melhem, 1998). 
Image segmentation is a common task in Compu-
tational Vision and an important factor for the suc-
cess of any efficient and accurate image analysis so-
lution. Extracting the structures’ contours in medical 
images, for example, by finding the image edges, 
can help doctors in detecting more efficient anoma-
lies in visual inspections. However, the segmenta-
tion of structures in medical images is normally per-
formed manually, requiring, for example, that 
medical technicians sketch the desired contours us-
ing pointing devices, such as a mouse or a trackball, 
which is very time-consuming and prone to errors. 
To overcome the disadvantages of manual segmenta-
tion, modern mathematical and physical techniques 
have been incorporated into the development of 
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computational segmentation algorithms. These in-
corporations have greatly enhanced the accuracy of 
the segmentation results (Ma, 2010). 
Segmentation is usually regarded as a task of im-
age analysis and, based on the technique adopted, 
the current segmentation algorithms can be divided 
into three classes: thresholding, clustering and de-
formable models (Ma, 2010). 
The objective of this work is to review image 
segmentation algorithms that have been used to 
segment the structures of the human ear. Hence, the 
identified algorithms will be analyzed, and their ad-
vantages and disadvantages will be pointed out, and 
some of their results will be presented and discussed. 
The paper is organized as follows. In section 2, a 
review on the segmentation algorithms is made. Af-
terwards, the characteristics of the algorithms are il-
lustrated through experiments on ear images. In sec-
tion 4, the advantages and disadvantages of each 
type are summarized. In the last section, the conclu-
sions are presented. 
 
 
2 SEGMENTATION ALGORITHMS 
In this section, three classes of segmentation al-
gorithms are reviewed. Hence, the common features 
of each class are identified and discussed, and their 
advantages and disadvantages are summarized. Ad-
ditionally, the applications of algorithms of each 
class on ear images are illustrated to further depict 
their main characteristics. 
2.1 Algorithms based on Thresholding 
Thresholding is a common region segmentation 
method. In this technique, threshold values are de-
fined, and the original image is divided into groups 
of pixels that have values within the ranges defined 
by the thresholds and groups of pixels with values 
beyond the ranges (Bankman, 2000). Thresholding 
is a simple, yet often an effective means to segment 
images in which the represented structures have dis-
tinct intensity levels, or other quantifiable feature. 
The algorithms are usually performed interactively, 
based on the visual assessment of the resulting seg-
mentations (Pham, 2000). 
There are several thresholding techniques, some 
of them are based on the image histogram, and oth-
ers are based on local properties or local gradient. 
The global thresholding is the most intuitive ap-
proach, and is termed “global” as just one threshold 
value is selected for the entire image, which is de-
fined based on the image histogram. Instead, when 
the threshold value depends on local properties, it is 
classified as “local”. Local thresholding algorithms 
can be further classified as edge-based, region-based 
or hybrid. The fundamental goal of edge detection 
algorithms is to identify the borders of the structures 
in an image that can be then used to extract features 
like corners, lines or curves. Canny, Sobel and Lap-
lacian operators are examples of edge detectors (Ma, 
2010). 
The region based algorithms are another type of 
thresholding-based algorithms and their idea comes 
from the observation that quantifiable features inside 
a structure tend to be homogeneous (Ma, 2010). 
Therefore, these algorithms aim to search for the im-
age pixels with similar feature values. Common ex-
amples of this type of algorithms are the region 
growing and the split and merge algorithms (Bank-
man, 2000). 
Finally, hybrid algorithms combine different im-
age cues to complete the segmentation and a typical 
example is the watershed algorithm (Ma, 2010). 
Thresholding-based algorithms have been used to 
segment anatomic structures of the middle and inner 
ear (ossicles, cochlea, bone labyrinth), in Micro-CT, 
Magnetic Resonance and Spiral-CT images (Lee, 
2010; Rodt, 2002; Xianfen, 2005; Melhem, 1998). 
2.2 Algorithms based on Clustering 
Pattern recognition techniques can be used to per-
form the segmentation of structures in images, and 
clustering techniques have been very commonly ap-
plied in medical image segmentation (Ma, 2010). 
Clustering techniques have the same goal as classifi-
er methods that seek to partition the feature space 
derived from the original image (Pham, 2000). 
These techniques can be divided into three main 
classes: supervised, unsupervised and semi-
supervised (Sutton, 2000; Ma, 2010). 
The supervised techniques are frequently used, 
and they include k-nearest neighbor (KNN) and 
maximum likelihood (ML) algorithms, supervised 
artificial neural networks (ANN), support vector 
machines (SVM), active shape models (ASM) and 
active appearance models (AAM) (Ma, 2010). A 
training data set is needed to perform supervised 
classification in order to extract the structure infor-
mation, and the key issue of supervised clustering is 
the guidance provided by the labeled data (Zhu, 
2010). 
Unsupervised classification techniques extract the 
features of the structure to be segmented from the 
classified points, and examples of such techniques 
include fuzzy C-means (FCM) and iterative self-
organizing data analysis technique (ISODATA) al-
gorithms and unsupervised neural networks (Ma, 
2010). As already referred, the unsupervised me-
thods explore the intrinsic structure data to segment 
the input image into regions with different statistics. 
However, these methods often fail to achieve the de-
sired results, especially if the wanted segmentations 
include regions with very dissimilar characteristics. 
On the other hand, supervised image segmentation 
methods first build the classifier from a labeled 
training set. Although these methods are likely to 
perform better, labeling the training set is usually 
very time consuming. 
Semi-supervised image segmentation is the last 
type of clustering technique and the methods over-
come the problems of the traditional clustering tech-
niques by inferring the segmentation from partially 
labeled images. For example, in Figueiredo (2007) a 
simple fully deterministic generalized expectation-
maximization algorithm (GEM) is described, which 
is a semi-supervised mixture-based clustering algo-
rithm. 
To conclude, the semi-supervised clustering is the 
recent type of clustering and takes advantage of the 
user’s labels to attain the segmentation, while mini-
mizing the labeling process; and this algorithm has 
been applied to problems of symptoms classification 
in medical image databases with promising results 
(Figueiredo, 2007). 
Clustering technique was used by Shi (2010) in 
magnetic resonance images to segment the vestibular 
system. However, to overcome the limitations of the 
clustering techniques in the segmentation of the ear 
structures, the clustering algorithm was combined 
with a deformable model. 
2.3 Algorithms based on Deformable models 
Algorithms based on deformable models are more 
flexible when compared to the types previously de-
scribed, and have been successfully used in complex 
segmentations (Ma, 2010). According to the way 
that is used for tracking the moving contours, de-
formable models can be further classified into para-
metric or geometric models. 
Parametric deformable models represent curves 
and surfaces explicitly in their parametric forms dur-
ing the model deformation. This representation al-
lows direct interaction with the model and can lead 
to a compact representation for fast real-time im-
plementation. However, the adaptation of the model 
to new topologies, such in splitting or merging, dur-
ing the model deformation, can hamper the use of 
parametric models. Parametric models include active 
contours (or snakes), active contours with statistical 
techniques integrated and generalized gradient vec-
tor flow snakes (GGVF). 
On the other hand, geometric deformable models 
can handle topological changes more naturally. 
These models, based on the theory of curve evolu-
tion and the level set method, represent curves and 
surfaces implicitly as a level set of a higher-
dimensional scalar function (McInerney, 1996). The 
geometric models include level set algorithms, Mal-
ladi’s algorithm (geodesic active contour – GAC) 
and Chan-Vese model. 
Deformable models have been widely used in 
several Computational Vision applications, includ-
ing the segmentation of the external and inner ear. 
Xie (2005) and Comunello (2009) applied the gene-
ralized gradient vector flow snake and active con-
tours segmentation method of Mumford-Shah, re-
spectively, to segment the tympanic membrane of 
the external ear. Xianfen (2005), Poznyakovskiy 
(2008) and Bradshaw (2010) used active contours 
and level set algorithms to segment the cochlea and 
the semi-circular canals of the inner ear. 
 
3 RESULTS 
In this section, it is described the pre-processing 
technique that was used to remove the noise in the 
original images and to decrease the computational 
cost, as well as the results of the tested segmentation 
algorithms. 
3.1 Pre-processing 
To enhance and smooth the original CT images of 
the temporal bone, an anisotropic diffusion Gaussian 
filter was used. The anisotropic diffusion filter blurs 
areas of low contrast and enhances the areas of high 
contrast (edges), as it works as a high pass filter. 
Thus, a band-pass filter, which initially performs a 
Gaussian filtering and then applies an anisotropic 
diffusion filter, was used to remove the noise pre-
sented in the input image, Figure 1. 
 
 
Figure 1. Computerized tomography image of a temporal bone 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Selection of the ROI from the filtered image 
 
 
To reduce the required computational time and 
also the computational cost, the region of the inner 
ear, i.e. region of interest (ROI), was first selected 
from the filtered image by searching for the pixels 
with highest intensity values, Figure 2. As illustrated 
in Figure 2, the membranous labyrinth of the inner 
ear is fully enclosed by the resultant ROI. Then, 
 
from the membranous labyrinth, it is possible to 
create a region that represents the boundary of the 
temporal bone. By this way, the image size is re-
duced and the structures of the interest are fully in-
side the ROI. 
3.2 Segmentation 
Figure 1 presents a CT image of the temporal 
bone, from which the appreciable influences of par-
tial volume effects (PVE) can be easily seen. The 
segmentation results of Otsu method, Canny edge 
detector, a region growing and a watershed algo-
rithms are illustrated in Figures 3(a)-(d). 
The boundaries obtained by the Canny edge de-
tector are continuous, but this algorithm usually 
presents edges discontinuity due to the noises and 
PVE. Besides, the spatial relationships of the edge 
points are not reflected; as such, most of the detected 
boundaries are incomplete or wrongly connected. 
For the region growing algorithm, the boundaries of 
the cochlea and semicircular canal are well seg-
mented. The watershed algorithm gives a complete 
segmentation of the image. However, over segmen-
tation can be seen in the area between the cochlea 
and the temporal bone, because there are a lot of 
pixels with local maximum of gradient magnitude. 
Finally, the area of the segmented objects by the Ot-
su method is excessively large. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 
 
Figure 3. Results of Otsu method (a); Canny edge detection al-
gorithm (b); region growing algorithm (c) and watershed algo-
rithm (d) when is used the region of interest obtained from fig-
ure 1, which is illustrated in figure 2. 
Figure 4 illustrates the segmentation results of  
the snake algorithm, Chan-Vese’s model and algo-
rithm proposed by Li & Xu. 
Parametric deformable models are widely used in 
structure segmentation and 3D reconstruction. How-
ever, the computational complexity such as parame-
terization of the contours, handling of topological 
changes, and re-distribution of the contour points, 
considerably restricts their applications. The snake 
algorithm, Figure 4(b), has poor convergence to 
boundaries with larger curvatures. Additionally, the 
algorithm performance has a high dependence on the 
initial contour. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Illustration of the mask, which is obtained by the 
thresholding algorithm, (a) used to perform the snake algorithm 
(b), the results of the Chan Vese’s model (c) and of the level 
set of Li and Xu (d). 
 
Figures 4(c) and 4(d) present the segmentation re-
sults of the Chan-Vese model and the algorithm pro-
posed in the level set of Li and Xu. When these two 
results are compared with the results of the snake al-
gorithm, Figure 4(b), one can see that the boundaries 
of the last two (deformable models) are more regular 
and less influenced by noise. The regulating effects 
of internal forces make the boundary shape more 
reasonable and less influenced by noise. 
 
 
4 DISCUSSION 
Thresholding is a simple, yet frequently effective 
means to segment images in which different struc-
tures have distinct intensities, or other quantifiable 
features; it is normally performed interactively, 
based on the operator’s visual assessment of the re-
sulting segmentation (Pham, 2000). Moreover, thre-
sholding is often used as an initial step in a sequence 
of image processing operations. Its main limitations 
(a) (b) 
(c) (d) 
(a) (b) 
(c) (d) 
are that its performance is sensitive to the influence 
of noise and intensity inhomogeneity, and it typical-
ly does not take into account the spatial characteris-
tics of the structure to be segmented. In addition, on-
ly two classes are generated by using the simplest 
form of thresholding. Also, artifacts may corrupt the 
histogram of the image and make the segmentation 
more difficult (Bankman, 2000). 
Usually, the level set methods have slower speed 
of convergence than the parametric deformable 
models, due to their computational complexity, and 
parametric deformable models are sensitive to the 
initial conditions. On the other hand, geometric de-
formable models can automatically handle topology 
changes and allow multiple simultaneous boundary 
identifications. Specifically, algorithms based on 
geometric deformable models aim to eliminate noise 
influence, prevent leakage, enhance accuracy and ef-
ficiency, and make the algorithms more automatic 
and less dependent on the initial conditions (Tsai, 
2001; Wang, 2007). 
In conclusion, deformable models are promising 
to segment medical images, because these models 
can easily incorporate statistical information and 
other techniques, and the segmented boundaries 
have regular geometric properties. This way, they 
can provide contours with regular geometric proper-
ties. 
 
 
 
5 CONCLUSIONS 
In this paper, current segmentation algorithms 
were classified into three types and their respective 
characteristics were summarized. Applications of 
some of the present algorithms to segment ear struc-
tures were illustrated. The experimental examples 
were also used to further state the distinct characte-
ristics of each type of algorithms. 
Deformable models seem to be promising for the 
segmentation of the inner ear because they can easily 
incorporate statistical information in order to im-
prove their performance/efficiency/effectiveness. 
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