The k-nearest neighbor (kNN) algorithm is a classic supervised machine learning algorithm. It is widely used in cyber-physical-social systems (CPSS) to analyze and mine data. However, in practical CPSS applications, the standard linear kNN algorithm struggles to efficiently process massive data sets. This paper proposes a distributed storage and computation k-nearest neighbor (D-kNN) algorithm. The D-kNN algorithm has the following advantages: First, the concept of k-nearest neighbor boundaries is proposed and the k-nearest neighbor search within the k-nearest neighbors boundaries can effectively reduce the time complexity of kNN. Second, based on the k-neighbor boundary, massive data sets beyond the main storage space are stored on distributed storage nodes. Third, the algorithm performs k-nearest neighbor searching efficiently by performing distributed calculations at each storage node. Finally, a series of experiments were performed to verify the effectiveness of the D-kNN algorithm. The experimental results show that the D-kNN algorithm based on distributed storage and calculation effectively improves the operation efficiency of k-nearest neighbor search. The algorithm can be easily and flexibly deployed in a cloud-edge computing environment to process massive data sets in CPSS.
I. INTRODUCTION
On the basis of cyber-physical systems (CPSs), the socialphysical information system, CPSS (cyber-physical-social system), incorporates social, cyberspace, and sensor network-related system information about human behavior [1] . CPSSs focus on the close integration and coordination of human social information, computing resources, and physical resources, and has been widely used in various fields of human life such as social networks, city management, enterprise production, transportation and logistics, home life, and medical diagnosis [2] - [7] . The CPSS senses various information in the social and physical environment, and calls computing resources for information processing and fusion to provide users with information perception and decision support, and users operate and provide feedback through entities in cyberspace with information support. In actual applications, big data create challenges for CPSSs [8] .
The associate editor coordinating the review of this manuscript and approving it for publication was Xiaokang Wang. Whether the application system can process the data in a timely and effective manner considerably affects the user's judgments and decisions [9] .
The rapid development of cloud-edge computing technology is providing support for computing resources for big data processing and computing [10] - [16] . Cloud computing can provide a large amount of computing resources quickly through virtual machine technology, whereas edge computing technology can directly process data on edge devices near the data source end, which can reduce network communication traffic and improve service response speed. The use of cloud-edge computing technology to analyze and process big data is the key technology for practical use in various fields of CPSS [17] , and many related studies have been conducted.
The application of CPSS in smart cities is the urban environment, including transportation, energy distribution, healthcare, environmental monitoring, business, commerce, emergency response, and social activities, providing new and innovative services for urban life. There are currently 28 megacities in the world with a population of more than 10 million people, for a total of 453 million, accounting for about 12% of the world's urban population. According to forecasts, by 2030, there will be more than 41 megacities worldwide [18] . Therefore, the management and sustainable development of urban areas have become some of the most critical challenges facing society today. To apply CPSS in an urban environment, a new software platform must be created with strict requirements on mobility, security, and large amounts of information processing. Considering both real time requirements and innovative heterogeneous data processing technologies, the designed CPSS is an infrastructure that can process urban data in real-time in most use cases [19] .
Industrial production is also an important application area for CPSS [20] . The cyber-physical system is the basic infrastructure of Industry 4.0, and big data are a key component to efficiently and effectively processing the data generated by the cyber-physical system. Although cyber-physical systems are closely related to big data in nature, research is relatively lacking on the intersection between cyber-physical systems and big data in Industry 4.0. As cyber physical systems will continue to generate large amounts of data, this requires big data technology to process and help improve the scalability, security, and efficiency of CPSS systems. Given the increasing number of sensors and networked devices in industrial production and the continuous generation of massive data called big data, CPS has been researched and developed to manage big data and use the interconnectivity of production equipment to achieve the goals of intelligence, flexibility, and adaptability to improve product quality and system reliability [21] .
Data are becoming an increasingly important resource in CPSS [22] . CPSSs require big data technology to exceed traditional software and database processing capabilities to cope with various complex and large-scale information. For practical application and user convenience, the big data generated in CPSSs must be processed in real time. A study proposed a distributed high-order singular value decomposition (HOSVD) and an incremental HOSVD scheme to achieve HOSVD's requirements for processing of periodic mass data in CPSS [23] . A distributed tensor-train decomposition method was proposed to process high-order and large-scale human interaction big data. Case studies were performed on typical CPSS data and computed tomography image data [24] . To examine private protection data mining technology in big data processing in CPSS, a multi-cluster analysis and service framework based on protection tensor was proposed, and a case of the public transportation group data set was studied [25] .
In this paper, we propose a k-nearest neighbor (kNN) algorithm based on the concept of distributed storage and computing for processing large data sets in CPSS, called D-kNN. The D-kNN algorithm is easy to deploy on computer clusters and is capable of distributed storage and calculation of massive data. The main contributions of this article are summarized as follows: 1) We propose a fast k-nearest neighbor searching method based on the k-nearest neighbor boundary (kNNB) concept to reduce the time complexity of the kNN algorithm. kNNB can effectively reduce the range and increase the speed of the k-nearest neighbor search. 2) When processing large-scale data, distributed storage using distributed quad-tree [26] - [28] , or kd-trees [29] , [30] , is adopted to effectively organize the points in two-dimensional or k-dimensional space to store excessive main memory space data sets. 3) Based on distributed storage, we propose a k-nearest neighbor algorithm, D-kNN, based on distributed storage and computation. Based on kNNB, distributed calculation of k neighbors can be performed on each storage stack. 4) We experimentally evaluated the performance of D-kNN under different data volumes, and verified the effectiveness of the D-kNN algorithm.
The rest of the paper is structured as follows. Section II describes the related works on the distributed kNN algorithm. Section III presents the theoretical proof of data partition by kNNB and describes the concept of D-kNN algorithm. In Section IV, we provide the evaluation results of our proposals. Finally, section V concludes the paper.
II. BACKGROUND
The D-kNN algorithm is based on the traditional kNN algorithm, and uses distributed data storage and calculation methods to improve the efficiency of k-nearest neighbor search. First, based on the concept of nearest neighbor boundary (NNB) [31] , the concept of k-nearest neighbor boundary (kNNB) is proposed, which greatly improves the search speed of k-nearest neighbor. In order to further improve k-nearest neighbor search in massive data space, D-kNN uses a quad-tree [26] - [28] for two-dimensional data and kdtree [29] , [30] for multidimensional data for distributed data storage. In the quad-tree or kd-tree storage structure, based on kNNB, while improving the k-nearest neighbor search efficiency, the accuracy of k-nearest neighbor search in the global space is guaranteed. This section briefly introduces related research such as kNN, NNB, quad-tree, and kd-tree.
A. K-NEAREST NEIGHBOR ALGORITHM k-nearest neighbor (kNN) [32] is an instance-based learning supervised learning method or an algorithm that defers all calculations to lazy learning after classification. The idea of the kNN algorithm is that if a sample has k most similar neighbors in the feature space (i.e., the nearest neighbors in the feature space), most of the samples belong to a certain category, then the sample also belongs to this category. Generally, the voting method can be used in the classification task, that is, the category label that appears most in the k samples is selected as the prediction result. The average method can be used in the regression task, that is, the average of real value output labels of the k samples is used as the prediction result; weighted average or weighted voting can also be performed based on the distance that a closer sample has a higher weight. Figure 1 depicts a schematic diagram of k-nearest neighbors, where k is an important parameter. When k takes different values, the classification results are significantly different. As shown in Figure 1 , when k = 3, the sample judgment result is prismatic. When k = 7, the judgment result of the sample is triangle, and when k = 11, the judgment result of the sample is prismatic. If different distance calculation methods are used, the nearest neighbors found may be significantly different, which also causes the classification results to be significantly different. For the time being, assuming that the distance calculation is appropriate, the k-nearest neighbors can be found.
The nearest neighbor rule (NNR) is a theoretical foundation of kNN classification [32] . For a scenario, let x be the point to be labeled and find the point closest to x, let it be y. Nearest neighbor rule, as shown in Equation 1, give the possible error when y is assigned the same label as x.
where P * is the Bayes error rate, c is the number of classes, and P is the error rate of the nearest neighbor. If the number of points is fairly large, then the error rate of the nearest neighbor is less that twice the Bayes error rate. Since the error of the best possible optimal assignment is small, twice that error is still small. If the number of data points is very large, then the chance that label of x and y are same is very high. From Equation 1, lthough the nearest neighbor algorithm is relatively simple, its error rate does not exceed twice the error rate of the Bayesian optimal classifier.
B. NEAREST NEIGHBOR BOUNDARY
The nearest neighbor refers to a specified point A. Among all points to A distances, if the distance from point B to point A is closer than other points, then B is A nearest neighbor. Note that B is the nearest neighbor of A, which does not mean that A must also be the nearest neighbor of B. So, the nearest neighbor range is the area range related to one or more data points. The nearest neighbor of any point in this range can be found in this area range. Below is the definition of the nearest neighbor range of a point: Definition 1: Given two points and their coordinates in two-dimensional space, A(x a ,y a ), B(x b , y b ), suppose the point C(x c , y c ) is any point within the nearest neighbor of point A, then the nearest neighbor of point A is defined as a circle region formed by the set of all points C:
where distance(A, B) represents the Euclidean distance between A and B, and distance(A, C) represents the Euclidean distance between A and C.
The concept of the NNB [31] is a region in which a point can find all of its nearest neighbors. NNB can considerably reduce the scope of finding the nearest neighbors and improves the efficiency of the hierarchical clustering algorithm. The definition is given below:
Definition 2: Given a rectangular region R 1 , A(R left , R bottom ) is the coordinates of the lower left corner of the region R 1 , B(R right , R top ) is the coordinates of the upper right corner of the region R 1 , the NNB of region R 1 is a rectangle defined as:
From the definition of NNB, the nearest neighbors of all of the points in region R 1 are included in NNB(R 1 ) [31] . Using NNB, a large dataset can be divided into independent subsets and then the nearest neighbor of each point in each subset is found. Based on the NNB, the time complexity of the hierarchical clustering algorithm can be reduced to O(n log 2 n), where n is the data size of the dataset.
C. QUAD-TREE AND KD-TREE
The quad-tree [26]- [28] and kd-tree [29] , [30] are important data structures. Quad-tree organizes points in a two-dimensional space that can divide the two-dimensional data into subspaces; thus, the two-dimensional data can be stored and managed.The kd-tree is a binary tree that can store and manage multidimensional data. Each non-leaf node in the kd-tree is divided into two parts using a split hyperplane. By calculating the range of the NNB [31] in the storage partition of the quad-tree or kd-tree, and the nearest neighbor search of the NNB can effectively reduce the algorithm complexity.
III. D-KNN ALGORITHM
As described above, we propose using NNB [31] to accelerate the hierarchical clustering algorithm. In this section, we propose using kNNB to accelerate the k-nearest neighbor algorithm. The kNN algorithm is limited by storage capacity and computation power of a single computer. We propose a distributed storage and computation k-nearest neighbor algorithm (D-kNN) to overcome the limitations of the kNN algorithm.
A. MOTIVATION EXAMPLE
When processing massive data, the important issue is how to distribute the data to multiple computing resources and perform distributed parallel computing to take advantage of the performance of multiple computing resources and improve the data processing ability. For the k-nearest neighbor search, determining how to transform the linear k-nearest neighbor search into a distributed parallel search is a problem we need to study.
In k-nearest neighbor search, if the data can be fragmented and the nearest neighbor lookup can be performed in each fragment, the reduction of data in the fragment can reduce the search time, and different fragments can be parallel to find k-nearest neighbors.
As shown in Figure 2 , there are nine points in total. If k-nearest neighbor search is performed on point A, if k = 3, eight distance calculations need to be performed, and the distance is compared to find the third nearest neighbor. If a proper area division can be performed, which is called the k-nearest neighbor boundary (kNNB), the point A only needs three distance calculations to complete the search of the third nearest neighbor, which significantly reduces the number of calculations.
Distributed storage and computing is the basic technology used for massive data processing. When performing kNN search on large-scale data, the sample data are first distributedly stored on each storage node, and the test data are calculated on kNNB. Then, the k-nearest neighbor is searched in parallel within the range of kNNB, and finally the global kNN is obtained. The process is shown in Figure 3 .
As shown in Figure 3 , we first store the data appropriately on different storage nodes. Then, we perform a kNN search on multiple storage nodes in parallel, and use the kNNB on each storage node to further reduce the search range of the k-nearest neighbor. As such, the kNN algorithm based on distributed storage and calculation is able to effectively process large-scale data sets.
B. K-NEAREST NEIGHBOR BOUNDARY
k-nearest neighbor refers to a specified neighbor of point A in data space. If the distance from point K to point A is the kth closest in all point-to-point A distance in this data space, point K is called the k-nearest neighbor of point A. Note that K is the nearest neighbor of A, which does not mean that A must also be the k-nearest neighbor of K . Therefore, the k-nearest neighbor range is the area range related to one or more data points. The k-nearest neighbors of any point within this range can be found in this area range. Below is the definition of the k-nearest neighbor range of a point:
Definition 3: Given k + 1 points and their coordinates in
is any point within the range of point A k, and the range of k-nearest points to point A is defined as all points of B's circular area:
represents the Euclidean distance between A and B, and distance(A, K ) represents the Euclidean distance between A And K .
According to Definition 3, kNNScope(A) is the k-nearest range of A points. In the k-nearest range, the distance from all points to A in the k-nearest range is less than or equal to A. Based on the concept of k0nearest neighbors, we obtain the following theorem:
Theorem 1: In a certain area of two-dimensional space, the k-nearest neighbors K of points A and A are known. If there are points in other areas of two-dimensional space, B is a k-nearest neighbor of A, then distance(A, B) distance(A, K ).
Proof: Point K is the k-nearest neighbor of A. For point B in other regions, if distance(A, B) > distance(A, K ), then B is not in kNNScope(A) According to the definition of a k-nearest neighbor, B is not a k-nearest neighbor of A, which is inconsistent with the proposition that B is the k-nearest neighbor of A, so Theorem 1 is proven.
This means that point A has a k-nearest neighbor K in a local area in two-dimensional space. If there is a k-nearest neighbor B in the global two-dimensional space, then B must be in kNNScope(A) . Based on Theorem 1, the k-nearest boundary of a point is defined as follows:
Definition 4: Given point A and its k-nearest neighbors K , d ( AK ) = distance(A, K ), the k-neighbor boundary of the point A is a rectangular region, known as kNNB, which is defined as follows:
According to Theorem 1, point A and its k-nearest neighbor K are already known in a local area of two-dimensional space. C must be within a circle with A as the center and a radius of d AB . According to Definition 4, the k-nearest neighbor boundary is a rectangular area containing this circular area. From Definition 4, we obtain the theorem of kNNB as follows: Since kNNB(A) is a rectangular area including kNNScope(A) , Proposition 2 can be proven from Theorem 1 and the definition of kNNB, Definition 4.
Proof: According to Theorem 1, the k-nearest neighbors of A are in kNNScope(A) . Since kNNB(A) contains kNNScope(A) , the -nearest neighbors of A must be in kNNB(A) . Thus, it is proven.
The definition of kNNB guarantees that if k-nearest neighbors of A exist, they must be within kNNB(A) .
C. DISTRIBUTED STORAGE AND COMPUTATION FRAMEWORK
D-kNN is based on kNNB for distributed storage and computing of large datasets. The distributed storage and computation framework is extended from the distributed storage and computation framework for hierarchical clustering [33] . Based on kNNB, D-kNN first effectively divides large datasets into small subsets, then searches k-nearest neighbors with small subsets and finally obtains the global k-nearest neighbors.
In distributed computation, file operations of a distributed file system and constant I/O (input and output) operations incur high I/O and distributed node communication overhead. In our work, distributed storage nodes and a control node were employed to reduce the communication between nodes, as shown in Figure 4 .
Using distributed storage and computation concept, we constructed a flexible k-nearest neighbor algorithm for large datasets. In addition, the new algorithm is easy to deploy on computer clusters.
D. SUMMARY OF D-KNN ALGORITHM
Based on the distributed storage and computation framework, the D-kNN algorithm consists of four main steps: First is partitioning the input dataset and using quad-trees or kd-trees to store each part of the data in the storage and computation nodes. When searching k-nearest neighbors of test data, we grouped the data by calculating kNNB of the test data in the region in quad-tree of kd-tree. We searched k-nearest neighbors parallel on the storage and computation nodes. Last, we found the globalized k-nearest neighbors from all k-nearest neighbors. As described in the algorithm progress, the tasks of computing the k-nearest neighbor in each storage and computation nodes are independent of each other. So, the D-kNN algorithm can be accelerated using distributed BuildTree-run the quad-tree or kd-tree building process using TrainingData in parallel with the StorageNode; 7 for each StorageNode in StorageNodes do 8 SendTestData-send TestingData to StorageNode ; 9 for each StorageNode in StorageNodes do 10 ClassifyData-run the kNN classification process in kNNB in parallel with the StorageNode;
storage and computation framework. The pseudo-code of the distributed k-nearest neighbor (D-kNN) algorithm is shown in Algorithm 1.
In Algorithm 1, the data are loaded and initialized as training data and testing data (line 1. Distributed storage and computation technology is applied to store training data (line 4) and build a quad-tree or kd-tree (line 6). Then, the distributed computation is employed to produce the kNN classification parallel (line 10). The D-kNN algorithm can be significantly accelerated using the k-nearest neighbor boundary and distributed storage and computation.
From Algorithm 1, the k-nearest neighbor boundary calculation is an important step in the D-kNN algorithm. Based on the definition of kNNB, the kNNB of sample in a region must be calculated first and searching the k-nearest neighbors of the sample in the kNNB. The pseudo-code of calculating kNNB is shown in Algorithm 2.
The kNNB calculation procedure consists of two main steps, as shown in Algorithm 2. The first step is to find the k-nearest neighbors of the test sample in the region in a quad-tree or kd-tree (line 2). The second step is to find the maximum boundary of the kNNB by comparing the maximum value with each dimension of the k-nearest neighbors (line 6) and find the minimum boundary of the kNNB by comparing the minimum value with each dimension of the k-nearest neighbors (line 7). As the definition of kNNB, using KNNB greatly reduces the scope of searching k-nearest neighbors in a quad-tree or kd-tree. 
IV. EVALUATION
In this section, space complexity and time complexity of the D-kNN algorithm are analyzed. Then, the D-kNN algorithm is applied on synthetic and real-world datasets. In the synthetic dataset experiments, we applied the D-kNN algorithms to a series of datasets of different data sizes to evaluate the performance of the algorithm as the data size increased. In the real-world dataset experiments, we applied the algorithms to real-world datasets to compare the performance of different algorithms.
A. SPACE AND TIME COMPLEXITY ANALYSIS
The space complexity of a quad-tree or kd-tree is O(n), where n is the items number of a dataset. The space complexity of searching mutual nearest-neighbors is O(m), where m is the maximum number of points in a leaf node.The total space complexity is O(n + m). In the D-kNN algorithm, data are stored on s distributed storage service nodes. Within each node, a quad-tree or kd-tree is also used for storing data. So, the space complexity of D-kNN in each storage-service node is O( n s + m). A storage control server records the data scope managed by each node, the space complexity of which is O(s).
The time complexity of searching a region in a quad-tree or kd-tree is O(log n m ). The rule of the leaf nodes partitions in a quad-tree or kd-tree is that the partitioned regions cannot overlap each other. Thus, the D-kNN time complexity of the stored data is O(n log n m ) in one storage-service node. In the searching of the region in a quad-tree or kd-tree, the time complexity is O(log n m ). In the region when searching for k-nearest neighbors, the time complexity is O(m). The total time complexity of searching the k-nearest neighbors is O(m + log n m ) in each storage service node. In practice, m is a multiple of k, and m is much smaller than n, so the algorithm performance can be effectively improved.
Based on the D-kNN algorithm time complexity analysis, if the algorithm use s computing nodes to accelerate the computing by parallel and distributed computing framework, the amount of data onto each storage service node is n s . In this case, data are stored directly at corresponding nodes under control of the storage server, so the time complexity of inserting points is O( n s log n ms ) and the time complexity of searching the k-nearest neighbors is O(m + log n ms ) ≈ O(log n).
In practice, s and m are much smaller than n, so compared with the original kNN algorithm time complexity O(n), the D-kNN algorithm can provide an effectively improvement.
B. EXPERIMENTAL PREPARATION
The purpose of our experimental research was to compare the performance of the D-kNN algorithm with that of the kNN algorithm. The experiments were performed on a server cluster with a 2.00GHz Intel Xeon CPU E5504 with 8 cores.
The operating system of the server is Ubuntu 14.04.5 LTS, and the algorithm is implemented using Python 2.7. We used synthetic and real-world datasets to test the algorithm, and analyzed and compared the performance of the algorithms.
To validate the efficiency of the D-kNN algorithm for large datasets, we generated a set synthetic datasets are based on the Gaussian distributions of different data sizes with 6 categories. An example of synthetic datasets is illustrated with Figure 5a . Figure 5a shows the style of synthetic datasets. The synthetic datasets have 3 dimensions, and data classified into 6 categories are randomly generated according to the Gaussian distribution. In order to test the performance of the algorithms, we generated a series of test data sets of different sizes of 10,000 to 100,000 according to the data set style shown in Figure 5a to test the performance of the D-kNN algorithm compared with the standard kNN algorithm.
The Mammography [34] dataset was provided by Aleksandar Lazarevic. This dataset is publicly available in openML. It has 6 dimensions and 11,183 samples, of which 260 are calcified. If we consider prediction accuracy as a measure of the pros and cons of the classifier in this case, the default accuracy is 97.68% [35] .
The Shuttle dataset from UCI Machine Learning Repository [36] is a multi-class classification dataset with 9 dimensions. About 80% of the data belongs to category 1. The five smallest categories (i.e., 2, 3, 5, 6, and 7) combine to form an outlier category, whereas the first category forms an inlier category. Category 4 data were discarded [35] . So, there are 49,097 samples in the modified Shuttle dataset [35] for outlier detection and 58,000 samples in the original dataset. Therefore, the default accuracy of the original dataset is about 80% and the goal is to obtain an accuracy of 99-99.9% [36] .
C. SYNTHETIC DATASETS EXPERIMENT
Our experimental study on synthetic datasets is presented for the D-kNN algorithm compared with the kNN algorithm. We generated a set synthetic datasets based on Gaussian distributions of different data sizes from 10,000 to 100,000, as illustrated in Figure 5a .
We compared the time cost between algorithms under different sizes of datasets and analyzed the results and performance of D-kNN with 1, 5, and 10 storage and computation nodes. In the experiments, we used 10% of the data as training data and 90% as testing data in each synthetic dataset.
The D-kNN algorithm has 5 main procedures: LoadData, SendTrainData, BuildTree, SendTestData, and ClassifyData, as shown in Algorithm 1. The kNN algorithm only has 2 main procedures: LoadData and ClassifyData. So, besides the total time cost, we compared the performance of all procedures of the algorithm under varying data sizes.
First, the total time cost of the algorithms is compared, as shown in Figure 5b . The running time of the D-kNN algorithm using different number of storage and calculation nodes was lower than that of the kNN algorithm. As the amount of data increased, the runtime of the kNN algorithm increased unacceptably. The detailed time costs of kNN and D-kNN are shown in Table 1 .
From Table 1 , the time cost of kNN is greater than all D-kNN algorithms and reaches 4461.35 s with 100,000 data items. When the number of data items (greater than 20,000) increases, the performance of D-kNN is clearly accelerated using more storage and computation nodes, requiring 87.23 s for 100,000 data items. Because the startup and the IO operation of D-kNN need a large amount of time for distributed storage and computing, the speed acceleration of D-kNN with 10 nodes is not obvious for small datasets.
In experiments, we compared the overall running time of kNN and D-kNN algorithms on different size datasets. But the running time of kNN includes data loading and data classification, and the running time of D-kNN includes data loading, training data sending, tree building, testing data sending and data classification. The following compares the running time of kNN and D-kNN in data loading and data classification.
The data loading times cost comparison is shown in Figure 5 Table 2 .
From Table 2 , when loading data, both kNN and D-kNN take less than 1 second, and as the amount of data increases, the time consumption increases linearly. Reading data impact on the overall runtime is small and can be ignored. Therefore, the time cost of kNN data classification is the main part of the total time cost of the experiment. The data classification times cost comparison is shown in Figure 5 (d) . It can be seen that the trend of total running time in Figure 5 Table 3 .
From Table 3 , the data classification time cost of kNN is greater than that of D-kNN. When the number of data items increases to 100,000, the time cost of kNN reaches 4460.83 s and D-kNN reaches 191.13 s with 1 node, 109.84 s with 5 nodes, and 68.81 s with 10 nodes. This shows that the D-kNN algorithm provides good acceleration performance.
Only D-kNN has the procedures of SendTrainData, BuildTree, and SendTestData. So, we compared the time cost of these procedures in D-kNN with 1, 5, and 10 nodes. The tree building loading times cost comparison is shown in Figure 5 (f). As can be seen from the figure, the time consumption of the classification process increases approximately linearly. Using more compute nodes can significantly improve performance. The time consumption of the classification process has some fluctuations; kNN1 suddenly increases at 100,000 data because the training data were randomly generated and the tree was unbalanced during the tree establishment process. As the number of computing nodes increases, the amount of training data stored at each node decreases, which can alleviate the imbalance problem of the tree, resulting in less fluctuation. The detailed tree building time cost of D-kNN is shown in Table 4 .
As shown in Table 4 , the time consumption of the tree building process is much less than the classification process. Because distributed storage nodes use a tree to store data before data classification, building the tree is an indispensable process for kNN algorithms. However, the tree building process requires a small amount of time in the entire algorithm, and with the increase in the number of nodes, the tree building process can be effectively accelerated.
The D-kNN algorithm is based on a distributed storage and computing framework, so network transmission performance is also an important factor affecting the overall performance of the D-kNN algorithm. The kNN algorithm's sending of training data and testing data sending are two important data transmission processes. As shown in Figures 5e,g, the time consumption of the training data and testing data sending processes increases linearly. The detailed data are shown in Tables 5 and 6 .
As shown in Table 5 , the time required by the training data sending process is relatively low. As the amount of data increases, the time consumed also increases linearly. Since the total amount of data transmitted is fixed, the number of distributed storage nodes has no effect on the time of training data transmission on the network. As shown in Table 6 , the time in the entire algorithm required for the testing data sending process is also relatively low. As the amount of data increases, the time consumed also increases linearly. Because the total amount of data transmitted is fixed, the number of distributed storage nodes used has no effect on the time that Send is transmitted on the network. As the training samples accounted for 90% and test samples account for 10% of the data set, the time required by training data sending and testing data sending are only related to the amount of data to be transmitted and the network transmission speed.
The D-kNN algorithm is based on a distributed storage and computing framework. Training data can be stored in multiple nodes in the form of a quad-tree or kd-tree. When k-nearest neighbor classification is applied in practical, the kNN classification process is running on multiple nodes. Therefore, the performance of the data classification process determines the performance of the kNN and DNN algorithms in practical applications. In the previous experimental comparison of data calssification, the test sample was 10% of the data set. In order to further compare the performance of data calssification, we use the time consumption of 1000 test samples on different numbers of training data sets for comparison. As shown in Figure 5 (h), compared with kNN algorithm, D-kNN algorithm has greatly improved the classification performance. The detailed data are shown in Tables 7.
As shown in Table 7 , the k-nearest neighbor classification running time of the D-kNN algorithm is much smaller than the running time of the kNN algorithm. And as the number of storage nodes used increases, the performance of kNN classification also accelerates accordingly. In addition, the kNN classification time of the D-kNN algorithm fluctuates as the amount of training sample data increases. As mentioned earlier, this is due to the problem of an imbalance in the established tree. Similarly, the increase in storage nodes can improve the problem of tree imbalance, thereby reducing the fluctuation of the kNN classification running time. As shown in Figure 5i , the k-nearest neighbor classification running time of the D-kNN algorithm has a higher speedup than the kNN algorithm. The detailed data are provided in Table 8 .
As shown in Table 8 , as the training data increase, the speedup of the k-nearest neighbor classification running time of the D-kNN algorithm compared to the kNN algorithm also gradually increased. When the amount of training data was more than 50,000, the D-kNN algorithm achieved speedups of 20, 40, and 60 times at 1, 5, and 10 nodes, respectively.
From the comprehensive results of the above experiments, since the D-kNN algorithm uses kNNB, the time complexity of the algorithm is reduced to O(log n). Compared with the time complexity O(n) of the kNN algorithm, the D-kNN algorithm provides a significant improvement.
The D-kNN algorithm is based on a distributed storage and computing framework, which not only further uses multiple storage and computing nodes to improve performance, but also effectively handles massive data that exceed the storage capacity of a single computer in practical applications. As the number of storage nodes used increases, the performance of kNN classification also accelerates accordingly.
The kNN classification time of the D-kNN algorithm fluctuates as the amount of training sample data increases. As mentioned earlier, this is due to the problem of imbalance in the established tree. Similarly, an increase in storage nodes can overcome the problem of tree imbalance, thereby reducing the fluctuation in the kNN classification running time.
In our experiment using k = 3, the prediction accuracies of kNN and D-kNN were both 100% in all synthetic datasets.
D. REAL-WORLD DATASETS EXPERIMENT
In the experiments on the real-world Mammography [34] and Shuttle [36] datasets, described in Section IV-B, we evaluated the time cost and accuracy of the D-kNN algorithms with different numbers of storage and computation nodes compared to the traditional kNN algorithm. The D-kNN algorithm performed well on the real-world datasets.
The Mammography dataset has 6 features and 11,183 samples, of which 260 are classified as outlier category and the rest are inlier category. We useed 90% of the Mammography dataset (10,065 data) as the training sample and 10% (1118 data) as the testing sample to test the performance of the D-kNN algorithm in comparison with the kNN algorithm. Figure 6a depicts the performance of the kNN and D-kNN algorithms and their main procedures. As shown in Figure 6a , the performance of the D-kNN algorithm is better than the kNN algorithm. The detailed performance data are provided in Table 9 .
As shown in Table 9 , the running time of the kNN algorithm is 88.03 seconds, and the ClassifyData procedure time is 87.97 seconds, which is much longer than the classification time of the D-kNN algorithm. Increasing storage and calculation nodes from 1 to 10, the performance of the D-kNN algorithm was significantly improved from 105.86 to 14.70 s, in which the running time of the ClassifyData procedure wasreduced from 66.80 to 11.96 s. The BuildTree procedure running time was reduced from 37.56 to 1.25 seconds, and its proportion in the total running time was reduced from about 35.48% to less than 8.54%.
In the Mammography dataset, the default prediction accuracy of classification is 97.68% [35] . In our experiment using k = 3, the prediction accuracy of kNN and D-kNN were The modified Shuttle dataset [35] has 9 dimensions and 49,097 samples; about 80% of the data belongs to he inlier category and the rest to the outlier category. In the original dataset, there are 58,000 samples and 7 categories [36] . The default accuracy of the original dataset is about 80% and the goal is to obtain an accuracy of 99-99.9% [36] .
We use the modified Shuttle dataset, with 90% (44,188 data) as the training sample and 10% (4909) as the testing sample to test the performance of the D-kNN algorithm in comparison with the kNN algorithm. Figure 6b shows the performance of the kNN and D-kNN algorithms and their main procedures. As shown in Figure 6b , the performance of the D-kNN algorithm is better than the kNN algorithm. The detailed performance data are shown in Table 10 .
As shown in Table 10 , the running time of the kNN algorithm was 2284.47 seconds, and the ClassifyData procedure time is 2284.19 seconds, which is unacceptable in practice. Increasing the storage and calculation nodes from 1 to 10, the performance of the D-kNN algorithm was significantly improved from 414.47 to 69.87 s, and the running time of the ClassifyData procedure was reduced from 207.84 to 52.25 s, while the BuildTree procedure running time reduced from 197.68 to 8.92 seconds, and its proportion in the total running time reduced from about 46.70% to less than 12.77%.
In the original Shuttle dataset, the default prediction accuracy of classification is 80% and the goal accuracy is 99-99.9% [36] . In our experiment using k = 3, the prediction accuracy of kNN and D-kNN were both 99.82% with 44,188 training samples and 4909 testing samples in the modified Shuttle dataset. In the original Shuttle dataset, the From the experimental results of the above Mammography and Shuttle datasets, we found that the D-kNN algorithm provides a considerable improvement on the kNN algorithm. As shown in Figure 3 , as the amount of data increases and more distributed storage nodes are used, the speedup of D-kNN compared to kNN also increases significantly. The detailed acceleration is shown in Table 11 .
As shown in Table 11 , for the Mammography dataset with a small data amount of 11,183, the speedup ratio ranged from 1.32 to 7.35. For the Shuttle dataset with a data amount of 49,097, the speedup ratio ranged from 1.99 to 43.72. The experimental results showed that the D-kNN algorithm performs better than the kNN algorithm, and the classification accuracy is consistent with the kNN algorithm.
V. CONCLUSION
In CPSS, kNN is a classic data mining method that is widely used to analyze physical or abstract objects and classify using by k-nearest neighbor searches. However, in the application of CPSS based on large data sets, kNN algorithms are needed to accelerate the processing speed. We focused on designing distributed storage and computing schemes for processing large data sets, and proposed a distributed k-nearest neighbor algorithm called D-kNN. Based on the k-nearest neighbor boundary, D-kNN stores data on a quad-tree or kd-tree distributed between storage nodes. As such, D-kNN can considerably reduce the time complexity by searching the nearest k neighbors in the k-nearest neighbor boundary. To further improve the calculation speed of D-kNN, a distributed computing framework was constructed, and the data were divided into several nearest neighbor searches to partition each other independently for distributed storage and calculation to parallelize the D-kNN algorithm. We conducted a number of experiments on synthetic and real-world datasets to evaluate the effectiveness of D-kNN in accelerating computation speed. The experimental results showed that the D-kNN algorithm is superior to the benchmark algorithm in reducing time complexity, and can use a distributed storage and computing framework to parallel kNN classification on storage nodes. The distributed k-nearest neighbor algorithm was designed to be easily deployed to the cloud-edge computing environment to process massive amounts of data in CPSSs.
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