Introduction
There have been considerable efforts in the past towards understanding the structural rules that govern birdsong production [1, 2] . Due to the vast diversity of songbird species and the apparent structural differences in the songs they produce there is still no consensus on the limits of their complexity. Birdsongs have proven to be an excellent platform for exploring a variety of topics that are relevant to artificial life research, such as complexity, coevolution and sexual selection, among others [3, 4, 5] . Our work explores how the complexity of the model describing the syntax of CaVi song could be reduced while avoiding overgeneralisation. We use a genetic algorithm to approximate a Minimal Consistent Deterministic Finite-state Automata (MCDFA) capable of accepting sequences produced by birds of the Cassin's Vireo species and rejecting a collection of artificially generated negative sequences.
Study Species
Cassin's Vireo (CaVi) is a small migratory songbird that breeds throughout western North America during the April-July period. Individuals are territorial, establishing and defending their breeding grounds from other males. Singing is exclusive to males and is primarily used during the breeding season [6] . Table: Example of three recordings as sequences of phrases. Each two-letter code corresponds to a distinct phrase-type identified within the bird species.
Individual Annotated Recording agbk ah, ai, ah, aj ah, ai, en, aj fg, em, cg, cr, fq ai, en, ai, aj, en, en, ak fg, em, ck, fg, ca, fg, em
Methods
A genetic algorithm was used to explore possible models for the observed data for each individual. Positive samples (S + ) were used to build a Maximal Canonical Automata (MCA). Non-deterministic transitions were then removed from the MCA. Resulting in a Prefix Tree Acceptor (PTA). See Methods: Automata. Population: Individuals were defined as partitions over the PTA encoded as strings x 0 , x 1 , ..., x n , where x i represents the group to which the corresponding node in the PTA belongs. Nodes in the same group are merged together. Genetic Operators Crossover: tournament selection with a size of three and probability of 95%. Mutation: individuals in the population change the partition group to which one of their nodes belongs with a probability of 1%. Fitness Function: Individuals are evaluated by a combined measure of the underlying complexity and inconsistency of the DFA they represent.
The complexity of a DFA was measured following the MDL principle, this means that the best hypothesis for some observed data S + is that which minimises the encoding of the grammar and its parsing of the data. The inconsistency of a DFA is measured as the proportion of negative samples it accepts.
Methods: Automata 
Conclusions
Experiments comprising random negative examples yielded a considerable reduction in complexity as a results of the evolutionary process. The inconsistency of the model also reduced considerably, often maintaining this tendency even with models of reduced complexity. Syntactic models evolved using negative examples where phrases were sampled from the phrase distribution of the positive examples at random positions, began suffering from overgeneralisation as the complexity decayed. The inability of DFAs to improve consistency when there is some degree of similarity between the positive and negative examples, suggests that more complex models such as probabilistic DFAs, pushdown automata or linear bounded automata, should be considered in the future. This method uses exclusively a genetic algorithm for the search of possible solutions, other machine learning techniques, such as tabu search, could be used instead.
