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Abstract
We develop a method for computing capacity based on energy minimization. The method applies to a wide variety of capacities,
including Riesz, logarithmic and hyperbolic capacities. It yields rigorous upper and lower bounds which converge to the true value
of the capacity. The method is illustrated with a number of examples.
© 2010 Elsevier Masson SAS. All rights reserved.
Résumé
On développe une méthode de calcul de la capacité basée sur la minimisation de l’énergie. La méthode s’applique à une gamme
de capacités qui inclut les capacités de Riesz et les capacités logarithmique et hyperbolique. Elle fournit des bornes supérieures et
inférieures rigoureuses qui convergent vers la vraie valeur de la capacité. On donne plusieurs exemples pour illustrer la méthode.
© 2010 Elsevier Masson SAS. All rights reserved.
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1. Introduction
In this article we develop and implement a method for computing the capacity of general compact sets. The method
has the following features:
• It covers a variety of different types of capacity, including Riesz, logarithmic and hyperbolic capacities.
• It furnishes rigorous upper and lower bounds for the capacity.
• It always converges, in the sense that these bounds can be made as close as we please.
• It is systematic: the same method works for every compact set.
• It is computationally practicable.
• It has good monotonicity properties, which permit the use of extrapolation techniques to accelerate convergence.
* Corresponding author.
E-mail addresses: quentin.rajon.1@ulaval.ca (Q. Rajon), ransford@mat.ulaval.ca (T. Ransford), jrostand@mat.ulaval.ca (J. Rostand).
1 Research partially supported by grants from NSERC (Canada), FQRNT (Québec) and the Canada Research Chairs program.
2 Research partially supported by grants from NSERC and FQRNT.0021-7824/$ – see front matter © 2010 Elsevier Masson SAS. All rights reserved.
doi:10.1016/j.matpur.2010.03.004
Q. Rajon et al. / J. Math. Pures Appl. 94 (2010) 398–413 399None of the other methods of computation of capacity known to us have all these advantages. The three principal
techniques of which we are aware are:
(1) Computation of Green’s functions. Rostand [12] developed a technique which yields rigorous upper and lower
bounds for the logarithmic capacity of ‘smooth’ plane sets (sets with finitely many components which are equal
to the closure of their interior). However, there was no proof of convergence. Also, as a by-product of their
techniques for numerical Schwarz–Christoffel mappings, Embree and Trefethen [3] were able to compute the
logarithmic capacity of polygonal sets symmetric with respect to the real axis.
(2) Method of Leja points. This is a method developed by Leja [9] for logarithmic capacity in the plane and Górski
[6] for Newtonian capacity in space. The idea is to construct a naïve approximation to a Fekete system (i.e. system
of points maximizing the n-th diameter). Like Fekete systems, Leja systems always converge to the equilibrium
measure, and can therefore be used to estimate capacity, but this method does not yield rigorous bounds.
(3) Minimax method. Logarithmic capacity can be characterized in terms of a minimax property: this is essentially
Frostman’s ‘fundamental theorem’ of potential theory. Ransford and Rostand [11] developed a discrete approx-
imation of this characterization which allowed them to obtain rigorous bounds for the logarithmic capacity of
plane sets, and to prove convergence for those sets having the so-called Hölder continuity property (see e.g. [2]).
However, this method depends strongly on the fact that the logarithmic potential of a set satisfies the strong
maximum principle (see e.g. [8, Theorem 1.6]), and so does not extend to capacities defined via more general
kernels.
The paper [11] also contains an informal experimental introduction to another method for computing capacity,
based directly on energy minimization. It is this method that we shall develop formally here. It is based on a quadratic
program that appears to lead to better results than the main method of [11]. In addition, it extends without difficulty
to capacities for very general kernels. We believe that this level of abstraction actually makes the ideas clearer.
The necessary background on capacities is outlined in Section 2 and the quadratic program described in Section 3.
In Sections 4 and 5, we show how this yields upper and lower bounds for the capacity, and we prove convergence of
these bounds. Finally in Section 6, we illustrate our method with a number of examples.
2. Background on capacities
In this section, we give the basic definitions and establish the notation for the rest of the paper.
Throughout, we work in a metric space (X,ρ). We write B(x, r) for the closed ball in X with center x and radius r .
The following definition summarizes the central concepts used in this paper.
Definition 2.1. (i) A kernel function is a function K : (0,∞) → [0,∞) which is decreasing and lower semicontinuous.
We define K(0) := limt→0+ K(t) (perhaps infinite).
(ii) The K-energy of a (Borel) probability measure μ on X is defined by:
IK(μ) :=
∫ ∫
K
(
ρ(x, y)
)
dμ(x)dμ(y).
(iii) The K-capacity of a compact subset E of X is defined by:
CK(E) := 1/ inf
{
IK(μ): μ is a probability measure on E
}
. (1)
Lemma 2.2. The infimum in (1) is always attained (perhaps infinite).
Proof. Let (μn) be probability measures on E such that IK(μn) → 1/CK(E). A subsequence (μnj )
converges weak* to a probability measure ν on E. As K is lower semicontinuous, it follows that
IK(ν) lim infj→∞ IK(μnj ) = 1/CK(E). Hence the infimum in (1) is attained when μ = ν. 
A measure ν at which the infimum in (1) is attained is called an equilibrium measure for E. Evidently
CK(E) = 1/IK(ν) (with the usual convention that 1/∞ = 0).
The next result is a continuity property of capacity.
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of X such that En ↓ E. Then
lim
n→∞CKn(En) = CK(E).
Proof. Clearly the sequence CKn(En) is decreasing and satisfies CKn(En) CK(E) for all n. It therefore suffices to
show that lim infn→∞ CKn(En) CK(E).
For each n, let νn be an Kn-equilibrium measure for En. Thus νn is a probability measure on En satisfying
IKn(νn) = 1/CKn(En). By compactness, there exists a subsequence (νnj )j1 which is weak*-convergent to a proba-
bility measure μ on E. Now, for each m,
lim sup
n→∞
IKn(νn) lim sup
n→∞
IKm(νn) lim inf
j→∞ IKm(νnj ) IKm(μ).
Letting m → ∞ we get lim supn→∞ IKn(νn)  IK(μ). Also IK(μ)  1/CK(E), by definition of capacity. Hence
finally lim infn→∞ CKn(En) CK(E), as desired. 
The following result provides a simple but useful upper bound for capacity. It will be substantially improved later.
Proposition 2.4. If K is a kernel function and E is a compact subset of X, then
CK(E) 1/K(diamE).
Proof. Let ν be an equilibrium measure for E. Then, since K is decreasing,
IK(ν) =
∫ ∫
K
(
ρ(x, y)
)
dν(x) dν(y)
∫ ∫
K
(
diam(E)
)
dν(x) dν(y) = K(diam(E)).
The result follows upon inverting this inequality. 
There is one further definition, which will play a useful role in what follows.
Definition 2.5. The kernel K(ρ(x, y)) is positive-definite if each pair of probability measures μ1,μ2 on X satisfies
the Schwarz inequality, ∫ ∫
K
(
ρ(x, y)
)
dμ1(x) dμ2(y) IK(μ1)1/2IK(μ2)1/2. (2)
We do not assume that K(ρ(x, y)) is positive-definite unless explicitly stated.
Examples 2.6. (i) Riesz and Newtonian capacities. Let X be Euclidean space RN and K(t) := 1/tα , where
0 < α < N . Then CK is the so-called Riesz capacity, sometimes denoted by CN−α . In particular, if N  3 and
α = N − 2, then CK is the classical Newtonian capacity. The kernel K(|x − y|) is positive-definite for all α ∈ (0,N)
(see [8, Theorem 1.15]).
(ii) Logarithmic capacity. Let X be Euclidean space R2 and K(t) := log(1/t). Then c(E) := e−1/CK(E) is the
logarithmic capacity of E. Unfortunately, this does not quite fit into the setup above, because K is not positive. So
instead we set K(t) := log+(1/t). Then K satisfies our assumptions and e−1/CK(E) is still the logarithmic capacity of
E provided that diam(E) 1. (The case diam(E) > 1 can be treated by scaling.) The kernel K(|x − y|) is positive-
definite (see [8, Theorem 1.16]).
(iii) Hyperbolic capacity. Let X be a proper simply connected subdomain of R2, let ρ be the pseudo-hyperbolic
metric on X and let K(t) := log+(1/t). Then K(ρ(x, y)) is the Green’s function for X, and ch(E) := e−1/CK(E) is
the hyperbolic capacity of E, as defined for example in [14, Chapter III, §12]. Again, this kernel is positive-definite
(see [8, pp. 215–219]).
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Our method for computing capacity will be to convert the problem to a quadratic minimization problem. To describe
this, it is convenient to introduce a little notation.
Definition 3.1. For n 1, set Λn := {(λ1, . . . , λn): λj  0, ∑j λj = 1}. Given an n × n matrix h = (hij ), we write:
Q(h) := min
λ∈Λn
∑
i,j
hij λiλj .
The quantity Q(h) can always be computed numerically, but the following result permits us sometimes to calculate
Q(h) directly, without having to perform a minimization. We denote by 1 the column vector whose components are
all 1’s, and by 1t its transpose.
Proposition 3.2. Suppose that h is a strictly positive-definite matrix. Then
Q(h) 1
1t h−11
,
with equality if and only if all the components of h−11 are non-negative.
Proof. Set σ := h−11 and s := 1t σ . Note that s = 1t h−11 > 0, since h−1 is positive-definite. A simple calculation
shows that
λthλ = (λ − σ/s)th(λ − σ/s) + 1/s (λ ∈ Λn).
Since h is a positive-definite matrix, the first term on the right-hand side is non-negative, and equals zero if and only
if λ = σ/s. Hence Q(h) 1/s, with equality iff σ/s ∈ Λn, which is equivalent to h−11 0. 
4. Upper bounds for capacity
The following theorem is a generalization of Proposition 2.4.
Theorem 4.1. Let K be a kernel function and let E be a compact subset of X. Let F1, . . . ,Fn be compact subsets of X
such that
E ⊂ F1 ∪ · · · ∪ Fn.
Define the n × n matrix a by:
aij := K
(
diam(Fi ∪ Fj )
) (
i, j ∈ {1, . . . , n}). (3)
Then
CK(E) 1/Q(a).
Proof. Let G1, . . . ,Gn be a Borel partition of E such that Gj ⊂ Fj for all j . Let ν be an equilibrium measure for E,
and set λj := ν(Gj ) (j = 1, . . . , n). Evidently λj  0 for all j and ∑n1 λj = 1. Also
I (ν) =
∑
i,j
∫
Gi
∫
Gj
K
(
ρ(x, y)
)
dν(x) dν(y)

∑
i,j
∫
Gi
∫
Gj
K
(
diam(Fi ∪ Fj )
)
dν(x) dν(y) =
∑
i,j
aij λiλj Q(a).
Inverting gives the result. 
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of E, and suppose that the F˜ ’s are finer than the F ’s in the sense that each F˜j is contained in some Fi . Then the
corresponding matrices a, a˜ satisfy Q(a)Q(˜a).
The next result is a convergence theorem for Q(a).
Theorem 4.2. Let K be a kernel function and let E be a compact subset of X. Let F1, . . . ,Fn be compact subsets of
X such that
E ⊂ F1 ∪ · · · ∪ Fn and E ∩ Fj = ∅ (j = 1, . . . , n).
Define the matrix a as in (3). Then ∣∣CK(E) − 1/Q(a)∣∣ (d),
where d := maxj diam(Fj ), and (t) is a function depending only on K,E such that limt→0 (t) = 0.
Proof. For s > 0, define Ks(t) := K(t + s). Then Ks ↑ K as s ↓ 0, so Proposition 2.3 shows that CKs (E) → CK(E)
as s → 0. Thus, to establish the theorem, it will suffice to prove that
1/CK2d (E)Q(a) 1/CK(E), (4)
where d := maxj diamFj .
For each j , fix a point xj ∈ E ∩ Fj . Note that, for all i, j , we have:
ρ(xi, xj ) dist(Fi,Fj ) diam(Fi ∪ Fj ) − 2d.
Given (λ1, . . . , λn) ∈ Λn, set μ :=∑j λj δxj . Clearly μ is a probability measure on E. Therefore
1/CK2d (E)
∫ ∫
K2d
(
ρ(x, y)
)
dμ(x)dμ(y) =
∑
i,j
K2d
(
ρ(xi, xj )
)
λiλj
=
∑
i,j
K
(
ρ(xi, xj ) + 2d
)
λiλj 
∑
i,j
K
(
diam(Fi ∪ Fj )
)
λiλj =
∑
i,j
aij λiλj .
Minimizing over all (λ1, . . . , λn) ∈ Λn gives the left-hand inequality in (4). The right-hand inequality was already
proved in Theorem 4.1. 
5. Lower bounds for capacity
Our method for obtaining lower bounds for capacity is based directly on the definition (1). The basic idea is that,
instead of minimizing energy over all probability measures supported on our set, we minimize over a small convex
family of measures, hoping that this yields a good approximation.
Theorem 5.1. Let K be a kernel function and let E be a compact subset of X. Let μ1, . . . ,μn be probability measures
on E. Define the n × n matrix b by:
bij :=
∫ ∫
K
(
ρ(x, y)
)
dμi(x) dμj (y)
(
i, j ∈ {1, . . . , n}). (5)
Then
CK(E) 1/Q(b).
Proof. Given (λ1, . . . , λn) ∈ Λn, the measure μ :=∑j λjμj is a probability measure on E, so
1/CK(E) I (μ) =
∑
i,j
λiλj
∫ ∫
K
(
ρ(x, y)
)
dμi(x) dμj (y) =
∑
i,j
bij λiλj .
The result follows upon minimizing over (λ1, . . . , λn) ∈ Λn. 
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of probability measures on E, and suppose that the μ˜’s are finer than the μ’s in the sense that each μi is a convex
combination of the μ˜j . Then the corresponding matrices b, b˜ satisfy Q(˜b)Q(b).
The next result is a convergence theorem for Q(b).
Theorem 5.2. Let K be a kernel function such that K(ρ(x, y)) is positive-definite, and suppose further that K is
continuous and satisfies lim supt→0 K(t)/K(2t) < ∞. Let E be a compact subset of X. Let μ1, . . . ,μn be compactly
supported probability measures on X such that
E ⊂
n⋃
1
suppμj and E ∩ suppμj = ∅ (j = 1, . . . , n).
Define the matrix b as in (5). Then ∣∣CK(E) − 1/Q(b)∣∣ maxj IK(μj )
K(d)
(d), (6)
where d := maxj diam(suppμj ), and (t) is function depending only on K,E with limt→0 (t) = 0.
Proof. We shall prove that
−(d) CK(E) − 1/Q(b) I0
K(d)
(d), (7)
where I0 := maxj IK(μj ) and d,  are as stated in the theorem. Since certainly I0  K(d), this gives the desired
result, and even a bit more.
We begin with the lower bound in (7). Set Fj := suppμj (j = 1, . . . , n), and define the matrix a as in (3).
Then bij  aij for all i, j , so Q(b) Q(a) and CK(E) − 1/Q(b)  CK(E) − 1/Q(a). By Theorem 4.2, we have
CK(E) − 1/Q(a)−(d), where (t) is a function depending only on K , E, such that limt→0 (t) = 0. This estab-
lishes the desired lower bound.
Now we turn to the upper bound in (7). We may suppose that CK(E) > 0, otherwise there is nothing to prove. Let
ν be an equilibrium measure for E, and let G1, . . . ,Gn be a Borel partition of E such that Gj ⊂ suppμj for each j .
Obviously ν(Gj ) 0 for all j and
∑n
1 ν(Gj ) = 1. Hence
Q(b)
∑
i,j
bij ν(Gi)ν(Gj ).
We now estimate the right-hand side.
Define J := {(i, j): dist(Gi,Gj ) 3d}. If (i, j) ∈ J then ρ(x, y) 5d for all x ∈ Gi and y ∈ Gj . Also, using (2),
we have bij  I0 for all i, j . Hence∑
(i,j)∈J
bij ν(Gi)ν(Gj )
∫ ∫
ρ(x,y)5d
I0 dν(x) dν(y)
 I0
K(5d)
∫ ∫
ρ(x,y)5d
K
(
ρ(x, y)
)
dν(x) dν(y).
If (i, j) /∈ J , then ρ(x, y) 3d for all x ∈ Gi and y ∈ Gj . Also bij K(dist(Gi,Gj )) for all i, j . Hence∑
(i,j)/∈J
bij ν(Gi)ν(Gj )
∑
(i,j)/∈J
∫
Gi
∫
Gj
K
(
dist(Gi,Gj )
)
dν(x) dν(y)

∫ ∫
ρ(x,y)3d
K
(
ρ(x, y) − 2d)dν(x) dν(y)

∫ ∫ {
K
(
ρ(x, y) − 2d)− K(ρ(x, y))}dν(x) dν(y) + 1/CK(E).ρ(x,y)3d
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Q(b) 1
CK(E)
+ I0
K(5d)
1(d) + 2(d),
where
1(d) :=
∫ ∫
ρ(x,y)5d
K
(
ρ(x, y)
)
dν(x) dν(y),
2(d) :=
∫ ∫
ρ(x,y)3d
{
K
(
ρ(x, y) − 2d)− K(ρ(x, y))}dν(x) dν(y).
Both 1(d), 2(d) → 0 as d → 0. In the case of 1, this is a straightforward consequence of the dominated conver-
gence theorem. For 2 it also follows from the dominated convergence theorem, noting that, if ρ(x, y)  3d , then
ρ(x, y) − 2d  ρ(x, y)/2, so by the ‘lim sup’ hypothesis on K we have K(ρ(x, y) − 2d) A(1 + K(ρ(x, y))), for
some constant A.
Finally, we note that K(d)/K(5d) = O(1) as d → 0 and, as remarked earlier, that I0 K(d). Thus
CK(E) − 1/Q(b) I0
K(d)
O
(
1(d) + 2(d)
)
as d → 0. (8)
This gives the upper bound in (7), with (t) a multiple of 1(t) + 2(t). 
Theorem 5.2 shows that, if the probability measures μj are chosen ‘efficiently’, in the sense that
maxj IK(μj ) = O(K(d)) as d → 0, then Q(b) converges to 1/CK(E). How to make this choice? In the rest of
the section, we discuss three approaches to this problem.
5.1. Uniformly perfect measures
The first approach presupposes the existence of a probability measure σ on E with nice properties. The
idea is to choose a covering of E by balls B1, . . . ,Bn of diameter d such that σ(Bj ) > 0, and then to take
μj := σ(Bj )−1σ |Bj (j = 1, . . . , n). Since the measures μj are supported on E, we automatically obtain a lower
bound for the capacity. For σ to give rise to an ‘efficient’ choice of μj , it suffices that there exist a constant γ > 0
such that
I (σx,r ) γK(r) (x ∈ E, 0 < r < diamE), (9)
where σx,r := σ(B(x, r))−1σ |B(x,r). We call a measure σ satisfying (9) uniformly perfect for E.
The disadvantage of this method is that a uniformly perfect σ may be so complicated that it renders infeasible the
computation of the double integrals in (5).
This approach has an interesting consequence that is worth spelling out explicitly.
Corollary 5.3. Let K be a kernel function such that K(ρ(x, y)) is positive-definite, and suppose further that K is
continuous and satisfies lim supt→0 K(t)/K(2t) < ∞. Let E be a compact subset of X with equilibrium measure ν,
and let σ be a uniformly perfect probability measure for E. Then
I (ν) = inf{I (μ): μ is a probability measure on E, μ  σ}.
Proof. In Theorem 5.2, the quantity Q(b) is obtained by taking the infimum of I (μ) over μ in the convex hull of
certain measures of the form σ(B)−1σ |B , all of which are absolutely continuous with respect to σ . 
Remarks. (i) The measures ν and σ may well be mutually singular. An interesting example in R2 with the logarithmic
capacity is obtained by taking E to be the Cantor middle-third set (thought of as a subset of R × {0}) and σ to be
the Cantor–Lebesgue measure. An easy scaling argument shows σ is uniformly perfect for E. On the other hand,
Makarov and Volberg [5, p. 315] showed that the equilibrium measure ν of E is concentrated on a set of Hausdorff
dimension strictly less than that of E, which implies that ν ⊥ σ .
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probability measures μ of the form dμ = p dσ , where σ is the Cantor–Lebesgue measure and p runs over polynomials
of degree N . Taking N = 1000, he obtained the lower bound 0.220941764476. Our method above is similar in spirit to
his idea. However, he had no proof that his bounds converge to the true value of the capacity as N → ∞. Corollary 5.3,
in conjunction with an easy approximation argument, now provides such a proof. We shall return to this example in
Section 6.3.
5.2. Ball measures
The second approach is based on the remark that Theorem 5.2 does not require the measures μj to be supported
on E, merely that their supports all meet E. Thus we can simply cover E by balls Bj of diameter d , and take μj to be
any probability measures with suppμj = Bj and I (μj ) = O(K(d)). For example, if (X,ρ) is Euclidean space and
K is a Riesz kernel, then we can simply take μj to be normalized Lebesgue measure on Bj .
This approach has the advantage that the measures μj are in principle easy to handle. The disadvantage of the
method is that, since the μj are not supported on E, we can no longer be certain that 1/Q(b) is a lower bound for the
capacity.
5.3. Equilibrium measures
The third approach is to cover E by compact subsets F1, . . . ,Fn of E, and to take μj to be an equilibrium measure
of Fj . There is little hope of calculating the double integrals in (5) exactly, but we can estimate them as follows.
First, it is clear that bij  K(dist(Fi,Fj )) for all i, j . Also, assuming that K(ρ(x, y)) is positive-definite, we have
bij  maxk IK(μk) = maxk 1/CK(Fk). Thus, if we have some a priori lower bound C0 for the capacities CK(Fi),
then
bij min
{
K
(
dist(Fi,Fj )
)
, 1/C0
}
, (10)
so we can compute an upper bound for Q(b), and hence a lower bound for CK(E). Setting d := maxj diam(Fj ), an
examination of the proof of Theorem 5.2 shows that this method will converge as d → 0, provided that 1/C0K(d)
remains bounded.
The advantage of this method is that it avoids the potentially costly evaluation of double integrals in (5). The
disadvantage is that it gives poorer bounds, and also that some a priori knowledge is needed to obtain C0.
6. Examples
We now implement the ideas of the previous sections to compute the capacity of some compact sets with respect
to various kernels. The kernels considered are precisely those listed in Section 2.6. The sets chosen illustrate various
features of the method. Simple cases, notably line segments, can be treated analytically, thereby providing a veri-
fication of our calculations. Higher-dimensional examples, for instance disks and cubes, are computationally more
challenging. The final example is a fractal, namely the Cantor middle-third set.
All the computations are performed on a Dell Precision T7400n. This computer has 64 GB of 800 MHz
fully buffered DIMM memory and two 64-bit 3.20 GHz Quad-Core Intel Xeon X5482, both with 6 MB of
1600 MHz L2 cache.
In Sections 6.1 and 6.3, the program for computing the matrices a and b and their associated values Q(a) and
Q(b) is written in C++. Linear algebra calculations are performed using the Intel math library MKL 10.1.2.024
(more precisely its lapack module). When multidimensional numerical integration is required, the Fortran routine
ACM Algorithm 698 (dcuhre) is used (see [1]). When Q(h) cannot be computed by means of a linear system (i.e. via
Proposition 3.2), the function QPSolve of OpenMaple 13 is used. According to Maple documentation, QPSolve
uses hardware-float optimized procedures from the Numerical Algorithms Group (NAG).
In Section 6.2, all the calculations are carried out using Matlab 7.7.0. The quadratic minimization needed to com-
pute Q(h) is performed using the quadprog routine with the medium scale option.
All the times shown are real times. Some of the computations are multi-threaded, so in these cases the cpu time is
usually larger than the real time.
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Riesz capacity of [0,1] with α = 1/2.
n LB: Q(b)−1 UB: Q(a)−1 LB time UB time
210 0.381364771045 0.401053376713 < 1s < 1s
211 0.381372325052 0.395264387349 < 1s < 1s
212 0.381376103065 0.391182431674 < 1s < 1s
213 0.381377992324 0.388302742089 < 1s < 1s
214 0.381378937016 0.386270313602 4.7s 4.5s
215 0.381379409378 0.384835316943 25.5s 25.1s
216 0.381379645562 0.383821813491 2m45s 2m45s
217 0.381379763655 0.383105813912 19m49s 20m28s
218 0.381379822699 0.382599883234 205m31s† 205m12s†
Extr. 0.381379881751 0.381379881719
† In row n = 218, the problem requires 66.1 GB of memory. Since this exceeds the available 64 GB, we had to rely on some disk swapping. The
times shown in this row are the real times less the swap times.
6.1. Riesz and Newtonian capacities
For the examples in this subsection, we take X := R3 and K(t) := 1/tα where α ∈ (0,3). Then CK is the Riesz
capacity and the case α = 1 corresponds to the classical Newtonian capacity.
6.1.1. Interval
Let E := [0,1], viewed as an interval on the x-axis of R3. For α ∈ [1,3) we have CK(E) = 0 and so, for this
example, we consider only α ∈ (0,1).
In order to compute an upper bound for CK(E) (Theorem 4.1), we need to cover E with small compact subsets Fj .
We fix a natural number n, and define Fj := [j/n, (j +1)/n] (j = 0, . . . , n−1). Computation of a is straightforward.
For the lower bound (Theorem 5.1), we take μj (j = 0, . . . , n − 1) to be the normalized linear Lebesgue measure
on Fj . The integrals appearing in bij can be computed analytically.
Since our partitioning of E is symmetric about the midpoint of E, there exists a symmetric vector λ ∈ Λn for which
the minimum Q(a) is attained, and similarly for Q(b). We can use this fact to reduce the size of the matrices a and b
by a factor of 2 in each dimension.
Table 1 shows the lower bounds (LB) and the upper bounds (UB) obtained for different values of n in the
case α = 1/2.
For all values of n in this example, Q(a) and Q(b) are computable via a linear system (see Proposition 3.2). Each
entry in the last row is an extrapolation of the sequence in the column above it. For this, we employ the Wynn’s
-algorithm (see [13, Algorithm 16.2.1]).
We observe that the convergence of the lower bounds is much faster than the convergence of the upper bounds. If
we fit both sequences on a curve of the form A + Be−Cn, we find C ≈ 0.50 for the upper bounds and C ≈ 1.0 for
the lower bounds. This difference in convergence speed is actually observed in all examples studied. Thus the energy
method (LB) tends to yield better estimates of the capacity than the diameter method (UB). Even though LB and UB
are not that close to each other, their extrapolations are much closer: the difference between them is approximately
3×10−11. This makes us confident in guessing that CK([0,1]) ≈ 0.381379881751 and that the first 10 digits are most
probably correct.
We now fix n = 215 and let α run from 0 to 1. Fig. 1 shows the graph of the upper and lower bounds for CK([0,1]).
We know that the Newtonian capacity of [0,1] is 0 and therefore we conclude that the diameter method is less effective
when α approaches 1. On the other hand the energy method seems to work well for all values of α.
6.1.2. Disk
Next we consider E := {(x, y, z) ∈ R3: x2 + y2  1, z = 0} and α := 1. The Newtonian capacity of a unit disk
is known (e.g. [8, p. 165]): CK(E) = 2/π ≈ 0.6366197724. This allows us to verify the results we obtain with our
method.
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Fig. 2. Partition I and Partition II.
Unlike the case of the interval, choosing a partition for E is far from evident. The Fj must be selected so that
the computations of aij and bij are feasible (in the case of bij we choose μj to be the normalized surface Lebesgue
measure on Fj ). Moreover, some emphasis should be put on choosing a partition with a high-order symmetry group,
because that symmetry can be used to reduce the problem size. Finally, we have to keep an eye on the right-hand side
of (6) to ensure that convergence is indeed happening.
We consider two partitions of E. Partition I is illustrated on the left side of Fig. 2. We first fix the number n0 of
subdivisions on the unit circle. Then, counting from the exterior, we choose the second radius so that the resulting
truncated sector is almost a square. The remaining radii are selected as to make all truncated sectors similar to each
other. We stop when the inner disk has approximately the same diameter as an external truncated sector. We denote
by n1 the number of inner radii. In the illustration, Partition I of E has n = n0n1 + 1 = 30 × 8 + 1 = 241 pieces.
On the right side of Fig. 2, Partition II is shown. Again, we first fix the number n0 of subdivisions on the unit
circle and we call the resulting base angle ϕ := 2π
n0
. The innermost radius is set at 2ϕ7 and the second at
9ϕ
7 . The
other radii are chosen so that all truncated sectors have approximately the same diameter. The small radius of an
external truncated sector is about ϕ
2√
2
. The number of inner radii is denoted n1. In the illustration, Partition II of E has
n = n0n1 + 1 = 30 × 10 + 1 = 301 pieces.
Tables 2 and 3 show the results obtained for each partition. In both cases the group of symmetry is of order n0 and
the dimension of a and b, after reduction, is n1 + 1.
Computing aij is not difficult. However, even if a is strictly positive-definite, a−11 possesses negative compo-
nents. By Proposition 3.2, we have that 1t a−11 is an upper bound for CK(E) but not as good as Q(a)−1. The columns
UB in Tables 2 and 3 were computed via the quadratic program. Solving the linear system is much faster and re-
quires less memory but yields a slightly worse bound. As an example, using Partition I with n0 = 12 800, we get
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Newtonian capacity of unit disk – Partition I.
n0 n1 n LB: Q(b)−1 UB: Q(a)−1 LB time UB time I0K(d)
800 659 527 201 0.6360457811 0.6760869548 3.6s 5.2s 753
1600 1496 2 393 601 0.6363324598 0.6602492172 21.8s 46.9s 1510
3200 3348 10 713 601 0.6364760367 0.6506357922 2m41s 39m01s 3024
6400 7405 47 392 001 0.6365478848 0.6448551324 22m57s 417m49s 6055
12 800 16 224 207 667 201 0.6365838241 0.6414140488 211m02s 4152m23s 12 109
25 600 35 276 903 065 601 0.6366017961 1992m17s 24 223
Extrapolation 0.6366197733 0.6367290376
Table 3
Newtonian capacity of unit disk – Partition II.
n0 n1 n LB: Q(b)−1 UB: Q(a)−1 LB time UB time I0K(d)
96 48 4609 0.6364037546 0.7940442248 1.1s < 1s 8.8
192 116 22 273 0.6365647929 0.7301144758 7.0s < 1s 10.3
384 273 104 833 0.6366058693 0.6918202186 1m08s 6.2s 11.9
768 630 483 841 0.6366162949 0.6689960068 11m44s 1m06s 13.4
1536 1430 2 196 481 0.6366189072 0.6554715543 118m20s 13m59s 15.0
3072 3197 9 821 185 0.6366195555 0.6475137967 908m27s 144m48s 16.6
Extrapolation 0.6366197686 0.6367288850
UB = 0.6414144363 in 203m5s. The upper bound for n0 = 25 600 in Table 2 was not computed because we ran out
of memory.
Computing bij is another story. The double integral that appears on the right-hand side of (5) is actually a quadruple
integral after parameterizing each truncated sector (or disk). We can reduce this quadruple integral analytically to a
double integral, but after that we have to fall back on numerical integration routines. This part of the computation
is highly time-consuming. In Partition I, since the truncated sectors are all similar to one another, we can reduce the
number of numerical integrations required to roughly n0n1/2. This has a huge impact on the total time of computation
and required memory. In Partition II we do not have similarity and many more numerical integrations are needed
(roughly n0n21/4). This is the reason why in Table 3 we cannot push n as far as in Table 2.
So why even consider Partition II? The last column of Table 2 shows the ratio I0/K(d) that we met in inequality
(6). Here I0 := maxj IK(μj ) and d := maxj diam(suppμj ). By Theorem 5.2, if this ratio remains bounded as n
goes to infinity, then we are guaranteed convergence. The behavior of I0/K(d) is much better in Partition II than
in Partition I. This explains why convergence is faster with Partition II (for example, compare row n0 = 3200 from
Table 2 with row n0 = 3072 from Table 3). The last row of each table is the best we can do with the resources at our
disposal. With fixed available memory, Partition I is the winner for UB while Partition II wins for LB. On the other
hand, the LB extrapolation is more accurate with Partition I. The error with the theoretical value is 9.3 × 10−10.
6.1.3. Cube
Let E := [0,1]3 be the unit cube in R3, so that ∂E is the surface of this cube. In this example we shall consider
CK(E) and CK(∂E) for α ∈ (0,3). It is known that the equilibrium measure for E is supported on ∂E if and only if
α ∈ (0,1]. Therefore we have CK(E) = CK(∂E) for α ∈ (0,1] and CK(E) > CK(∂E) for α ∈ (1,3). For α ∈ [2,3)
we know that CK(∂E) = 0. The exact value of the Riesz capacity of a cube is not known. Even the Newtonian case is
still open.
In Table 4 we present our calculations for CK(∂E). Each face of the cube is partitioned with a regular n0 × n0 grid
giving a total of n = 6n20 little squares. Using the symmetry of the partition, we can reduce the size of the problem
to roughly n20/4. For the energy method we have quadruple integrals to compute. Some of them can be analytically
reduced to double integrals, the others to triple integrals. To compute Q(b) it suffices to solve b−11. However, the
linear system is not sufficient to obtain Q(a). Actually, in each solution a−11 there is exactly one negative component.
As seen in Proposition 3.2, L(a) := 1t −1 is a lower bound for Q(a), and thus L(a)−1 is an upper bound for CK(∂E).1 a 1
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Newtonian capacity of the surface of unit cube.
n0 n LB: Q(b)−1 UB: Q(a)−1 UB∗: L(a)−1 LB time UB time UB∗ time
25 3750 0.6601897115 0.7556487025 0.7556487032 2.4s < 1s < 1s
50 15 000 0.6604805644 0.7161590872 0.7161590873 19.3s < 1s < 1s
100 60 000 0.6605987666 0.6927093682 0.6927093682 2m08s 32.9s 1.7s
200 240 000 0.6606463939 0.6789700598 0.6789700598 10m35s 26m51s 25.5s
400 960 000 0.6606654827 0.6710190475 0.6710190475 40m59s 1627m33s 11m56s
800 3 840 000 0.6606731076 0.6664701846 411m43s 243m46s
Extr. 25–400 0.6606781567 0.6607390228 0.6607390231
Extr. 25–800 0.6606781546 0.6607139493
Table 5
Newtonian capacity of solid unit cube.
n0 n LB: Q(b)−1 UB: Q(a)−1 LB time UB time
6 216 0.6115747541 0.9489084079 < 1s < 1s
12 1728 0.6337031659 0.8333118963 < 1s < 1s
24 13 824 0.6462139401 0.7625495464 1.3s < 1s
48 110 592 0.6530539342 0.7200256927 1m00s 50.7s
96 884 736 0.6567087837 0.6948543032 99m13s 102m45s
Extrapolation 0.6606709329 0.6605177447
We have included these upper bounds in Table 4 (column UB∗). Not surprisingly, they are very close to UB and much
faster to compute. Again, due to limited resources, we were not able to compute Q(a) for n0 = 800.
There are two extrapolation rows in Table 4: one for the values of n0 up to 400 and another one up for the values
up to 800. Our best guess for the Newtonian capacity of a unit cube is CK(E) = CK(∂E) ≈ 0.6606781546. We are
confident that at least 8 figures are correct.
If we had not known that the equilibrium measure for E is supported on ∂E for α = 1, then we would have had
to use the full solid cube E to estimate its capacity. Table 5 displays the results obtained if we apply our algorithm
directly to E.
We partition E into n = n30 little cubes. Problem size is reduced to roughly n30/48 by symmetry. We now encounter
sextuple integrals that can all be simplified to numerical triple integrals. The main obstacle we face in the case of the
solid cube is that neither Q(a) nor Q(b) is computable via a linear system. In practice this means that we are unable
to go beyond n0 = 96 with the hardware we have. Unsurprisingly, the bounds obtained are not as good as in the case
of ∂E. The best extrapolation given by the solid cube shares 5 digits with our previous guess (Table 4).
Most of the components of a solution vector λ to the quadratic problem are 0. For example, in computing Q(a) for
n0 = 96, out of the 19 600 components of λ, no less than 18 425 are equal to zero. This is not unexpected, because λ
is a discrete approximation to the equilibrium measure and most of sub-cubes Fj lie in the interior of E.
So far we have only considered the Newtonian case. Now we let α run from 0 to 3. Fig. 3 displays the values of
CK(E) and CK(∂E) as estimated by extrapolating the energy method (for n0 from 4 to 512 in the case of ∂E, and
for n0 from 4 to 64 in the case of E). In the case of the solid cube, we have stopped at α = 2.76 because it is harder
to obtain full precision with the numerical integration routine. We observe that, as predicted by the theory, C(E) and
C(∂E) agree on [0,1], and then they diverge for larger values of α.
6.2. Hyperbolic capacity
Next we turn to some non-Euclidean examples. In this subsection, we shall take X to be the unit disk
D := {z ∈ C: |z| < 1}, and ρ to be the pseudo-hyperbolic metric on D, namely
ρ(z,w) :=
∣∣∣∣ z − w
∣∣∣∣ (z,w ∈ D).1 − zw
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Table 6
Hyperbolic capacity of [−1/4,1/4].
n LB: exp(−Q(b)) UB: exp(−Q(a)) LB time UB time
28 0.124953288614548 0.131495130458940 < 1s < 1s
29 0.125007213094260 0.128817812591542 < 1s < 1s
210 0.125034178962227 0.127233996994999 5s 5s
211 0.125047662783606 0.126306899252162 49s 46s
212 0.125054404913800 0.125769615114029 349s 360s
Extr. 0.125061147196796 0.125066466221734
Also we take K(t) := log+(1/t). Then ch(E) := e−1/CK(E) is the hyperbolic capacity of E, as defined for example in
[14, Chapter III, §12].
If E is a compact connected subset of D, then ch(E) = r , where log(1/r) is the modulus of the doubly connected
domain D \ E. This means that r is the unique number for which there exists a conformal mapping of D \ E onto
D \ Dr defined so that ∂D corresponds to ∂D and ∂E to ∂Dr (here Dr := {z ∈ C: |z| < r}). For more on this, see for
example [14, Chapter III, §13].
6.2.1. Line segment
For our first example, we consider a line segment E := [− 14 , 14 ]. Using the conformal mapping technique just
described, it is possible to compute the exact value of the hyperbolic capacity in this case. The general formula is
ch
([−L,L])= (k−1(L2))1/4,
where k is the elliptic modulus function, defined by:
k(q) := 4√q
∞∏
m=1
(
1 + q2m
1 + q2m−1
)4
,
and k−1 is its inverse, sometimes called the elliptic nome function. For more details, see for example [10, pp. 293–295].
In particular, taking L = 14 , we obtain:
ch
([
−1
4
,
1
4
])
= (k−1(1/16))1/4 ≈ 0.12506114718856.
We now apply our method to this example, dividing [− 14 , 14 ] into n segments of equal pseudo-hyperbolic length,
and using normalized linear Lebesgue measure on each segment. The double integrals used to construct the matrix
b can be computed analytically. Once again, the extrapolation is carried out using the -algorithm. The results are
displayed in Table 6.
The computation times for the two methods are comparable. For n = 212, the upper and lower bounds for the
capacity agree to three decimal places, and the extrapolated values agree to five decimal places. Comparing with the
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Hyperbolic capacity of [−1/4,0] ∪ [i/4, (1 + i)/4].
n LB: exp(−Q(b)) UB: exp(−Q(a)) LB time UB time
28 0.153549994838924 0.160787867048081 18s < 1s
29 0.153622185205796 0.157892021788785 72s < 1s
210 0.153658289079808 0.156150192944051 292s 6s
211 0.153676343103900 0.155116322488275 1195s 47s
212 0.153685370625969 0.154510067947591 4952s 363s
Extr. 0.153694398507919 0.153700868498885
exact value of the capacity derived above, we see that the extrapolated value of the lower bounds is actually correct to
ten decimal places.
6.2.2. Parallel segments
For our second example, we consider a disconnected set, made up of two parallel line segments,
E := [− 14 ,0] ∪ [ i4 , 14 + i4 ]. The exact value of the hyperbolic capacity of E is unknown to us.
We divide up [− 14 ,0] into segments of equal pseudo-hyperbolic length. As for [ i4 , 14 + i4 ], we divide up [0, 14 ] into
segments of equal pseudo-hyperbolic length, and then translate them by i/4. Once again we use normalized linear
Lebesgue measure on each segment. For the construction of the matrix b, the first integration is performed analytically,
and the second numerically using Matlab. The results are displayed in Table 7.
The computation times for the UB method are comparable to those in the preceding example. Those for the LB
method are considerably longer, reflecting the fact that numerical integration is needed to construct the matrix b. For
n = 212, the upper and lower bounds for the capacity agree to two decimal places, and the difference between the
extrapolated values is less than 10−5. By analogy with the preceding example (and all the others), we may expect that
the extrapolated value of the LB sequence is in fact even closer to the correct answer.
6.3. Logarithmic capacity of the Cantor set
For our final computation, we revisit an example that was first presented in [11]. Let E0 := [0,1]. For k  1, we
recursively define
Ek := 13Ek−1 ∪
(
1
3
Ek−1 + 23
)
.
Then Ek ⊂ Ek−1 and we set E := ⋂k Ek . This is the classical middle-third Cantor set: a perfect, totally dis-
connected set of Lebesgue measure zero, but of logarithmic capacity c(E) > 0. The exact value of c(E) is un-
known, but in [11] we showed that it lies in the range c(E) ∈ [0.22094810685,0.22095089228] and we stated that
c(E) ≈ 0.220949102189507.
For a fixed value of k, we set n := 2k and take Fj (j = 1, . . . , n) to be the n intervals of Ek . We have
diam(Fj ) = 3−k and E ⊂ ⋃j Fj , but, in contrast with all the preceding examples, the Fj are not subsets of E.
This fact is irrelevant to the upper bound method, but has some impact on the lower bound method. Theorem 5.2
shows that exp(−Q(b)) still converges to c(E) but it need not be a lower bound for c(E). To compute provable lower
bounds for c(E), we fall back on the technique outlined in Section 5.3, replacing Fj by F˜j := E ∩Fj (j = 1, . . . ,2k),
and bij by:
b˜ij := min
{
log
(
1
dist(F˜i , F˜j )
)
, log
(
1
c0
)}
,
where c0 is an a priori lower bound for c(F˜j ). For example, since F˜j is just a scaled-down copy of the whole of
E, whose capacity known to be at least 0.22095089, we can take c0 := 3−k × 0.22095089. With b˜ defined this way,
exp(−Q(˜b)) is then a lower bound for c(E).
In [11, Example 5.3] we computed Q(˜b), Q(b) and Q(a) for n up to 219. We mentioned that at such large values of
n we had most probably reached hardware precision (i.e. double precision, 15 digits). We now propose to recompute
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Lower and upper bounds for the logarithmic capacity of the Cantor set.
n LB: exp(−Q(˜b)) UB: exp(−Q(a))
215 0.2209345447118208995128344113403 0.2209752995287818620187046421052
216 0.2209416565696712032000967339033 0.2209624975867838769073094329094
217 0.2209452947254844490771042874814 0.2209559510350960161556167607658
218 0.2209471553989519379323543022484 0.2209526036920641535354514106424
219 0.2209481068544503621539723739772 0.2209508922800375094950912931648
220 0.2209485933301715438830806734389 0.2209500173232179047897124188609
Extr. 0.2209491021895256656022690411429 0.2209491021895256658697656587992
Table 9
Approximations to the logarithmic capacity of the Cantor set.
n AP: exp(−Q(b)) EX: Extrapol. with data from 25 to n
212 0.2209489273068646402290192654795 0.2209491021895507038337802865584
213 0.2209490127913475874548684246930 0.2209491021895256928655907132909
214 0.2209490564896678872583992099529 0.2209491021895256672324164286578
215 0.2209490788279327574647860122397 0.2209491021895256658003774373539
216 0.2209490902471555015463953398999 0.2209491021895256657969543654354
217 0.2209490960846227508139717448840 0.2209491021895256657954633498720
218 0.2209490990687176921296391165436 0.2209491021895256657958325141517
219 0.2209491005941779720348139286400 0.2209491021895256657958331898793
220 0.2209491013739886903981025648324 0.2209491021895256657958331931651
Table 10
Approximate digit position where the extrapolation obtained at a given n and working precision differs from our best guess: − log10(|BG − EX|).
28 29 210 211 212 213 214 215 216 217 218 219
15 digits 7.2 9.6 10.7 13.0 13.6 14.5 14.9 16.8 14.8 15.2 16.3 15.9
31 digits 7.2 9.6 10.7 13.0 13.6 16.6 17.8 20.3 21.0 21.4 24.2 26.5
everything in 31-digit precision and go one step further to n = 220. To achieve this goal we use the double–double
arithmetic library version 2.3.8 from Hida, Li and Bailey [7]. For n  218 the matrices involved are too large to
fit in memory. We have implemented a matrix-free iterative method for these cases, namely the conjugate gradient
algorithm with a block-diagonal preconditioner. The results are shown in Tables 8 and 9.
The new high-precision computations show that all numbers presented in [11, Tables 6 and 7] are correct (note that
in the LB column of [11], only the “∗ 219” row was computed with the same δ parameter as here). They also provide
some reassurance that rounding errors are not significant and that they do not propagate.
It is interesting to remark that increasing the precision has a tremendous positive effect on the extrapolation values.
In [11, Table 7], the column EM∗ Extr. shows no definite sign of convergence. We suspected that was due to the
working precision being insufficient and we are now in a position to confirm this.
In Table 10 we compare the precision obtained from the extrapolation values when working in double and double–
double precision. We display the values of − log10(|BG − EX|) where BG is our best guess for c(E) (see below) and
EX is the extrapolation obtained at a given n and working precision. This roughly gives the digit position where EX
differs from BG. We observe that the 31-digit working precision starts to pay off as early as n = 213. At n = 219 there
is an apparent gain of 10 significant figures.
Conclusion. We have demonstrated that the logarithmic capacity of the Cantor middle-third set lies in the range
c(E) ∈ [0.22094859333,0.22095001733], and our best guess is that
c(E) ≈ 0.2209491021895256657958331931651 (BG),
with a question mark on the last 6 digits.
Q. Rajon et al. / J. Math. Pures Appl. 94 (2010) 398–413 413References
[1] J. Berntsen, T.O. Espelid, A. Genz, Algorithm 698: DCUHRE: an adaptive multidimensional integration routine for a vector of integrals,
ACM Trans. Math. Software 17 (1991) 452–456.
[2] L. Carleson, V. Totik, Hölder continuity of Green’s functions, Acta Sci. Math. (Szeged) 70 (2004) 557–608.
[3] M. Embree, L.N. Trefethen, Green’s functions for multiply connected domains via conformal mapping, SIAM Rev. 41 (1999) 745–761.
[4] H.-J. Fischer, private communication.
[5] J. Garnett, D. Marshall, Harmonic Measure, Cambridge University Press, Cambridge, 2005.
[6] J. Górski, Méthode des points extrémaux de résolution du problème de Dirichlet dans l’espace, Ann. Math. Polon. 1 (1955) 418–429.
[7] Y. Hida, X.S. Li, D.H. Bailey, Library for double–double and quad–double arithmetic, available on-line at http://crd.lbl.gov/~dhbailey/mpdist,
last visited on August 13, 2009.
[8] N.S. Landkof, Foundations of Modern Potential Theory, Springer-Verlag, Berlin, 1972.
[9] F. Leja, Une méthode élémentaire de résolution de problème de Dirichlet dans le plan, Ann. Soc. Math. Polon. 23 (1950) 230–245.
[10] Z. Nehari, Conformal Mapping, Dover, New York, 1952.
[11] T. Ransford, J. Rostand, Computation of capacity, Math. Comp. 76 (2007) 1499–1520.
[12] J. Rostand, Computing logarithmic capacity with linear programming, Experiment. Math. 6 (1997) 221–238.
[13] A. Sidi, Practical Extrapolation Methods, Cambridge University Press, Cambridge, 2003.
[14] M. Tsuji, Potential Theory in Modern Function Theory, Chelsea, New York, 1975.
