A method is proposed that allow the reduction of many classification problems of linear algebra to the problem of classifying Hermitian forms. Over the complex, real, and rational numbers classifications are obtained for bilinear forms, pairs of quadratic forms, isometric operators, and selfadjoint operators.
Many problems of linear algebra can be formulated as problems of classifying the representations of a quiver. A quiver is, by definition, a directed graph. A representation of the quiver is given (see [6] , and also [2, 14] ) by assigning to each vertex a vector space and to each arrow a linear mapping of the corresponding vector spaces. For example, the quivers
• pairs of linear operators on a vector space (a classical unsolved problem).
The notion of quiver has become central in the theory of finite-dimensional algebras over a field: the modules over an algebra are in one-to-one correspondence with the representations of a certain quiver with relations-the Gabriel quiver of the algebra (see [6, 19] ). The theories of quadratic and Hermitian forms are well developed (see [15, 23] ). We study systems of sesquilinear forms and linear mappings, regarding them as representations of a partially directed graph (assigning to a vertex a vector space, to an undirected edge a sesquilinear form, and to a directed edge a linear mapping); and we show that the problem of classifying such representations, over a skew field K of characteristic = 2 reduces to the problems of classifying: 1
• Hermitian forms over certain skew fields that are extensions of the center of K and 2
• representations of a certain quiver. The quiver representations 2
• are known in the case of the problems of classifying:
(i) bilinear or sesquilinear forms (see, for example, [7, 17, 18, 22] ), (ii) pairs of symmetric, or skew symmetric, or Hermitian forms ( [21, 23, 27, 28, 29, 30] ), and (iii) isometric or selfadjoint operators on a space with nondegenerate symmetric, or skew symmetric, or Hermitian form ( [9, 10, 12, 13, 22, 23] ).
We solve problems (i)-(iii) over a field K of characteristic not 2 with involution (possibly the identity) up to classification of Hermitian forms over fields that are finite extensions of K. This yields a classification of bilinear forms and pairs of quadratic forms over the rationals since over finite extensions of the rationals classifications have been established for quadratic and Hermitian forms (see [15, 23] ).
We study systems of forms and linear mappings by associating with them selfadjoint representations of a category with involution. This method was suggested by Gabriel [7] for bilinear forms, and by Roiter [20] for systems of forms and linear mappings (see also [11, 24] ). Another approach to classification problems is proposed in [16, 23] , where quadratic and Herinitian forms are studied on objects of an additive category with involution.
The main results of this paper were previously announced in [25, 26] .
The author wishes to thank A. V. Roiter for his considerable interest and assistance.
Selfadjoint representations of a linear category with involution
In this section we prove what might he called a weak Krull-Schmidt theorem for selfadjoint representations of a linear category with involution. Vector spaces are assumed throughout to be right vector spaces. By a linear category over a field P is meant a category C in which for every pair of objects u, v the set of morphisms Hom(u, v) is a vector space over P and multiplication of morphisms is bilinear. The set of objects in C will be denoted by C 0 , the set of morphisms by C 1 . We define the category R(C) of representations of C over a skew field K with center P as follows. A representation is a functor A from the category C to the category V of finite-dimensional vector spaces over K having finite dimension dim(A) := u∈C 0 dim(A u ) < ∞ and preserving linear combinations:
A αa+βb = A α a + A β b, α, β ∈ C 1 , a, b ∈ P.
(The images of an object u and an morphism α are denoted by A u and A α .) A morphism of representations f : A → B is a natural transformation of functors, i.e., a set of linear mappings
Suppose now that K has an involution a →ā; i.e., a bijection K → K satisfyingā = a, a + b =ā +b, ab =bā; the involution can be the the identity if K is a field. Following [20] , we define an involution on each of the categories C, V, and R(C):
1. To each object u ∈ C 0 we associate an object u * ∈ C 0 , and to each morphism α : u → v a morphism α * : v * → u * so that u * * = u = u * , α * * = α, (αβ) * = β * α * , (αa) * = α * ā for all u ∈ C 0 , α, β ∈ C 1 , a ∈ P (note that [11, 20] allow u * = u).
2. To each space V ∈ V we associate the adjoint space V * ∈ V of all semilinear forms ϕ : V → K:
ϕ(x + y) = ϕ(x) + ϕ(y), ϕ(xa) =āϕ(x) (x, y ∈ V ; a ∈ K), and to each linear mapping A : U → V the adjoint linear mapping A * : V * → U * , A * ϕ := ϕA.
We identify V and V * * .
To each representation A ∈ R(C) we associate the adjoint representation A
• ∈ R(C), where
(u ∈ C 0 , α ∈ C 1 );
and to each morphism f : A → B the adjoint morphism f
In Section 2 we show that the problems of classifying the systems of sesquilinear forms and linear mappings over a skew field K that satisfy certain relations with coefficients in the center of K can be formulated as problems of classifying selfadjoint representations up to congruence. For the present we limit ourselves to examples.
Example 1.
where α, α * : u → u * . A selfadjoint representation is given by a pair of adjoint linear mappings A, A * : U → U * , assigned to the morphisms α and α * . The representation determines, in a one-to-one manner, a sesquilinear form
on the space U; congruent representations determine equivalent forms.
Example 2.
C 0 = {u, u * },
A selfadjoint representation determines an ε-Hermitian form A(x, y) = εA(y, x).
We show now how to obtain a classification, up to congruence, of the selfadjoint representations of a category C, starting with the knowledge of a complete system ind(C) of its nonisomorphic direct-sum-indecomposable representations. To begin with, let us replace each representation in ind(C) that is isomorphic to a selfadjoint representation by one that is actually selfadjoint, and denote the set of such by ind 0 (C). Denote by ind 1 (C) the set consisting of all representations in ind(C) that are isomorphic to their adjoints (but not to a selfadjoint), together with one representation from each pair {A, B} ⊂ ind(C) such that A is not isomorphic to A
• but is isomorphic to B
• . In addition, we divide the set C 0 into two disjoint subsets S 0 and S * 0 such that each pair of adjoint objects u, u * has one member in S 0 , the other in S * 0 . By the orthogonal sum A ⊥ B of two selfadjoint representations A and B we mean the selfadjoint representation obtained from A ⊕ B by specifying for each v ∈ S 0 the action of
For any representation A we define a selfadjoint representation A + , obtained from A ⊕ A
• by specifying in a similar fashion the action of
Taking into account the interchange of summands in (1), we have
where u, v ∈ S 0 . For any selfadjoint representation A = A • and selfadjoint automorphism f = f
• of A, we define a selfadjoint representation A f and an isomorphism
by puttingf
Now suppose K has characteristic = 2. We show in Lemma 1 that the set R of noninvertible elements of the endomorphism ring
is the radical of Λ. Therefore T (B) = Λ/R is a skew field with involution
, where f ∈ a), and define B a = B fa . The set of representations B a we call the orbit of the representation B. For any Hermitian form
Theorem 1. Over a field or skew field K of characteristic = 2, every selfadjoint representation of a linear category C with involution is congruent to an orthogonal sum
where
The sum is uniquely determined by the original representation up to permutation of summands and replacement of B
, where ϕ j (x) and ψ j (x) are equivalent Hermitian forms over the skew field T (B j ).
Remark. Theorem 1 in fact holds for any ordinary (i.e., nonlinear) category C with involution, so long as we understand by a representation a functor A : C → V that has finite dimension dim(A) = dim(A u ). The ring K can be replaced by any finite-dimensional quasi-Frobenius algebra F with involution over a field of characteristic = 2 (a representation assigns to an object a finitely generated module over F ). A finite-dimensional algebra F is quasi-Frohenius if the regular module F F is injective; over such an algebra the finitely generated modules M and M * * can still be identified.
Theorem 1 reduces the classification, up to congruence, of the selfadjoint representations of the category C, assuming known the representations ind 1 (C) and the orbits of the representations ind 0 (C), to the classification of Hermitian forms over the skew fields
If K is a finite-dimensional over its center Z, then T = T (B) is finitedimensional over Z under the natural imbedding of Z in the center of T , and the involution on T extends the involution on Z. Suppose, for example, that K is a real closed field ; i.e.,
where K alg is the algebraic closure of K. Then its characteristic is 0, K alg = K( √ −1), and K has only the identity involution: the stationary subfield relative to involution must coincide with K (see [3, Chap. VI, § 2, nos. 1, 6 and Exercise 22(d)]). By the theorem of Frobenius [4] , T is equal to either K, or K alg , or the algebra H of quaternions over K. By the law of inertia [4] , if T = K or T = K alg with nonidentity involution, or T = H with the standard involution
then a Hermitian form over T is equivalent to exactly one form of the form
If T = H with nonstandard involution, then every Hermitian form
over T is equivalent to the form
the existence of d follows from [4] (Chap. VIII, § 11, Proposition 2); and K(a i ) and K(d) are algebraically closed fields with the identity involution.
Suppose K is a finite field. Then T is also a finite field, over which a Hermitian form reduces uniquely to the form
where t is equal to 1 for nonidentity involution on T , and t is equal to 1 or a fixed nonsquare for the identity involution ([5, Chap. 1, § 8]).
Thus, applying Theorem 1, we obtain the following assertion, a special case of which is the law of inertia for quadratic and Hermitian forms. Then over K every selfadjoint representation of a linear category C with involution is congruent to an orthogonal sum, uniquely determined up to permutation of summands, of representations of the following form (where A ∈ ind 1 (C) and B ∈ ind 0 (C)):
is an algebraically closed field with the identity involution or the algebra of quaternions with nonstandard involution, and t = 1 otherwise. Remark 2. It can be shown that over an algebraically closed field of characteristic = 2, or over a real closed field, a system of tensors of valence 2 decomposes uniquely, to isomorphism of summands, into a direct sum of indecomposable subsystems. For a system of valence 2 this hollows from Theorem 2 (see Section 2) Over an algebraically closed field of characteristic 2, on the other hand, even the number of summands depends on particular decomposition: the symmetric bilinear forms x 1 y 1 + x 2 y 2 + x 3 y 3 and x 1 y 2 + x 2 y 1 + x 3 y 3 are equivalent, hut the form x 1 y 2 + x 2 y 1 is indecomposable.
The rest of this section is devoted to the proof of Theorem 1. Proof. For every representation B, any endomorphism f of B satisfies Fitting's lemma: 
Suppose B is direct-sum-indecomposable, and let R be its set of noninvertible endomorphisms. Then
i.e., f = 0. Consequently,
for all f i ∈ R, and R is a nilpotent ideal of the endomorphism ring and coincides with the radical.
Lemma 2. Let A be a selfadjoint representation of a category C over a skew field K of characteristic = 2 that is indecomposable into an orthogonal sum but possesses a nontrivial decomposition into a direct sum. Then A is congruent to B + , where B ∈ ind 1 (C).
But A is indecomposable into an orthogonal sum. Therefore f is either invertible or nilpotent.
2
• . Since A is direct-sum-decomposable, there exists a nontrivial idempotent e = e
• ∈ End(A), the projection onto an indecomposable direct summand. From 1
• it follows that ee • is nilpotent. Consider the selfadjoint endomorphism h = p(ee • ), where
is an infinite series with coefficients in the prime subfield of K such that p(x) 2 = 1 − x. The series exists, since the characteristic = 2.
Consider the idempotent f = h −1 eh. It satisfies
If we take a new e equal to f • , then e • e = 0 and for the new f = h −1 eh we find, in addition to f f
where the representation D = Im(f ) is direct-sum-indecomposable (recall that e is the projection onto an indecomposable direct summand).
The representation D cannot be isomorphic to one that is selfadjoint. Indeed, suppose ϕ :
are congruences, where
This contradicts the assumption that A = D + is indecomposable into an orthogonal sum.
Consequently, the representation D is isomorphic either to B or to B • , where
+ is congruent to B + . Therefore A = D + is congruent to B + ; and the lemma is proved.
Remark. Over a skew field of characteristic 2 the lemma is false, but a weaker version holds: if A is the representation of the lemma, then A ≃ B ⊕ B
• , where B is indecomposable. Indeed, let
where e = e 2 is the projection onto the direct summand B of least dimension
• in the proof of the lemma) and h = 1 + g is invertible; which implies, since eh = e + e + ee
• + ee
that e = 0. Therefore g must be invertible, and
Lemma 3. Let A and B be two selfadjoint representations,
wheref andg are the isomorphisms of form (2) . Using the relations
we find h
is a congruence.
Lemma 4. Suppose a representation A is selfadjoint and direct-sumindecomposable. Then
A is congruent to a representation B f , where B ∈ ind 0 (C) and f = f
• ∈ Aut(B).
Proof. By definition of the set ind 0 (C), there exists an isomorphism h : B → A for some B ∈ ind 0 (C). By Lemma 3, B h • h is congruent to B.
Lemma 5. Over a skew field K of characteristic not 2, the representations
congruent if and only if the Hermitian forms
are equivalent over the skew field T (B) = End(B)/R.
, where p(x) is the series (4) and r = diag(r 1 , . . . , r n ),
(by Lemma 1, the matrix r is nilpotent). Then
Consequently, all the matrices in the set
give congruent representations. Thus, D g is congruent to D f if and only if
i.e., if and only if the Hermitian forms
are equivalent over T (B).
Proof of Theorem 1.
are two homomorphisms of direct sums of indecomposable representations of the category C, with N nonisomorphic to any of the representations M 1 , . . . , M t , then the endomorphism h := f g is nilpotent. Indeed, f, g, and h can be written as matrices:
Since the set R of non-invertible elements of the ring End(N) is a nilpotent ideal (Lemma 1), it suffices to show that f ij g ik ∈ R. Suppose that, on the contrary, f ij g ik is invertible. Then so is g ik f ij (since it is not nilpotent); and therefore f ij is an isomorphism, contradicting the assumption M j ≃ N. 2 • . By Lemmas 2 and 4, every selfadjoint representation is congruent to a representation A of the form (3). Let
be another representation of the same form, and f : A → C a congruence. Since the representations A and C are isomorphic, so are their indecomposable direct summands (the Krull-Schmidt theorem [1, Chap. I, Theorem (3.6)] for the additive category R(C)). In view of the isomorphism
(see (3) and (2)) and the definition of the sets ind 0 (C) and ind 1 (C), we find that m = k and n = l, and that, reindexing if necessary,
Write the congruence f : A → C as a matrix
where S and T are the sums (3) and (5) without the last summand. From
• ), we can define the homomorphism
where p(x) is the series (4). Since
g is a congruence. By Lemma 5, the Hermitian forms ϕ n (x) and ψ n (x) are equivalent. A similar argument gives equivalence of each of the forms ϕ j (x) and ψ j (x) (1 j < n).
Applications to linear algebra
In this section we apply Theorem 1 to some classical classification problems. Let C be a linear category with involution over a field P. To specify the category C, it suffices to list: (i) a set S 0 ∈ C 0 of objects of the category such that
(ii) a set S 1 ∈ C 1 of generating morphisms, such that every morphism in the category is representable as a linear combination of products of morphisms in
(iii) a set S 2 of defining relations for C:
, such that multiplication of morphisms in C is completely determined by the bilinearity property and the relations S 2 ∪S * 2 , where S * 2 consists of the adjoints of the relations in S 2 :
Let us agree, further, that the set S 1 does not contain any morphisms of the form α : v * → u * (u, v ∈ S 0 )-since these can be replaced by the adjoint morphisms α * : u → v. If the sets S 0 and S 1 are finite, S 2 are also be taken to be finite. Such categories, called finitely generated, can be conveniently presented by graphs in the following two ways:
• By a quiver S with the set of vertices S 0 := S 0 ∪ S * 0 , the set of arrows S 1 := S 1 ∪ S * 1 , and the set of defining relations S 2 := S 2 ∪ S * 2 . Such a quiver is called a quiver with involution of the category C (see [20] ).
• By a graph S with the set of vertices S 0 , the set of edges S 1 , and the set of defining relations S 2 . Each morphisms in S 1 of the form
is represented, respectively, by edges of the form
Such a graph, with nondirected, directed, and doubly directed edges, we call a doubly oriented graph (dograph for short) of the category C.
For example:
In what follow, a representation of the category C will be specified not on the whole set C 0 ∪C 1 , but on the subset S 0 ∪S 1 (being completely determined by its values on the subset); and we shall speak, correspondingly, not of a representation of the category C but of a representation of the quiver S. Thus, a representation A of the quiver S over a skew field K is a set of finite-dimensional vector spaces A v (v ∈ S 0 ) over K and linear mappings
satisfying the relations S 2 (with the α ∈ S 1 replaced by the A α ). A selfadjoint representation is completely determined by its values on the set S 0 ∪ S 1 , i.e., by a set of finite-dimensional vector spaces
satisfying the relations S 2 (with α ∈ S 1 and α * ∈ S * 1 replaced by A α and A * α ). Such a set will he called a representation A of the dograph S (see [24] ).
A linear mapping A : U → V * will be identified with the sesquilinear form A : V × U → K, A(v, u) := A(u)(v) (their matrices coincide, with the understanding that in the adjoint space we choose the adjoint basis). Recall that by a sesquilinear form is meant a mapping A : V × U → K such that
, and a, a ′ ∈ K. With this identification, a representation A of a dograph S is a set of vector spaces A v (v ∈ S 0 ), and linear mappings and sesquilinear forms A α (α ∈ S 1 ) of the form 
Example 1. The problems of classifying, up to congruence, the representations over a skew field K of the dographs
(where ε and δ are elements of the center of K, εε = δδ = 1) 3 , are the problems of classifying, respectively:
• sesquilinear forms over K,
• pairs of forms, the first form is ε-Hermitian and the second is δ-Hermitian,
• isometric operators on a space with nondegenerative ε-Hermitian form (an operator A is isometric for a form F (x, y) if F (Ax, Ay) = F (x, y)), and
• selfadjoint operators on a space with nondegenerative ε-Hermitian form (an operator A is selfadjoint for a form
Example 2. The problem of classifying the representations of a group G by isometries of a nondegenerate ε-Hermitian form is presented by the dograph (8) , with the arrow α replaced by arrows α 1 , . . . , α n (these being generators of G), and the relation β = α * βα replaced by the relations β i = α * i β i α i (1 i n) and the defining relations of G (see [23, Chap. 7 , no. 2.6]).
The rest of the paper has to do with the representations of the dographs (6)-(9) over a field K of characteristic not 2 (these, as well as the representations of some other dographs, were announced in [25, 26] . Without loss of generality, we assume that ε, δ ∈ {−1, 1} in the case of the identity involution on K, and ε = δ = 1 in the case of nonidentity involution (in the case of nonidentity involution, an ε-Hermitian form can be made Hermitian by multiplying by 1 +ε if ε = −1, and by a −ā = 0 if ε = −1).
For any polynomial
we define the polynomials
By the adjoint of the matrix A = [a ij ], we mean the matrix A * = [ā ji ]) (this being the matrix of the adjoint operator on the adjoint bases).
Every square matrix over K is similar to a direct sum of Frobenius blocks
whose characteristic polynomials
are integer powers of polynomials p Φ (x) that are irreducible over K. For each Frobenius block Φ, denote by * √ Φ, Φ ε , and Φ (ε) (ε = ±1, ε = 1 for nonidentity involution on K) fixed nonsingular matrices satisfying, respectively, the conditions Each of these matrices may do not exist for some Φ; existence conditions and explicit forms of these matrices will be established in Section 3.
The following lemma will be employed in the construction of the set ind 0 (S).
Lemma 6. Let S be a dograph. If a representation
• be an isomorphism. Define B = B
• and a congruence g : A → B as follows:
for each vertex u of S, and
for each arrow α : u → v. Then h := gf : A → B is the desired isomorphism.
Classification of sesquilinear forms
Lemma 7. Let p(x) = p ∨ (x) be an irreducible polynomial of degree 2r or 2r + 1. Then every stationary element of the field
with the involution f (κ)
is uniquely representable in the form q(κ), where
(a 0 =ā 0 , a 1 , . . . a r ∈ K), and when deg(p(x)) = 2r the following hold:
(a) a r = 0 if the involution on K is the identity. Using the equalities c r = δ and δα =δ, we find that c r =c r if α = 1, and c r = −c r if α = 1. Let q(x) be a function of the form (15) . If q(κ) = 0, then q(x) = aπ(x), a =ā ∈ K, and in view of conditions (b) and (c) of the lemma this is possible only if q(x) = 0. Consequently, the stationary elements q(κ) are distinct and form a vector space of dimension 2r over the stationary subfield K 0 of K. But this is the dimension over K 0 of the whole stationary subfield of K(κ).
Define the skew sum of two matrices A and B as follows: 
The summands are determined to the following extent:
Type (i) uniquely.
Type (ii) up to replacement of the block Φ by the block Ψ with
χ Ψ (x) = χ ∨ Φ (x).
Type (iii) up to replacement of the whole group of summands
with the same Φ by
is a nonzero function of the form (15) and the Hermitian forms
are equivalent over the field (13) with the involution (14) . Proof. We will study representations of the dograph (6):
In particular, if K is an algebraically closed field with the identity involution, then the summands of type (iii) can be taken equal to
• Let us describe ind(S). The dograph S defines the quiver
The representations of this quiver, as well as morphisms of the representations, will be specified by pairs of matrices. A representation is a matrix pair (A α , A α * ) of the same size with entries in
(for morphisms we use square brackets) such that
The adjoint of a representation is given by 
where Φ is an n × n Frobenius block and
2
• . We describe ind 0 (S) and ind 1 (S). By (19) ,
if and only if Ψ is similar to Φ * −1 , i.e., if and only if
Suppose the representation (Φ, I n ) is isomorphic to a selfadjoint representation. By Lemma 6, there exists an isomorphism
By (19) , A = HΦ and A * = H. Then A = A * Φ, and by (10) we can take
Consequently, the set ind 0 (S) consists of the representations M Φ = ( * √ Φ, * √ Φ * ). The set ind 1 (S) consists of the representations (N 1 , N 2 ) and (Φ, I), where Φ is a Frobenius block for which * √ Φ does not exist; and if Φ is nonsingular, then it is determined up to replacement by the Frobenius block with characteristic polynomial χ ∨ Φ (x). 3
• . We describe the orbits of the representations in ind 0 (S). Let g = [G 1 , G 2 ] ∈ End(M Φ ) and h be the isomorphism (22) . Then
that is,
Since a matrix that commutes with a Frobenius block is a polynomial in this block, we have
Consequently, the ring End(M Φ ) consists of matrix pairs
with involution g
By Lemma 1, its radical R consists of the pairs g f for which 
constitute the orbit of the representation M Φ . 4
• . We now apply Theorems 1 and 2. Each selfadjoint representation (A, A * ) of the quiver (18) corresponds, in a one-to-one manner, to the representation of the dograph (6) given by the matrix A. In particular, the representation (A, B) + of the quiver (18) This proves the first assertion of Theorem 3 (concerning existence of a basis). The remaining assertions follow from Theorems 1 and 2.
Remark. 6 It can be shown that over an algebraically closed field of characteristic 2, there exists for any bilinear form a basis in which its matrix is a direct sum
where the Φ i and Ψ j are nonsingular Jordan blocks and Φ i = Ψ j for all i, j. This direct sum is uniquely determined by the bilinear form up to permutation of the summands and replacement of the eigenvalue λ in a block Φ i by λ −1 . The matrix * √ Ψ exists if and only if the matrix Ψ is of odd size with eigenvalue 1. Proof. Let A = [a ij ] be n-by-n. Since multiplication by a Frobenius block moves the columns of this matrix to the left, we have AΦ = [a i,j+1 ] (the entries a i,n+1 are defined by this equality). The relations
Classification of pairs of Hermitian forms
can then be written
Consequently,
Putting i = j in (23) For any matrices A, B, C, D we define
Theorem 4. Let F 1 and F 2 be ε-and δ-Hermitian forms, respectively, in a finite dimensional vector space over a field K of characteristic = 2 (ε = ±1, δ = ±1, ε δ, and ε = δ = 1 for nonidentity involution on K). Then there exists a basis in which the pair (F 1 , F 2 ) is given by a direct sum of matrix pairs of the following types:
, where N 1 and N 2 are defined in (21) .
, where Φ is an n × n Frobenius block such that Φ δ (see (11)) does not exist if ε = 1.
, where δ = −1, and n is odd if ε = 1.
where the matrices are n-by-n, ε = 1, 0 = a =ā ∈ K, and n is even if δ = −1.
The summands are determined to the following extent:
Type (ii) up to replacement of Φ by Ψ with χ Ψ (x) = ±χ Φ (εδx).
Type (iii) up to replacement of the whole group of summands
such that the Hermitian forms
• =f (δω).
Type (iv) uniquely. 
Proof. We will study representations of the dograph (7):
1
The representations of this quiver will be specified by pairs of matrices (A α , A β ) of the same size; then A α * = εA α and A β * = δA β . The adjoint representation is given by
The set ind(S) consists of the representations
(which we prefer now to the set (20)). 2
• . We describe ind 0 (S) and ind 1 (S). It is obvious that
if and only if Ψ is similar to εδΦ * , i.e., if and only if
Suppose (I, Φ) is isomorphic to a selfadjoint representation. By Lemma 6, there exists an isomorphism
Since ε δ, we have by Lemma 8 that ε = 1, and by (11),
Similarly, if
by Lemma 8, ε = 1, and n is even if δ = −1. It is easily verified that
n is of the form (24). Consequently, the set ind 0 (S) is empty if ε = −1, and consists of the representations
and B n (where n is even when δ = −1) if ε = 1. The set ind 1 (S) consists of the following representations:
• (I, Φ), where Φ δ does not exist if ε = 1, and χ Ψ (x) is determined up to replacement byχ Φ (εδx).
• (J n (0), I n ), where δ = −1, and n is odd if ε = 1.
3
• . We describe the orbits of the representations in ind 0 (S). Let
and h be the isomorphism (25) . Then
i.e.,
Since G 1 commutes with Φ, we have
and by (11),
Consequently, the ring End(A Φ ) consists of the matrix pairs
Hence the field T (A Φ ) = End(A Φ )/R can be identified with the field
with involution f (ω)
• =f (δω). The set of representations
is the orbit of the representation A Φ . Similarly, T (B n ) can be identified with the field K, and the set of representations of the form B n a, where 0 = a =ā ∈ K, is the orbit of the representation B n . 4
• . From 2 • , 3
• , and Theorem 1, the proof of Theorem 4 now follows. 
Classification of isometric operators
, where Φ is a nonsingular n × n Frobenius block for which Φ (ε) (see (12)) does not exist.
, where q(x) = 0 is of the form (15) .
The summands are determined to the following extent: 
Type (ii) up to replacement of the whole group of summands
Proof. We will study representations of the dograph (8):
1
• Let us describe ind(S). The dograph S defines the quiver S :
The representations of this quiver will be specified by triples of square matrices (A α , A β , A α * ) of the same size, where A β is nonsingular and
and then 
By (12),
Consequently, the set ind 0 (S) consists of the representations
The set ind 1 (S) consists of the representations (Φ, I, Φ −1 ), in which Φ is a Frobenius block such that Φ (ε) does not exist and χ Φ (x) is determined up to replacement by χ ∨ Φ (x). 3
Since G 1 commutes with the Frobenius block, we have
Consequently, the algebra End(A Φ ) consists of the matrix pairs
The field T (A Φ ) can be identified with the field
with involution f (κ)
• =f (κ −1 ). Let q(κ) (where q(x) = 0 is of the form (15)) be a stationary element of this field. The representations
constitute the orbit of the representation A Φ . 4
• , and Theorem 1, the proof of Theorem 5 now follows. 
Classification of selfadjoint operators
, where Φ is an n × n Frobenius block and if ε = 1 then Φ 1 (see (11)) does not exist.
Type (ii) up to replacement of the whole group of summands
Proof. We will study representations of the dograph (9):
1
The adjoint representation is given by
Every representation of the quiver is isomorphic to one of the form (A, I, A). The set ind(S) consists of the representations (Φ, I, Φ), where Φ is a Frobenius block. 2
if and only if Ψ is similar to Φ * , i.e., if and only if χ Ψ (x) =χ Φ (x). Suppose (Φ, I, Φ) is isomorphic to a selfadjoint representation. By Lemma 6, there exists an isomorphism
i.e., B = εB * , BΦ = Φ * B = ε(BΦ) * .
By Lemma 8, ε = 1 and we can take B = Φ 1 (see (11)). Consequently, the set ind 0 (S) is empty if ε = −1, and consists of the representations
if ε = 1. The set ind 1 (S) consists of the representations (Φ, I, Φ), in which Φ is a Frobenius block such that χ Φ (x) is determined up to replacement bȳ χ Φ (x) and if ε = 1 then Φ 1 does not exist. 3
• =f (ω). The set of representations
• , and Theorem 1, the proof of Theorem 6 now follows.
3 The matrices * √ Φ, Φ ε , and Φ (ε)
, where the sequence (a 1−n , . . . , a n−1 ) is strictly χ-recurrent, with χ(x) = χ ∨ (x).
Proof. (a) =⇒ (b). Suppose the matrix
(the entries a i,n+1 and a n+1,j are defined by this equality), we have a ij = a i+1,j+1 , so that the matrix entries depend only on the difference of the indices; i.e., A = [a j−i ]. That the sequence (a 1−n , . . . , a n−1 ) is χ-recurrent follows from the equality AΦ = [a j−i+1 ]. Furthermore, the recurrence is strict; otherwise, we should have (0, . . . , 0, β 0 , . . . , β t )A = 0 (see (28) ), contradicting the assumption that A is nonsingular.
(a) ⇐= (b). Suppose (b) is satisfied. Then
We show now that A is nonsingular. Suppose that, on the contrary, its rows vΦ n−1 , vΦ n−2 , . . . , v, where v = (a 1−n , . . . , a 0 ), are linearly dependent. Then vf (Φ) = 0 for some polynomial f (x) = 0 of degree less than n. Since vχ(Φ) = 0, we have vp(Φ) r = 0, where p(x) r is the greatest common divisor of the polynomials f (x) and χ(x). But then vΦ i µ(Φ) = (0, . . . , 0, β 0 , . . . , β t , 0, . . . , 0)A = 0 (0 i < n − t; see (28)); so the sequence (a 1−n , . . . , a n−1 ) is µ-recurrent, contradicting condition (b).
Theorem 7.
Existence conditions for the n × n matrix * √ Φ are:
(A2) p(x) = x + (−1) n−1 in the case of the identity involution.
With these conditions satisfied, we can take
where the sequence (a 1−n , . . . , a n−1 ) is χ-recurrent, and is defined by the frag-
of length either n or n + 1, in which (a) a = 1 if n = 2m, except for the case p(x) = x + α with α n−1 = −1; form a strictly χ-recurrent sequence (a 1−n , . . . , a n−1 ) = (ā n−2 , . . . ,ā 0 , a 0 , . . . , a n−1 ).
This sequence is completely determined by the fragment (ā m−1 , . . . ,ā 0 , a 0 , . . . , a m−1 )
of length 2m, equal either to n or to n + 1. Now suppose condition (A2) is not satisfied; i.e., that the involution is the identity and p(x) = x + (−1) n−1 .
Then the vector (31) is µ(x) = (x + (−1) n−1 ) n−1 -recurrent. For n = 2m this is obvious; and for n = 2m − 1 it follows from the property α i = β i + β i−1 = β i + β n−i , 0 < i < n, of the binomial coefficients α i and β i (see (27) and (28) in view of the χ-recurrence of (31). But then its µ-recurrent extension coincides with (30) , contradicting the strict χ-recurrence of (30).
2
• . If conditions (Al) and (A2) are satisfied, then the matrix * √ Φ exists. Indeed, let us verify that the vector (29) is strictly χ-recurrent.
• Suppose n = 2m. Since (29) is of length n, it suffices to verify that it is not µ-recurrent. If deg(µ(x)) < n − 1, this is obvious. If deg(µ(x)) = n − 1, then the polynomial µ(x) is of the form (x + α) n−1 , and therefore a + β n−1ā = a + α n−1ā = 0.
• Suppose n = 2m − 1. Since (29) is of length n + 1, it suffices to verify that it is χ-recurrent, i.e., that a + α nā = 0 (see (27) ). Condition (Al) implies that α n =ᾱ Thus, the vector (29) is strictly χ-recurrent, and its χ-recurrent extension has, in view of (Al), the form (30) . Consequently,
By Lemma 9, the matrix A is nonsingular, and it can be taken to be * √ Φ. t = n + l. And indeed, using the χ-recurrence of the sequence (a 2 , . . . , a 2n ) and equalities (27) and (B1), we find that Theorem 9. Existence conditions for the n × n matrix Φ (ε) are:
(C2) If the involution on K is the identity and ε = (−1) n , then deg(p(x)) > 1 (see (27) ).
where the sequence (a 1−n , . . . , a n−1 ) is χ-recurrent, and is defined by the fragment v = (a −m , . . . , a m ) of length either n or n + 1, that equals to (a) (εᾱ n − 1, 0, . . . , 0, α n − ε) if n = 2m, α n = ε (see (27) ); (b) (α 1 , −1, 0, . . . , 0, −1, α 1 ) (v = (α 1 , −2, α 1 ) for n = 2) if n = 2m, ε = 1, and the involution on K is the identity; (c) (−k, 0, . . . , 0, k) (see (26) ) if n = 2m, α n = 1, and the involution is nonidentity, and also if n = 2m + 1, p(x) = x + α, α n−1 = −1;
(d) (ε, 0, . . . , 0, 1) if n = 2m + 1, in any other case besides p(x) = x + α, α n−1 = −1.
Proof. 1
• . If the matrix A = Φ (ε) exists, then conditions (Cl) and (C2) are satisfied. Indeed, in view of the relations (12) and Lemma 9, condition (Cl) is satisfied, and the entries of the matrix A = [a j−i ] = εA * form a strictly χ-recurrent sequence (a 1−n , . . . , a n−1 ) = (εā n−1 , . . . , εā 0 = a 0 , . . . , a n−1 )
Suppose condition (C2) is not satisfied. By (Cl), p(x) = p ∨ (x) = x ± 1, and the fragment (εa m , . . . , a m ) of length either n or n + 1, of the vector (35) is µ-recurrent. This is obvious if n = 2m + 1 since ε = −1; and if n = 2m, it follows from (32) as applied to the fragment (replace m in (32) by m + 1). But then the vector (35) is also µ-recurrent, and we have a contradiction. 2
• . If conditions (Cl) and (C2) are satisfied, then Φ (ε) exists. To show this, let us verify that the vector v of Theorem 9 is strictly χ-recurrent and of the form (εā m , . . . , εā 0 = a 0 , . . . , a m ).
• The vector in (a) is χ-recurrent, since its length is n + 1 and, by (Cl), α nᾱn = 1.
• The vector in (b) is χ-recurrent, since for the identity involution conditions (Cl) and (C2) imply
n χ(1) = 0, α n = 1, α n−1 = α 1 .
The vector is not µ-recurrent, since t n − 2 (by (28) and (C2)) and β t = 1 (by the equality p(x) = p ∨ (x) and (C2)).
• If n = 2m + 1, p(x) = x + α, and α n−1 = −1 (see (c)), then the involution is nonidentity: otherwise p(x) = p ∨ (x) = x ± 1, contradicting the equality α n−1 = −1.
• The vector in (d) is not µ-recurrent, in view of (C2). Now let (35) be the χ-recurrent extension of the vector v. Then the matrix A = [a j−i ] is equal to εA * , and by Lemma 9 it can be taken for Φ (ε) .
