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EVENT-TRIGGERED DESIGN WITH GUARANTEED
MINIMUM INTER-EVENT TIMES AND Lp PERFORMANCE
MOHSEN GHODRAT AND HORACIO J MARQUEZ ∗
Abstract
In an event-based scenario, the system decides when to update the ac-
tuators based on a real time triggering condition on the measured signals.
This condition can be defined in various forms and varies depending on the
system properties and design problem. This paper proposes a framework
to design the triggering condition while keeping Lp performance within
desired limits. Our general framework captures several existing state-
based triggering rules as a special case, and can achieve the performance
objectives while reducing transmissions. Indeed, this general structure is
shown to enlarge the minimum inter-event time by a specified amount, for
a desired period of time. Numerical examples suggest that the proposed
mechanism effectively enlarges the average sampling time.
1 Introduction
It is nowadays well accepted that event-triggered control provides a competitive
alternative to traditional time-triggered control ( [13,20]), offering performance
very similar to classical controls while reducing the transmission of information
between system components. Event triggered control was pioneered by [3] and
has lead to extensive research including formal stability analysis ( [2, 10, 11, 18,
20]) and the references therein, and performance in its various forms ( [5–7,12,
23,25,26]).
Two important aspects of an event-triggered control are (i) the design should
satisfy some form of closed-loop performance, and (ii) should guarantee that the
execution times have enough separation to avoid excessive sampling. This sec-
ond point is critical to any event design. Note that reducing communication
between plant and controller is, in fact, the primary motivation behind event-
based methods. However, since the execution times depend on the occurrence
of a new event, the triggering rule has to be designed in a way to avoid exces-
sive triggering, particularly the existence of an accumulation point in which an
infinite number of events are generated in finite-time (also known as Zeno phe-
nomenon). In this regard, most event-triggered laws define a threshold using the
norm of a measured signal, typically, the state. Examples include [10,18,20,23].
Although this type of scheme has seen countless of successful applications and
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has provided an important place in the literature, it is, however, not free of lim-
itations. Indeed, in [20], the author designed a triggering rule departing from
a continuous-time closed-loop input-to-state stable (ISS) system (with respect
to measurement error) to achieve an event-triggered closed-loop stable system,
with Zeno-free behaviour. Similar rules can also guarantee other desirable per-
formance measures such as L2 input-output bounds (e.g., see [12,23]). However,
it was recently shown in [5] that in the presence of disturbance or sensor noise,
static event-triggering rules defined in terms of solely the state vector norm
cannot guarantee positive minimum inter-event time (MIET), thus becoming
vulnerable to Zeno behaviour. The same issue may be encountered when deal-
ing with dynamic triggering rules ( [10, 18]), or output-based triggering rules
( [7]).
The observations above suggest that incorporating disturbance in event de-
sign is nontrivial. One way to address this issue is the so-called time-regularization
method, recently proposed in [1,6]. The core idea is to enforce a dwell-time be-
tween sampling times, inspired by classical periodic sampling (e.g., see [17]).
See also [8,15,21] for a different approach. A common feature of all these stud-
ies is that the triggering condition (TC) is checked only after some specific time
has elapsed since the most recent triggering instant and hence the positiveness
of MIET is satisfied by construction. One drawback of this technique is that it
mostly reduces to periodic samplings whenever TC is static and state is near
the origin, [4, 5].
Statement of contributions: Our primary objective is to design a prescriptive
triggered policy for nonlinear event-triggered systems (ETSs) such that an Lp
performance measure is satisfied in the presence of exogenous disturbances. As
opposed to the time-regularization approach, in this article we focus on “pure”
event-based TC referring to continuous monitoring of the triggering rule without
imposing a pre-defined dwell-time. Following this method, the previously men-
tioned shortcoming associated with time-regularization approach is prevented
at the expense of a non-trivial positive MIET problem. Instead, to exclude
Zeno-behaviour we introduce a new dynamic parameter in the proposed TC.
The results in this work are indeed a generalization of our previous work,
[9], where we studied the local L2 stability of nonlinear ETSs under state-
dependent disturbances. Here, we first relax the restriction on the admissible
input space and allow disturbances to be any signal in Lp space, thereby extend
the results of [9] to global (non-local) Lp type performance. This extension,
however, produces non-trivial challenges regarding the Zeno-exclusion that will
be discussed in detail. Secondly, we cast a general structure for event-triggering
design which specifically captures the proposed event in [9].
In summary, our design addresses the two main characteristics of ETSs men-
tioned earlier, in the following senses:
Performance. We focus on Lp-gain performance of ETSs. We consider a
general class of nonlinear control-affine system and a pre-designed state feedback
controller whose continuous implementation satisfy some Lp-gain performance
level µ. We provide a constructive TC design algorithm to retain the new Lp-
performance level at some µd. The results here extends the prior work [9], where
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the disturbance is assumed to be bounded. See also [1,6] for a different approach.
In comparison to these references, we rely on less conservative set of assumptions
and a different approach that lead to a different structure for TC design. In fact,
the assumptions made in [1,6] require some sort of dissipativity property for ETS
which, we believe, is too strong to be applied to the problem considered here.
Moreover, in the dwell-time approach, µd−µ is lower bounded by some function
of the dwell-period thus limiting how close the event-triggered performance µd
can be made to its continuous-time counterpart µ. This limitation, however,
does not exist in our proposed technique.
Reduced transmission. We propose a general framework for constructing
state-based dynamic TCs in which the transmissions between plant and con-
troller is significantly reduced. Rather than a single result, our proposed dy-
namic TC contains design parameters that can be selected for specific purpose
and covers several well-known forms (namely, [4–6, 9, 10, 16, 18, 20]) as special
cases. In addition, as in [9], we show that the proposed TC has the advantage
over the existing dynamic techniques that a lower bound on inter-event times
extension can be set. Recent studies in [1, 6] consider the more realistic output
feedback event-triggered control problem. Our focus is on the state feedback
case. While state feedback has its practical limitations, the advantage is that
the result is less conservative than the output feedback case. An important
feature of our design is that the introduced dynamic parameters are applicable
to the available TCs without violating Lp or ISS performance. The resulting
triggering rule thus enjoys improved sampling times.
Notation. R (resp., Z) represents the field of real numbers (resp., set of
integers). R+0 , Z
+
0 , R+, Z+ are the sets of nonnegative and positive elements
of R and Z. ‖x‖ denotes the Euclidean norm of vector x ∈ Rn. Lnp is the
space of measurable n-dimensional signals w with bounded p-norm defined as
(
∫∞
t0
‖w(t)‖pdt) 1p . The ∞-norm of w is denoted by ‖w‖∞ = ess sup{‖w(t)‖: t ≥
t0}. A function f : Rn 7→ Rp is said to be locally Lipschitz-continuous in an
open set D, if for each z ∈ B there exist Lf , r ∈ R+ such that ‖f(x)− f(x˜)‖≤
Lf‖x − x˜‖ for all x, x˜ ∈ {y ∈ D : ‖y − z‖< r}. A sequence {xi : i ∈ Z+0 }
is uniformly isolated iff there exists some r ∈ R+ so that |xi − xj |> r for any
i, j ∈ Z+0 with i 6= j.
2 Event triggered control system
Consider the nonlinear system of the following form 1:
ξ˙ = f(ξ, d) + g(ξ)u, z = h(ξ, d), (1)
where ξ ∈ Rn, u ∈ Rm, d ∈ Lqp, z ∈ Rs represent the state, control input,
exogenous disturbance and measured output. The functions f , g and h are
1The assumed affine structure is not critical and can be relaxed at the expense of obtaining
a more conservative triggering condition in the sense that the triggering threshold would be
reached sooner, see Remark 6.
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locally Lipschitz-continuous and f(0, 0) = 0, h(0, 0) = 0 so that ξ = 0 is an
equilibrium point of zero-input system. We will assume the state ξ evolves from
initial conditions ξ0 = ξ(t0) on an open subset of Rn containing the origin.
System (1) is said to be finite gain Lp-stable and has an Lp-gain ≤ µ if there
exist real numbers η, t0, T , µ > 0, p ≥ 1 and positive semi-definite function β
such that for any T > t0, any d ∈ Lqp and any ξ0 ∈ Rn∫ T
t0
‖z(s)‖pds ≤ µp
∫ T
t0
‖d(s)‖pds+ β(ξ0) + η. (2)
We assume plant and controller communicate aperiodically through a digital
network and in an event-based manner. The event-triggered problem established
in this paper relies on the emulation of the analog design and consists of two
steps:
First, we assume continuous data transmission between plant and a full
information controller u = γ(ξ), where γ is locally Lipschitz-continuous. The
resulting continuous-time plant is then given by
ξ˙ = fc(ξ, d), z = h(ξ, d), (3)
where fc(ξ, d) := f(ξ, d) + g(ξ)γ(ξ). It is then assumed that the controller
renders the closed-loop (3) finite gain Lp-stable with disturbance attenuation
level µ.
Second, the communication between plant and controller occurs at the in-
stants belong to the set {tk : k ∈ K}, where K = {0, 1, 2, . . . ,K}. The sampling
sequence is a monotone increasing set, starting at t0 and implicitly defined
through a triggering rule. The actuator signal is held constant between events
using a hold device u(t) = u(tk), t ∈ [tk, tk+1) where tK+1 = ∞ when K is
finite. The proposed TC is continuously monitored and once it is satisfied, the
updated state is forwarded to the controller which computes the new control
signal and send it to the actuator instantaneously. More specifically, let tk be
the most recent sampling instant and TC be satisfied at some $k+1 > tk. Then
the new control signal applied through the actuator at tk+1 = $
+
k+1 and hence
u(tk+1) = γ(ξ(tk+1)). Let ε(t) := ξ(tk) − ξ(t) represent the sampling error for
t ∈ [tk, tk+1). ε(t) is then a right-continuous signal with zero value at tk. In our
analysis we neglect practical issues such as transmission and computation de-
lays, however, they can be readily addressed following the approach introduced
in [20]. The resulting closed-loop ETS is then described by{
ξ˙ = fs(ξ, ε, d), z = h(ξ, d),
tk+1 = inf {t ∈ R : t > tk ∧ Φ(t−) = 0},
(4)
where fs(ξ, ε, d) := f(ξ, d) + g(ξ)γ(ξ + ε) and Φ(t) is the TC to be designed.
Assuming the existence of an Lp-stabilizing controller for (3), our main in-
terest is to design an event-triggered mechanism (ETM) that retains this input-
output property of the network-free design for the resulting event-based plant;
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perhaps with a worse disturbance attenuation level. The proposed ETM shall
(1) exclude the Zeno behaviour and (2) serve as a general platform for TC design
in event-based problems.
Remark 1. Let us write the system dynamic as ξ˙ = f(ξ, d) +
∑m
j=1 gj(ξ)uj
where f, gj : Rn → Rn, g = (g1, . . . , gm) and γ = (γ1, . . . , γm)T. Recent stud-
ies [14, 24] consider the interesting scenarios that controller is (i) distributed:
uj(t) = γj(ξˆ(t)), j = 1, . . . ,m, and (ii) decentralized: ξˆi(t) = ξi(t
i
ri), t ∈
[tiri , t
i
ri+1), i = 1, . . . , n, implying that the distributed controllers uj = γj(ξˆ)
utilizes the full state vector measured through n independent sensors to con-
struct the control signal. Studying the results of the current paper under these
assumptions is left as a future work.
3 Event-triggering mechanism
In this section, we introduce a general structure to design Φ so that ETS (4)
has Lp-gain ≤ µd. Consider the following TC structure:
Φ(t) := k¯ϕ(ξ(t), ε(t))−∑2i=1kiφi(t) = 0 (5)
where k1, k2 > 0, and the dynamic variables φ1, φ2 and function ϕ are to be
designed. Furthermore, we will assume k¯ = 1 unless otherwise stated. We start
with designing ϕ, for which the following assumption is required.
Assumption 1. There exist positive definite, radially unbounded functions Vs,
Vc, positive constants µ, ci, c¯i i ∈ {1, 2, 3} and some p ∈ [1,∞) satisfying
(i) ∇Vs(ξ) · fs(ξ, ε, d) ≤ −c1‖ξ‖p+c2‖ε‖p+c3‖d‖p,
(ii) ∇Vc(ξ) · fc(ξ, d) ≤ µp‖d‖p−‖z‖p,
(iii) Vs(ξ) ≤ c¯1‖ξ‖p, Vc(ξ) ≤ c¯2‖ξ‖p, ‖∇Vc(ξ)‖≤ c¯3‖ξ‖p−1.
Remark 2. Assumption 1(i) implies that system (4) is ISS with respect to the
inputs ε, d. Also Assumption 1(ii) implies that u = γ(ξ) renders the continuous-
time system (3) finite gain Lp-stable with Lp-gain ≤ µ.
The function ϕ is assumed to have the following form
ϕ(ξ, ε) = ϕ1(ξ) + ϕ2(ε) + ϕ3(ξ, ε), (6)
where ϕ1(r) = −c1σ‖r‖p, ϕ2(r) = c2‖r‖p,
ϕ3(r, s) = ∇Vc,λ(r) · g(r)(γ(r + s)− γ(r)) (7)
and σ < 1, p ∈ [1,∞), Vc,λ(r) = λVc(r) for some λ ∈ R+. We then continue
with the design of φ1, φ2; dynamic parameters serve to enlarge the inter-event
times and guarantee the event-separation property for ETS (4). Consider the
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equations below for t ∈ [tk, tk+1)
d
dt
(
φ1
φ2
)
+
(
α1(φ1)− k2φ2
α2(φ2)
)
=
(−ϕ
ϕ¯
)
, (8a)
ϕ¯(t) =
{
α2(δ¯), t ∈ [tk, tˆk),
δ˙k(t) + α2(δk(t)), t ∈ [tˆk, tk+1),
(8b)
where δ¯ is a positive constant and δk is a positive, bounded and piecewise
differentiable function defined over [tˆk, tk+1) and satisfies
∑
k
∫ tk+1
tˆk
δk(τ)dτ ≤ θ1
for some positive θ1. Also tˆk = tk + τˆ , where τˆ is a positive parameter and will
be designed in the sequel. Note that function ϕ¯ is defined such that δ¯ (resp.,
δk(t)) is a solution of φ2 in (8a) over [tk, tˆk) (resp., [tˆk, tk+1)). Moreover α2 is
an arbitrary class-K∞ function and α1 ∈ K∞ is designed based on the following
assumption.
Assumption 2. α1(r) ≥ νr where ν = c1(1− σ)/(c¯1 + c¯2).
To solve (8a), (8b) the following initial values are assumed
φ1(tk) = rk, φ1(tˆk) = rˆk, φ2(tk) = sk, φ2(tˆk) = sˆk, (9)
where rk, rˆk, sk, sˆk are non-negative real numbers and are designed based on
the following assumption.
Assumption 3. rk and rˆk are chosen from sequences with convergent series,
i.e., there exist finite numbers θ2, θ3 ∈ R+ so that
∑
k rk ≤ θ2,
∑
k rˆk ≤ θ3.
Moreover, sk and sˆk satisfy sk ≥ δ¯ and sˆk = δk(tˆk).
Dynamic rules have been previously studied in [10, 18]. The variable φ1
in (5) which satisfies the differential equation (8a), plays the role of dynamic
parameter introduced in the above references. In the present work, we introduce
an additional dynamic variable φ2; while both φ1, φ2 serve to extend the inter-
event times, φ2 plays the fundamental role of guaranteeing event separation
property for ETS (4). In particular, φ2 introduces two design parameter, δ¯,
δk. The former, is inspired by the idea of mixing triggering condition in [4]
and is intended to rule out Zeno-behaviour. The latter, on the other hand, is
a generalization of time-decaying thresholds and is mainly used to move from
practical asymptotic stability (under constant threshold) to asymptotic stability,
[14,19]. Designing these parameters together with tˆk which decides the duration
over which each parameter is effective, lead to non-trivial challenges that have
to be carefully carried out. Based on the above observations, the proposed TC
(5) unifies (i) dynamic TC [10] through the presence of φ1, (ii) time-varying
threshold [14] through presence of δk and (iii) mixed triggering [4] through
presence of δ¯.
Proposition 1. Under TC (5) and Assumption 3, φ1(t), φ2(t) ≥ 0 for all t ≥ t0.
In detail, φ2(t) ≥ δ¯ for t ∈ [tk, tˆk), φ2(t) = δk(t) for t ∈ [tˆk, tk+1).
7 MOHSEN GHODRAT AND HORACIO J MARQUEZ
Proposition 1, whose proof is provided in the Appendix, illustrates the pre-
vious claim that φ1, φ2 enlarge the inter-event times. In fact, in absence of
φ1, φ2 triggering occurs when ϕ(ξ, ε) = 0. However, the positiveness of φ1, φ2
postpones the triggering to occur when ϕ(ξ, ε) = k1φ1 + k2φ2. To finish the
design, it remains to define τˆ . Let us start with the following lemma whose
proof is given in Appendix.
Lemma 1. Under Assumptions 1-3 and if the control signal is updated under
the triggering rule (5), all the trajectories of the ETS (4) starting from Bρ will
remain in Bρ¯, where
ρ¯ = max
{
‖ξ‖: Vs(ξ) + Vc,λ(ξ) ≤ Vs(ξ0) + Vc,λ(ξ0) +
1
ν
(λµpd‖d‖p∞ + k2‖φ2‖∞) + θ2 + θ3, ξ, ξ0 ∈ Rn, ‖ξ0‖≤ ρ
}
.
Since ‖φ2‖∞ is limited by max{sk, ‖δk‖∞ : k ∈ K} and hence is bounded,
Lemma 1 suggests that the trajectories of the ETS (4) are bounded by a non-
decreasing function of ‖ξ0‖ and ‖d‖∞. Next lemma employs the Lipschitz prop-
erty of f , g, γ to provide an upper bound on the norm of state dynamics.
Lemma 2. With the same conditions as in Lemma 1, there exist λi = λi(‖ξ0‖, ‖d‖∞),
i ∈ {1, 2, 3}, non-decreasing on their arguments, so that
‖ξ˙‖≤ λ1‖ξ‖+λ2‖ε‖+λ3‖d‖.
Sketch of the proof. One can apply the Lipschitz property of functions f , g, γ
to get ‖ξ˙ − ˙˜ξ‖≤ λ1‖ξ − ξ˜‖+λ2‖ε − ε˜‖+λ3‖d − d˜‖ where λi’s are functions of
‖d‖∞ and ρ¯. The result then follows by applying Lemma 1.
Remark 3. As Lemma 2 suggests, since the Lipschitz properties of functions
f , g and γ are only local, the Lipschitz coefficients λi are bounded provided
‖ξ0‖<∞, ‖d‖∞ <∞.
Let us define for i ∈ {1, 3}
τi := sup
{
t ∈ R+0 : λpiψ(t, λ2) <
Bi
c
}
,
where B1 = c1σ − (c¯3λ)
q
q , B3 = λ(µ
p
d − µp) − c3, c = c2 + λ
p
2
p and ψ(t, λ2) =
22p(p−1)p−1
λp2p
p (e
λ2p
2(p−1) t − 1)p−1(eλ2p2 t − 1). Then, we define τˆ as
τˆ = min{τ1, τ3}. (10)
Later in Lemma 3 we will see that τˆ > 0 serves to isolate of triggering instants.
Moreover, τ1 (resp., τ3) is the elapsed time since the most recent triggering
instant so that sampling error grows without violating stability (resp., desired Lp
bound) of the ETS (4) (see the proof of Theorem 1). In addition, the definitions
of τˆ , τ3 infers that µ
p
d − µp is lower bounded by ψ(τˆ , λ2). Since as shown in
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Section 4 .2, τˆ is a candidate for dwell-period, the dwell-time method places a
lower bound on the deviation of continuous-time and event-based performances.
This restriction does not exist in our approach.
Remark 4. To design λ one has to consider the restriction of having a positive
τˆ . τˆ > 0 necessitates τ1, τ3 and hence B1, B3 to be positive. This gives the
restriction on λ as λ < c¯−13 (c1σq)
1
q and λ > c3(µ
p
d − µp)−1. The later condition
implies µd > µ, i.e., the Lp-stability of ETS (4) is achieved at the expense of a
larger rejection level. However, to minimize µd, we may choose c3 small enough
by scaling Lyapunov function Vs in Assumption 1 (refer to example section for
more details). Obviously, one has to replace ci, i ∈ {1, 2, 3} by the corresponding
scaled values in all of the discussions.
4 Main results
4 .1 Uniform isolation of triggering instants
One of the difficulties encountered in event-based control systems is undesirable
Zeno behaviour which happens when an infinite number of triggerings occur
over a finite interval. This is even more challenging when the system of interest
is exposed to exogenous disturbances or sensor noise, since in this case the
sampling error is also driven by the disturbance/noise. As an example, while
Zeno behavior is excluded in [20] for disturbance free systems, the same does
not necessarily hold in presence of disturbance (see [4] for further discussion).
In the sequel, we show that under TC (5), the ETS (4) satisfies the following
robust event-separation property defined in [4].
Definition 1. Let τm = inf{tk+1 − tk : k ∈ K} be the MIET. ETS (4) has the
robust semi-global event-separation property if there exists  ∈ R+ so that for
any compact set Ξ ⊂ Rn, inf{τm : ξ0 ∈ Ξ, ‖d‖∞ ≤ } > 0.
According to Definition 1, an event-based system has the robust semi-global
event-separation property if the sequence of sampling times {tk : k ∈ K} is a
uniformly isolated set provided that ξ0 ∈ Ξ and ‖d‖∞ ≤ .
Lemma 3. Under Assumptions 1, 2, 3 and ETM (5)-(10), the ETS (4) has
the robust semi-global event-separation property. In detail,
τm = min{τ∗(1), τˆ},
where m1 = (
B1
c )
1
p , m2 = (
k2δ¯
c )
1
p , κ= max
{
2λ1
m1
, 2λ3m2
}
and
τ∗(χ) =
{
1
λ2−m1 κ2 ln(
κ+λ2χ
κ(1+m1
χ
2 )
), κ 6= 2λ2m1 ,
m1χ
λ2(2+m1χ)
, κ = 2λ2m1 .
(11)
To prove Lemma 3 we report here two useful inequalities.
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Lemma 4. For any p, q ≥ 1 with 1p + 1q = 1 and any r > 0
(i) ‖x+ y‖r≤ 2r‖x‖r+2r‖y‖r
(ii)
∫
T
‖x(τ)y(τ)‖dτ ≤
(∫
T
‖x(τ)‖pdτ
) 1
p
(∫
T
‖y(τ)‖qdτ
) 1
q
.
Proof of Lemma 3. We aim to modify (5) to obtain a more conservative
TC (in the sense that triggering threshold would be reached sooner) since such
a TC gives rise to a lower bound on MIET. To begin, we first make the use
of Proposition 1 which implies φ1 ≥ 0, φ2(t) ≥ δ¯ for t ∈ [tk, tˆk) and hence
modify (5) as ϕ = k2δ¯ in this interval. Note that we will assume tk+1 ≤ tˆk since
otherwise τm = τˆ and the event-separation property holds trivially. From the
inequality given in the sketch of proof of Lemma 2 with ξ˜ = ξ, ε˜ = 0, d˜ = d,
one can conclude ‖g(ξ)(γ(ξ + ε) − γ(ξ))‖≤ λ2‖ε‖ and hence modify condition
ϕ = k2δ¯ as
c2‖ε‖p+λ2‖∇Vc,λ(ξ)‖‖ε‖= c1σ‖ξ‖p+k2δ¯.
Next, from Lemma 4(ii) and Assumption 1(iii), we obtain c‖ε‖p= B1‖ξ‖p+k2δ¯.
Finally, Lemma 4(i) suggests
(B1 1p
2
‖ξ‖+(k2δ¯)
1
p
2
)p
≤ B1‖ξ‖p+k2δ¯,
and hence, the desired modification of (5) is obtained as
2‖ε‖= m1‖ξ‖+m2. (12)
Define χ := 2‖ε‖/(m1‖ξ‖+m2), it can be concluded that
χ˙ ≤
(
1 +m1
χ
2
)( 2‖ξ˙‖
m1‖ξ‖+m2
)
≤
(
1 +m1
χ
2
)(
κ+ λ2χ
)
where Lemma 2 is used to obtain the last inequality. Therefore, τ∗(χ) = t− tk
can be obtained as in (11) by solving∫ t
tk
dτ =
∫ χ(t)
χ(tk)=0
(1 +m1
`
2
)
−1
(κ+ λ2`)
−1
d`.
Event rule (12) suggests that triggering occurs when χ = 1, thus tk+1 = tk +
τ∗(1). In addition, (11) implies that τ∗(1) is strictly nonzero since for ξ0 ∈ Ξ
and ‖d‖∞ ≤ , Lemma 2 suggests that λ1, λ2, λ3, and hence κ are bounded.
The result then follows from definition of τm and positiveness of τˆ . 
4 .2 Comparison with the existing strategies
In this subsection we study several popular existing ETMs that can be extracted
as special cases of (5)-(8b). We emphasize that the design criteria in these
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references is not the same so our comparison is merely based on the structure
of the triggering rule with no reference to the relative merits or performance
in each design, simply because there seems to be no fair way or value in such
comparison. Moreover, since some of these works focus on output feedback, in
our comparisons we assume the measurable output to be the full state vector.
Our proposed ETM is dynamic due to the existence of the dynamic variable
φ1. See [10,18] for discussions regarding the effect of this variable. To the best
of our knowledge, the parameter φ2 has not been introduced before. Thus, we
provide the following observations regarding φ2.
(i) The inter-event expansion that originates from φ2 can be quantified for a
desired period of time, or a desired number of trigger instants (see [9]). (ii) As
shown in [9] through several examples, φ2 serves to avoid redundant samplings
when the norm of state is close to 0. This is important since as a primary pitfall,
triggering rules based on the norm of the state tend to increase triggering as the
state approaches the origin. (iii) The primary functionality of φ2 is to exclude
Zeno behaviour as suggested by the proof of Lemma 3. (iv) While the approach
in the present article is considered purely event-based, an appropriate choice
of parameters in the dynamics of φ2 enables the TC (5) to capture the time-
regularization strategies. We conclude by extracting several triggering rules
proposed in the literature from (5). Note that k¯ = 1 unless otherwise stated.
• [9]: For k1 = 0 and sk = δ¯, TC (5) reduces to the one proposed in [9].
In the rest of our comparisons we assume ϕ3 = 0 in (6).
• [4]: For k1 = 0 and δk(t) = sk = sˆk = δ¯ we obtain φ2 = δ¯. Hence, the TC
becomes ϕ(ξ, ε) = k2δ¯. • [10]: Take k2 = 0, (5), (8a) reduce to ϕ(ξ, ε) = k1φ1,
φ˙1 + α1(φ1) = −ϕ. • [16]: Taking k2 = 0, k¯ = 0 and α1(r) = 0 for any r, (5)
reduces to φ1 = 0, where φ1(t) = −
∫ t
tk
ϕ(ξ(s), ε(s))ds, i.e., the integral-based
TC. • [20]: Substitute k1 = k2 = 0 in (5) one can extract the TC ϕ = 0.
• [5, 6]: Define tˆk = tk + τm where τm = min{τ∗(1), τˆ}. This guarantees no
triggering of the control task occurs over [tk, tˆk). Then, if we set k2 = 0 and
k¯ = 0, Φ(t) = 0 reduces to φ1(t) = 0, thereby tk+1 in (4) can be written in
a time-regularization fashion as tk+1 = inf{t ∈ R : t > tk + τm
∧
φ1(t
−) = 0}
where φ˙1 = −ϕ by setting k2 = 0 and α1(r) = 0 for any r in (8a). • [1]:
Set k1 = k2 = 0 and follow similar lines as in comparison with [5, 6], we get
tk+1 = inf{t ∈ R : t > tk + τm
∧
ϕ(ξ(t−), ε(t−)) = 0}. • [18]: Let k1 = 0,
ϕ¯(t) = 0 for all t ∈ R and sˆk = φ2(tˆ−k ). Choose sk ≥ 0 we have φ2(t) ≥ 0 for all
t ≥ t0. Then (5), (8a) reduce to ϕ2(ε) = −ϕ1(ξ) +k2φ2, where φ˙2 +α2(φ2) = 0.
In this case, φ2 plays the role of threshold variable defined in [18]. However,
unlike the present work where φ2 appears in the TC as a positive term that is
added to some functions of state’s norm, in [18], the admissible measurement
error is bounded by the maximum of these two.
4 .3 Lp-gain performance
We start with a useful lemma which is an application of Lemma 2 and its proof
is given in the Appendix.
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Lemma 5. Let a = λp1ψ(τˆ , λ2), b = λ
p
3ψ(τˆ , λ2). Then∫ tˆk
tk
‖ε(τ)‖pdτ ≤ a
∫ tˆk
tk
‖ξ(τ)‖pdτ + b
∫ tˆk
tk
‖d(τ)‖pdτ. (13)
Remark 5. In view of the definition of a, b and τˆ , one can verify that a ≤
λp1ψ(τ1, λ2), b ≤ λp3ψ(τ3, λ2). Also from definition of τ1, τ3 we conclude ac < B1,
bc ≤ B3; inequalities that will be used later in the proof of main results.
Next theorem states our primary result where the finite gain Lp-stability of
continuous-time system (3) is shown to be preserved under the event-based exe-
cution of control task. Compared to [1,6], our result relies on a less conservative
set of assumptions.
Theorem 1. Under Assumptions 1, 2, 3 and ETM (5)-(10) the ETS (4) is
finite gain Lp-stable with Lp-gain ≤ µd. In addition, the origin ξ = 0 is globally
asymptotically stable.
Proof. For t ∈ [tk, tˆk), Assumption 1(ii) suggests
V˙c(ξ) ≤ µp‖d‖p−‖z‖p+∇Vc(ξ) · g(ξ)(γ(ξ + ε)− γ(ξ)) (14)
which further reduces to
V˙c(ξ) ≤ µp‖d‖p−‖z‖p+λ2‖∇Vc(ξ)‖ ‖ε‖
by applying ‖g(ξ)(γ(ξ+ ε)− γ(ξ))‖≤ λ2‖ε‖ (that is already proven in the proof
of Lemma 3). Thus, from Lemma 4(ii) and Assumption 1(iii), we get
V˙c,λ(ξ) ≤ λ
q c¯q3
q
‖ξ‖p+λ
p
2
p
‖ε‖p+λµp‖d‖p−λ‖z‖p.
As a consequence, for V (ξ) = Vs(ξ) +Vc,λ(ξ) it follows from Assumption 1, (13)
and (14) that
V (ξ(tˆk)− V (ξ(tk)) ≤ −(c1 − λ
q c¯q3
q
− ac)
∫ tˆk
tk
‖ξ(τ)‖pdτ
+(λµp + c3 + bc)
∫ tˆk
tk
‖d(τ)‖pdτ − λ
∫ tˆk
tk
‖z(τ)‖pdτ
≤ λµpd
∫ tˆk
tk
‖d(τ)‖pdτ − λ
∫ tˆk
tk
‖z(τ)‖pdτ,
where the last inequality follows from Remark 5. For t ∈ [tˆk, tk+1) one can apply
TC (5) to obtain an upper bound on V˙ as V˙ (ξ)≤−c1(1−σ)‖ξ‖p+(λµp+c3)‖d‖p−λ‖z‖p+k2φ2−
φ˙1 where −α1(φ1) term is eliminated from the right hand side since φ1 is non-
negative. It then follows that V˙ (ξ) ≤ λµpd‖d‖p−λ‖z‖p+k2δk − φ˙1 and hence
V (ξ(tk+1))− V (ξ(tˆk)) ≤ λµpd
∫ tk+1
tˆk
‖d(τ)‖pdτ
−λ
∫ tk+1
tˆk
‖z(τ)‖pdτ + k2
∫ tk+1
tˆk
δk(τ)dτ + rˆk.
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Therefore, we may conclude
V (ξ(tk+1))− V (ξ(tk)) ≤ λµpd
∫ tk+1
tk
‖d(τ)‖pdτ
−λ
∫ tk+1
tk
‖z(τ)‖pdτ + k2
∫ tk+1
tˆk
δk(τ)dτ + rˆk.
Apply this inequality to the sampling intervals until t ≥ t0, the positive defi-
niteness of V can be employed to write∫ t
t0
‖z(τ)‖pdτ ≤ µpd
∫ t
t0
‖d(τ)‖pdτ + 1
λ
(k2θ1 + θ3 + V (ξ0)).
This proves Lp-stability of ETS (4) with Lp-gain ≤ µd. To show asymptotic
stability, let d = 0. Using a similar process as we prove of Lp-stability, it can
be shown then suggests that for any for λ = 0, any t ≥ t0,
Vs(ξ(t)) ≤ −c1(1− σ)
∫ t
t0
‖ξ(τ)‖pdτ + k2θ1 + θ3 + Vs(ξ0).
This proves the ultimate boundedness of trajectories of system (4). How-
ever, global asymptotic stability is postponed to show that for any  ∈ R+
there exists some δ ∈ R+ such that if ‖ξ0‖≤ δ, ‖ξ(t)‖≤  for all t ≥ t0 and
limt→∞ ξ(t) = 0. This is achieved by redefining δk(t) (resp., rˆk) as λ0Vs(ξ0)δk(t)
(resp., λ0Vs(ξ0)rˆk) for some λ0 ∈ R+. Thus by choosing
δ = V −1s
( Vs()
1 + λ0(k2θ1 + θ3)
)
for a given , we have
Vs(ξ(t)) ≤ −c1(1− σ)
∫ t
t0
‖ξ(τ)‖pdτ + Vs(),
i.e., ‖ξ(t)‖≤  for all t ≥ t0. Convergence of ξ to zero is easy to show and
omitted due to space limitations.
Remark 6. If instead of affine structure (1), the system model is assumed to
be ξ˙ = f(ξ, u, d), our main findings which consist the results of Lemma 3 and
Theorem 1 are still valid provided that ϕ3 in (7) is replaced with ϕ3(r, s) =
λ2∇Vc,λ(r) · ‖s‖. The details can be found in [9].
4 .4 Inter-event time enlargement
In the sequel, we present an important feature of TC (5) on extending inter-
event times. For this purpose, we define
τ∗max
.
= max{τ∗ : ρ¯, χ ∈ R+0 },
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which in view of the following theorem, upper bounds the new extended inter-
event times. In this definition τ∗ is assumed to be a function of ρ¯ and χ, as
suggested by (11) and dependence of λi, i ∈ {1, 2, 3} on ρ¯ (that is defined in
Lemma 1).
Theorem 2. For any T ◦ ∈ R+ and τ◦ ∈ [0, τ∗max], ϕ¯ in (8b) can be designed
in a way that tk+1 − tk ≥ τ◦ at least for tk+1 ≤ T ◦.
Proof. To find a lower bound on inter-event times, let us restrict the TC (5)
to ϕ(ξ, ε) = k2φ2 by taking k1 = 0. Recalling the proof of Lemma 3 where
the triggering happens when χ = 1, our goal here is to design φ2 so that the
triggering occurs for some χ > 1. Note that τ∗max ≥ τ∗(1) by definition. Due
to continuity of τ∗ in (11), for any τ◦ ∈ [0, τ∗max] one can find χ◦ (obviously
≥ 1) so that τ◦ = τ∗(χ◦). It only remains to choose the TC such that χ ≥ χ◦
at sampling instants. With the same notation as in Lemma 3, let δ∗ := χ∗2δ¯
where χ∗ = χ◦ + m1m2 ρ¯(χ
◦ − 1). We redefine ϕ¯ in (8b) as
ϕ¯(t) =
{
α2(δ
∗), t ∈ [0, T ◦),
0, elsewhere.
This implies φ2(t) = δ
∗ for t ∈ [0, T ◦). Then following similar lines as we derived
(12), the lower bound on the inter-event times can be calculated by assuming
the triggering rule
2‖ε‖= m1‖ξ‖+ χ∗m2.
From definition of χ given in the proof of Lemma 3 it is easy to verify that
χ =
m1‖ξ‖+χ∗m2
m1‖ξ‖+m2 ≥ χ
◦
at triggering instants and hence inter-event times are lower bounded by τ◦ for
t ≤ T ◦.
Remark 7. Theorem 2 explores one of the advantages of our proposed strat-
egy where the intersampling intervals are extended to τ◦ for t ∈ [0, T ◦]. The
numerical example in section 5 suggests that the average sampling time is also
improved in this interval. Note that while the results are not explicitly applicable
to t > T ◦, numerical examples in [9] verify the efficiency of this technique for
all t ≥ t0.
5 Example
5 .1 System model ( [9])
Consider the system (3), with ξ = [ξ1 ξ2]
T and2
f(ξ, d) =
(
ξ2
−H(ξ1) + d
)
, g(ξ) =
(
0
1
)
, h(ξ, d) = ξ1,
2This example is of a Lure type system, which has recently seen attention in the context
of event-based control, [22, 27].
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u(t) = γ(ξ(t)) = −ξ2(t)). The piecewise linear function H : R 7→ R is given
by: H(r) = 2r for |r|≤ h∗, H(r) = h∗ + r for r ≥ h∗ and H(r) = −h∗ + r
for r ≤ −h∗, some h∗ ∈ R+0 for some non-negative h∗. Note that H satisfies
r2 ≤ rH(r) ≤ 2r2 for any r ∈ R. We study the finite gain L2-stability this
system under event-based implementation of control law.
5 .2 Verification of Assumption 1
Letting Vs(ξ) =
υ1
2 ξ
TPξ + 2υ1
∫ ξ1
0
H(r)dr, P = [1 1; 1 2], then (i) holds for
c1 =
υ1
2 , c2 = c3 = 5υ1 (see [9] for details). Here υ1 is the scaling factor discussed
in Remark 4. To show (ii), we start with 1υ1 V˙s(ξ) = −ξ1H(ξ1)−ξ22 +(ξ1+2ξ2)d ≤
−(1− n1)ξ21 − (1− n2)ξ22 + ( 14n1 + 1n2 )d2− n1(ξ1− d2σ )2− n2(ξ2− dn2 )2 for some
positive n1, n2. Choosing Vc(x) =
1
υ1(1−n2)Vs(x) yields V˙c(x) ≤ |z|2−µ2|d|2
where µ2 = 11−n2 (
1
4n1
+ 1n2 ). The minimum µ is 4.49 obtained for n1 = 1,
n2 = 0.47. A less conservative bound may be found with a different choice
of Vc. Finally, (iii) holds for c¯1 =
υ1
2 λmax([5 1; 1 2]), c¯2 =
1
υ1(1−n2) c¯1 and
c¯3 =
1
1−n2 (‖P‖+4), where λmax(·) is the maximum eigenvalue.
5 .3 Triggering condition
Our design criteria is to guarantee µd ≤ 5. We consider here two scenarios for
δk in (8b):
δ1k(t) = D1e
−%1t, δ2k(t) = D2
%n2
n!
, n = d t
n¯
e,
where D1 = 10, D2 = 2, %1 = 0.05, %2 = 3, n¯ = 10. Also, we consider
α1(r) = α2(r) = r in (8a). To cover the strategies discussed in Section 4 .2, we
categorize our analysis into six cases, depending on the values of k1, k2, δ
1
k, δ
2
k:
case: (i) (ii) (iii) (iv) (v) (vi)
(k1, k2) (1, 1) (1, 1) (1, 0) (0, 1) (0, 1) (0, 0)
δk δ
1
k δ
2
k n/a δ
1
k δ
2
k n/a
Cases (i), (ii) are the general dynamic triggering scenarios with both φ1, φ2
effective in condition (5). The role of φ1 (resp., φ2) is studied in case (iii) (resp.,
cases (iv), (v)). Also, case (vi) results in static TC since both φ1, φ2 are absent.
It is not difficult to verify λ1 = 3, λ2 = λ3 = 1 in Lemma 2. Therefore, we
may choose λ = 4.7× 10−3, υ1 = 3.6× 10−3 (which satisfy the required bounds
on λ given in Remark 4) and obtain τˆ = 8.9× 10−3 from (10). Finally, we take
δ¯ = 10, rk = 0, rˆk = φ1(tˆ
−
k ), sk = 12.5.
5 .4 Numerical simulation
Signal d(t) follows a zero mean Gaussian distribution with variance 1 over
t ∈ [0, 100) and zero everywhere else. We also take h∗ = 0.3 and run the
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simulation for 100 initial conditions uniformly distributed in a circle of radius
1 over 100 seconds and finally average the results. The plots are provided for
initial condition ξ0 = (sin(
pi
3 ), cos(
pi
3 )).
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Figure 1: Verification of L2-gain.
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Figure 2: Actuator signal at the triggering instants
Table 1: Comparison of different scenarios.
case: (i) (ii) (iii) (iv) (v) (vi)
N 3.24 3.25 12.9 4.34 4.72 18.7
τm×102 22.3 14.2 3.3 22.6 14.8 1.8
Table 1 illustrates the number of triggerings (N) and MIET (τm) for different
scenarios. The values of τm are in msec. Comparing different cases, it is clear
that both φ1, φ2 improve transmission rate, however, when k2 is non-zero,
the number of samples and τm improve more significantly. This implies the
effectiveness of parameter φ2 compared to φ1. This example suggests that when
trajectories of open-loop ETS are either converging to the origin or staying
bounded, since ε remains bounded, an appropriate choice of δ¯, δk in φ2 avoid
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unnecessary samplings effectively. The fact that τm  τˆ supports the merit of
our design compared to time-regularization method as this latter scheme often
degenerates to periodic samplings (τˆ in the case of our design) when state is
near origin. Our method indeed outperforms time-triggered scheme too (with a
period equal to the MIET), since the average inter-event intervals, i.e., 100N , are
much larger than the MIETs.
6 Conclusion
This paper introduces a framework for event-triggered design by focusing on Lp
performance problem. Our proposed ETM is based on two dynamic variables
φ1 and φ2. Indeed, φ1 has the role of dynamic TC ( [10]) and is intended to
enlarge inter-event times. While φ2 serves to extend the inter-event times too, it
also has the critical roles of (i) enabling us to analytically predict the increase of
MIET for a desired period of time, and, more importantly, (ii) excluding Zeno
behaviour. An interesting future research topic is to check if an output-based
TC can be equipped with the dynamic parameters φ1, φ2 to enjoy the benefits
offered by these parameters. Note that contrary to dwell-time approaches where
the Zeno-freeness is granted a priori, the output-based generalization of our
approach requires Zeno behaviour to be carefully ruled out.
Appendix
Proof of Lemma 1. We shall need the following proposition whose proof can be
obtained applying integration by parts and Assumption 2.
Proposition 2. For φ1 defined in (8a) and (9), we have∫ tˆk
tk
−eντdφ1(τ) ≤ rkeνtk ,
∫ tk+1
tˆk
−eντdφ1(τ) ≤ rˆkeνtˆk .
Now we start from Assumption 1(ii) to write
V˙c(ξ) ≤ µp‖d‖p−‖z‖p+∇Vc(ξ)g(ξ)(γ(ξ + ε)− γ(ξ))
Define V (ξ) = Vs(ξ) + Vc,λ(ξ), one can apply Assumption 1(i), (5), (6) to get
V˙ (ξ) ≤ −c1(1− σ)‖ξ‖p+(λµp + c3)‖d‖p+ϕ ≤
−c1(1− σ)‖ξ‖p+(λµp + c3)‖d‖p+k2φ2 − α1(φ1)− φ˙1
where the second inequality is obtained using (8a). Let A = λµpd‖d‖p∞ + k2‖φ2‖∞,
we can apply Proposition 1 to write
V˙ (ξ) + νV (ξ) ≤ A− φ˙1,
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where we used V (ξ) ≤ (c¯1 + c¯2)‖ξ‖p suggested by Assumption 1(iii). We then
conclude from Proposition 2 that
V (ξ(tˆk))e
νtˆk ≤ V (ξ(tk))eνtk + rkeνtk +A
∫ tˆk
tk
eντdτ,
V (ξ(tk+1))e
νtk+1 ≤ V (ξ(tˆk))eνtˆk + rˆkeνtˆk +A
∫ tk+1
tˆk
eντdτ.
Adding the two inequalities and apply the result to the sampling intervals until
t ≥ t0, Assumption 3 yields V (ξ(t))eνt ≤ V (ξ0) + (θ2 + θ3)eνt + A
∫ t
t0
eντdτ .
Therefore,
V (ξ(t)) ≤ V (ξ0)e−νt + θ2 + θ3 +A
∫ t
t0
e−ν(t−τ)dτ
≤ V (ξ0) + θ2 + θ3 + ν−1A
which gives the desired result. 
Proof of Proposition 1. From (5), (8a) φ1 satisfies φ˙1 + α1(φ1) + k1φ1 ≥ 0
for t ∈ [tk, tk+1). Note that φ1(t) ≡ 0 is a solution to φ˙1 + α1(φ1) + k1φ1 = 0.
Therefore, since φ1(tk), φ1(tˆk) ≥ 0 it follows that φ1(t) ≥ 0 for all t ≥ t0. For
the second part, since δ¯ (resp., δk(t)) is a solution of φ2 in (8a) for t ∈ [tk, tˆk)
(resp., t ∈ [tˆk, tk+1)) and sk ≥ δ¯ (resp., sˆk = δk(tˆk)), it follows that φ2(t) ≥ δ¯
(resp., φ2(t) = δk(t)) over this interval. Finally, from the positiveness of δ¯ and
δk(t), φ2(t) ≥ 0 for all t ≥ t0. 
Proof of Lemma 5. We first define the notation below:
I(x) =
∫ s
tk
eλ2(s−τ)‖x(τ)‖dτ, Q(s) = (
∫ s
tk
e
λ2q
2 (s−τ)dτ)
p
q ,
J (x) =
∫ s
tk
e
λ2p
2 (s−τ)‖x(τ)‖pdτ, P(s) =
∫ s
tk
e
λ2p
2 (s−tk)ds.
From definition of ε and Lemma 2 we have
d‖ε‖
dt
≤ ‖ε˙‖= ‖ξ˙‖≤ λ1‖ξ‖+λ2‖ε‖+λ3‖d‖,
solving which for ε(tk) = 0 and s ≥ tk gives ‖ε(s)‖≤ λ1I(ξ) + λ3I(d). Then
from Lemma 4(i) we conclude
‖ε(s)‖p≤ 2p(λp1Ip(ξ)+λp3Ip(d))≤2pQ(s)(λp1J (ξ)+λp3J (d))
where the last inequality is obtained using Lemma 4(ii). It is then straight-
forward to check that for t ≥ tk,
∫ t
tk
J (ξ)ds ≤ P(t) ∫ t
tk
‖ξ(τ)‖pdτ and hence
conclude ∫ t
tk
‖ε(s)‖pds ≤ 2p
∫ t
tk
Q(s)(λp1J (ξ) + λp3J (d))ds
≤ 2pQ(t)P(t)(λp1
∫ t
tk
‖ξ(τ)‖pdτ + λp3
∫ t
tk
‖d(τ)‖pdτ).
The proof is then complete taking t = tˆk since ψ(τˆ , λ2) = 2
pQ(tˆk)P(tˆk). 
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