Abstract. A variational characterization, involving a max-inf of the Rayleigh quotient, is established for certain eigenvalues of a wide class of definitizable selfadjoint operators Q in a Krein space. The operator Q may have continuous spectrum and nonreal and nonsemisimple eigenvalues; in particular it may have embedded eigenvalues. Various applications are given to selfadjoint linear and quadratic eigenvalue problems with weak definiteness assumptions.
Introduction
Variational characterizations of eigenvalues have been studied for over a century and have been applied to comparison principles and numerical algorithms for a wide range of problems. For example, the generalised eigenvalue problem Formally, B~XA is selfadjoint in a "weighted" Hilbert space HB with inner product generated by (1.3) (x, y)B = (x, By) and the variational principles that we consider involve the Rayleigh quotient which can be evaluated directly from the operators A and B . However, if B is not definite then ( 1.4) vanishes for some nonzero x, so the usual variational principles need modification. If A is definite (this is the so-called "left definite" problem) then (1.2) can be replaced by A~xBx = X~lx in a Hilbert space HA .
See, e.g., [20] for a variational treatment of various boundary value problems by these techniques. Problems which are neither left nor right definite have attracted considerable attention in recent years (cf. [9, 12] and their references), and it turns out that they have properties different from those of definite cases. The variational characterization of eigenvalues in such problems has however remained open despite early work of Richardson [16] for left definite, and a conjecture [17] for general, Sturm-Liouville problems, that the solution "for m large enough, may be regarded as furnishing a minimum of a calculus of variations problem". Richardson does not explicitly state which problem, but it is clear from the context that he means minimization of (x, Ax) subject to (x, Bx) = ±1 and m (recursively defined) linear constraints of the form (yf , Bx) = 0. Nor is he clear about "large enough", but he cites his [17, §4] which shows that, for large enough m , there are precisely two eigenfunctions y% which oscillate m times (one for each sign of X-see [17, Theorem VII et prec.]). Our results show that each such eigenfunction obeys a double extremum principle, including the above recursive one.
If B is 1-1 then HB, with the inner product generated by (1.3), becomes a Krein space. An early variational principle in this setting is due to Phillips [14] . It characterizes eigenvalues of a positive compact operator in HB by triple extrema involving sign-definite subspaces and thus it implicitly involves the positive and negative cones (1.5) C± = {x£HB:±(x,x)B>0}. This theory was extended to noncompact nonnegative operators by Textorius [18] . Various authors have also used these cones explicitly; for example, it was noted in [1] that (single) extrema of r in (1.4) over C* give principal eigenvalues for certain left definite problems. Double extrema involving C* have been used in [10 and 13] for some of the real eigenvalues X for indefinite matrix problems (1.1). Slightly different double (and also triple) extremal characterizations were established in [2] for elliptic equations with indefinite weights. Here we shall use spectral functions of definitizable selfadjoint operators in Krein spaces [11] to establish a double extremum principle for some of the eigenvalues under conditions which allow continuous spectrum, and in particular embedded eigenvalues corresponding to critical points (see §2). Our work includes all previous results that we know of.
In §2 we introduce our assumptions and state the main result, which is proved in §3. We conclude with §4 where applications to differential operators are discussed. In particular, we give a detailed comparison with [2] which uses two parameter ideas for statements and proofs, and we also show how some asymptotic estimates of [8] may be extended from the left definite case.
We conclude this section with some brief remarks on the application of Theorem 2.3 to problems of the form (1.1). Our assumptions are satisfied if, for example, A is bounded below with compact resolvent and B is injective and A-forra. compact, cf. [15] . Indeed, replacing A by A-vB for some real v if necessary, we see that the space HA is a Pontryagin space and the verification of our hypotheses is straightforward.
The selfadjoint quadratic eigenvalue problem (1.6) (ß2R + fiS+T)y = 0, 0¿y£X, can be transformed to (1.1) (see [9] ) by defining H -X x X, X= \/ß-p, -T 0" 0 R on appropriate domains. If S is bounded below with compact resolvent and T, R are injective S-form compact operators then the above remarks lead to a max-inf characterization of eigenvalues of the problem (1.6). The above setting includes the well-known overdamped case from continuum mechanics which leads to a left-definite problem. We also Let C be a cone in K, so XC ç C for all X > 0. We define the internal dimension d(C) to be the supremum of the dimensions of all subspaces in C U {0} . As in (1.5) we define the positive and negative cones of K by When a(Q) is discrete, our preparations are relatively simple and we shall discuss this case first. In particular, our remaining assumptions (and (la)) are automatic.
Let Gx = N(Qx) be the geometric eigenspace at A. If G¿ c Cq (resp. Cq"), we say that X is of positive (resp. negative) type. Here Cq come from (2.1). Developing this, we define the positive and negative multiplicities of an eigenvalue X by d±(X) = d(Gx nC1). Writing N+ (resp. N~) for the set of eigenvalues which are not of positive (resp. negative) type, we define (2.2) dp = sup(#+ n R).
Recall that, for any eigenvalue X, the algebraic eigenspace Ax is the span of the Jordan chains (y\,... ,y¡) of length I, where 0 ^ yx £ Gx and
It is easily seen that [yx, yx] = 0 if / > 1 or if X £ R, so such X e N+ n N~ . Moreover it follows from (Iß) that the sum of the lengths /, over such X, must be finite.
A = S -R-T -R-T S and B =
Defining the subspace F as the sum of the Ax for all X £ N~ , and writing 0 for Op , which is now max(V+nR), we may then proceed directly to Proposition 2.2 below.
Spectral functions with critical points.
We proceed now to discuss the case when a(Q) is not discrete. For the reader's convenience, we have assembled some basic definitions and properties related to definitizable selfadjoint operators on Krein spaces. For further details see [3, §4.1], [7, §VIII.6] and especially [11] . A selfadjoint operator Q is definitizable if its spectrum a(Q) is not the whole complex plane, and if a nonconstant definitizing polynomial n exists so that n(Q) is nonnegative definite. Such an operator has a spectral function E, i.e., an orthoprojector-valued function defined on real intervals whose endpoints are not zeros of n , together with the complements of such intervals in R. Then ±E(A) is positive definite if ±n is positive on An a(Q), and Qx= [ X dE(X)x for all x £ E(A)K. Ja
Here and below, A will always denote a set on which E is defined as above. E may be extended to further subsets of R, but the above definition suffices for our purposes. We note that (2.4) <x(ß| w) C Ä so Q\e(a)k is invertible if 0 £ A.
Proposition 2.1. Q is definitizable, and hence admits a spectral function E. Proof. In the case v = 0, this is a result of Langer [11] , who constructs an "equivalent" selfadjoint operator on an auxiliary Pontryagin space. In our case we use Qv instead of Q, and we obtain a definitizing polynomial of the form
for some polynomial p . O
We term X £ RU{oo} a critical point of Q, and we write X £ c(Q), if E(A) is indefinite whenever X £ intA. Necessarily then X £ a(Q). Also oo ^ X £ c(Q) implies n(X) = 0 by the above, so there are only finitely many critical points. A critical point is regular if there are a > 0 and a neighbourhood A0 of X so that H-E^A)!! < a whenever X £ A c Ao . This is the case, for example, if X is an isolated point of a(Q).
We define X £ a(Q) to be of positive (resp. negative) type if E(A)K c C¿" (resp. Cq ) for some A containing X. This extends our previous definition to nonisolated X. As before, X £ N+ (resp. N~) if X is not of positive (resp. negative) type.
Note that v is not a critical point of Q by (la), but that oo is a critical point in general. Using (2.5) we see that X > v (resp. < v) is a finite critical point iff p(X) -0 and X is an eigenvalue not of definite type, i.e., X £ N+f)N~ .
Our next assumption is (II) The finite critical points of Q are all regular. Regularity is automatic for isolated eigenvalues. Suppose now that all eigenvalues of positive type exceed v . In this case we define 6 as the greater of dc and dp , where 6C is the supremum of the continuous spectrum < v , and 6P comes from (2.2). It follows from (II) that XMa is nondegenerate (the sum being over X £ N~) but this is in general infinite dimensional. The following refinement uses an orthogonal decomposition Ax = Fx[+]Hx given in [6] , where Fx is finite dimensional and nondegenerate, and where Hx ç Gx is a Hilbert space under [ , ] . Specifically, defining F as the sum of the Ax for nonreal X and Fx for real X £ N~ , we may proceed to Proposition 2.2.
Finally, suppose 9 > v, so 9 is simply the maximum (by (Iß)) of the eigenvalues X > v with X £ N+ . In this case we need a third assumption (III) a(Q) n [v, 9] consists of finitely many eigenvalues of finite multiplicity. We remark, by virtue of (I/?) and our previous comments, that multiplicity here could be interpreted as "positive", "geometric" or "algebraic". To the previous definition of F we then add the sum of the Ax over X £ [v, 9] . Proposition 2.2. F defined as above, is finite dimensional, nondegenerate and invariant for Q. Moreover all real eigenvalues of Q\f are < 9, while Q|fj. has real spectrum, of negative type < 9 and of positive type > 9. Proof. The only nontrivial contention is nondegeneracy of F, which is covered by the arguments of [6, §5] . D
We remark that the results of Propositions 2.1 and 2.2 could be used instead of(I)-(III). Remark 2.5. When dim AT is finite, Theorem 2.2 is equivalent to a result in [13] . In fact the setting of (1.1), where K = HB and Q = A~XB with B invertible, is equivalent to the one here. Note that [x, Qx]/[x, x] = r(x) of (1.4) while (I)-(III) are automatic in finite dimensions. Also the other formulae for Xf mentioned in Remark 2.4 can be read from [13] (with dimensions there replaced by appropriate codimensions). Similarly, in the left-definite case of ( 1.1 ), Q is a uniformly positive operator in K and so (I)-(III) are automatic with 9 = v = 0. In the right-definite case we recover the ordinary Weyl-Courant principle in a Hilbert space. Remark 2.6. For any Jordan chain (yx, ... , y¡) (see (2.3) ), an easy calculation shows that S = [yi, y{] is real. If ô < 0 then we say that the chain has negative sign (sgn ô is associated with various terms in the literature, e.g. inertial signature and sign characteristic). It turns out that negative sign Jordan chains of length 1 = 2 may be ignored in the calculation of 9 . This improves Theorem 2.3 and follows from arguments in [13] and §3. Remark 2.7. If the At cease to exist from some j on, the remaining ßj+d+ characterize the infimum of the continuous spectrum > 9 .
Proof of the variational principle
For notational ease we fix / and write X = At. Since [13] one can ensure that F+ n F~ = {0} , we can choose (i) dim N = d+ -¿2x<e d+W > and
(ii) NCF, so N is spanned by root vectors of Q\f .
This will be used in 4.3. Note that (i) cannot be relaxed to dimN > d+ .
Elliptic equations with indefinite weights
4.1 Setting. Let £2 be a bounded smooth domain in R" and q, w £ L°° (Q). We consider the eigenvalue problem (4.1) (-A + q)y = Xwy, y = 0 ondfí.
As in [2] , a (nonzero) function y £ H := W0l,2(iî) satisfying (4.1) is an eigenfunction for the eigenvalue A e C ; moreover, -A + q can be replaced by a uniformly elliptic operator and the Dirichlet condition by a more general selfadjoint boundary condition. Actually our Krein space setting is sufficiently general to handle continuous spectrum (thus allowing unbounded Q and/or singular coefficients and weight function w). We adhere to the problem (4.1) and the above restrictive assumptions on Q and w for simplicity and also to facilitate a detailed comparison with [2] . We impose the assumption (4.2) {x :w(x) = 0} is of Lebesgue measure zero which is more stringent than the corresponding assumption of [2] ; on the other hand we do not need the unique continuation assumption of [2] . The only reason we impose (4.2) is to form the Krein space K below, and moreover we hope to show elsewhere how to remove and they characterize certain eigenvalues labelled Xik , where Xi>k = At under certain conditions. One condition is that X¡)k lies on the kth (X, ß) eigencurve of (4.4), i.e., that A + Xw has k nonnegative eigenvalues, counted by multiplicity.
Analysis of the eigencurves (cf. [4] ) shows that k = j+d+ whenever X¡ik > 9 so we may replace (4.4) by We observe in conclusion that X¡>k = Xj also depends on counting i via positive multiplicities d+ (X), and one must interpret the remarks following [2, Theorem 2.8] in this light. 
