This paper is concerned with the quantitative homogenization of 2m-order elliptic systems with bounded measurable, rapidly oscillating periodic coefficients. We establish the sharp O(ε) convergence rate in W m−1,p0 with p 0 = 2d d−1 in a bounded Lipschitz domain in R d as well as the uniform large-scale interior C m−1,1 estimate. With additional smoothness assumptions, the uniform interior C m−1,1 , W m,p and C m−1,α estimates are also obtained. As applications of the regularity estimates, we establish asymptotic expansions for fundamental solutions.
Introduction
Let Ω be a bounded Lipschitz domain in x ε D β u εj , 1 ≤ i, j ≤ n, u εj denotes the j-th component of the R n -valued function u ε , α, β, γ are multi-indices with nonnegative integer components α k , β k , γ k , k = 1, 2, ..., d, and
We assume that the coefficients matrix A(y) = (A αβ ij (y)) is real, bounded measurable with 2) and satisfies the coercivity condition
for any φ ∈ C ∞ c (R d ; R n ), (1.3) where µ > 0. We also assume that Let WA m,p (∂Ω, R n ) denote the Whitney-Sobolev space ofġ = {g γ } |γ|≤m−1 , which is the completion of the set of arrays of R n -valued functions
with respect to the norm
Denote W m,p (Ω; R n ) the conventional Sobolev spaces of R n -valued functions, and let W m,p 0
(Ω; R n ) be the completion of C ∞ c (Ω; R n ) in W m,p (Ω; R n ), with dual W −m,p ′ (Ω; R n ). Also following the conventions, we denote these spaces as H m (Ω; R n ), H m 0 (Ω; R n ) and H −m (Ω; R n ) respectively when p = 2.
It is well known that under the ellipticity condition (1.2)-(1.3), for anyġ ∈ WA m,2 (∂Ω, R n ) and f ∈ H −m (Ω; R n ), the Dirichlet problem (1.1) admits a unique weak solution u ε in H m (Ω; R n ) such thatˆΩ where C depends only on d, m, n, µ and Ω. Under the additional periodicity condition (1.4), the operator L ε is G-convergent to L 0 , where
is an elliptic operator of order 2m with constant coefficients, Our first result gives the optimal convergence rate of u ε to u 0 in W m−1,2d/(d−1) (Ω). where q 0 = 2d d−1 and C depends only on d, n, m, µ and Ω. As a consequence of (1.6), we obtain
where q 1 = 2d d−2m+1 if d > 2m − 1, q 1 ∈ (2, ∞) if d = 2m − 1, and q = ∞ if d < 2m − 1. The problem of convergence rates, which is of great interest in the quantitative homogenization theory, has been studied extensively for second-order elliptic equations. In particular, the optimal convergence rate in L 2 , u ε − u 0 L 2 (Ω) ≤ Cε u 0 H 2 (Ω) , (1.8) was established for second-order elliptic systems in divergence form. We refer readers to [37, 38] and their references for general elliptic systems in C 1,1 domains and to [20, 21, 34] for results in Lipshcitz domains. Also see related results in [27, 15, 23, 35] . Moreover, the estimate u ε − u 0 L q 0 (Ω) ≤ Cε u 0 H 2 (Ω) (1.9) with q 0 = 2d/(d − 1) was proved for second-order elliptic systems with either Dirichlet or Neumann boundary conditions in Lipschitz domains in [34] . Until very recently, few quantitative results were known for higher-order elliptic equations, although qualitative convergence results (such as the G-convergence) have been obtained for many years [18, 42] . In [28, 29, 26] interesting results were established on the optimal convergence rates for higher-order elliptic equations in the whole space. In [39, 40] some two-parameter resolvent estimates were obtained for a general higher-order elliptic systems with periodic coefficients in a bounded C 2m domain Ω with homogeneous Dirichlet or Neumann data. In particular, it is proved
(1.10)
Our Theorem 1.1, which extends the estimate (1.9) for second-order elliptic systems, recovers the estimate (1.10) if Ω is sufficiently smooth. Our next two results establish the uniform interior C m−1,1 and W m,p regularity of u ε .
where C depends only on d, n, m, µ and q. If in addition, A is Hölder continuous, i.e., 12) where Λ 0 > 0 and τ 0 ∈ (0, 1), then
for any ε > 0, where C depends only on d, n, m, µ, q, Λ 0 and τ 0 .
A dy ≤ ̺(t), (1.14)
for some nondecreasing continuous function 15) where C depends only on d, n, m, µ, p and ̺(t) in (1.14).
The regularity estimates that are uniform in ε > 0 are a central issue in quantitative homogenization. For second-order elliptic systems the study was initiated by M. Avellaneda and F. Lin in a series of celebrated papers [4, 5, 6, 7] . Using a compactness method, interior and boundary Hölder estimates, W 1,p estimates and Lipschitz estimates were obtained for second-order elliptic systems with Hölder continuous coefficients and Dirichlet conditions in bounded C 1,α domains.
The corresponding boundary estimates for solutions with Neumann conditions were obtained by C. Kenig, F. Lin and Z. Shen in [22] , using the compactness method. More recently, another scheme for uniform regularity estimates, especially in the large scale, was formulated in [2] and used for convex functionals with random coefficients. This scheme, which is based on convergence rates, was further developed in [1, 34] for periodic and almost periodic second-order elliptic systems. We refer the reader to [13, 12, 16, 24, 25] for related results on uniform regularity estimates.
Our Theorems 1.2 and 1.3 extend the interior uniform estimates for second-order elliptic systems to higher-order elliptic systems. As far as we know, no uniform regularity result in the quantitative homogenization of higher-order elliptic equations is previously known.
Let Γ ε,A (x, y) denote the matrix of fundamental solutions associated to the operator L ε (ε ≥ 0). As applications of the regularity results above, the asymptotic behavior of Γ ε,A (x, y) is derived. Theorem 1.4. Assume that A(y) satisfies (1.2)-(1.4) and (1.14). Suppose that 2 ≤ 2m < d. Then for any multi-index ζ with 0 ≤ |ζ| ≤ m − 1, 16) for any x, y ∈ R d and x = y, where C depends only on d, n, m, µ and the function ̺(t). If in addition A satisfies (1.12), then for any multi-indices ζ, ξ, η with 0 19) for any x, y ∈ R d and x = y, where C depends only on d, n, m, µ, Λ 0 and τ 0 , and
Formal asymptotic expansions of the fundamental solutions for second-order elliptic operators in R d were obtained using the method of Bloch waves [31] . Later on, using the compactness method, the asymptotic behavior of fundamental solutions was studied by M. Avellaneda and F. Lin in [7] , and the results were used to prove L p estimates for singular integrals associated with L ε . The approach and results were further refined by C. Kenig, F. Lin, and Z. Shen in [23] , where the asymptotic behavior of Green and Neumann functions on bounded domains was investigated. Our Theorem 1.4 extends the results in [7, 23] for fundamental solutions to higher-order systems.
We now describe the main ideas in the proof of the main results of this paper. Our proof of Theorem 1.1 follows the general scheme in [37, 34, 35] . We consider the function
(see (3.1) for the details). This function not only allows us to deal with rough coefficients, but also avoids the use of boundary correctors, which are rather complicated for higher-order systems. The key step in the proof of Theorem 1.1 is to show that 20) where p 0 = 2d/(d + 1). To this end we introduce the dual correctors for L ε and use the nontangential maximal function estimates for the homogenized problem, given in [30] . With (1.20) at our disposal, the estimate (1.6) is obtained by a duality argument, motivated by [37] .
Using the convergence result, we are able to drive the large-scale C m−1,1 estimate (1.11), following the ideas in [1, 2] . However, instead of estimating how well a solution u ε is approximated by "affine" functions, we need to estimate how well u ε is approximated by polynomials of degree m. The full scale estimate (1.13) follows from (1.11) through a standard blowup argument.
The proof of W m,p estimate (1.15) uses the large-scale estimate (1.11) and is based on a real variable arguments originated from [9] and further developed in [32, 33] . Using this approach, the W m,p estimates for L ε u ε = |α|≤m D α f α are reduced to a weak reverse Hölder inequality for solutions to L ε u ε = 0.
Finally, for the proof of Theorem 1.4, we remark that fundamental solutions for higher-order elliptic systems with rough coefficients are constructed by A. Barton recently in [8] . Since no smoothness conditions on the coefficients are required, the regularities derived there are very limited. Here with smoothness and periodicity conditions on the coefficients, uniform size estimates for the fundamental solutions follow from the C m−1,θ estimates. Based on the regularity results in Theorem 1.2, we are able to prove Theorem 1.4, following the ideas of [23] .
Preliminaries

Correctors and dual correctors
, and let H m per (Q; R n ) denote the closure of the set of 1-periodic functions in C ∞ (R d ; R n ) with respect to the H m (Q; R n ) norm. For 1 ≤ i, j ≤ n and multi-index γ with |γ| = m, the matrix of correctors χ = (χ γ ij ) for the operator L ε is given by the cell problem in Q, [28] ). In the same way, we introduce the matrix of
It is known ( [28, Lemma 3.2] ) that the constant matrixĀ = (Ā αβ ij ) satisfies the coercivity condition,
The operator
is the homogenized operator for the family of elliptic operators L ε . For 1 ≤ i, j ≤ n and multi-indices α, β with |α| = |β| = m, set
By the definitions of χ γ (y) andĀ such that
where C depends only on d, n, m.
Proof. This was proved in [28] , using Fourier series. Here we present a different proof. Fix i, j and β. Since B αβ ij is a 1-periodic function in L 2 (Q) with zero mean, by the Lax-Milgram theorem, there exists a b
It is obvious that B 
It follows by the Liouville property for the operator
This completes the proof.
The function B = (B γαβ ij ) is called the matrix of dual correctors for operators L ε . As in the second-order case (see e.g. [37, 20, 34] ), it plays an important role in the study of sharp convergence rates.
An ε-smoothing operator
) and define
Proof. The case h = 1 is known (see e.g. [34] ). The general case follows from the observation that
Let Ω ε = {x ∈ Ω : dist(x, ∂Ω) < ε} and Ω ε = {x ∈ R d : dist(x, ∂Ω) < ε}.
Then for any multi-index α with |α| = s,
Proof. Using integration by parts and the Cauchy inequality, we see that
where we also used Fubini's Theorem for the last inequality. This gives (2.2). The proof of (2.3) is similar.
Proof. The inequality (2.4) is known (see e.g. [34, Lemma 2.2] for a proof). By Parseval's theorem and Hölder's inequality, we havê
where we have used the Hausdorff-Young inequality in the last step. This gives (2.5).
To prove (2.6), we note that
where in the last step we have used the Hausdorff-Young inequality and also the fact that
, which is exactly (2.7). For the last inequality, we have used | ϕ(ξ) − ϕ(0)| ≤ C|ξ|, the assumption s ≤ k and the Hausdorff-Young inequality.
Proof. See e.g. [27] or [34] for the case m = 0. The case m ≥ 1 follows by applying the estimate to the function ∇ m f .
The following is a Caccioppoli inequality for higher-order elliptic systems.
where C depends only on d, m, n and µ.
Proof. See e.g. [10] and [8] .
Convergence rates
Let ρ ε be a function in C ∞ c (Ω) satisfying the following conditions,
where
where C depends only on d, n, m, µ and Ω. Consequently,
Proof. For the simplicity of presentation, we will omit the subscripts i, j. Using the definitions of w ε and B in (2.1), a direct computation shows that for any φ ∈ H m 0 (Ω; R n ),
we obtain
To deal with I 2 , we observe that for |α| = |β| = |γ| = m,
Note that by Cauchy inequality and Lemma 2.2,
Similarly, we have
and
By combining (3.7)-(3.11), we obtain that
where C depends only on d, n, m, µ and Ω. Now let us turn to I 3 . Using Lemma 2.1, we deduce that
which may be handled in the same manner as I 2 . As a result,
In view of (3.4), (3.6), (3.12) and (3.13), we have proved (3.2). To derive (3.3), let us examine the four terms in the RHS of (3.2). Thanks to Lemma 2.5 and (2.4) in Lemma 2.4, we have
(3.14)
By Lemmas 2.3 and 2.5, we see that
Finally, Lemma 2.3 implies that
In view of (3.14)-(3.16) and (3.2), we obtain (3.3). 
where w ε is defined in (3.1). If in addition A is symmetric, i.e. A = A * , then
Proof. Note that (3.17) is a consequence of (3.3) by taking φ = w ε . To prove (3.18), we let φ = w ε in (3.2). The coercivity condition (1.3) implies that
To bound J i , i = 1, 2, ...4 by ġ WA m,2 (∂Ω) and f W −m+1,p 0 (Ω) , we first note that for a functional f ∈ W −m+1,p 0 (Ω; R n ), there exists an array of functions f ζ ∈ L p 0 (Ω; R n ) (ζ is a multi-index) such that
Also note that there is a matrix of fundamental solutions Γ 0,A (x) (with pole at the origin) for the homogenized operator L 0 in R d [17, 19, 8] , such that 20) where f ζ is the extension of f ζ , being zero outside Ω. Thanks to the Calderón-Zygmund estimates for singular integral and fractional integral estimates (see e.g. [36] Chapters II, V) we have
where Ω = {x ∈ R d : dist(x, Ω) < 2},
Using the divergence theorem, we deduce that for any multi-index γ with 0 ≤ |γ| ≤ m,
where we also have used Hölder's inequality, (3.21) and (3.22) . Substituting ∂Ω in (3.23) by Σ t = {x ∈ R d : dist(x, ∂Ω) = t} for 0 < t << 1, and integrating the resulting inequality with respect to t from 0 to ε, we then obtain that
Since A * = A, we have (Ā) * = A * =Ā. This allows us to apply the nontangential maximal function estimates for higher-order elliptic systems with constant coefficients in Lipschitz domains [30, 41] to obtain 25) where M(∇ m v) denotes the nontangential maximal function of ∇ m v. By combining (3.24) and (3.25), we see that
Now let us turn to J 2 . Let ρ ε be a function in
It follows that 
Similar to the deduction of (3.27), we use (2.5), Lemma 2.3 as well as (3.21) and (3.22) to deduce that
By combining the estimates for J 1 , J 2 , J 3 , J 4 and (3.19), we obtain that
Thus, to prove (3.18), it remains only to bound
in Ω. By the interior estimates for elliptic systems with constant coefficients,
, where δ(x) = dist(x, ∂Ω). This leads to
which, combined with (3.30), implies (3.18). The proof is completed.
With Theorem 3.1 at our disposal, we are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. In view of (3.1) it is enough to prove that
31)
where we have used Lemma 2.2 and the definition of ρ ε for the last inequality. Using Sobolev imbeddings and Lemma 2.3, we obtain that
which gives (3.31).
Next we turn to (3.32). For any fixed F ∈ W −m+1,p 0 (Ω; R n ), let ψ ε ∈ H m 0 (Ω; R n ) be the weak solution to the Dirichlet problem
T r(D γ ψ ε ) = 0, on ∂Ω for 0 ≤ |γ| ≤ m − 1,
Since w ε ∈ H m 0 (Ω; R n ), we deduce that
By (3.17) and (3.18), it is easy to see that
where the last inequality was established in the proof of Theorem 3.1. Hence, by (3.3),
Also, by (3.3),
Observe that
For K 31 , K 33 , we deduce from Lemma 2.2 that
Furthermore, by Lemmas 2.2 and 2.3, we see that
and also
By combining the estimates on K 31 , K 32 , K 33 , K 34 with (3.35), we obtain
Similar consideration also shows that
By combining (3.36) and (3.37) with (3.34), we obtain that
Finally, in view of the estimates of K 1 , K 2 , K 3 and (3.33), we have proved that
which, by duality, gives the desired estimate (3.32) . This completes the proof of Theorem 1.1.
Remark 3.1. The symmetric assumption on A is made to ensure the nontangential maximal function estimates (3.25) in Lipschitz domains. If Ω is smooth, this assumption can be removed without changing the results in (3.17) and (3.18), see e.g. [30, 41] . Especially, we still have the following estimate as a consequence of (3.18), 
C m−1,1 estimates
This section is devoted to the interior C m−1,1 estimates for L ε , without smoothness and symmetry assumptions on the coefficients. The proof is based on a general scheme for establishing regularity estimates at large scale in the homogenization theory, formulated in [2] and further developed in [1, 34] . In the following we will always assume that the matrix A satisfies (1.2)-(1.4).
Proof. We may assume that r = 1 and x 0 = 0 by rescaling and translation. Let u 0 be the weak solution to the Dirichlet problem
where t ∈ [5/4, 7/4] is to be determined later. Thanks to Remark 3.1, we have
By Caccioppoli's inequality (see Lemma 2.6), we obtain that
Hence there must be some t ∈ [5/4, 7/4] such that
For otherwise, we may deduce from the co-area formula that
which contradicts with (4.4). It follows by (4.5) and (4.3) that
Then there exists some δ ∈ (0, 1/8), depending only on d, n, m, q and µ such that
Proof. By translation and rescaling we may assume that x 0 = 0 and r = 1. By choosing
we see that
It follows from the C m,θ regularity for higher-order elliptic systems with constant coefficients (see e.g. [14] ) that
for any r ∈ [ε, 1/2], where δ ∈ (0, 1/8) is given by Lemma 4.2.
Proof. For any fixed r ∈ [ε, 1/2], let u 0 be a solution to L 0 u 0 = |α|≤m−1 D α f α in B r . Using Lemma 4.2, we deduce that
This, together with Lemma 4.1, implies that
By replacing u ε with u ε − P m−1 for any P m−1 ∈ P m−1 , we obtain (4.9).
The following lemma, a continuous version of Lemma 3.1 in [1] , was first proved in [34] (Lemma 8.5 therein). It plays an essential role in our proof of Theorem 1.2. for any r ∈ [ε, 1/2], and also We are now ready to give the proof of Theorem 1.2.
Proof of Theorem 1.2. By translation and rescaling we may assume that x 0 = 0 and R = 1. We also assume that ε ∈ (0, 1/4). For otherwise we have r ∈ [1/4, 1/2) and the result is trivial. Let u ε be a solution to
, let H(r), I(r) be defined as in Lemma 4.3 and let ω(t) = t 1/2 , which satisfies (4.12). Let
where P mr is an element in P m such that
Next let us verify that H(r), h(r) satisfy conditions (4.10) and (4.11). Since t ∈ [r, 2r], from the definition it is obvious that
Also, by the definition of h(r), we have
Since L 0 (P mt − P mr ) = 0 in R d , it follows from Caccioppoli's inequality that for any t, s ∈ [r, 2r], To show (4.11), we use (4.9) and the observation that
where the last step follows from Poincaré's inequality. Therefore, by Lemma 4.4, we obtain 1 r m inf
for any r ∈ (ε, 1/2), where in the last step we have used the observation that
The desired estimate (1.11) now follows from (4.16) by Caccioppoli's inequality. We now turn to the second part of Theorem 1.2. Again we may assume that x 0 = 0 and R = 1. We also assume that 0 < ε < (1/2); the case ε ≥ (1/2) follows from the standard C m,θ -regularity results for higher-order elliptic systems [14] : if A satisfies (1.2)-(1.4) and (1.12), and u is a solution to
where C depends on d, n, m, µ, q, Λ 0 and τ 0 .
To handle the case 0 < ε < 1 2 , we set w(x) = ε −m u ε (εx). Direct computations yield that
This, combined with (1.11) for r = ε and the fact that ∇ m w(0) = ∇ m u ε (0), gives the estimate (1.13).
As a consequence of (1.11), we establish a Liouville type result. Note that we only assume A is elliptic and bounded measurable, apart from the periodicity condition (1.4) .
Suppose that there exist a constant C u > 0 and some δ ∈ (0, 1) such that
for any R > 1.
(4.18)
Then u ∈ P m−1 .
Proof. It follows from (1.11) that for 1 < r < R/2,
By letting R → ∞ we see that ∇ m u = 0 in B(0, r). Since r > 1 is arbitrary, it follows that ∇ m u = 0 in R d . This implies that each component of u is a polynomial of degree at most m − 1.
W m,p estimates
It follows from (1.11) and Poincaré's inequality that if L ε (u ε ) = 0 in B(x 0 , r) and 0 < ε < r, then
where C depends only on d, m, n and µ. In this section we will use (5.1) to establish the uniform W m,p estimates under the additional smoothness assumption: A ∈ VMO(R d ).
where C p depends only on d, m, n, p, µ and ̺(t) in (1.14).
Proof. By translation and dilation we may assume that x 0 = 0 and r = 1. Note that the case ε ≥ (1/4) follows from the existing regularity results for higher-order equations with VMO coefficients [11] . This is because A(x/ε) satisfies (1.14) uniformly in ε.
To handle the case 0 < ε < (1/4), we let w(x) = u ε (εx). Then L 1 (w) = 0 in B(0, 2ε −1 ). It follows from [11] that
.
By a change of variables this leads to
where we have used (5.1) for the last inequality. The same argument also shows that
for any y ∈ B(0, 1). It follows that
By covering B(0, 1) with a finite number of balls {B(y i , ε/2)}, we may deduce (5.2) from (5.4).
Our proof of Theorem 1.3 relies on a real variable argument in the following theorem, formulated in [33, 32] (also see [9] for the original ideas).
Theorem 5.1. Let F ∈ L 2 (4B 0 ) and f ∈ L p (4B 0 ) for some 2 < p < q < ∞, where B 0 is a ball in R d . Suppose that for each ball B ⊂ 2B 0 with |B| < c 0 |B 0 |, there exists two measurable functions F B and R B on 2B such that |F | ≤ |F B | + |R B | on 2B, and 6) where
where C depends only on d, C 1 , C 2 , c 1 , c 2 , p and q.
Proof. See [33, Theorem 3.2] .
Proof of Theorem 1.3. Let u ε be a solution to
with f α ∈ L p (2B 0 ; R n ) for some 2 < p < ∞. By rescaling we may assume that diam(B 0 ) = 2. For each ball B with 4B ⊂ 2B 0 , we decompose u ε as u ε = v ε + w ε on 2B, where v ε ∈ H m 0 (4B; R n ) is the solution to L ε v ε = |α|≤m D α f α in 4B and w ε is the solution to L ε w ε = 0 in 4B. Setting q = p + 1,
Clearly, F ≤ F B +R B on 2B. Note that (5.6) follows from the standard energy estimates. Therefore, to derive (1.15), we only need to verify condition (5.5) for any 2 < p < ∞. This is done by using Lemma 5.1. Indeed,
The interior W m,p estimate in Theorem 1.3 gives the following interior Hölder and L ∞ estimates by Sobolev imbedding.
Corollary 5.1. Assume that A satisfies (1.2)-(1.4) and (1.14). Let u ε ∈ H m (2B; R n ) be a weak solution to
where B = B(x 0 , r) and f α ∈ L p (2B; R n ) for some p > d. Then Proof. By Sobolev imbedding it follows that for p > d,
for any x, y ∈ B. This, together with (1.15), gives (5.8). Note that (5.9) is a simple consequence of (5.8).
6 Asymptotic expansions of fundamental solutions
Assume that A(y) satisfies (1.2)-(1.4) and (1.14). It follows from Theorem 1.3 that for any 2 < p < ∞,
where C p depends only on d, n, m, µ, p and ̺(t) in (1.14). By Hölder's inequality, this gives
for any 0 < r < R and for any σ ∈ (0, 1). Since A * satisfies the same conditions as A, estimate (6.2) also holds for solutions of L * ε (u ε ) = 0 in B(x 0 , R). As a consequence, the matrix of fundamental solutions Γ ε,A (x, y) for L ε in R d , with pole at y, exists and satisfies the estimates
for any x, y ∈ R d , x = y and for any 1 ≤ k ≤ m − 1, where C depends only on d, n, m, µ, and ̺(t) (see [3, 8] ). If A(y) satisfies (1.2)-(1.4) and (1.12), then for any x, y ∈ R d , x = y, 6) where C depends only on d, n, m, µ, Λ 0 and τ 0 . This follows readily from (6.3) by Theorem 1.2, as in the case of second-order elliptic systems [7, 23] . In (6.3)-(6.6) and hereafter we assume that 2 ≤ 2m < d.
In the rest of this section we investigate the asymptotic behavior of Γ ε,A (x, y) and give the proof of Theorem 1.4. Lemma 6.1. Assume that A(y) satisfies (1.2)-(1.4) and (1.14). Let u ε ∈ H m (2B; R n ) and
where C depends only on d, n, m, µ and ̺(t).
Proof. By translation we only need to consider the case x 0 = 0. Set
Using Lemma 2.1, we deduce by direct computations that
In view of (5.9) in Corollary 5.1, we know that under the conditions of Lemma 6.1, |∇ k χ γ | and |∇ k B γαβ | are bounded for 0 ≤ k ≤ m−1. We thus derive from (6.9) and (5.9) that for 0 ≤ ℓ ≤ m−1,
Taking (6.8) into consideration, (6.7) follows easily from (6.10).
Lemma 6.2. Assume that A(y) satisfies (1.2)-(1.4) and (1.12). Let
) and x 0 ∈ R d . Then for 0 < ε < 1 and any multi-index α ′ with |α ′ | = m, we have
Proof. Let φ ∈ C ∞ c (3B) with φ = 1 in 2B and |∇ k φ| ≤ C for 1 ≤ k ≤ 2m, and let w ε be defined as (6.8). We only need to verify that ∇ m w ε L ∞ (B) is bounded by the RHS of (6.11). Through direct computations, we have
which, together with (6.9), implies that for any x ∈ B, 12) where Υ(y) = (Υ α j (y)), Υ(y) = ( Υ α j (y)) with
Note thatˆ3
Hence for any multi-index α ′ with |α ′ | = m, we have
In view of (6.6), we have 14) where for the last inequality, we have used the fact that
By (6.6) and (6.15) , it is easy to derive that
This, combined with (6.13) and (6.14), implies that
In a similar way, we can show that
Finally, we turn to the estimates of ∇ m I 3 (x) + ∇ m I 4 (x). Using (6.5) and (6.6), we have
. From (6.9) and Caccioppoli's inequality (2.8), we then deduce that
which, combined with (6.12), (6.16) and (6.17), implies (6.11).
Now we are ready to prove Theorem 1.4.
Proof of Theorem 1.4. Fix x 0 , y 0 ∈ R d and set R = 1 8 |x 0 − y 0 |. We only need to consider the case for 0 < ε < R. For otherwise, the desired estimates follow directly from (6.3)-(6.6). Moreover, by rescaling we observe that 
where we have used Hölder's inequality and Sobolev imbedding for the third inequality. Thanks to (6.9), we have
which, together with (6.20) implies that
It follows by the classical Calderón-Zygmund estimates and the fractional integral estimates (see e.g. [36] Chapters II, V) that
Therefore, we deduce from (6.21) that
Standard duality arguments then lead to Thanks to (6.18), we obtain (1.18) and (1.19) from (6.26) and (6.27) respectively by rescaling.
