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Abstract
We study multi-parameter Carnot-Carathe´odory balls, generaliz-
ing results due to Nagel, Stein, and Wainger in the single parameter
setting. The main technical result is seen as a uniform version of the
theorem of Frobenius. In addition, we study maximal functions as-
sociated to certain multi-parameter families of Carnot-Carathe´odory
balls.
1 Introduction
In the seminal paper [NSW85], Nagel, Stein, and Wainger gave a detailed
study of Carnot-Carathe´odory balls. The main purpose of this paper is
to develop an analogous theory of multi-parameter Carnot-Carathe´odory
balls: a situation where the methods of [NSW85] do not apply in general.
We will see that the main results for multi-parameter Carnot-Carathe´odory
balls follow from a certain “uniform” version of the theorem of Frobenius
on involutive distributions.1 We will prove this version of the theorem of
Frobenius by building on the work of [NSW85] along with work of Tao
and Wright [TW03]. Our primary motivation is to obtain the properties of
multi-parameter balls which are relevant for developing a theory of multi-
parameter singular integrals, which will be the subject of a future paper.
To this end, we will estimate the volume of certain multi-parameter balls,
and we will study maximal functions associated to certain families of multi-
parameter balls. In addition, we will study the composition of certain “unit
operators.”
1Here, and in the rest of the paper, we are considering (possibly) singular distributions.
That is, the dimension of the distribution may vary from point to point.
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We begin by introducing the notion of a Carnot-Carathe´odory ball. Sup-
pose we are given q C1 vector fields, X1, . . . , Xq on an open set Ω ⊆ Rn;
denote this list of vector fields by X . We define the Carnot-Carathe´odory
ball of unit radius, centered at x0 ∈ Ω, with respect to the list X by:2
BX (x0) :=
{
y ∈ Ω
∣∣∣∣ ∃γ : [0, 1]→ Ω, γ (0) = x0, γ (1) = y,
γ′ (t) =
q∑
j=1
aj (t)Xj (γ (t)) , aj ∈ L∞ ([0, 1]) ,∥∥∥∥∥∥
( ∑
1≤j≤q
|aj |2
) 1
2
∥∥∥∥∥∥
L∞([0,1])
< 1
}
.
Now that we have the definition for Carnot-Carathe´odory balls with unit
radius, we may define Carnot-Carathe´odory balls of any radius merely by
scaling the vector fields. This leads us directly to multi-parameter balls, of
which the single parameter balls of [NSW85] are a special case.
Fix ν ≥ 1, an integer. We will discuss ν-parameter balls. To each vector
field Xj, we associate a formal degree 0 6= dj ∈ [0,∞)ν . We denote by (X, d)
the list of vector fields
(X1, d1) , . . . , (Xq, dq) .
Furthermore, for δ ∈ [0,∞)ν , we denote by δdX the list of vector fields:
δd1X1, . . . , δ
dqXq
where δdj is defined by the standard multi-index notation. That is, δdj =∏ν
µ=1 δ
d
µ
j
µ . Then we define the multi-parameter Carnot-Carathe´odory ball
centered at x0 ∈ Ω of radius δ by:
B(X,d) (x0, δ) := BδdX (x0) .
The theory in [NSW85] concerns the case when ν = 1 (see Section 1.2.1 for a
discussion of their results). One of the main goals of this paper is to develop
appropriate conditions on the list (X, d) to allow for a general theory of such
multi-parameter balls.
It has long been understood that singular integrals corresponding to
the single parameter balls of [NSW85] play a fundamental role in many
2Here, and in the rest of the paper, we write γ′ (t) = Z (t) to mean γ (t) = γ (0) +∫ t
0
Z (s) ds.
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questions in the regularity of linear partial differential operators that are
defined by vector fields; in particular, they arise in many questions in sev-
eral complex variables. This began in [FS74, RS76], and was followed by
[SC84, FSC86, JSC87]. These works were followed by many others; too
many to offer a detailed account here. In the area of several complex vari-
ables, some examples are [Chr88, NRSW89, CNS92, Koe02]. Recently, how-
ever, multi-parameter singular integrals, where the underlying geometries
are non-Euclidean, have been shown to arise in various special cases in sev-
eral complex variables and in the parametricies for certain linear partial
differential operators. Moreover, these examples are not even amenable to
the usual product theory of singular integrals (as is covered in, for exam-
ple, [NS04]): the geometries overlap in a non-trivial way. In this vein see
[MRS95, NRS01, NS06, Str08]. It is our hope that this paper will help play
a role in unlocking more general theories.
1.1 Informal statement of results and outline of the
paper
In this section, we offer a brief overview of some of the key results of the
paper. One of the main aspects of the proofs, and of the interrelationships
between the results, is keeping careful track of parameters the constants in
the results depend on. This makes the rigorous formulation of these results
somewhat technical. Because of this, in this section, we state the results
only in the C∞ category (while we will later deal with less smoothness) and
are not precise about what parameters the constants depend on. After each
result we will refer the reader to the part of the paper which contains the
precise formulation of the result. In addition, Theorem 1.2 represents only
a special case of the main result of the paper (Theorem 5.3).
Before we begin, we need a few pieces of notation. Given two integers
1 ≤ m ≤ n, we let I (m,n) be the set of all lists of integers (i1, . . . , im), such
that:
1 ≤ i1 < i2 < · · · < im ≤ n.
Furthermore, suppose A is an n × q matrix, and suppose 1 ≤ n0 ≤ n ∧ q,
for I ∈ I (n0, n), J ∈ I (n0, q) define the n0 × n0 matrix AI,J by using the
rows from A which are listed in I and the columns of A which are listed in
J . We define:
det
n0×n0
A = (detAI,J)I∈I(n0,n)
J∈I(n0,q)
.
In particular, detn0×n0 A is a vector. It will not be important to us in which
order the coordinates are arranged. For further information on this object,
see Appendix B.
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For a vector v ∈ Rn, we write |v| for the usual ℓ2 norm, and |v|∞ and |v|1
for the ℓ∞ and ℓ1 norms, respectively. For a matrix A, we write ‖A‖ for the
usual operator norm. Finally, we write Bn (η) for the ball in R
n, centered
at 0, of radius η > 0 in the |·| norm.
The setup of the main result is as follows. We are given q C∞ vector
fields X1, . . . , Xq defined on a fixed open set Ω ⊆ Rn. Corresponding to
each vector field we are given a formal degree 0 6= dj ∈ [0,∞)ν , where ν is
a fixed positive integer. We let (X, d) denote the list of vector fields with
formal degrees (X1, d1) , . . . , (Xq, dq), and we let X denote the list of vector
fields X1, . . . , Xq. At times, we will identify X with the n× q matrix whose
columns are given by X1, . . . , Xq (similarly for other lists of vector fields).
Our main assumption is that for every δ ∈ [0, 1)ν , with |δ| sufficiently small,3
we have: [
δdjXj , δ
dkXk
]
=
q∑
l=1
c
l,δ
j,kδ
dlXl. (1.1)
We assume that cl,δj,k ∈ C∞ uniformly in δ; i.e., that as δ varies, cl,δj,k varies
over a bounded subset of C∞.4
Remark 1.1. Note that we have not assumed that the list of vector fields X
spans the tangent space. This will prove the be an essential point in much
of what follows. One thing to observe is that while X may not span the
tangent space, (1.1) implies that the distribution spanned by δdX is involu-
tive, and therefore the classical theorem of Frobenius applies to show that
these vector fields foliate Ω into leaves (see Section 1.2.5 for a review of the
classical theorem of Frobenius). The Carnot-Carathe´odory ball B(X,d) (x0, δ)
is then an open subset of the leaf passing through x0 generated by this dis-
tribution. In what follows, we will estimate the volume of this ball (denoted
by Vol
(
B(X,d) (x0, δ)
)
). This volume is taken in the sense of the induced
Lebesgue measure on the leaf.
For n0 ≤ q and J = (j1, . . . , jn0) ∈ I (n0, q), we write (X, d)J to denote
the list of vector fields with formal degrees (Xj1, dj1) , . . . ,
(
Xjn0 , djn0
)
, and
we write XJ to denote the list of vector fields Xj1, . . . , Xjn0 , similarly we
write dJ for the list of formal degrees dj1, . . . , djn0 . For each x ∈ Ω, let
n0 (x, δ) = dim span
{
δd1X1 (x) , . . . , δ
dqXq (x)
}
,5 and for each x ∈ Ω, and δ
3Throughout the rest of this introduction, δ will always denote a small element of
[0, 1)
ν
.
4Even in the smooth case, the assumptions in Section 5.1 require less than we outline
here.
5Note, the dependence of n0 (x, δ) on δ only involves which of the coordinates of δ are
0.
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sufficiently small pick J (x, δ) ∈ I (n0 (x, δ) , q) such that:∣∣∣∣ det
n0(x,δ)×n0(x,δ)
δdJ(x,δ)XJ(x,δ) (x)
∣∣∣∣
∞
=
∣∣∣∣ det
n0(x,δ)×n0(x,δ)
δdX (x)
∣∣∣∣
∞
.
For u ∈ Rn0(x,δ) with |u| sufficiently small, define the map6
Φx,δ (u) = e
u·(δdX)
J(x,δ)x = eu·δ
dJ(x,δ)XJ(x,δ)x.
Our main theorem is:
Theorem 1.2. Let K be a compact subset of Ω. Then, there exist constants
η, ξ ≈ 1 such that for all δ sufficiently small and all x ∈ K:
B(X,d) (x, ξδ) ⊆ Φx,δ
(
Bn0(x,δ) (η)
) ⊆ B(X,d) (x, δ)
and
1. Φx,δ : Bn0(x,δ) (η)→ B(X,d) (x0, δ) is one-to-one.
2. For all u ∈ Bn0(x,δ) (η),
∣∣detn0(x,δ)×n0(x,δ) dΦx,δ (u)∣∣ ≈ ∣∣detn0(x,δ)×n0(x,δ) δdX (x)∣∣.
3. Vol
(
B(X,d) (x, δ)
) ≈ ∣∣detn0(x,δ)×n0(x,δ) δdX (x)∣∣ . This is essentially a
consequence of Items 1 and 2.
4. Vol
(
B(X,d) (x, 2δ)
)
. Vol
(
B(X,d) (x, δ)
)
. This is essentially a conse-
quence of Item 3.
In addition to what is stated in Theorem 1.2, a number of other technical
results hold which are essential for applications. In particular, the map Φx,δ
can be used as a “scaling” map. This is because the pullback of the vector
fields δdX via the map Φx,δ to Bn0(x,δ) (η) satisfy good properties uniformly
in x and δ.7 We refer the reader to Section 5 for a discussion of these results
along with the rigorous statement of Theorem 1.2. Note that in the single
parameter case, Item 4 is the main inequality that must be satisfied for the
balls B(X,d) (x, δ) to form a space of homogeneous type (when paired with
Lebesgue measure). This is the first sign that these multi-parameter balls, in
this generality, will yield analogs to some results from the single-parameter
Caldero´n-Zygmund theory.
6If Z is a C1 vector field, then eZx is defined in the following way. Let E (t) be the
unique solution to the ODE d
dt
E (t) = Z (E (t)), E (0) = x. Then, eZx is defined to be
E (1), provided this solution exists up to t = 1 (which it will if Z has sufficiently small
C1 norm). See Appendix A for further details.
7See Section 5.2.4 to see a scaling technique in action.
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As was mentioned earlier, Theorem 1.2 will follow from a “uniform” ver-
sion of the theorem of Frobenius. To understand this connection, one must
first understand the connection between multi-parameter balls and single pa-
rameter balls. Given the multi-parameter formal degrees 0 6= dj ∈ [0,∞)ν ,
we obtain corresponding single parameter degrees, which we denote by
∑
d,
and are defined by (
∑
d)j :=
∑ν
µ=1 d
µ
j = |dj|1. Given δ, we decompose
δ = δ0δ1, where δ0 ∈ [0,∞) and δ1 ∈ [0,∞)ν .8 Then, directly from the
definition, we obtain:
B(X,d) (x0, δ) = B(δd1X,
∑
d) (x0, δ0) = B(δdX,
∑
d) (x0, 1) .
Because of this, to prove Theorem 1.2 for a fixed x ∈ K and a fixed δ,
it suffices to prove a result for a list of vector fields with single-parameter
formal degrees: the vector fields
(
δdX,
∑
d
)
.
At this point, we change notation. We now work in the single-parameter
case ν = 1. We suppose we are given q C∞ vector fields X1, . . . , Xq on a
fixed open set Ω ⊆ Rn and associated to each Xj we are given a formal
degree dj ∈ (0,∞). We further suppose that we are given a fixed point
x0 ∈ Ω.9 One should think of this single-parameter list (X, d) as coming
from a multi-parameter list via
(
δdX,
∑
d
)
as in Theorem 1.2. Our main
assumption is that we have:
[Xj , Xk] =
q∑
l=1
clj,kXl (1.2)
where clj,k ∈ C∞.
Let n0 = dim span{X1 (x0) , . . . , Xq (x0)}, and pick J ∈ I (n0, q) such
that: ∣∣∣∣ detn0×n0 XJ (x0)
∣∣∣∣
∞
=
∣∣∣∣ detn0×n0 X (x0)
∣∣∣∣
∞
.
For u ∈ Rn0 with |u| sufficiently small, define the map
Φ (u) = eu·XJx0.
In what follows, the constants can be chosen uniformly as the Xj and c
l
j,k
vary over bounded subsets of C∞. The constants do not depend on a lower
bound for, say, |detn0×n0 X (x0)|. Our “uniform” version of the theorem of
Frobenius is:
8Of course this decomposition is not unique.
9In addition, we need to assume that x0 is not too close to the boundary of Ω, but we
ignore such technicalities in this introduction.
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Theorem 1.3. There exist η, ξ ≈ 1 such that:
B(X,d) (x0, ξ) ⊆ Φ (Bn0 (η)) ⊆ B(X,d) (x0, 1)
and
• Φ : Bn0 (η)→ B(X,d) (x0, 1) is one-to-one.
• For all u ∈ Bn0 (η), |detn0×n0 dΦ (u)| ≈ |detn0×n0 X (x0)|.
Furthermore, if we let Yj be the pullback of Xj via the map Φ, then the list of
vector fields Y1, . . . , Yq satisfy good estimates. See Theorem 4.1 for details.
Let us now describe why Theorem 1.3 can be viewed as a version of
the theorem of Frobenius (see Section 1.2.5 for further discussion on this
point). Indeed, our main assumption (1.2) is exactly the main assumption
of the theorem of Frobenius. Hence under the hypotheses of Theorem 1.3,
the vector fields X1, . . . , Xq foliate Ω into leaves. As mentioned in Remark
1.1, B(X,d) (x0, ξ) is an open neighborhood of x0 on this leaf. Moreover
Φ : Bn0 (η) → B(X,d) (x0, 1) is one-to-one. Thus, Φ can be considered as
a coordinate chart on the leaf in a neighborhood of x0. Hence for each
point x0 ∈ Ω, Theorem 1.3 yields a coordinate chart near x0 on the leaf
passing through x0. In this way, Theorem 1.3 implies the classical theorem
of Frobenius. The main point is that not only does Theorem 1.3 yield a
coordinate chart, but it also allows one to take ξ, η ≈ 1 and it gives good
estimates on this coordinate chart; estimates which do not follow from the
standard proofs of the theorem of Frobenius (see Remark 3.4), nor from the
methods of [NSW85] (see the discussion in Section 1.2.1).
In Section 1.2, we discuss a number of previous, related works, and relate
our results to these works. In Section 3 we state and prove a precise version
of Theorem 1.3 in the special case when X1 (x0) , . . . , Xq (x0) are linearly
independent, and it is in this section that the main technicalities of the
paper lie. We refer to this result as a uniform theorem of Frobenius. The
proof heavily uses methods from Section 4 of [TW03] and methods from
[NSW85], but these need to be significantly generalized to adapt them to
our situation. In Section 4 we use the results of Section 3 to prove the more
general version of Theorem 1.3 in the case when X1 (x0) , . . . , Xq (x0) are
not necessarily linearly independent. We refer to this as studying Carnot-
Carathe´odory balls “at the unit scale.”10 In addition, we use these results
10Here we mean at the unit scale with respect to the vector fields Xj . Thus, if the Xj
are very small (as is the case when Xj = δ
djWj , where δ is small), then one can think of
it as being at a small scale. In addition, we could have equally well referred to this as a
theorem of Frobenius. We chose this name, though, to emphasize its role in the proof of
Theorem 1.2.
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to define smooth bump functions supported on these balls, along the lines
of those used in [NS01]. In Section 5 we state and prove the rigorous version
of Theorem 1.2. In Section 6, we use the results from Section 4.2 to study
multi-parameter maximal functions associated to a certain subclass of our
multi-parameter balls. In Section 6 we also discuss compositions of certain
unit operators (see Corollary 6.8 and Section 1.2.4), and in Section 6.1 we
use these unit operators to discuss the relationship between certain quasi-
metrics that arise.
From the discussion proceeding Theorem 1.3, it is clear why Theorem 1.3
implies Theorem 1.2, provided one has appropriate control over the implicit
constants in Theorem 1.3. Hence a main aspect of this paper is to keep
track of the appropriate constants in Theorem 1.3. At times, this will be
quite technical. In addition, we will state our main results with only a finite
amount of smoothness, further complicating our notations.11 In the past,
there has been some interest in results in the single parameter case, using as
low regularity as possible. Even in this single parameter context, our results
are new in this direction. See Section 1.2.3 for a discussion of this.
In an effort to ease the notation in the paper, at the start of many of
the sections of this paper, we will define a notion of “admissible constants.”
These will be constants that only depend on certain parameters. This no-
tion of admissible constant may change from section to section, but we will
be explicit about what it means each time. In addition, if κ is another pa-
rameter, and we say “there exists an admissible constant C = C (κ),” we
mean that C is allowed to depend on everything an admissible constant may
depend on, and is also allowed to depend on κ. We use the notation A . B
to mean A ≤ CB, where C is an admissible constant; so that, in particular,
the meaning of . may change from section to section. We use A ≈ B to
mean A . B and B . A. In some sections, we will use different levels of
smoothness assumptions. In these sections, we will also define a notion of
m-admissible constants, where m ∈ N denotes the level of assumed smooth-
ness. We will write A .m B for A ≤ CB, where C is an m-admissible
constant, and we define ≈m in a similar manner.
We write Qn (η) to denote the unit ball in R
n, centered at 0, of radius η
in the |·|∞ norm. All functions in this paper are assumed to be real valued.
Given a, possibly not closed, set U ⊆ Rn, we write:
‖f‖Cm(U) = sup
x∈U
∑
|α|≤m
|∂αx f (x)| .
Finally, v1, v2 ∈ Rm are two vectors, we write v1 ≤ v2 to mean that the
11While it does complicate notation, working with only a explicit finite amount of
smoothness does not complicate our proof.
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inequality holds for each coordinate.
Remark 1.4. Throughout the paper we work on an open subset Ω ⊆ Rn, en-
dowed with Lebesgue measure. At first glance, it might seem useful to work
more generally on a Riemannian manifold (where Lebesgue measure is re-
placed by the volume element); and replace the set of vector fieldsX1, . . . , Xq
with a locally finitely generated distribution (endowed with an appropriate
(multi-parameter) filtration taking the place of the formal degrees). How-
ever, our results are local in nature, and working in such a setting offers no
new generality and only serves to complicate notation.
1.2 Past work
In this section we discuss other results from the literature which are related
to the results in this paper. In particular, we discuss the work of [NSW85]
and the work in Section 4 of [TW03]. Next, we discuss other results con-
cerning Carnot-Carathe´odory balls in the case when the vector fields are not
smooth. In particular, we discuss the recent works [BBP08] and [MM08].
Third, as motivation for our study of “unit operators” (and maximal func-
tions) in Section 6, we discuss the singular integrals from [Str08]. Finally, we
discuss the classical theorem of Frobenius and make some further remarks
on how Theorem 1.3 can be seen as a “uniform” version.
1.2.1 Single-parameter balls and the work of Nagel, Stein, and
Wainger
In this section, we discuss the main results of [NSW85]. In fact, their main
results can be seen as a special case of Theorem 1.2, in the single-parameter
case (ν = 1).
We are given an open set Ω ⊆ Rn and C∞ vector fields X1, . . . , Xq on
Ω, with corresponding formal degrees d1, . . . , dq ∈ (0,∞). [NSW85] assumes
two properties of the vector fields and formal degrees:
1. There exist cki,j ∈ C∞ such that
[Xi, Xj] =
∑
dk≤di+dj
cki,jXk. (1.3)
2. The vector fields X1, . . . , Xq span the tangent space at every point.
In this context, Nagel, Stein, and Wainger prove Theorem 1.2 (for a fixed
compact set K ⋐ Ω). Note that Item 1 is a special case of (1.1). Indeed,
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one may take
c
k,δ
i,j =
{
δdi+dj−dkcki,j if dk ≤ di + dj,
0 otherwise.
The implicit constants are allowed to depend not only on upper bounds for
a finite number of the Cm norms of the Xj and the c
k
i,j (as in Theorem 1.2),
but also a lower bound for:
inf
x∈K
∣∣∣∣detn×nX (x)
∣∣∣∣ . (1.4)
This is the fundamental difference between the results of [NSW85] and The-
orem 1.2.
Indeed, using the connection between single-parameter and multi-parameter
balls discussed in Section 1.1, it is not hard to see that Theorem 1.2 is es-
sentially equivalent to obtaining the results of [NSW85] without allowing
the constants to depend on a lower bound for (1.4). Of course, if one does
not allow the constants to depend on a lower bound for (1.4), one should
also consider the limiting result when the quantity in (1.4) is equals 0. I.e.,
when the vector fields do not span the tangent space at every point. This is
precisely the statement of Theorem 1.2 in the single parameter case.
Use of a lower bound for (1.4) is essential to the methods of [NSW85]. It
is used, for instance, every time the error term in the Campbell-Hausdorff
formula is estimated.12 To explain this, we outline a proof of (a result similar
to) Lemma 2.13 of [NSW85]. We take the setting as above, and consider the
map (Bq (η)→ Ω, for some small η > 0):
θδ (s) = e
s1δ
d1X1+...+sqδ
dqXqx0.
Then one has:
dθδ
(
∂sj
)
=
q∑
j=1
c
k,δ
j δ
dkXk,
with ck,δj bounded uniformly for δ > 0 small. Indeed, the Campbell-Hausdorff
formula allows one to compute the Taylor series for dθδ
(
∂sj
)
. One has, for
every N > 0,
dθδ
(
∂sj
)
=δdjXj + a1
[
s · δdX, δdjXj
]
+ a2
[
s · δdX, [s · δdX, δdjXj]]+ . . .
+ aN−1 {commutators of order N − 1}+O
(∣∣δds∣∣N) ,
where the aj are constants and δ
ds =
(
δd1s1, . . . , δ
dqsq
)
. The first N terms
are of the desired form by (1.3) (or more generally, (1.1)). Thus, the goal is
12See the appendix of [NSW85] for an introduction to the Campbell-Hausdorff formula.
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to see that O
(∣∣δds∣∣N) is of the desired form. This can be seen directly, by
taking N so large that N minj {dj} ≥ maxj {dj}, and using the lower bound
for (1.4). However, this procedure does not work in the multi-parameter
situation. Indeed, consider the two-parameter situation. In the case when
δ1 << δ2, then the best one can say about the error term O
(∣∣δds∣∣N) is
that it is bounded by as large a power of δ2 as we like (by taking N large).
However, we would need it to be bounded by a large power of δ1 to generalize
the above proof. It turns out that, even in the multi-parameter situation,
the error term is of the desired form. This follows a fortiori from the results
of this paper. Because of this, one can use the results of this paper to apply
the proofs in [NSW85] to the multi-parameter situation. However, since
the results in [NSW85] follow from the results in this paper, this idea does
not improve the main results of this paper. This idea does have some uses,
though: one can often “lift” results from the single-parameter setting to
the multi-parameter setting by using the results from this paper. This is
discussed in more detail in Section 5.2.4.
At first glance, one might think that the proper generalization of (1.3)
to the multi-parameter situation would be:
[Xi, Xj] =
∑
dk≤di+dj
cki,jXk, (1.5)
where dj ∈ [0,∞)ν and the inequality dk ≤ di + dj is meant coordinatewise.
Just as before this is a special case of (1.1), and one may take
c
k,δ
i,j =
{
δdi+dj−dkcki,j if dk ≤ di + dj,
0 otherwise.
However, unlike in the single-parameter case, (1.5) does not encapsulate a
large fraction of the interesting examples. This is explained in more detail
in Section 5.3.
1.2.2 Weakly comparable balls, the work of Tao and Wright, and
a motivating example
In this section, we discuss the work in Section 4 of [TW03] on “weakly-
comparable” Carnot-Carathe´odory balls. While the results discussed in this
section do not follow from Theorem 1.2, they do follow from the more general
Theorem 5.3–this is discussed in Section 5.2.1.
To understand these results, we must first understand the main motivat-
ing example of [NSW85]. Suppose we are given C∞ vector fields W1, . . . ,Wr
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on an open subset Ω ⊆ Rn. Suppose further that these vector fields satisfy
Ho¨rmander’s condition: i.e., W1, . . . ,Wr along with their commutators up
to some fixed finite order (say, up to order m ∈ N) span the tangent space
at every point. We assign to each vector field Wj the formal degree 1. We
assign to each commutator [Wi,Wj ] the formal degree 2. We assign to each
commutator [Wi, [Wj ,Wk]] the formal degree 3. We continue this process up
to degree m, and we obtain a list of vector fields with one parameter formal
degrees (X1, d1) , . . . , (Xq, dq). As usual, we denote this list by (X, d). It
is easy to check that this list of vector fields satisfies the assumptions in
Section 1.2.1. It is also shown in [NSW85] that the single-parameter balls
BδW1,...,δWr (x0)
are comparable to the single-parameter balls
B(X,d) (x0, δ) .
Because of this, one can use the results of [NSW85] to study the balls
BδW1,...,δWr (x0) .
We now turn to discussing two-parameter weakly-comparable balls. The
restriction to two-parameters is not essential, see Section 5.2.1. We suppose
again that we are given a list of C∞ vector fields satisfying Ho¨rmander’s
condition, W1, . . . ,Wr. We now separate this list into two lists:
W ′1, . . . ,W
′
r1
, W ′′1 , . . . ,W
′′
r2
,
so that the two lists together satisfy Ho¨rmander’s condition, but they may
not satisfy Ho¨rmander’s condition separately. Suppose we wish to study the
two-parameter balls given by
Bδ1W ′,δ2W ′′ (x0) ,
where δ1, δ2 ∈ (0, 1) are small. Thus, when δ1 = δ2 this reduces to the
single-parameter case discussed above. It is natural to wish for an estimate
of the form
Vol (B2δ1W ′,2δ2W ′′ (x0)) . Vol (Bδ1W ′,δ2W ′′ (x0)) . (1.6)
Unfortunately, (1.6) does not hold in general (See Example 5.6). To obtain
(1.6), there are three options:
1. We could restrict the vector fields we consider. This is the perspective
taken up in Theorem 1.2.
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2. We could restrict the form of δ = (δ1, δ2). This is the perspective taken
up in Section 4 of [TW03].
3. We could, more generally, do a combination of the above two methods.
This is taken up in Theorem 5.3.
We briefly discuss the first two methods, and refer the reader to Theorem
5.3 for the third.
The first method is quite straight forward given the Theorem 1.2. We
assign to each of the vector fields W ′1, . . . ,W
′
r1
the formal degree (1, 0). We
assign to each of the vector fields W ′′1 , . . . ,W
′′
r1
the formal degree (0, 1). If
we have assigned a vector field Z1 the formal degree d1 and Z2 the formal
degree d2, we assign to the commutator [Z1, Z2] the formal degree d1 + d2.
One then uses this procedure to take commutators of the W ′ and W ′′ to
some large finite order, thereby yielding a list of vector fields with two-
parameter formal degrees (X1, d1) , . . . , (Xq, dq). The restriction we put on
the vector fields W ′ and W ′′ is merely that this list of vector fields satisfies
the conditions of Theorem 1.2.13 One can then apply Theorem 1.2 to study
these balls.
For the second method, Tao and Wright noted that one does not have
to restrict the vector fields one considers, provided one restricts attention to
δ which are “weakly-comparable.” To define this notion, fix large constants
κ,N . We then restrict our attention to δ = (δ1, δ2) that satisfy:
1
κ
δN1 ≤ δ2 ≤ κδ
1
N
1 .
In this case, one can prove develop a very satisfactory theory of the balls
with these radii. In particular, one has (1.6). See Section 5.2.1 for more
details.
Despite the fact, as is mentioned in [TW03], that the proofs from [NSW85]
generalize to show everything they needed, Tao and Wright put forth an-
other proof method. That these methods can be rephrased, generalized, and
combined with the methods of [NSW85] and classical methods to prove more
general results is one of the main points of this paper.
Remark 1.5. One point we have skipped over in this section is to compare
the balls BδW (x0) to the balls B(X,d) (x0, δ) in the multi-parameter situation
(they turn out to be comparable). This is taken up in Section 5.2.4.
13It is a consequence of the results in Section 5.3 that the balls one obtains in this
manner are essentially independent of the order of commutators one takes. That is, if
the vector fields (X, d) were obtained by taking commutators up to order M , and if
(X, d) satisfies the assumptions of Theorem 1.2, then the vector fields obtained by taking
commutators up to order M + 1 also satisfy the assumptions of Theorem 1.2, and yield
comparable balls.
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1.2.3 Nonsmooth Ho¨rmander vector fields
The results in [NSW85] were stated only for C∞ vector fields. However,
it is clear from their work that there is a finite number M (depending on
various quantities) such that one need only consider CM vector fields. Un-
fortunately, this M is quite large. This is due to the fact that the uses of
the Campbell-Hausdorff formula in [NSW85] require using very high order
Taylor approximations of many of the functions involved.
Much work has been done, in this single-parameter setting, to reduce the
required regularity in the results of [NSW85]. Quite recently, and indepen-
dently of this paper, two works have made great strides on this problem: the
work of Barmanti, Brandolini, and Pedroni [BBP08] and the work of Mon-
tanari and Morbidelli [MM08]. We refer the reader to these to works for the
long list of works that proceeded them and for a description of applications
for such results.
To describe these results, suppose we are given vector fields W1, . . . ,Wr
satisfying Ho¨rmander’s condition at step s ≥ 1. That is, W1, . . . ,Wr along
with their commutators up to order s span the tangent space at each point
(see the discussion at the start of Section 1.2.2). Then, [BBP08] shows that
one can recreate much of the theory of [NSW85] provided one assumes the
vector fields are Cs−1. [MM08] achieves the same thing assuming the vector
fields lie in a space that is between Cs−2,1 and Cs−1,1 (see [MM08] for a
precise statement).
The regularity assumptions in this paper are incomparable to those dis-
cussed above.14 As far as isotropic estimates go, the work of [BBP08, MM08]
requires less regularity than ours. However, our estimates are non-isotropic
in nature. To understand this, use the vector fieldsW1, . . . ,Wr to generate a
list of vector fields with single-parameter formal degrees (X1, d1) , . . . , (Xq, dq)
as in the start of Section 1.2.2. We then assume that each Xj is C
2, and as-
sume a non-isotropic estimate on the cki,j which is weaker than assuming the
cki,j are in C
2 (here, the cki,j are as in (1.3)). Note that if one were to replace
this with an isotropic estimate, we would require that Wj be in C
s+2, which
is much worse than the results in [BBP08, MM08]. However, the point here
is that we do not need to take derivatives of Wj in every direction up to
order s + 2, but instead we can mostly restrict our attention to derivatives
that arise from taking commutators.
It is likely that the regularity required in this paper is not minimal–
even for the methods we use. Indeed, we often show that a subset of C1
is precompact by showing that it is bounded in C2, leaving much room for
14Of course, our results also apply to the multi-parameter situation, which is not true
of [BBP08, MM08].
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improvement. Improving this would require an even more detailed study
of the various ODEs that arise than is already undertaken in this paper,
and this would take us quite afield of the main purpose of this paper (to
understand the multi-parameter situation). Ideally, one would like to unify
the non-isotropic estimates in this paper with the isotropic estimates of
[BBP08, MM08], we do not attempt to do so here but we hope that the
results in this paper will help to motivate future work in this direction.
1.2.4 Some multi-parameter singular integrals
In [Str08], an algebra of singular integral operators was developed which
contained both the left and right invariant Caldero´n-Zygmund operators on
a stratified Lie group (see [Str08] for a precise statement). In this section,
we outline the main technical estimate that was key to the work of [Str08].
One of the main results of Section 6 is a generalization15 of this estimate,
and we refer to the operators that come into play in this estimate as “unit
operators.”
For the purposes of this section, we discuss only the case of the three
dimensional Heisenberg group H1, though all of the results discussed here
hold more generally on stratified Lie groups. As a manifold H1 is diffeomor-
phic to R3. For an introduction to H1, the reader may consult Chapter XII
of [Ste93]. If we write (x, y, t) ∈ R3 for coordinates on H1, then the group
law is given by:
(x, y, t) (x′, y′, t′) = (x+ x′, y + y′, t+ t′ + 2 (yx′ − xy′)) .
With this group law, H1 is a three dimensional, nilpotent Lie group. As
such, it has a three dimensional Lie algebra. The left invariant vector fields
are spanned by:
XL = ∂x + 2y∂t, YL = ∂y − 2x∂t, T = ∂t.
The right invariant vector fields are spanned by:
XR = ∂x − 2y∂t, YR = ∂y + 2x∂t, T = ∂t.
Note that we have:
[XL, YL] = −4T, [XR, YR] = 4T,
and T commutes with all of the vector fields. Moreover, the left invariant
vector fields commute with the right invariant vector fields.
15See Corollary 6.8 for the statement of this generalization.
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Using these vector fields, we may create a two-parameter list of vector
fields given by:
(XL, (1, 0)) , (YL, (1, 0)) , (T, (2, 0)) , (XR, (0, 1)) , (YR, (0, 1)) , (T, (0, 2)) ,
and we denote this list by (X, d). It is easy to see that (X, d) satisfies
the assumptions of Theorem 1.2; we therefore obtain a theory of the two-
parameter Carnot-Carathe´odory balls B(X,d) (x0, δ).
Let χ be the characteristic function of the unit ball in R3, and for r ∈
(0,∞), define
χr (x, y, t) = r
4χ
(
rx, ry, r2t
)
.
It is easy to see that χr (ξ
−1ζ) is supported for ξ essentially16 inB(X,d)
(
ζ,
(
1
r
, 0
))
.
Moreover, it is bounded by a constant times Vol
(
B(X,d)
(
ζ,
(
1
r
, 0
)))−1
(and
these results are sharp). For χr (ζξ
−1), the same is true, but one must use
the radius
(
0, 1
r
)
instead of
(
1
r
, 0
)
.
Define a left invariant operator and a right invariant operator by:
OpL (χr) : f 7→ f ∗ χr, OpR (χr) : f 7→ χr ∗ f.
A key ingredient of the theory in [Str08] was a study of the Schwartz kernel of
the operator OpL (χr1) OpR (χr2) (see Section 5.1 of [Str08]). Let Kr1,r2 (ζ, ξ)
denote this Schwartz kernel. The results in [Str08] show:
• Kr1,r2 (ζ, ξ) is supported essentially in B(X,d)
(
ζ,
(
1
r1
, 1
r2
))
.
• Kr1,r2 (ζ, ξ) . Vol
(
B(X,d)
(
ζ,
(
1
r1
, 1
r2
)))−1
.
• The above two results are sharp. In particular, there is an η > 0 such
that for ξ ∈ B(X,d)
(
ζ,
(
η
r1
, η
r2
))
, we have
Kr1,r2 (ζ, ξ) ≈ Vol
(
B(X,d)
(
ζ,
(
1
r1
,
1
r2
)))−1
.
Using these results, one can study maximal operators. Indeed, define
three maximal operators:
Mf (ζ) = sup
δ1,δ2>0
1
Vol
(
B(X,d) (ζ, (δ1, δ2))
) ∫
B(X,d)(ζ,(δ1,δ2))
|f (ξ)| dξ,
MLf (ζ) = sup
δ>0
1
Vol
(
B(X,d) (ζ, (δ, 0))
) ∫
B(X,d)(ζ,(δ,0))
|f (ξ)| dξ,
MRf (ζ) = sup
δ>0
1
Vol
(
B(X,d) (ζ, (0, δ))
) ∫
B(X,d)(ζ,(0,δ))
|f (ξ)| dξ.
16By this we mean it is supported in a comparable ball.
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The results above show
Mf .MLMRf.
However, it is well-known that the one-parameter maximal functions ML
andMR are bounded on Lp (1 < p ≤ ∞); due to the fact thatB(X,d) (ζ, (·, 0))
and B(X,d) (ζ, (0, ·)) give rise to spaces of homogeneous type. It follows, then,
that M is also bounded on Lp (1 < p ≤ ∞).
The goal of Section 6 is to see how far this proof (in its entirety) can be
generalized. It was used heavily in [Str08] that the left invariant vector fields
commuted with the right invariant vector fields. In Section 6 we will see that
we do not need the relevant vector fields to commute, but can instead just
assume that they “almost commute.” This is made precise in Section 6.
It is extremely likely maximal results hold for a larger class of our multi-
parameter balls than what is shown in Section 6–but the study of unit op-
erators seems very tied to the (rather strong) assumptions in Section 6.
We content ourselves, in this paper, with studying maximal operators under
these hypotheses. It would be interesting to generalize these results further.
1.2.5 The classical theorem of Frobenius
In this section, we remind the reader of the statement of the theorem of
Frobenius. We keep the exposition brief since we use the classical theorem
of Frobenius only tangentially in this paper, and this section is more to
fix terminology. Suppose M is a connected manifold, and X1, . . . , Xq are
C∞ vector fields on M . Suppose, further, that for each i, j there exist C∞
functions cki,j such that:
[Xi, Xj] =
∑
k
cki,jXk. (1.7)
Conditions like (1.7) are referred to as “integrability conditions.” In this
case, we have the classical theorem of Frobenius:
Theorem 1.6. For each x ∈M , there exists a unique, maximal, connected,
injectively immersed submanifold L ⊆ M such that:
• x ∈ L,
• For each y ∈ L, TyL = span{X1 (y) , . . . , Xq (y)}.
L is called a “leaf.”
Remark 1.7. Often, one sees an additional assumption in Theorem 1.6.
Namely, that dim span{X1, . . . , Xq} is constant. This assumption is not
necessary, and the usual proofs (for instance, the one in [Che46]) give the
stronger result in Theorem 1.6. This was noted in [Her62].
18
Remark 1.8. Let D be a C∞ module of vector fields on an open set Ω ⊆
Rn. We call D a (generalized) distribution. Suppose that D satisfies two
conditions:
1. D is involutive. That is, if X, Y ∈ D, then [X, Y ] ∈ D.
2. D is locally finitely generated as a C∞ module. That is, for each
x ∈ Ω, there is a neighborhood U containing x such that there exist
a finite set of vector fields X1, . . . , Xq ∈ D such that every Y ∈ D,
when restricted to U , can be written as a linear combination (with
coefficients in C∞) of X1, . . . , Xq on U .
Note, under the above hypotheses, X1, . . . , Xq satisfy (1.7) on U (since
[Xi, Xj] ∈ D). Thus, one may apply Theorem 1.6 to foliate Ω into leaves,
with each leaf L satisfying TyL = Dy, ∀y ∈ L. Often, the Frobenius theorem
is stated in terms of such an “involutive disribution which is locally finitely
generated as a C∞ module,” instead of stated in terms of an explicit choice
of generators as we have done in Theorem 1.6. The reason we have chosen
to state the theorem with an explicit choice of generators is that we will
need to discuss how various constants depend on the generators.
Remark 1.9. Above we have stated the result assuming the vector fields are
C∞. In fact, an analogous result (using, again, the usual proofs) holds only
assuming that the vector fields are C1. In fact, there are even results when
the vector fields are assumed to be merely Lipschitz (see [Ram07]). However
C1 will be sufficient for our purposes (and most of the applications we have
in mind require only C∞).
We close this section with a discussion of the relationship between The-
orem 1.6 and Theorem 1.3. As we mentioned before, Theorem 1.3 implies
Theorem 1.6. To understand the philosophy behind Theorem 1.3, let I be
an index set, and suppose for each α ∈ I we are given C∞ vector fields
Xα1 , . . . , X
α
q on a fixed open set Ω. Here, both q and Ω are independent of
α. Suppose further that for every α ∈ I we have,[
Xαi , X
α
j
]
=
∑
k
c
k,α
i,j X
α
k .
Suppose, finally, that as α varies over I, Xαj and ck,αi,j vary over bounded (and
therefore pre-compact) subsets of C∞. Since Theorem 1.6 applies for each
α ∈ I, one might hope that it applies uniformly17 for α ∈ I. Indeed, this is
the case, and is essentially the statement of Theorem 1.3. Hence, Theorem
17We mean uniformly in the sense that the coordinate charts which define the leaves
can be chosen to satisfy good estimates which are uniform in α.
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1.3 may be informally restated as saying that the theorem of Frobenius holds
“uniformly on compact sets” in the above sense.
As it turns out, the classical proofs of Theorem 1.6 do not work uniformly
in α in the above sense (this is discussed in Remark 3.4). If we fix x0 ∈ Ω
and define nα0 = dim span
{
Xα1 (x0) , . . . , X
α
q (x0)
}
, then the classical proofs
also depend on a lower bound for∣∣∣∣ detnα0×nα0 Xα (x0)
∣∣∣∣ ,
which may not be bounded below uniformly for α ∈ I.18
There is another way to view Theorem 1.3 in relation to Theorem 1.6.
Let X1, . . . , Xq be C
∞ vector fields satisfying (1.7). Notice we have not
assumed that n0 (x) = dim span{X1 (x) , . . . , Xq (x)} is constant in x. The
foliation associated to the involutive distribution generated by X1, . . . , Xq is
called “singular” if n0 (x) is not constant in x; and if n0 (x) is not constant
near a point x0 then x0 is called a singular point.
In the classic proofs of Theorem 1.6, the coordinate charts defining the
leaves degenerate as one approaches a singular point. Theorem 1.3 avoids
this. This is an essential point in Section 6.2.
2 Basic definitions
Fix, for the rest of the paper, a connected open set Ω ⊆ Rn. Suppose we are
given a list of C1 vector fields X1, . . . , Xq defined on Ω, and let X denote this
list. As mentioned in Section 1.1, we will often identify this list with the n×q
matrix whose columns are given by the vector fields X1, . . . , Xq. In addition,
we will define (when it makes sense) Xα, where α is an ordered multi-index,
in the usual way.19 Thus, Xα is an |α|th order partial differential operator.
In the introduction, we defined the Carnot-Carathe´odory ball of unit radius
centered at x0 ∈ Ω. We denoted this ball by BX (x0).
It will often be convenient to assume that BX (x0) lies “inside” of Ω.
More precisely, we make the following definition:
18It is not a coincidence that the failure of the classical proofs of the theorem of Frobe-
nius to be uniform in an appropriate sense lies in the use of a lower bound of a determinant,
just as in the work of Nagel, Stein, and Wainger (see Section 1.2.1). Indeed, these two
issues are closely related.
19For instance, if α were the list (1, 2, 1, 3), then Xα = X1X2X1X3 and |α| = 4, the
length of the list.
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Definition 2.1. Given x0 ∈ Ω, we say X satisfies C (x0) if for every a =
(a1, . . . , aq) ∈ (L∞ ([0, 1]))q, with:
‖|a|‖L∞([0,1]) =
∥∥∥∥∥∥
(
q∑
j=1
|aj|2
) 1
2
∥∥∥∥∥∥
L∞([0,1])
< 1,
there exists a solution γ : [0, 1]→ Ω to the ODE:
γ′ (t) =
q∑
j=1
aj (t)Xj (γ (t)) , γ (0) = x0.
Note, by Gronwall’s inequality, when this solution exists, it is unique.
As in the introduction, to define Carnot-Carathe´odory balls of (possibly
multi-parameter) radii, we assign to each vector field Xj a formal degree
0 6= dj ∈ [0,∞)ν . Here ν ∈ N is a fixed number, independent of j, repre-
senting the number of parameters. We denote the list (X1, d1) , . . . , (Xq, dq)
by (X, d). In the introduction, we defined (for δ ∈ [0,∞)ν) the list δdX
to be the list of vector fields δd1X1, . . . , δ
dqXq. Then, we defined the multi-
parameter Carnot-Carathe´odory ball B(X,d) (x0, δ) := BδX (x0). Just as in
Definition 2.1 it will often be useful to assume B(X,d) (x0, δ) lies “inside” of
Ω, and so we make the following definition:
Definition 2.2. Given x0 ∈ Ω and δ ∈ [0,∞)ν , we say (X, d) satisfies
C (x0, δ) if δdX satisfies C (x0).
In addition to the balls B(X,d) (x0, δ) it will be useful to define some
smaller balls. Given x0 ∈ Ω and δ ∈ [0,∞)ν , we define
B˜(X,d) (x0, δ) =
{
y ∈ Ω : ∃a ∈ Rq, |a| ≤ 1, y = exp (a · δdX)x0} .
Note that B˜(X,d) (x0, δ) ⊆ B(X,d) (x0, δ).
Given a list of vector fields along with formal degrees (X, d) and J =
(j1, . . . , jn0) ∈ I (n0, q), we defined in the introduction the list of vector fields
with formal degrees (X, d)J and the list of vector fields XJ . Namely, (X, d)J
is the list (Xj1, dj1) , . . . ,
(
Xjn0 , djn0
)
and XJ is the list Xj1, . . . , Xjn0 , while
dJ is the list dj1, . . . , djn0 .
Note that if (X, d) satisfies C (x0, δ), then so does (X, d)J . In addition,
we have,
B(X,d)J (x0, δ) ⊆ B(X,d) (x0, δ) , B˜(X,d)J (x0, δ) ⊆ B˜(X,d) (x0, δ) .
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Often, it will be convenient for our estimates to state the definition of
B(X,d) (x0, δ) in a slightly different way. Thus, given the formal degrees
d1, . . . , dq and given a a = (a1, . . . , aq) ∈ Rq, δ ∈ [0,∞)ν , we define:
δda =
(
δd1a1, . . . , δ
dqaq
)
,
δ−da =
(
δ−d1a1, . . . , δ
−dqaq
)
.
Then we have:
B(X,d) (x0, δ) =
{
y ∈ Ω :∃γ : [0, 1]→ Ω, γ (0) = x0, γ (1) = y
γ′ (t) = a (t) ·X (γ (t)) , ∥∥∣∣δ−da∣∣∥∥
L∞([0,1])
< 1
}
.
3 The (uniform) theorem of Frobenius
In this section, we present a uniform version of the theorem of Frobenius:
the special case of Theorem 1.3 when the vector fields are assumed to be
linearly independent. The work in this section was heavily influenced by
the methods in Section 4 of [TW03] and those in [NSW85]. In fact, a result
similar to a special case of Theorem 3.1 is contained in [TW03], though the
result there is stated somewhat differently (see Section 5.2.1 for a discussion
of their results). Our goal, in this section, is to rephrase and generalize the
proof methods from these two papers to suit our needs.
In our context, we are faced with a few difficulties not addressed in
[TW03]. A main difficulty we face is that we will not assume an a priori
smoothness that was assumed in that paper. This will require us to provide
a more detailed study of an ODE that arises in that paper. This difference
in difficulty here, is that while in that paper existence for a certain ODE was
proved via the contraction mapping principle, we must also prove smooth
dependence on parameters. Furthermore, we will generalize their results to
vector fields that do not necessarily span the tangent space. While this may
seem like an artificial generalization, it will prove to be essential to our study
of maximal functions and unit operators in Sections 4.2 and 6. Finally, we
must also combine these methods with the methods in [NSW85] to prove
the relationships between the various balls we will define.
Let X = (X1, . . . , Xn0) be n0 C
1 vector fields with single-parameter
formal degrees d = (d1, . . . , dn0) ∈ (0,∞)n0 defined on the fixed connected
open set Ω ⊆ Rn. Fix 1 ≥ ξ > 0, x0 ∈ Ω, and suppose that (X, d) satisfies
C (x0, ξ). Suppose further that the Xjs satisfy an integrability condition on
B(X,d) (x0, ξ) given by:
[Xj , Xk] =
∑
l
clj,kXl.
In this section, we will assume that:
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• X1 (x0) , . . . , Xn0 (x0) are linearly independent.
• ‖Xj‖C1(B(X,d)(x0,ξ)) <∞, for every 1 ≤ j ≤ n0.
• For |α| ≤ 2, Xαclj,k ∈ C0
(
B(X,d) (x0, ξ)
)
, and∑
|α|≤2
∥∥Xαclj,k∥∥C0(B(X,d)(x0,ξ)) <∞,
for all j, k, l.
We will say that C is an admissible constant if C can be chosen to depend
only on a fixed upper bound, dmax <∞, for d1, . . . , dn0, a fixed lower bound
dmin > 0 for d1, . . . , dn0, a fixed upper bound for n (and therefore for n0), a
fixed lower bound, ξ0 > 0, for ξ, and a fixed upper bound for the quantities:
‖Xj‖C1(B(X,d)(x0,ξ)) ,
∑
|α|≤2
∥∥Xαclj,k∥∥C0(B(X,d)(x0,ξ)) .
Furthermore, if we say that C is an m-admissible constant, we mean that
in addition to the above, we assume that:∑
|α|≤m
∥∥Xαclj,k∥∥C0(B(X,d)(x0,ξ)) <∞,
for every j, k, l (in particular, these derivatives up to order m exist and are
continuous). C is allowed to depend on m, all the quantities an admissible
constant is allowed to depend on, and a fixed upper bound for the above
quantity. Note that .0,.1,.2, and . all denote the same thing.
For η > 0, a sufficiently small admissible constant, define the map:
Φ : Bn0 (η)→ B˜(X,d) (x0, ξ)
by
Φ (u) = exp (u ·X)x0.
Note that, by Theorem A.1, Φ is C1. The main theorem of this section is
the following:
Theorem 3.1. There exist admissible constants η1 > 0, ξ1 > 0, such that:
• Φ : Bn0 (η1)→ B˜(X,d) (x0, ξ) is one-to-one.
• For all u ∈ Bn0 (η1), |detn0×n0 dΦ (u)| ≈ |detn0×n0 X (x0)|.
• B(X,d) (x0, ξ1) ⊆ Φ (Bn0 (η1)) ⊆ B˜(X,d) (x0, ξ) ⊆ B(X,d) (x0, ξ).
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Furthermore, if we let Yj be the pullback of Xj under the map Φ, then we
have:
‖Yj‖Cm(Bn0 (η1)) .m 1 (3.1)
in particular,
‖Yj‖C2(Bn0 (η1)) . 1.
Finally, if for u ∈ Bn0 (η1) we define the n0 × n0 matrix A (u) by:20
(Y1, . . . , Yn0) = (I + A)▽u
then,
sup
u∈Bn0 (η1)
‖A (u)‖ ≤ 1
2
.
This section will be devoted to the proof of Theorem 3.1.
Remark 3.2. In [TW03], the map Φ was defined with a large parameter K.
Then, a result like (3.1) was proven by taking K large depending on m. It
is important for the applications we have in mind that this procedure is not
necessary. In our setup, this procedure is similar to taking the parameter κ
in Theorem 3.10 small depending on m; however we will see that we will be
able to fix κ = 1
2
throughout.
Remark 3.3. The formal degrees, d1, . . . , dn0 do not play an essential role in
this section. Indeed note that they do not play a role in the assumptions
for Theorem 3.1. Moreover, since ξ1, ξ ≈ 1, they do not play a role in
the conclusion either. Indeed, Theorem 3.1 with any choice of d1, . . . , dn0 ∈
(0,∞) is equivalent to the theorem with any other choice (though the various
constants in the conclusion of Theorem 3.1 will depend on the choice of the
ds). The reason we have chosen to state Theorem 3.1 with an arbitrary
choice of ds (instead of taking, say, d1 = · · · = dn0 = 1) is that when we
prove Theorem 5.3 we will be, in effect, applying Theorem 3.1 infinitely many
times. Having stated Theorem 3.1 for general d will allow us to seamlessly
apply the results here without any hand-waving about how various constants
depend on the formal degrees.
Remark 3.4. As was discussed in Section 1.2.1, the methods in [NSW85] fail
to prove Theorem 3.1. It is also worth noting that the methods usually used
to prove the theorem of Frobenius are insufficient to prove Theorem 3.1. For
simplicity, we discuss the proof in [Lun92], but similar remarks hold for all
previous proofs we know of. In [Lun92], an invertible linear transformation
was applied to X1, . . . , Xn0 (call the resulting vector fields V1, . . . , Vn0). This
20Here we are thinking of ▽u as the vector
(
∂u1 , . . . , ∂un0
)
.
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was done in such a way that [Vi, Vj] = 0 for every i, j. Because of this, the
map:
u 7→ eu·V x0
is easy to study. Unfortunately, we know of no a priori way to create such an
invertible linear transformation without destroying the admissible constants.
A fortiori, however, we may just push forward the linear transformation
(I + A)−1 via the map Φ to obtain such a linear transformation. This idea
seems to yield no nontrivial new information.
Remark 3.5. Morally, Theorem 3.1 (along with Theorems 4.1 and 5.3) is
a compactness result. This is discussed at the end of Section 1.2.5. The
use of this compactness can be seen every time we apply Theorem A.3.
Moreover, this compactness perspective was taken up in Section 4 of [Str08].
In fact, one of the main consequences of this paper is that one may remove
condition 4 of Definition 4.4 of [Str08], and still obtain the relevant results
(this is tantamount to saying that we do not require a lower bound for a
determinant as discussed in Section 1.2.1). Thus, from the remarks in that
paper, one can easily see the results in this paper from the perspective of
compactness.
The next two lemmas we state in slightly greater generality than we need,
since we will refer to the proofs later in the paper.
Lemma 3.6. Fix 1 ≤ n1 ≤ n0. Then, for 1 ≤ j ≤ n0, I ∈ I (n1, n),
J ∈ I (n1, n0), x ∈ B(X,d) (x0, ξ),∣∣∣Xj detX (x)I,J ∣∣∣ . ∣∣∣∣ detn1×n1 X (x)
∣∣∣∣ .
Proof. We use the notation LU to denote the Lie derivative with respect to
the vector field U , and iV to denote the interior product with the vector
field V . LU and iV have the following, well-known, properties:
• LUf = Uf for functions f .
• [LU , iV ] = i[U,V ].
• LUω = iUdω + diUω, for forms ω.
• LU (ω1 ∧ ω2) = (LUω1) ∧ ω2 + ω1 ∧ (LUω2) for forms ω1, ω2.
• If U =∑k bk ∂∂xk , then,
LUdxk = diUdxk = dbk =
∑ ∂bk
∂xj
dxj .
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Fix I = (i1, . . . , in1) , J = (j1, . . . , jn1) as in the statement of the lemma.
Then,
detX (x)I,J = iXjn1 iXjn1−1
· · · iXj1dxi1 ∧ dxi2 ∧ · · · ∧ dxin1 .
Thus, we see:
Xj detX (x)I,J = LXj iXjn1 iXjn1−1 · · · iXj1dxi1 ∧ dxi2 ∧ · · · ∧ dxin1
= i[Xj ,Xjn1 ]
iXjn1−1
· · · iXj1dxi1 ∧ dxi2 ∧ · · · ∧ dxin1
+ iXjn1 i
[
Xj ,Xjn1−1
] · · · iXj1dxi1 ∧ dxi2 ∧ · · · ∧ dxin1
+ · · ·+ iXjn1 iXjn1−1 · · · i[Xj ,Xj1 ]dxi1 ∧ dxi2 ∧ · · · ∧ dxin1
+ iXjn1 iXjn1−1
· · · iXj1LXj
(
dxi1 ∧ dxi2 ∧ · · · ∧ dxin1
)
.
(3.2)
Every term, except the last term, on the RHS of (3.2) is easy to estimate.
We do the first term as an example, and all of the others work in the same
way: ∣∣∣i[Xj ,Xjn1 ]iXjn1−1 · · · iXj1dxi1 ∧ dxi2 ∧ · · · ∧ dxin1 ∣∣∣
=
∣∣∣∣∣
n0∑
k=1
ckj,jn1
iXk iXjn1−1
· · · iXj1dxi1 ∧ dxi2 ∧ · · · ∧ dxin1
∣∣∣∣∣
.
∣∣∣∣ detn1×n1 X (x)
∣∣∣∣ .
Since, for each k, iXk iXjn1−1
· · · iXj1dxi1 ∧ dxi2 ∧ · · · ∧ dxin1 is either 0 or of
the form ± detX (x)I,J ′ for some J ′ ∈ I (n1, n0).
We now turn to the last term on the RHS of (3.2). We have:
LXj
(
dxi1 ∧ dxi2 ∧ · · · ∧ dxin1
)
=
(LXjdxi1) ∧ dxi2 ∧ · · · ∧ dxin1 + dxi1 ∧ (LXjdxi2) ∧ · · · ∧ dxin1
+ · · ·+ dxi1 ∧ dxi2 ∧ · · · ∧
(LXjdxin1) .
So we may separate the last term on the RHS of (3.2) into a sum of n1 terms.
We bound just the first, the bounds of the others being similar. To to this,
let Xj =
∑
k b
k
j
∂
∂xk
. Note that
∥∥bkj∥∥C1(B(X,d)(x0,ξ)) . 1.
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∣∣∣iXjn1 iXjn1−1 · · · iXj1 (LXjdxi1) ∧ dxi2 ∧ · · · ∧ dxin1 ∣∣∣
=
∣∣∣∣∣∑
l
∂bi1j
∂xl
iXjn1
iXjn1−1
· · · iXj1dxl ∧ dxi2 ∧ · · · ∧ dxin1
∣∣∣∣∣
.
∣∣∣∣ detn1×n1 X (x)
∣∣∣∣ .
since each of the terms iXjn1 iXjn1−1
· · · iXj1dxl ∧ dxi2 ∧ · · · ∧ dxin1 is either 0
or of the form ± detX (x)I′,J for some I ′ ∈ I (n1, n).
Remark 3.7. The reader wishing to avoid the use of Lie derivatives in Lemma
3.6 should consult Lemma 2.6 of [NSW85] where a similar result in the
special case n1 = n is shown directly, without the use of Lie derivatives.
However, the proof we give in Lemma 3.6 is easily adapted to other situations
that will arise in this paper (e.g. Lemmas 4.10 and 4.13), while the proof in
[NSW85] becomes progressively more complicated to generalize.
Lemma 3.8. For y ∈ B(X,d) (x0, ξ), 1 ≤ n1 ≤ n0, we have∣∣∣∣ detn1×n1 X (y)
∣∣∣∣ ≈ ∣∣∣∣ detn1×n1 X (x0)
∣∣∣∣
In particular, since |detn0×n0 X (x0)| 6= 0, |detn0×n0 X (y)| 6= 0.
Proof. Since y ∈ B(X,d) (x0, ξ), there exists γ : [0, 1]→ B(X,d) (x0, ξ) with
• γ (0) = x0, γ (1) = y,
• γ′ (t) = a (t) ·X (γ (t)),
• a ∈ (L∞ ([0, 1]))n0,
• ∥∥∣∣ξ−da∣∣∥∥
L∞([0,1])
< 1.
But, then consider:
d
dt
∣∣∣∣ detn1×n1 X (γ (t))
∣∣∣∣2 = 2 ∑
I∈I(n1,n)
J∈I(n1,n0)
detXI,J (γ (t))
d
dt
detXI,J (γ (t))
= 2
∑
I∈I(n1,n)
J∈I(n1,n0)
detXI,J (γ (t)) ((a ·X) detXI,J) (γ (t))
.
∣∣∣∣ detn1×n1 X (γ (t))
∣∣∣∣2
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where, in the last step, we have applied Lemma 3.6. Hence, Gronwall’s
inequality shows:∣∣∣∣ detn1×n1 X (y)
∣∣∣∣ = ∣∣∣∣ detn1×n1 X (γ (1))
∣∣∣∣ . ∣∣∣∣ detn1×n1 X (γ (0))
∣∣∣∣ = ∣∣∣∣ detn1×n1 X (x0)
∣∣∣∣ .
Reversing the path γ and applying the same argument, we see that:∣∣∣∣ detn1×n1 X (x0)
∣∣∣∣ . ∣∣∣∣ detn1×n1 X (y)
∣∣∣∣ ,
completing the proof.
Now consider the map Φ : Bn0 (η)→ B(X,d) (x0, ξ). dΦ (0) = X (x0), and
it follows that detn0×n0 dΦ (0) 6= 0. Hence, if we consider Φ as a map to
the leaf generated by X passing through the point x0, the inverse function
theorem shows that there is a (non-admissible) δ > 0 such that:
Φ : Bn0 (δ)→ Φ (Bn0 (δ))
is a C1 diffeomorphism. Pullback the vector field Xj via the map Φ to
Bn0 (δ). Call this C
0 vector field Ŷj.
Clearly Ŷj (0) =
∂
∂uj
. Write:
Ŷj =
∂
∂uj
+
∑
k
aˆkj
∂
∂uk
(3.3)
with aˆkj (0) = 0. Moreover, in polar coordinates, for ω fixed, Remark A.2
shows that aˆkj (rω) is C
1 in the r variable, and it follows that for ω fixed,
aˆkj (rω) = O (r). We will now show that aˆ
k
j satisfies an ODE in the r variable.
The derivation of this ODE is classical (see, for instance, page 155 of [Che46],
though we follow the presentation of [TW03]), and is the main starting point
for this entire section. We include the derivation here, since it is not very
long, and is of fundamental importance to the rest of the paper.
Continuing in polar coordinates,
Φ (r, ω) = exp (r (ω ·X)) x0.
Hence,
dΦ (r∂r) (Φ (r, ω)) = rdΦ (∂r) (Φ (r, ω)) = rω ·X (Φ (r, ω)) .
Writing this in Cartesian coordinates, we have the following vector field
identity on Bn0 (δ):
n0∑
j=1
uj
∂
∂uj
=
n0∑
j=1
ujŶj. (3.4)
28
Taking the lie bracket of (3.4) with Ŷi, we obtain:
n0∑
j=1
(
Ŷi (uj) ∂uj + uj
[
Ŷi, ∂uj
])
=
n0∑
j=1
(
Ŷi (uj) Ŷj + uj
[
Ŷi, Ŷj
])
=
n0∑
j=1
(
Ŷi (uj) Ŷj + uj
n0∑
l=1
c˜li,j (u) Ŷl
)
,
(3.5)
where c˜ki,j (u) = c
k
i,j (Φ (u)), and we have used the fact that
[
Ŷi, Ŷj
]
=∑
c˜ki,jŶk.
Remark 3.9. Since Ŷi is not C
1, one might worry about our manipulations in
(3.5). This turns out to not be a problem. Indeed, it makes sense to take the
above commutator, since Ŷi is C
1 in the r variable (and we are commuting
it with r∂r). Then, the computations on the LHS of (3.5) may be done in
the sense of distributions, while the computations on the RHS may be done
by pushing everything forward via the map Φ. We leave the details to the
reader.
We re-write (3.5) as:(
n0∑
j=1
uj
[
∂uj , Ŷi − ∂ui
])
+ Ŷi − ∂ui
= −
(
n0∑
j=1
(
Ŷi − ∂ui
)
(uj)
(
Ŷj − ∂uj
))
−
n0∑
j=1
n0∑
l=1
uj c˜
l
i,j (u) Ŷl.
(3.6)
Plugging (3.3) into (3.6) we have:
n0∑
j=1
n0∑
k=1
uj
(
∂uj aˆ
k
j
)
∂uk +
n0∑
k=1
aˆki ∂uk
= −
(
n0∑
j=1
n0∑
k=1
aˆ
j
i aˆ
k
j∂uk
)
−
n0∑
k=1
(
n0∑
j=1
uj c˜
k
i,j
)
∂uk −
n0∑
l=1
n0∑
k=1
(
n0∑
j=1
tj c˜
l
i,j
)
aˆkl ∂uk .
(3.7)
Taking the ∂uk component, and writing
∑n0
j=1 uj∂uj + 1 = ∂rr, we have
from (3.7):
∂rraˆ
k
i = −
n0∑
j=1
aˆ
j
i aˆ
k
j −
n0∑
j=1
uj c˜
k
i,j −
n0∑
l=1
(
n0∑
j=1
uj c˜
l
i,j
)
aˆkl . (3.8)
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Define two n0 × n0 matrices, Â, Cu by:
Âi,k :=
(
aˆki
)
, (Cu)i,k :=
(
n0∑
j=1
uj c˜
k
i,j
)
, 1 ≤ i, k ≤ n0.
Using this, (3.8) may be re-written as the matrix valued ODE:
∂rrÂ = −Â2 − CuÂ− Cu. (3.9)
Theorem 3.10. Fix 1
2
≥ κ > 0 (throughout the paper we will choose κ = 1
2
).
Consider the differential equation:
∂rrA (rω) = −A (rω)2 − Cu (rω)A (rω)− Cu (rω) , (3.10)
defined for A : Bn0 (η) → Mn0×n0 (R), where Mn0×n0 (R) denotes the set of
n0×n0 real matrices. Then, there exists an admissible constant η1 = η1 (κ) >
0 such that there exists a unique solution A ∈ C (Bn0 (η1) ;Mn0×n0 (R)) to
(3.10) satisfying A (rω) = O (r) for each fixed ω. Moreover, this solution
satisfies:
• ‖A (t)‖ . |t|.
• supt∈Bn0 (η1) ‖A (t)‖ ≤ κ.
Furthermore, if c˜ki,j ∈ Cm (Bn0 (η1)) with
∥∥c˜ki,j∥∥Cm(Bn0 (η1)) < ∞, then A ∈
Cm (Bn0 (η) ;Mn0×n0 (R)), and if C˜m,η1 is a fixed upper bound for:∥∥c˜ki,j∥∥Cm(Bn0 (η1)) , 1 ≤ i, j, k ≤ n0,
then, there exists an admissible constant Cm = Cm
(
m, C˜m,η1
)
such that:
‖A‖
Cm(Bn0 (η1);Mn0×n0 (R))
≤ Cm. (3.11)
Note that (3.10) is not a standard ODE (due to the factor of r on the
left hand side), and so we cannot apply the standard theorems for existence
and dependence on parameters. Fortunately, though, we will be able to
prove Theorem 3.10, by adapting the methods of [Izz99]. In [TW03], the
solution A was assumed to be a priori C∞, thereby removing many of the
difficulties in the proof of Theorem 3.10. Before we begin the proof, we need
two preliminary lemmas:
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Lemma 3.11. Fix ǫ > 0. Suppose g ∈ Cm (Bn0 (ǫ)). Define h on Bn0 (ǫ)
by:
h (rω) =
{
1
r
∫ r
0
g (sω)ds if r 6= 0,
g (0) if r = 0.
(3.12)
Then, h ∈ Cm (Bn0 (ǫ)). Moreover, if α is a multi-index with |α| ≤ m, we
have:
(∂αuh) (rω) =
{
1
r|α|+1
∫ r
0
s|α| (∂αu g) (sω)ds if r 6= 0,
1
|α|+1
(∂αu g) (0) if r = 0.
(3.13)
Proof. Note that, since g ∈ Cm, the right hand sides of (3.12) and (3.13)
are both continuous in r. Note, also, that to prove the lemma, it suffices
to prove the formula (3.13) for g ∈ C∞, as then the linear map g 7→ h will
extend as a map C∞ → Cm to a map Cm → Cm. Hence, we prove the
lemma just under the assumption g ∈ C∞ (this reduction is not necessary
for our proof, but it simplifies notation a bit).
First, we prove the lemma for r 6= 0. Away from r = 0, h is clearly C∞,
and so we need only verify the formula (3.13). h satisfies the formula:
∂rrh (rω) = g (rω) .
Apply ∂αu to both sides of this formula. Using the fact that [∂
α
u , ∂rr] = |α| ∂αu ,
we have:
∂rr (∂
α
uh) (rω) + |α| (∂αuh) (rω) = (∂αu g) (rω) .
Multiplying both sides by r|α|, we obtain:
∂rr
|α|+1 (∂αuh) (rω) = r
|α| (∂αu g) (rω)
and (3.13) follows for r 6= 0.
Hence, to complete the proof, we need only show that ∂αuh exists at 0
and is given by the 1
|α|+1
(∂αu g) (0). We first consider the case when:
∂βug (0) = 0, 0 ≤ |β| ≤ m,
and we prove the result by induction on the order of α, our base case being
the trivial case |α| = 0. Thus, suppose we have the result for some α,
|α| < m and we wish to show that the following derivative exists, and equals
0:
∂uj∂
α
uh (rω)
∣∣∣∣
r=0
= ∂uj
{
1
r|α|+1
∫ r
0
s|α| (∂αu g) (sω) ds if r 6= 0
0 if r = 0
∣∣∣∣
r=0
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And this will follow if we can show that:
1
r|α|+1
∫ r
0
s|α| (∂αu g) (sω) ds = o (r) . (3.14)
But, by our assumption on g, (∂αu g) (sω) = O (s
2) and (3.14) follows, com-
pleting the proof in this case.
Now turn to the general case g ∈ C∞. We may write:
g (u) =
∑
|β|≤m
1
β!
(
∂βug
)
(0)uβ + ge (u)
where ge vanishes to order m at 0. Thus, by linearity of the map g 7→ h, it
suffices to prove the lemma for monomials uβ. Since we know (3.13) holds
away from r = 0 and we know the RHS of (3.13) is continuous, it suffices
to show that if g = uβ, then h ∈ C∞. But in this case, h = 1
|β|+1
uβ ∈ C∞,
completing the proof.
Lemma 3.12 ([Izz99], p. 2060). Suppose (M, ρ) is a metric space, and
suppose (Qn)
∞
n=0 is a sequence of contractions on M for which there exists a
number c < 1 such that:
ρ (Qn (x) , Qn (y)) ≤ cρ (x, y)
for all x, y ∈ M and all n. Suppose also that there is a point x∞ ∈ M such
that Qn (x∞) → x∞ as n → ∞. Let x0 ∈ M be arbitrary, and define a
sequence (xn) by setting:
xn+1 = Qn (xn) .
Then, xn → x∞ as n→∞.
Proof of Theorem 3.10. It is easy to see from the definition Cu that:
‖Cu (rω)‖ ≤ Dr
where D is an admissible constant. Take η1 = η1 (κ) > 0 to be an admissible
constant so small that:
κ2 +
Dη1
2
(κ+ 1) ≤ κ, κ + Dη1
3
≤ 3
4
.
Our first step will be to show the existence of A using the contraction
mapping principle. Moreover, this contraction mapping principle may be
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considered the base case in an induction we will use at the end of the proof,
to establish the regularity of A. Consider the metric space:
M :=
{
A ∈ C (Bn0 (η1) ;Mn0×n0 (R)) :A (0) = 0, sup
0<r≤η1
ω∈Sn0−1
∥∥∥∥1rA (rω)
∥∥∥∥ <∞,
sup
t∈Bn0 (η1)
‖A (t)‖ ≤ κ
}
with the metric:
ρ (A,B) = sup
0<r≤η1
ω∈Sn0−1
∥∥∥∥1r (A (rω)− B (rω))
∥∥∥∥ .
Note that M is complete with respect to the metric ρ. Define the map
T : M → C (Bn0 (η1) ;Mn0×n0 (R)), by:
TA (rω) =
{
1
r
∫ r
0
−A (sω)2 − Cu (sω)A (sω)− Cu (sω)ds if r 6= 0,
0 if r = 0.
Note that, by Lemma 3.11, TA ∈ C (Bn0 (η1) ;Mn0×n0 (R)).
Our first goal is to show that T : M → M . Consider, for 0 < r ≤ η1,
ω ∈ Sn0−1, A ∈M ,
‖TA (rω)‖ ≤ 1
r
∫ r
0
‖A (sω)‖2 + ‖Cu (sω)‖ ‖A (sω)‖+ ‖Cu (sω)‖ ds
≤ 1
r
∫ r
0
(
κ2 +Dsκ+Ds
)
ds
≤ κ2 + Dη1
2
κ+
Dη1
2
≤ κ.
Thus, by the definition of TA, supt∈Bn0 (η1) ‖TA (t)‖ ≤ κ.
Next, we have:∥∥∥∥1rTA (rω)
∥∥∥∥ ≤ 1r2
∫ r
0
(sκρ (0, A) +Dsκ+Ds) ds
=
κ
2
ρ (0, A) +
Dκ
2
+
D
2
<∞.
Hence, T : M →M .
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Next, we wish to show that T is a contraction. Consider, suppressing
the dependence on sω in the integrals,∥∥∥∥1r (TA (rω)− TB (rω))
∥∥∥∥ = ∥∥∥∥ 1r2
∫ r
0
− (A− B)A−B (A− B)− Cu (A− B)
∥∥∥∥
≤ 1
r2
∫ r
0
(
2sκρ (A,B) +Ds2ρ (A,B)
)
ds
≤ κρ (A,B) + Dη1
3
ρ (A,B)
≤ 3
4
ρ (A,B)
where the last line follows by our choice of η1. Thus, we have ρ (TA, TB) ≤
3
4
ρ (A,B).
Applying the contraction mapping principle, there exists a unique fixed
point A ∈ M such that TA = A. This is the desired solution to (3.10).
Since A ∈ M , we have supt∈Bn0 (η1) ‖A (t)‖ ≤ κ. Moreover, since A =
limn→∞ T
n (0), we have:
ρ (0, A) = lim
n→∞
ρ (0, T n0) ≤
∞∑
n=1
ρ
(
T n−10, T n0
) ≤ ∞∑
n=0
(
3
4
)n
ρ (0, T0) = 4ρ (0, T0)
and for r 6= 0, we have:∥∥∥∥1rT0 (rω)
∥∥∥∥ ≤ 1r2
∫ r
0
Dsds ≤ D
2
and so ρ (0, T0) . 1 and therefore ρ (0, A) . 1. This can be rephrased as
‖A (t)‖ . |t|.
We now turn to uniqueness of the solution A. Suppose B is another
solution (we are not, necessarily, assuming B ∈ M). Suppose that, for ω
fixed, ‖B (rω)‖ = O (r). Then, we have:
‖r (A (rω)− B (rω))‖ ≤
∫ r
0
(
‖s (A−B)‖
[∥∥∥∥As
∥∥∥∥+ ∥∥∥∥Bs
∥∥∥∥+ ∥∥∥∥Cus
∥∥∥∥]) ds
And applying the integral form of Gronwall’s inequality to ‖r (A− B)‖
shows that A = B.
To conclude the proof, we need to show that if c˜ki,j ∈ Cm, then A ∈ Cm,
and to estimate the Cm norm of A. First, we show that A ∈ Cm. To do this,
we will show that T n0→ A in Cm (Bn0 (η1) ;Mn0×n0 (R)) (here we mean the
Banach space of those Cm functions all of whose derivatives up to order m
are bounded on Bn0 (η1)). We proceed by induction on m, our base case
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being m = 0, which we have already proven, by the contraction mapping
principle. Thus, suppose
∥∥c˜ki,j∥∥Cm(Bn0 (η1)) < ∞ for 1 ≤ i, j, k ≤ n0 and
suppose
lim
n→∞
‖T n0− A‖
Cm−1(Bn0 (η1);Mn0×n0 (R))
= 0.
Fix |α| = m. We will show that
∂αuT
n0
converges in C0 (Bn0 (η1) ;Mn0×n0 (R)), and this will complete the induction.
Note that, by Lemma 3.11 we know that, for each n, T n0 ∈ Cm. Fix r 6= 0,
ω ∈ Sn0−1.
Define γn = T
n (0), γ∞ = A. By Lemma 3.11, we have, for n <∞,
∂αuT (γn) (rω) =
1
rm+1
∫ r
0
sm∂αu
(−γ2n − Cuγn − Cu) ds
=
∑
α1+α2=α
1
rm+1
∫ r
0
sm (− (∂α1u γn) (∂α2u γn)− (∂α1u Cu) (∂α2u γn)) ds
− 1
rm+1
∫ r
0
sm∂αuCuds.
(3.15)
Define, for l ∈ C0 (Bn0 (η1) ;Mn0×n0 (R)), and for 0 ≤ n ≤ ∞,
Qn (l) (rω) = −
∑
α1+α2=α
α1 6=0
α2 6=0
1
rm+1
∫ r
0
sm (∂α1u γn) (∂
α2
u γn) ds
−
∑
α1+α2=α
α1 6=0
1
rm+1
∫ r
0
sm (∂α1u Cu) (∂
α2
u γn) ds
− 1
rm+1
∫ r
0
sm∂αuCuds
− 1
rm+1
∫ r
0
sm (lγn + γnl + Cul) ds.
(3.16)
Note that Qn (l) (u) extends continuously to u = 0 and we have:
Qn : C
0 (Bn0 (η1) ;Mn0×n0 (R))→ C0 (Bn0 (η1) ;Mn0×n0 (R)) .
Putting (3.15) and (3.16) together, we see, for 0 ≤ n <∞,
Qn (∂
α
uγn) = ∂
α
uT (γn) . (3.17)
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Our next goal is to show that Qn is a contraction (n ≤ ∞), as a map
Qn : C
0 (Bn0 (η1) ;Mn0×n0 (R))→ C0 (Bn0 (η1) ;Mn0×n0 (R)) .
Consider, for r 6= 0, ω ∈ Sn0−1, and using that γn ∈M for all n,
‖Qn (l1) (rω)−Qn (l2) (rω)‖
=
∥∥∥∥ 1rm+1
∫ r
0
sm [(l1 − l2) γn + γn (l1 − l2) + Cu (l1 − l2)]
∥∥∥∥
≤ ‖l1 − l2‖C0(Bn0 (η1);Mn0×n0 (R))
1
rm+1
∫ r
0
sm (2κ+Ds)
≤ ‖l1 − l2‖C0(Bn0 (η1);Mn0×n0 (R))
(
2κ
m+ 1
+
Dη1
m+ 2
)
≤ 3
4
‖l1 − l2‖C0(Bn0 (η1);Mn0×n0 (R))
where the last line follows by our choice of η1.
Next, fix l ∈ C0 (Bn0 (η1) ;Mn0×n0 (R)). We wish to show that Qn (l) →
Q∞ (l) in C
0 (Bn0 (η1) ;Mn0×n0 (R)). Consider,
Qn (l) (rω)−Q∞ (l) (rω) = −
∑
α1+α2=α
α1 6=0
α2 6=0
1
rm+1
∫ r
0
sm (∂α1u (γn − γ∞)) (∂α2u γn) ds
−
∑
α1+α2=α
α1 6=0
α2 6=0
1
rm+1
∫ r
0
sm (∂α1u γ∞) (∂
α2
u (γn − γ∞)) ds
−
∑
α1+α2=α
α1 6=0
1
rm+1
∫ r
0
sm (∂α1u Cu) (∂
α2
u (γn − γ∞)) ds
− 1
rm+1
∫ r
0
sm (l (γn − γ∞) + (γn − γ∞) l + Cul) ds.
Using our inductive hypothesis that γn → γ∞ in Cm−1 (Bn0 (η1) ;Mn0×n0 (R))
it is easy to show that the above goes to 0 uniformly in (r, ω) as n→∞.
In particular, if we let l∞ be the unique fixed point of the strict contrac-
tion Q∞ we have that Qn (l∞) → l∞ in C0 (Bn0 (η1) ;Mn0×n0 (R)). Using
(3.17), we have:
∂αuγn+1 = ∂
α
uT (γn) = Qn (∂
α
uγn) .
Hence, Lemma 3.12 shows that:
∂αuγn → l∞
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which shows that ∂αuT
n0 converges in C0 (Bn0 (η1) ;Mn0×n0 (R)). It follows
that A ∈ Cm (Bn0 (η1) ;Mn0×n0 (R)).
Moreover, we have that ∂αuA = l∞, where l∞ was the unique fixed point
of Q∞. Hence, by the contraction mapping principle, ∂
α
uA = limn→∞Q
n
∞0.
It follows, by a proof similar to the one we did before for T , that we have:
‖∂αuA‖C0(Bn0 (η1);Mn0×n0 (R)) ≤ 4 ‖Q∞ (0)‖C0(Bn0 (η1);Mn0×n0 (R)) .
Let us suppose, for induction that we have (3.11) for m− 1. Then to prove
(3.11) for m it suffices to show that:
‖Q∞ (0)‖C0(Bn0 (η1);Mn0×n0 (R)) ≤ Cm
(
m, C˜m,η1
)
but this follows immediately from the inductive hypothesis and the definition
of Q∞.
Now fix η1 and A as in the conclusion of Theorem 3.10, taking κ =
1
2
.
Lemma 3.13. A
∣∣
Bn0 (δ)
= Â.
Proof. Using, as remarked before, that for fixed ω,
∥∥∥Â (rω)∥∥∥ = O (r), this
follows just as in the proof of uniqueness in Theorem 3.10.
Lemma 3.13 shows that we may extend the vector fields Ŷj by setting:
Yj = ∂uj +
n0∑
k=1
akj∂uk
where Aj,k =
(
akj
)
.
Theorem 3.14. dΦ (Yj) = Xj.
To prove Theorem 3.14, we need a preliminary lemma:
Lemma 3.15. Fix ω ∈ Sn0−1, r0 < η1, and suppose that for all r ≤
r0, |detn0×n0 dΦ (rω)| 6= 0. Then, on the line {rω : 0 ≤ r ≤ r0}, we have
dΦ (Yj) = Xj, 1 ≤ j ≤ n0.
Proof. Suppose not. Define
r1 = sup {r ≥ 0 : dΦ (Yj) = Xj on the line {r′ω : 0 ≤ r′ ≤ r} , 1 ≤ j ≤ n0} .
Then we must have r1 < r0 (by continuity). Since Ŷj = Yj
∣∣
Bn0 (δ)
, we know
that r1 > 0. Since |detn0×n0 dΦ (r1ω)| 6= 0, the inverse function theorem
37
implies that there exists a neighborhood V of r1ω such that Φ : V → Φ (V )
is a C1 diffeomorphism.
Pick 0 < r2 < r3 < r1 < r4 such that:
{r′ω : r2 ≤ r′ ≤ r4} ⊂ V.
Let Y˜j be the pullback of Xj to V via the map Φ. By our choice of r1, we
have that on the line {r′ω : r2 ≤ r′ ≤ r3}, Y˜j = Yj. On the other hand, if we
write:
Y˜j = ∂uj + a˜
k
j∂uk
then the coefficients a˜kj satisfy the differential equation (3.10) (this follows
just as before). Away from r = 0 this is a standard ODE, so standard
uniqueness theorems (say using Gronwall’s inequality) show that Y˜j = Yj on
the line {r′ω : r2 ≤ r′ ≤ r4}. This contradicts our choice of r1.
From here, Theorem 3.14 will follow immediately from the following the-
orem:
Theorem 3.16. For all t ∈ Bn0 (η1),∣∣∣∣ detn0×n0 dΦ (t)
∣∣∣∣ ≈ ∣∣∣∣ detn0×n0 dΦ (0)
∣∣∣∣ = ∣∣∣∣ detn0×n0 X (x0)
∣∣∣∣ .
Theorem 3.16, in turn, follows immediately from the following lemma
and a simple continuity argument:
Lemma 3.17. Fix ω ∈ Sn0−1, 0 < r0 < η1. Suppose for 0 ≤ r ≤ r0,
|detn0×n0 dΦ (rω)| 6= 0. Then, for all 0 ≤ r ≤ r0,∣∣∣∣ detn0×n0 dΦ (rω)
∣∣∣∣ ≈ ∣∣∣∣ detn0×n0 dΦ (0)
∣∣∣∣
Here, the implicit constants depend on neither r0 nor ω.
Proof. By Lemma 3.15, for all 0 ≤ r ≤ r0, we have
dΦ (Yj) (Φ (rω)) = Xj (Φ (rω)) .
Rewriting this in matrix notation, we have:
dΦ ((I + A)▽u) (Φ (rω)) = X (Φ (rω)) .
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Thus, by applying (B.1), we have at the point Φ (rω):∣∣∣∣ detn0×n0 X
∣∣∣∣ = ∣∣∣∣ detn0×n0 dΦ (I + A)
∣∣∣∣
=
√
det
(
(I + A)t dΦtdΦ (I + A)
)
= |det (I + A)|
√
det (dΦtdΦ)
= |det (I + A)|
∣∣∣∣ detn0×n0 dΦ
∣∣∣∣ .
However, we have ‖A‖ ≤ 1
2
, and so we have:∣∣∣∣ detn0×n0 dΦ (rω)
∣∣∣∣ ≈ ∣∣∣∣ detn0×n0 X (Φ (rω))
∣∣∣∣ .
Applying Lemma 3.8, we see that∣∣∣∣ detn0×n0 X (Φ (rω))
∣∣∣∣ ≈ ∣∣∣∣ detn0×n0X (x0)
∣∣∣∣ = ∣∣∣∣ detn0×n0 dΦ (0)
∣∣∣∣ ,
completing the proof.
Proposition 3.18. We have, for m ≥ 0:
‖f‖
Cm+1(Bn0 (η1))
≈m
∑
|α|≤m+1
‖Y αf‖
C0(Bn0 (η))
and,
‖A‖
Cm(Bn0 (η1);Mn0×n0 (R))
.m 1.
It immediately follows that:
‖Yj‖Cm(Bn0 (η1)) .m 1
in particular,
‖Yj‖C2(Bn0 (η1)) . 1.
Proof. We prove the result by induction. Our base case will be m = 0. We
already know,
‖A‖
C0(Bn0 (η1))
≤ 1
2
.0 1.
Recall, .0,.1,.2, and . all mean the same thing. For notational conve-
nience, write the operator:
▽Y f = (Y1f, . . . , Yn0f) .
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Since ▽Y = (I + A)▽u, and ‖I + A‖C0(Bn0 (η1);Mn0×n0 (R)) . 1, it follows
that: ∑
|α|≤1
‖Y αf‖
C0(Bn0 (η1))
.0 ‖f‖C1(Bn0 (η1)) .
Conversely, since▽u = (I + A)−1▽Y and
∥∥(I + A)−1∥∥
C0(Bn0 (η1);Mn0×n0 (R))
.
1 (which can be seen by writing (I + A)−1 as a Neumann series), we have:
‖f‖
C1(Bn0 (η1))
.0
∑
|α|≤1
‖Y αf‖
C0(Bn0 (η1))
.
Suppose, for induction, that we have:
‖f‖
Cm(Bn0 (η1))
≈m−1
∑
|α|≤m
‖Y αf‖
C0(Bn0 (η))
.
Then, note, ∥∥c˜ki,j∥∥Cm(Bn0 (η1)) ≈m−1 ∑
|α|≤m
∥∥Y αc˜ki,j∥∥C0(Bn0 (η)) .
But,
Y αc˜ki,j =
(
Xαcki,j
) ◦ Φ
and hence, ∑
|α|≤m
∥∥Y αc˜ki,j∥∥C0(Bn0 (η)) .m 1
and we have that: ∥∥c˜ki,j∥∥Cm(Bn0 (η1)) .m 1
for all i, j, k. It follows from Theorem 3.10 that:
‖A‖
Cm(Bn0 (η1);Mn0×n0 (R))
.m 1.
And thus, we have, using the Neumann series, that:∥∥(I + A)−1∥∥
Cm(Bn0 (η1);Mn0×n0 (R))
, ‖I + A‖
Cm(Bn0 (η1);Mn0×n0 (R))
.m 1.
Hence, since ▽u = (I + A)−1▽Y and ▽Y = (I + A)▽u, it follows easily
that:
‖f‖
Cm+1(Bn0 (η1))
≈m
∑
|α|≤m+1
‖Y αf‖
C0(Bn0 (η))
.
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Now we turn our attention to showing that if we shrink η1 enough, while
still keeping it admissible, we have that Φ is injective on Bn0 (η1). This result
is essentially contained in [TW03] (see p. 622 of that reference), however
we recreate the proof below for completeness, and to make it clear why
each constant is admissible. Thus, the next lemma and proposition follow
[TW03].
Lemma 3.19. Suppose Z is a C1 vector field on an open subset V ⊆ Rn,
and U ⊆ V . Then, there exists a δ > 0, depending only on n, such that if
‖Z‖C1(U) ≤ δ, then there does not exist x1 ∈ U with:
• etZx1 ∈ U , 0 ≤ t ≤ 1,
• eZx1 = x1,
• Z (x1) 6= 0.
Proof. Suppose the lemma does not hold, and we have an x1 and Z as above.
In the proof of this lemma, we will use big-O notation–the implicit constants
will only depend on n. Differentiating the identity:
d
dt
etZx1 = Z
(
etZx1
)
we obtain:
d2
dt2
etZx1 = O
(
δ
∣∣∣∣ ddtetZx1
∣∣∣∣) .
Thus, by Gronwall’s inequality:
d
dt
etZx1 = O
(∣∣∣∣ ddtetZx1
∣∣∣∣
t=0
∣∣∣∣) = O (|Z (x1)|)
for t ≤ 1. Hence,
d2
dt2
etZx1 = O (δ |Z (x1)|) .
Integrating, we obtain:
d
dt
etZx1 = Z (x1) +O (δ |t| |Z (x1)|) .
Integrating again, we obtain:
x1 = e
Zx1 = x1 + Z (x1) +O (δ |Z (x1)|) .
which is impossible if δ is sufficiently small, completing the proof.
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Proposition 3.20. We may shrink η1, while still keeping it admissible, to
ensure that Φ is injective on Bn0 (η1).
Proof. We will construct an admissible constant η2 with the properties de-
sired in the statement of the proposition, and then the proof will be com-
pleted by renaming η2, η1.
Consider the maps Ψu0 (u) = e
u·Y u0, defined for |u0| , |u| ≤ η′, where
η′ > 0 is some sufficiently small admissible constant. Notice, since
‖Yj‖C2(Bn0 (η1)) . 1
we have by Theorem A.1 that Ψu0 ∈ C2 with C2 norm admissibly bounded
uniformly in u0. Furthermore, since dΨu0 (0) = (I + A (u0)), and ‖A‖ ≤ 12 ,
we have that |det dΨu0 (0)| & 1, uniformly in u0.
Hence we apply the uniform inverse function theorem (Theorem A.3) to
see that there exist admissible constants η2 > 0, δ > 0 such that for all
u1, u2 ∈ Bn0 (η2) there exists u0 ∈ Bn0 (δ) with u2 = Ψu1 (u0). Moreover, by
shrinking η2, we may shrink δ.
Now suppose Φ : B (η2) → B˜(X,d) (x0, ξ) is not injective. Thus, there
exist u1, u2 ∈ Bn0 (η2) , u1 6= u2 such that
Φ (u1) = Φ (u2) .
But, since there exists 0 6= u0 ∈ Bn0 (δ) with u2 = eu0·Y u1, we have that:
Φ (u1) = Φ (u2) = e
u0·XΦ (u1) .
Setting Z = u0·X , we have by Lemma 3.8 that Z is non-zero on B(X,d) (x0, ξ).
Applying Lemma 3.19, we see that by taking δ admissibly small enough (and
therefore η2 admissibly small enough), we achieve a contradiction.
Our proof of Theorem 3.1 will now be completed by the following propo-
sition:
Proposition 3.21 ([NSW85], Lemma 2.16). There exists an admissible con-
stant ξ1 > 0, such that
B(X,d) (x0, ξ1) ⊆ Φ (Bn0 (η1)) .
Proof. Actually, the proof in [NSW85] proves something more general. In
our case, though, we have already shown that Φ is injective (Proposition
3.20), and this simplifies matters, somewhat. We include this simplified
proof, and refer the reader to [NSW85] for the stronger results.
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Fix ξ1 > 0. Suppose y ∈ B(X,d) (x0, ξ1). Thus, there exists φ : [0, 1] →
B(X,d) (x0, ξ1), φ (0) = x0, φ (1) = y,
φ′ (t) = (b ·X) (φ (t))
with b ∈ L∞ ([0, 1])n0 , ∥∥∣∣ξ−d1 b∣∣∥∥L∞([0,1]) < 1.
Define
T =
{
t ≤ 1 : φ (t′) ∈ Φ
(
Bn0
(η1
2
))
, ∀0 ≤ t′ ≤ t
}
.
Let t0 = sup T . We want to show that, by taking ξ1 admissibly small enough
we have that t0 = 1 and φ (1) ∈ Φ
(
Bn0
(
η1
2
))
.
Suppose not. Then, we must have that |Φ−1 (φ (t0))| = η12 . Then, we
have:
η1
2
=
∣∣Φ−1 (φ (t0))∣∣
=
∣∣∣∣∫ t0
0
d
dt
Φ−1 (φ (t))
∣∣∣∣
=
∣∣∣∣∫ t0
0
(
(b ·X) Φ−1) (φ (t))∣∣∣∣
=
∣∣∣∣∫ t0
0
(b · Y ) (Φ−1 (φ (t)))∣∣∣∣
<
η1
2
,
provided ξ1 is admissibly small enough. In the second to last line,
(b · Y ) (Φ−1 (φ (t)))
denotes the vector b ·Y evaluated at the point Φ−1 (φ (t)). This achieves the
contradiction and completes the proof.
4 Carnot-Carathe´odory balls at the unit scale
In this section, we generalize Theorem 3.1 to the case when the vector fields
may not be linearly independent–thereby completing the proof of Theo-
rem 1.3. Suppose X = (X1, . . . , Xq) are q C
1 vector fields with associ-
ated single-parameter formal degrees d = (d1, . . . , dq) ∈ (0,∞)q, defined
on the fixed connected open set Ω ⊆ Rn. Fix 1 ≥ ξ > 0, x0 ∈ Ω. Let
n0 = dim span{X1 (x0) , . . . , Xq (x0)}. Fix 1 ≥ ζ > 0, J0 ∈ I (n0, q); we
assume that: ∣∣∣∣ detn0×n0XJ0 (x0)
∣∣∣∣
∞
≥ ζ sup
J∈I(n0,q)
∣∣∣∣ detn0×n0 XJ (x0)
∣∣∣∣
∞
. (4.1)
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Recall if J0 = (j1, . . . , jn0), (X, d)J0 denotes the list with formal degrees(
(Xj1, dj1) , . . . ,
(
Xjn0 , djn0
))
. We also write XJ0 to denote the list of vector
field Xj1, . . . , Xjn0 , and dJ0 to denote the list of formal degrees dj1, . . . , djn0 .
Suppose, further, that (X, d)J0 satisfies C (x0, ξ). In addition, suppose that
the Xjs satisfy an integrability condition on B(X,d)J0
(x0, ξ) given by:
[Xj, Xk] =
∑
l
clj,kXl. (4.2)
Without loss of generality, we assume for the remainder of the section that
J0 = (1, . . . , n0). We will also assume that:
• For 1 ≤ j ≤ n0,Xj is C2 onB(X,d)J0 (x0, ξ) and satisfies ‖Xj‖C2(B(X,d)J0 (x0,ξ)
) <
∞.
• For |α| ≤ 2, 1 ≤ i, j ≤ n0, 1 ≤ k ≤ q, XαJ0cki,j ∈ C0
(
B(X,d) (x0, ξ)
)
, and∑
|α|≤2
∥∥XαJ0cki,j∥∥C0(B(X,d)J0 (x0,ξ)) <∞.
• For |α| ≤ 1, 1 ≤ i, j, k ≤ q, XαJ0cki,j ∈ C0
(
B(X,d) (x0, ξ)
)
, and∑
|α|≤1
∥∥XαJ0cki,j∥∥C0(B(X,d)J0 (x0,ξ)) <∞.
We will say that C is an admissible constant if C can be chosen to depend
only on a fixed upper bound, dmax <∞, for d1, . . . , dq, a fixed lower bound
dmin > 0 for d1, . . . , dq, a fixed upper bound for n and q (and therefore for
n0), a fixed lower bound, ξ0 > 0, for ξ, a fixed lower bound, ζ0 > 0, for ζ ,
and a fixed upper bound for the quantities:
‖Xj‖C2(B(X,d)J0 (x0,ξ)
) , 1 ≤ j ≤ n0,∑
|α|≤2
∥∥XαJ0cki,j∥∥C0(B(X,d)J0 (x0,ξ)) , 1 ≤ i, j ≤ n0, 1 ≤ k ≤ q,∑
|α|≤1
∥∥XαJ0cki,j∥∥C0(B(X,d)J0 (x0,ξ)) , 1 ≤ i, j, k ≤ q.
Furthermore, if we say that C is an m-admissible constant, we mean that
in addition to the above, we assume that:
• ‖Xj‖Cm(B(X,d)J0 (x0,ξ)
) <∞, for every 1 ≤ j ≤ n0,
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• ∑|α|≤m ∥∥XαJ0cki,j∥∥C0(B(X,d)J0 (x0,ξ)) < ∞, for every 1 ≤ i, j ≤ n0, 1 ≤
k ≤ q,
• ∑|α|≤m−1 ∥∥XαJ0cki,j∥∥C0(B(X,d)J0 (x0,ξ)) <∞, for every 1 ≤ i, j, k ≤ q.
(in particular, the above partial derivatives exist and are continuous). C is
allowed to depend on m, all the quantities an admissible constant is allowed
to depend on, and a fixed upper bound for the above quantities. Note that,
as before, .0,.1,.2, and . all denote the same thing.
For η > 0, a sufficiently small admissible constant, define the map:
Φ : Bn0 (η)→ B˜(X,d)J0 (x0, ξ)
by
Φ (u) = exp (u ·XJ0) x0.
The main results of this section are the following:
Theorem 4.1. There exist admissible constants η1 > 0, ξ1 ≥ ξ2 > 0, such
that:
• Φ : Bn0 (η1)→ B˜(X,d)J0 (x0, ξ) is one-to-one.
• For all u ∈ Bn0 (η1), |detn0×n0 dΦ (u)| ≈ |detn0×n0 X (x0)|.
• B(X,d) (x0, ξ2) ⊆ B(X,d)J0 (x0, ξ1) ⊆ Φ (Bn0 (η1)) ⊆ B˜(X,d)J0 (x0, ξ) ⊆
B(X,d)J0
(x0, ξ) ⊆ B(X,d) (x0, ξ).
Furthermore, if we let Yj (1 ≤ j ≤ q) be the pullback of Xj under the map
Φ, then we have:
‖Yj‖Cm(Bn0 (η1)) .m 1
in particular,
‖Yj‖C2(Bn0 (η1)) . 1.
Finally, if for u ∈ Bn0 (η1) we define the n0 × n0 matrix A (u) by:21
(Y1, . . . , Yn0) = (I + A)▽u
then,
sup
u∈Bn0 (η1)
‖A (u)‖ ≤ 1
2
.
21Recall, we have, without loss of generality, assumed J0 = (1, . . . , n0).
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Corollary 4.2. Let η1, ξ1, ξ2 be as in Theorem 4.1. Then, there exist ad-
missible constants 0 < η2 < η1, 0 < ξ4 ≤ ξ3 < ξ2 such that:
B(X,d) (x0, ξ4) ⊆ B(X,d)J0 (x0, ξ3) ⊆ Φ (Bn0 (η2))
⊆ B˜(X,d)J0 (x0, ξ2) ⊆ B(X,d)J0 (x0, ξ2) ⊆ B(X,d) (x0, ξ2)
⊆ B(X,d)J0 (x0, ξ1) ⊆ Φ (Bn0 (η1)) ⊆ B˜(X,d)J0 (x0, ξ)
⊆ B(X,d)J0 (x0, ξ) ⊆ B(X,d) (x0, ξ) ,
and Vol
(
B(X,d) (x0, ξ2)
) ≈ |detn0×n0 X (x0)|, where Vol (A) denotes the in-
duced Lebesgue volume on the leaf generated by the Xjs, passing through the
point x0.
Corollary 4.3. Take ξ4 as in Corollary 4.2. Then, there exists φ ∈ C20
(
B(X,d) (x0, ξ)
)
(here, we mean C2 as thought of as a function on the leaf), which equals 1
on B(X,d) (x0, ξ4) and satisfies:
|Xαφ| .(|α|−1)∨0 1
for every ordered multi-index α.
Remark 4.4. Later in the paper we will apply Corollaries 4.2 and 4.3 without
explicitly saying what J0 and ζ are. In these cases, we are choosing ζ = 1
and J0 such that: ∣∣∣∣ detn0×n0 XJ0 (x0)
∣∣∣∣
∞
=
∣∣∣∣ detn0×n0 X (x0)
∣∣∣∣
∞
.
Remark 4.5. In our definition of admissible constants, we have assumed
greater regularity on X1, . . . , Xn0 than on Xj , n0 < j ≤ q. In many appli-
cations, it is easier to just assume more symmetric regularity assumptions,
that imply the assumptions of this section. Later in the paper we sometimes
assume the following, stronger hypotheses:
• (X, d) satisfies C (x0, ξ), and (4.2) holds on B(X,d) (x0, ξ).
• In addition to everything that they are allowed to depend on in this
section, m-admissible constants (for m ≥ 2) can depend on a fixed
upper bound for the quantities:
‖Xl‖Cm(B(X,d)(x0,ξ)) ,
∑
|α|≤m
∥∥Xαcki,j∥∥C0(B(X,d)(x0,ξ))
where 1 ≤ i, j, k, l ≤ q, and these derivatives are assumed to exist, and
the norms are assumed to be finite. Admissible constants are defined
to be 2-admissible constants.
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Remark 4.6. Just as in Remark 3.3, the djs do not play an essential role in
this section.
Remark 4.7. As mentioned in the Section 1.1, “at the unit scale” in the title
of this section refers to the unit scale with respect to the vector fields Xj .
Thus, if the vector fields Xj are very small, one can think of the results in
this section as taking place at a very small scale.
Remark 4.8. The observant reader may have noticed that we made no a
priori bound on Xj , n0 < j ≤ q. However, we will see using Cramer’s
rule that (4.1) implies a bound for Xj at x0. In addition, we will be able
to use Gronwall’s inequality to obtain bounds at points other than x0 (see
(4.4)). The reader may wonder, though, that since we have assumed no a
priori bound for the C1 norm of Xj (n0 < j ≤ q), do we need to insist that
they are C1? The answer is partially no, though our definitions only makes
sense when the Xj are all assumed to be C
1. We will see that the above
assumptions will show thatX1, . . . , Xn0 are integrable (see Proposition 4.14),
and from there all we need is thatXj (n0 < j ≤ q) is C1 on the leaf generated
by X1, . . . , Xn0 , passing through x0. This perspective is taken up in Section
4.1; in fact, the main reason we have been careful to not assume a bound on
the C1 norm of Xj (n0 < j ≤ q) in this section, is to make clear how these
arguments also work in the setup of Section 4.1.
Before we prove Theorem 4.1, let us first see how it implies the two
corollaries.
Proof of Corollary 4.2. We obtain η1, ξ1, ξ2 from Theorem 4.1. Then, apply
Theorem 4.1 again with ξ2 in place of ξ to complete the proof of the first
part of the corollary.
By the above containments, we have:
Vol (Φ (Bn0 (η2))) . Vol
(
B(X,d) (x0, ξ2)
)
. Vol (Φ (Bn0 (η1))) .
Using (B.2) and the fact that∣∣∣∣ detn0×n0 dΦ (t)
∣∣∣∣ ≈ ∣∣∣∣ detn0×n0 X (x0)
∣∣∣∣
for all t ∈ Bn0 (η1), the estimate on the volume follows immediately.
Remark 4.9. By a proof similar to the one of Corollary 4.2, we have that if
ξ′ > 0, is a fixed admissible constant with ξ′ ≤ ξ2, then,
Vol
(
B(X,d) (x0, ξ
′)
) ≈ ∣∣∣∣ detn0×n0 X (x0)
∣∣∣∣ .
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Proof of Corollary 4.3. Let ψ ∈ C∞0 (Bn0 (η1)), with ψ = 1 on Bn0 (η2).
Define
φ (x) =
{
ψ (Φ−1 (x)) if x ∈ Φ (Bn0 (η1)),
0 otherwise.
Then, we see:
Xαφ (x) =
{
(Y αψ) (Φ−1 (x)) if x ∈ Φ (Bn0 (η1)),
0 otherwise.
Thus, to prove the corollary, it suffices to show that:
|Y αψ| .(|α|−1)∨0 1
and this is obvious.
We now turn to the proof of Theorem 4.1. The main idea is to apply
Theorem 3.1 to the vector fields (X, d)J0 .
Lemma 4.10. Fix 1 ≤ n1 ≤ n ∧ q. Then, for 1 ≤ j ≤ n0, I ∈ I (n1, n),
J ∈ I (n1, q), x ∈ B(X,d)J0 (x0, ξ),∣∣∣Xj detX (x)I,J ∣∣∣ . ∣∣∣∣ detn1×n1 X (x)
∣∣∣∣ .
Proof. This can be proved by a simple modification of the proof for Lemma
3.6. We leave the details to the reader.
Lemma 4.11. For y ∈ B(X,d)J0 (x0, ξ), 1 ≤ n1 ≤ q ∧ n,∣∣∣∣ detn1×n1 X (y)
∣∣∣∣ ≈ ∣∣∣∣ detn1×n1 X (x0)
∣∣∣∣ .
In particular, for all y ∈ B(X,d)J0 (x0, ξ), dim span{X1 (y) , . . .Xq (y)} = n0.
Proof. This can be proved by a simple modification of the proof of Lemma
3.8, using Lemma 4.10. We leave the details to the reader.
Take I0 ∈ I (n0, n) such that:∣∣∣detX (x0)I0,J0∣∣∣ = sup
I∈I(n0,n)
∣∣∣detX (x0)I,J0∣∣∣ .
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Lemma 4.12. There exists an admissible constant ξ1 > 0, ξ1 ≤ ξ such that
for every y ∈ B(X,d)J0 (x0, ξ
1), we have:∣∣∣detX (y)I0,J0∣∣∣ & ∣∣∣∣ detn0×n0 X (y)
∣∣∣∣
Proof. Fix I ∈ I (n0, n), J ∈ I (n0, q). Let γ : [0, 1] → B(X,d)J0 (x0, ξ)
satisfy:
γ′ (t) = (b ·XJ0) (γ (t))
with b ∈ L∞ ([0, 1])n0 , ∥∥∣∣ξ−dJ0 b∣∣∥∥
L∞([0,1])
< 1.
By applying Lemmas 4.10, 4.11, we see:
d
dt
|detXI,J (γ (t))|2 = detXI,J (γ (t)) ((b ·XJ0) detXI,J) (γ (t))
.
∣∣∣∣ detn0×n0 X (γ (t))
∣∣∣∣2
≈
∣∣∣∣ detn0×n0 X (x0)
∣∣∣∣2
≈
∣∣∣∣ detn0×n0 X (x0)J0
∣∣∣∣2
≈
∣∣∣detX (x0)I0,J0∣∣∣2
and therefore,
d
dt
|detXI,J (γ (t))|2 ≤ C
∣∣∣detX (x0)I0,J0∣∣∣2
where C is some admissible constant. Thus, if t ≤ 1
2C
, we have:∣∣∣detX (γ (t))I0,J0∣∣∣ ≈ ∣∣∣detX (x0)I0,J0∣∣∣
and, ∣∣∣detX (γ (t))I,J∣∣∣ . ∣∣∣detX (x0)I,J∣∣∣ + ∣∣∣detX (x0)I0,J0∣∣∣
.
∣∣∣detX (x0)I0,J0∣∣∣
≈
∣∣∣detX (γ (t))I0,J0∣∣∣ .
(4.3)
We complete the proof by noting that there exists an admissible constant
ξ1 > 0 such that for every point y ∈ B(X,d)J0 (x0, ξ
1) there is a γ of the above
form and a t ≤ 1
2C
with y = γ (t).
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Lemma 4.13. Fix I ∈ I (n0, n), J ∈ I (n0, q). Then,∑
|α|≤m
∥∥∥∥XαJ0 detXI,JdetXI0,J0
∥∥∥∥
C0
(
B(X,d)J0
(x0,ξ1)
) .m 1.
Proof. For m = 0 this follows from Lemma 4.12. For m > 0, we look back
to the proof of Lemma 3.6. There, it was shown that Xj detXI,J could be
written as a sum of terms of the form
f detXI′,J ′
where I ′ ∈ I (n0, n), J ′ ∈ I (n0, q), and f was either of the form cki,j or f
was a derivative of a coefficient of Xj (1 ≤ j ≤ n0). From this, Lemma 4.12,
and a simple induction, the lemma follows easily. We leave the proof to the
interested reader.
We now show that on B(X,d)J0
(x0, ξ
1), the vector fields X1, . . . , Xn0 sat-
isfy the hypotheses of Theorem 3.1. Recall, we have assumed, without loss
of generality, J0 = (1, . . . , n0).
Proposition 4.14. For 1 ≤ i, j, k ≤ n0, there exist functions cˆki,j ∈ C
(
B(X,d)J0
(x0, ξ
1)
)
such that, for 1 ≤ i, j ≤ n0:
[Xi, Xj] =
n0∑
k=1
cˆki,jXk.
These functions satisfy:∑
|α|≤m
∥∥XαJ0 cˆki,j∥∥C0(B(X,d)J0 (x0,ξ1)) .m 1.
Proof. For 1 ≤ j, k ≤ q, let X(j,k) be the matrix obtained by replacing the
jth column of the matrix X with Xk. Note that:
detX
(j,k)
I0,J0
= ǫj,k detXI0,J(j,k)
where ǫj,k ∈ {0, 1,−1}, and J (j, k) ∈ I (n0, q). Thus, for any 1 ≤ k ≤ q, we
may write, by Cramer’s rule:
Xk =
n0∑
l=1
detX
(l,k)
I0,J0
detXI0,J0
Xl =
n0∑
l=1
ǫl,k
detXI0,J(l,k)
detXI0,J0
Xl. (4.4)
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Hence, we have, for 1 ≤ i, j ≤ n0:
[Xi, Xj ] =
q∑
k=1
cki,jXk =
n0∑
l=1
(
q∑
k=1
cki,jǫl,k
detXI0,J(l,k)
detXI0,J0
)
Xl =:
n0∑
l=1
cˆli,jXl.
Given the form of cˆki,j, the desired estimates on the derivatives follow
immediately from Lemma 4.13.
We now apply Theorem 3.1 to the list of vector fields (X, d)J0 on the ball
B(X,d)J0
(x0, ξ
1). We obtain ξ1 and η1 as in the statement of Theorem 4.1.
We obtain ∣∣∣∣ detn0×n0 dΦ (t)
∣∣∣∣ ≈ ∣∣∣∣ detn0×n0 XJ0 (x0)
∣∣∣∣ .
But, we know from our initial assumptions that∣∣∣∣ detn0×n0 XJ0 (x0)
∣∣∣∣ ≈ ∣∣∣∣ detn0×n0 X (x0)
∣∣∣∣ .
For 1 ≤ j ≤ n0, we have:
‖Yj‖Cm(Bn0 (η1)) .m 1.
Hence, to complete the proof of Theorem 4.1, we need to show the existence
of ξ2 and prove the estimates on Yj for n0 < j ≤ q. We begin with the latter:
Proposition 4.15. ‖Yk‖Cm(Bn0 (η1)) .m 1, for n0 < k ≤ q.
Proof. By (4.4), we see that we may write:
Yk =
n0∑
l=1
ǫl,k
(
detXI0,J(l,k)
detXI0,J0
◦ Φ
)
Yl.
Since we already know the result for Yl, 1 ≤ l ≤ n0, it suffices to show that:∥∥∥∥detXI0,J(l,k)detXI0,J0 ◦ Φ
∥∥∥∥
Cm(Bn0 (η1))
.m 1.
By Proposition 3.18, it suffices to show that for |α| ≤ m,∥∥∥∥Y αJ0 detXI0,J(l,k)detXI0,J0 ◦ Φ
∥∥∥∥
C0(Bn0 (η1))
.m 1.
But,
Y αJ0
detXI0,J(l,k)
detXI0,J0
◦ Φ =
(
XαJ0
detXI0,J(l,k)
detXI0,J0
)
◦ Φ.
From here, the result follows immediately from an application of Lemma
4.13.
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We now conclude our proof of Theorem 4.1, with the following proposi-
tion:
Proposition 4.16. There exists an admissible constant ξ2 > 0 such that:
B(X,d) (x0, ξ2) ⊆ B(X,d)J0 (x0, ξ1) .
Proof. Suppose y ∈ B(X,d) (x0, ξ2), where ξ2 ≤ ξ1 ≤ ξ1 will be chosen at
the end of the proof. Thus there exists a path γ : [0, 1] → B(X,d) (x0, ξ2),
γ (0) = x0, γ (1) = y,
γ′ (t) = (b ·X) (γ (t))
where b ∈ L∞ ([0, 1])q with ∥∥∣∣ξ−d2 b∣∣∥∥L∞([0,1]) < 1. Then, applying (4.4), we
have:
γ′ (t) =
q∑
k=1
bk (t)Xk (γ (t))
=
n0∑
l=1
(
q∑
k=1
ǫl,kbk (t)
detX (γ (t))I0,J(l,k)
detX (γ (t))I0,J0
)
Xl (γ (t))
=:
n0∑
l=1
al (t)Xl (γ (t)) ,
and if ξ2 > 0 is admissibly small enough, by Lemma 4.12, we have that:∥∥∥∥∥∥
√√√√ n0∑
l=1
ξ−2dl1 |al|2
∥∥∥∥∥∥
L∞([0,1])
< 1,
proving that y = γ (1) ∈ B(X,d)J0 (x0, ξ1).
4.1 Control of vector fields
We take all the same notation as in Section 4, and define (m-)admissible
constants in the same way.22 The goal of this section is to understand when
we can add an additional vector field with a formal degree (Xq+1, dq+1)
(dq+1 ∈ (0,∞)) to the list of vector fields (X, d) without “adding any-
thing new.” In particular, we wish to not significantly increase the size
of B(X,d) (x0, τ), where τ is thought of as a fixed constant ≤ ξ.
Let Xq+1 be a C
1 vector field on B(X,d)J0
(x0, ξ) (here we mean that
Xq+1 is C
1 thought of as a function on the leaf in which B(X,d)J0
(x0, ξ)
22We are still assuming J0 = (1, . . . , n0).
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lies; but it need not be tangent to the leaf), and assign to it a formal degree
dq+1 ∈ (0,∞). Let
(
X̂, dˆ
)
denote the list of vector fields with formal degrees:
((X1, d1) , . . . , (Xq+1, dq+1)) .
For an integer m ≥ 1 we define three conditions which will turn out to be
equivalent (all parameters below are considered to be elements of (0,∞)):
1. Pm1 (κ1, τ1, σ1, σm1 ):
• |detn0×n0 X (x0)|∞ ≥ κ1
∣∣∣detn0×n0 X̂ (x0)∣∣∣
∞
•
∣∣∣detj×j X̂ (x0)∣∣∣ = 0, n0 < j ≤ n.
• There exist cji,q+1 ∈ C0
(
B(X,d)J0
(x0, τ1)
)
such that
[Xi, Xq+1] =
q+1∑
j=1
c
j
i,q+1Xj , on B(X,d)J0
(x0, τ1)
with:∑
|α|≤m−1
∥∥Xαcji,q+1∥∥C0(B(X,d)J0 (x0,τ1)) ≤ σm1 , ∥∥cji,q+1∥∥C0(B(X,d)J0 (x0,τ1)) ≤ σ1.
2. Pm2 (τ2, σ2, σm2 ): There exist cj ∈ C0
(
B(X,d)J0
(x0, τ2)
)
such that:
• Xq+1 =
∑n0
j=1 cjXj, on B(X,d)J0
(x0, τ2).
• ∑|α|≤m ‖Xαcj‖C0(B(X,d)J0 (x0,τ2)) ≤ σm2 .
• ∑|α|≤1 ‖Xαcj‖C0(B(X,d)J0 (x0,τ2)) ≤ σ2.
3. Pm3 (τ3, σ3, σm3 ): There exist cj ∈ C0
(
B(X,d)J0
(x0, τ3)
)
such that:
• Xq+1 =
∑q
j=1 cjXj, on B(X,d)J0
(x0, τ3).
• ∑|α|≤m ‖Xαcj‖C0(B(X,d)J0 (x0,τ3)) ≤ σm3 .
• ∑|α|≤1 ‖Xαcj‖C0(B(X,d)J0 (x0,τ3)) ≤ σ3.
Theorem 4.17. Pm1 ⇒ Pm2 ⇒ Pm3 ⇒ Pm1 in the following sense:
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1. Pm1 (κ1, τ1, σ1, σm1 )⇒ there exist admissible constants τ2 = τ2 (κ1, τ1, σ1),
σ2 = σ2 (κ1, σ1), and an m-admissible constant σ
m
2 = σ
m
2 (κ1, σ
m
1 ) such
that Pm2 (τ2, σ2, σm2 ).
2. Pm2 (τ2, σ2, σm2 )⇒ Pm3 (τ2, σ2, σm2 ).
3. Pm3 (τ3, σ3, σm3 ) ⇒ there exist admissible constants κ1 = κ1 (σ3), σ1 =
σ1 (σ3) and anm-admissible constant σ
m
1 = σ
m
1 (σ
m
3 ), such that Pm1 (κ1, τ3, σ1, σm1 ).
Proof. Pm1 ⇒ Pm2 follows just as in the proof of (4.4). This can be seen by
noting that (X, d) can be replaced by
(
X̂, dˆ
)
in the proofs of Lemmas 4.10,
4.11, 4.12, and 4.13. The reader might worry that in the definition of Pm2
we are using Xα instead of XαJ0; however, there is no real difference between
the two, due to (4.4). From there, the proof follows easily, and we leave
the details to the interested reader. Pm2 ⇒ Pm3 and Pm3 ⇒ Pm1 are both
trivial.
Let d∨q+1 be a fixed lower bound for dq+1. We have:
Proposition 4.18. Suppose P12 (τ2, σ2, σ12) holds. Then, there exists an ad-
missible constant τ ′ = τ ′
(
d∨q+1, τ2, σ2
)
such that:
B(X,d) (x0, τ
′) ⊆ B(X̂,dˆ) (x0, τ ′) ⊆ B(X,d)J0 (x0, τ2) .
Proof. The first containment is trivial. The second follows just as in the
proof of Proposition 4.16.
Proposition 4.19. Suppose Pm2 (τ2, σ2, σm2 ) holds. Let η′ ≤ η1 be small
enough that Φ (Bn0 (η
′)) ⊆ B(X,d)J0 (x0, τ2). Let Yq+1 be the pullback of Xq+1
under Φ to Bn0 (η
′). Then,
‖Yq+1‖Cm(Bn0 (η′)) ≤ σ
m
4
where σm4 = σ
m
4 (σ
m
2 ) is an m-admissible constant.
Proof. This follows just as in Proposition 4.15.
Remark 4.20. Our assumption on the commutator [Xi, Xj] in Section 4 was
essentially just that ([Xi, Xj] , di + dj) satisfied condition Pm3 for appropriate
m.
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4.2 Unit operators at the unit scale
In this section, we study the compositions of certain “unit operators,” which
will be the core of our study of maximal functions in Section 6–see Section
1.2.4 for some motivation for the study of these operators.
Let X1, . . . , Xq, d1, . . . , dq, x0, ξ, ζ , c
k
i,j, n0, and J0 be as in Section 4,
in addition (for simplicity), we assume the stronger assumptions of Remark
4.5. We again suppose, without loss of generality, that J0 = (1, . . . , n0). In
addition, suppose we are given ν subsets of {(X1, d1) , . . . , (Xq, dq)}:{
(Zµ1 , d
µ
1) , . . . ,
(
Zµqµ, d
µ
qµ
)}
⊆ {(X1, d1) , . . . , (Xq, dq)}
with 1 ≤ µ ≤ ν. Suppose these subsets satisfy:
{(X1, d1) , . . . , (Xn0, dn0)} ⊆
⋃
1≤µ≤ν
{
(Zµ1 , d
µ
1) , . . . ,
(
Zµqµ, d
µ
qµ
)}
. (4.5)
We say C is a pre-admissible constant if C can be chosen to depend only
on those parameters an admissible constant could depend on in Remark 4.5,
plus a fixed upper bound for ν. We will write A - B for A ≤ CB where C
is a pre-admissible constant. Also, we write A ≃ B for A - B and B - A.
If we say that C is an admissible constant, it means that we furthermore
assume that: [
Z
µ
i , Z
µ
j
]
=
qµ∑
k=1
c
k,µ
i,j Z
µ
k
and C is allowed to depend on everything a pre-admissible constant is al-
lowed to depend on, plus a fixed upper bound for the quantities:∑
|α|≤2
∥∥∥(Zµ)α ck,µi,j ∥∥∥
C0(B(X,d)(X0,ξ))
, 1 ≤ µ ≤ ν
which we assume to exist and are finite.
Given a function f defined on a set U , and given for each x ∈ U a set
Vx, we define for those y ∈ U such that Vy ⊆ U :
AU,V·f (y) =
1
Vol (Vy)
∫
Vy
f (z) dz.
Here we are being ambiguous about what we mean by Vol (Vy) and dz.
Below, V will be replaced by sets lying in the leaf generated by one of the
Zµs (or by X). We then mean for Vol (·) and dz to refer to the Lebesgue
measure on that leaf. Below, we will drop the U from the subscript AU,V· ,
and it is understood to be the domain of f .
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If we let ξ2 be as in the statement of Corollary 4.2
23 the main result of
this section is:
Theorem 4.21. There exist admissible constants 0 < λ3, λ2, λ1 ≤ ξ2 such
that for every f ∈ C0 (B(X,d) (x0, ξ)) with f ≥ 0, we have:
AB(X,d)(·,λ3)f (x0) . AB(Zν,dν)(·,λ2)AB(Zν−1,dν−1)(·,λ2) · · ·AB(Z1,d1)(·,λ2)f (x0)
. AB(X,d)(·,λ1)f (x0) .
Define n1 =
∑ν
µ=1 qµ. To prove Theorem 4.21, we need a preliminary
result:
Proposition 4.22. There exist pre-admissible constants 0 < l3, l2, l1 ≤ ξ2
such that for all f ≥ 0, we have:
AB(X,d)(·,l3)f (x0) -
∫
Qn1 (l2)
f
(
eu1·Z
1
eu2·Z
2 · · · euν ·Zνx0
)
du1 . . . duνduν
- AB(X,d)(·,l1)f (x0) .
Recall, Qn1 (l2) denotes the |·|∞ ball in Rn1 of radius l2.
To prove Proposition 4.22, we need some preliminary results. Set l1 = ξ2,
take η2 and Φ as in Corollary 4.2.
Lemma 4.23. For f ≥ 0,∫
Bn0 (η2)
f ◦ Φ (u) du - AB(X,d)(·,l1)f (x0) .
Proof. Note that:
Vol (Φ (Bn0 (η2))) ≃
∣∣∣∣ detn0×n0 X (x0)
∣∣∣∣ ≃ Vol (B(X,d) (x0, λ1))
and so we have:
1
Vol (Φ (Bn0 (η2)))
∫
Φ(Bn0 (η2))
f (y) dy - AB(X,d)(·,l1)f (x0) .
Now applying a change of variables as in (B.2) and using that by Theorem
4.1 for every u ∈ Bn0 (η2),∣∣∣∣ detn0×n0 dΦ (u)
∣∣∣∣ ≃ ∣∣∣∣ detn0×n0 X (x0)
∣∣∣∣ ≃ Vol (B(X,d) (x0, l1))
23Note that all of the constants in Corollary 4.2 are pre-admissible in the sense of this
section.
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we see that: ∫
Bn0 (η2)
f ◦ Φ (u) du - AB(X,d)(·,l1)f (x0)
completing the proof.
Let Y µj be the pullback of Z
µ
j under the map Φ. As before, we let
Y1, . . . , Yn0 denote the pullbacks of X1, . . . , Xn0. Note that, by (4.5) each of
Y1, . . . , Yn0 appears as at least one of the Y
µ
j .
Lemma 4.24. There exists pre-admissible constants l2 > 0, η3 > 0 such
that for all f ∈ C0 (Bn0 (η2)), f ≥ 0,∫
Bn0 (η3)
f (u) du -
∫
Qn1 (l2)
f
(
eu1·Y
1
eu2·Y
2 · · · euν ·Y ν0
)
du1 · · · duν
-
∫
Bn0 (η2)
f (u) du.
(4.6)
Proof. Let Ψ (u1, . . . uν) denote the map:
Ψ (u1, . . . , uν) = e
u1·Y 1eu2·Y
2 · · · euν ·Y ν0.
Note that Ψ ∈ C2 (Qn1 (η′)), provided η′ is a sufficiently small pre-admissible
constant. Moreover, the C2 norm is bounded by a pre-admissible constant
(by Theorem A.1, using that
∥∥Y µj ∥∥C2(Bn0 (η2)) - 1, by Theorem 4.1).
Recalling that each Yj (1 ≤ j ≤ n0) appears at least once in some Y µk ,
for each 1 ≤ j ≤ n0 we pick one such occurrence. Write Ψ as a function of
two variables:
Ψ
(
u1, u2
)
, u1 ∈ Qn0 (η′) , u2 ∈ Qn1−n0 (η′)
where u1 denotes the coefficients of the above chosen Yj, and u
2 denotes the
remaining coefficients. For each fixed u2, think of Ψ as a function of one
variable:
Ψu2
(
u1
)
Note dΨ0 (0) = I, and so by the C
2 estimates of Ψ, we see that if l2 if a
pre-admissible constant that is small enough, for every u2 ∈ Qn1−n0 (l2), we
have:
‖dΨu2 (0)− I‖ ≤ 1
2
. (4.7)
Hence, by the inverse function theorem (Theorem A.3), we may pre-admissibly
shrink l2 such that:
• For every u2 ∈ Qn1−n0 (l2), Ψu2 is injective on Qn0 (l2).
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• Ψu2 (Qn0 (l2)) ⊆ Qn0 (η2), for every u2 ∈ Qn1−n0 (l2).
Hence, by a simple change of variables, we have for u2 ∈ Qn1−n0 (l2):∫
Qn0 (l2)
f
(
Ψu2
(
u1
))
du1 -
∫
Bn0 (η2)
f (u) du
for f ≥ 0. Applying: ∫
Qn1−n0 (l2)
du2
to both sides of this expression proves the latter inequality in (4.6).
We now turn to the former inequality in (4.6). Applying the inverse
function theorem (Theorem A.3) and again using (4.7) we have that there
exist pre-admissible constants η′ ≤ l2 and η3 ≤ l2 such that for every u2 ∈
Qn1−n0 (η
′) we have that:
Bn0 (η3) ⊆ Ψu2 (Qn0 (l2)) .
Thus a simple change of variables (using (4.7)) shows that, for u2 ∈ Qn1−n0 (η′)
and f ≥ 0: ∫
Bn0 (η3)
f (u) du -
∫
Qn0 (l2)
f
(
Ψu2
(
u1
))
du1.
Integrating both sides in u2, we obtain:∫
Bn0 (η3)
f (u) du -
∫
Qn1−n0 (η
′)
∫
Qn0 (l2)
f
(
Ψu2
(
u1
))
du1du2
-
∫
Qn1−n0 (l2)
∫
Qn0(l2)
f
(
Ψu2
(
u1
))
du1du2.
Where in the last line, we used that f ≥ 0 and that η′ ≤ l2. This proves the
first inequality in (4.6) and completes the proof.
Lemma 4.25. There exists a pre-admissible constant l3 > 0 such that for
all f ≥ 0:
AB(X,d)(·,l3)f (x0) -
∫
Bn0 (η3)
f ◦ Φ (u) du.
Proof. Proceeding as in the proofs of Propositions 3.21 and 4.16, we may
find a pre-admissible constant l3 > 0 such that:
B(X,d) (x0, l3) ⊆ Φ (Bn0 (η3)) .
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Note that, by Remark 4.9, we have:
Vol
(
B(X,d) (x0, l3)
) ≃ ∣∣∣∣ detn0×n0X (x0)
∣∣∣∣ ≃ Vol (Φ (Bn0 (η3)))
and it follows that
AB(X,d)(·,l3)f (x0) -
1
Vol (Φ (Bn0 (η3)))
∫
Φ(Bn0 (η3))
f (y) dy.
Applying a change of variables as in (B.2) and using that for all u ∈ Bn0 (η3),
we have: ∣∣∣∣ detn0×n0 dΦ (t)
∣∣∣∣ ≃ ∣∣∣∣ detn0×n0 X (x0)
∣∣∣∣ ≃ Vol (Φ (Bn0 (η3)))
it follows that:
AB(X,d)(·,l3)f (x0) -
∫
Bn0 (η3)
f (u) du
completing the proof.
Proof of Proposition 4.22. Fix f ≥ 0 as in the statement of Proposition
4.22. Apply Lemmas 4.23, 4.25 to f and Lemma 4.24 to f ◦ Φ to obtain:
AB(X,d)(·,l3)f (x0) -
∫
Qn1(l2)
f ◦ Φ
(
eu1·Y
1
eu2·Y
2 · · · euν ·Y ν0
)
du1 . . . duνduν
- AB(X,d)(·,l1)f (x0) .
Using that:
f ◦ Φ
(
eu1·Y
1
eu2·Y
2 · · · euν ·Y ν0
)
= f
(
eu1·Z
1
eu2·Z
2 · · · euν ·Zνx0
)
completes the proof.
Proof of Theorem 4.21. Let 0 < ξ′ ≤ ξ2 be an admissible constant so small
that:
Ω0 :=
⋃
xν∈
B(Zν,dν )(x0,ξ
′)
⋃
xν−1∈
B(Zν−1,dν−1)(xν ,ξ
′)
· · ·
⋃
x2∈
B(Z2,d2)(x3,ξ
′)
B(Z1,d1) (x2, ξ
′)
⋐ B(X,d)
(
x0,
ξ
2
)
where A ⋐ B denotes that A is a relatively compact subset of B. It is easy
to see that this is possible, and we leave the details to the reader. Further,
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we take 0 < ξ′′ ≤ ξ′ to be an admissible constant so small that for every
y ∈ Ω0,
B(Zµ,dµ) (y, ξ
′′) ⋐ B(X,d) (x0, ξ) , 1 ≤ µ ≤ ν.
We apply Proposition 4.22 to each y ∈ Ω0 with ξ′′ in place of ξ and (Zµ, dµ)
in place of (X, d) (and taking ν = 1) to find admissible constants l1, l2, l3
such that for every y ∈ Ω0, and every f ≥ 0
AB(Zµ,dµ)(·,l3)f (y) .
∫
Qqµ (l2)
f
(
euµ·Z
µ
y
)
duµ
. AB(Zµ,dµ)(·,l1)f (y)
(4.8)
and also applying Proposition 4.22 as it is stated we may ensure that:
AB(X,d)(·,l3)f (x0) .
∫
Qn1 (l2)
f
(
eu1·Z
1
eu2·Z
2 · · · euν ·Zνx0
)
du1 . . . duνduν
. AB(X,d)(·,l1)f (x0) .
(4.9)
Let λ1 = l1 and λ2 = l3. Then, applying (4.8) ν times, we see that:
AB(Zν,dν )(·,λ2)AB(Zν−1,dν−1)(·,λ2) · · ·AB(Z1,d1)(·,λ2)f (x0)
.
∫
Qn1 (l2)
f
(
eu1·Z
1
eu2·Z
2 · · · euν ·Zνx0
)
du1 . . . duν.
Applying (4.9) yields the second inequality in the statement of Theorem
4.21.
We apply Proposition 4.22 to each y ∈ Ω0 with λ2 in place of ξ and
(Zµ, dµ) in place of (X, d) (and taking ν = 1) to find admissible constants
l′3, l
′
2, l
′
1 ≤ λ2 such that for every y ∈ Ω0, and every f ≥ 0:
A
B(Zµ,dµ)(·,l′3)
f (y) .
∫
Qqµ(l′2)
f
(
euµ·Z
µ
y
)
duµ
. A
B(Zµ,dµ)(·,l′1)
f (y)
(4.10)
and also applying Proposition 4.22 as it is stated (with λ2 in place of ξ) we
may ensure that:
A
B(X,d)(·,l′3)
f (x0) .
∫
Qn1(l′2)
f
(
eu1·Z
1
eu2·Z
2 · · · euν ·Zνx0
)
du1 . . . duνduν
. A
B(X,d)(·,l′1)
f (x0) .
(4.11)
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Set λ3 = l
′
3. We first claim that, for all f ≥ 0:
A
B(Zµ,dµ)(·,l′1)
f (y) . AB(Zµ,dµ)(·,λ2)f (y) , y ∈ Ω0, 1 ≤ µ ≤ ν. (4.12)
Indeed, we already have that l′1 ≤ λ2. Moreover, we have by Remark 4.9:
Vol
(
B(Zµ,dµ) (y, l
′
1)
) ≈ Vol (B(Zµ,dµ) (y, λ2)) , y ∈ Ω0
and (4.12) immediately follows.
Thus we have:
AB(Zν,dν)(·,λ2)AB(Zν−1,dν−1)(·,λ2) · · ·AB(Z1,d1)(·,λ2)f (x0)
& A
B(Zν,dν )(·,l′1)
A
B(Zν−1,dν−1)(·,l
′
1)
· · ·A
B(Z1,d1)(·,l
′
1)
f (x0)
&
∫
Qn1(l′2)
f
(
eu1·Z
1
eu2·Z
2 · · · euν ·Zνx0
)
du1 . . . duνduν
& AB(X,d)(·,λ3)f (x0)
where in the second to last line, we have applied (4.10) ν times, and in the
last line we have applied (4.11). This completes the proof.
5 Multi-parameter Carnot-Carathe´odory balls
In this section, we discuss multi-parameter Carnot-Carathe´odory balls. In
Section 5.1 we state the main theorem regarding multi-parameter balls (The-
orem 5.3). In Section 5.2 we discuss four examples/applications where The-
orem 5.3 applies, one of which is the “weakly-comparable” balls of [TW03].
Finally, in Section 5.3 we discuss a notion of “controlling” vector fields,
which we hope will elucidate the complicated assumptions in Section 5.1.
Before we begin, we need one new piece of notation. Suppose we are
given formal degrees d1, . . . , dq ∈ [0,∞)ν . If α is an ordered multi-index, we
define the formal degree
d (α) =
q∑
j=1
kjdj
where kj denotes the number of times that j appears in the list α. Thus if
δ ∈ [0,∞)ν , we may define δd(α) ∈ [0,∞) and δ−d(α) ∈ [0,∞] in the usual
way.
5.1 The main theorem
Suppose X1, . . . , Xq are q C
1 vector fields with associated formal degrees
0 6= d1, . . . , dq ∈ [0,∞)ν . Let K ⊂ Ω (think of K = {x0} or, more generally,
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K compact). Suppose that ξ ∈ (0, 1]ν is such that (X, d) satisfies C (x, ξ),
for every x ∈ K. The goal in this section is to apply Theorem 4.1 and
Corollaries 4.2 and 4.3 to the vector fields (δX,
∑
d) at each point x ∈ K,
where δ ∈ [0, 1)ν is small.
Fix a subset A:
A ⊆ {δ ∈ [0, 1]ν : δ 6= 0, δ ≤ ξ}
to be the set of “allowable” δs. Recall, δ ≤ ξ means that the inequality
holds coordinatewise.
Remark 5.1. We will be restricting our attention to balls B(X,d) (x, δ), where
δ ∈ A, x ∈ K. For many applications, one would take:
A = {δ ∈ [0, 1]ν : δ 6= 0, δ ≤ ξ} (5.1)
and we encourage the reader to keep this particular choice of A in mind
throughout this section. However, other choices ofA do arise in applications.
For instance, the choice:
A = {δ ∈ [0, 1]ν : δ 6= 0, δ ≤ ξ, δ1 ≥ δ2 ≥ · · · ≥ δν} (5.2)
arises in the study of flag kernels, as in [NRS01]. Also, the results in Section
5.2.1 use yet another choice of A.
In this section, we assume that for every δ ∈ A, x ∈ K, we have:[
δdiXi, δ
djXj
]
=
∑
k
c
k,δ,x
i,j δ
dkXk
on B(X,d) (x, δ). In addition, we assume:
• TheXjs are C2 onB(X,d) (x, ξ), for every x ∈ K, and satisfy supx∈K ‖Xj‖C2(B(X,d)(x,ξ)) <∞.
• For all |α| ≤ 2, x ∈ K, we have (δdX)α ck,δ,xi,j ∈ C0 (B(X,d) (x, δ)), for
every i, j, k, and every δ ∈ A, and moreover:
sup
δ∈A
x∈K
∑
|α|≤2
∥∥∥(δdX)α ck,δ,xi,j ∥∥∥
C0(B(X,d)(x,δ))
<∞.
Finally, let
n0 (x, δ) = dim span
{
δd1X1 (x) , . . . , δ
dqXq (x)
}
.
We say C is an admissible constant if C can be chosen to depend only
on fixed upper and lower bounds dmax < ∞, dmin > 0, for the coordinates
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of
∑
d, a fixed upper bound for n, q, ν and a fixed upper bound for the
quantities:
sup
x∈K
‖Xj‖C2(B(X,d)(x,ξ)) , sup
δ∈A
x∈K
∑
|α|≤2
∥∥∥(δdX)α ck,δ,xi,j ∥∥∥
C0(B(X,d)(x,δ))
.
Furthermore, if we say C is an m-admissible constant, we mean that in
addition to the above, we assume that:
• supx∈K ‖Xj‖Cm(B(X,d)(x,ξ)) <∞, for every 1 ≤ j ≤ q.
• supδ∈A
x∈K
∑
|α|≤m
∥∥∥(δdX)α ck,δ,xi,j ∥∥∥
C0(B(X,d)(x,δ))
<∞, for every i, j, k.
(in particular, the above partial derivatives exist and are continuous). C is
allowed to depend on m, all the quantities an admissible constant is allowed
to depend on, and a fixed upper bound for the above two quantities.
Remark 5.2. The assumptions in this section are somewhat complicated.
The reader might hope that special cases of these assumptions might be
enough for applications. Unfortunately, this seems to not be the case, and
is discussed in Section 5.3.
For each δ ∈ A, x ∈ K, let J (x, δ) =
(
J (x, δ)1 , . . . , J (x, δ)n0(x,δ)
)
∈
I (n0 (x, δ) , q) be such that:∣∣∣∣ det
n0(x,δ)×n0(x,δ)
(
δdX (x)
)
J(x,δ)
∣∣∣∣
∞
=
∣∣∣∣ det
n0(x,δ)×n0(x,δ)
δdX (x)
∣∣∣∣
∞
,
and define, for u ∈ Rn0(x,δ) with |u| sufficiently small:
Φx,δ (u) = e
u·(δdX)
J(x,δ)x.
The main result of this section is:
Theorem 5.3. There exist admissible constants η1, η2 > 0, 0 < ξ4 ≤ ξ3 <
ξ2 ≤ ξ1 such that, for all δ ∈ A, x ∈ K:
B(X,d) (x, ξ4δ) ⊆ B(X,d)J(x,δ) (x, ξ3δ) ⊆ Φx,δ
(
Bn0(x,δ) (η2)
)
⊆ B˜(X,d)J(x,δ) (x, ξ2δ) ⊆ B(X,d)J(x,δ) (x, ξ2δ) ⊆ B(X,d) (x, ξ2δ)
⊆ B(X,d)J(x,δ) (x, ξ1δ) ⊆ Φx,δ
(
Bn0(x,δ) (η1)
) ⊆ B˜(X,d)J(x,δ) (x, δ)
⊆ B(X,d)J(x,δ) (x, δ) ⊆ B(X,d) (x, δ) ,
and
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• Φx,δ : Bn0(x,δ) (η1)→ B˜(X,d)J(x,δ) (x, δ) is one-to-one.
• For all u ∈ Bn0(x,δ) (η1),
∣∣detn0(x,δ)×n0(x,δ) dΦx,δ (u)∣∣ ≈ ∣∣detn0(x,δ)×n0(x,δ) δdX (x)∣∣.
• Vol (B(X,d) (x, ξ2δ)) ≈ ∣∣detn0(x,δ)×n0(x,δ) δdX (x)∣∣.
• There exists φx,δ ∈ C20
(
B(X,d) (x, δ)
)
, which equals 1 on B(X,d) (x, ξ4δ)
and satisfies:
|Xαφx,δ| .(|α|−1)∨0 δ−d(α).
Furthermore, if we let Y x,δj be the pullback of δ
djXj under the map Φx,δ to
Bn0(x,δ) (η1), we have that:∥∥∥Y x,δj ∥∥∥
Cm(Bn0(x)(η1))
.m 1.
Finally, if for each x ∈ K, u ∈ Bn0(x,δ) (η1), and δ ∈ A, we define the
n0 (x, δ)× n0 (x, δ) matrix A (x, u) by:(
Y
x,δ
J(x,δ)1
, . . . , Y
x,δ
J(x,δ)n0(x,δ)
)
= (I + A (x, ·))▽u
then,
sup
u∈Bn0(x,δ)(η1)
‖A (x, u)‖ ≤ 1
2
. (5.3)
Proof. For each x ∈ K and δ ∈ A, merely apply Theorem 4.1 and Corollaries
4.2 and 4.3 to
(
δdX,
∑
d
)
, taking ζ = 1 and J0 = J (x, δ). It is easy to
see, by the assumptions in this section, that all of the constants admissible
(respectively, m-admissible) in those results are admissible (respectively, m-
admissible) in the sense of this section.
Corollary 5.4. We assume, in addition to the other assumptions in this
section, that for every δ ∈ A with |δ| sufficiently small, ξ−12 δ ∈ A (in partic-
ular, this is true if A is given by (5.1) or (5.2)). We have, for x ∈ K, and
all δ ∈ A with |δ| sufficiently small:
Vol
(
B(X,d) (x, δ)
) ≈ ∣∣∣∣ det
n0(x)×n0(x)
(
ξ−12 δ
)d
X (x)
∣∣∣∣ ≈ ∣∣∣∣ det
n0(x)×n0(x)
δdX (x)
∣∣∣∣ (5.4)
and so if |δ| is sufficiently small and 2δ ∈ A,
Vol
(
B(X,d) (x, 2δ)
)
. Vol
(
B(X,d) (x, δ)
)
. (5.5)
Proof. (5.4) follows by replacing δ with ξ−12 δ in the statement of Theorem
5.3. (5.5) follows since the RHS of (5.4) is the square root of a polynomial
in δ (with positive coefficients).
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5.2 Applications and examples
In this section, we present four applications/examples where Theorem 5.3
applies. The first two applications were both previously well understood, and
in fact both can be understood by the methods of [NSW85]. The reason we
include them here is to put them in the context of Theorem 5.3, and because
they have been useful in the past. The third example is included to provide a
simple situation where the methods of [NSW85] do not apply but Theorem
5.3 does. We close this section with most interesting of our applications.
In this application, we show how to lift results from the single parameter
case to the multi-parameter case. In particular, we will see how results like
the Campbell-Hausdorff formula can be applied even in the multi-parameter
case–where, at first glance, they seem totally inapplicable.
5.2.1 Weakly comparable balls
In this section, we discuss the so-called “weakly-comparable” balls that were
used in [TW03]. We do not attempt to proceed in the greatest possible
generality, and instead just try to present the main ideas. Most of the
conclusions of this section are contained in [TW03], and the main purpose
here is just to show how these results are a special case of Theorem 5.3.
LetX1, . . . , Xν be ν C
∞ vector fields defined on Ω, with associated formal
degrees d1, . . . , dν ∈ (0,∞). Fix large constants κ,N . Essentially, we will be
considering the balls generated by the vector fields δ
dµ
µ Xµ, where we restrict
our attention to those δ = (δ1, . . . , δν) such that:
δNµ2 ≤ κδµ1 (5.6)
for every µ1, µ2. We call a δ satisfying (5.6) a “weakly comparable” δ.
We assume that X1, . . . , Xν satisfy Ho¨rmander’s condition. That is,
X1, . . . , Xν , along with their commutators of all orders, span that tangent
space at every point of Ω. Fix K ⋐ Ω, a compact subset of Ω, and let
Ω0 ⋐ Ω be such that K ⋐ Ω0.
Let dˆµ ∈ [0,∞)ν be the vector that is dµ in the µth component, and 0 in
the other components. For a list (or a “word”) w = (w1, . . . , wr) of integers
1, . . . , ν we define:
dˆ (w) =
r∑
j=1
dˆwj ,
Xw = ad (Xw1) ad (Xw2) · · · ad
(
Xwr−1
)
Xwr .
As before, for a ν vector e = (e1, . . . , eν) ∈ [0,∞)ν , define δe =
∏ν
µ=1 δ
eµ
µ .
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By the assumption that X1, . . . , Xν satisfy Ho¨rmander’s condition, and
by the relative compactness of Ω0, there exist l lists w
1, . . . , wl such that,
for every x ∈ Ω0:
TxΩ = span{Xw1 (x) , . . . , Xwl (x)}.
Let d0 = sup1≤m≤l
∣∣∣dˆ (wm)∣∣∣
1
. Recall, |v|1 =
∑
j |vj |. Let (X, d) denote
the finite list of vector fields along with associated formal degrees given by(
Xw, dˆ (w)
)
, where w ranges over all lists satisfying
∣∣∣dˆ (w)∣∣∣
1
≤ Nd0.
Take ξ ∈ (0, 1]ν so small that (X, d) satisfies C (x, ξ) for every x ∈ K,
with Ω0 taking the place of Ω in the definition of C (x, ξ).
In this section, we say that C is an admissible constant if C can be
chosen to depend only on a fixed upper bound for n, a fixed upper bound
for ν, a fixed upper bound for N and κ, fixed upper and lower bounds for
dµ (1 ≤ µ ≤ ν), a fixed upper bound for d0, a fixed lower bound for:
inf
x∈Ω0
∣∣∣∣detn×n (Xw1 (x) | · · · |Xwl (x))
∣∣∣∣ ,
and fixed upper bounds for a finite number of the norms:
‖Xµ‖Cm(Ω0) , 1 ≤ µ ≤ ν.
Theorem 5.5. Let A = {δ ∈ [0, 1]ν : δ 6= 0, δ ≤ ξ, δNµ2 ≤ κδµ1 , ∀µ1, µ2}. Then,
with this choice of A, the list of vector fields (X, d) satisfies the assumptions
of Section 5.1, where all of the constants that are admissible (or even m-
admissible) in the sense of that section are admissible in the sense of this
section. Hence, Theorem 5.3 holds for (X, d).
Proof. We will show that if w1 and w2 are words with
∣∣∣dˆ (w1)∣∣∣
1
,
∣∣∣dˆ (w2)∣∣∣
1
≤
Nd0, we have for δ ∈ A:[
δdˆ(w1)Xw1, δ
dˆ(w2)Xw2
]
=
∑
|dˆ(w3)|
1
≤Nd0
cw3,δw1,w2δ
dˆ(w3)Xw3 ,
with ∥∥cw3,δw1,w2∥∥Cm(Ω0) . 1.
If
∣∣∣dˆ (w1) + dˆ (w2)∣∣∣
1
≤ Nd0, this follows easily from the Jacobi identity.
We proceed, then, in the case when
∣∣∣dˆ (w1) + dˆ (w2)∣∣∣
1
> Nd0. Using that:
[Xw1, Xw2] =
l∑
k=1
ckw1,w2Xwk , (5.7)
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with ∥∥ckw1,w2∥∥Cm(Ω0) . 1,
and multiplying both sides of (5.7) by:
δdˆ(w1)δdˆ(w2)
the result follows easily.
Example 5.6. An example to keep in mind where the weakly comparable
hypothesis is necessary is given by the following vector fields with formal
degrees on R2:
(∂x, (1, 0, 0)) ,
(
e−
1
x2 ∂y, (0, 1, 0)
)
, (∂y, (0, 0, 1)) .
If we restrict our attention to the case when δ3 = 0, δ1 = δ2 (which is
impossible under the weakly comparable hypothesis, without taking δ1 =
0 = δ2) then (without being precise about definitions), we are left with the
one-parameter ball of radius δ1 “generated” by the vector fields:
∂x, e
− 1
x2 ∂y
and it is well known that this sort of ball cannot satisfy any sort of doubling
condition of the form (5.5).
5.2.2 Multiple lists that span
In this section, we suppose we have ν lists of C∞ vector fields on Ω ⊆ Rn
with associated formal degrees:
(Xµ1 , d
µ
1) , . . . ,
(
Xµqµ, d
µ
qµ
)
, d
µ
j ∈ (0,∞) , 1 ≤ µ ≤ ν
and we assume that for each µ, the list
X
µ
1 , . . . , X
µ
qµ
spans the tangent space at each point in Ω. Our goal is to consider the balls
generated by the vector fields:
δ
d
µ
j
µ X
µ
j , 1 ≤ µ ≤ ν, 1 ≤ j ≤ qµ,
where δ = (δ1, . . . , δν) is small.
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Fix K ⋐ Ω, a compact subset of Ω, and take Ω0 ⋐ Ω such that K ⋐ Ω0.
Define:
d0 := max
1≤µ≤ν
1≤j≤qµ
d
µ
j .
We define dˆµj ∈ [0,∞)ν for 1 ≤ µ ≤ ν and 1 ≤ j ≤ qµ to be the vector
that is dµj in the µth component and 0 in all the other components. For a
list w = ((w1, µ1) , . . . , (wr, µr)) of pairs, where 1 ≤ µj ≤ ν and 1 ≤ wj ≤ qµj
we define (as in Section 5.2.1):
dˆ (w) =
r∑
j=1
dˆµjwj ,
Xw = ad
(
Xµ1w1
)
ad
(
Xµ2w2
) · · · ad (Xµr−1wr−1)Xµrwr .
Let (X, d) denote the list of vector fields with associated formal degrees given
by
(
Xw, dˆ (w)
)
where w ranges over all those lists with
∣∣∣dˆ (w)∣∣∣
∞
≤ d0.
Take ξ ∈ (0, 1]ν so small that (X, d) satisfies C (x, ξ) for every x ∈ K,
with Ω0 taking the place of Ω in the definition of C (x, ξ).
In this section, we say that C is an admissible constant if C can be chosen
to depend only on a fixed upper bound for n, fixed upper and lower bounds
for dµj (1 ≤ µ ≤ ν, 1 ≤ j ≤ qµ), a fixed upper bound for ν, a fixed lower
bound for:
inf
x∈Ω0
1≤µ≤ν
∣∣∣∣detn×n(Xµ1 (x) | · · · |Xµqµ (x))
∣∣∣∣ ,
and fixed upper bounds for a finite number of the norms:∥∥Xµj ∥∥Cm(Ω0) , 1 ≤ µ ≤ ν, 1 ≤ j ≤ qµ.
Theorem 5.7. Let A be given by (5.1). Then, with this choice of A, the
list of vector fields (X, d) satisfies the assumptions of Section 5.1, where all
of the constants that are admissible (or even m-admissible) in the sense of
that section are admissible in the sense of this section. Hence, Theorem 5.3
holds for (X, d).
Proof. We will show that if w1 and w2 are lists with
∣∣∣dˆ (w1)∣∣∣
∞
,
∣∣∣dˆ (w2)∣∣∣
∞
≤
d0, we have for δ ∈ A:[
δdˆ(w1)Xw1 , δ
dˆ(w2)Xw2
]
=
∑
|dˆ(w3)|
∞
≤d0
cw3,δw1,w2δ
dˆ(w3)Xw3 , (5.8)
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with ∥∥cw3,δw1,ww∥∥Cm(Ω0) . 1.
If
∣∣∣dˆ (w1) + dˆ (w2)∣∣∣
∞
≤ d0, (5.8) follows easily from the Jacobi identity.
We proceed, therefore, in the case when
∣∣∣dˆ (w1) + dˆ (w2)∣∣∣
∞
> d0. Let us
assume that the µth coordinate of dˆ (w1) + dˆ (w2) is greater than d0. Using
that:
[Xw1, Xw2] =
qµ∑
j=1
cjw1,w2X
µ
j , (5.9)
and multiplying both sides of (5.9) by:
δdˆ(w1)δdˆ(w2)
(5.8) follows easily.
Remark 5.8. Theorem 5.7 also follows from the results in Section 4 of [Str08]
(which used the methods of [NSW85]). In fact, the more general results in
Section 4 of [Str08] are clearly a special case Theorem 5.3.
5.2.3 An example where the methods of [NSW85] do not apply
As was already discussed in Section 1.2.1, the methods of [NSW85] fail
to prove Theorem 5.3. The main issue is that the error term given by the
Campbell-Hausdorff formula cannot be a priori controlled using the methods
of [NSW85] (see Section 1.2.1). Thus, if one wishes to develop an example
where the methods of [NSW85] do not apply, one must use vector fields
where the error term is not obviously controllable. As shown in Section
5.2.4 (see also Section 1.2.1), the results of this paper imply that the error
term is controllable. The point of this section is to offer an example where
the methods of [NSW85] do not prove this fact.
In particular, one needs that the error term of the Campbell-Hausdorff
formula not be zero, so the main aspect of the example that follows is that
the iterated brackets of the vector fields we present are not eventually zero
(this rules out vector fields with polynomial coefficients24).
We work in the two-parameter situation, with A given by (5.1). We
consider the list of vector fields on R4 with formal degrees “generated” by
the vector fields
(∂x + cos (s) ∂y, (1, 0)) , (∂s + cos (x) ∂t, (0, 1)) .
24As a consequence, if one is only interested in vector fields with polynomial coefficients,
then the methods of [NSW85] (with some adjustments) are sufficient for most purposes.
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More specificly, we consider the list of vector fields with formal degrees:
(∂x + cos (s) ∂y, (1, 0)) , (∂s + cos (x) ∂t, (0, 1)) (sin (s) ∂y − sin (x) ∂t, (1, 1)) ,
(cos (x) ∂t, (2, 1)) , (cos (s) ∂y, (1, 2)) , (sin (x) ∂t, (3, 1)) , (sin (s) ∂y, (1, 3)) .
It is immediate to verify that these vector fields satisfy the assumptions of
Theorem 5.3, but (for the reasons mentioned above) the methods of [NSW85]
are insufficient to study the balls generated by these vector fields.
5.2.4 Lifting results from the single parameter case and the Campbell-
Hausdorff formula
In this section, we discuss a general method whereby one may lift many
results from the single parameter setting of [NSW85] to the multi-parameter
setting in this paper.
To make this methodology clear, we present a concrete example where
it applies. Indeed, this example is interesting in its own right.
We suppose that we are given generating C∞ vector fields on Ω ⊆ Rn,
with ν parameter formal degrees,
(W1, d1) , . . . , (Wr, dr) .
For a word w = (w1, . . . , wl), wj ∈ {1, . . . , r}, we define:
dˆ (w) =
l∑
j=1
dwj ,
Xw = ad (Xw1) · · · ad
(
Xwl−1
)
Xwl.
Let (X, d) = (X1, d1) , . . . , (Xq, dq) denote the list of vector fields with for-
mal degrees given by
(
Xw, dˆ (w)
)
where w = (w1, . . . , wl) and l ≤ M for
some fixed large M . Our goal is to show, under the smooth version of the
hypotheses of Section 5.1, that the balls
BδdW (x)
are comparable to the balls
B(X,d) (x, δ) .
More specificly, fix x0 ∈ Ω, and assume (X, d) satisfies C (x0, ξ). We
assume that we have, for every δ ∈ [0, 1)ν with δ ≤ ξ,[
δdiXi, δ
djXj
]
=
∑
k
c
k,δ
i,j δ
dkXk,
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on B(X,d) (x0, δ). In what follows, an admissible constant may depend on up-
per bounds for q and n, lower and upper bounds for the |·|1 norms of the for-
mal degrees, upper bounds for a finite number of the norms ‖Xj‖Cm(B(X,d)(x0,ξ))
and upper bounds for a finite number of the norms:
sup
δ≤ξ
∑
|α|≤m
∥∥∥(δdX)α ck,δi,j ∥∥∥
C0(B(X,d)(x0,δ))
,
which we assume to be finite–in fact, we only need the above bounds for m
which can be chosen to depend only on M and q.
We have,
Theorem 5.9. There exists an admissible constant η′ > 0 such that for
every δ ≤ ξ, we have:
B(X,d) (x0, η
′δ) ⊆ BδdW (x0) ⊆ B(X,d) (x0, δ) .
The second containment in Theorem 5.9 is obvious, and so the theorem
is really a statement about the first containment. In the single parameter
case, Theorem 5.9 was shown in [NSW85]. Specificly, we have:
Theorem 5.10 (Theorem 4 of [NSW85]). In the case ν = 1 and when
X1, . . . , Xq span the tangent space, Theorem 5.9 holds–so long as we allow
admissible constants to also depend on a lower bound for:∣∣∣∣detn×nX (x0)
∣∣∣∣ .
Actually, in Theorem 4 of [NSW85],W1, . . . ,Wr are each given the formal
degree 1, but this is not an essential point, and the methods there immedi-
ately generalize to give Theorem 5.10. It is worth noting that the proof in
[NSW85] uses heavily the Campbell-Hausdorff formula, and therefore use of
a lower bound for |detn×nX (x0)| is essential for those methods.
Proof of Theorem 5.9. Apply Theorem 5.3, to obtain Φδ, η1 and ξ2 as in
that theorem. To prove Theorem 5.9, it suffices to construct an admissible
constant η′ > 0 such that:
B(X,d) (x0, η
′δ) ⊆ B(ξ2δ)dW (x0) ;
rephrasing this, it suffices to show,
B(δdX,
∑
d) (x0, η
′) ⊆ B(ξ2δ)dW (x0) , (5.10)
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for some admissible η′ > 0. Let Y denote the list of vector fields given by
the pullback of δdX under the map Φδ to Bn0(δ) (η1), and let W
′ denote the
list of vector fields given by the pullback of δdW under Φδ. Pulling back
(5.10) via Φδ, we see that it suffices to show that,
B(Y,
∑
d) (0, η
′) ⊆ B
ξ
∑
d
2 W
′ (0) . (5.11)
However, using that the W ′ generate the Y (since this is just the pullback of
the statement that theW generate the X), using that
∣∣detn0(δ)×n0(δ) Y (0)∣∣ &
1 (this follows from (5.3)), and using ξ2 ≈ 1, we may apply Theorem 5.10
(in the special case when δ ≈ 1) to deduce (5.11), completing the proof.
In conclusion, if one can prove a result in the single-parameter setting
of [NSW85], one often gets a multi-parameter result “for free,” merely by
pulling the multi-parameter vector fields back under the scaling map Φδ
and applying the single-parameter result. In particular, this allows one to
use the Campbell-Hausdorff formula to prove results in the multi-parameter
setting. This same proof method shows that the error term for the Campbell-
Hausdorff formula as discussed in Section 1.2.1 can be controlled in an ap-
propriate sense, even in the multi-parameter setting.
5.3 Control of vector fields
In Section 4.1, we saw that the conditions imposed on the commutators
[Xi, Xj] in Section 4 were closely related to three equivalent conditions that
were defined in Section 4.1 (see Remark 4.20). The goal in this section is
to understand the conditions imposed on the commutators in Section 5.1 in
a similar way. To do so, we will lift two of the three equivalent conditions
from Section 4.1 into the setting of Section 5.1. These equivalent conditions
are interesting in their own right, and will play a role in future work.
We take all the same notation as in Section 5.1, and define (m-)admissible
constants in the same way. Let Xq+1 be a C
1 vector field on Ω, with an
associated formal degree 0 6= dq+1 ∈ [0,∞)ν . We will introduce conditions
on (Xq+1, dq+1) which will imply (informally) that one does not “get anything
new” if (Xq+1, dq+1) is added to the list (X, d). Let
(
X̂, dˆ
)
denote the list of
vector fields with formal degrees (X1, d1) , . . . , (Xq+1, dq+1). For an integer
m ≥ 1, we define two conditions (all parameters below are considered to be
elements of (0,∞)):
1. Pm1 (κ1, τ1, σ1, σm1 ):
• ∀δ ∈ A, x ∈ K, ∣∣detn0(x,δ)×n0(x,δ) (δX) (x)∣∣∞ ≥ κ1 ∣∣∣detn0(x,δ)×n0(x,δ) (δX̂) (x)∣∣∣∞ .
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• ∀x ∈ K,
∣∣∣detj×j X̂ (x)∣∣∣ = 0, n0 (x, δ) < j ≤ n.
• ∀δ ∈ A, x ∈ K, ∃cj,x,δi,q+1 ∈ C0
(
B(X,d) (x, τ1δ)
)
such that
[
δdiXi, δ
dq+1Xq+1
]
=
q+1∑
j=1
c
j,x,δ
i,q+1δ
djXj , on B(X,d) (x, τ1δ) ,
with∑
|α|≤m−1
∥∥∥(δX)α cj,x,δi,q+1∥∥∥
C0(B(X,d)(x,τ1δ))
≤ σm1 ,
∥∥∥cj,x,δi,q+1∥∥∥
C0(B(X,d)(x,τ1δ))
≤ σ1.
2. Pm3 (τ3, σ3, σm3 ): For every x ∈ K, δ ∈ A, there exist cx,δj ∈ C0
(
B(X,d) (x0, τ3δ)
)
such that:
• δdq+1Xq+1 =
∑q
j=1 c
x,δ
j δ
djXj , on B(X,d) (x, τ3δ).
• ∑|α|≤m ∥∥∥(δX)α cx,δj ∥∥∥
C0(B(X,d)(x,τ3δ))
≤ σm3 .
• ∑|α|≤1 ∥∥∥(δX)α cx,δj ∥∥∥
C0(B(X,d)(x,τ3δ))
≤ σ3.
Theorem 5.11. Pm1 ⇔ Pm3 in the following sense:
1. Pm1 (κ1, τ1, σ1, σm1 )⇒ there exist admissible constants τ3 = τ3 (κ1, τ1, σ1),
σ3 = σ3 (κ1, σ1), and an m-admissible constant σ
m
3 = σ
m
3 (κ1, σ
m
1 ) such
that Pm3 (τ3, σ3, σm3 ).
2. Pm3 (τ3, σ3, σm3 ) ⇒ there exist admissible constants κ1 = κ1 (σ3), σ1 =
σ1 (σ3) and anm-admissible constant σ
m
1 = σ
m
1 (σ
m
3 ), such that Pm1 (κ1, τ3, σ1, σm1 ).
Furthermore, if 0 < d∨q+1 is a fixed lower bound for |dq+1|1, then under the
condition Pm3 (τ3, σ3, σm3 ), we have that there exists an admissible constant
τ ′ = τ ′
(
d∨q+1, τ3, σ3
)
such that:
B(X,d) (x, τ
′δ) ⊆ B(X̂,dˆ) (x, τ ′δ) ⊆ B(X,d) (x, τ3δ)
for every x ∈ K, δ ∈ A. Finally, if η′ ≤ η1 is small enough so that
Φx,δ
(
Bn0(x,δ) (η
′)
) ⊆ B(X,d) (x0, τ3δ) and we define Y x,δq+1 to be the pullback
of δdq+1Xq+1 under Φx,δ to Bn0(x,δ) (η
′), then,∥∥∥Y x,δq+1∥∥∥
Cm(Bn0(x,δ)(η′))
≤ σm4
where σm4 = σ
m
4 (σ
m
3 ) is an m-admissible constant.
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Proof. Merely apply Theorem 4.17 and Propositions 4.18 and 4.19 for each
x ∈ K, δ ∈ A, to the list of vector fields (δX,∑ d), taking x0 = x and
J0 = J (x, δ).
Remark 5.12. Our assumption on the commutator [Xi, Xj] in Section 5.1 was
essentially that ([Xi, Xj] , di + dj) satisfied condition Pm3 for appropriate m.
Definition 5.13. We say a vector field with a formal degree (Xq+1, dq+1)
is m-controlled by the list of vector fields (X, d) provided either of the two
equivalent conditions Pm1 or Pm3 holds. We say (Xq+1, dq+1) is ∞-controlled
by (X, d) if Pm1 (κ1, τ1, σ1, σm1 ) holds for every m, with κ1, τ1, and σ1 indepen-
dent of m (equivalently if Pm3 (τ3, σ3, σm3 ) holds with τ3 and σ3 independent
of m).
5.3.1 Examples of control
For this section, we take all the same notation as in Section 5.1, and assume
that A is given by (5.1). As was mentioned in Section 5.3 (see Remark 5.12)
our main assumption in Theorem 5.3 is essentially that the commutator
([Xi, Xj] , di + dj) is “controlled” by (X, d) in the sense of Definition 5.13.
In [NSW85], a stronger assumption was used in the single parameter
case (see Section 1.2.1). The most obvious multi-parameter analog of this
assumption is the following:
[Xi, Xj] =
∑
dk≤di+dj
cki,jXk, (5.12)
where the inequality is meant coordinatewise, and the cki,j are assumed to be
sufficiently smooth. It is easy to see that this assumption is a special case
of the assumptions in Section 5.1: indeed, one can take
c
k,x,δ
i,j :=
{
δdi+dj−dkcki,j if dk ≤ di + dj ,
0 otherwise.
One may wonder whether it is possible to get away with such simple as-
sumptions in applications. This seems to not be the case, and to exemplify
the possible difficulties, in this section, we give examples where the closely
related notion of control takes a more complicated form.
Example 5.14. This example takes place on R2 with the vector fields:
X1 = ∂x, X2 = x∂y , X3 = ∂y.
Create two copies of these vector fields:
X
j
1 , X
j
2 , X
j
3
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j = 1, 2, both copies acting on the same space. We take ν = 2 and assign
the formal degrees in [0,∞)2 as follows:(
X11 , (1, 0)
)
,
(
X12 , (1, 0)
)
,
(
X13 , (2, 0)
)
,
(
X21 , (0, 1)
)
,
(
X22 , (0, 1)
)
,
(
X23 , (0, 2)
)
.
It is clear that: ([
X11 , X
2
2
]
, (1, 0) + (0, 1)
)
= (∂y, (1, 1))
is ∞-controlled by the other vector fields. However, it is easy to see that it
cannot be written as in (5.12). In this case, one could just throw in the vector
field (∂y, (1, 1)), and then the list of vector fields would satisfy (5.12), but
this is not the case in the Example 5.16, below. Furthermore, this process of
adding in vector fields is counter to the way in which we proceed in Section
6.
Example 5.15. Consider the vector fields with single-parameter formal de-
grees on R given by:
(∂x, 2) ,
(
x2∂x, 1
)
, (x∂x, 1.5) .
Denote them by (Xj, dj), j = 1, 2, 3. We restrict our attention to |x| ≤ 1. It
is clear that for every |δ| ≤ 1,[
δdiXi, δ
djXj
]
=
∑
k
c
k,δ
i,j δ
dkXk (5.13)
with ck,δi,j ∈ C∞ uniformly in δ. We claim that (x∂x, 1.5) is ∞-controlled by
the other two vector fields. Indeed, fix x0, δ, with δ, |x0| ≤ 1. By (5.13) it
suffices to show that:∣∣(δ2, x20δ)∣∣∞ ≥ ∣∣(δ2, x20δ, x0δ1.5)∣∣∞ . (5.14)
Suppose δ1.5 |x0| ≥ δ2. Then |x0| ≥
√
δ. Hence, δ1.5 |x0| ≤ δ |x20|, completing
the proof of (5.14).
What this example shows is that we can write
δ1.5x∂x = c
x0,δ
1 δ
2∂x + c
x0,δ
2 δx
2∂x, on B(X,d) (x0, τ3δ) ,
where τ3 can be chosen independent of x0, δ. Note that the choice of
c
x0,δ
1 , c
x0,δ
2 depends on x0 and δ in a way which is more complicated than
arises from (5.12): it depends on the ratio of |x0| and
√
δ.
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Example 5.16. Consider the vector fields with formal degrees on R:
(∂x, (a, 0)) , (∂x, (0, b))
here a, b > 0. In this example, we take A = {0 6= δ, |δ| < 1}. We will show
that the above two vector fields∞-control (∂x, (c, d)) if and only if the point
(c, d) lies on or above the line going through (a, 0) and (0, b). Here, c, d are
any two non-negative real numbers, at least one of which is non-zero.
By replacing δ = (δ1, δ2) with
(
δ
1
a
1 , δ
1
b
2
)
, it is easy to see that it suffices
to prove the result for a = 1 = b. Hence we need to show that (∂x, (c, d)) is
∞-controlled by the above two vector fields if and only if c+d ≥ 1. However,
it is easy to see that:
(δ1, δ2)
(c,d) ≤ Cmax {δ1, δ2}
for all δ sufficiently small, if and only if c+ d ≥ 1. The result follows easily.
6 Unit operators and maximal functions
In this section, we wish to study maximal operators associated to a special
case of the multi-parameter balls from Section 5.1.
Suppose we are given ν families of C1 vector fields on Ω with associated
single-parameter formal degrees:
(Xµ, dµ) =
(
(Xµ1 , d
µ
1) , . . . ,
(
Xµqµ, d
µ
qµ
))
, d
µ
j ∈ (0,∞) , 1 ≤ µ ≤ ν.
We may associate to theXµs and dµs a family of vector fields with (multi-
parameter) formal degrees. Indeed, let (X, d) denote the list of vector fields
X
µ
j , 1 ≤ µ ≤ ν, 1 ≤ j ≤ qµ, with the degree of Xµj the element of [0,∞)ν
which is dµj in the µth coordinate and is 0 in all other coordinates. Define
K ⋐ Ω and ξ as in Section 5.2.2, in terms of (X, d). We assume that the list
of vector fields (X, d) satisfies all of the assumptions of Section 5.1 (with A
given by (5.1)), without adding any new vector fields to the list (X, d).25 We
define admissible constants in the same way as they were defined in Section
5.1. We define, for δ ∈ (0, 1]ν , δ ≤ ξ, x ∈ K:
B(X1,d1),...,(Xν ,dν) (x, δ) := B(X,d) (x, δ) .
We present two interesting examples that satisfy the hypotheses of this sec-
tion:
25In particular, this implies that the (one-parameter) list of vector fields (Xµ0 , dµ0)
satisfies the assumptions of Section 5.1, for each µ0. This can be seen by taking δµ = 0
for every µ 6= µ0.
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Example 6.1. Suppose X1, . . . , Xm are C
∞ vector fields satisfy Ho¨rmander’s
condition. Use these to generate a list of vector fields with formal degrees
(X, d) as in [NSW85] (see Section 1.2.1). Let ν = 2 and let (X, d) be the list
of vector fields corresponding to µ = 1. Then let (∂1, 1) , . . . , (∂n, 1) denote
the list of vector fields corresponding to µ = 2. I.e., µ = 2 corresponds to
the usual Euclidean vector fields. These then satisfy the hypotheses of the
section. The main idea in this example is that one may write:
[Xi, ∂j ] =
∑
k
aki,j∂k, (6.1)
where the aki,j ∈ C∞. One must be careful with this example. It is tempting
to think, given the results in Section 5.2.2, that one could take any two lists
satisfying Ho¨rmander’s condition, removing the assumption that one of the
lists corresponds to the usual Euclidean vector fields. This is not the case,
since the procedure in Section 5.2.2 involved adding more vector fields to
the list (X, d), namely the commutators involving vector fields from both
lists. In this case, though, this procedure is not necessary, due to (6.1).
Example 6.2. Let (Xµ, dµ) be ν lists of vector fields with formal degrees
such that for each fixed µ, (Xµ, dµ) satisfies the hypotheses of Section 5.1
(with ν = 1 and A given by (5.1)). Suppose further that for µ1 6= µ2,[
X
µ1
i , X
µ2
j
]
= 0. Then these vector fields satisfy the hypotheses of this
section. In particular, when working on a homogeneous group, one could
take ν = 2, and let the µ = 1 vector fields correspond to a homogeneous
basis of the left invariant vector fields (with degrees corresponding to their
homogeneity) and µ = 2 be a similar list but instead with the right invariant
vector fields. This was the setup in [Str08], and is discussed in Section 1.2.4.
To motivate the results in this section, let us consider a classical example.
In this case Ω = Rν , qµ = 1 for all 1 ≤ µ ≤ ν, and (Xµ1 , dµ1) = (∂µ, 1). We
have the classical “strong” maximal function in Rν . This is given by:
Mf (x) := sup
δ=(δ1,...,δn)
δj>0
1
Vol
(
B(∂1,1),...,(∂ν ,1) (x, δ)
) ∫
B(∂1,1),...,(∂ν,1)(x,δ)
|f (z)| dz.
(6.2)
Rewriting (6.2) in the notation of Section 4, we have:
Mf (x) = sup
δ
AB(∂1,1),...,(∂ν,1)(·,δ) |f | (x) .
Perhaps the easiest way to deduce Lp boundedness (1 < p ≤ ∞) for M is
the idea of Jessen, Marcinkiewicz, and Zygmund [JMZ35] to boundM by a
product of the one-dimensional maximal functions, whose Lp boundedness
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is already understood. To do this, one proves the simple inequality, that
there exists a λ > 0 such that for every δ, and every f ≥ 0, we have:
AB(∂1,1),...,(∂ν ,1)(·,λδ)f ≤ CAB(∂ν,1)(·,δν) · · ·AB(∂1,1)(·,δ1)f
And then it follows immediately, that:
Mf (x) ≤ CMν · · ·M1f (x) , (6.3)
where
Mµf (x) = sup
δµ>0
AB(∂µ,1)(·,δµ)
|f | .
In this section, we wish to generalize (6.3).
Theorem 6.3. There exist admissible constants, 0 < τ2 < τ1 < 1, σ > 0
such that for all |δ| ≤ σ, we have, for f ∈ C (Ω), f ≥ 0, x ∈ K:
AB(X1,d1),...,(Xν,dν)(·,τ2δ)f (x) . AB(Xν,dν )(·,τ1δ) · · ·AB(X1,d1)(·,τ1δ)f (x)
. AB(X1,d1),...,(Xν,dν)(·,δ)f (x) .
Proof. Apply Theorem 4.21 with (Zµ, dµ) = (δµX
µ, dµ), (X, d) = (δX, d),
and x0 = x, where x ∈ K. We obtain admissible constants λ1, λ2, λ3 inde-
pendent of x, δ as in that theorem.
To conclude the proof, merely take τ1 =
λ2
λ1
, τ2 =
λ3
λ1
and replace δ with
λ1δ.
Corollary 6.4. There exist admissible constants 0 < τ2 < τ1 < 1, σ > 0
such that if we define, for x ∈ K, f ∈ C (Ω),
Mf (x) = sup
|δ|≤τ2σ
AB(X1,d1),...,(Xν,dν )(·,δ) |f | (x) ,
and for all x ∈ Ω such that B(Xµ,dµ) (x, τ1σ) ⊂ Ω,
Mµf (x) = sup
0<δµ≤τ1σ
AB(Xµ,dµ)(·,δµ) |f | (x) .
Then we have:
Mf (x) .MνMν−1 · · ·M1f (x) . (6.4)
Proof. This follows directly from Theorem 6.3.
Corollary 6.5. Let M be defined as in Corollary 6.4. Then, by possibly
admissibly shrinking τ2, we have thatM extends to a bounded map Lp (Ω)→
Lp (K), for every 1 < p <∞.
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Proof. This would follow from (6.4), provided we have that M1, . . . ,Mν
extend to bounded operators on Lp (1 < p <∞). Intuitively, this is simple,
since the one-parameter balls B(Xµ,dµ) (·, δµ) satisfy the doubling condition
(5.5), and we expect to be able to apply the theory of spaces of homogeneous
type to conclude the desired Lp boundedness. There is a slight technicality,
though, since if (for a fixed µ), the vector fields Xµ do not span the tangent
space, then the balls B(Xµ,dµ) (·, δµ) do not endow Ω with the structure of a
space of homogeneous type: rather, they foliate Ω into leaves, each of which
is (locally) a space of homogeneous type. The technical details to deal with
this difficulty are covered in Section 6.2.
Remark 6.6. Notice, in Corollary 6.5, we have left out p = ∞. This is
because if the vector fields do not span the tangent space, the maximal
operators may only be a priori defined on C (Ω).
Remark 6.7. As mentioned in Section 1.2.4, it is likely that M is bounded
on Lp (1 < p <∞) for a larger class of balls than is discussed in this section.
However, Theorem 6.3 is very tied to the assumptions of this section.
Corollary 6.8. There exists an admissible constant σ1 > 0 such that if for
|δ| ≤ σ1, we let Tδ denote the Schwartz kernel for the operator:
AB(Xν,dν)(·,δν) · · ·AB(X1,d1)(·,δ1),
then, for x ∈ K, Tδ (x, y) is supported on those points (x, y) such that:
inf
{
τ > 0 : y ∈ B(X1,d1),...,(Xν ,dν) (x, τδ)
}
. 1, (6.5)
and moreover,
sup
y
Tδ (x, y) ≈ 1
Vol
(
B(X1,d1),...,(Xν ,dν) (x, δ)
) . (6.6)
Furthermore, there exists an admissible constant σ2 > 0 such that:
Tδ (x, y) ≈ 1
Vol
(
B(X1,d1),...,(Xν ,dν) (x, δ)
) , y ∈ B(X1,d1),...,(Xν ,dν) (x, σ2δ).
(6.7)
These inequalities are understood to be taking place on the leaf generated by
δX passing through x.
Proof. (6.5) and the . part of (6.6) follow by applying Theorem 6.3 and
using the inequality (for f ≥ 0):
AB(Xν,dν)(·,τ1δ) · · ·AB(X1,d1)(·,τ1δ)f (x) . AB(X1,d1),...,(Xν,dν)(·,δ)f (x)
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and renaming τ1δ, δ. With this new δ, the other half of Theorem 6.3 now
reads:
A
B(X1,d1),...,(Xν,dν )
(
·,
τ2
τ1
δ
)f (x) . AB(Xν,dν)(·,δ) · · ·AB(X1,d1)(·,δ)f (x) ,
thereby establishing (6.7) and therefore the & part of (6.6). This completes
the proof.
Corollary 6.8 has an interesting corollary, to which we now turn. For
the statement of this corollary, we restrict our attention to the case ν = 2,
but otherwise keep the same assumptions and notation as in the rest of the
section.
Corollary 6.9. Suppose the leaf generated by X1 passing through x0 is the
same as the leaf generated by X2 passing through x0 (call this common leaf
L). Then, there exists an admissible constant σ1 > 0 such that for every
x0 ∈ K and every δ := (δ1, δ2) with |δ| ≤ σ1, we have:
Vol
(
B(X1,d1) (x0, δ1) ∩ B(X2,d2) (x0, δ2)
) ≈ Vol (B(X1,d1) (x0, δ1))Vol (B(X2,d2) (x0, δ2))
Vol
(
B(X1,d1),(X2,d2) (x0, δ)
) .
Here, Vol (·) on the left hand side denotes the induced Lebesgue volume on
L.
Proof. In the following, dy will denote the induced Lebesgue measure on L,
and for a set A, χA will denote the characteristic function of A.
Vol
(
B(X1,d1) (x0, δ1) ∩ B(X2,d2) (x0, δ2)
)
=
∫
χB(X1,d1)(x0,δ1) (y)χB(X2,d2)(y,δ2) (x0) dy
= Vol
(
B(X1,d1) (x0, δ1)
)
Vol
(
B(X2,d2) (x0, δ2)
)
×
∫
1
Vol
(
B(X1,d1) (x0, δ1)
)χB(X1,d1)(x0,δ1) (y) 1Vol (B(X2,d2) (x0, δ2))χB(X2,d2)(y,δ2) (x0) dy.
(6.8)
In the above, we have used that y ∈ B(X2,d2) (x0, δ2) if and only if x0 ∈
B(X2,d2) (y, δ2). We use the fact that if y ∈ B(X2,d2) (x0, δ2), then
Vol
(
B(X2,d2) (x0, δ2)
) ≈ Vol (B(X2,d2) (y, δ2)) ,
which follows from Theorem 5.3, in particular (5.5). We then have that the
RHS of (6.8) is:
≈ Vol (B(X1,d1) (x0, δ1))Vol (B(X2,d2) (x0, δ2))
×
∫
1
Vol
(
B(X1,d1) (x0, δ1)
)χB(X1,d1)(x0,δ1) (y) 1Vol (B(X2,d2) (y, δ2))χB(X2,d2)(y,δ2) (x0) dy
= Vol
(
B(X1,d1) (x0, δ1)
)
Vol
(
B(X2,d2) (x0, δ2)
)
Tδ (x0, x0) .
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Where Tδ is as in Corollary 6.8. Now the result immediately follows from
Corollary 6.8.
6.1 Some comments on metrics
Corollary 6.8 has a corollary which can be phrased in terms of metrics, and
may serve to give the reader some intuition for these results. We devote this
section to this corollary, and maintain all the same notation as in Section 6.
Fix r = (r1, . . . , rν) ∈ (0, 1]ν , and assume rµ = 1 for some µ. Corre-
sponding to each such r, we obtain a one-parameter family of balls:
B(X,d) (x, δr) ,
for x ∈ Ω. This one-parameter family of balls is associated to the Carnot-
Carathe´odory metric ρr, associated to the vector fields{(
r
d
µ
j
µ X
µ
j , d
µ
j
)
: 1 ≤ µ ≤ ν, 1 ≤ j ≤ qµ
}
.
This metric is defined by:
ρr (x, y) := inf
{
δ > 0 : y ∈ B(X,d) (x, δr)
}
.
Remark 6.10. Actually, it could be that ρr is not a metric, in that if the X
µ
j
do not span the tangent space, the distance between two points might be
∞. This will not affect any of the results in this section.
Remark 6.11. We assumed that maxµ rµ = 1 since, if we drop this assump-
tion, we have:
δρr = ρδ−1r
and so every choice of r can be reduced to the case when maxµ rµ = 1.
For each µ we also obtain a metric, the Carnot-Carathe´odory metric
associated to the vector fields{(
X
µ
j , d
µ
j
)
: 1 ≤ j ≤ qµ
}
given by
ρµ (x, y) := inf
{
δ > 0 : y ∈ B(Xµ,dµ) (x, δ)
}
,
where we have the same caveat as in Remark 6.10.
Given two functions ∆1,∆2 : Ω×Ω→ [0,∞] (one should think of ∆1,∆2
as metrics) we obtain a new function:
(∆1 ◦∆2) (x, z) := inf
y∈Ω
∆1 (x, y) + ∆2 (y, z) .
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One should think of ∆1 ◦∆2 as the “distance” between x and z if one is first
allowed to travel in the ∆1 metric and then in the ∆2 metric. Of course,
even if ∆1 and ∆2 are metrics, ∆1 ◦∆2 may not be symmetric, and therefore
will not be a metric.
However, in the case of the ρµ above, we do end up with a quasi-metric.
Indeed, we have:
Corollary 6.12. There is an admissible constant σ2 > 0 such that for every
x ∈ K and y ∈ Ω such that ρr (x, y) < σ2, we have:[(
r−11 ρ1
) ◦ (r−12 ρ2) ◦ · · · ◦ (r−1ν ρν)] (x, y) ≈ ρr (x, y) .
Proof. & is obvious. . follows from Corollary 6.8.
Remark 6.13. When
[
X
µ1
j , X
µ2
k
]
= 0 for µ1 6= µ2 (and with a slight mod-
ification in the definition of our metrics), one actually obtains equality in
Corollary 6.12 (as opposed to ≈). This follows from the proof method in
Section 4.1 of [Str08].
6.2 Foliations whose leaves are locally spaces of ho-
mogeneous type
Let (X1, d1) , . . . , (Xq, dq) be vector fields on an open set Ω ⊆ Rn with single-
parameter formal degrees d1, . . . , dq ∈ (0,∞). Under the (single-parameter
version of) the hypotheses in Section 5.1, the balls B(X,d) (x, δ) satisfy the
doubling property that is crucial to the theory of spaces of homogeneous
type:
Vol
(
B(X,d) (x0, 2δ)
)
. Vol
(
B(X,d) (x0, δ)
)
, (6.9)
see (5.5). This leads one to consider the maximal operator given by,
Mf (x) = sup
δ>0
AB(X,d)(·,δ) |f | (x) = sup
δ>0
1
Vol
(
B(X,d) (x, δ)
) ∫
B(X,d)(x,δ)
|f (y)| dy,
where the supremum is only taken over δ sufficiently small. If the vector
fields X1, . . . , Xq spanned the tangent space at every point of Ω, the balls
B(X,d) (x, δ) would be open sets of positive Lebesgue measure and (6.9) would
imply that they do, in fact, endow Ω with the structure of a space of homo-
geneous type. Classical arguments then show thatM extends to a bounded
operator on Lp (1 < p ≤ ∞)–this is essentially the situation covered in
[NSW85].
However, if the vector fields do not span the tangent space at each point,
then the balls B(X,d) (x, δ) do not turn Ω into space of homogeneous type.
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Indeed, at a point x0 where X1, . . . , Xq do not span the tangent space,
the ball B(X,d) (x0, δ) does not even have positive n dimensional Lebesgue
measure: it lies on the leaf passing through x0 generated by X1, . . . , Xq.
This does not prevent M from extending to a bounded operator on Lp
(1 < p <∞) however, as we shall see. Informally, the idea is thatX1, . . . , Xq
foliate Ω into leaves, where each leaf (endowed with the induced Lebesgue
measure) is locally a space of homogeneous type, and the standard theory of
maximal functions may be applied. It is crucial, here, that we are working
locally (i.e., that we are restricting our attention to δ > 0 small). If we had
not restricted our attention to local results, the space of leaves might be
quite complicated, to the extent that it would be difficult (if not impossible)
to lift the Lp boundedness of M from each leaf to Ω.26
Remark 6.14. Near a non-singular point27 of the involutive distribution
spanned by X1, . . . , Xq, the boundedness ofM follows immediately. Indeed,
in this case, the foliation looks locally like a product space. The maximal
function just acts on one of the product variables, and in this variable the
balls form a space of homogeneous type. Thus, the main point of this section
is to demonstrate an easy way to deal with singular points; however, it will
not be necessary for us to make any distinction between non-singular and
singular points in our argument.
We now turn to a formal statement of our results. We are given a compact
set K ⋐ Ω, and ξ > 0 such that (X, d) satisfies C (x, ξ) for every x ∈ K. We
assume for every δ ≤ ξ, x ∈ K, we have:[
δdiXi, δ
djXj
]
=
∑
k
c
k,δ,x
i,j δ
dkXk,
on B(X,d) (x, δ). In addition, we assume:
• TheXjs are C2 onB(X,d) (x, ξ), for every x ∈ K, and satisfy supx∈K ‖Xj‖C2(B(X,d)(x,ξ)) <∞.
• For all |α| ≤ 2, x ∈ K, we have (δdX)α ck,δ,xi,j ∈ C0 (B(X,d) (x, δ)), for
every i, j, k, and every δ ∈ A, and moreover:
sup
δ∈A
x∈K
∑
|α|≤2
∥∥∥(δdX)α ck,δ,xi,j ∥∥∥
C0(B(X,d)(x,δ))
<∞.
26Consider, for instance, the vector field ∂x + θ∂y on the manifold M = R
2/Z2, where
θ ∈ R\Q. In this case, if we denote by L the space of leaves, we have Lp (L) = C. Locally,
however, M with this foliation just looks like a product space, and the corresponding
maximal function is just the standard maximal function along one of the variables.
27x0 ∈ Ω is said to be a non-singular point if dim span{X1 (x) , . . . , Xq (x)} is constant
in a neighborhood of x0.
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Finally, let
n0 (x, δ) = dim span
{
δd1X1 (x) , . . . , δ
dqXq (x)
}
.
We say C is an admissible constant if C can be chosen to depend only
on fixed upper and lower bounds dmax <∞, dmin > 0, for d1, . . . , dq, a fixed
upper bound for n, q and a fixed upper bound for the quantities:
sup
x∈K
‖Xj‖C2(B(X,d)(x,ξ)) , sup
δ∈A
x∈K
∑
|α|≤2
∥∥∥(δdX)α ck,δ,xi,j ∥∥∥
C0(B(X,d)(x,δ))
.
Theorem 6.15. There exists an admissible constant ξ′ > 0, ξ′ ≤ ξ, such
that if we define, for f ∈ C (Ω), x ∈ K,
Mf (x) = sup
0<δ≤ξ′
AB(X,d)(·,δ) |f | (x) , (6.10)
then for every f ∈ C (Ω) ∩ Lp (Ω),
‖Mf‖Lp(K) ≤ Cp ‖f‖Lp(Ω) ,
for every 1 < p ≤ ∞. Here, Cp is an admissible constant which may also
depend on p.
The main assumptions of this section are equivalent to saying that Theo-
rem 5.3 applies to the vector fields (X, d). Let ξ1, η1 be admissible constants
as in the conclusions of Theorem 5.3. Define,
Ω′ =
⋃
x∈K
B(X,d)
(
x,
ξ1
2
)
,
Ω′′ =
⋃
x∈K
B(X,d)
(
x,
ξ1
4
)
.
Theorem 6.15 will follow from the following two propositions.
Proposition 6.16. There exists an admissible constant ξ0 > 0, ξ0 < ξ, such
that for every ξ′ ≤ ξ0 and every f ∈ C (Ω) with f ≥ 0, we have:∫
K
f (x) dx .
∫
Ω′′
AB(X,d)(·,ξ′)f (x) dx .
∫
Ω′
f (x) dx,
where the implicit constants are admissible but also allowed to depend on a
lower bound for ξ′.
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Proposition 6.17. We have the pointwise bound, for 1 < p ≤ ∞, 0 < ξ′ ≤
ξ1
4
, and x ∈ Ω′′:
AB(X,d)(·,ξ′) |Mf |p (x) . AB(X,d)(·,2ξ′) |f |p (x) ,
where the implicit constant is admissible and can also depend on p and a
lower bound for ξ′, but not on x.
Proof of Theorem 6.15 given Propositions 6.16 and 6.17. Fix p > 1. Let ξ0
be as in Propositions 6.16. Fix ξ′ > 0 an admissible constant, such that
ξ′ < min
{
ξ0
2
, ξ1
4
}
. Take f ∈ C (Ω) ∩ Lp (Ω), and consider:
‖Mf‖p
Lp(K) =
∫
K
(Mf (x))p dx
.
∫
Ω′′
AB(X,d)(·,ξ′) |Mf |p (x) dx
.
∫
Ω′′
AB(X,d)(·,2ξ′) |f |p (x) dx
.
∫
Ω′
|f (x)|p dx
. ‖f‖pLp(Ω) ,
completing the proof.
We now prove Proposition 6.16. To do so, we need two lemmas.
Lemma 6.18. There exists an admissible constant η0 > 0 such that for
every 0 < η′ ≤ η0, and every f ∈ C (Ω) with f ≥ 0, we have:∫
K
f (x) dx .
1
(2η′)q
∫
|t|≤η′
∫
Ω′′
f
(
et·Xx
)
dx dt .
∫
Ω′
f (x) dx.
Proof. Note, for |t| ≤ ξ1
4
, we have
Ω′ ⊇ et·XΩ′′ ⊇ K.
To make use of this, we choose η0 ≤ ξ1
4
. Furthermore, by taking η0 > 0
admissible small enough, we have for all |t| ≤ η0, and all x ∈ Ω′′,∣∣∣∣det ∂∂x et·Xx
∣∣∣∣ ≥ 12 .
This follows since the C2 norm of et·Xx − x is admissibly bounded (see
Theorem A.1) and because when t = 0, et·Xx = x.
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Putting these results together, we have from a simple change of variables,
for |t| ≤ η0, ∫
K
f (x) dx .
∫
Ω′′
f
(
et·Xx
)
dx .
∫
Ω′
f (x) dx.
Averaging both sides over |t| ≤ η′ yields the proof.
Lemma 6.19. Let η0 be as in Lemma 6.18. There exists an admissible
constant ξ0 > 0 such that for every 0 < ξ
′ ≤ ξ0, there exist admissible
constants 0 < η′′ = η′′ (ξ′), 0 < η′, η′′, η′ ≤ η0 such that28 for every f ∈
C (Ω), f ≥ 0, we have:∫
|t|≤η′′
f
(
et·Xx
)
dt . AB(X,d)(·,ξ′)f (x) .
∫
|t|≤η′
f
(
et·Xx
)
dt,
for every x ∈ Ω′. Here, the implicit constants are allowed to depend on a
lower bound for ξ′.
Proof. This follows just as in Proposition 4.22. The straightforward modifi-
cations are left to the reader.
Proof of Proposition 6.16. Take η0, ξ0 as in Lemmas 6.18 and 6.19. For
ξ′ ≤ ξ0, let η′, η′′ be as in the conclusion of Lemma 6.19 (here and in the
rest of the proof, all constants are allowed to depend on a lower bound for
ξ′–so that, in particular, η′′ & 1). We then have, using Lemmas 6.18 and
6.19 freely, for f ∈ C (Ω), with f ≥ 0,∫
K
f (x) dx .
∫
|t|≤η′′
∫
Ω′′
f
(
et·Xx
)
dx dt
.
∫
Ω′′
AB(X,d)(·,ξ′)f (x) dx
.
∫
|t|≤η′
∫
Ω′′
f
(
et·Xx
)
dx dt
.
∫
Ω′
f (x) dx,
which completes the proof.
Proof of Proposition 6.17. Fix x ∈ Ω′′ and ξ′ as in the statement of the
proposition. In what follows all implicit admissible constants are also al-
lowed to depend on a lower bound for ξ′. We define the maximal functionM
28Here, η′′ can be chosen to depend only on a fixed lower bound for ξ′.
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in terms of this fixed ξ′, as in (6.10). By definition of Ω′′, there exists x0 ∈ K
such thatB(X,d) (x, ξ
′) ⊆ B(X,d) (x0, ξ1). Let n0 = dim span{X1 (x0) , . . . , Xq (x0)},
and let Φ : Bn0 (η1)→ B(X,d) (x0, ξ) be the map guaranteed by Theorem 5.3
where we take δ = ξ and x = x0. Note that,
B(X,d) (x, ξ
′) ⊆ B(X,d) (x0, ξ1) ⊆ Φ (Bn0 (η1)) .
Let Y1, . . . , Yq be the pullbacks of X1, . . . , Xq via the map Φ, to Bn0 (η).
Note, for u ∈ Bn0 (η) and δ > 0 small enough that B(Y,d) (u, δ) ⋐ Bn0 (η),
we have
Φ
(
B(Y,d) (u, δ)
)
= B(X,d) (Φ (u) , δ) .
Using that |detn0×n0 dΦ (u)| ≈ |detn0×n0 X (x0)|, and applying a change of
variables as in (B.2), we see that
Vol
(
B(X,d) (Φ (u) , δ)
) ≈ ∣∣∣∣ detn0×n0 X (x0)
∣∣∣∣Vol (B(Y,d) (u, δ)) .
It follows, for f ∈ C (Ω), with f ≥ 0,
AB(X,d)(·,δ)
(
f ◦ Φ−1) (Φ (u)) = 1
Vol
(
B(X,d) (Φ (u) , δ)
) ∫
B(X,d)(Φ(u),δ)
f
(
Φ−1 (y)
)
dy
≈ 1
Vol
(
B(Y,d) (u, δ)
) ∫
B(Y,d)(u,δ)
f (v) dv
= AB(Y,d)(·,δ)f (u) ,
where, again, we have used (B.2) and dv denotes Lebesgue measure on
Bn0 (η) and dy denotes the induced Lebesgue measure on the leaf in which
B(X,d) (Φ (u) , δ) lies. Consider, for y ∈ B(X,d)
(
x0,
ξ1
2
)
,
M (f ◦ Φ−1) (y) = sup
ξ′≥δ>0
AB(X,d)(·,δ)
∣∣f ◦ Φ−1∣∣ (y)
≈ sup
ξ′≥δ>0
AB(Y,d)(·,δ) |f |
(
Φ−1 (y)
)
=: M˜f (Φ−1 (y)) ,
where M˜ denotes the maximal function defined in terms of the Carnot-
Carathe´odory balls defined by the vector fields (Y, d).
Hence, we have,
AB(X,d)(·,ξ′)
∣∣M (f ◦ Φ−1)∣∣p (x) ≈ AB(X,d)(·,ξ′) [∣∣∣M˜f ∣∣∣p ◦ Φ−1] (x)
≈ AB(Y,d)(·,ξ)
∣∣∣M˜f ∣∣∣p (Φ−1 (x)) .
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Similarly, we have
AB(X,d)(·,2ξ′)
∣∣f ◦ Φ−1∣∣p (x) ≈ AB(Y,d)(·,2ξ′) |f |p (Φ−1 (x)) .
Thus, to complete the proof, it suffices to show the bound
AB(Y,d)(·,ξ′)
∣∣∣M˜f ∣∣∣p (Φ−1 (x)) . AB(Y,d)(·,2ξ′) |f |p (Φ−1 (x)) .
Moreover, since Vol
(
B(Y,d) (Φ
−1 (x) , ξ′)
) ≈ Vol (B(Y,d) (Φ−1 (x) , 2ξ′)) (in fact
both are ≈ 1, but we will not need this), it suffices to show∥∥∥M˜f∥∥∥p
Lp(B(Y,d)(Φ−1(x),ξ′))
. ‖f‖p
Lp(B(Y,d)(Φ−1(x),2ξ′))
.
This is immediate from the classical theory of spaces of homogeneous type,
since the balls B(Y,d) (·, δ) satisfy all the axioms of a space of homogeneous
type, uniformly in the relevant parameters.
A Two results from calculus
In this appendix, we discuss two theorems from calculus that we will use
throughout the paper: a uniform version of the inverse function theorem,
and how the smoothness of et1X1+t2X2+···+tνXνx0, as a function of t1, . . . , tν ,
depends on the smoothness of X1, . . . , Xν . These results are surely familiar,
in some form or another, to the reader. However, they play such a funda-
mental role in our analysis, that we feel it is prudent to state them in the
precise form we shall use them.
For a C1 vector field Y , one defines E (t) = etY x0 to be the unique
solution to the ODE d
dt
E (t) = Y (E (t)) satisfying E (0) = x0. This unique
solution always exists for |t| sufficiently small (depending on the C1 norm
of Y ). This allows us to define:
et1X1+···+tνXνx0
for |t| sufficiently small, where t = (t1, . . . , tν). We have:
Theorem A.1. Suppose X1, . . . , Xν are C
m vector fields (m ≥ 1), defined
on an open set Ω ⊆ Rn. Then, for x0 fixed, the function:
u (t) = et1X1+···+tνXνx0 − x0
is Cm. Moreover, the Cm norm of this function can be bounded in terms of
n, ν and the Cm norms of X1, . . . , Xν.
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Proof. It is perhaps easiest to consider the function:
v (ǫ, t) = eǫ(t1X1+···+tνXν)x0.
Then, u (t) = v (1, t) − x0, and v is defined by an ODE in the ǫ variable.
That v − x0 is Cm (in both variables) is classical. See [Die60], Chapter X.
Alternatively, one can modify the proof method in [Izz99] to this situation
for a more elegant proof.
Remark A.2. One could write t in polar coordinates r, ω, and consider the
function, f (r, ω) = u (rω). Then, one has, f ∈ Cm (r, ω). Moreover, one
has, for a+ |b| = m (a ∈ N, b a multi-index),
∂r∂
a
r ∂
b
ωf (r, ω)
exists and is continuous.
We now turn to the inverse function theorem:
Theorem A.3. Fix an open set U ⊆ Rn, and fix x0 ∈ U . Suppose K ⊂
C1 (U ;Rn) is a compact set such that for all f ∈ K, det df (x0) 6= 0, and
hence, |det df (x0)| is bounded away from 0 uniformly for f ∈ K. Then,
there exist constants δ1, δ2 > 0, such that for all f ∈ K,
• f |B(x0,δ1) is a C1 diffeomorphism onto its image.
• B (f (x0) , δ2) ⊆ f (B (x0, δ1)).
here, B (x0, δ) denotes the usual Euclidean ball centered at x0 of radius δ.
Proof. This follows from a straight-forward modification of the proof in
[Spi65], by using the Arzela`-Ascoli theorem. Alternatively, since in our
proofs, we will always show that the relevant set is a pre-compact subset
of C1, by showing it is a bounded subset of C2, the derivatives of the func-
tions in our set will actually be uniformly Lipschitz, and in this case one
may use the theorem in [HH99].
B The Cauchy-Binet formula
In this appendix, we review the Cauchy-Binet formula and an associated
change of variables formula, that is essential to the work in this paper. We
first recall some notation from Section 1.1: given two integers 1 ≤ m ≤ n,
define I (m,n) to be the set of all lists of integers (i1, . . . , im), such that:
1 ≤ i1 < i2 < · · · < im ≤ n.
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Given an n× q matrix A, and n0 ≤ n∧ q, for I ∈ I (n0, n), J ∈ I (n0, q)
define the n0 × n0 matrix AI,J by using the rows from A which are listed in
I and the columns from A listed in J . We define:
det
n0×n0
A = (detAI,J)I∈I(n0,n)
J∈I(n0,q)
.
In particular, detn0×n0 A is a vector (it will not be important to us in which
order the coordinates are arranged).
A special case arises when q = n0. Indeed, in this case, we have ([TT57],
p. 127): ∣∣∣∣ detn0×n0 A
∣∣∣∣ = √detAtA (B.1)
and both of these quantities are equal to the volume of the n0 dimensional
parallelepiped with edges given by the columns of A. This is a special case of
the Cauchy-Binet formula. Because of this, we obtain a change of variables
formula which will be of use to us. Suppose Φ is a C1 diffeomorphism from
an open subset U in Rn0 mapping to an n0 dimensional submanifold of R
n,
where this submanifold is given the Lebesgue measure, dx. Then, we have:∫
Φ(U)
f (x) dx =
∫
U
f (Φ (t))
∣∣∣∣ detn0×n0 (dΦ (t))
∣∣∣∣ dt. (B.2)
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