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Abstract
We present the activities of the ‘New Physics’ working group for the ‘Physics at TeV Colliders’
workshop (Les Houches, France, 5–23 June, 2017). Our report includes new physics studies
connected with the Higgs boson and its properties, direct search strategies, reinterpretation of
the LHC results in the building of viable models and new computational tool developments.
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Introduction
G. Brooijmans, M. Dolan, S. Gori, F. Maltoni, M. McCullough, P. Musella, L. Perrozzi,
P. Richardson, F. Riva
This document is the report of the New Physics session of the 2017 Les Houches Work-
shop ‘Physics at TeV Colliders’. The workshop brought together theorists and experimenters
who discussed a significant number of novel ideas related to Higgs and beyond the Standard
Model physics. New computational methods and techniques were considered, with the aim of
improving the technology available for theoretical, phenomenological and experimental new
physics studies.
More precisely, one set of studies undertaken during the workshop concerns investigations
associated with specific new physics models either constructed from a top-down approach or
built following a bottom-up path. A second set of studies is connected to the Higgs boson
discovered a few years ago. Its properties are now measured with increasing accuracy at the
LHC, constraining the construction of any realistic new physics theory correspondingly. Finally,
recasting techniques are the subject of a third series of contributions, including suggestions on
the way experimental information could be presented.
In the first section searches for new physics beyond the Standard Model are presented,
covering diverse frontiers in the hunt for new states, from new two-body resonances to new
particles with macroscopic lifetimes. A first contribution reviews two-body resonance searches
at the LHC, highlighting a few cases that are not currently covered. Many models contain
vector-like quarks, for which single production can significantly enhance the search range. In
direct single production, next-to-leading order effects, studied in a second contribution, can
have significant effects on distributions used to separate the signal from the Standard Model
background. The third contribution explores another way to produce single vector-like quarks:
the production of new heavy spin-0 or spin-1 bosons that decay to a vector-like quark and a
Standard Model fermion, which again leads to changes in distributions used to discriminate
against the backgrounds. Three contributions tackle macroscopic lifetimes. The first reveals
the connection between searches for long-lived particles (LLPs) and a compelling paradigm for
dark matter production, known as “freeze-in”. This connection relates the dark matter abun-
dance in freeze-in models to the lifetime of the LLP produced at the LHC, making the lifetime
determination a key target for such models. A complementary study determines the accuracy
with which one could hope to answer this question, revealing how detector effects or analysis
cuts could influence the accuracy with which the LLP lifetime could be determined. A related
study in the tools sections exposes how attempts to recast current LHC LLP searches may be
hampered by the format in which analysis details are presented. Consequentially, this contribu-
tion makes recommendations on the presentation of analysis details to maximise the impact of
LHC searches in recasting for alternative scenarios.
In the top sector, two studies have been performed. One explores the “mono-top” signa-
ture of dark matter production, and a second flavour-violating top squark decays, showing the
limitations of simplied models in quantifying LHC sensitivity to new physics. This is followed
by an examination of the sensitivity of the LHC to intermediate mass (pseudo-)scalars produced
in association with heavy flavor quark partners, indicating that with some optimization the LHC
could cover the relevant areas in parameter space.
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Another area in which the face of new physics may be already partially revealed is flavour
physics, particularly concerning b-quarks, where a number of mild anomalies in individual
measurements of different b-meson decay final states may be consistently pointing towards
evidence of violation of lepton-flavour universality. The status of these anomalies and potential
theories of new physics that may coherently explain the measurements through the existence of
new particles is reviewed.
The second section includes contributions related to the physics of the Higgs boson and
the electroweak symmetry breaking sector. Some contributions focus on effective field theories
(EFTs) for Higgs physics, some on models with new light Higgs bosons, and some on models
with additional heavy Higgs bosons. In particular, in the context of EFTs, one study com-
pares different ways of experimentally accessing Beyond the Standard Model (BSM) physics
via EFTs: either via a direct search dedicated to these effects, or via Simplified Template Cross
Sections (STXS). Another study discusses, instead, the EFT reach at linear colliders (using
CLIC as benchmark) in diboson processes, and designs a dedicated search to maximise it. An-
other study compares different EFT bases numerically and identifies the higher order effects
that differ between them. Finally, the last study investigates the potential of the measured Higgs
fiducial cross sections for deriving constraints on BSM Higgs production. In the context of
models with new light Higgs bosons, one contribution investigates the bounds on models con-
taining new scalars addressing the Z → bb¯ ALEPH anomaly, using Contur. A study of collider
bounds on light pseudoscalars with a mass below 50 GeV is also presented, focusing on the
mass regions [3, 5] GeV and [9, 11] GeV, where the mixing of the pseudoscalar with QCD
bound states has to be included. A last project analyses the LHC prospects to discover a light
scalar with mass below 65 GeV produced in association with a Z boson. Finally, in the context
of models with new heavy Higgs bosons, a study presents the full NLO corrections to Higgs
gluon fusion in SUSY QCD, within the framework of the MSSM including the full mass de-
pendence of the particles running in the loop. We also report the first sensitivity study of the
channel: H1 → H2H2 → bb¯bb¯, with both H1 and H2 states beyond the Standard Model, and we
discuss the importance of interference effects in the search for heavy Higgs bosons decaying
into hh and Zh.
Finally, the third section presents progress specific to software tools and methods that are
crucial for any new physics investigation. Four contributions are included. The first focuses on
the sensitivity of SM LHC measurements to new particles simulated through simplified models,
using pairs of photons in the final state. The exercise shows that the generic light scalar models
considered imply significant contributions to differential cross sections involving weak bosons
and/or isolated photons which have already been measured at the LHC and shown to be consis-
tent with the Standard Model, posing stringent constraints on the new physics parameter space.
The second contribution proposes a first benchmark comparison assessing the performance of
different public recasting tools in reproducing ATLAS and CMS searches with Monte Carlo
simulation. The analyses considered show good agreement between the different frameworks
and detector simulation techniques. The proposed method can be further applied to assess the
reliability of the recasting methods in, e.g. extreme regions of phase space and/or for very
different signal hypotheses than the one the analyses have been designed for. The third deals
with the recasting of Long-Lived Particles Searches. In fact, extrapolating LHC search limits to
other scenarios often proves to be a difficult task outside the experimental collaborations. The
study proves that without detailed object reconstruction and selection efficiencies a satisfactory
recasting can not be performed, and provides recommendations to the experimental collabo-
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rations to include cut-flow tables and limits for at least two models or topologies as a sanity
check. The last contribution investigates the usage of an analysis description language for LHC
result reinterpretations, to be employed to describe in an unambiguous and concise manner a
data analysis including all the details needed for recasting.
The meeting in Les Houches has fostered a large number of discussions between theorists
and experimenters. In-depth studies could however only be completed for several of the gen-
erated ideas on the required timescale. It is clear that even those that could not converge to a
written contribution have paid off through the breadth of searches conducted by experimenters
and the understanding of the challenges placed on an experiment by the ever-changing theoret-
ical landscape. We expect that many more future results will benefit from the discussions held
at the workshop.
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New physics
Contribution 1
Overview of two-body resonant searches at LHC
G. Brooijmans, G. Facini, J. Hewett, T. Hryn’ova, T. Rizzo
This contribution presents a novel approach to categorizing the existing two-body reso-
nant searches at LHC and is aimed to identify some potential search channels that have been so
far overlooked. This work is inspired by Ref. [1].
A typical resonance search looks for a bump on top of a smooth background. Some
searches are intrinsically model independent (e.g. the inclusive, opposite-sign dilepton searches [2]).
Other searches are more fine-tuned to a specific new physics model, such as the same-sign
dilepton search which looks in particular for the pair-production of the doubly charged Higgs
bosons [3] so that an additional invariant mass requirement is added to the more general search
criteria. Here we will specifically highlight these general searches in our categorization in order
to make it as model-independent at possible:
– Existing two body resonant searches are summarized in Table 1.
– Existing two body resonant searches which have additional particle or double-production
requirements are summarized in Table 2.
– If no search is performed in either of the above categories, the corresponding channel is
marked with "0", the channels covered only in one of two tables are marked by “*”.
– The neutrino (ν) category in this table experimentally corresponds to a missing trans-
verse momentum requirement. Typical searches (except in the lν channel) assume not
a Standard Model neutrino as the MET source, but some yet to be discovered stable or
long-living neutral particle.
The tables show the most recently available results from the ATLAS or CMS collaborations
with highest available integrated luminosity for the largest possible center-of-mass energy.
Some single production searches, e.g. lν (W’), will not cover the pair-production of sim-
ilar resonances (lνlν), because this search is performed employing the transverse mass variable
and assumes that all of the missing transverse energy comes from a single particle. It also does
not cover associated production (e.g. llν) because it has a second lepton veto [4]. We note the
cases where the final state is covered, but the search was not done using the corresponding mass
distribution, which might reduce its sensitivity to find a resonance. For example, in Ref. [5] (Zt
channel) a single bin analysis is performed for the pair production search for vector-like-quarks
in the one lepton, jets, plus missing transverse momentum channel. In Ref. [6] (Wt channel)
both a cut-based analysis and a boosted-decision-tree approach are used. The latter might not
be easily reinterpretable for other models.
The following channels are identified as completely uncovered by present searches, al-
though they would be interesting to pursue in the context of certain models as indicated below:
– be, te, bµ, tµ - leptoquarks
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Table 1: Existing two-body exclusive final state resonance searches performed by ATLAS or CMS.
Only highest luminosity and largest center-of-mass energy publication is shown, the default being the
full 2015+2016 dataset. References in italic employ only the 2015 or partial 2015-2016 datasets.
Underlined references use Run 1 data. Note that e/µ+MET had extra lepton veto applied.
e µ τ ν j b t γ Z W h
e ±∓ [2],±± [3] ±± [3] [8] [4] [9] 0 0 * [10] * *
µ - ±∓ [2],±± [3] [8] [4] [9] 0 0 * [10] * *
τ - - [11] [12], [13] * * * 0 * * *
ν - - - * (?) * * * [14] * * *
j - - - - [15] [16] 0 [17] [18] [18] 0
b - - - - - [16] [19] 0 * * *
t - - - - - - [20, 21] 0 [22] * *
γ - - - - - - - [23] [24] [25] 0
Z - - - - - - - - [18] [18] [26]
W - - - - - - - - - [18] [26]
h - - - - - - - - - - [27, 28]
– τγ, bγ, tγ - excited leptons and quarks
– tj - vector-like top quark
– hj - vector-like light flavour quark
– hγ - Kaluza-Klein excitation of Higgs
Some of the channels not covered by the dedicated searches above (be, bµ, bγ) are instead
covered in the so-called general search [7], in which various combinations and multiplicities
of electrons, muons, photons, jets, b-jets and missing transverse momentum are scanned for
deviations from the Standard Model Monte Carlo prediction in the distributions of the effective
mass and the total visible invariant mass of the reconstructed objetcs.
We believe it might be interesting for the ATLAS and CMS collaborations to adopt this
approach in the presentation of summaries of the two-body resonant search results in addition
to their current summary tables. Furthermore, this analysis should be extended to three-body
resonance searches, as in many new physics models the largest production cross-sections are
not for the lightest new particles, and heavier particles are naturally strongly coupled to lighter
ones.
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Contribution 2
Exotic decays of heavy boson into SM quarks and vector-like
quarks
D. Barducci, H. Cai, T. Flacke, B. Fuks, R. Gröber, W. Porod, T. Rizzo
Abstract
We identify the quantum numbers of heavy scalar or vector resonances
that can be singly produced via proton-proton scattering at the LHC.
We then classify the quantum numbers of heavy vector-like quarks into
which the heavy bosons can decay in association with a Standard Model
quark. We subsequently briefly discuss the phenomenology of these
non-standard signatures at the LHC.
1 INTRODUCTION
Searches for the on-shell production of heavy resonances are among the priorities of the Large
Hadron Collider (LHC) physics program and a powerful tool to probe various new physics
(NP) scenarios. In fact many beyond the Standard Model (BSM) realizations formulated to
address the shortcomings of the Standard Model (SM) predict the presence of unstable spin-0
or spin-1 states which can promptly decay into a pair of SM particles. The latter can generally
be reconstructed within the LHC detectors and consequently provide sensitivity to the possible
presence of such BSM states. The most simple examples of this program are the searches for
peaks in, e.g., the γγ, jj and `+`− invariant-mass distributions. Final state consisting of a pair
of unstable SM states, such as tt¯, ZZ andW+W−, can also be exploited, thanks to the generally
good reconstruction efficiency for such objects.
On general grounds, in order to have a significant number of signal events, the heavy
resonance should decay copiously into the chosen SM final state with the event rate (within
the narrow width approximation) being determined by the product of the on-shell resonance
production cross section and the corresponding branching fraction into the specific final state
of interest. However, in many NP models there exist additional decay channels for such heavy
states that are open and so decays into non-SM final states can become the dominant ones. This
happens, for example, in Composite Higgs Models (CHMs), where new spin-1 resonances can
have a sizeable branching fractions into a pair of vector-like quarks (VLQs) or a VLQ and a SM
quark [53–55] or of supersymmetric models with extended gauge symmetries, where the heavy
Z ′ and W ′ can directly decay predominantly into non-SM states [56–58]. The “depletion“ of
the heavy resonances branching ratios into SM states can reduce the reach of the NP searches
performed at the LHC and relax the constraints that can be enforced on the masses of such ob-
jects.1 In order to be sensitive to the maximum number of NP configurations possible, recently
the experimental collaborations have started to pursue analyses targeting possible non-minimal
decays of heavy resonances. This is, for example, the case of the CMS search of Ref. [60],
1Note however that by reinterpreting non-dedicated analyses these bounds can be recovered [59].
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wherein a heavy spin-1 resonance is looked for in a final state containing a top quark and a
VLQ with an electric charge equal to 2/3.
Motivated by this analysis, we categorize in this note the possible final state configurations
arising from the decay of a heavy spin-0 or spin-1 particle that can be resonantly produced in
the s-channel via proton-proton collisions, and that can decay into a SM quark and a VLQ. We
identify the SM quantum numbers of such bosonic resonances as well as the quantum numbers
of the VLQs that can be present in their decays. We then discuss the associated phenomenology
highlighting which channels could be experimentally covered by the reinterpretation of existing
experimental analyses and which ones require a new dedicated search strategy.
2 HEAVY RESONANCES PRODUCTION
In order for a bosonic resonances to be produced via the s-channel in proton-proton collisions,
they should couple to SM quarks and/or gluons whose quantum number under GSM = SU(3)c×
SU(2)L × U(1)Y are provided for the sake of clarity in the following Table 2,
Field qL uR dR g
GSM (3, 2, 1/6) (3, 1, 2/3) (3, 1, -1/3) (8, 1, 0)
In the case of a vector resonance, the interaction structure with the SM quarks is of the form
q¯cLγ
µuR, q¯cLγ
µdR, q¯LγµqL, u¯RγµuR, d¯RγµdR, u¯RγµdR, while it is of the form q¯LuR, q¯LdR,
q¯Lq
c
L, u¯
c
RuR, u¯
c
RdR or d¯
c
RdR in the case of a scalar resonance. Here we have defined ψ
c
L =
(ψL)
c = Cγ0ψ
∗
L, with ψ
c
L transforming like a right-handed field and ψ
c
R like a left-handed field
and with C = iγ2γ0 in Dirac notation. We then provide in Tab. 1 the quantum number under
GSM = SU(3)c × SU(2)L × U(1)Y of the new resonances that can be singly produced via
proton-proton collisions, together with their electric charges and the schematic form of their
interaction with the proton constituents; more information is also available in Refs. [61,62]. We
however do not account in for the case where an interaction between a new scalar and the SM
fermions arises due to mixing, as this would be for example the case for a (1, 1, 0) scalar that
acquires a vacuum expectation value and its interactions to the SM fermions would then stem
from a mixing with the SM Higgs boson.
From a model building point of view new vectors usually arise either in strongly-interacting
theories (similar to the ρ meson in QCD) or in weakly-interacting theories as part of extended
gauge groups. This usually implies that there is a whole new plethora of particles which may
participate in the vector decays. While in the former case the theory can be regarded as an
effective field theory valid up to some cut-off scale and hence it can be described by a non-
renormalizable theory, in the latter case, on which we focus on here, it would be desirable to
restore renormalizablity. This in turns implies that certain constraints on the possible interac-
tions between the various states must be fulfilled if the model is to be ultraviolet (UV) complete,
e.g. that the interactions are built up from gauge-covariant quantities. Conversely, for spin-0
resonances the situation is more straightforward and the SM can be simply extended by a new
scalar multiplet.3 Moreover, since the purpose of this study is to categorize the possible SM
2We adopt the convention Qem = T 3L + Y .
3If BSM scalar fields participate in electroweak symmetry breaking they can mix with the SM Higgs, and
the mass mixing affects production and decay of the new scalar resonances (as well as of the Higgs boson). In
this analysis we focus on heavy new states for which we expect scalar mass mixing effects and the effects from
electroweak symmetry breaking in interactions to be suppressed by O(v/Mφ), with Mφ being the scalar mass.
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Vectors Scalars
GSM Qem Interaction GSM Qem Interaction
(1⊕ 8, 1, 0) 0 u¯u, d¯d, q¯q, (gg) (1, 2, 1/2) 0, 1 q¯u, q¯d
(1⊕ 8,1,1) 1 ud¯ (8, 2, 1/2) 0, 1 q¯u, q¯d
(1,3,0) 1,0,-1 q¯q (3⊕ 6¯, 1,−4/3) -4/3 u¯cu
(3⊕ 6¯, 2, 1/6) 2/3,-1/3 q¯cd (3⊕ 6¯, 1,−1/3) -1/3 q¯cq, d¯cu
(3⊕ 6¯, 2,−5/6) -1/3,-4/3 q¯cu (3⊕ 6¯, 1, 2/3) 2/3 d¯cd
(8, 3, 0) 1,0,-1 q¯q (3⊕ 6¯, 3,−1/3) 2/3,-1/3,-4/3 q¯cq
Table 1: The new bosons quantum numbers under the SM gauge group together with their electric charge
and schematic interaction structure with the SM quarks and gluons, for both cases of vector (left) and
scalar (right) resonances. The chirality of the SM quarks is implicit from the interaction structure. In the
vector case we moreover do not explicitly write the γµ factor.
quantum numbers of the resonances that can be produced on-shell at the LHC and that can de-
cay into a SM quark and a VLQ, we do not consider any other possible interaction among the
heavy vectors and scalars with the SM fields except the ones responsible for these production
and decay mechanisms. Restricting then to just gauge invariant and renormalizable interactions,
the generic Lagrangians for the production of the resonances of Tab. 1 are given in Eq. (1) and
Eq. (2) for the vector case and in Eq. (3) and Eq. (4) for the scalar case, where σa are the Pauli
matrices acting in the SU(2)L space, TA are the SU(3)c generators in the fundamental repre-
sentation with A=1,...,8, λ, κ are generic coupling parameters and the subscripts on V µ vector
resonances and S scalar resonances indicate their quantum numbers under GSM .4
L1⊕8 = κ1RuRγµdRV µ1,1,1 + κ8RuRγµTAdRV µ,A8,1,1
+
(
κqLqLγµT
AqL + κuRuRγµT
AuR + κdRdRγµT
AdR
)
V µ,A8,1,0
+
(
κ′qLqLγµqL + κ
′
uRuRγµuR + κ
′
dRdRγµdR
)
V µ1,1,0
+ κ3LqLσ
aγµT
AqLV
µ,A,a
8,3,0 + κ
′
3LqLσ
aγµqLV
µ,a
1,3,0 + h.c. .
(1)
L3⊕6¯ = κ2qcLiσ2γµdRV µ3⊕6¯,2,1/6 + κ′2qcLiσ2γµuRV µ3⊕6¯,2,−5/6 + h.c. , (2)
L1⊕8 = λuqLTAiσ2 uRSA∗8,2,1/2 + λ′uqLiσ2 uRS∗1,2,1/2 + λdqLTAdRSA8,2,1/2 + λ′dqLdRS1,2,1/2 (3)
L3⊕6¯ =
(
λqLqcLiσ2qL + λ
1/3
R u
c
RdR
)
S3⊕6¯,1,−1/3 + λ
2/3
R d
c
RdRS3⊕6¯,1,2/3
+ λ
4/3
R u
c
RuRS3⊕6¯,1,−4/3 + λ3Lq
c
Liσ2 σ
a qL S
a
3⊕6¯,3,−1/3 + h.c.
(4)
4In Tab. 1, we indicate a possible production from gluon fusion of a color octet vector which is allowed by
virtue of the conservation of all quantum numbers, but does not follow from Eq. (3). Such an interaction is absent
at tree-level but is not forbidden by the Landau Yang theorem [63] and could be induced at higher order.
15
ψVLQ = (3, 1, Y ) ψVLQ = (3, 2, Y )
ψSM vector ψVLQ QVLQ ψSM vector ψVLQ QVLQ
uR (1 ⊕ 8,1,0) (3,1,2/3) 2/3 qL (1⊕ 8,1,0) (3,2,1/6) (2/3,-1/3)
(1⊕ 8,1, ±1) (3,1,-1/3) -1/3 (1⊕ 8,1,±1) (3,2,7/6) (5/3,2/3)
(3,1,5/3) 5/3 (3,2,-5/6) (-1/3,-4/3)
dR (1⊕ 8,1,0) (3,1,-1/3) -1/3 (1⊕ 8,3,0) (3,2,1/6) (2/3,-1/3)
(1⊕ 8,1, ±1) (3,1,2/3) 2/3
(3,1,-4/3) -4/3
ψVLQ = (3, 3, Y ) ψVLQ = (3, 4, Y )
ψSM vector ψVLQ QVLQ ψSM vector ψVLQ QVLQ
uR (1⊕ 8,3,0) (3,3,2/3) (5/3,2/3,-1/3) qL (1⊕ 8,3,0) (3,3,1/6) (5/3,2/3,-1/3,-4/3)
dR (1⊕ 8,3,0) (3,3,-1/3) (2/3,-1/3,-4/3)
Table 2: Quantum numbers of the VLQs into which a color singlet or octet vector resonance can decay
together with the indicated SM quark for the case of a VLQ lying in the singlet (upper left), double
(upper right), triplet (lower left) and fourplet (lower right) representations of SU(2)L.
3 HEAVY RESONANCE DECAY
Having classified the possible resonances that can be singly produced on-shell at the LHC, we
identify in this Section the quantum numbers of the VLQs, i.e. the fermions lying in the funda-
mental representation (3) of SU(3)c, into which the heavy resonance can decay in association
with with a SM quark, thus assuming this process to be kinematically allowed. We discuss
separately the cases of vector and scalar resonances, and categorize the VLQs according to the
representation of SU(2)L in which the corresponding field lies. By matching the VLQ hyper-
charge in order to have gauge invariant interactions we can identify the electric charge of the
various components of the VLQ multiplets.
3.1 Vectors
If the new vectors lie in the singlet or octet representation of SU(3)c then gauge invariant and
renormalizable interactions with a VLQ and a SM quark can be written only for VLQ with
weak isospin up to 3/2, while the maximum allowed weak isospin is 1 in the case where the
new vectors lie in the triplet or anti-sextet representation of SU(3)c.
3.1.1 Case of 1⊕ 8
The categorization of the allowed VLQ quantum numbers in cases where the vector resonance
lies in the singlet or octet representation of SU(3)c is given in Tab. 2, assuming decays into
either the SM quark weak doublet qL or the weak singlets uR and dR. We observe that most
of the VLQs lying in the singlet, doublet and triplet representation of SU(2)L are “standard”
VLQ representations that generally arise in CHM, i.e. representations for which it is possible
to write gauge invariant, renormalizable Yukawa type interactions that mix the SM quarks and
the VLQs once electroweak symmetry is broken. Through this mass mixing these VLQ can
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ψVLQ = (3, 1, Y ) ψVLQ = (3, 2, Y )
ψSM vector ψVLQ QVLQ ψSM vector ψVLQ QVLQ
qL (3⊕ 6¯, 2,-5/6) (3,1,2/3) 2/3 uR (3⊕ 6¯, 2,-5/6) (3,2,1/6) (2/3,-1/3)
(3⊕ 6¯, 2, 1/6) (3,1,-1/3) -1/3 (3⊕ 6¯ 2, 1/6) (3,2,-5/6) (-1/3,-4/3)
dR (3⊕ 6¯, 2,- 5/6) (3,2,7/6) (5/3,2/3)
(3⊕ 6¯, 2, 1/6) (3,2,1/6) (2/3,-1/3)
ψVLQ = (3,3, Y )
ψSM vector ψVLQ QVLQ
qL (3⊕ 6¯, 2,-5/6) (3,3,2/3) (5/3,2/3,-1/3)
(3⊕ 6¯, 2,1/6) (3,3,-1/3) (2/3,-1/3,-4/3)
Table 3: Quantum numbers of the VLQs into which a color triplet or anti-sextet vector resonance can
decay itogether with the indicated SM quark for the case of a VLQ lying in the singlet (upper left),
doublet (upper right) or triplet (lower) representations of SU(2)L.
decay into a SM boson (W , Z or h) and a SM quark, and these decay channels have been
largely explored at the LHC in conventional VLQ searches (see e.g. in Refs. [5, 47, 48, 64]),
albeit with the assumption that the branching fractions for these three final states sum to unity.
However, for the special assignments (3, 1, 5/3) and (3, 1,−4/3) these types of interactions are
not possible. The same is true for the SU(2)L quadruplet, for which a dimension-4 Yukawa type
interaction with the SM Higgs is forbidden, (see e.g in Ref. [65]). Consequently these VLQs
will decay back into a SM quark and the new resonance through which they were produced
which will, however, be off-shell and will itself subsequently decay into a pair of SM quarks
or gluons. This process gives thus rise to a qqqq or ggqq final state, where q could be a light
quark, a b quark or a top quark. While these “backward decays” are possible also in the case
where Yukawa type interactions are allowed, they will generically be suppressed with respect to
the V LQ → SM SM decay pattern, being the former a three- instead than a two-body decay
proceeding through an off-shell state. We thus expect that these decay patterns do not affect the
reach of conventional VLQ experimental searches, as long as the couplings to the SM states are
not strongly suppressed compared to the ones to the new vector.
3.1.2 Case of 3⊕ 6¯
In the case of vectors lying in the triplet or the anti-sextet representation of SU(3)c, the allowed
quantum numbers for the VLQ are given in Tab. 3. Only standard quantum numbers for the
VLQs, i.e. quantum numbers that allow for Yukawa type interactions with the SM fields are
found in these cases.
3.2 Scalars
In this Section we perform the same classification as in Sec. 3.1 above for the case of the scalar
resonances reported in Tab. 1. Again, the new scalar is still assumed to decay into a SM-fermion
plus a new vector-like quark as before although with a different chirality structure.
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ψVLQ = (3, 1, Y ) ψVLQ = (3, 2, Y )
ψSM scalar ψVLQ QVLQ ψSM scalar ψVLQ QVLQ
qL (1⊕ 8,2,1/2) (3,1,2/3) 2/3 tR (1⊕ 8,2,1/2) (3,2,1/6) (2/3,-1/3)
(3,1,-1/3) -1/3 (3,2,7/6) (5/3,4/3)
bR (1⊕ 8,2,1/2) (3,2,1/6) (2/3,-1/3)
(3,2,-5/6) ( -2/3,-4/3)
ψVLQ = (3, 3, Y )
ψSM scalar ψVLQ QVLQ
qL (1⊕ 8,2,1/2) (3,3,2/3) (5/3, 2/3, -1/3)
(3,3,-1/3) (2/3,-1/3,-4/3)
Table 4: Quantum numbers of the VLQs into which a color singlet or octet scalar resonance can decay
together with the indicated SM quark for the case of a VLQ lying in the singlet (upper left), doublet
(upper right) and triplet (lower) representations of SU(2)L.
3.2.1 Case of 1⊕ 8
The quantum numbers and charges of the possible vector-like quarks ψV LQ in cases where the
scalar resonance lies in the trivial or adjoint representation of SU(3)c can be found in Tab. 4.
Also in this case we see that only standard quantum numbers for the VLQs, i.e. are found.
3.2.2 Case of 3⊕ 6¯
The same classification can be made for a scalar resonance lying in the triplet or sextet (3⊕ 6¯)
representation of the strong gauge group. The results are reported in Tab. 5. As in the vector
1⊕ 8 cases above we now observe the appearance of non-standard VLQ quantum numbers.
4 PHENOMENOLOGY
Having identified all the possible quantum numbers of VLQs arising from the decay of an on-
shell vector or scalar resonance singly produced at the LHC and decaying into a SM quark and a
VLQ, we now give an overview of the phenomenology which is expected from these production
and decay patterns5.
– Prompt decay into a VLQ and a SM quark: If the new VLQs have the same color and
electric charge quantum numbers as do the SM fermions we can write down a mixing
term generated by a coupling to the SM Higgs boson. This would hence lead to decays
of the new vector-like quarks into either a Higgs boson and a SM fermion, a Z-boson and
a SM fermion or a W -boson and a SM fermion, see e.g. [67]. Searches for such modes
have been recently performed by the CMS collaboration [60].
5Some of the scalars and vectors could be leptoquarks, e.g. couple to leptons and quarks. We assume here that
the corresponding couplings are zero as these are heavily constraint by the non-observation of proton decay [66].
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ψVLQ = (3, 1, Y ) ψVLQ = (3, 2, Y )
ψSM scalar ψVLQ QVLQ ψSM scalar ψVLQ QVLQ
uR (3⊕ 6¯,1,-4/3) (3,1,2/3) 2/3 qL (3⊕ 6¯,1,-4/3) (3,2, 7/6) (2/3,5/3)
(3⊕ 6¯,1,2/3) (3,1,-4/3) -4/3 (3⊕ 6¯,1,2/3) (3,2,-5/6) (-1/3,-4/3)
(3⊕ 6¯,1,-1/3) (3,1,-1/3) -1/3 (3⊕ 6¯,1,-1/3) (3,2,1/6) (2/3,-1/3)
dR (3⊕ 6¯,1,-4/3) (3,1,5/3) 5/3
(3⊕ 6¯,1,2/3) (3,1,-1/3) -1/3
(3⊕ 6¯,1,-1/3) (3,1,2/3) 2/3
ψVLQ = (3, 3, Y ) ψVLQ = (3, 4, Y )
ψSM scalar ψVLQ QVLQ ψSM scalar ψVLQ QVLQ
uR (3⊕ 6¯,3,-1/3) (3,3,-1/3) (2/3,-1/3,-4/3) qL (3⊕ 6¯,3,-1/3) (3,4,1/6) (5/3,2/3,-1/3,-4/3)
dR (3⊕ 6¯,3,-1/3) (3,3,2/3) (5/3,2/3,-1/3)
Table 5: Quantum numbers of the VLQs into which a color triplet or anti-sextet scalar resonance can
decay together with the indicated SM quark for the case of a VLQ lying in the singlet (upper left), doublet
(upper right), triplet (lower left) and fourplet (lower right) representations of SU(2)L.
– Displaced vertices: Conversely, if the new fermion has exotic quantum numbers, such
mixing terms are not allowed. In these cases the VLQ will decay back into an off-shell
heavy boson which will then decay back to the SM. Depending on the lifetime of the
VLQ, both prompt multijet final states, with the potential presence of top quarks, or sig-
natures exhibiting a displaced vertex will be possible.
– R hadron: For long enough lifetimes the VLQ will hadronize before decaying, allowing
in this way for the formation of new exotic and heavy bounds states [68, 69].
– Associated production of new scalars: Producing the new scalars in qq¯ annihilation
together with quarks of the first and/or second generation could be strongly constrained
by flavour observables. However, one can produce the scalar in association with a bb¯ or a
tt¯ pair. The allowed quantum numbers for the scalar remain the same of Tab. 1.
– Reversed mass hierarchy: While throughout our discussion we have assumed a mass
hierarchy such as the new boson can decay into a VLQ and a SM quark, the opposite
hierarchy can also give rise to an interesting phenomenology. In that case the VLQ will
undergo a decay into a heavy boson and a SM quark. This configuration has recently
received some attention, also due to the possibility that bounds on the mass of the VLQs
could be relaxed [70–73].6
6Note that exclusion bounds for VLQs with decays into new particles can also be strengthened, for instance in
the case where they decay into a stable scalar, such that stop searches can be reinterpreted [74]. This is typically
the case in non-minimal Composite Higgs Models [75].
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5 CONCLUSIONS
New bosons of spin-0 and/or spin-1 are common in many extensions of the Standard Model,
in particular in composite Higgs models or extra-dimensional models. We have classified all
spin-0 and spin-1 states that can be produced at the LHC through initial state quarks by an s-
channel exchange. Several existing LHC searches set bounds on such resonances when they
decay into SM states. Less explored is the possibility that the s-channel resonance decays into
non-SM states, as predicted in many new physics models. In such a case dedicated searches
should be performed. We have concentrated here on the case where the new resonance decays
into a VLQ and a SM fermion and identified all the possible quantum numbers of the VLQ;
our list contains VLQs with charges of 5/3, 2/3, −1/3 and −4/3. We have also commented
on the phenomenology of these new states. While for some specific quantum numbers the
VLQs can mix with the SM quarks through a Yukawa type interaction and hence decay into SM
states, for some of the cases we have observed that this was not possible. The VLQs can then
decay only via “backwards” decay, meaning via the (off-shell) heavy boson through which they
were produced. Depending on the coupling strength between these states, the VLQ might be
long-lived giving rise to a peculiar phenomenology which deserves a deeper investigation.
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Contribution 3
Precision predictions for the single production of third
generation vector-like quarks
G. Cacciapaglia, A. Carvalho, A. Deandrea, T. Flacke, B. Fuks, D. Majumder, L. Panizzi
Abstract
We study the effects of next-to-leading-order corrections in QCD on
the single production of third generation vector-like quarks, assuming
standard couplings of the extra quarks to the weak gauge and Higgs
bosons so that they could decay into one of these bosons and a Standard
Model quark.
1 INTRODUCTION
Vector-like quarks (VLQs), i.e. coloured heavy fermions that have non-chiral couplings to the
Standard Model (SM) gauge interactions, are a common ingredient of many models of new
physics. In particular, when they couple to the third generation of SM quarks, they often play
a role in the fine-tuning problematics of the Higgs-boson mass. In addition, they also appear
in models with extra space dimensions. These reasons, together with the fact that they can be
copiously produced at hadron colliders, make them an ideal target to be searched for at the LHC
and at future hadron colliders.
Many searches targeting VLQs coupled to third generation quarks are performed by both
the ATLAS and CMS collaborations [22, 76–79], although specific searches complementarily
focus on VLQs coupling to light quarks [80, 81]. In the third generation case, the considered
final state contains one third generation quark (top or bottom) and one SM weak or Higgs
boson (W -boson, Z-boson or a Higgs boson). The corresponding branching ratios in each
channel depend on the details of the model, and in particular on the dimension of the SU(2)L
multiplet the VLQ belongs to and on the electroweak symmetry breaking pattern. In a previous
Les Houches workshop [82], some of the authors of this contribution worked out a model-
independent strategy to study the most general decay pattern relying on a parameterisation of
the couplings in terms of the physical branching ratios [83–85]. However, non-standard decay
modes may still be allowed in specific models, for which a full classification can be found in
Ref. [72] and dedicated analyses in Refs [70, 71, 86–89].
In this project, we focus on the standard channels, but we aim at studying in detail effects
that arise from next-to-leading order (NLO) corrections in QCD. While such effects are well
studied for the QCD production of a pair of VLQs, which is analogous to top-antitop pair
production, no such studies exist for VLQ single production. In Ref. [90], some of us published
a FEYNRULES [91] implementation of a general VLQ model that includes full NLO effects in
QCD. This model was developed as part of a previous Les Houches project [72], and applied
first to the study of di-Higgs final states originating from the decays of on-shell VLQs that
couple to first generation quarks [92]. We now use this implementation to study the kinematic
distributions of jets produced in association with a single VLQ of third generation, the most
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well-known examples of such a new physics state being top partners, i.e. VLQs with the same
SM quantum numbers as the top quark.
2 THE MODEL AT NLO
There are four types of VLQs that can decay directly into a SM quark plus a boson, and they
are distinguished by their electromagnetic charge: two have the same charge eQ as the top and
bottom quarks respectively, and we call them T (eT = 2/3) and B (eB = −1/3), and two
exhibit exotic charges that differ by one unit from the standard ones, X (eX = 5/3) and Y
(eY = −4/3). The leading order Lagrangian that we have implemented reads [90]
LLO = iQ¯ /DQ−mQQ¯Q− h
[
B¯
(
κˆBLPL + κˆ
B
RPR
)
B + T¯
(
κˆTLPL + κˆ
T
RPR
)
T + h.c.
]
+ g
2cW
[
B¯ /Z
(
κ˜BLPL + κ˜
B
RPR
)
b+ T¯ /Z
(
κ˜TLPL + κ˜
T
RPR
)
t+ h.c.
]
+ g√
2
[
B¯ /W
− (
κBLPL + κ
B
RPR
)
t+ T¯ /W
+ (
κTLPL + κ
T
RPR
)
b+ h.c.
]
+ g√
2
[
X¯ /W
+ (
κXL PL + κ
X
RPR
)
t+ Y¯ /W
− (
κYLPL + κ
Y
RPR
)
b+ h.c.
]
, (1)
where Q = X,T,B, Y . The covariant derivative only contains gauge interactions from QCD
and QED, the couplings of a pair of VLQs toW -bosons and Z-bosons being omitted as they are
very model dependent and give minor contributions to the production cross sections [83]. This
model differs slightly from the parameterisation proposed in Ref. [83] in the mass dependence
of the couplings that has been removed. The reason behind this choice is to render the NLO
implementation easier, as the couplings can be renormalised independently of the masses. There
is however a qualitative (and quantitative) difference between the VLQ coupling to the Higgs-
boson h and that to the gauge bosons. The former corresponds to a Yukawa coupling while
the latter to a mixing angle, and the relation between the two is a factor v/mQ where v is the
vacuum expectation value of the SM Higgs field [85].
Our simulations for the LHC make use of an NLO model file encoded in the UFO for-
mat [93] that has been generated with the FEYNRULES [91] and NLOCT [94] packages. The
resulting UFO library contains tree-level vertices as well as ingredients necessary for the evalu-
ation of one-loop diagrams in MADGRAPH5_aMC@NLO [95]. For more details on the valida-
tion of our implementation we refer to Ref. [90]. We then use the MADGRAPH5_aMC@NLO
platform for generating events both at the LO and NLO accuracy in QCD. We have used the
NNPDF2.3 (LO QCD + LO QED) [96] for the LO processes, while for the NLO processes we
have used the NNPDF3.0 (NLO) set. The simulation of the QCD environment (parton show-
ering and hadronisation) has been achieved with PYTHIA 8.2 [97], while the jet reconstruction
has been made by using using the anti-kT algorithm [98] with radius 0.4 and b-jet tagging with
distance ∆R=0.5, implemented in FASTJET 3.2.1 [99].
2.1 Simulation results
One of the main impacts of the QCD corrections to the single production of a VLQ is to modify
the corresponding production cross-section. We focus in this work on single VLQ production in
association with a jet, as illustrated by the representative Feynman diagrams of Fig. 1 for single
T production. At tree-level, such a process occurs through VLQ couplings to the W -boson (i.e.
the κTL/R interactions), while for single B production it occurs through the VLQ coupling to the
Z-boson (i.e. the κ˜BL/R couplings). Total rate results given as a function of the mass of the T and
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Figure 1: Subset of topologies for single T production at the LHC. Left panel: Tj production at LO
in the 5FNS; central panel: NLO QCD contribution to the Tj process in the 5FNS; right panel: real
emission for the Tj process in the 5FNS and LO topology for the Tjb process in the 4FNS.
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Figure 2: Production cross section of a single VLQ in association with jets for LHC collisions at a
centre-of-mass energy of 13 TeV. We present results in the case of a T (left) and B (right) quark, and
show their dependence on the VLQ mass. The cross sections are normalised to κT = κ˜B = 1.
B quark, and for LHC collisions at a centre-of-mass energy of 13 TeV, are shown in Fig. 2. We
compare predictions in the 5-flavour-number scheme (5FNS) with predictions in the 4-flavour-
number scheme (4FNS). In the 5FNS, bottom quark contributions to the parton densities of the
proton are included, while in 4FNS, initial bottom quarks originate from gluon splitting. The
results are normalised to κ parameter values equals to 1, and include contributions from both
VLQ and anti-VLQ production. While calculations in the 5FNS are easier and hence allows to
include higher-order corrections, 4FNS results are known to better describe the shapes of the
kinematic distributions.
The global effect of the NLO corrections is to increase the cross-section value and to
generally reduce the scale uncertainties, although new subprocesses may appear at NLO and
contribute significantly enough to spoil the reduction of the uncertainties. Results in the 4FNS
and 5FNS agree, after accounting for the uncertainties. Significant NLO effects are however
expected when considering more exclusive observables like those related to the final-state jet
properties. For instance, the kinematics of the b-jet produced in association with the VLQ is
crucial. While such a jet already appears at tree-level in the 4FNS, as this consists in a 2 → 3
process (see Fig. 1), NLO corrections are required in the 5FNS as b-jets arise at the lowest order
through radiative contributions. To ascertain which strategy better characterises the kinematic
properties of the event, we compare below distributions obtained by the three calculations, i.e.
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in the 4FNS (at LO, 2→ 3 process) and in the 5FNS (at LO and NLO). NLO corrections to the
4FNS results are left to future work.
To this end, in the remaining of this contribution we consider single-T quark production
where the extra quark decays with a 100% branching fraction into a Wb system. In Fig. 3, we
compare the (normalised) distributions of the transverse momentum (pT ) and pseudorapidity (η)
of the leading (top row) and sub-leading (bottom row) reconstructed b-jets, for a T mass set to
MT = 1200 GeV, and after applying cuts on the b-jet pT > 20 GeV and |η| < 5. The markedly
central pseudorapidity distribution of the leading b-jet and the steep fall of the pT distribution
for pT values larger than MT/2 = 600 GeV show that this jet can clearly be associated with the
bottom quark originating from the T -quark decay, independently on the scheme in which the
calculation has been made. Furthermore, as the decay of the T -quark is computed at the LO
accuracy in all cases, the leading b-jet distributions do not exhibit clear differences between the
LO and NLO results, except for a slight tendency towards softer pT values at NLO as shown by
the reduction of events with pT larger thanMT/2 = 600 GeV. The sub-leading b-jet distributions
shows as well a slightly different behaviour. The soft pT spectrum is in agreement with the fact
that this jet originates from radiation, as it is the case for all the events in the 5FNS-LO. The
pseudorapidity shows a slight difference between the two LO results and the NLO one, the latter
exhibiting a tendency to more forward distribution of b-jets. A more thorough investigation of
these results is needed to draw definite conclusions. Our preliminary results show, nevertheless,
that properly accounted NLO effects are crucial for an accurate description of the kinematic
distributions of the additional jets accompanying the singly produced VLQ.
For completeness, in Fig. 4 we show the transverse momentum and pseudorapidity distri-
butions for the leading (non-b) jet. In this case, we observe that the NLO results showcase more
forward jets, together with a population of jets which are more markedly central. Note that we
selected only events featuring a leptonic decay of the W -boson, so that the jet distributions do
not include the ones from hadronic W decays (which tend to have higher transverse momen-
tum and be central). Further investigation of the features of these results, together with NLO
distributions in the 4FNS, are under way.
CONCLUSIONS
We have studied the single production of third generation VLQs, which can decay into a SM
quark plus a SM boson, at NLO in QCD. While the total single production cross-section is only
slightly affected by the corrections (as the main production diagrams are of electroweak origin),
we have shown that the detailed distributions are in contrast significantly impacted.
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Figure 3: Normalised distributions of the transverse momentum and pseudorapidity of the leading (top
row) and sub-leading (bottom row) reconstructed b-jets for single T production, i.e. pp → Tj in the
5FNS at LO and NLO and pp → Tbj in the 4FNS at LO after including a subsequent T → bW decay
for MT=1200 GeV.
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Figure 4: Normalised distributions of the transverse momentum and pseudorapidity of the leading jets
(non-b) for the processes PP → Tj (5FNS at LO and NLO) and PP → Tbj (4FNS at LO) with
subsequent T → bW decay for MT=1200 GeV. We select leptonic decays for the W .
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Contribution 4
Long-lived particles at the LHC and freeze-in dark matter
G. Bélanger, H. Cai, N. Desai, A. Goudelis, J. Harz, A. Lessa, J. M. No, A. Pukhov, S. Sekmen,
D. Sengupta, B. Zaldivar and J. Zurita
Abstract
Long-lived particles appearing in models in which dark matter is pro-
duced via the freeze-in mechanism can be probed at the LHC. This is il-
lustrated for the case of a long-lived charged fermion which decays into
dark matter and a lepton (electron or muon), using a search for heavy
stable charged particles and a displaced lepton search by the CMS col-
laboration.
1 INTRODUCTION
The search for long-lived particles (LLPs) at the Large Hadron Collider (LHC) has recently
gained momentum in the high-energy physics community. One obvious reason for this ten-
dency is the lack of evidence for physics Beyond the Standard Model (BSM) in more tradi-
tional searches involving, for example, several jets along with missing transverse momentum.
Thus, other –more exotic– analyses should be invoked in order to make the most of the present
experimental capabilities.
From an experimental standpoint, an LLP is a BSM state with a macroscopic lifetime,
typically longer than a few hundreds of ps. From the theory side, there are essentially two ways
in which a particle produced at the LHC can decay slowly enough to be considered an LLP: 1)
the decay is kinematically suppressed because the particle is part of a new sector characterised
by a compressed enough mass spectrum, or 2) the decay is suppressed due to small (effective)
couplings to the “daughter” particles. The latter can arise in several ways (mass suppression,
breaking of symmetries, fine-tuning, etc) , and we are ultimately agnostic about its origin. The
case of kinematic suppression has so far been the most studied one, for example in the context
of Supersymmetry [100–106]. In this work we will instead focus on the case in which long
particle lifetimes are due to coupling suppression.
At the same time, the search for dark matter (DM)1 at the LHC is currently one of the most
active topics of research. Typically, DM searches are interpreted in the framework of WIMPs
(Weakly Interacting Massive Particles). These DM candidates are characterised by couplings to
the SM of the order of the electroweak interactions, and thus, they could be copiously produced
at the LHC. However, as mentioned before, no evidence of WIMPs has appeared so far, which
motivates the consideration of other types of DM candidates. For example, DM could be made
up of particles whose interactions with the SM are extremely suppressed such that, contrary to
WIMPs, their production in the early universe would be out of thermal equilibrium with the SM
(or, more generally, the visible) sector. Such types of DM candidates have been dubbed FIMPs
1As usual, note that the LHC itself cannot determine whether a particle escaping the detectors is (at least) part of
the observed DM in the universe, since it requires complementary information from other DM-related experiments.
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(Feebly Interacting Massive Particles), and they can be produced through the so-called freeze-in
mechanism [107, 108]. The purpose of this work is to establish a link between the search for
LLPs at the LHC and the freeze-in production of FIMP dark matter.
Indeed, the process through which a particle produced at the LHC decays into DM far
away from the collision point could also be the one responsible for the DM production in the
early universe. To the best of our knowledge, there are just a few examples in the literature
which have studied this connection see, e.g. [109–111]. Here, we study the connection between
LLPs and FIMPs in one of the simplest freeze-in DM models that could give rise to observable
signals at the LHC. We consider the case in which an electrically charged mother particle decays
into a neutral one (a DM candidate) along with a lepton. The lifetime of the mother particle
is such that the corresponding signature consists of a Heavy Stable Charged Particle (HSCP)
producing a heavily ionised track or a displaced vertex.
In this model, there is a one-loop contribution to µ→ e, γ. However, for the values of the
couplings under consideration, this constribution is much below the current sensitivity [112].
2 THE MODEL
We consider an extension of the Standard Model by an additional real scalar field s that trans-
forms trivially under SU(3)c × SU(2)L × U(1)Y as well as an additional vector-like charged
lepton E transforming as (1,1,−1) 2 . Both particles are taken to be odd under a discrete Z2
symmetry, whereas all Standard Model fields are taken to be even. Under these assumptions,
the Lagrangian of the model reads
L = LSM + (∂µs) (∂µs)− µ
2
s
2
s2 − λs
4
s4 − λshs2
(
H†H
)
(1)
+ i
(
E¯L /D EL + E¯R /D ER
)− (mEE¯LER + yesE¯LeR + yµsE¯LµR + h.c.) ,
where EL,R and eR, µR are the left- and right-handed components of the heavy lepton and the
right-handed component of the Standard Model electron and muon, respectively. For simplicity
we have neglected couplings to the third generation leptons. The model is described by six free
parameters, namely
µs, λs, λsh, mE, ye, yµ (2)
out of which λs is irrelevant for our purposes whereas µs can be traded for the physical mass
of s through µ2s = m
2
s + λshv
2, where v is the Higgs vacuum expectation value. For simplicity,
we will also take the coupling λsh to be identically zero. These choices leave us with only four
free parameters
ms, mE, ye, yµ. (3)
Due to its electric charge, the heavy leptonE is kept in thermal equilibrium with the SM thermal
bath in the early Universe. For ms < mE , the scalar s becomes stable and can play the role of
a dark matter candidate.
Note that the model described by Lagrangian (1) can, for light enough values of mE , lead
to substantial contributions to the SM Z boson decay width. Throughout the following, we will
always place ourselves in the situation mE > mZ/2.
2The vector-like nature of E ensures that the model is anomaly-free.
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3 FREEZE-IN PRODUCTION
The dominant processes contributing to DM production are E → es and E → µs. Additional
contributions can come from scattering processes, which we have found to be subleading for
our choices of parameter values. The Boltzmann equation for DM can be written as:
n˙s + 3Hns =
∑
i
∫
d3pE
(2pi)32EE
d3pi
(2pi)32Ei
d3ps
(2pi)32Es
(2pi)4δ(4)(PE − Pi − Ps)|Mi|2
× [fE(1− fi)(1 + fs)− fifs(1− fE)] , (4)
where the sum runs over the two processes with i = e, µ. Besides, ns is the DM number den-
sity, H the Hubble parameter, Pk = (Ek, pk) the four-momentum of particle k with distribution
function fk.M denotes the amplitude of the process.
Simplifying assumptions. The standard freeze-in computation relies on the following assump-
tions: 1) the initial density of DM particles is zero such that (for small enough couplings) the
annihilation term can be neglected, 2) DM production occurs during the radiation dominated
era, and 3) Maxwell-Boltzmann distribution functions are assumed for all bath particles (i.e. no
difference between bosons and fermions)3.
By adopting these simplifications the comoving DM number density (or yield Ys) is given
by the following expression:
Ys ≈ 45ξMPl
8pi4 · 1.66
gE
m2E
Γ
∫ mE/T0
mE/TR
dx x3
K1(x)
gs∗(x)
√
g∗(x)
, (5)
where ξ = 2 since the decaying particle E is not self-conjugate (otherwise ξ = 1), gE are the
internal degrees of freedom ofE and Γ the sum of all partial decay widths into DM: Γ = Γe+Γµ.
MPl = 1.2×1019 GeV is the Planck mass, TR the reheating temperature of the universe (an input
for freeze-in calculations), T0 is the temperature today, K1(x) is the modified Bessel function
of the second kind of degree 1, and g∗, gs∗ the effective degrees of freedom for the energy and
entropy densities, respectively. The relation between today’s relic abundance and yield of DM
is [108]:
Ωsh
2 ≈ msYs
3.6× 10−9GeV . (6)
Most of the details of the model in Eq. (5) are encoded in the expression for the decay
width Γ, which leads to the lifetime
cτ ∼ 103 cm
(
10−9
y2e + y
2
µ
)(
TeV
mE
)
. (7)
Consequently, by assuming that freeze-in via decay of the LLP is the dominant mechanism
responsible for DM abundance, we can make a fairly model-independent connection between
the lifetime of the LLP and the LLP and DM masses by requiring the correct DM abundance
via freeze-in:
cτ ≈ 4.5 m ξgE
(
0.12
Ωsh2
)( ms
100keV
)(200GeV
mE
)2 ∫ mE/T0mE/TR dx x3K1(x)
3pi/2
 , (8)
3See [113] and [114] for a more detailed discussion on the distribution functions of the bath particles.
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Figure 1: Diagram for the main production and decay process of E at the LHC.
where we have evaluated g∗(x), gs∗(x) on x = 3
4. Note the large hierarchy of masses
between the DM and the mother particle, needed in order to obtain the observed relic abundance
while having a sufficiently long lifetime for the LLP, provided mE  TR.5 Alternatively, a
freeze-in solution for DM masses ms  MeV could be obtained by decreasing the reheating
temperature, such that mE & TR. This means essentially that the DM production history is
shorter, relying only on the Boltzmann tail of the mother particle. In this work we will adopt
the former regime.
We have solved numerically the Boltzmann equation (4) with the micrOMEGAs 5.0 code
[113] under the assumptions discussed above. The results are in good agreement with the
analytical approximation (8) shown in Fig.3.
4 LHC CONSTRAINTS
As illustrated in Fig. 3, in order for the scenario described in Sec. 2 to produce the observed
dark matter relic abundance, the vector-like lepton (E) lifetime has to be larger than ' 0.01
ns (corresponding to cτ ∼ 0.1 m). Consequently, if E is produced at the LHC with moderate
to high velocities, it will cross a macroscopic distance in the detector. Searches for long lived
particles (LLPs) can then be used to constrain this scenario. In our model, E will always be
pair-produced via a Drell-Yan process at the LHC and will then decay via the s − E − e/µ
coupling, as shown in Fig. 1. The LLP signature associated with the production of E’s strongly
depends on their lifetime. For τ . 10 ns, the decay occurs mostly inside the tracker, leading
to a displaced lepton or tracks with kinks. If E is sufficiently long lived to decay outside the
detector (τ & 100 ns) or outside the tracker (τ & 10 ns), it will appear as a heavy stable charged
particle (HSCP). Below we will discuss how the LHC searches for displaced leptons and HSCPs
constrain the parameter space of the model.
4.1 HSCP Searches
If the vector-like lepton (E) has a cτ of the order of a few meters, it will deposit a considerable
fraction of its energy in the tracker. Due to its large mass, the long-lived particle will be pro-
duced in the non-ultrarelativistic regime, thus leading to a highly ionized track, which can be
4This turns out to be a good approximation since for this model, most of the production occurs around the
freeze-in temperature T ≈ mE/3.
5For T0  mE  TR, the ratio in squared brackets in Eq. (8) will approach to 1.
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distinguished from the ultrarelativistic tracks produced by long-lived Standard Model particles.
Furthermore, if the LLP traverses the muon chambers, it will produce a non-ultrarelativistic
track with a larger (or anomalous) time-of-flight (TOF) than the one expected from muons,
since βHSCP < 1. This anomalous TOF can also be used when searching for HSCPs. Both
ATLAS and CMS have performed HSCP searches at 7, 8 and 13 TeV [115–120]. Because of
their small background, these searches are highly sensitive to charged LLPs and model inde-
pendent, since no special veto (except for some basic HSCP isolation) is imposed on the signal.
Here we will consider the results obtained by the CMS 8 TeV search [117], as it provides all
the detailed information required for re-interpretation of the HSCP limits. The 8 TeV search
presents limits for charged LLPs using only tracker data as well as tracker plus muon chamber
(or time-of-flight) data. As mentioned above, the former is more sensitive to lifetimes satisfying
3 m . cτ . 10 m, while the latter is more sensitive for cτ & 10 m. Since the E lifetime can
vary in a wide range of values (cf Sec. 2), we will consider both the tracker-only and the tracker
plus time-of-flight constraints. In order to compute the constraints on our model, we use MAD-
GRAPH5_AMC@NLO [95] and PYTHIA 8.2 [97] to simulate events for the pair production of
E’s.
Using the full recasting of the tracker plus time-of-flight analysis discussed in Appendix
A, we computed the expected number of signal events for the FIMP scenario described in Sec. 2.
The signal yield, along with the number of observed and expected background events provided
by CMS [121], allows us to constrain the model parameter space. The red region in Fig. 2 shows
the region in the cτ vs mE plane excluded at 95% C.L. by the tracker plus TOF data. For very
large lifetimes we obtain a constraint mE > 550 GeV. It is important to point out that due to its
vector-like and fermionic nature, the cross-section for E pair production is significantly higher
than the corresponding cross-section for charged scalars. For this reason the constraints on mE
are stronger than the ones obtained by CMS for pair production of staus [117]. Once the vector-
like lepton is no longer stable at detector scales, the limits on its mass become increasingly
weaker. In particular, for cτ ' 2 m, we have mE & 200 GeV.
Although the limits obtained using the tracker plus TOF data become weaker once cτ .
5 m, if the LLP decay occurs outside the tracker volume, it is still possible to constrain our
scenario using the tracker-only data. In Ref. [117] CMS has provided cross-section upper limits
(as a function of the LLP mass) for the tracker-only analysis. However, the corresponding
trigger and selection efficiencies are not publicly available, hence a full recasting of the tracker
only search is not feasible. Nonetheless, since the Drell-Yan process for production of the
vector-like leptons E shown in Fig. 1 is kinematically similar to pair production of staus, it is
still possible to re-interpret the CMS limits for long-lived staus and use them to constrain the
FIMP scenario. The CMS limits from Ref. [117] are given for the total production cross-section
of staus as a function of its mass under the assumption that the staus are stable at detector scales
(cτ  10 m). Therefore we can not directly apply the limits to the E production cross-section,
σ(EE), if the vector-like lepton has a finite lifetime. In order to account for the finite lifetime
– induced – suppression of the limits, we compute an effective production cross section using:
σeff (EE) = σ(EE)× fL (9)
where fL represents the effective fraction of HSCPs which have decayed at a distance L from
the primary vertex. This fraction depends on the LLP lifetime and the size of the tracker, which
we assume to be 3 m, since it approximately corresponds to the maximum tracker radius in
CMS. For the specific details on the calculation of fL, see Appendix A.
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Figure 2: LHC contraints on the LLP vector-like lepton model. The red area corresponds to the region
of the FIMP parameter space excluded by the 8 TeV CMS search for HSCPs [121] using the tracker plus
time-of-flight data. The red region shows the corresponding bounds using the tracker-only data. See text
for more details.
Once the effective cross-section is computed for each value of mE and τ , we can directly
compare it to the corresponding cross-section upper limit (σUL) presented by CMS in Ref. [117].
If σeff (EE) > σUL we consider the point in parameter space to be excluded by the CMS 8 TeV
search. The results are shown by the blue region in Fig. 2. As expected, for small lifetimes
(cτ . 30 m) the constraints are more severe than the ones obtained previously, while for large
lifetimes, the tracker-only limits are slightly weaker than the tracker plus TOF ones, resulting
in mE > 540 GeV instead.
4.2 Displaced Lepton Searches: eµ
For LLP decay lengths in the range cτ ∼ 0.1−100 mm, the LLP can decay at a sizable distance
from the interaction point. If the decay products are charged, this leads to tracks with a non-zero
impact parameter (which can further be used to reconstruct displaced vertices). The simplest
of such searches is the CMS search for events with oppositely charged, displaced electrons
and muons, conducted at both 8 TeV [122] and 13 TeV [123] runs. This search is potentially
sensitive to our model if E decays with similar branching fractions to electrons and muons
(ye ' yµ).
Here we analyze the bounds from the 13 TeV CMS search with 2.6 fb−1 [123]. The
discriminating variable is the transverse impact parameter d0, defined as the closest distance
between the beam axis and the track in the transverse plane. For our study, we use generator-
level information to calculate the transverse impact parameter of the lepton as:
d`0 =
∣∣p`xLy − p`yLx∣∣
p`T
(10)
where Lx,y the distance in x, y travelled by the LLP before decaying, p`T the transverse momen-
tum of the lepton and p`x,y the x, y components of the lepton and LLP 3-momenta.
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Figure 3: Summary plot of this work. Iso-contours of the DM relic abundance Ωsh2 = 0.12 are shown
for three different masses: ms =10 MeV (black solid), 1 MeV (black dashed) and 10 keV (black dot
dashed), according to the freeze-in calculation, where the reheating temperature is taken as TR = 1010
GeV. Red and blue regions are excluded by the HSCP searches, wheres green regions are excluded by the
displaced lepton searches. See text for more details.
The displaced-eµ CMS search selects events with exactly one electron and one muon with
|η`| < 2.4 and p`T > 42 (40) GeV for electrons (muons), in addition to ∆Reµ > 0.5 and further
isolation criteria for both leptons6. The search then defines three non-overlapping signal regions
(SR):
– SR III: Both de0 and d
µ
0 ∈ [1, 100] mm.
– SR II: Both de0 and d
µ
0 > 0.5 mm but one or both leptons fail SR III.
– SR I: Both de0 and d
µ
0 > 0.2 mm but one or both leptons fail SR III and SR II.
We use MADGRAPH5_AMC@NLO [95] to simulate E+E− production from Drell-Yan,
with the vector-like leptonsEs decaying to electrons and muons with equal branching fractions.
We include a flat NLO κ-factor for Drell-Yan E+E− production, κ ∼ 1.2 [124]. We use identi-
fication efficiencies for electrons and muons as a function of p`T and d
`
0 publicly provided in the
displaced-eµ 8 TeV CMS analysis [122]. Since it has been shown that using this parametrisa-
tion leads to a factor of two mismatch when extrapolating to 13 TeV7, we show all limits with a
rescaling of the signal si (i = I, II, III) by κs = 2, 1, 1/2.
Once we obtain the number of expected signal events in SR I, II, III, si(cτ,mLLP), we
perform a likelihood analysis to obtain the 95 % C.L. exclusion limit from the 13 TeV displaced-
eµ CMS search in the (cτ,mLLP) plane. Our likelihood function is built as a product of Poisson
6A lepton is considered “isolated" if the sum of the pT of *all other* particles in a cone of radius R around it,
normalized to its own pT , is below a cut-off value . For electrons in the barrel, electrons in the endcap and muons
we have (R, ) = (0.3, 3.5%), (0.3, 6.5%) and (0.4, 15%) respectively.
7For validation of the displaced-eµ 13 TeV CMS analysis using these efficiencies, see Cottin et al. in the same
proceedings volume.
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probabilities for the three SR
L`(si, κs) =
∏
i=I,II,III
e−(κssi+ bi)
(κssi + bi)
ni
ni!
, (11)
with bi the number of predicted background events in SR I, II, III, being respectively < 3.2,
< 0.50, < 0.020 (for the present analysis, we assume these inequalities are saturated), and ni
the number of observed events in SR I, II, III, being respectively 1, 0, 0. The significance is
estimated via the test statistic Q`κs ,
Q`κs ≡ −2 Log
[
L`(si, κs)
L`(0)
]
, (12)
and the 95 % C.L. exclusion limit is given by Q`κs(si(cτ,mLLP)) = 3.84. We show the re-
spective limits for κs = 2, 1, 1/2 in Fig. 3. These limits are highly complementary to those
from HSCP searches discussed in section 4.1, ruling out cτ < 30 cm for mE = 200 GeV (for
κs = 1). For LLP decays cτ ∼ 1 cm, the bounds go as far as imposing mE > 440 GeV. The
effect of a possible higher efficiency in moving from 8 TeV to 13 TeV, κs = 2, is also apparent
from Fig. 3, extending the limits to rule out mE < 520 GeV for cτ = 1 cm and cτ < 50 cm for
mE = 200 GeV. In such a case the combination of the 13 TeV displaced e− µ CMS search and
HSCP searches can rule out mE < 150 GeV through the entire freeze-in parameter space of the
model.
In any case, we need to stress again that the bounds from the 13 TeV displaced-eµ CMS
search shown in Fig. 3 apply in the limit ye = yµ, but as soon as one departs from this scenario
and one of the E → `s (` = e, µ) branching fraction dominates over the other, the bounds are
correspondingly weaker as the signal is proportional to the product of the two branching ratios.
CONCLUSIONS
Dark matter is undoubtedly a driver for the construction of Standard Model extensions. Here we
have studied the connection between the freeze-in mechanism and the LHC searches for long-
lived particles. An alternative scenario to the vanilla thermal paradigm, freeze-in drives out-of-
equilibrium dark matter production via tiny O(10−10) couplings which guarantee macroscopic
lifetimes irrespectively of the mass splittings between the new states. Employing a simplified
model featuring a scalar dark matter particle and a long-lived charged fermion, we have used
two out of the ample LHC LLP searches, namely the Heavy Stable Charged Particles (HSCP)
and the high-impact displaced lepton ones, to show that LLP masses up to about 550 GeV can
be probed by the current LHC.
The case of a very light dark matter (below the MeV scale) which is associated with a
shorter lifetime of the new heavy charged lepton is the most challenging to probe. Nevertheless,
a combination of these two searches can rule out masses of the new charged lepton up to 150
GeV for the full parameter space compatible with the freeze-in scenario within the assumption
that the heavy lepton decays with the same branching fraction into electrons and muons. We
further expect the constraints from HSCP searches to improve with the use of 13 TeV data.
early results show that the gain in sensitivity in the case of stable staus reaches about 200GeV
with early 13 TeV data [125]. Cosmologically viable scenarios involving heavier dark matter
and shorter heavy lepton lifetimes are likely to require a modification of the thermal history of
the Universe and will be studied in future work.
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Appendix
A Details of the CMS HSCP analysis recast
Here we briefly elucidate the procedure employed to recast the CMS HSCP analysis for con-
straints from the tracker plus TOF scenario. In Ref. [121], CMS has provided efficiencies for the
trigger and event selection of HSCPs for the tracker plus TOF search.8 The CMS efficiencies
are given as a function of the HSCP truth level kinematics, ~k = (pT , η, β) such that no detector
simulator is required. Since the signal selection requires at least one HSCP in each event, the
total trigger (or selection) efficiency for an event containing two isolated HSCPs (such as pair
production of vector-like leptons) is given by:
aT = 
a
1 × (1− a2) + a2 × (1− a1) + a1 × a2 , (A.1)
where a = trigger or selection, ai represents the efficiency for the i-th HSCP and 
a
T the com-
bined efficiency. The first two terms in Eq. (A.1) correspond to the probability of at least one
HSCP passing the trigger or selection, while the last term corresponds to the probability of both
particles being selected. With the above definitions, the final event efficiency is simply given
by:
event = 
trigger
T × selectionT . (A.2)
Finally, to compute the total signal efficiency, one must sum over the efficiencies of all events:
signal =
1
N
∑
events
event , (A.3)
where N is the total number of events generated.
All the above efficiencies correpond to (detector) stable LLPs. However, if the long lived
particle has a finite lifetime, the event efficiency must be rescaled by the fraction of LLPs which
cross the detector without decaying. Eq. (A.2) must then be modified if τ is finite:
event = 
trigger
T × selectionT × fL , (A.4)
8For more details on the recasting procedure see Ref. [126].
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where fL is the effective fraction of HSCPs which cross a distance L of the detector without
decaying. For events with a single LLP the rescaling is trivial and fL is simply given by
fL = F ≡ e−mL/(cτ |~p|) (A.5)
In the above expression L is the detector radius, m is the LLP mass, τ its proper lifetime and ~p
its 3-momentum in the event. For the full CMS detector we take L = 9 m, 10 m or 11 m for a
pseudo-rapity |η| < 0.8, 1.1 or 2.5. However, for events with two LLPs, the effective fraction
of LLPs is given by:
fL = F1 × F2 + F1 (1− F2)×
(
trigger1 
selection
1
)
/
(
triggerT × selectionT
)
+ F2 (1− F1)×
(
trigger2 
selection
2
)
/
(
triggerT × selectionT
)
, (A.6)
where Fi is the fraction in Eq. (A.5) computed for the i-th LLP in the event. The first term
corresponds to both LLPs decaying outside the detector, while the last two terms correspond
to only one LLP crossing the detector without decaying. Eqs. (A.6), (A.4) and (A.3) can then
be used to compute the total signal efficiency for a given model with finite lifetime. Finally,
we point out that we expect the signal efficiencies of the tracker-only and the tracker plus TOF
analyses to rescale equally with lifetime. Therefore, although the values of fL are computed
explicitly using the trigger and selection efficiencies for the tracker plus TOF analysis, we use
the same values when rescaling the results for the tracker only analysis. The only difference is
that for the tracker only analysis we take L to be the size of the CMS tracker (L ' 3 m).
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Contribution 5
Towards determining the lifetime of long-lived particles at the
LHC
S. Banerjee, D. Barducci, B. Bhattacherjee, A. Goudelis, B. Herrmann, D. Sengupta
Abstract
We address the question of measuring the lifetime of a long-lived parti-
cle (LLP), assuming evidence for a displaced vertex at the Large Hadron
Collider. In particular, we analyse to which precision it will be possi-
ble to access the lifetime experimentally. Based on a simplified frame-
work, we investigate the dependence of the lifetime estimation on sev-
eral factors, viz., the mass of the LLP, its momentum distribution, the
experimental cuts imposed and the final statistics. We also discuss the
potential impact of smearing effects, on the lifetime estimation.
1 Introduction
The Large Hadron Collider (LHC) is currently operating in its Run-2 phase and pursues the
quest for New Physics. Up to now, no direct or indirect signal of new particles has been ob-
served in the existing search channels. Consequently, it is important to also consider alternative
possibilities going beyond the standard assumptions adopted in traditional searches for physics
beyond the Standard Model (SM). One such possibility is that some of the produced particles
are long-lived, i.e. that the secondary vertices through which they decay are macroscopically
displaced with respect to the primary interaction point. While some relevant studies are already
being pursued at at the LHC, see e.g. [125, 127–130], most new physics searches are targeting
scenarios where beyond the SM states undergo a prompt decay.
Typically, long-lived particles (LLPs) are states with a proper lifetime τ greater than
∼ 100 ps. Such lifetimes can be induced either by very small couplings or in specific kinematic
configurations involving small mass splittings and/or large propagator masses. They appear in a
large variety of New Physics frameworks such as supersymmetry [131–135], Twin Higgs mod-
els [136], dark matter [108–110, 137], Hidden Valley models [138–140] or baryogenesis [141]
and they can be either neutral or charged, see also [142] and references therein. Charged long-
lived particles typically lead to disappearing or kinked tracks, while neutral ones to displaced
vertices.
Regardless of the underlying model, LLPs introduce an additional complication for ex-
perimental searches, related to the particle’s lifetime. For instance, from a theorist’s standpoint,
an electron is a universally-defined entity. However, experimentally, an electron that appears
within the tracker is a completely different object than an electron which appears, e.g., in the
electromagnetic calorimeter. This implies that an experimental search for neutral particles de-
caying into a pair of visible objects at different parts of the LHC detectors could necessitate
radically different analyses which can be more or less challenging. In this work we will focus
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on the case in which a – larger or smaller – fraction of LLPs decay into pairs of charged par-
ticles within the tracker detector. The associated displaced vertex signature consists a pair of
“emergent” tracks accompanied by signals in (some of the) other parts of the detector.
Our goal is not to study the discovery potential of the LHC for such scenarios, but to
place ourselves in the situation in which a signal is observed and investigate the capacity of the
LHC to reconstruct the lifetime of the decaying particle. To the best of our knowledge, only a
handful of such studies have been performed in the literature, focusing on different LLP decay
channels [143,144]. Although our study will be performed within a toy framework, the method
is fairly generic, leaving more concrete realisations of this scenario in terms of models for future
work. We will explore various models elucidating the efficacy of this method in a future work.
2 Long-lived particle lifetime reconstruction
Measured in the laboratory frame, the decay length of a particle is given by
d = βγcτ , (1)
where τ is the proper decay time of the decaying particle, i.e. the time interval until the particle
decays as measured in its own rest frame, γ = E/m = (1−β2)−1/2 is the relativistic factor with
β = v/c = |~p|/E, v is the velocity of the decaying particle and c denotes the speed of light. In
the LHC setting, if we consider the production of a number N0 of such unstable particles with
proper decay times τi and mean (proper) lifetime τ , the expected number of decay events as a
function of τi is given by the usual exponentially decreasing distribution
Ni = N0 e
−τi/τ . (2)
By measuring the decay length di of each event, together with the corresponding kinematical
factor βi, we can compute the proper decay time associated to the event. Ideally then, it is
possible to infer the values of N0 and τ by performing an exponential fit of the sample data,
provided that enough statistics is available.
Here we will consider the production of a neutral long-lived particle, hereafter denoted
by X , decaying into a pair of leptons. As already mentioned in the Introduction, the part of the
LHC detectors in which a decay event occurs drastically alters the amount of information that
can be extracted for this event. Here we study the case in which the particle X decays inside
the tracker. As a first approximation, let us assume that the momenta of the decay products as
well as the position of the secondary vertex can be reconstructed with infinite precision. These
are, of course, simplifying assumptions, which will not hold in a real experimental analysis.
In the following we will relax the former condition, whereas the impact of vertex position
measurement uncertainties is a heavily experiment-dependent issue which is difficult to address
without a fair amount of knowledge on technical aspects of the LHC detectors. Note also that
we neglect the effects of initial or final state radiation, which can provide additional information
on the reconstructed events.
In order to study this ideal situation we have have used Pythia 6 [145] to generate data
samples of 10000 events each, assuming different lifetimes and masses for the particle X . For
the ideal case where we assume the four momenta of the long-lived particles to be precisely
reconstructed it is sufficient to generate parton-level events, qq → XX . However, we must
mention here that the βγ spectra of the LLPs will vary depending on their production mode.
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Figure 1: Lifetime determination using an exponential fit for two LLP masses (100 and 500 GeV, left
and right columns) for samples containing 1000 and 500 events (top and bottom rows respectively).
In Fig. 1 we show the results of a simple exponential fit as performed using the TF1 class
integrated in the ROOT [146] environment, to a randomly selected subset of our samples for two
LLP masses (100 and 500 GeV, left and right columns respectively) assuming two different
numbers of observed events (1000 and 500, top and bottom rows) and a lifetime of 0.033 ns,
without imposing any kinematic cuts on the events contained in the samples. Naturally, we
see that in this idealised case the lifetime of the parent particle can be reconstructed with an
excellent precision of ∼ 3% assuming 1000 events and of 5% assuming 500 events for mX =
100 GeV.
For the sake of a realistic study, experimental cuts must be imposed. A basic set of
requirements consists of demanding a pseudorapidity |η| < 2.4 and a transverse momentum
pT > 5 GeV. Samples satisfying only these two conditions will be hereafter referred to as
BCA (Basic Cuts Applied). In addition to the BCA cuts, given the increasing difficulty in
reconstructing the secondary vertex as the latter approaches the outer surface of the tracker, we
will study event samples satisfying an additional condition on the displacement of the secondary
vertex with respect to the interaction point, βiγicτi. Concretely, we consider three such extra
cuts (EC), βiγicτi < 20 mm (EC1), 50 mm (EC2) and 100 mm (EC3) 1. The strongest constraint
on βiγicτi is inspired from the 8 TeV CMS study pertaining to the reconstruction of leptons
as functions of the transverse impact parameter (d0), in supersymmetric scenarios involving
displaced vertices [148].
1Note that current ATLAS and CMS searches are sensitive to displaced vertices between 10 mm to ∼ 300 mm
with a peak sensitivity at around 100 mm. [129, 147]
38
The imposition of the EC cuts, however, introduces an important subtlety: by rejecting
large values of βiγicτi we are inevitably biasing our event samples in favour of events charac-
terised by smaller proper decay times. This implies that the expected exponential distribution is
skewed and our estimate for the reconstructed lifetime will also be biased towards smaller val-
ues. In other words, provided enough statistics is available, every lifetime reconstruction based
on samples with EC cuts tends to underestimate the true LLP lifetime. This effect is exemplified
in Tab. 1, where we present the fitting procedure results for three different combinations of LLP
masses and lifetimes assuming the four sets of cuts, BCA and BCA+EC.
Events MX l (mm) τBCA (ns) τEC1 (ns) τEC2 (ns) τEC3 (ns)
1000 200 10 0.0338± 11× 10−4 0.0196± 8× 10−4 0.0258± 9× 10−4 0.0309± 10× 10−4
1000 200 5 0.0170± 6× 10−4 0.0196± 8× 10−4 0.0127± 5× 10−4 0.0164± 5× 10−4
1000 2500 10 0.0326± 9× 10−4 0.0304± 9× 10−4 0.0325± 9× 10−4 0.0326± 9× 10−4
Table 1: (mis-)Reconstructed lifetimes. MX is given in GeV. In all cases, we start with 1000 Monte
Carlo events which are reduced upon imposing each cut.
We can, indeed, clearly see that when cutting harder (EC1) on βiγicτi, we obtain an
estimate of the LLP lifetime which, although seemingly accurate, can be false. The effect is
more pronounced for larger lifetimes, as can be seen by comparing the first with the second
row of Tab. 1 since, all other quantities kept constant, a smaller lifetime implies overall smaller
values of cτi and, hence, that a greater number of events is concentrated in a smaller area of
βiγicτi. Similarly, by comparing the first and the third rows of Tab. 1, we can see that the bias
induced by the EC cuts is larger for smaller LLP masses. This is due to the fact that heavy
LLPs are globally characterised by smaller βiγi values, hence, the impact of the EC cuts on the
selected proper decay times is milder.
These comments are further illustrated in Fig. 2, where we show the number of events as
a function of βγ for the three benchmarks of Tab. 1 after the successive imposition of the BCA
and EC cuts.
In light of these observations, we need to devise a method in order to reconstruct the LLP
lifetime without biasing the signal. The crucial observation is that, as long as a sufficient number
of events with large τi values is kept in the sample, the estimate tends asymptotically towards
the true LLP lifetime from below as the considered τi region becomes larger. Then, given an EC
cut, we can successively compute lifetime estimates based on an increasing number of events
with large proper decay times which can, in turn, be achieved simply by restricting the βiγi
region to smaller and smaller values. If, below a certain value of βiγi, the estimate saturates,
this means that we have included a sufficient number of events with large τi values and the
estimate for the true LLP lifetime, along with its associated uncertainty, can be trusted. If, on
the other hand, the estimate does not saturate, it can only be viewed as a lower bound on the
true LLP lifetime.
The results obtained with this method are shown in Fig. 3 for two examples assuming an
LLP massMX = 200 GeV and two different decay lengths (lifetimes) of 10 mm (left) and 5 mm
(right). In the former case, we can clearly observe the saturation of the estimated LLP lifetime
once an upper bound of about 0.6 is imposed on βiγi. In the latter case, although perhaps
less visible graphically, a similar situation occurs around βiγi < 1 whereas, as expected, the
estimated lifetime globally varies in a much narrower range. Besides, in both cases, we observe
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Figure 2: Number of events as a function of βγ for the three mass and lifetime combinations of Tab. 1.
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Figure 3: Reconstructed LLP lifetime along with its associated uncertainty as a function of the highest
βγ considered, for MX = 200 GeV and two different true lifetime values.
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that restricting βiγi to extremely small values leads to an overestimate of the LLP lifetime. This
simply reflects the fact that below a certain threshold for βiγi there is not enough statistics to
obtain an accurate estimate. Still, the true value of the lifetime lies within 2σ to 3σ from the
estimated one.
So far, we have made the assumption that the lepton momenta can be reconstructed with
infinite precision. In order to study the impact of the associated uncertainties, we consider a
more generic process where the LLP decays into three very light daughter particles 2. Using the
standard smearing algorithm of Pythia 6, we parametrise the shift in the transverse momentum
(pT ) measurement of each daughter particle as ∆pT = a
√
pT , where a denotes the smearing
parameter and is assumed to be the same for all the daughter particles. Hence, we obtain
∆pT
pT
= a√
pT
. We generate random Gaussian numbers for each daughter particle, smear their pT
and, using standard kinematic relations, obtain their smeared four-momenta. For this study, we
focus on a simple scenario where a massive LLP decays to very light final state particles. These
daughter particles, in turn, will be highly boosted, rendering ∆pT
pT
negligible. Upon choosing
two benchmark values of a = 1 and 1.5 (which correspond to 10% and 15% smearing on each
particle), we do not obtain any observable effect on the lifetime fit. However, we must stress
that a scenario involving one or more heavy daughter particles or the parent LLP being much
lighter, will amount to the daughter particles being less boosted and, consequently, the smearing
effects may play an important role in the lifetime fit. Lastly, we must mention here that in actual
experiments, the uncertainties on measuring the secondary vertex may be dependent on the pT
measurements of the tracks used to reconstruct them, which in turn will depend on the particle
smearings. In this study, we test the effect of smearing on the benchmark MX = 200 GeV,
decay length 10 mm, decaying to very light daughter particles.
3 Conclusions and perspectives
In this note, we examined the capacity of the LHC to reconstruct the mean lifetime of long-lived
particles. At first, we investigated an ideal situation in which an LLP decays inside the tracker
into an all-visible final state and its four momenta, as well as the position of the secondary
vertex, can be precisely measured. We highlighted the fact that the experimental cuts on the
displacement of the secondary vertex introduce a bias in the reconstructed LLP lifetime and
proposed a method to overcome it. We saw that, under these idealised conditions, following
this method it is indeed possible to measure, or at least to put a lower limit on, the lifetime of
the LLP to a good degree.
As a second step, we studied a scenario involving decays of an LLP into an all-visible
final state and introduced pT smearing on the daughter particles. We found that for highly
boosted final state particles, the effects of smearing are negligible on the lifetime measurement.
However, for less boosted final states, momentum smearing will have a more severe impact on
the measurement.
There are several layers of complication that can, and should, be added to this first study.
In particular, having computed τi from the ratio between βiγicτi and βiγic, it is important to
properly consider the error propagation corresponding to this ratio. Moreover, in several New
Physics scenarios involving long-lived particles, at least one of the LLPs can have invisible
decay products along with –at least – two visible ones (the minimum number of visible de-
2The motivation for studying three- rather than two-body decays lies with the fact that the greater the number
of daughter particles, the more important the smearing effect will be on the reconstructed mother LLP.
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cay products required to reconstruct the secondary vertex is two). In such cases, the LHC
experiments can reconstruct the secondary vertex (our βiγicτi) for each event, but not the exact
four-momenta (βiγi) of the LLPs. In such scenarios, some observables like MT2 may provide
handles on the mass of the LLP, making it possible to extract its four-momenta as well. Besides,
here we have not considered effects related to the initial state particles. The shape of the βγ
spectra will be different depending on whether the process is gluon-gluon, quark-anti-quark or
quark-gluon initiated. Such effects may affect the lifetime measurement in a substantial manner.
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Contribution 6
Associated production of a single top with dark matter in a
two-Higgs-doublet plus pseudoscalar mediator model
G. Bélanger, B. Fuks, F. Maltoni, J. M. No, P. Pani, G. Polesello, B. Zaldivar
Abstract
This proceeding aims to extend the studies already available in literature
on the associated production of a single top quark and dark matter in a
model with two Higgs doublets and a pseudoscalar mediator. We put
the model into a broader context of astrophysical quantities and mea-
surements and we extend the interpretation in terms of selections and
parameter space.
1 Introduction
The sensitivity of the LHC experiments to the associated production of dark matter (DM) with
a single top has been recently studied [149] in the framework of an extension of the stan-
dard model featuring two Higgs doublets and an additional pseudo-scalar mediator [150, 151]
(2HDM+a). The study in Ref. [149] and the one of this contribution extend the results previ-
ously available in the literature [152–154], that show the importance of final states involving
a single top quark and DM (DMt) by means of a simplified model. Like single top produc-
tion within the Standard Model (SM), the DMt signature in the 2HDM+a model receives three
different types of contributions at leading order (LO) in QCD. These are t-channel production,
s-channel production and associated production together with a W boson (tW ). The presence
of an extended Higgs sector, contrary to the case of a singlet mediator, ensures perturbative
unitarity of the pp→ tχχ¯+X class of processes where χ denotes the DM particle. Moreover,
the fact that tWχχ final states can be produced with sizeable cross sections in diagrams involv-
ing the on-shell production of intermediate charged Higgs bosons renders the phenomenology
of this model particularly interesting. In this contribution to the Les Houches proceedings, we
aim to extend the study of Ref. [149] by broadening the interpretation of the model in terms of
collider searches. Furthermore, we include the estimation of the sensitivity of direct dark matter
experiments on the parameter space and we propose new selection strategies for analyses tar-
geting events with a single lepton in the final states and assess the parameter-space coverage of
these new selections assuming an integrated luminosity of 300 fb−1 of proton-proton collisions
at a centre-of-mass energy of 14 TeV.
2 Cosmological constraints
The model in question contains a fermionic DM candidate χ that is assumed to be a Weakly In-
teracting Massive Particle (WIMP). The DM particle communicates with the SM via exchanges
with a pseudo-scalar mediator that mixes with the Higgs sector and it thus couples to all SM
particles. Then, depending on the spectrum and the mixing angles, the relic abundance of DM
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will be dominated by DM annihilation into pairs of b-quarks, top quark pairs or pairs of media-
tors a, as well as in final states comprised of a ah or aZ system, h and Z respectively denoting
the SM Higgs boson and Z-boson. The latter channels represent the most important differ-
ence between this model and the corresponding simplified-model implementation, which only
couples the mediator to the fermionic sector of the SM. Consequently, the prediction of the
relic abundance will be very different from one model to another, in the relevant region of the
parameter space where those new channels dominate. This region is defined by the condition
2mχ & (ma + mh,Z). For more details on the relic density predictions of the model, we refer
the reader to Ref. [155].
On the other hand DM indirect detection constraints are potentially very important. For a
pseudo-scalar mediator, DM annihilation into a fermion pair consists in an s-wave process and
there is thus no velocity suppression of the cross section at present time. On the other hand, the
χχ¯ → aa annihilation channel is p-wave suppressed, but the χχ¯ → ah and aZ ones are not
and the relative importance of the latter on the cosmological consequences for the model have
not been addressed. For the region of parameter space where the fermionic channels dominate,
predictions for the DM annihilation cross section at present times coincide with those estimated
in the simplified model context. We therefore refer the reader to Ref. [156] for a detailed
analysis of the indirect detection constraints in the 2HDM<+a framework.
On different lines, DM direct detection searches are not relevant since the strongest con-
straints from that front come from the presence of spin-independent interactions in the theory
that our model does not feature at tree level. As in contrast, the featured DM spin-dependent
interactions lead to a velocity suppression allowing to evade any direct detection bound.
3 Dedicated LHC analysis for 300 fb−1
A detailed analysis explicitly optimised for the signature depicted above, and targeting the full
projected statistics of the LHC Run 3 of 300 fb−1 is described in Ref. [149]. We briefly sum-
marise in the following the methods and the results of this analysis, and we extend it by pro-
jecting the results on additional slices of the parameter space. We moreover include signatures
that are relevant and that have been neglected before.
3.1 Summary of the available LHC projection
We base the simulation of the DM signal and the SM background following the strategy in-
troduced in Ref. [149]. We simulate a full set of SM processes leading to the presence of
one or two final-state leptons (e, µ) originating from the decay of a W -boson, a Z-boson
or a τ lepton. Events are generated within either the POWHEG BOX framework [157] or the
MadGraph5_aMC@NLO platform [95], and the simulation of the QCD environment (parton show-
ering and hadronisation) has been performed with PYTHIA 8 [97]. Hard-scattering signal events
have been produced with MadGraph5_aMC@NLO on the basis of the UFO model [93] provided
together with Ref. [151], and parton showering and hadronisation have been again simulated
with PYTHIA 8. We finally include detector effects by smearing the properties of the final-
state physics objects (i.e. electrons, muons, jets and EmissT ) in a way reproducing the measured
performance of the ATLAS detector.
We specifically focus on a final state comprised of two W -bosons, a jet issued from the
fragmentation of a b-quark (i.e. a b-jet), and missing transverse momentum associated with the
presence of the two undetected DM particles. Two analyses have been developed, requiring
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either one or two leptons in the final state, corresponding to the the cases where only one or
both of the two W bosons decays into leptons respectively. The selection criteria are based
on constraints imposed on a set of dimensionful transverse variables, such as the transverse
mass m`T [158], mT2 [159, 160], and amT2 [161, 162]. All those variables exhibit a kinematic
endpoint in the SM context, when all the missing energy arises from the neutrinos originat-
ing from W -boson decays. In the signal case, the presence of additional EmissT induced by
the DM particles violates these bounds, and provides a handle for the separation of the signal
from the background. Prior studies (see Fig. 8 of Ref. [149]) have determined the regions of
the parameter space (presented in the (m(H±), tan β) plane) that can be excluded at the 95%
confidence level (CL), for an integrated luminosity of 300 fb−1 of proton-proton collisions at
a centre-of-mass energy of 14 TeV LHC. The results are given for a fixed mediator mass of
m(a) = 150 GeV. The two-lepton signature, which has lower signal statistics but allows for
a softer kinematic selection, dominates for lower m(H±) masses, whereas the single-lepton
signature allows to get sensitivity to charged-Higgs masses above m(H±) = 600 GeV.
3.2 Reinterpretation of the LHC reach
The analysis in Ref. [149] concentrated on assessing the dependence of the LHC reach on the
main model parameters m(H±), tan β and m(a). It is however interesting to compare the pa-
rameter space which can be covered by different analyses, as it can help prioritising the search
strategy at the LHC. A rather complete survey is provided in Ref. [151], in which the cover-
age expected from the analysis of different signatures is presented in the (m(a), tan β) plane
for four different model configurations. Whilst for maximal mixing of the singlet and doublet
pseudo-scalars (i.e. sin θ ∼ 0.7) the dominant model signature consists of the production of
a single Higgs boson recoiling against a pair of DM particles, mono-Z-boson probes become
predominant for cases in which the a boson is mostly doublet-like (sin θ ∼ 0.35). We recast
in Figure 1 the reach of the di-lepton analysis described in Ref. [149] and present it in the
(m(a), tan β) plane, for m(A) = m(H±) = m(H) = 500 GeV and for the two mixing scenar-
ios discussed above. By comparing these results with the sensitivity projections for the same
integrated luminosity shown in Ref. [151], we find out that the associated production of a single
top and a charged Higgs boson H± covers a region of parameter space comparable to the one
for which the mono-Z and mono-h probes are sensitive to.
3.3 Additional handles on the model
A limitation of the analysis described in Ref. [149] lies in the fact that the selections for the
single-lepton analysis are focused on a situation where the lepton is produced in the decay
chain of the charged Higgs boson H±, which implies a hadronically-decaying top quark recoil-
ing against a lepton-EmissT system that is very hard. The selection cuts explicitly exploit this
situation, killing in this way both the topology where the lepton originates from the top quark
decay and the t-channel contribution, which becomes relevant at high H± masses. In order to
increase the LHC sensitivity to the model, we develop a new selection strategy, focusing on the
situation where the lepton arises from the decay of the top quark. Two non-overlapping signal
selections are defined, respectively targeting the H± → `νχχ and H± → jjχχ decays. They
will be referred to in the following as leptonic-H± and hadronic-H± selections, respectively.
In the leptonic-H± selection, we require that the system comprised of the lepton and the lead-
ing b-jet has a large invariant mass, m(b1, `) > 150 GeV, and that the system comprised of
the leading light jet and leading b-jet has a small invariant mass, m(b1, j1) < 150 GeV. In the
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Figure 1: Regions in the (m(a), tanβ) planes which can be excluded at the 95% CL through single-
lepton and di-lepton searches. In the left panel, the singlet-doublet pseudo-scalar mixing is maximal
(sin θ ∼ 0.7) whilst in the right panel it is smaller (sin θ ∼ 0.35). The z-axis palette shows the ratio
between the excluded cross section and the theoretical one. For both cases, we have fixed m(A) =
m(H±) = m(H) = 500 GeV and the results assume 300 fb−1 of 14 TeV LHC data and a systematic
uncertainty of 20% on the SM background and of 5% on the signal.
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Figure 2: (Left) Distribution of the hadronic W -boson mass for a relaxed version of the analysis selec-
tions. (Right) 95% CL exclusion limits for the combination of the two one-lepton regions described in
the text and the two-lepton selections of Ref. [149]. We assumes 300 fb−1 of 14 TeV LHC data and a
systematic uncertainty of 20% (5%) on the SM background (signal).
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hadronic-H± selections, we in contrast require that m(b1, `) < 150 GeV and m(b1, j1) > 130
GeV, where the former cut ensure the orthogonality between the regions. We moreover improve
the background rejection by requesting that the invariant mass of the system comprised to the
two leading light jets lies between 60 and 105 GeV. This requirement, applied in both selections,
is extremely efficient in separating the signal from the background, as shown in the left panel
of Fig. 2.
We impose that all reconstructed jets with a transverse momentum pjT > 25 GeV and a
pseudorapidity satisfying |ηj| < 2.5 are well separated from the missing momentum, requiring
that the jet that is the closest to the ~p missT in azimuth satisfies |∆φmin| > 1.0. At least one jet is
required to be b-tagged and events with a second b-tagged jet with pT > 50 GeV are rejected.
The asymmetric stransverse mass, amT2, is required to be at least of 230 (200) GeV in the
leptonic-H± (hadronic-H±) selection. The rest of the selections is designed to exploit in the
signal the fact that the boost of the charged Higgs is either propagated to the leptonic or to the
hadronic part of the event.
In the leptonic-H± selection, we additionally require three jets of relatively low transverse
momenta (pT > 50, 50, 20 GeV) and exactly one isolated lepton (e or µ) with pT > 120 GeV,
|η`| < 2.5. The missing energy is imposed to be larger than 250 GeV and the lepton-EmissT
system transverse mass has to satisfy m`T > 300 GeV. In addition, we impose that E
miss
T + 0.4 ·
m`T > 375 GeV.
For the hadronic-H± selection we instead require the presence of three relatively hard
jets (pT > 100, 50, 40 GeV) and exactly one isolated lepton with low transverse momentum
pT > 25 GeV. The requirement on m`T is kept at the minimum value needed to suppress the
background contributions of semi-leptonic tt¯ decays, m`T > 120 GeV. Finally the events are
selected if EmissT > 400 GeV. As in this topology the E
miss
T and the hadronically decaying
W -boson come from the decay of the same particle, it is convenient to define a proxy for the
H± transverse mass as the invariant mass on the transverse plane of the hadronic W -boson,
constructed from the two leading light jets, and the EmissT . This variable is required to be of at
least 680 GeV, in order to enhance the sensitivity of this selection to charged Higgs bosons of
about 1 TeV.
The total background in the leptonic-H± selection amounts for approximately 4 events,
dominantly arising from tt + V and tZ production. For charged Higgs masses ranging from
500 GeV to 1 TeV the signal acceptance is of [0.12, 0.35]% ([0.12, 0.31]%) form(a) = 150 GeV
and tan β = 1 (20). In the hadronic-H± selection, the total background is expected to be ap-
proximately 2 events, also dominantly arising from tt + V and tZ production. For charged-
Higgs masses ranging again from 500 GeV to 1 TeV the signal acceptance is found to be
[9 · 10−5, 0.17]% ([9 · 10−5, 0.16]%) for m(a) = 150 GeV and tan β = 1 (20). The corre-
sponding exclusion limits are presented in the right panel of Fig. 2 and compared with the
di-lepton selection from Ref. [149]. We observe that the new selection extends the reach of the
analysis towards high H± masses. However, the improvement is tamed by the strong kinematic
similarity of the hadronic-H± signal to the background, which can only be suppressed by very
aggressive selection requirements that are characterised by a low signal efficiency.
4 Conclusions
The prospects of future LHC runs for probing interactions between a DM particle and top quarks
via the t+EmissT signature have been studied. We observed that the sensitivity of the single top
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signal is complementary to the one of the mono-Higgs and mono-Z-boson probes, once we
include searches targetting a single-leptonic and di-leptonic final state. In particular, thanks to a
dedicated optimisation of the analysis focusing on the single-lepton final state, we have shown
that the LHC is in principle sensitive to charged Higgs bosons of about 1 TeV, for a large range
of tan β values and assuming an integrated luminosity of 300fb−1.
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Contribution 7
Probing flavour-violating decays of squarks at the LHC
A. Chakraborty, M. Endo, B. Fuks, B. Herrmann, M. M. Nojiri, P. Pani and G. Polesello
Abstract
We study squark decays beyond minimally flavour-violating supersym-
metry at the LHC. Considering second and third generation squark mix-
ings, we consider a simplified model with two active squark flavours
and evaluate the sensitivity of current squarks searches at the Run-1 and
Run-2 of the LHC. We moreover investigate the gain in sensitivity of a
dedicated search strategy involving leptons, jets and missing transverse
energy at the high luminosity run of LHC.
1 Introduction
Despite the absence of any experimental evidence at the Large Hadron Collider (LHC), from
a theoretical and phenomenological point of view supersymmetry (SUSY) remains an attrac-
tive extension of the Standard Model (SM) of particle physics. Whereas current experimental
searches are unfruitful, supersymmetry can still be viable either after introducing heavy super-
partners, or by considering non-minimal realisations of the theory. While the former explanation
is rather unattractive from the phenomenological point of view, the latter one calls for studies
of supersymmetric frameworks beyond the “usual” Minimal Supersymmetric Standard Model
(MSSM).
Without adding extra fields or extending the gauge symmetry groups, going beyond the
“standard” MSSM can be achieved by considering additional mixing between the states of the
model. More precisely, in addition to the helicity mixing between “left-handed” and “right-
handed” states, the model symmetries allow for inter-generational mixing of the scalar partners
beyond the commonly assumed Cabibbo-Kobayashi-Maskawa (CKM)- and Pontecorvo-Maki-
Nakagawa-Sakata (PMNS)-induced terms. In the following, we consider this non-minimally
flavour-violating (NMFV) framework and assume additional mixing between the second and
third generation of squarks. The latter is indeed allowed to be sizeable, in contrast to any
mixing involving the first generation that is largely constrained by flavour data. In particular, at
that stage of our study, we focus on mixing between charm and top flavours in the squark sector.
From the model-building point of view, non-minimal flavour violation can be motivated
from Grand Unified Theories, possibly in combination with certain flavour symmetries at the
high scale (see, e.g. Refs. [163, 164]). In the present study, however, we introduce the corre-
sponding terms directly at the TeV scale. More precisely, we consider the generation-mixing
entries of the sfermion mass matrices as free parameters, in the same way as the diagonal en-
tries in such a phenomenological TeV-scale setup. Although there are stringent constraints on
the flavour-violating neutral currents induced by these additional generation-mixing entries, a
considerable part of the resulting parameter space is in agreement with theoretical constraints
and current experimental measurements [165]. Moreover, the additional charm-stop mixing
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leads to characteristical signatures at the LHC [166–172]. A particular feature is that, if the
lightest up-type squark is a mixture of charm and top flavour, its decays into charm and top
quarks, together with a neutralino, may be simultaneously open [168].
Experimental ATLAS and CMS searches have led to stringent limits on the production
cross sections of charmed and top squarks [37, 173–179]. However, these searches are mainly
based on simplified models assuming no generation-mixing entries in the squark mass matrices.
As adding such entries may altern the decay pattern of the squarks, it is an interesting question
to evaluate their impact on the present mass limits and evaluate the sensitivity of new dedicated
searches at the LHC. This is the goal of the present work. Within an ad-hoc simplified model
containing two squark flavours, we recast mass limits from previous ATLAS and CMS analyses.
We then estimate the sensitivity of dedicated searches at the LHC with a centre-of-mass energy
of
√
s = 14 TeV and assuming 300 fb−1 of integrated luminosity.
2 Model setup and existing LHC limits
In this section, we present the general setup of our study. We first introduce the simplified model
which we base our analysis on. We then discuss the adopted search strategy and recast recent
squark searches at the LHC.
2.1 A simplified model for squark flavour violation
While in the general MSSM, each squark eigenstate is an admixture of the six flavours eigen-
states (see Ref. [165]), the present analysis is based on a simplified model capturing the es-
sential features of non-minimal flavour violation in the squark sector once existing bounds are
accounted for. In our setup, the squark sector consists of two active flavours, namely a right-
handed stop and a right-handed scharm, and their mixing leads to two physical eigenstates u˜1
and u˜2 defined by (
u˜1
u˜2
)
=
(
cos θtc sin θtc
− sin θtc cos θtc
)(
c˜R
t˜R
)
. (1)
Here, u˜1 is assumed to be the lighter of the two squark mass eigenstates. In addition, we include
one neutralino χ˜01 whose mass is fixed to mχ01 = 50 GeV and composition taken bino-like
1. The
rest of the spectrum is assumed to be decoupled and ignored in the following. Our simplified
setup is thus governed by three parameters: the masses mu˜1 and mu˜2 of the squarks together
with the squark mixing angle θtc. This choice of a mixing between the “right-handed” squark
flavours allows for more flexibility, as less affected by constraints originating from B-physics,
contrary to a mixing between “left-handed” states.
Being an admixture of t˜R and c˜R eigenstates, each physical squark may decay either into
a top or a charm quark,
u˜i → tχ˜01 , u˜i → cχ˜01 with i = 1, 2 . (2)
Once pair-produced at the LHC, the pair-produced squarks hence give rise to two final-state
neutralinos manifesting themselves as missing transverse energy (EmissT ). Assuming squark-
antisquark production at the LHC, typical existing search strategies focus on the processes
pp→ tt¯+ EmissT and pp→ cc¯+ EmissT . (3)
1These assumptions do not have a significant impact on the analysis, the main ingredient being the considered
branching fractions of the squarks into quarks and the neutralino.
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However, after considering additional flavour mixing as introduced above, another process may
be relevant,
pp→ tc+ EmissT → `bc+ EmissT , (4)
where one squark decays into a top and the other into a charm quark [168] and the final step
assumes leptonic top decay. We hence propose to target a final state comprised of one isolated
lepton, one b-tagged jet, one c-tagged jet, and a large amount of missing transverse energy.
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Figure 1: Branching ratios of the u˜1 → tχ˜01 (dashed line) and u˜1 → cχ˜01 (solid line) decays, shown as
functions of the mixing angle θtc. In the Left figure, the red and blue curves correspond to squark masses
of mu˜1 = 500 GeV and mu˜1 = 1000 GeV, respectively with a fixed mχ01 = 50 GeV. In the right plot,
we fix mu˜1 to 500 GeV and vary mχ01 for three different values 50 GeV (red), 200 GeV (blue) and 300
GeV (cyan).
We present the two relevant branching ratios as function of the generation mixing in Fig. 1.
The branching fractions are found to vary significantly as a function of the value of the mixing
angle θtc. In particular, we can obtain a situation where both decay modes have comparable
rates. There exists another key parameter which controls these branching ratios which is the
mass difference between the squark and the neutralino. In the right panel of Fig. 1 we show
the dependence of the branching ratios on the mass of the neutralino by setting mχ01 to three
different values 50 GeV (red), 200 GeV (blue) and 300 GeV (cyan) for a fixed mu˜1 = 500 GeV.
We observe that, even though the impact on the squark mass itself is marginal, the branching
ratios can vary significantly with the the mixing angle as soon as the mass difference between
the squark and neutralino becomes close to the top mass threshold. In the rest of our analysis,
the neutralino mass is held fixed at 50 GeV.
2.2 Recasting LHC limits
Dedicated searches for scalar top quarks decaying into a tt¯ + EmissT system or scalar charm
quarks decaying into a cc¯ + EmissT system have been performed by both the ATLAS and
CMS collaborations at the LHC [37, 173–179]. The observed exclusion limits in case of light
neutralino masses are of the order of the TeV for top squarks and of about 500 GeV for charmed
squarks2. As a comparison, the present limits for flavour-agnostic squark searches, summed
over left and right squarks and over four flavours are around 1.5 TeV [180, 181]
Using the available information provided by the ATLAS collaboration for the search for
top squarks in the single lepton final state [174], we recast their observed limits in terms of
2The charm squark analysis is published only for a centre-of-mass energy of 8 TeV.
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the three-dimensional parameter space of our model (mu˜1 , mu˜2 and θtc), as shown in Fig. 2.
The acceptances and efficiencies for each of the “discovery tN_med" and “discovery tN_high"
regions have been used to estimate the signal yield (Nsig) in these regions, considering the
appropriate decay branching ratios for each parameter choice. These two signal regions are
optimized specifically looking at moderate and higher stop masses respectively.
The signal yields were then compared to the model-independent upper limit (Nobs limitnon−SM )
provided in Ref. [174] for each of the regions. When the ratio of these two yields exceeds
one, the signal point is considered to be excluded. For the final exclusion limit estimation, the
ATLAS analysis does not consider the “discovery regions" as they are, but exploits a multi-bin
fit in the most sensitive distribution. As the reinterpretation performed in this paper cannot
exploit the full multi-bin information, due to the lack of details in the reference, the exclusion
contour presented in Fig. 2 can be considered as a conservative limit. The official observed
limit of Ref. [174] is therefore shown as a star on the right panel of Fig. 2 in order to provide
a comparative assessment of the multi-bin effects. It is interesting to mention that the star
corresponds to the case in which the lightest squark dominantly (almost 100%) decays into the
top and neutralino system, while the charm mode is negligible. Consequently, a non-negligible
mixing angle yields a significant production of charm quarks in the decays (see Fig. 1), that
importantly impacts the current exclusion limits.
Figure 2: Reinterpretation of the ATLAS search for top squarks in the single lepton final state [174] in
the (mu˜1 , mu˜2) (left) and (mu˜1 , θtc) (right) planes.
3 Collider projections for the reach of the tc channel
In this section, we describe a dedicated analysis aimed at evaluating the reach for the signature
under consideration for the full LHC statistics and for the HL-LHC. We first provide a brief out-
line of the Monte-Carlo (MC) simulations used to generate signal and background events. The
reconstruction of the final-state leptons, jets and missing transverse momentum (~p missT ) along
with some handy kinematic variables is also discussed. In order to optimise the signal selection
together with the rejection of the SM backgrounds, we impose several kinematic requirements
on the final state, that we provide below together with our findings.
3.1 Monte Carlo simulation
Signal events originating from squark pair-production were produced using MadGraph5_aMC@NLO [95],
the hard-scattering matrix elements being convoluted with the NNPDF3.0 parton distribution
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functions [96]. We use Feynrules 2.0 [91] to obtain the model files incorporating the mixing
between the charm and top squarks. The mass of the squark with a dominant stop component
(denoted stop hereafter) was scanned in steps of 100 GeV in the [600 GeV, 1.4 TeV] mass
window. The lightest neutralino mass was kept fixed to 50 GeV, as discussed in Sec. 2.1, and
the squark mixing angle was set to θtc = pi/4. The generated events were passed to PYTHIA
8.2 [97] for parton showering and hadronisation and the events have been reweighted to a
production cross-section at the NLO+NLL accuracy [182]. In the results presented below, we
consider LHC proton-proton collisions at a centre-of-mass energy of 14 TeV.
For the backgrounds, we focus on SM processes with one or two final-state leptons orig-
inating from the decay of either a vector boson, or of a tau lepton, and that precisely consists
in tt¯, Wt, t-channel single top, tt¯W , tt¯Z, tWZ, tZ, W+jets, Z+jets, WW , WZ and ZZ
production. tt¯ and single top events are simulated at the next-to-leading (NLO) order accu-
racy within the POWHEG BOX framework [157], while the W+jets, Z+jets and tWZ samples are
generated at leading order (LO) with MadGraph5_aMC@NLO, merging samples containing up to
four additional jets at the level of the matrix element matched with the CKKW prescription as
implemented in PYTHIA8 [183]. tt¯W and tt¯Z production has been achieved at the LO accu-
racy, matrix elements containing up to two extra jets having been merged this time, with the
W -boson being forced to decay leptonically and the Z-boson invisibly. All these background
samples have been normalised to the next-to-next-to-leading order (NNLO) cross-sections, if
available, or to the NLO cross section otherwise. For details on the background simulation and
the normalization technique, we refer the reader to Ref. [149].
In order to perform a realistic analysis, we need to consider the detector effects on the
various reconstructed objects, namely leptons (e and µ), jets and EmissT . Jets are reconstructed
based on the MC truth particles using FASTJET [99], relying on the anti-kT algorithm [98] with
a radius parameter R = 0.4, whereas the missing transverse energy is defined as the vector sum
of the transverse momenta of all the invisible particles. We then make use of smearing functions
tuned to mimic the performance of the ATLAS detector [184, 185], as described in Ref. [149].
We have validated our results by comparing with a reduced statistical sample in which the
simulation of the detector is performed within the publicly available code Delphes [186].
3.2 Variable definition and event selection
Several variables exploiting the kinematic difference between the signal and the backgrounds
are used in our analysis. The construction of these discriminating variables is based on the
assumption that the events are selected with exactly one lepton (electron or muon) and one
and only one b-tagged jet. The final state is further allowed to contain extra jets, and missing
transverse energy. More precisely, we preselect events containing exactly one electron or one
muon with a transverse momentum and pseudorapidity fulfilling pT > 25 GeV and |η| < 2.5,
and exactly one b-tagged jet with pT > 30 GeV within |η| < 2.5. The chosen b-tagging working
point corresponds to an average tagging efficiency of 77% and is based on the parameterisations
given in Ref. [187]. We moreover demand the presence of at least one additional jet with a
transverse momentum pT > 100 GeV and |η| < 2.5 failing the b-tagging algorithm.
The dominant background for the present analysis arises from tt¯ production, and the main
handles for reducing this background consist of a set of kinematic variables in the transverse
plane with respect to the LHC beams that are bounded from above by the fact that the invisible
particles are always neutrinos issued from W -boson decays in the SM.
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– Transverse mass of lepton and EmissT (m
lep
T ): This variable, defined as
mlepT ≡
√
2 |~p `T| |~p missT | (1− cos ∆φ~p `T ~p missT ) , (5)
is built from the lepton transverse momentum (~p `T) and the vector sum of the transverse
momenta of the invisible particles (~p missT ). For all processes where the lepton and the
missing transverse energy are issued from the decay of a single W -boson, this variable
has a kinematic end-point at 80 GeV, whilst it is allowed to reach much larger values for
the signal. Imposing a lower bound on this variable therefore strongly suppresses the tt¯
background, killing events where only one leg decays leptonically, as well as the W+jets
background. We impose mlepT > 160 GeV.
– Asymmetric mT2 (amT2): After the m
lep
T requirement, the background is still dominated
by tt¯ events that decay into two leptons, but with one of the two leptons that is not iden-
tified in the detector. The variable amT2 [161, 162] was developed to tame this kind of
background, and consists in a generalisation of the mT2 variable [159, 160]. It is built by
considering the production of two particles that each decay into visible objects and miss-
ing energy, forming hence two legs. For the first leg, the visible momentum is defined
as the vector sum of the momenta of the b-tagged jet and the lepton, whilst a vanishing
test mass is introduced to kinematically derive the missing momentum. For the second
leg, the visible momentum is fixed to that of the additional jet, that is most likely to be
a b-jet, and the invisible transverse vector is derived from a test mass set to 80 GeV. In
real experimental conditions, the jet employed for the second leg is the second hardest
b-tagged jet, or, if there isn’t any, the light jet with the highest weight returned by the
b-tagging algorithm. Since this information not available within our parametric detector
simulation, we use the information at truth level. We identify as the second leg either
the hardest non-b-tagged b-jet or the hardest c-jet or the hardest light jet. For top quark
pairs decaying into two leptons where one lepton is lost, this variable has an end-point
at around 150 GeV, which provides a handle to suppress background contamination. We
require amT2 > 200 GeV.
– mb`: The invariant mass of the system made of the b-tagged jet and lepton provides a
good discriminant against backgrounds not including a top quark, since if the b-jet and
the lepton originate from the decay of a single top quark, the corresponding distribution
exhibits an endpoint at ∼ 160 GeV; we impose mbl < 160 GeV.
– ∆φmin: The minimum azimuthal angle between any jet and the missing transverse mo-
mentum ~p missT can be used to increase the background rejection. In the extreme configu-
rations stemming from the selections on the various mT2-like variables, the backgrounds
tend to exhibit missing transverse energy aligned with a hard jet, whereas there is no
correlation for the signal. We therefore require that |∆φmin| > 0.6.
– ∆Rb`: The distance in the transverse plane between the lepton and the leading b-tagged
jet is used as an additional discriminant, and we demand that ∆Rb` < 1.75.
– mT2blj : We compute the mT2 variable as usual by using two legs with a visible and
invisible component. The first leg is defined as above, whilst the second leg takes as
visible momentum the momentum of the hardest non-b-tagged jet. Both test masses are
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Figure 3: Distributions in the |∆φmin| (left) and mT2blj (right) variables after imposing all cuts of our
analysis, excepted the one on the represented variable. We present results for the different background
contributions and for two representative signal scenarios. The |∆φmin| results include a selection on the
mT2blj variable that is imposed to be larger than 400 GeV.
put to zero. This variable is dependent on the mass difference of the squark and the
lightest neutralino, as it tries, from the definition of the second leg, to approximate the
Jacobian of the squark into charm and χ˜01 decay. This is therefore the final discriminant
used in the analysis, and different selections are imposed optimising the sensitivity for
each targeted squark mass. As can be seen in the right panel of Figure 3, the minimal cut
to reduce the tt¯ background to the same level as the signal for the minimum squark mass
considered in the analysis is approximately 400 GeV, and a cut at ∼ 550 GeV mostly
removes the tt¯ background.
In Fig. 3 we present the distributions in |∆φmin| and mT2blj , obtained after imposing all
selection cuts but the one that is shown, for the different background contributions and two
representative signal benchmarks. The |∆φmin| results include a mT2blj > 400 GeV selection.
3.3 Results
We now estimate the sensitivity of our analysis to the presence of mixed stop states and present
our results in Tables 1 and 2 for integrated luminosities of 300 and 3000 fb−1 respectively (with-
out modifying the detector performance). We consider multiple signal scenarios for which we
introduce different selections on the mT2blj variable, the threshold being obtained by maximis-
ing the sensitivity with a scan in steps of 50 GeV.
A profile likelihood test statistic is then used to evaluate the upper limit on the ratio of
the signal yield to the one predicted in the context of the considered simplified model, and we
use the CLs method [188] to derive exclusion limits at the 95% confidence level (CL). The
statistical analysis has been performed by employing the RooStat toolkit [189] and the dis-
covery/exclusion reaches assume systematic uncertainties of 20% (5%) for the SM background
(signal), as well as a 3% uncertainty on the luminosity. We observe that mixed stop scenarios
with a squark mass up to about 1 TeV would yield a 2σ excess already with an integrated lumi-
nosity of 300 fb−1, this range being extended to 1.3 TeV for the high-luminosity LHC run. It
is thus crucial to extend the current LHC search program and include analyses dedicated to the
pair-production of top partners decaying into a single top quark and a lighter jet.
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mu˜1 mχ˜01 mT2blj cut Ns Nb σ
excl/σSUSY
(GeV) (GeV) (GeV)
600 50 400 124.9 63.0 0.23
700 50 450 55.6 31.5 0.30
800 50 500 25.8 15.3 0.41
900 50 500 17.0 15.3 0.63
1000 50 550 8.3 7.6 0.89
1100 50 600 4.0 4.4 1.41
Table 1: Number of background (Nb) and signal (Ns) events surviving our selection, for different bench-
mark models and optimised selections on the mT2blj variable. We present the results under the form of
upper limits, at the 95% CL, on the ratio of the signal yield to the corresponding benchmark predictions.
We assume an integrated luminosity of 300 fb−1 of proton-proton collisions at 14 TeV, and systematic
uncertainties of 20% (5%) on the SM background (signal).
mu˜1 mχ˜01 mT2blj cut Ns Nb σ
excl/σSUSY
(GeV) (GeV) (GeV)
600 50 400 1249 630 0.18
700 50 500 321.5 152.6 0.19
800 50 550 161.1 76.4 0.21
900 50 550 117.8 76.4 0.28
1000 50 700 26.7 11.1 0.33
1100 50 700 22.5 11.1 0.44
1200 50 700 15.2 11.1 0.59
1300 50 700 10.2 11.1 0.87
1400 50 750 5.1 6.8 1.38
Table 2: Same as Table 1 but for a luminosity of 3000 fb−1.
4 Outlook
In the analysis presented above, we have targeted a supersymmetric scenario where right-
handed charm and top squarks mix and where squark pair-production could yield a signature
made of charm jets, top quarks or both. In principle, mixing between the first and third gen-
eration could be allowed, although the situation is severely constrained by flavour data. It
might be nevertheless interesting to design a strategy that may effectively discriminate these
two possibilities at the LHC. This requires the ability to tag jets originating from the fragmen-
tation of c-quarks, as opposed to jets arising from the fragmentation of light quarks or b-quarks.
Charm tagging is currently being addressed by both LHC collaborations, as described e.g. by
ATLAS [190]. We have however ignored charm tagging in our analysis, relying only on b-
tagging, as there is currently no public information on the correlations between the b-tagging
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and c-tagging algorithms. The latter are indeed necessary for a meaningful study. An alternative
interesting possibility to discriminate the actual squark mixing could be to study the dependence
of the results on the b-tagging working point, as the amount of light, c-jet (mis)identification
varies significantly. Comparisons could indeed yield indications on the fraction of c-jets that
is selected. An excellent control of the variations of the background composition with the b-
tagging working point should however be necessary for this exercise, and robust predictions
therefore require dedicated investigations.
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Contribution 8
Phenomenological Aspects of Intermediate Higgs (or Natural
Composite Higgs) Models
N. Ezroura, P. Gardner, A. E. Nelson, M. Park and D. G. E. Walker
Abstract
Intermediate Higgs Models [191] (IH), rechristened in the literature as
natural composite Higgs models, have a large region of parameter space
yet to be constrained by the Large Hadron Collider (LHC). We explore
the parameter space of these models by exploring the possibility of re-
solving low-mass boosted objects produced in association with colored
partners of the top and bottom quark. For a simple model with an ap-
proximate SU(4)/Sp(4) coset space, we consider unconstrained bench-
mark points that are consistent with precision electroweak data. We find
that extending current searches for boosted objects to very low invari-
ant masses (∼ 25 GeV) provides an improved sensitivity to this theory
relative to standard searches for top and bottom partners. Although we
focus on a simple IH model, our analysis is useful in any scenario with
new colored partners with approximate global symmetries, as are com-
mon for natural solutions to the hierarchy problem. The full analysis
appears in [192].
1 INTRODUCTION
In this summary, we explore some phenomenological consequences of Intermediate Higgs
model [191] at the Large Hadron Collider (LHC). IH models, rechristened in the literature
as natural composite Higgs models, allow for a light Higgs boson where all of the new physics
appears at a new scale which is naturally larger than the Higgs mass by a loop factor. This sce-
nario is largely consistent with current measurements at the LHC. Given the lack of new physics
beyond the Standard Model (SM), this loop factor has become insufficient. If naturalness ar-
guments are relevant for the weak scale, new physics associated with compositeness must be
at a much larger scale. IH scenarios allow for this by adding new top partners which cancel to
corrections to the Higgs mass from the top loop. Here we study a simple IH model based on an
SU(4)/Sp(4) coset space. This SU(4)/Sp(4) extension yields five new pNGB degrees of free-
dom, one of which is a new pseudo-scalar, with couplings to SM quarks through a new Yukawa
sector (heavy top and bottom partners). The pseudo-scalar and top partners feature exotic LHC
signatures at hadron collider scales.
2 THE MODEL
We use a nonlinear sigma model with a antisymmetric unitary matrix Σ that transforms under
SU(4) as:
Σ→ V ΣV † (1)
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where V are SU(4) representations. Σ is defined as:
Σ(x) = e2iΠ/fΣ0 (2)
where f is a decay constant, Σ0 is a background field invariant under Sp(4), and Π represents the
fluctuations of the Nambu-Goldstone bosons about Σ0 in the direction of the broken generators:
Σ0 =
(
iσ2
iσ2
)
Π = piaXa (3)
The Higgs bosons are in the coset space Π which is defined as:
Π =
1
2
√
2
(
A H
H† −A
)
(4)
Here A and H are matrices such that:
A =
(
a
a
)
H =
(
h0 + ih3 ih
2 + h2
ih1 − h2 h0 − ih3
)
. (5)
Here a is the electroweak singlet. H must satisfy σ2H −H∗σ2 = 0 and hi are real.
The new physics for a low energy effective Higgs theory with an SU(4)/Sp(4) coset
space is the existence of a single additional pseudo-scalar particle a. Such a particle would
be produced with electroweak couplings and decay hadronically. This particle would also be
generically lighter than the Higgs boson, making it one the worst case scenarios at a hadron
collider like the LHC, as a leptophobic timid pseudo-scalar [193].
Addressing the hierarchy problem requires the addition of a colored multiplet of vector-
like fermionic partner states Ψ = (QT , QB, T, B) and Ψ that mix with the Standard Model top
and bottom quarks q = (qT , qB), t¯3 and b¯3. The extended theory introduces a new vector-like
doublet (Q′, Q
′
), and has the following gauge invariant Yukawa sector.
Lyukawa ⊃ −iλ1 f Ψ Σ Ψ + λ2f q Q+ λ3 f T t¯3 + λ4 f B b¯3 + h.c. (6)
+ M ′Q′Q
′
+ λ˜1 f Q
′
(q3 +Q) + λ˜2 f Q
′Q + h.c. (7)
The addition of the extra doublet alleviates tension with precision electroweak data by allowing
for small mixings between the SM doublet and the lightest partner states, while SM top and
bottom mass ratio is still determined largely by the ratio mtop/mbottom ∼ λ3/λ4. We choose
two benchmark points from this extension that are within the bounds of precision electroweak
data. We then develop search strategies for resolving the pseudo-scalar in its low mass regime
through its production in association with the top and bottom partners via the decays such as
Q→ a b.
2.1 Simulation results
For our study of the process at the LHC (pp collisions at the
√
s = 13 TeV), we have chosen two
benchmark points to demonstrate the analysis. The minimal Yukawa sector couplings are set to
a common value λ1 = 2, λ2 = 0.2, λ3 = 2.9, λ4 = 0.04, the mass of the additional doublets
is set to M ′ = 1000 GeV, and the pseudo-scalar mass is fixed at ma = 25 GeV. With these
59
values there is a parameter subspace that interpolates between regions with low pseudo-scalar
production rates due to large mass splittings of the partner states (λ˜1 > λ˜2) and one where their
masses are fairly degenerate (λ˜1 < λ˜2). The chiral symmetry breaking scale f raises the partner
masses uniformly and is chosen to fix the lightest partner (which is always the bottom quark) at
the mass of its current LHC limit m ∼ 750 GeV [194].
– Signal Benchmark A: λ˜1 = 2.9, λ˜2 = 0.81 f = 500 GeV
– Signal Benchmark B: λ˜1 = 0.79, λ˜2 = 2.8, f = 650 GeV
Event generation for all signal and background processes was performed using MadGraph v2.6.0,
with parton showering by Pythia8 and detector simulations using Delphes3. Signal bench-
marks A and B were simulated using model files created in UFO format with FeynCalc with
the full spectrum of tree level decays. Our study closely resembles the lepton + jets analysis
performed recently by CMS [64]. The requirements of a high-pT isolated lepton (> 50 GeV)
and sizable /ET in this channel are used to minimize the contribution from QCD multijets, while
the dominant remaining backgrounds come from tt¯+jets, W/Z+jets, diboson, and single-top
production in association with W bosons and b jets. Hadronically decaying boosted objects are
resolved by defining “fat jets” with large radii ∆R = 0.8 which are divided into exclusive cate-
gories as either “H-tagged” or “V-tagged”, based on the number of b-tagged subjects and their
invariant mass which is required to be in the range [60, 160]. H-tagged fat jet are then divided
into two categories H1 and H2 based on the number of subjets that pass the b-tag requirement.
With these cuts, events are divided into exclusive categories based on the number of tagged
Figure 1: ST distributions for two of the proposed search categories with the highest signal efficiency.
Signal Region Selection Efficiencies
Final State H-tag Channel Signal A/B a-tag Channel Signal A/B
V ≥ 1, H ≥ 1, a = 0 2.6% / 3.0% 2.6% / 3.4%
V ≥ 1, H = 0, a ≥ 1 4.1% / 2.9% 5.3% / 5.0%
V = 0, H ≥ 1, a ≥ 1 0.06% / 0.14% 1.1% / 0.3%
V ≥ 1, H ≥ 1, a ≥ 1 5.3% / 5.2% 5.3% / 5.4%
Table 1: Signal efficiencies in the proposed search categories. These efficiencies are comparable to those
used to set the current strongest limits. [64]
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boosted H1, H2 and V bosons, and binned by the total momentum scale of the event ST . Addi-
tional categories focused on selecting boosted objects with low invariant masses, in the range of
10 - 40 GeV are then studied. This new category targets a low mass (25 GeV) pseudo-scalar a
decaying predominantly to bb¯ pairs, aimed at probing theory spaces beyond the simplified limit.
We thus define an object to be “a-tagged” if it lies in the invariant mass window [10, 40] GeV,
has pT > 70 GeV, and massdrop variable µ < 0.8, and has at least one b-tagged subjet. We find
that binning events in these new categories by their ST provides signal-to-background ratios
comparable to the signal categories in the CMS search [64]. The selection efficiencies for the
signal region by various final states is given in Table [1], and ST distributions for the two best
categories are Figure [1].
CONCLUSIONS
The existence of a low mass pseudo-scalar particle, that is produced with electroweak cross
sections but decays with dominantly hadronic branching fractions, presents a surmountable
challenge for the Large Hadron Collider. In a forthcoming publication we demonstrate the
effectiveness of boosted object taggers at low invariant masses in identifying these objects, if
they are produced in association with other heavy states.
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Contribution 9
Review of flavour anomalies
M. Borsato, D. Guadagnoli
Introduction – A whole range of b→ s data involving a µ+µ− pair display a consistent pattern,
with experimental data below the respective Standard-Model (SM) prediction, for di-lepton
invariant masses below the charmonium threshold. This is true for the B0 → K0µ+µ−, the
B+ → K+µ+µ− and the B+ → K∗+µ+µ− decays [195], for the B0s → φµ+µ− decay [196]
and, very recently, even in hyperon channels for the Λb → Λµ+µ− decay [197,198]. With these
data alone, however, it is presently impossible to establish beyond-SM effects, as branching-
ratio measurements suffer in general from sizable theoretical uncertainties due to hadronic form
factors. On the other hand, such problems are basically absent if one considers suitable ratios of
branching ratios to different lepton channels. Dedicated measurements exist on such ratios, and
actually constitute the most alluring set of anomalies. In the b → s case these measurements
are [199, 200]
RK([1, 6]GeV2) ≡ B(B+→K+µ+µ−)B(B+→K+e+e−) |q2∈[1,6]GeV2 = 0.745+0.090−0.074 (stat)± 0.036 (syst) ,
RK∗0([0.045, 1.1] GeV2) = 0.660+0.110−0.070 ± 0.024 , (1)
RK∗0([1.1, 6] GeV2) = 0.685+0.113−0.069 ± 0.047 ,
where we have omitted the definition of RK∗0 , analogous to the RK one, and where q2 denotes
the invariant mass squared of the di-lepton pair. All of the above measurements are predicted
to be unity (first and third of them) and respectively close to it (second one) within the SM,
with a few-percent accuracy [201] (see also [202–204]). Therefore, the RK and RK∗0 mea-
surements each imply a discrepancy between 2 and 2.6σ [199, 200], at face value signalling
lepton-universality violation (LUV) beyond the SM.
The electron-channel measurement would be an obvious culprit for the discrepancies, be-
cause of bremsstrahlung and lower statistics. However, the measurement agrees with the SM.
It is instead in the muon channel that experiment tends to depart from the SM [195, 205, 206],
with data below predictions. Note that such a pattern is coherent with RK being below unity.
Besides, muons are among the most reliable objects within LHCb, and this would disfavour
(although of course not exclude) systematic effects as an explanation. These arguments pro-
vide circumstantial support to the overall coherence of the experimental picture, that suggests a
violation of lepton universality, with effects in muons, and not in electrons.
Importantly, the emerging picture can be established from ratios alone, but it is supported
by the other measurements, whose theory error is more debated. Some comments are deserved
in particular for the B → K∗µµ angular analysis [207–212], exhibiting a discrepancy in one
combination of the angular-expansion coefficients, known as P ′5. The theory error on this ob-
servable is a matter of debate because, while it is designed to minimize f.f. dependence [213],
what cancels is the dependence on the infinite-mb form factors. The crucial issue is how im-
portant departures from the infinite-mb limit are as the di-lepton invariant mass squared q2
approaches the charmonium threshold 4m2c – in particular, departures due to cc¯-loop contribu-
tions, that at present are still incalculable. Such contributions are formally power suppressed
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in a 1/mb expansion, but also come with a factor of 1/(q2 − 4m2c) [214], that becomes larger
and larger as q2 approaches the charmonium threshold. On the different approaches towards
assigning a significance to the P ′5 discrepancy, see in particular [215–218]. Nonetheless, this
observable again supports, even quantitatively, the picture emerging from ratios alone.
Equally interesting results come from measurements of the ratios R(D(∗)) ≡ B(B →
D(∗)τν)/B(B → D(∗)`ν) [219–222]. Here the theory error is less intuitive, as the τ mass is
not negligible with respect to mB, and f.f. (form factor) dependence does not quite cancel in
these ratios. However, they can be constrained thanks to accurate LQCD determinations (in the
case of RD) [223,224] or to other experimental measurements (RD∗) [225,226]. Accordingly, a
simultaneous fit to all theseR(D) andR(D∗) measurements yields a discrepancy with respect to
the SM predictions with a significance of about 4σ [227], comparable to the global significance
of b→ s anomalies. Note also that b→ c anomalies come jointly from several experiments: B
factories and LHCb.
Theory considerations – The above-mentioned discrepancies are intriguing for at least the
following reasons: (a) they concern two sets of observables (b → s and b → c) related by
the SM SU(2)L symmetry [228]; (b) both b → s and b → c measurements suggest dynamics
that distinguishes between the different species of leptons, i.e. beyond-SM Lepton-Universality
Violation” (LUV); (c) discrepancies appear to obey a pattern, i.e. data are always on a given
side with respect to the SM predictions; (d) this pattern finds a straightforward interpretation
within what is called an effective-field-theory (EFT) framework, to be expanded upon next.
Let us consider the following Hamiltonian, which is part of the full b¯→ s¯`` one
HSM+NP(b¯→ s¯`+`−) = −4GF√
2
V ∗tbVts
αem(mb)
4pi
×[
b¯Lγ
λsL ¯`
(
C
(`)
9 γλ + C
(`)
10 γλγ5
)
`
]
+ H.c. , (2)
where the index (`) on the Wilson coefficients C9,10 denotes that the corresponding new-physics
shift distinguishes between lepton flavours, whereas the SM contribution doesn’t, as well known.
The SM contributions are such that C9 ' −C10 at the mb scale, yielding (accidentally) an
approximate (V − A) × (V − A) structure. Advocating likewise C(µ)9,NP = −C(µ)10,NP for the
new-physics shifts (note, in the µ-channel only) turns out to account at one stroke for all
b → s discrepancies [229, 230]. Further global fits by different groups consistently show that
the most favourite solutions are either a negative new-physics (NP) contribution to C9, with
C
(µ)
9,NP ∼ −30%C9,SM, or NP in the mentioned SU(2)L-invariant direction C(µ)9,NP = −C(µ)10,NP '
−12% |C9,SM|. Note that such a solution is approximately RGE-stable.
The latter solution is especially interesting from a UV point of view, because it amounts
to a (V − A)quark × (V − A)lepton operator (see eq. (2)), that can in turn be promoted to an
SU(2)L-invariant, which is what one would expect of interactions arising above the EWSB
scale. Let us then focus on this solution: C(`)9 ≈ −C(`)10 and |C(µ)9,NP|  |C(e)9,NP|. Such a pattern,
with effects much larger for muons than for electrons, can be generated from a purely third-
generation interaction [231]
HNP = G (b¯′Lγλb′L) (τ¯ ′Lγλτ ′L) , (3)
with G = 1/Λ2NP a new Fermi-like coupling, corresponding to a NP scale ΛNP in the TeV
ballpark. The interaction in eq. (3) is expected, e.g., in partial-compositeness frameworks [232].
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The prime on the fields indicates that they are in the “gauge” basis, i.e. that below the EWSB
scale they need to be rotated to the mass eigenbasis by usual chiral unitary transformations of
the form
b′L ≡ (d′L)3 = (UdL)3i(dL)i , τ ′L ≡ (`′L)3 = (U `L)3i(`L)i , (4)
whereby the r.h.s. fields represent the mass eigenbasis. In the absence of further assumptions on
the structure of the rotation matrices, they will in general induce LUV and Lepton-Flavor Vio-
lation (LFV) effects alike [231]. This is also a general expectation in a ‘top-bottom’ approach:
consider a new, LUV interaction introduced to explain RK , and defined above the electroweak
symmetry breaking (EWSB) scale. Such interaction may be of the kind ¯`Z ′`, with Z ′ a new
vector boson, or ¯`φq, with φ a leptoquark. The question arises, in what basis are quarks and
leptons in the above interaction. Generically, it is not the mass eigenbasis – this basis does not
yet even exist, as we are above the EWSB scale. Rotation to the mass eigenbasis generates LFV
effects, although the initial interaction was introduced to produce only LUV ones.
With the above ingredients we can straightforwardly explain b → s data. In particular,
neglecting the negligible phase-space difference between the electron and the muon channels,
one finds
RK ≈ |C
(µ)
9 |2 + |C(µ)10 |2
|C(e)9 |2 + |C(e)10 |2
' 2|C10,SM + C
(µ)
10,NP|2
2|C10,SM|2 , (5)
where the factors of 2 on the r.h.s. are due to the contributions from |C9| and |C10| being equal
by assumption. Note as well that
0.77± 0.20 = B(Bs → µµ)expB(Bs → µµ)SM =
B(Bs → µµ)SM+NP
B(Bs → µµ)SM =
|C10,SM + C(µ)10,NP|2
|C10,SM|2 , (6)
implying, within the model in ref. [231], the correlations (see also [229])
B(Bs → µµ)exp
B(Bs → µµ)SM ' RK '
B(B+ → K+µµ)exp
B(B+ → K+µµ)SM . (7)
This relation states that the measurement-over-SM ratio for B(Bs → µµ) provides a proxy
for RK . This is one more good reason to pursue accuracy in the B(Bs → µµ) measurement.
To the extent that the central value on the l.h.s. of eq. (6) remains low, this test will be a
sensitive one already by the end of Run 2, because the B(Bs → µµ) total error (dominated by
the experimental component) is anticipated to be around 10% [233, 234].
Concerning the expected LFV, the crucial question of course is whether it is experimen-
tally accessible. The interaction (3), plus the measured amount of LUV pointed to by RK ,
provide a general argument [231, 235] on the LFV rates to expect. In fact, RK yields the ratio
ρNP = −0.159+0.060−0.070 (8)
between the NP and the SM+NP contribution to C(µ)9 . Then, for any decay of the kind B →
K`±i `
∓
j , where i 6= j amounts to LFV, one can write
B(B → K`±i `∓j )
B(B+ → K+µ+µ−) ' 2ρ
2
NP
|(U `L)3i|2|(U `L)3j|2
|(U `L)32|4
, (9)
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where we used theU -matrix transformations (4), and normalised to the well-measuredB(B+ →
K+µ+µ−) ' 4.3× 10−7 [195]. One thereby obtains
B(B → K`±i `∓j ) ' 5% · B(B+ → K+µ+µ−) ·
|(U `L)3i|2|(U `L)3j|2
|(U `L)32|4
'
' 2.2× 10−8 · |(U
`
L)3i|2|(U `L)3j|2
|(U `L)32|4
. (10)
Eq. (10) neglects all terms proportional to lepton masses, which in the case of τ leptons produce
corrections of several tens of percent. Such effects are unimportant in the context of the present
argument, whose aim is to produce order-of-magnitude estimates. Eq. (10) tells us that LFV
B → K decays are expected to be of order 10−8 times an unknown factor involving U `L matrix
entries. Then, the argument about the expected size of LFV effects boils down to an argument
about such factor.
In the `i`j = eµ case, this ratio reads |(U `L)31/(U `L)32| . 3.7 [231], implying that the
B → Kµe rate may be around 10−8, or much less if |(U `L)31/(U `L)32|  1. The latter possibility
would suggest U `L entries that decrease in magnitude with the distance from the diagonal. But
then one may expect the ratio |(U `L)33/(U `L)32| > 1, implying a B → Kµτ rate of O(10−8) or
above! In short, assuming the interaction (3), one can expect just because of the overall unitarity
of theU `L matrix that at least one LFVB → K decay rate be in the ballpark of 10−8 [231], which
happens to be within reach at LHCb’s Run 2.1 An entirely analogous reasoning applies for the
purely leptonic modes Bs → `±i `∓j .2
Being defined above the EWSB scale, the operator in eq. (3) can, and should be promoted
to a full SU(2)L invariant [239], as mentioned above. This operation yields interactions of
the kind (Q¯′iLγ
λQ′iL) (L¯
′j
LγλL
′j
L) and (Q¯
′i
Lγ
λQ′jL) (L¯
′j
LγλL
′i
L), with i, j SU(2)L indices and Q
′
L,
L′L the SM quark and lepton doublets in the gauge basis. The second interaction yields in
turn charged currents like (t¯′Lγ
λb′L)(τ¯
′
Lγλν
′
τL). After rotation to the mass eigenbasis, the last
structure contributes to Γ(b → cτντ ) [228], thereby allowing to explain the LHCb and B-
factories deviations on R(D(∗)).
While the above scenario is very attractive, it has to withstand non-trivial constraints, in
particular from B → Kν¯ν (see also [240]), from LEP-measured Z → `` couplings, and, most
importantly, from LUV effects in τ → `νν decays [241]. The latter constraints are especially
dangerous, as they are tested to per mil accuracy, and they turn out to “strongly disfavor an
explanation of the R(D(∗)) anomaly model-independently” [241]. The same argument shows
that also LFV decays of leptons are generated, and that they provide probes well competitive
with the ones pointed out above, in particular B(τ → 3µ), B(τ → µρ) ∼ 5× 10−8 [241].
Model-building considerations – Up to now we have restricted ourselves to EFT consider-
ations. Needless to say, we would expect the EFT picture to be the result of some new UV
dynamics. Progress in this respect has to face a few challenging obstacles. The first one is the
fact that, in the SM, B → D(∗)τν and B → K(∗)`` decays arise respectively at tree and loop
level, whereas the NP corrections hinted at by data are in either case of O(15-25%). This issue
is relevant if we seek a common explanation of b→ cτν and b→ s`` discrepancies.
1For more quantitative studies, see e.g. [236–238].
2We should keep in mind that at Run 2 the LHCb is expected [234] to provide a first measurement of B(Bd →
µ+µ−), which in the SM is as small as 1 · 10−10.
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A second obstacle is inherent in the fact that the needed NP is of the kind Jq × J`, i.e.
the product of a quark and a lepton current. In most UV setups, such operators are typically
accompanied by Jq×Jq and J`×J` structures, that are severely constrained by data, respectively
from Bs-mixing observables, and from purely leptonic LFV or LUV decays.
Finally, a third obstacle emerges from the observation that most model-building attempts
advocate new charged, and possibly colored, states, with masses not larger than O(tens of TeV)
and with significant couplings to 3rd-generation SM fermions. These conditions make con-
straints from direct searches, in particular of resonances decaying to ττ pairs, especially rele-
vant, see [242, 243].
With the above qualifications, many proposals of plausible UV models for the anomalies
have been made, typically involving a new Lorentz scalar or vector, with any3 of the following
transformation properties under the SM gauge group: a singlet or a triplet under SU(3)c (the
latter case is known as leptoquark); a singlet or a doublet or a triplet under SU(2)L.
It follows a very short review of the models proposed to account simultaneously for the
b→ s and the b→ c anomalies. This review is far from exhaustive, in particular it limits itself
to work published at the time of this workshop (summer 2017). Our aim is primarily to expose
the non-trivial challenges that such simultaneous explanation poses in the face of all the existing
constraints.
Explicit Models – A first natural possibility among those mentioned before is that of a color-
singlet, weak-triplet vector field, i.e. a heavier replica of the W±, Z0 bosons [242, 244]. Ref.
[242] discusses in detail the bounds imposed by τ → `νν, Bs-mixing, and direct searches.
The minimal model turns out to be ruled out by searches of resonance-produced τ pairs. Non-
minimal versions of the model can avoid this constraint at the price of a larger parameter space.
Ref. [244] aims at a general discussion of gauge extensions with LUV, and concludes that within
these models universality violation is most likely a signature of Yukawa couplings between the
SM fermions and new vector-like fermions. The other color-neutral possibilities (weak triplet of
scalars, and weak doublets or singlets) either amount to extended Higgs sectors, that in general
have a tree-level FCNC problem, or else fail to fulfil gauge invariance.
Let us now turn to color-triplet scalars or vectors. Color triplets are usually referred to
as leptoquarks (LQ) [245], i.e. states coupled to a quark and a lepton. By definition they thus
avoid tree-level contributions to meson mixings and purely leptonic LUV/LFV decays. Besides,
vector LQs are ubiquitous in grand-unified theory (GUT) scenarios. Ref. [246] proposes an
SU(2)L-singlet Lorentz-scalar LQ able to explain bothRK(∗) andR(D(∗)) with loop corrections
to the former and tree corrections to the latter. While such dynamics is rather appealing, in that
it reproduces the same suppression pattern as the SM, the model produces too large corrections
to the measured ratio B(B → Dµν)/B(B → Deν) [247]. Ref. [248] proposes a weak-triplet
Lorentz-vector with completely general flavour couplings gij to a Q¯iLL
j
L bilinear, i, j denoting
flavour indices. This scenario generalises [240], where the LQ is assumed to couple only to the
third-generation fermions in the weak basis. From a fit to data, one obtains g∗bµgsµ ∼ 10−3 ·
(MU/TeV)2 and |gbτ | & 2 from b → s and respectively b → c anomalies, with MU the mass
of the LQ. One may argue that this hierarchy introduces another flavour problem. One further
problem, actually common to all cases involving vector LQs, will be emphasized below.
Ref. [249] interprets the patterns of corrections required by the anomalies as the result of
a broken flavour symmetry. Specifically, the authors note that b → cτν anomalies involve the
3Compatibly with gauge invariance.
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3rd generation of leptons, whereas b→ s`` ones concern light generations of leptons only. They
then invoke a flavour group GF and a tree-level LQ exchange such that, in the limit of exact
GF , the LQ couples only to the 3rd generation of SM fermions, and the needed NP effects arise
from the GF breaking. This implies singly suppressed corrections to b → cτν and three times
suppressed effects in b→ s``. Ref. [249] encompasses the cases of a weak-singlet vector, and of
a weak-singlet scalar or vector LQ. While the mechanism is very plausible, the generated EFT
operators do not escape, in general, the argument in ref. [241], because the only GF -invariant
SM fermions are the left-handed doublets. Among the merits of ref. [249] is also the fact that it
exposes a problem that is common to all models with massive vector LQs, and already signalled
at the end of the previous paragraph. It is the problem of power-like sensitivity to the UV cutoff.
This sensitivity manifests itself in the power-like divergence of 2-, 3-point functions, and box
diagrams. This issue, on the one hand de facto reintroduces at one loop the constraints from,
e.g., B-meson mixings, that for LQs is, as mentioned above, absent at tree level; on the other
hand, it prevents a reliable assessment of such constraints. This is problematic in the same way
it was to allow for MW,Z 6= 0 before the introduction of the Higgs mechanism and the discovery
of its renormalizability. In short, such cutoff sensitivity in the words of ref. [249] “cries out
for an explicit UV completion”, if only for the sake of calculability. An attempt (as of the
present writing) in this direction is ref. [250], although a separate challenge is represented by
the detailed verification that this UV completion does withstand all the existing constraints.
Finally, ref. [251] advocates a weak-doublet scalar LQ coupled to the bilinears d¯RLL and
Q¯LνR through YL and YR Yukawa couplings, whereby the right-handed ν field is required to
have negligibly small mass. By virtue of the (V +A)quark× (V −A)lepton current invoked, this
setup is not affected by the constraint in ref. [241], but predicts RK∗ > 1, in tension with the
recent measurement [200].
Further tests – The above discussion highlights that the UV aspects of the dynamics respon-
sible for the anomalies are not quite as established as the EFT picture. Of course, if anomalies
are here to stay, the correct UV picture will eventually emerge, guided from data. Further tests
that can help consolidating the picture may be classified into three broad categories:
– Measurements of additional LUV ratios;
– Extraction of long-distance effects from data;
– Definition and measurement of new observables sensitive to C9 and C10.
The first direction is rather evident. Other planned measurements include Rφ, RK0(1430), Rf0 ,
and the inclusive RXs . An interesting test [252] is to define the double ratios
XH ≡ RH
RK
, (11)
with H = K∗, φ, K0(1430), f0 or Xs. Deviations from unity in XH can only come from
right-handed quark currents.
As concerns the second item, it should be recalled that, especially in b → s`` modes an
important obstacle towards a robust comparison of data with theory is the presence of long-
distance (LD) effects due to cc¯ loops. (I reiterate, however, that while this may be an issue for
branching ratios, it is not for ratios such as RK .) Encouraging is the fact that, in many cases,
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this matter seems amenable to be sorted out experimentally, by measuring the mµ+µ− spectrum,
including the cc¯ resonances, and fitting it to suitable parameterizations such as [216, 253, 254].
An application of this approach to the B+ → K+µ+µ− case was recently presented in ref.
[255]. Interestingly, the measurement yields a result compatible with previous measurements
[195] and, again, below the SM prediction [256].
Finally, the third item above suggests to pursue measurements of new observables, in-
dependently sensitive to C9 and C10. One example is the Bs → µ+µ−γ decay [257, 258],
whose spectrum is, for low q2, sensitive to electromagnetic-dipole operators, and, in the whole
q2 range, to interactions in eq. (2) as well as to their right-handed counterparts. Besides, its
total branching ratio is one order of magnitude above the Bs → µ+µ− one, since the chiral
suppression in the latter decay is replaced by an αem/pi factor [257]. (For this very reason, the
radiative decay is promising even for lepton-flavor-violating searches [235, 238].) However, a
measurement of the Bs → µ+µ−γ decay by direct detection of the photon poses a major chal-
lenge at hadron colliders, because photons are also the typical signature of the ubiquitous pi0,
and because photons leave only (if at all) calorimetric information. Ref. [259] points out that,
for large q2, Bs → µ+µ−γ events may actually be searched for in the very same event sample
selected for the B(Bs → µ+µ−) measurement, by enlarging the q2 signal window beneath the
peak region q2 ' m2Bs . Hence this method combines the advantage of a large and ever increas-
ing Bs → µ+µ− event sample with the advantage of Bs → µ+µ−γ, that probes the interactions
hinted at by the anomalies more thoroughly than Bs → µ+µ−. From an experimental point of
view, this method may be the only one practicable at hadron colliders, for the reasons already
stated at the beginning of this paragraph. We also note that this method would provide the first
experimental determination (ever) of B(Bs → µ+µ−γ), because the PDG does not even quote
a bound on this mode.
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dimension-6 interactions at the LHC
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Abstract
We perform a sensitivity study of the simplified template cross sec-
tion (STXS) measurements to dimension-6 interactions within the Stan-
dard Model Effective Field Theory framework. We focus on energy
dependent effects in Higgs production in association with a Z-boson,
pp → ZH → `+`−bb¯. Several benchmark points are considered, with
different values of a representative Wilson coefficient, alongside the
Standard Model prediction as well as the dominant Zbb¯ background.
We contrast the expected sensitivity obtained by the STXS to an anal-
ysis exploiting multivariate techniques via a boosted decision tree clas-
sifier. The aim of this exercise is to estimate the amount information
retained in the STXS binning, and therefore the power of the frame-
work for model-independent hypothesis testing in Higgs physics. We
observe that the final performance of the BDT analysis does not differ
significantly from the differential information in Z-boson pT offered by
the STXS, with one notable exception. This would suggest that, once
the sensitivity of the STXS measurements is saturated, moving towards
optimised multivariate methods remains well-motivated.
1 Introduction
The Standard Model Effective Field Theory (SMEFT) is, by now, a well established framework
for parametrising new physics effects in the interactions of Standard Model (SM) particles in
a model independent way. It has been and continues to be a key part of the LHC programme,
complementary to direct searches for new physics. The framework employs an operator expan-
sion in canonical dimension suppressed by a generic cutoff scale, Λ, assumed to be much larger
than the electroweak (EW) scale. The leading new physics contributions supplement the SM
Lagrangian with dimension 6 operators1,
L = LSM +
∑
i
Ci
Λ2
OiD=6 + · · · . (1)
New physics effects are then always suppressed by q2/Λ2, where q < Λ is a given mass scale,
e.g. q = v the Higgs vacuum expectation value, or q = E the typical energy scale of a physical
process.
1There is also one dimension-5 operator, the Weinberg operator, which generates neutrino masses.
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One of the main strengths of the LHC in this respect is its ability to probe the high energy
regime, in which it is expected that the sensitivity to the E2/Λ2 effects will be maximised. Fur-
thermore, the discovery of the Higgs boson in 2012 [260, 261] has opened a brand new avenue
in constraining the SMEFT parameter space consisting of the various operators involving Higgs
fields. Measurements of Higgs production and decay modes have already provided new con-
straints on many operators and have also helped to constrain some blind directions in existing
fits to low-energy data such as precision electroweak measurements at LEP.
In the first run of the LHC, a very successful programme of signal strength measurements
took place, in which information from many searches was combined into a global fit to over-
all coupling modifiers between the Higgs and the rest of the SM particles [262]. The natural
evolution of these measurements for Run 2 is to subdivide the phase space and work towards
differential observables in Higgs production and decay. To this end, a staged approach termed
Simplified Template Cross Sections (STXS) is being developed [263], consisting of an increas-
ingly fine-grained binning of kinematic observables, separated by production and decay mode.
The aim is to provide measurements in mutually exclusive regions of phase space, performed
in simplified fiducial volumes and unfolded to remove detector and acceptance effects.
Being one of the main elements of LHC searches for non-SM physics, it is of great in-
terest to evaluate the sensitivity of the STXS measurements to SMEFT effects in Higgs boson
interactions, particularly since they will be able to access these high energy tails of kinematic
distributions. In particular, one would like to know how the information provided by a generic
framework such as the STXS would compare to an optimised, dedicated search for SMEFT
effects. Naively, one may expect some loss of information given, e.g., the finite binning of the
distributions. In this study, we aim to quantify this difference by comparing and contrasting the
ability to constrain SMEFT effects in Higgs production between the STXS measurements and
an optimised analysis making use of multivariate methods to extract the maximum classification
power of the SMEFT signals. We consider the concrete scenario of the (ZH) production of a
Higgs boson decaying into a pair of b-quarks in association with a Z-boson decaying to a pair
of leptons, in the presence of a single EFT operator. We simulate several benchmark values
for the operator Wilson coefficient consistent with current constraints, along with the dominant
reducible SM background, and evaluate the statistical discriminating power of a hypothesis test
using the STXS measurements versus a multivariate Boosted Decision Tree (BDT) classifier.
The paper is organised as follows. We first outline the Monte Carlo event generation
procedure for the SM and EFT benchmarks in Section 2, then in Section 3 we describe the
fiducial selection employed, the training and analysis implemented using the BDT classifier
and the STXS binning used for ZH. In Section 4, we summarise the results of the selections and
binning, and perform a statistical hypothesis test to quantify the relative strengths of the two
methods. We conclude by laying out the avenues for further investigation in Section 5.
2 Generated Models
The production of a Higgs boson in association with an EW gauge boson can be considered one
of the canonical LHC processes sensitive to SMEFT effects. Evidence for this process involv-
ing the bb¯ decay mode of the Higgs and leptonic vector boson decays was finally observed in
2017 [264,265]. Some of the operators which modify the Higgs coupling to these gauge bosons
introduce E2/Λ2 effects in the production rate, enhancing it at high energies. The associated
production process can naturally access this region of phase space since the Higgs is produced
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recoiling against the associated vector, meaning that the pT of the Higgs or vector boson are a
faithful proxy for the energy flowing through the EFT vertex. Of the many dimension-6 opera-
tors that can contribute to this process, we consider
OHW = ig
2Λ2
[
Dµϕ†σkDνϕ
]
W kµν , (2)
an operator from the so called strongly interacting light Higgs (SILH) basis [266, 267]. Here,
σk refers to the Pauli matrices and the covariant derivative, Dµ, for the Higgs field is defined as
Dµϕ = ∂µϕ− igσk
2
W kµϕ−
1
2
ig′Bµϕ, (3)
with g and g′ the weak and hypercharge gauge couplings respectively.
A global fit [268] combining information from precision measurements at LEP and LHC
Run 1 data constrains the Wilson coefficient, CHW , to lie in the range
m2W
Λ2
CHW ∈ [−0.07, 0.03] at 95% C.L. (4)
A sensitivity estimate for LHC Run 2 was also performed in Ref. [269] by projecting an 8 TeV
ZH analysis [270] to 13 TeV. The results of the study indicated that the previous bound could
be improved by an order of magnitude. This indicates that the STXS measurements are likely
to provide even greater sensitivity to this parameter.
Motivated by the limits from the global fit, we select the following benchmark values for
cHW ≡ CHWm2W/Λ2:
cHW = ±0.03 and ± 0.01. (5)
The first value roughly saturates the positive end of the limit, and has been shown to yield dras-
tic effects in the kinematic tails of distributions [269]. The second corresponds to a smaller,
yet potentially accessible value of the parameter that may better test the relative discriminat-
ing power of relatively small effects between the two methods we investigate. We simulate
our Monte Carlo samples at leading order using MADGRAPH5_AMC@NLO [95] with the
public HELATNLO [269, 271] FEYNRULES [91] model, exploiting reweighting methods to
simulate multiple parameter space points (including the SM) simultaneously. We also include
the dominant irreducible background contribution from Zbb¯ production with the Z-boson de-
caying leptonically. Showering and hadronisation, as well as the Higgs boson decay to bb¯ are
performed with PYTHIA8 [97] and the events are reconstructed from hadron level with MAD-
ANALYSIS5 [272] which makes use of FASTJET [99].
3 Analysis
3.1 Fiducial selection
We first perform a simple fiducial selection on the event samples, to emulate a typical LHC
selection that would be performed for the ZH process. To this end, we also implement a pT and
|η| dependent smearing function on the b-jet momenta to approximate finite detector resolution
effects following the parametrised functions determined by the CMS particle-flow performance
analysis [273].
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Jets are clustered with the anti-kT algorithm with a radius parameter of 0.4 and required to
have pT > 20 GeV. Events are required to have two leptons satisfying pT > 25 GeV and |η| <
2.5. Exactly two b-jets, as identified using truth-level information by MADANALYSIS5, are
required satisfying pT > 20 GeV and |η| < 2.5. We assume a flat b-tagging efficiency of 70%,
corresponding to the DeepCSV medium working point defined in Ref. [274]. Additionally, Z-
and Higgs-boson mass windows are imposed on the invariant masses of the lepton and b-jet pairs
such that 75 < M`` < 105 GeV and 60 < Mbb < 140 GeV. This defines our fiducial volume
on which both the BDT training and STXS binning are performed. Table 1 summarises the
cross sections obtained after the fiducial selection for the Monte Carlo samples generated. The
H → bb¯ branching fraction is computed in the SM and the SMEFT benchmark points using the
eHDECAY [275] interface of ROSETTA [276] and folded into the cross section results. Clearly,
pp→ b b¯ `+ `− σfid.[fb]
ZH SM 2.72
ZH cHW = 0.03 3.64
ZH cHW = −0.03 2.21
ZH cHW = 0.01 3.38
ZH cHW = −0.01 2.50
Zbb¯ SM 291.3
Table 1: Cross sections obtained at LO after imposing the fiducial selection cuts described in Section 3.
the Zbb¯ background is overwhelmingly large even after the Higgs mass window selection. A
realistic analysis will employ multivariate analyses techniques to reduce this background. As
explained in the next section, we mimic this aspect of the experimental analyses by training a
BDT discriminant to optimally reject this background in favour of the SM ZH process.
3.2 Kinematic discriminants
We built a set of gradient BDT classifiers to efficiently discriminate between the different classes
of event hypotheses involved in the analysis, namely Zbb¯, SM ZH , and BSM ZH production.
The classifiers receive kinematic variables related to the event as inputs and approximate the
likelihood for each event to belong to any of the three classes. The likelihoods are parameterised
as
pi(~x) =
eβi(~x)∑
j e
βj(~x)
, (6)
where ~x represents all the input variables to the discriminant, that are shown in Table 2, and
βi(~x) are non-linear functions of these variables.
These kind of algorithms are regularly used by the experimental analyses and often pro-
vide a comparable performance to those of more sophisticated techniques such as matrix ele-
ment methods.
Five sets of discriminants were trained:
1. A binary discriminant to separate Zbb¯ production from the SM ZH production.
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Variable name Variable definition
pT (l1) leading lepton pT
pT (l2) sub-leading lepton pT
pT (b1) leading b-jet pT
pT (b2) sub-leading b-jet pT
η(l1) leading lepton pseudo-rapidity
η(l2) sub-leading lepton pseudo-rapidity
η(b1) leading b-jet pseudo-rapidity
η(b2) sub-leading b-jet pseudo-rapidity
y(Z) Z-candidate rapidity
y(H) H-candidate rapidity
pT (Z) Z-candidate pT
mbb H-candidate invariant mass
mZH HZ invariant mass
Table 2: Input variables used by the kinematic BDT discriminants.
Parameter Value
number of trees 600
maximum depth 5
bagging fraction 0.8
learning rate 0.05
L2 regularisation strength 1
Table 3: Optimized BDT training hyperparameters.
2. Four sets of three-class discriminants (one for each of the cHW benchmarks) to discrimi-
nate between Zbb¯, SM ZH and BSM ZH production.
The first discriminant was used to reduce the Zbb¯ background in the template cross section anal-
ysis, in such a way to mimic the experimental analyses. The last four discriminants were used to
first reduce the Zbb¯ background and then to further classify the selected events to discriminate
between the SM and BSM hypotheses.
The BDTs were trained using the scikit-learn [277] and xgboost packages [278]. To
this end, the events were split into two statistically independent samples, with a ratio of 3:1,
used respectively for training and application of the discriminants. We used the categorical
cross-entropy loss function, and the algorithm hyperparameters were optimised on the training
sample using stochastic grid search and the mean k-fold cross-validation loss as figure of merit,
with k = 5. The optimized hyperparameters are shown in Table 3.
After training, the p(Zbb¯) (≡ pZbb¯(~x)) variables were used to define selection criteria
for the events to be considered for analysis. The maximum allowed value for p(Zbb¯) was
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Figure 1: Optimisation analysis to determine the maximum value of p(Zbb¯) for events considered in
the analysis. (left) ROC curve for Zbb¯ vs SM ZH separation. (right) Regularised ε2(SMZH)/ε(Zbb¯)
as a function of the p(Zbb¯)max.
determined in order to maximise the quantity ε2(SMZH)/ε(Zbb¯), where ε is the selection
efficiency of a given sample. Such a figure of merit is, in the Gaussian limit, proportional to the
squared median expected discovery significance to observe the standard model production of of
ZH . The choice was made again to mimic the experimental analyses, for which the observation
of the SM Higgs signal will be the primary goal.
In order to ensure a smooth behaviour, the figure ε2(SMZH)/ε(Zbb¯) was regularised
by replacing ε(Zbb¯) with ε(Zbb¯) ⊕ ε0 where ⊕ denotes the sum in quadrature and ε0 = 0.03.
Figure 1 shows, as an example, the result of the optimisation scan for the discriminant trained
to separate Zbb¯ production from the SM ZH production. The analysis was repeated separately
for each of the 5 discriminants and similar results were obtained in all cases.
For this exploratory study, we only considered four BSM benchmarks, varying cHW and
testing the sensitivity to each of these benchmarks using a dedicated set of kinematic discrim-
inants. While the design of an optimal discriminant that continuously depends on the BSM
parameters is beyond the scope of this work, we investigated the degree of correlation between
the BSM discriminants for each of the scenarios. Figure 2 shows the linear correlation coeffi-
cient between p(BSM) for each of the four scenarios, evaluated on SM ZH production events.
The p(BSM) BDT outputs estimate the likelihood for an event to come from each of the con-
sidered BSM scenarios. As can be seen, the linear correlation varies between 0.3 and 0.96,
and it increases as the distance between the benchmark points decreases. This suggests that the
information used to discriminate the different benchmarks is similar, but that optimal results are
obtained when a specific benchmark is targeted.
3.3 STXS binning
For the STXS sensitivity analysis, the generated samples for all signal benchmarks as well as the
backgrounds (SM pp → ZH,H → bb¯ and pp → Zbb¯) are categorized according to the STXS
proposal for the V H channel in Ref. [263]. Within this framework, different regions of the phase
space – referred to as “bins” for simplicity – are defined, with the purpose of optimizing the
sensitivity of the measurements while at the same time minimizing their dependence on theory
assumptions. The different STXS bins are defined specifically for each Higgs production mode.
For our process of interest (pp→ ZH → `+`−bb¯) the different stages of the categorization and
the resulting bins can be summarized as follows (see [263] for details):
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Figure 2: Linear correlation coefficient between p(BSM) for each of the four scenarios, evaluated on
SM ZH production events. Rows and columns are labelled by the value of cHW .
– Stage 0: Events with |yH | < 2.5 are selected.
– Stage 1: ZH production is split into qq¯ and gg initial states (our process sample was
generated at LO and therefore only contains qq¯ → ZH events). Events are subsequently
classified according to the value of pZT and number of extra jets in the event as follows:
qq¯→ ZH
pZT ∈ [0, 150] GeV,
pZT ∈ [150, 250] GeV (0-j), (7)
pZT ∈ [150, 250] GeV (≥ 1-j),
pZT > 250 GeV.
– Stage 2: In this last stage the low pZT bins are further separated according to the number
of extra jets, while the high-pZT region is split at 400 GeV. The final set of STXS bins that
apply in our case are the following six:
qq¯→ ZH
pZT ∈ [0, 150] GeV (0-j),
pZT ∈ [0, 150] GeV (≥ 1-j),
pZT ∈ [150, 250] GeV (0-j), (8)
pZT ∈ [150, 250] GeV (≥ 1-j),
pZT ∈ [250, 400] GeV,
pZT > 400 GeV.
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In order to profit from the maximum amount of available information, we use the stage 2 cat-
egorisation to compare with the multivariate analysis. Additionally, we use the BDT discrimi-
nant, p(Zbb¯), trained to reject theZbb¯ background in favour of SMZH , described in Section 3.2
to purify our event sample. Our STXS yields are computed after cutting on this discriminant
with 18.6% efficiency for SM ZH and > 99% rejection for Zbb¯. No extra information or dis-
criminant to enhance sensitivity to new physics is used, consistently with the STXS hypotheses.
Figure 3 shows the predicted cross sections for the various samples in the STXS bins. The Zbb¯
contribution has clearly been brought under control by the BDT discriminant. In the bins that
have been split by jet multiplicity, this contribution appears to have a larger relative increase
when going from zero to one or more jets, probably owing to the dominant gg-initiated contri-
bution to this process increasing the radiation probability. We see that the EFT contributions
diverge from the SM prediction with increasing pT , as expected, and the Zbb¯ background also
becomes less and less important.
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Figure 3: Predicted cross sections in the stage 2, ZH STXS bins for SM ZH production as well as
our four EFT benchmarks and the Zbb¯ background. The cross sections correspond to events passing the
basic fiducial selection of Section 3.1, accounting for b-tagging efficiencies and after applying a cut on
the Zbb¯ BDT discriminant as described in the text.
4 Statistical Hypothesis testing
A statistical analysis is carried out to estimate the sensitivity to SMEFT effects in Higgs boson
interactions using the STXS measurements of Section 3.3. We compare that sensitivity to the
one obtained from a dedicated analysis using the multivariate classifier described in Section 3.2.
To this effect, a simple significance analysis is used based on the ROOSTATS framework [189]
which determines the expected significance using an asymptotic calculator with nominal Asi-
mov data sets and a one-sided profile likelihood.
A few approximations have been made. No systematic uncertainties have been consid-
ered, even if the generated events have been smeared to reflect the limited resolution and cor-
rected for the finite efficiencies of b-tagging. The measurement in the STXS bins requires an
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extrapolation from the measured phase space, which includes those selections applied specif-
ically to reject backgrounds, in this case from the Zbb¯ process. In the present analysis this is
achieved using a BDT specifically trained to select H → bb¯ over Zbb¯ events. For the STXS
analysis, a BDT cut is applied, retaining 18.6% of all SM Higgs events but less than 1% of
the Zbb¯ background. For the BDT analysis targeting EFT operators, two settings are explored:
using the same BDT requirement as in the STXS analysis and additionally using a selection
requirement of the BDT that leads to similar acceptances as in the STXS case.
In general, the sensitivity to any non-SM contribution to a measured cross section can
only come from the events recorded in the fiducial volume, prior to any model-dependent ex-
trapolations. Therefore, we do not use such extrapolations in this analysis. We perform our
study directly in the region of the phase space selected by the BDT cuts. In a real-life analysis,
however, some degree of extrapolation is always performed. Different acceptances of SM and
BSM can therefore play a role in BSM searches, if in the latter the events selected at detector
level are extrapolated assuming SM acceptances alone. Nevertheless, if one models the accep-
tances of the BDT-selection properly for both cases, this kind of effects can be accounted for.
The information on acceptances is, however, not always reported in the experimental analyses.
The acceptances of our BDT-selection for both SM and BSM events with cHW 6= 0 are
summarized in Table 4. The acceptance for the SM Higgs can (depending on the BDT cut) be
very similar for both STXS BDT (i.e. the BDT used to reject Zbb¯) and EFT optimized-BDT
(around 19%). The acceptance for events with a Wilson coefficient cHW = 0.03 is larger than
that by about a factor of 1.5 whilst it is smaller by the 25% for cHW = −0.03. For the samples
produced with a smaller Wilson coefficient, cHW = ±0.01, the acceptances are slightly closer
to the SM Higgs scenario, which is expected since for cHW → 0 the SM is restored. The smaller
the Wilson coefficients, the smaller the issues from acceptance effects.
Sample STXS: Acceptance (BDTSM) [%] BDT: Acceptance (BDTSM, BDT: Acceptance (BDTSM,
same as STXS SM-acceptance) [%] same cut as STXS-BDT) [%]
Higgs (BDT for cHW = +0.03) 18.6 18.5 29.6
Higgs (BDT for cHW = −0.03) 18.6 18.3 33.1
Higgs (BDT for cHW = +0.01) 18.6 18.6 33.4
Higgs (BDT for cHW = −0.01) 18.6 19.8 34.2
cHW = 0.03 31.1 31.8 42.7
cHW = −0.03 14.4 13.4 28.2
cHW = 0.01 22.9 23.0 37.9
cHW = −0.01 15.9 17.2 31.7
Zbb¯ < 1.0 ∼1.0 ∼3.0
Table 4: Acceptances (in %) of the first BDT selection, meant to separateH → bb¯ from Zbb¯ production.
After application of the BDT requirements to reject Zbb¯, either the STXS binning or the
distribution of the other BDT classifiers are used to estimate the sensitivity to new physics
cHW 6= 0. Three different luminosity scenarios are investigated: the full LHC Run-2 results,
corresponding to 150 fb−1, the integrated luminosity projected for LHC Run-3 (300 fb−1) and
the expected data collected at the High-Luminosity LHC (3000 fb−1). The significance is de-
termined simultaneously in the 6 STXS bins (see Section 3.3) and in the BDT discriminant
distributed in 10 equal bins. (We checked that a finner binning did not significantly change the
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significance.) For both, STXS and BDT discriminant, no uncertainties on the shapes of these
distributions are assumed. Figure 4 depicts the distributions used as inputs in the STXS (left)
and the BDT (right) case for 300 fb−1. The SM hypothesis (Zbb¯ + ZH) is shown as blue line,
whereas the BSM signal with cHW = 0.03 is shown as red line. They are added in the sig-
nal+background hypothesis which is depicted as dashed black line. A simple significance test
for the signal+background hypothesis is carried out using the ROOSTATS framework [189] for
these binned distributions.
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Figure 4: Predicted number of events selected for 300 fb−1. Since the acceptance extrapolation into the
STXS phase space does not change the available data statistics, it it not applied here, i.e. the distributions
are shown after the first cut on the BDT classifier to reject the Zbb¯ background.
To get a feeling of how realistic the scenario considered here is, the significance of a
Higgs discovery in the STXS scenario is also investigated, in addition to the BSM sensitivity.
The expected significances for the 2-lepton channel we studied here are 1.9 for ATLAS [264]
and 1.8 for CMS [265] for ∼36 fb−1. This is about what is expected from the simplified studies
herein, which do not account for systematic uncertainties (which make up to half the total
uncertainty in the measurements) but are not optimized for a Higgs observation. The expected
significance of a Higgs signal compared to a background-only (i.e. Zbb¯) sample is shown in
Table 5.
Table 5 also summarizes the significances found for the three luminosity scenarios for the
hypothesis tests for the STXS and the BDT approach for Wilson coefficients of cHW = ±0.03
and cHW = ±0.01. In the case of the BDT approach and cHW = ±0.03, three alternatives were
tested. For these, either the first BDT selection with the same STXS SM-acceptance or the same
BDT cut as STXS are investigated. In addition, an alternative non-optimal BDT discriminant is
used. This was trained not on the targeted Wilson coefficient (e.g. cHW = +0.03), but on the
one with opposite sign (-0.03).
5 Conclusions
We have performed an exploratory study comparing the sensitivity to higher dimensional opera-
tors of the proposed STXS measurements in ZH production to an optimised analysis exploiting
multivariate methods. We considered four benchmark scenarios in which the OHW operator
coefficient is set to values cHW = ±0.03 and cHW = ±0.01. The former case corresponds to
saturating existing limits from a global fit to LHC Run 1 data and precision electroweak mea-
surements, while the latter case intends to showcase a scenario with smaller deviations from
SM expectations. The sensitivity was quantified by the expected statistical significance against
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Hypothesis test Full Run-2 (150 fb−1) LHC Run-3 (300 fb−1) HL-LHC (3000 fb−1)
STXS: Higgs discovery 3.01 3.70 8.06
STXS: cHW = 0.03 6.44 8.82 26.46
STXS: cHW = −0.03 1.66 2.24 6.44
BDT: cHW = 0.03 (STXS SM-acceptance) 6.29 8.58 25.61
BDT: cHW = −0.03 (STXS SM-acceptance) 1.80 2.44 7.24
BDT: cHW = 0.03 (same BDT cut as STXS) 6.17 8.64 27.03
BDT: cHW = −0.03 (same BDT cut as STXS) 1.74 2.08 7.50
BDT: cHW = 0.03 (alt BDT cut) 4.40 6.15 19.18
BDT: cHW = −0.03 (alt BDT cut) 1.44 2.41 6.69
STXS: cHW = 0.01 2.26 3.04 8.78
STXS: cHW = −0.01 1.08 1.46 4.30
BDT: cHW = 0.01 2.62 3.07 8.90
BDT: cHW = −0.01 1.44 1.99 6.10
Table 5: Expected significances for the different scenarios.
the SM hypothesis obtainable after a collected integrated luminosity of 150, 300 and 3000 fb−1,
taking into account the presence of the dominant SM background of Zbb¯ production. The con-
tribution of this background is efficiently mitigated by training a BDT classifier to distinguish
this process from SM ZH production and first cutting on this discriminant before performing
the two alternative SM vs EFT significance analyses. The discriminant was able to effectively
reduce this background contribution down by two orders of magnitude.
Overall, very large significances can be expected for the benchmarks saturating the cur-
rent limits, while the benchmarks for the smaller Wilson coefficients are not likely to be iden-
tified beyond 3σ until the High-Luminosity LHC run. We observe that the final performance
of the BDT analysis does not differ significantly from the differential information in Z-boson
pT offered by the STXS, with the exception of the cHW = −0.01 case, which predicts the
smallest deviation from the SM case. Here, the discriminating power of the BDT output over
the differential pT distributions becomes apparent, suggesting that once the sensitivity of the
STXS measurements is saturated, moving towards optimised multivariate methods remains
well-motivated. The exercise was performed in a simplified situation, largely ignoring detector
effects besides a parametrised b-jet smearing implementation and b-tagging efficiency correc-
tions as well as all other potential sources of systematic uncertainty. We leave a more thorough
investigation, including these effects as well as the possibility of including other significant
backgrounds to a follow-up study.
By comparing the optimised BDT discriminants for the different EFT benchmarks, we
conclude that there is significant information overlap between them but that some parameter
dependence remains. This means that one would benefit from a parametrised learning approach,
in which the new physics parameter is also fed in as an input to the discriminant training. This
can be understood from the presence of both an interference and squared contribution of the
EFT ZH amplitude in the new physics signal. The shape of EFT squared contribution has the
benefit of being independent of the value of the Wilson coefficient, while the relative impact
of the interference term depends very much on this value. In the ‘large’ cHW benchmarks,
the contribution from the quadratic term in the Wilson coefficient is clearly dominant at high
energies, as evidenced by the positive relative contribution over the SM prediction for both
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±0.03 in the STXS overflow bin, see Figure 3. On the other hand the −0.01 case consistently
predicts a deficit with respect to the SM. The fact that the BDT outperforms for this benchmarks
may imply that one can obtain better sensitivity using these methods for EFT signals in which
the interference with the SM amplitude is significant, which may also be considered more ‘well-
behaved’ concerning the EFT expansion. However, this effect may also be caused by the greater
loss in acceptance post Zbb¯ BDT cut suffered by the negative cHW benchmarks and should be
further investigated.
One should bear in mind that in this first study, a rather kinematically simple process has
been chosen. Indeed, in ZH production the pT Z-boson is strongly correlated to the energy flow
through the production vertex, in which the EFT effects occur. It is therefore not surprising that
we do not observe a huge difference in significance in this case. Further investigations con-
cerning a comparison between BDT and STXS for more complicated kinematic environments
would be interesting, e.g., for other 2 → 3 production modes such as vector boson fusion or
tt¯H associated production. Furthermore, it should be noted that although our BDT analysis is
touted as an ‘optimised’ discriminating method, the fully potential of the BDT information was
not exploited in this analysis. In short, by cutting on the SM vs Zbb¯ variable and fitting on the
resulting one-dimensional discriminant, some amount of exclusion power was sacrificed for the
sake of simplicity. In the ideal case, a two-dimensional fit on the initial BDT classifier would
be performed, an exercise which we leave for the follow-up study.
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Contribution 11
Improved BSM Sensitivity in Diboson Processes at Linear
Colliders
D. M. Lombardo, F. Riva, P. Roloff
Abstract
We study diboson processes at CLIC and asses the reach of linear col-
liders to new physics effects in the form of effective field theory (EFT)
operators. Given that inclusive measurements in diboson process suffer
from certain SM-BSM non-interference rules, we perform non-inclusive
analyses that include azimuthal differential information.
1 Motivation
Standard Model (SM) precision tests are an increasingly important tool in new physics searches.
New dynamics at a mass scale M can leave an imprint in observables at energies E  M ,
whose size is proportional to some power of E/M . These effects can be captured generi-
cally and systematically through an Effective Field Theory (EFT), organised as operators of
increasing dimension, in addition to the SM. In most scenarios, the leading effects arise at the
dimension-6 level (see however Refs. [279, 280] for exceptions).
Given the upcoming European Strategy for particle physics, it is important to find bench-
marks and scenarios that can be readily accessed by different types of experiments; these sce-
narios allow for a comparison of the reach of radically different machines. In this note we study
W+W− production at future linear e+e− colliders (see also [281–285]). Diboson processes
have a rich variety of physical information, incapsulated at high-energy in the lognitudinal and
transverse polarizations: from a BSM perspective these can be considered genuinely different
processes testing genuinely different physics. Beside their interest for future planning, linear
colliders also offer an interesting playground for complex studies: they allow to isolate and un-
derstand in detail analyses that can then be brought over to the framework of hadron machines.
W+W− processes are a perfect example of this. Indeed, for what concerns new physics in the
transverse polarizations, SM and BSM exhibit different helicity structures (see Ref. [286] for
a recent discussion), so that the two amplitudes do not interfere in inclusive measurements: an
important drawback of traditional analyses in the context of a precision program. Non-inclusive
differential distributions in the azimuthal angles of the W boson decay planes do bear the inter-
ference information (see [287]), in the form of a modulating signal that vanishes once integrated
over (to reproduce the non-interference results)1. At linear colliders this modulating signal is
very visible, as we will show in this note. This will allow us to discuss it in isolation and
quantify the impact of interference.
Even when new physics is in the longitudinal polarizations, BSM searches as precision
tests are challenging. In the SM, the unpolarized cross section is dominated by the transverse-
1Interference information is also present in the off-shell region [288].
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Figure 1: Definitions of the polar angle Θ and azimuthal angle ϕ.
transverse components, and the longitudinals are small. Therefore, while the SM and BSM do
interfere here, the dominant SM contribution acts as an irreducible background that reduces the
sensitivity of the experiment. In this note we point out that beam polarization can play a crucial
rôle in this context, as it can substantially reduce the transverse component, which receives the
largest contribution from a t-channel involving left-handed electrons.
2 BSM in Transverse Polarizations
Diboson processes are often presented as measurements of anomalous trilinear gauge couplings
(TGCs), associated with the parameters λγ , gZ1 and κγ of Ref. [289]. These are in correspon-
dence with dimension-6 operators.
For our scope, these effects can be divided into two classes: couplings that contribute to
the transverse and longitudinal amplitude. In the former class, which we discuss in this section,
we have the CP-even operator
O3W = ijkW iνµ W jρν W kµρ . (1)
BSM effects in the transverse amplitudes are difficult to test, as we now explain. The problem
of the BSM O3W operator is that it produces, at tree-level and at high-energy, dominantly ++
or −− helicities in the final states, with amplitudesA++BSM = A−−BSM . This does not interfere, in
inclusive 2→ 2 scattering, with the SM amplitudeASM [286]. SM processes have, in the high-
energy and classical limits, dominantly +−, −+ or 00 helicity. The latter is however smaller
and has little impact on this part of the analysis.
Nevertheless, the amplitude for e+e− → 4f decays into fermions can in principle inter-
fere. This interference is proportional to a function of the azimuthal angles of the decay planes
of the fermion/anti-fermion originating from the W+ and W− respectively.
In this note we focus on a single-differential distribution and study the azimuthal distri-
bution of the decay products of one of the two W s only, as illustrated in Fig. 1. We remain
inclusive about the other W , which can then be thought as a state of well defined helicity. The
interference term, between the transverse-transverse amplitudes, reads [290]
IWW ∝ ABSM++
[ASM−++ASM+−]cos 2ϕ , (2)
see also [287] for more details.
Interference vanishes when integrated over, reproducing the above non-interference re-
sult. The question we want to address here is how this measurement performs in lepton collid-
ers: how much an azimuthal differential distribution improves upon an inclusive measurement,
in terms of BSM reach?
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2.1 Ambiguity and Channel Selection
The angle ϕ is defined in Fig. 1 making reference to the outgoing fermion of positive helicity
(f+ in the figure). When the W is decaying hadronically, this information is unaccessible2,
implying an ambiguity
{Θ, ϕ} ↔ {pi −Θ, ϕ+ pi} . (3)
Such ambiguity doesn’t prevent us, however, from observing distributions of the form Eq. (2).
For leptonically decayingW -bosons the situation is different: here the charged lepton has
always well-defined helicity (depending of whether it’s a W+ or W−), but the plane is defined
only if the neutrino momentum is also known. This can be in principle reconstructed from the
kinematics if only one neutrino is present in the event.
Here we focus on the semileptonic channel νl+q¯q. This channel has a large branching
ratio, because of the hadronic contribution, and at the same time allows to (almost) fully re-
construct the neutrino, for which the transverse components of momentum can be identified as
missing energy. By requiring that the invariant mass of charged lepton and neutrino exactly re-
construct the W -mass, one finds an equation with two solutions for the longitudinal momentum
of the neutrino. At hadron machines it is impossible to single out which of these two solutions
corresponds to the real one, and this introduces a further ambiguity in the angle reconstruction
that forbids, for instance, observation of CP-odd effects. At linear lepton colliders, however,
the total center-of-mass energy is known, up to initial state radiation (ISR) and beam-strahlung.
Now, the two solutions have different neutrino longitudinal momentum and therefore different
amounts of ISR, hence different energy. So, it is possible, by appropriately cutting on the en-
ergy of the hadronically decaying W , to avoid the ambiguity completely. We assume here that
this is the case, and leave a more thorough study of this possibility for future work. In this work
we therefore assume that the decay plane of the leptonic W is fully reconstructible and study
its distribution, while ignore the hadronic W distribution.
2.2 Amplitudes and Choice of Cuts
Knowledge of the SM amplitude can guide us through the most appropriate choice of cuts and
binning. In the high-energy limit, the SM amplitudes for inclusive dibosons read
A−+SM = −g2 sin Θ A+−SM = 2g2 sin4
Θ
2
csc Θ A00SM =
1
2
(g2 + g′2) sin Θ (4)
where Θ is the polar angle, corresponding to the angle between the incoming electron and the
outgoing W+. The SM amplitudes are illustrated in Fig. 2 for
√
s = 380 GeV. The BSM
amplitude is instead
ABSM+ + = ABSM−− ≈ C3W6e
√
2M2Wγ sin Θ (5)
where C3W is the (dimensionfull) coefficient of the O3W operator as it appears in the La-
grangian.
The important lessons here are:
– In the forward region cos Θ ≈ 1 both SM and BSM vanish, so that this region is not
favorable
2In this context it would be interesting to study decays including charm quarks; we leave this for the future.
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Figure 2: Polar angle distribution of the different helicity amplitudes in the SM.
– In the backward region cos Θ ≈ −1 the BSM vanishes and the SM explodes because
of the t-channel neutrino pole; the interference term is in fact finite. The signal over
sqrt-background vanishes in the backward point, but increases rapidly (∼ Θ3/2) as we
approach the central region, so that even this backward region can have interesting infor-
mation.
– In the central region cos Θ ≈ 1 the BSM amplitude has its maximum, and the SM
switches from being dominated by the +− to being dominated by −+. Most impor-
tantly, since the latter SM amplitudes have opposite sign (see Eq. (4)): the overall SM
amplitude changes sign!
In light of these, we understand that the most important region for our analysis will be
cos Θ ∼ 0. Moreover, it is important to separate the analysis (or implement an asymmetry) for
cos Θ < 0 and cos Θ > 0; (6)
because of the opposite SM amplitude sign, the sum of the interference terms from these distinct
regions tends to cancel (see Fig. 3). So, in what follows, we consider 4 bins in polar angle
cos Θ ∈ [−1,−0.5, 0, 0.5, 1] (7)
with particular hopes on the central bins.
3 Analysis
As benchmarks for future colliders we consider CLIC at 380 GeV, with 500 fb−1 of integrated
luminosity, and CLIC at 3 TeV with 3 ab−1 of luminosity [281]. We leave the study of a richer
variety of scenarios for the future.
For this preliminary study we use MADGRAPH [95] and simulate the process e+e− →
W+W− where we take theW− to decay hadronically and theW+ to decay into e+ +ν; we then
multiply the crossection by a factor of 4 to account for decays into muons, and for the charge
inverse process; we include an acceptance of 50% to be conservatives.
An example of the azimuthal distribution that we are interested in, is shown in Fig. 3.
There it is also visible the fact that in the regions cos Θ > 0 and cos Θ < 0 the SM-BSM
interference changes sign. The SM distribution is flat.
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Figure 3: Un-normalized histograms for the azimuthal differential distribution for different values of the
BSM parameters.
To access the azimuthal distribution, we bin ϕ in 10 parts (in addition to the 4 bins in polar
angle Eq. (7)) and perform a binned χ2-analysis in two different ways: differential in every ϕ
bin and inclusive. We study the reach in two different CLIC configurations: a low-energy one at
380 GeV, and a high-energy one at 3 TeV. We include a 50% acceptance, but extend the analysis
to both elctrons and muons and to leptonic decays of either W+ or W−.
Low Energy Run (380 GeV). We assume a luminosity 500 fb−1 and compare two scenarios
with 1% and 10% systematic uncertainty δsyst in all bins. Without azimuthal binning we find
that the CLIC reach on the (dimensionful) Wilson coefficient of the operator Eq. (1), is
Without ϕ distribution: c3W ∈ [−1.4, 1.1] TeV−2 (δsyst = 1%) (8)
c3W ∈ [−15, 6] TeV−2 (δsyst = 10%) (9)
while including azimuthal data we obtain
With ϕ distribution: c3W ∈ [−0.6, 0.6] TeV−2 (δsyst = 1%) (10)
c3W ∈ [−2.5, 2] TeV−2 (δsyst = 10%) (11)
We also find that the bounds are dominated by the central bins, as expected.
High Energy Run (3000 GeV). In this case we take 3 ab−1 of luminosity and find
Without ϕ distribution: c3W ∈ [−0.12, 0.12] TeV−2 (δsyst = 1%) (12)
c3W ∈ [−0.13, 0.13] TeV−2 (δsyst = 10%) (13)
With ϕ distribution: c3W ∈ [−0.10, 0.10] TeV−2 (δsyst = 1%) (14)
c3W ∈ [−0.11, 0.11] TeV−2 (δsyst = 10%) (15)
4 Outlook
In this short note we have initiated an improved study of the BSM search prospects in diboson
processes at future linear colliders. In particular, to overcome the fact that SM and BSM ampli-
tudes do not interfere in inclusive measurements, we have studied the possibility of accessing
interference via differential azimuthal measurements. Focussing on the angle spanned by a lep-
tonically decaying W in semileptonic processes, we have compared the reach with and without
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the azimuthal measurement, and found that the former is indeed better. In the near future we
plan to extend the analysis in a number of ways that we mention in what follows.
First, complete double differential distribution (in both azimuthal angles) can be advan-
tageous. This should be studied together with the possibility of looking at the fully hadronic
amplitude (and investigate whether the ambiguity of not knowing which one is the positively
charged W has an impact on the BSM reach). This also opens the door to accessing indepen-
dently the CP even and CP odd distributions. Finally, a more refined simulation setup, including
WHIZARD [291], fast and full simulations, should be performed.
On a different front, it is interesting to study BSM physics in the longitudinal polarizations
(e.g. the operator OW ). This certainly interferes with the SM, but suffers here from another
problem: the longitudinal amplitude is small in the SM compared to the transverse one, and
acts in measurements of the inclusive (longitudinal+transverse) crossection as a background. In
[292], in the context of LHC, a possible way out of this is described: selecting the central region,
where the longitudinals are suppressed. At linear lepton colliders it is possible to polarize the
beam. Taking the electron to be right-handed, implies that (in the high-E limit and assuming
massless electrons) diboson processes can occur only through an s-channel diagram that allows
only for longitudinal final states. Thus, beam polarization kills the transverse channel that
dominates the crossection (which is what makes the analysis of this channel poor). Interestingly,
because of the equivalence theorem, new physics that modifies WW processes, also affects Zh
processes (see e.g. [293–295]): it would be nice to compare the reach of these different probes
(along the lines of [296]).
We leave all these open question for a future detailed study.
87
Contribution 12
Comparing effective field theory operator bases numerically
R. Gröber, O. Mattelaer, K. Mimasu
Abstract
We compare numerically different processes computed with different
operator bases in Standard Model effective field theory. We show that
while as expected at the dimension six level, they lead to the same nu-
merical results for zero width of the propagating particles in the Feyn-
man diagrams, once a non-zero width is introduced, different bases can
lead to different results at the dimension six level. As in the SM this
is related to the breaking of gauge invariance once particle widths are
introduced. We show how the width can be consistently included in
Standard Model effective field theory and provide first steps towards a
consistent inclusion into the package MadGraph5_aMC@NLO.
1 INTRODUCTION
So far no signs of new physics has been detected at the LHC. It is hence sensible to assume
that there is a gap between the electroweak scale and the new physics scale. In this paradigm,
effective field theories (EFT) are a reasonable, model independent tools to interpret searches for
Beyond the Standard Model (BSM) interactions. They supplement the Standad Model (SM) La-
grangian with higher dimensional operators that parametrise deviations in interactions between
SM fields. The way in which these are organised/classified depends on the set of assumptions
one makes with respect to the possible global and gauge symmetries imposed at the Lagrangian
level. Since all current Higgs boson measurements point to a SM like, CP-even Higgs boson
that is part of an SU(2) doublet, one can for instance assume that the SU(2)× U(1) symmetry
is linearly realised. Then the SM effective Lagrangian can be organised such that operators with
higher dimensionality are suppressed by (v/Λ)d−4, where d denotes the dimensionality of the
operator, v the electroweak scale and Λ the new physics scale.
Given the SM field content and assuming flavour universality as well as lepton and baryon
number conservation, the leading BSM effects can be parametrised in terms of 59 dimension
six operators [297]. In an earlier construction of an EFT basis [298] 80 operators were found,
however the differences were shown to be redundant operators that could be removed by equa-
tions of motions. So by using equations of motions or, alternatively, by redefinition of the
SM fields different sets of operators can be obtained. Along this line, different operator bases
have been proposed in the literature, such as the Warsaw basis [297], the BSM primaries ba-
sis [268, 285, 299, 300] and the SILH basis [266, 267]. The different bases are equivalent up to
suppressed higher dimensional effects of d > 6. A tool to translate between the different bases
is Rosetta [276].
Our goal in this study is to verify that different operators connected by a field redefinition really
lead to numerically equivalent results. It is expected that, up to dimension-6, one should ob-
tain identical results for on-shell scattering amplitudes for two equivalent, dimension-6 operator
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sets. In order to test this, we pick a single operator that we add to the Standard Model and then
compare the results for several processes to the ones obtained from the operator set in which
the original operator has been removed by performing a field redefinition.
Computations with unstable particles require the inclusion of the width of the particle. We will
test how the inclusion of the width affects our comparison and will comment on how to consis-
tently include the width in SMEFT.
This contribution is structured as follows: in section 2 we give more details on the operators
we chose and how we redefine the fields to obtain a new basis and in section 3 we show our
numerical results and comment on the inclusion of the width for unstable particles.
2 OPERATORS
We exemplify the effect of the change in the basis by using the SM and a single new operator
Model 1: L = LSM + c
Λ2
i(H†σi
←→
D µH)(q¯3γµσ
iq3) (1)
with σi (i = 1, 2, 3) the SU(2) generators and {σi, σj} = δij/2, and q3 are the third generation
fermion SU(2) doublets. The scale Λ is assumed to be much larger than the electroweak scale.
The Wilson coefficient c is generic. We define
(H†σi
←→
D µH) = H
†σi(DµH)− (DµH)†σiH (2)
and H = 1/
√
2 (0, v + h)T in the unitary gauge. This operator leads to a modification of the
Wtb, Ztt and Zbb vertices, as well as associated contact interactions with one and two Higgs
bosons. We now eliminate the dimension-6 operator in eq. (1) by a field redefinition.
W µa → W µa +
c˜
Λ2
q¯3γ
µσaq3 . (3)
The field redefinition adds a contribution to the original Lagrangian at order 1/Λ2 that is pro-
portional to the W equation of motion. The operator is removed by setting c˜ = −c. Note that
an alternative field redefinition could also be used to remove the operator in eq. (1), namely
W µa → W µa + i c˜Λ2 (H†σi
←→
D µH). Such a redefinition leads to an operator contribution to muon
decay, which would change the definition of the electroweak vacuum expectation value as a
function of the Fermi constant. This leads to a proliferation of ‘hidden’ EFT effects which, in
numerical computations such as those we will be performing in this study, unavoidably lead to
higher order terms in the EFT expansion parameter via. e.g., the squaring of EW parameters
in matrix element evaluations. Such effects are both known and distinct from the comparison
study we would like to perform and would complicate the task by having to disentangle two
effects. We therefore refrain from discussing it here any further.
We can now define the second model,
Model 2: L = LSM− c
Λ2
[∑
q
(q¯γµσ
iq)(q¯3γ
µσiq3) +
∑
l
(l¯γµσ
il)(q¯3γ
µσiq3) +
1
g
(q¯3γ
µσiq3)DνW
i
νµ
]
,
(4)
with l and q denoting the lepton and quark doublets and g the SU(2) coupling. The sums run
over the three generations of fermion doublets. We have also defined
DρW
i
µν = ∂ρW
i
µν + g
ijkW jρW
k
µν , (5)
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process (interference) Model 1 Model 2 relative difference
bb¯→ w+w−z −2.560957 · 10−06 −2.560957 · 10−06 1.95 · 10−13
d¯u→ b¯tz 8.006993 · 10−09 8.006993 · 10−09 1.24 · 10−15
bw+ → bw+ 2.708079 · 10−01 2.708079 · 10−01 3.69 · 10−15
hw+ → tt¯w+ −1.767258 · 10−05 −1.767258 · 10−05 1.96 · 10−14
bb¯→ tt¯ 3.380570 · 10−03 3.380570 · 10−03 8.79 · 10−15
Table 1: Comparison between Model 1 and 2 setting the width in the propagators to zero.
process (interference) Model 1 Model 2 relative difference
bb¯→ w+w−z −2.562000 · 10−06 −2.571304 · 10−06 1.81 · 10−03
d¯u→ b¯tz 8.005881 · 10−09 8.003428 · 10−09 1.53 · 10−04
bw+ → bw+ 2.708134 · 10−01 2.706435 · 10−01 3.14 · 10−04
hw+ → tt¯w+ −1.760324 · 10−05 −1.754204 · 10−05 1.74 · 10−03
bb¯→ tt¯ 3.380570 · 10−03 3.380510 · 10−03 8.79 · 10−06
Table 2: Comparison between Model 1 and 2 setting the width in the propagators to their SM values.
with Wµν the usual SU(2) field strength. We see that this operator can be traded for some
4-fermion operators involving lepton and quark doublets, as well as a higher-derivative gauge
boson interaction with the fermion current.
3 NUMERICAL ANALYSIS
The model described in the previous section have been implemented into FeynRules [91,
301] to produce Universal FeynRules Output (UFO) [93] models.1 For an implementation
of the Higgs effective Lagrangian see [271]. Our numerical results are obtained using the
MadGraph5_aMC@NLO package [95] (dubbed MG5aMC). To show the level of agreement between
the two models, we start by evaluating the interference term between the SM and the EFT con-
tributions at a single phase-space point for a series of key processes. Those phase-space points
are generated with RAMBO [302] at a centre-of-mass energy of 1 TeV.
In table 1, we have set c
Λ2
= 1 TeV−2 and all of the particle widths to zero. While in
this proceeding we restrict ourselves to only five different processes for brevity, we emphasise
that more than one hundred different processes were checked in the complete study. As can be
inferred from table 1 we observe a perfect agreement of both models at the pure dimension-
6 level (the dimension-8 contribution originating from the dimension-6 contribution squared
will obviously also be identical in this case). In order to study the impact of the width in
the propagators, we present table 2 were we have kept all particle widths to their SM value.
We now see that the two models do not agree anymore. This disagreement is related to the
fact that the width is formally a higher order effect and its inclusion amounts to a mixing of
perturbative orders. This also breaks gauge invariance once a decay width is introduced into
1We have cross-checked our model files by two independent implementations.
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the gauge boson propagators. This is a well known problem that can be for instance solved
by employing the complex mass scheme [303]. The level of disagreement worsens with the
number of possible propagators with modified widths appearing in the Feynman diagrams for
each process. We stress that the observed difference is not an artefact of introducing the wrong
width in the propagator (i.e. not including the effects of dimension-6 operators consistently). In
order to show this explicitly we perform the same computation but also including the dimension-
6 contribution to the width, see table 3.
For the sake of the example let’s focus of the width of the top (the same can be done for
the Z propagator). We dubbed ΓtSM the standard model contribution and Γ
t
6 the dimension-6
contribution to the width (the interference term):
ΓtSM =
(M2t −M2w)e2
64piM3t s
2
w
(M2t − 2M2w +
M4t
M2w
), (6)
Γt6 =
c
Λ2
v2
2
ΓtSM . (7)
Computing Feynman rules with ΓtSM + Γ
t
6 is actually not consistent for an EFT point of view
since due to the presence of the width in the propagator, this is equivalent to add higher order
term of the EFT inside the computation. To avoid such higher order term we use a Taylor
expansion of the propagator:
1
q2 −m2 + im(ΓtSM + Γt6)
≈ 1
q2 −m2 + imΓtSM
− imΓ
t
6
(q2 −m2 + imΓtSM)2
(8)
Such expansion is converging for all phase-space points as long as Γt6 < Γ
t
SM , i.e. as long
as c
Λ2
v2
2
< 1. We can then see the second term of the Taylor expansion as generating some
additional effective vertex and compute their interference with the SM amplitude. Interestingly,
this then extends the impact of the EFT operators to processes where they do not contribute
otherwise, as e.g. to e+e− → µ+µ− using only the operators of eq. (1) or (4).
The computation of Eq. 8 cannot be performed using the MG5aMC package ‘out of the box’.
To allow the numerical computation using this method, we then created an extension of the
usermod of MG5aMC in order to generate a new dedicated UFO package. The idea is to add two
new particles (t˜, Z˜) associated to a custom propagator [304, 305] that provides the contribution
from the second term in eq. (8). Then for each interaction with either a top or Z boson, we add
to the model one copy of that interaction with (at most one) top/Z replaced by it’s equivalent t˜,
Z˜. The coupling of such interactions is also tagged in a way to allow to compute interference
terms in MG5aMC. Additionally the parameter Γ6 is added to the model as an internal parameter
associated to the analytical formula automatically extracted from the decays.py file [306] from
the original model. A tool fully automating such feature is in preparation.2
With this consistent inclusion of the width at dimension-6 level we obtain the results
presented in table 3, in which it can be seen that the level of agreement is not improved. This
confirms our previous statement, that the problem is deeper that just consistently including the
dimension-6 contributions to the width and points to an issue regarding the presence of the decay
width itself. Comparing table 2 and 3 one can also see the impact of including the dimension-6
terms to the width. The differences displayed here are quite small but one should keep in mind
2The semi-automatic version can be downloaded with the following command: bzr branch
lp: maddevelopers/mg5amcnlo/eft_width_expansion.
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process (interference) Model 1 Model 2 relative difference
bb¯→ w+w−z −2.561587 · 10−06 −2.570890 · 10−06 1.81 · 10−03
d¯u→ b¯tz 8.005881 · 10−09 8.003428 · 10−09 1.53 · 10−04
bw+ → bw+ 2.708370 · 10−01 2.706671 · 10−01 3.14 · 10−04
hw+ → tt¯w+ −1.760429 · 10−05 −1.754309 · 10−05 1.74 · 10−03
bb¯→ tt¯ 3.380538 · 10−03 3.380479 · 10−03 8.79 · 10−06
Table 3: Comparison between Model 1 and 2 using the implementation of the width as given in eq. (8).
process (interference) Model 1 Model 2 relative difference
e+e− → bbb¯b¯ 1.434685 · 10−12 1.434685 · 10−12 2.96 · 10−15
bb¯→ e+νee−ν¯e 7.661298 · 10−14 7.661298 · 10−14 1.07 · 10−14
gg → bb¯e+νeµ−ν¯µ 5.186028 · 10−20 5.186028 · 10−20 2.44 · 10−15
uu¯→ bb¯µ+µ− −4.947679 · 10−15 −4.947679 · 10−15 3.12 · 10−14
bb¯→ e+νeµ−ν¯µ 2.045529 · 10−14 2.045529 · 10−14 7.71 · 10−15
Table 4: Comparison between Model 1 and 2 using the standard model width using the complex mass
scheme. The width is set to his SM value.
that such statement is highly phase-space dependent and should be maximal for onshell decay
where it is of the order of Γ6/ΓSM and therefore proportional to the EFT expansion parameter
c
Λ2
As stated above, in order to include the width effect in a fully consistent way inside
the SM to insure gauge invariance, one needs to use a dedicated method like for instance the
complex mass scheme [303] or the overall-factor scheme [307,308] (for an application to BSM
see [309]). It therefore makes sense to do the same in our two models. However, in order to have
consistent result in the complex mass scheme one has to decay all particles. Therefore we can
not present results for the same set of processes as shown before.3. As a first step we neglect the
effect of Γ6 and use only the SM width (see table 4). This result shows that using the complex
mass scheme is actually crucial in the context of EFT in order to have results independent of
the basis.
The latest result is however not fully satisfactory since it does not include correctly the
modification by the EFT operator to the width. On the one hand we have to include the
dimension-6 contribution in the propagators as we have outlined before. On the other hand,
for a fully consistent result at the dimension-6 level, contributions stemming from the replace-
ment of the mass by
m2 → m2 + im (ΓSM + Γ6) (9)
3We also test close to one hundred different processes in this case.
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process (interference) Model 1 Model 2 relative difference
e+e− → bbb¯b¯ 1.442082 · 10−12 1.442082 · 10−12 1.61 · 10−15
bb¯→ e+νee−ν¯e 7.664749 · 10−14 7.664749 · 10−14 1.07 · 10−14
gg → bb¯e+νeµ−ν¯µ 5.185849 · 10−20 5.185849 · 10−20 3.54 · 10−15
uu¯→ bb¯µ+µ− −4.927938 · 10−15 −4.927938 · 10−15 3.47 · 10−14
bb¯→ e+νeµ−ν¯µ 2.045606 · 10−14 2.045606 · 10−14 1.28 · 10−14
Table 5: Comparison between Model 1 and 2 using the standard model width using the complex mass
scheme for the SM width and including the effect due to the modification of the width only via the
propagator as given in eq. (8).
or the replacement of the weak mixing angle by
cos2 θW =
m2W
m2Z
→m
2
W + imW (Γ
W
SM + Γ
W
6 )
m2Z + imZ(Γ
Z
SM + Γ
Z
6 )
≈m
2
W + imWΓ
W
SM
m2Z + imZΓ
Z
SM
+
imWΓ
W
6
m2Z + imZ(Γ
Z
SM)
− imZΓ
Z
6 (m
2
W + imWΓ
W
SM)
(m2Z + imZΓ
Z
SM)
2
(10)
with ΓZ/WSM,6 denoting the SM (dimension-6) contributions to the width of the Z/W boson, in
the complex mass scheme in the SM matrix elements is necessary. Note that for our operators
ΓW6 = 0. The correct solution would be to do a Taylor expansion not only on the propagator
like in Eq. 8 but on all parts of the matrix elements which now depends on the width, which
again includes dimension-6 contributions, due to the complex mass scheme approach. This is
in principle similar to the shifts in the SM dependent parameters in the presence of dimension-6
operators [310], as we discussed briefly in the previous section. These effects will be the focus
of future work. As a first approximation we present in table 5 results using Eq. 8 on top of using
the complex mass scheme for the SM width. The two models are in perfect agreement but we
emphasize again, that this does not mean that all the dimension-6 effects are correctly included.
CONCLUSIONS
We have shown by example that, while different EFT operator bases are equivalent under field
redefinitions if the width of the propagating particles in the numerical evaluation is set to zero,
this is not the case if a non-zero width is used. As in the SM, this is related to the fact that
the width is already a higher order effect in the perturbative expansion and formally breaks
gauge invariance. In analogy to the SM the problem can be addressed by a complex mass
scheme, where all the masses in propagators and couplings are replaced by a complex parameter
including the physical width of the particle in the imaginary component. We showed that indeed
this resolves the issue. The inclusion of the width however gives additional contributions at the
dimension-6 level: 1.) the width in the particle propagators gets a dimension-6 piece. This part
has to be Taylor expanded up to first order to keep it strictly at the dimension-6 level. We have
provided a model for that in MG5aMC. 2.) Employing a complex mass scheme redefines also
the masses of the unstable particles in the couplings, that compared to the SM complex mass
scheme, now also obtain a contribution at the dimension-6 level from the particle’s width. For
93
consistency this contribution also needs to be included. We leave the numerical impact of this
contribution to future work.
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Contribution 13
On the use of Higgs fiducial cross sections for constraining
new physics
S. Kraml, U. Laa, K. Lohwasser
Abstract
We discuss the potential of the measured Higgs fiducial cross sections
for deriving constraints on anomalous Higgs production from BSM pro-
cesses. Using the examples of three SUSY processes, we show that
these constraints can be complementary to those from dedicated searches
for new physics.
1 INTRODUCTION
The increasingly precise data on the 125 GeV Higgs boson from Run 1 and Run 2 of the
LHC provide severe constraints on new physics beyond the Standard Model (BSM). A well-
established approach to assess the compatibility of a BSM Higgs boson with the experimen-
tal results is the use of signal strengths, which compare—preferably in a detailed breakdown
of production×decay modes—the observed state to Standard Model (SM) expectations; see
[311–313] for detailed discussions. There has indeed been a boom of phenomenological stud-
ies making use of the signal strength measurements to work out the implications of the 125 GeV
Higgs boson for non-standard Higgs sectors by simple scaling of production cross sections and
decay branching ratios relative to the SM. In-depth studies concerned two-Higgs-doublet mod-
els, supersymmetric (SUSY) models, Randall-Sundrum (with Higgs-radion mixing) models,
technicolor, little Higgs, composite Higgs models, and so on. The underlying assumption is
that the signal selection efficiencies are to good approximation the same in the new model and
the SM.
In situations in which the kinematic distribution of the signal depends on model param-
eters, simple scaling of production cross sections and decay branching ratios relative to the
SM is, however, not appropriate — one must account for the change in the signal selection
efficiencies. Such situations can arise from the presence of new tensor structures (anomalous
couplings, higher-dimensional operators), as well as from the presence of new Higgs production
modes through decays of heavier new states. To address these cases, [313] advocated the mea-
surement of fiducial cross sections, i.e. cross sections, whether total or differential, for specific
final states within the phase space defined by the experimental selection and acceptance cuts.
Fiducial cross sections can be interpreted in the context of whatever theoretical model, provided
it is possible to compute its predictions for the given fiducial volume (typically by means of a
Monte Carlo event simulation) and that no significant extrapolation has been applied to define
the fiducial cross section (e.g., to correct for an event-level selection based on machine learn-
ing that has a different acceptance for SM and BSM events). Fiducial cross sections also have
the advantage of largely separating experimental and theoretical uncertainties, such that a re-
evaluation of constraints is possible when more precise theoretical prediction become available
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without re-analysing the data.
Higgs fiducial cross sections were the subject of a dedicated task force for the Yellow
Report 4 [263] of the LHC Higgs cross section working group. Differential measurements are
particularly interesting in this context, as the shapes of distributions may provide more sensitive
tests than integrated event rates, for instance in the presence of interference effects.1
Both ATLAS and CMS provide total and differential fiducial cross section measurements
for specific Higgs decay modes, concretely H → γγ [314–317], H → ZZ∗ → 4 leptons [318–
320] and H → WW ∗ → 2l2ν [321]. These measurements are agnostic of the Higgs pro-
duction mode and thus potentially sensitive for constraining additional Higgs production from
BSM (cascade) decays.2 The facts that the definition of the fiducial volume is based on sim-
ple cuts and the results are unfolded to the particle level are big advantages for interpretation
studies. The downside is that precise SM predictions to compare to require highly sophisticated
computations.
In this contribution, we investigate the use of fiducial cross section measurements to
constrain new Higgs boson production modes in BSM models. We concentrate on the H →
γγ [314] and H → ZZ∗ → 4` [318] measurements from ATLAS at √s = 8 TeV, for which
detailed HEPData entries [323,324] and validated Rivet [325] routines [326,327] are available.
(A Rivet routine is also available for the combination of the H → γγ and H → ZZ∗ → 4`
analyses of ATLAS [328], but this effectively assumes stable Higgs bosons; CMS provides the
results for H → γγ at 8 TeV on HEPData, but no Rivet routine.)
2 BACK-OF-THE-ENVELOP CONSIDERATIONS
In [314], ATLAS reported the pp→ H → γγ fiducial cross section at 8 TeV as 43.2±9.4(stat.)
+3.2
−2.9(syst.) ±1.2(lumi) fb for a Higgs boson of mass 125.4 GeV decaying to two isolated photons
with pseudorapidity |η| < 2.37 and pT/mγγ > 0.35 (0.25) for the leading (subleading) photon.
The SM prediction is 30.5±3.3 [312] following the recommendatons of the HXSWG, but ranges
from 27+3.6−3.2 [329] to 34.1
+3.6
−3.5 [330] using other calculations. An overview of the experimental
and theoretical values for the seven fiducial regions considered in [314] is given in Table 1. We
see that that data agree quite well with SM expectations, but uncertainties are sizable, and there
is still room for contributions from new physics.
With these numbers, we can make some back-of-the envelop estimates. The total SM
Higgs production cross section at 8 TeV is 19.15 pb for mh = 125.4 GeV [312]. With
BR(H → γγ) = 0.228%, this gives a total cross section in the diphoton channel of 43.66 fb,
which means the diphoton baseline fiducial volume contains about 70% of the total production.
Approximating the SM prediction for the baseline fiducial region as 30.85 ± 6.85 and sum-
ming experimental and theoretical uncertainties in quadrature, an additional BSM contribution
of up to about 36 fb would be allowed at 2σ (not accounting for additional BSM uncertain-
ties). Assuming Higgs branching ratios and a fiducial acceptance like in the SM, this means
up to about 23 pb of Higgs production from BSM processes is allowed. If, however, the BSM
Higgs production always includes 2, 3, or more hard jets, e.g., because of cascade decays, this
room shrinks considerably, see Table 1. For Higgs + 3 jets, a total BSM cross section of the
1See also the contribution by A. Carvalho, R. Gröber, S. Liebler and J. Quevillon in these proceedings.
2In contrast, the so-called “simplified template cross sections” (STXS) [263, 322] are cross sections per pro-
duction mode, split into mutually exclusive kinematic bins for each of the main production modes. They are
determined from the experimental categories by a global fit that combines all decay channels, with the SM serving
as kinematic template.
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Fiducial region Measured cross section (fb) SM predictions (fb)
Baseline 43.2± 10.0 [24.0, 37.7]
Njets ≥ 1 21.5± 5.8 [8.1, 15.5]
Njets ≥ 2 9.2± 3.1 [3.4, 6.52]
Njets ≥ 3 4.0± 1.5 0.94± 0.15
VBF-enhanced 1.68± 0.63 0.87± 0.08
Nleptons ≥ 1 < 0.80 0.27± 0.02
EmissT > 80 GeV < 0.74 0.14± 0.01
Table 1: Measured pp → H → γγ fiducial cross section at √s = 8 TeV from ATLAS [314] in the
baseline, Njets ≥ 1, Njets ≥ 2, Njets ≥ 3 and VBF-enhanced fiducial regions, and cross-section limits at
95% confidence level in the single-lepton and high-EmissT fiducial regions. The ranges given for the SM
prediction correspond to the envelope of the theory predictions, incl. 1σ uncertainties, quoted in Table 4
of [314].
order of 4 pb can be excluded, still assuming BR(H → γγ) = 0.228% and an acceptance of
around 0.7. With the same reasoning, one could expect to exclude BSM Higgs + W associated
production above about 2 pb due to the Nleptons ≥ 1 fiducial limit.3 Likewise, if BSM Higgs
production always leads to large EmissT > 80 GeV, its total cross section should be below about
0.4 pb. Of course, these are very rough estimates which may easily be off by a factor of a few,
especially because the acceptance does not stay constant. (Besides also the Higgs branching
ratios can vary in BSM models.) Nonetheless they may serve as guidelines for the order of
magnitude of possible constraints on new physics. We also note that stronger constraints can
come from the differential distributions presented in [314], limiting for instance highly boosted
Higgs production.
Turning to the H → ZZ∗ → 4` channel, Ref. [318] reports a total fiducial cross section
of σtotfid = 2.11
+0.53
−0.47 (stat.)±0.08 (syst.) fb, to be compared to the theoretical prediction in the SM
of 1.30 ± 0.13 fb [312] for a Higgs boson mass of 125.4 GeV. The paper moreover shows the
differential fiducial cross sections as a function of pT,H , yH , m34, | cos θ∗|, N(jets), and pT,jet.
All these results are available on HEPData. Moreover, upon request, also the SM predictions
used in [318] were made available on HEPData, which is extremely useful for the purpose of
constraining additional BSM contributions.4 From the numbers above, a BSM contribution to
σtotfid of 1.9 fb or larger can be excluded. Performing the same exercise as above, that is taking
BR(H → ZZ∗ → 4`) = 1.286 × 10−4 and assuming an acceptance similar to the one in
the SM, this would correspond to a total inclusive BSM production cross section of 28 pb, i.e.
comparable but a bit larger than for H → γγ. More sensitive constraints come again from the
differential distributions, in particular when the BSM production leads to high pT,H or high jet
multiplicity.
3In reality this is somewhat too optimistic, partly because of the pT > 15 GeV and |η| < 2.47 requirements for
letopns.
4Unfortunately, the same was not done for the pp→ H → γγ differential distributions.
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Figure 1: Examples for Higgs production in SUSY cascade decays considered in ATLAS and/or CMS
SUSY searches.
3 HIGGS PRODUCTION FROM SUSY CASCADES
Anomalous Higgs production was considered by ATLAS and CMS in the context of SUSY
searches. This provides a welcome possibility to compare constraints from Higgs fiducial cross
sections to constraints from dedicated BSM searches.
As first example, we consider chargino-neutralino production in the MSSM, pp→ χ˜±1 χ˜02
followed by χ˜±1 → W±χ˜01 and χ˜02 → Hχ˜01, see the left diagram in Fig. 1.5 The 8 TeV ATLAS
analysis [331] puts a limit of mχ˜±1 ,χ˜02 & 170 GeV for mχ˜01 . 40 GeV in the `γγ+E
miss
T channel
(W → `ν,H → γγ). The median expected limit ismχ˜±1 ,χ˜02 & 154–160 GeV formχ˜01 . 30 GeV
with a very large uncertainty. The 8 TeV CMS analysis [332] includes a search in the H → γγ
channel with W → `ν or W → 2 jets. Combining the result with that of [333] the CMS limit
reaches mχ˜±1 ,χ˜02 & 210 GeV for (very) small χ˜
0
1 mass; at mχ˜±1 ,χ˜02 = 150 GeV, the reach in mχ˜01 is
about 20 GeV. We therefore take mχ˜±1 ,χ˜02 = 150 GeV and mχ˜01 = 20 GeV as our test point. The
production cross section at NLO+NLL accuracy is 2.41 pb [334] for wino-like χ˜±1 and χ˜
0
2. We
assume BR(χ˜±1 → W±χ˜01) = BR(χ˜02 → Hχ˜01) = 1, and a perfectly SM-like Higgs boson H
with mass of 125 GeV. The SUSY signal is simulated with Pythia 8.2 [97] and then passed to
the Rivet analysis routines [326, 327]. The result for the H → γγ fiducial regions from Table 1
is shown in Fig. 2, examples for two differential distributions for the H → ZZ∗ → 4` selection
in Fig. 3. While the H → ZZ∗ → 4` distributions are not very sensitive to this signal, the limit
in the EmissT > 80 GeV fiducial region of the H → γγ measurements excludes the benchmark
point. The signal in the Nleptons ≥ 1 fiducial region is also close to the 95% CL limit, consistent
with the naive expectations from the previous section.
Our second example is a related topology giving HZ +EmissT or HH +E
miss
T final states.
This was considered by CMS in [332, 335] in the context of higgsino-like neutralino produc-
tion with χ˜01 decaying into Higgs or Z and a gravitino G˜, shown as the middle diagram in
Fig. 1. Although in the MSSM the χ˜01 → ZG˜ always dominates over χ˜01 → HG˜, the topol-
ogy is interesting per se. Adopting one of the simplified models of the CMS study, we assume
BR(χ˜01 → ZG˜) = BR(χ˜01 → HG˜) = 0.5. Moreover, to have a concrete benchmark point, we
fix mχ˜01 = 150 GeV and mG˜ = 1 GeV. The expected limit of the 8 TeV CMS search [332] in
the `γγ+EmissT channel is about 15 pb for this point, an order of magnitude larger than the total
higgsino production cross section, see Fig. 19 of [332]. (It has to be added that a much stronger
limit is obtained in the 3`+EmissT final state and the analysis actually excludes higgsino masses
below about 300 GeV by combining all channels.) The result from using the H → γγ fiducial
cross section is shown in Fig. 4. Following CMS, the cross section obtained from Pythia has
been rescaled to the total higgsino production cross section of 2.14 pb [334], assuming the de-
cays of χ˜±1 , χ˜
0
2 to the χ˜
0
1 plus soft pions are effectively invisible. As in the example for SUSY
5For simplicity, we keep using upper case H for the SM-like Higgs boson also in the SUSY case.
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Figure 2: Results for the H → γγ fiducial regions from ATLAS [314]. The SUSY signal considered is
pp → χ˜±1 χ˜02 followed by χ˜±1 → W±χ˜01 and χ˜02 → Hχ˜01 for mχ˜±1 ,χ˜02 = 150 GeV and mχ˜01 = 20 GeV
and σtot(χ˜±1 χ˜
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2) = 2.41 pb.
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Figure 3: Differential distributions of pT,H (left) and N(jets) for H → ZZ∗ → 4` of ATLAS [318].
The SUSY signal considered is pp → χ˜±1 χ˜02 followed by χ˜±1 → W±χ˜01 and χ˜02 → Hχ˜01 for mχ˜±1 ,χ˜02 =
150 GeV and mχ˜01 = 20 GeV and σtot(χ˜
±
1 χ˜
0
2) = 2.41 pb.
WH production above, the scenario is excluded by the limit in the EmissT > 80 GeV fiducial
region, although by a smaller margin.
Finally, we consider sbottom-pair production with both sbottoms decaying into b˜1 → bχ˜02
followed by χ˜02 → Hχ˜01 (right diagram in Fig. 1). This was proposed in [336] to explain a
local 2.9σ excess in the 8 TeV search for electroweak SUSY partners in H → γγ + 1 jet
events [337], and followed up by a dedicated interpretation in the 13 TeV CMS analysis [335].
In this contribution, we choose a benchmark point with mb˜1 = 300, mχ˜02 = 280 and mχ˜01 =
150 GeV, which lies just outside the CMS SUSY exclusion at 13 TeV (because the spectrum
is rather compressed). The sbottom-pair production cross section for 300 GeV at 8 TeV is
1.996 pb [334]. The simulation is again done with Pythia 8.2 and the events fed to Rivet. The
result for the diphoton fiducial regions from ATLAS is shown in Fig. 5 (left). Note the important
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Figure 4: Results for the H → γγ fiducial regions from ATLAS [314]. The SUSY signal considered
is higgsino production with BR(χ˜01 → ZG˜) = BR(χ˜01 → HG˜) = 0.5 for mχ˜01 = 150 GeV and
mG˜ = 1 GeV and σtot(higgsino) = 2.14 pb.
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Figure 5: On the left, results for the H → γγ fiducial regions from ATLAS [314]. On the right, the
N(jets) distribution for H → ZZ∗ → 4` of ATLAS [318]. The SUSY signal considered is pp → b˜1b˜1
followed by b˜1 → bχ˜02 and χ˜02 → Hχ˜01 for mb˜1 = 300, mχ˜02 = 280 and mχ˜01 = 150 GeV with a total
inclusive cross section of about 2 pb.
SUSY contribution to theNjets ≥ 2 andNjets ≥ 3 fiducial regions. Moreover, because the signal
contains two Higgs bosons, H → γγ and H → WW ∗, ZZ∗ combinations can give H → γγ
events with additional leptons, getting us close to the 95% CL exclusion in the Nleptons ≥ 1
fiducial region. Finally, the EmissT > 80 GeV fiducial region excludes the benchmark point. The
presence of the additional jets in the SUSY cascade process also leads to a small effect in the
N(jets) distribution for H → ZZ∗ → 4`, see Fig. 5 (right).
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CONCLUSIONS
We showed that fiducial Higgs cross section measurements can provide interesting constraints
on anomalous Higgs production from BSM processes. These are complementary to and some-
times extend the constraints from dedicated BSM searches in final states with Higgs bosons.
This is particularly useful for interpretation studies when the scenario of interest has not been
considered by the ATLAS and CMS collaborations in any of their searches and/or when the
relevant BSM searches cannot easily be reproduced outside the experimental collaboration,
e.g., because they use a signal selection based on machine learning. In turn, it can be in-
structive to consider the existing constraints from fiducial measurements when constructing a
search/interpretation for a new BSM signal.
Here we focussed on SUSY scenarios, for which dedicated searches exist. Analogous
studies will be interesting for non-SUSY models featuring new heavy scalars, new vector
bosons, etc., which can decay into the SM-like Higgs boson. We leave this for future work,
noting that fiducial measurements for 36 fb−1 of data at 13 TeV are already available for
H → γγ [317] and H → ZZ∗ → 4 ` [320] from ATLAS.
To make the fiducial Higgs cross section measurements maximally useful, we kindly ask
the ATLAS and CMS collaborations to provide the SM predictions used in the plots of differen-
tial distributions available in HEPData, together with the measured data. Moreover, it is highly
appreciated when Rivet routines are provided, as they greatly facilitate the re-use of these im-
portant data. The ATLAS H → ZZ∗ → 4` fiducial measurements from Run 1 are an example
of good practise and we hope that other analyses will follow this example.
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Death and the Model: A Contur Case Study
J. M. Butterworth, D. Grellscheid, K. Lane, K. Lohwasser and L. Pritchett
Abstract
This report summarizes the use of Contur to constrain a two-Higgs-
doublet model explanation of an apparent 30 GeV dimuon resonance
observed in a reanalysis of Z → b¯b events in ALEPH data taken in
1992–95 and reported in arXiv:1610.06536. The model was proposed
by two of us in arXiv:1701.07376. Contur is used to limit the mass of
the model’s charged Higgs boson, h±, which is produced in pairs or in
association with the extra neutral CP-even and odd scalars h and ηA.
The limit obtained excludes h± and the 2HDM model for the ALEPH
dimuon excess.
1 Introduction
In addition to the extensive programme of searches, the growing ‘library’ of measurements from
the LHC experiments is placing ever-more-stringent requirements on proposed extensions of the
Standard Model (SM). Measurements defined in terms of final-state particles, in fiducial regions
reflecting the acceptance of the detectors, are rather model-independent and are thus particularly
suited for confrontation with the predictions of new models. Many of these measurements are
made differentially in key kinematic variables. In this contribution, we take an extension of the
SM which has been proposed [338] to address a feature in ALEPH data [339], and confront it
with such data from ATLAS and CMS. The model and its motivation are outlined in Sec. 2.
The analysis tools we use are described in Sec. 3, and the analysis and results are presented in
Sec. 4, before we present our conclusions.
2 Two-Higgs-doublet model of the 30 GeV dimuon
In 2016 Heister presented an analysis of archived data of the ALEPH experiment at LEP and
found evidence for a narrow dimuon (µ+µ−) resonance at 30 GeV [339]. The data, taken in
1992-95, involve 1.9 million hadronic decays ofZ-bosons produced at rest in e+e− annihilation.
This excess appears in Z → b¯bµ+µ− events. The opposite-sign dimuon spectrum data is shown
in Fig. 1 (left) along with the expected background. The same-sign dimuon spectrum in Fig. 1
(right) has no significant excesses. The data have the following characteristics:
1.) Two benchmark methods were used to estimate the significance of the excess. One gave
a local significance of about 2.6σ, the other 5.4σ. The second method requires using the
look-elsewhere effect; it reduces its significance by 1.4–1.6σ. See Ref. [339] for details.
2.) There is an excess of 32±11 events in the resonant peak of Fig. 2 corresponding to a mass
of 30.40 GeV with a Breit-Wigner width of 1.78 GeV (Gaussian width of 0.74 GeV), con-
sistent with the expected ALEPH dimuon mass reconstruction performance at 30 GeV.
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Figure 1: The opposite-sign (left) and same-sign (right) dimuon mass spectra in Z → b¯bµµ data taken
by the ALEPH Collaboration; from Ref. [339].
Using the ALEPH b-tag and single-muon-ID efficiencies of 38% and 86% [339] and
B(Z → b¯b)/B(Z → hadrons) = 0.216 yields the branching ratio
B(Z → b¯bX(→ µ+µ−)) = (2.77± 0.95)× 10−4. (1)
If the dimuon excess is due to the decay of a new particle X , it is not known whether
it is emitted from the Z, as in Z → Z∗X with Z∗ → b¯b and X → µ+µ−, or from one
of the b-quarks, as in Z → b¯b → b¯b + X , or from two new particles, Z → XY , with
X → µ+µ− and Y → b¯b.
3.) There is a small excess of 8.0 ± 4.5 events near Me+e− = 30 GeV in the Z → b¯be+e−
data. This is not considered in the model described below.
4.) There is no evidence for the 30 GeV dimuon excess in events for which the b-tag has been
inverted; see Fig. 3, from Ref. [339].
The obvious and simplest explanation of these features of the ALEPH data is that the
30 GeV excess is just a statistical fluctuation in semileptonic Z → b¯b decays. If that possibility
is set aside, however, no Monte Carlo of semileptonic b-decays in Z → b¯b at LEP or elsewhere
has produced such an excess. It is tempting, therefore, to construct a model which can account
for the ALEPH data and suggest searches by LHC experiments that might confirm – or refute –
the existence of the 30 GeV dimuon in Z decays.
Two of us proposed such a model [338]. It is a two-Higgs doublet model (2HDM) in
which the heavier CP-even Higgs boson H is the 125 GeV Higgs boson discovered in 2012 at
the LHC [260, 340]. The two other neutral Higgs bosons are a CP-even one h and a CP-odd
one ηA. It is these that will account for the ALEPH signal. In this model, one Higgs doublet,
ϕ1 = (ϕ
+
1 , v1 + ρ1 + ipi1)/
√
2, couples in the usual way to all the quark doublets as well as to
the τ -lepton doublet. The other doublet, ϕ2, couples only to the muon and electron doublets.
This set-up is not one of the commonly studied classes of 2HDM’s [341]. Nevertheless, it can
be enforced by a softly broken U(1) symmetry and it does not give rise to observable charged
lepton flavor violation.
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Figure 2: ALEPH Z → b¯bµ+µ− data with signal+background model used to extract the 30 GeV signal
parameters in Ref. [339].
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Figure 3: The opposite-sign dimuon mass spectrum in Z → hadrons +µ+µ− events in which the b-tag
has been inverted, indicating no evidence for an excess near 30 GeV; from Ref. [339].
By choosing the vacuum expectation values (vevs) so that v ≡
√
v21 + v
2
2 = 246 GeV
∼=
v1, the 125 GeV Higgs boson H ∼= ρ1 and its couplings to the electroweak (EW) gauge bosons
and all the fermions — except for muons, electrons and their neutrinos — are very nearly as in
the standard model (SM) with a single Higgs doublet. This is effectively the situation referred
to as “alignment”; see e.g. Ref. [342]. The model’s additional Higgs bosons, h ∼= ρ2, ηA ∼= pi2
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and h± ∼= ϕ±2 couple directly to the µ and e doublets and singlets.
The most natural choice of Higgs self-coupling parameters — the only one with H ∼= ρ1
and which can account for the ALEPH dimuon signal — has MηA ∼= Mh = 30 GeV.1 Their
main decay modes are h, η → µ+µ− and, through ϕ1–ϕ2 mixing, h, ηA → b¯b at the percent
level. The decay Z → hηA can then easily account for the O(10−4) branching ratio in Eq. (1)
by choosing tan β = v2/v1 ' 1/20.2 This is the origin of the ALEPH signal in this model.
To prevent a very large contribution to theH width fromH → h+h−, it is simplest to take
Mh± > MH/2. This can be arranged by taking a particular scalar quartic coupling negative, a
choice that is consistent with vacuum stability. Up to Mh± ' 125 GeV, its main decay mode
is h± → µ±νµ. No searches for charged Higgses at LEP, the Tevatron and the LHC look in
this mode, assuming instead that charged Higgses decay to the heaviest quark pairs allowed
kinematically. The strongest limit for a simple µ+µ− + EmissT signal appears to come from
searches at LEP for pair-production of supersymmetric partners of the muon, µ˜±. They limit
Mh± > 95 GeV; see, Ref. [343], e.g. While the h+t¯b coupling in this model is suppressed by
tan β relative to the large coupling mt/v generally assumed in collider searches, it is still large
enough to make h+ → tb¯ an important decay mode if allowed. It is excluded by a CMS search
for t(b)h± production followed by h+ → tb¯ with large branching ratio [344]. With the tan β
suppression, we estimate the upper limit implied by this search to be Mh± <∼ 200 GeV.
Important constraints on the model come from the Higgs couplings to EW bosons. The
relevant couplings in the unitary gauge are:
LEW = ie [Aµ + Zµ cot 2θW ]h+←→∂µh−
+
e
sin 2θW
[
(h cos(β − α)−H sin(β − α))←→∂µ ηA
]
Zµ
+
e
2 sin θW
[
(ηA ± ih cos(β − α)∓ iH sin(β − α))←→∂µ h±
]
W∓µ
+
[
(eAµ + e cot 2θWZµ)
2 +
e2
2 sin2 θW
W+µW−µ
]
h+h−
+
[
e2
sin2 2θW
ZµZµ +
e2
2 sin2 θW
W+µW−µ
]
× [v(H cos(β − α) + h sin(β − α)) + 1
2
(H2 + h2 + η2A)
]
. (2)
Here, α is the angle diagonalizing the H-h mass matrix.
For small α and β, the gauge couplings of H are close to the SM in all cases that
are measurable in the near future. Note the strong ZhηA, W±h∓h and W±h∓ηA couplings,
determined by gauge invariance. This presents an immediate problem for this 2HDM. For
B(h, ηA → µ+µ−) ∼= 1,
Γ(Z → hηA → µ+µ−µ+µ−) ∼= Γ(Z → hηA) = 2αEM p
3
3M2Z sin
2 2θW
cos2(β − α), (3)
where p is the momentum of h in the Z rest frame. For Mh = MηA = 30 GeV, this gives
B(Z → 4µ) ∼= 0.0141, about 3300 times larger that the measured branching ratio of 4.2 ×
1This h–η degeneracy in 2HDM’s with alignment was noticed earlier, in e.g. Ref. [342].
2Rates for the “Higgstrahlung” processes such as Z → Z∗h with Z∗ → b¯b and h → µ+µ− are 5–6 orders of
magnitude smaller than Z → hηA → b¯bµ+µ−.
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10−6 [158]. While it appears impossible to evade this problem in a 2HDM [338], it may be
possible with the added flexibility of Higgs-fermion couplings in a 3HDM.3
The new Higgs bosons of the model are all in the mass range where they can easily be
produced at the LHC. While no dedicated searches exist, measurements of final states contain-
ing muons have been made and may be expected to have sensitivity to this model, quite apart
from the Z width issue. The main focus of this report is to use these measurements to limit
the charged Higgs in the apparently allowed range 95 GeV < Mh± < 200 GeV. The signal
processes to be tested are the Drell-Yan productions
q¯q → γ∗, Z∗ → h+h− → µ+µ− + EmissT , (4)
q¯q′ → W ∗ → h±h, h±ηA → µ±µ+µ− + EmissT . (5)
In order to investigate the limits from the existing LHC measurements, we use the the Contour
analysis tools described in the next section. The analysis itself is in Sec. 4.
3 Analysis Tools
The key tools for our analysis are the Herwig event generator [345, 346], the Rivet library of
analysis routines [325], and the Contur comparison package [347].
Herwig simulates complete LHC events, starting from the matrix element for a hard scat-
ter and including leading-logarithmic QCD partons showers, the conversion of partons into
hadrons, hadronic decays and a simulation of the underlying event. An important feature for
this analysis is the fact that it provides an interface to read in the Universal FeynRules Output
(UFO [93]) files produced by the Feynrules [301] package used to encode the model, and in-
corporates the new matrix elements implied by the model into its event generator machinery. It
then allows inclusive generation of any or all of the new particles and processes, along with SM
contributions if desired. In this analysis we use Herwig 7.1.2 [348].
Rivet contains a library of analysis routines corresponding to published measurements
made at colliders. Many of the analyses are provided by the experiments themselves. The
majority of them are particle-level, differential cross sections made in a fiducial kinematic re-
gion. This means that the experiments have defined a measurement based on ‘true’ final state
particles and have corrected for detector effects such as resolution and efficiency, but have not
extrapolated beyond their acceptance. These measurements thus have a high degree of model
independence. Rivet applies the same analysis as the experiment to generated final state par-
ticles, in our case from Herwig, and reproduces the measurements as histograms. Rivet also
contains the published data and uncertainties, derived from HEPDATA [349], which can then
be compared to the results from Herwig. In this analysis we use Rivet 2.5.4.
Contur takes the output of Rivet for a range of generated model parameters, and makes
a statistical comparison between the prediction and the data. At present, the comparison made
is between the data alone, and the data plus the generated BSM contribution. This approach
will evaluate the room for new physics contributions which is left by the uncertainties on the
measurement, under the assumption that the measurement is identical to the SM. Since all the
measurements used have been shown to agree with the SM, this assumption is not unreasonable,
although it neglects the theory uncertainties and will thus potentially give an over-aggressive
exclusion limit when these are large, or if the data diverge from the SM. 4 The current aim of
3Lane and Pritchett are investigating the possibility of this.
4Planned future versions of Contur will allow direct comparison to the SM predictions, with their uncertainties.
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Contur is to provide a rapid ‘health check’ for new physics models, to identify those regions
already disfavoured by existing measurements.
4 Contur analysis: Limits on the charged Higgs mass
A key advantage of Herwig is that it is simple to select the inclusive production of any given
particle, including the new particles introduced by the ALEPH dimuon model of Sec. 2. This
capability is particularly well suited to the Contur approach, where all available measurements
can be used simultaneously. This already led to the unexpected observation [347] that the
precise measurements of vector bosons produced in association with jets have sensitivity to
benchmark Dark Matter models. As we shall see shortly, it also leads to unexpected results in
the current analysis.
As discussed above, events in which a Z boson decays into hηA produce copious 4-muon
final states, inconsistent with the measured branching ratio [158]. For this reason we exclude
those processes (assuming that a modified model may be constructed to suppress them). We
focus on the charged sector of the model, requiring all events to have at least one charged Higgs
— i.e., using Herwig to generate inclusive h± production. The dominant processes are h+h−,
h±h and h±ηA production. As an additional constraint, for events which contain a W or a Z
boson, only those W and Z decays involving an electron or a muon are generated. As we shall
see, this gives conservative exclusion limits, as the events containing other decay channels of
W bosons also have sensitivity.
We assume the primary data set of interest to be the leptonic “diboson” measurements,
since the decays h± → µ±ν and h, ηA → µ+µ− will lead to contributions to Nµ + EmissT
final states, which will show up in the selections used in measurements aimed at the fully-
leptonic W+W− and WZ diboson processes. The most relevant analysis available in Rivet is
the ATLAS 8 TeV measurement [350]. The equivalent CMS analysis is not available, although
its H → WW measurement [351] is, and was also included. The 7 TeV ATLAS measure-
ments of the low-mass Drell-Yan process [352], ZZ → µ+µ− + EmissT [353] and fully-leptonic
WW [354] are also available, and have some sensitivity. Since Herwig, Rivet and Contur are
designed to generate and study all processes together with little additional overhead, several
other measurements were also studied for potential sensitivity, most importantly the ATLAS
measurement of the four-lepton line shape [355]. Other potentially useful measurements either
have no significant sensitivity, or were not yet available in Rivet at the time of writing.
The W+W− measurement in the muon channel does indeed have sensitivity, excluding
the model at the 97% c.l. for Mh± = 100 GeV, though this sensitivity dies away at higher
masses (13% by Mh± = 200 GeV). But, the model is excluded at a confidence level greater
than 99.9% over the otherwise allowed mass range 95 to 200 GeV discussed in Sec. 2 by the
ATLAS four-lepton line shape. This may seem surprising, since the ATLAS measurement
requires at least one lepton pair close to the Z mass (50 < Mll < 120 GeV). However, the
inclusive Herwig calculation reveals that, over the considered mass range, the by far dominant
decay modes of the charged Higgs are h± → hW± and h± → ηAW±, both at branching
fractions close to 50%; also see Fig. 4. The near 100% decays of h or ηA to µ+µ− give four
muons per event. The BR(W± → µ±ν) = 10.6% for decay to a muon or electron and a
neutrino, mean that h+h− events can in fact contain up to six muons, (or four muons and
an e+e− pair, or five muons and an electron); similarly, h±h and h±ηA events will mostly
contain four muons and can contain up to five. In the absence of vetos on missing energy or
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Figure 4: Decay branching ratios of the charged Higgs h± in Ref. [338] to µ±ν,W±h+W±ηA and to tb¯.
In the model of Ref. [338], the h+ → tb¯ decay rate is suppressed from its SM value by tan2 β ' 1/400.
if additional leptons within the rapidity acceptance do not exceed the veto thresholds (7 GeV
for muons, 6 GeV for electrons), all these final states can potentially contribute to either a
4µ or 2µ2e final state. In fact, parton luminosities and phase space considerations (Mh =
MηA = 30 GeV  Mh± = 100–200 GeV) imply that the dominant processes being excluded
are ud¯, cs¯ → W+ ∗ → h+h, h+ηA → W+hh, W+hηA, W+ηAηA → W+ + 4µ. This is borne
out by Fig. 5.
We note that the measurement includes the four-electron channels, for which there will be
no contribution from our model. This illustrates a feature likely to be common in such studies:
while from a SM point of view the combination is of most interest, since the events predomi-
nantly involve Z/γ propagators; the muon-only measurement, produced without a combination
with electrons, would often be even more sensitive to BSM physics.
While individual pairs of the muons produced in the model primarily come from either
low mass h or ηA decays, and other pairings have no mass peak, the high multiplicity and high
cross section mean that many events pass the fiducial selection given in Table 2 of Ref. [355]
and implemented in Rivet.
As noted above, the muons for events passing the analysis cuts come mainly from the de-
cays of pairs of h and/or ηA; leptons from W decay make only a small contribution. Therefore,
the other decays of W bosons, to jets and τν — which were not generated in this analysis —
are expected to add even further exclusion, since there is no jet veto in the ATLAS analysis.
The mass distributions in Fig. 5 are made after the application of the mass and lepton pT
selections, but before any selection on the pT of the Z bosonss or the ∆R between leptons. They
show the effect of the ATLAS muon selection that defines the fiducial cross section. In a multi-
muon event, the muons are paired according to how close the mass of the pair is to the Z mass -
the “leading” pair is the closest. The “alternative” pairings are those not selected by the ATLAS
algorithm, and exhibit the 30 GeV mass peak expected from h and ηA decays. Whenever either
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Figure 5: Di-lepton mass distribu-
tions for a sample of 5000 generated
events passing the four-lepton selection
cuts. Upper left: for Mh± = 100 GeV,
practically all events have all four muons
coming from the h or ηA decay; upper
right: for Mh± = 200 GeV, those events
which have all four muons coming from
the h or ηA decay are shown; lower left:
for Mh± = 200 GeV, those events which
have one muon coming from a W decay
are shown. The peaks at 30 GeV are due
to the model’s h, ηA → µ+µ−.
of the alternative pairings has a mass differing from 30 GeV, this implies that at least one of the
leptons used to form the pair does not come directly from a h or ηA decay. As demonstrated in
Fig. 5, only half the events at Mh± = 200 GeV have one lepton not coming from either the h or
ηA decay and being off-peak. There are no off-peak events for Mh± = 100 GeV.
The comparisons to data, which give the exclusions, are shown in Figs. 6 and 7 forMh± =
100 GeV and 200 GeV.
5 Conclusions
The two Higgs-doublet model considered here leads to large contributions to already-measured
differential cross sections. Even bearing in mind that the current incarnation of Contur does not
fully take into account theoretical uncertainties on the SM predictions, the effects of this model
would be so large that it can be considered ruled out. Other explanations for the ALEPH dimuon
excess must be sought. More generally, this study demonstrates the power of precision cross-
section measurements at LHC in terms of constraining BSM physics, when such measurements
are made with as few theoretical assumptions as possible. It hopefully helps motivate a redou-
bling of efforts to produce such measurements, made in fiducial regions and based on final-state
particles, as the LHC continues to survey physics above the electroweak symmetry-breaking
scale.
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Figure 6: Projection of the contribution of our model, forMh± = 100 GeV, on to the ATLAS four-lepton
differential cross-section mass measurement (left) and transverse momentum of the four-lepton system
(right). Black points indicate the data, the red upper histogram is the data+BSM. The lower sections of
the plots show the ratio of (data+BSM)/data. The uncertainty in the measurement is suppressed by the
axis scale. The numbers in the legend show the bin number of the most powerful bin, and the exclusion
from that bin expressed as a probability.
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Figure 7: As in Fig.6, but for Mh± = 200 GeV. The yellow error band indicates the uncertainty on the
measurement.
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Collider constraints on light pseudoscalars
U. Haisch, J. F. Kamenik, A. Malinauskas, M. Spira
Abstract
We investigate the bounds on light pseudoscalars that arise from a va-
riety of collider searches. Special attention is thereby devoted to the
mass regions [3, 5] GeV and [9, 11] GeV, in which a meaningful theo-
retical description has to include estimates of non-perturbative effects
such as the mixing of the pseudoscalar with QCD bound states. A com-
pendium of formulas that allows to deal with the relevant corrections
is provided. It should prove useful for the interpretation of future LHC
searches for light CP-odd spin-0 states.
1 INTRODUCTION
The most significant achievement of the LHC Run-I physics programme has been the discovery
of a new spin-0 resonance (h) with a mass of 125 GeV and with properties consistent with that of
the standard model (SM) Higgs boson [260–262]. Besides precision measurements of processes
involving a h, the LHC Higgs physics programme however also includes a wide spectrum of
searches for additional Higgses (a summary of LHC Run-I results can be found in [356] for
instance). Such states are predicted in many SM extensions such as supersymmetry or models
where the Higgs is realised as a pseudo Nambu-Goldstone boson (PNGB) of a new approximate
global symmetry.
In fact, if the extended electroweak (EW) symmetry breaking sector contains a PNGB,
this state can be significantly lighter than the other spin-0 particles. A well-known example of a
model that includes a light pseudoscalar (a) is provided by the next-to-minimal supersymmetric
SM (NMSSM) where this state can arise as a result of an approximate global U(1)R symme-
try [357]. Since in this case the amount of symmetry breaking turns out to be proportional to
soft breaking trilinear terms, the mass of the a can naturally be less than half of the SM Higgs
mass, if the trilinear terms are dialled to take values in the GeV range. Non-supersymmetric
theories that can feature a light pseudoscalar are, to just name a few, simplified models where
a complex singlet scalar is coupled to the Higgs potential of the SM or the two-Higgs dou-
blet model (2HDM), Little Higgs models and hidden valley scenarios (see [358] and references
therein for details).
Irrespectively of the precise ultraviolet (UV) realisation, a light pseudoscalar can lead
to distinctive collider signatures. The most obvious consequence are exotic decays of the SM
Higgs, namely h→ aa for ma < mh/2 [359,360] and h→ aZ for ma < mh−mZ [358,361].
Another feature that can have important phenomenological implications is that in the presence
of the heavy-quark transition a → bb¯ (a → cc¯) the pseudoscalar a can mix with bottomonium
(charmonium) bound states with matching quantum numbers [362–368].
LHC searches for h → aa have been performed in the 4µ [369, 370], 4τ [371, 372],
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2µ2τ [372] and 2µ2b [372] final states. The obtained results have been used to set upper bounds
on the h → aa branching ratio in 2HDMs with an extra complex singlet (2HDM+S) for pseu-
doscalar masses in the range of [1, 62.5] GeV. The analyses [369,371,372] however all exclude
ma values in the regions [3, 5] GeV and [9, 11] GeV for which a–ηc and a–ηb mixing effects as
well as open flavour decays to D and B(s) meson pairs can be potentially important.
The main goal of this work is to extend the latter results to the cc¯ and bb¯ threshold re-
gions by including effects that cannot be properly described in the partonic picture. In order to
highlight the complementarity of different search strategies for a light a, we also compare our
improved limits to other bounds on the 2HDM+S parameter space that derive from the LHC
searches for h → ZdZ → 4` [373], h → ZdZ → 2µ2` [374], pp → a → µ+µ− [375, 376],
pp → abb¯ followed by a → τ+τ− [377] or a → µ+µ− [378], pp → a → γγ [379, 380],
pp→ a→ τ+τ− [381], from the BaBar analyses of radiative Υ decays [382–384] and from the
LHCb measurements of the production of Υ mesons [367,385] as well as the inclusive dimuon
cross section [386, 387].
This article is organised as follows. In Section 2 we briefly recall the structure of the
2HDM+S scenarios. Our recast of the results [369,371,372] is presented in Section 3, where we
also derive the constraints on the 2HDM+S parameter space that follow from the measurements
and prosposals [367, 373–387]. We conclude in Section 4. The formulas necessary to calculate
the partial decay widths of the pseudoscalar a are collected in Appendix A, while Appendix B
contains a concise discussion of the mixing formalism and of open flavour decays that are
relevant in the vicinity of the bb¯ and cc¯ thresholds.
2 THEORETICAL FRAMEWORK
In the following section we will interpret various searches for light pseudoscalars in the context
of 2HDM+S scenarios. In this class of models a complex scalar singlet S is added to the 2HDM
Higgs potential (see e.g. [341, 388] for 2HDM reviews). The field S couples only to the two
Higgs doublets H1,2 but has no direct Yukawa couplings, acquiring all of its couplings to SM
fermions through its mixing with the Higgs doublets. A light pseudoscalar a can arise in such a
setup from the admixture of the 2HDM pseudoscalar A and the imaginary part of the complex
singlet S. The corresponding mixing angle will be denoted by θ, and defined such that for
θ → 0 the mass eigenstate a becomes exactly singlet-like.
To eliminate phenomenologically dangerous tree-level flavour-changing neutral currents (FC-
NCs) the Yukawa interactions that involve the Higgs fields H1,2 have to satisfy the natural
flavour conservation hypothesis [389, 390]. Depending on which fermions couple to which
doublet, one can divide the resulting 2HDMs into four different types. In all four cases the
Yukawa couplings between the pseudoscalar a and the SM fermions take the generic form
L ⊃ −
∑
f
yf√
2
iξMf f¯γ5f a . (1)
Here yf =
√
2mf/v denote the SM Yukawa couplings and v ' 246 GeV is the EW vacuum
expectation value. The parameters ξMf encode the dependence on the 2HDM Yukawa sector and
the factors relevant for the further discussion are given in Table 1. In this table the shorthand
notations sθ = sin θ and tβ = tan β have been used. Similar abbreviations will also be used in
what follows.
In the presence of (1) the CP-odd scalar a can decay into fermions at tree level and into
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type I II III IV
up-type quarks sθ/tβ sθ/tβ sθ/tβ sθ/tβ
down-type quarks −sθ/tβ sθ tβ −sθ/tβ sθ tβ
charged leptons −sθ/tβ sθ tβ sθ tβ −sθ/tβ
Table 1: Ratios ξMf of the Yukawa couplings of the pseudoscalar a relative to those of the SM Higgs in
the four types of 2HDM+S models without tree-level FCNCs.
gluons, photons and EW gauge bosons at loop level. The expressions for the partial decay
widths Γ(a → XX) that we employ in our study are given in Appendix A. Since in this
work we will assume that the a is lighter than the W , Z, h and the other 2HDM Higgs mass
eigenstates H , A, H±, decays of the a into the latter states are kinematically forbidden.
If the a is sufficiently light, exotic decays of the SM Higgs into the two final states aZ and
aa are however possible. The partial decay width Γ(h→ aZ) is in 2HDM+S scenarios entirely
fixed by the 2HDM parameters α, β and the mixing angle θ. Explicitly, one has at tree level
Γ(h→ aZ) = g
2
haZ
16pi
m3h
v2
λ3
(
m2h,m
2
a,m
2
Z
)
, (2)
with
ghaZ = cβ−α sθ , (3)
and
λ (x, y, z) =
√
1− 2 (y + z)
x
+
(y − z)2
x2
. (4)
Notice that in the exact alignment/decoupling limit, i.e. α = β − pi/2, in which the lighter CP-
even spin-0 state h of the 2HDM becomes fully SM-like, the coupling ghaZ and thus Γ(h→ aZ)
is precisely zero. However, given that the total decay width of the SM Higgs is only about
4 MeV, the process h→ aZ can be important even if deviations from the alignment/decoupling
limit are relatively small.
Unlike ghaZ , the triple Higgs coupling ghaa depends not only on the physical Higgs masses
and mixing angles but also on some of the trilinear couplings that appear in the full scalar
potential. This feature makes the partial decay width Γ(h → aa) model dependent, and in
consequence the two exotic branching ratios BR(h → aZ) and BR(h → aa) can be adjusted
freely by an appropriate choice of parameters. Following this philosophy we will treat BR(h→
aZ) and BR(h→ aa) as free parameters in the remainder of this article.
3 NUMERICAL RESULTS
We begin our numerical analysis by interpreting the recent CMS results [369, 371, 372] for the
exotic SM Higgs decay h → aa in the 2HDM+S context. The final states that we consider are
4µ [369], 4τ [371, 372], 2µ2τ [372] and 2µ2b [372]. These searches probe ma values in the
range [0.25, 3.55] GeV, [4, 8] GeV, [5, 15] GeV, [15, 62.5] GeV and [25, 62.5] GeV, respectively.
To facilitate a comparison between the results obtained by the CMS collaboration and by us,
we consider like [372] the following four 2HDM+S benchmark scenarios: the type I model
with tβ = 1, the type II model with tβ = 2, the type III model with tβ = 5 and the type IV
model with tβ = 0.5. The fermionic coupling factors ξMf corresponding to each 2HDM+S
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type are reported in Table 1. It is important to realise that the sθ-dependence of ξMf cancels
in BR(a → XX) and it is thus possible to translate constraints on signal strengths such as
σ(pp → h)BR(h → aa)BR2(a → µ+µ−) into sθ-independent bounds on µhBR(h → aa).
Here we have defined µh = σ(pp→ h)/σ(pp→ h)SM.
The results of our recast are shown in the panels of Fig. 1 and should be compared to
the exclusion plots displayed in Fig. 8 of [372]. The branching ratios BR(a → XX) used to
interpret the results in the four particular 2HDM+S scenarios are calculated using the formulas
given in Appendix A and include the mixing and threshold effects described in Appendix B.
Notice that the inclusion of a–ηc and a–ηb mixing is crucial to obtain meaningful predictions in
thema regions [3, 5] GeV and [9, 11] GeV, which are left unexplored in the CMS analysis [372].
While overall we observe good agreement between the 95% confidence level (CL) ex-
clusions set by CMS and by us, some differences in the derived limits are evident. Firstly,
our analysis covers the mass region close to the cc¯ (bb¯) threshold, where our limits display a
resonance-like behaviour as a result of the mixing of the a with the three ηc (six ηb) states in-
cluded in our study. Second, in the ma range of [1, 3] GeV our bounds on µhBR(h→ aa) tend
to be somewhat weaker than those derived in [372]. The observed difference is again a conse-
quence of the mixing of the a with QCD bound states. In fact, in the very low mass range the
total decay width of the unmixed a is below 10−3 MeV in the considered 2HDM+S scenarios,
while that of the lightest ηc state amounts to around 30 MeV [158]. Hence even a small ηc-
admixture in the mass eigenstate a can lead to an enhanced total decay width Γa which in turn
results in a suppression of BR(a→ µ+µ−) and a weakening of the bound on µhBR(h→ aa).
A light pseudoscalar a can also be searched for via the decay h → aZ. The only LHC
analyses that presently can be used to set bounds on BR(h → aZ) are the ATLAS searches
for new dark bosons Zd produced in h → ZdZ [373, 374]. Notice that while the Zd decays
democratically into electrons and muons in the case of the a one has Γ(a → e+e−)/Γ(a →
µ+µ−) = m2e/m
2
µ ' 2 · 10−5. As a result 4e and 2e2µ events originating from h → aZ →
4e and h → aZ → 2e2µ give essentially no contribution to the signal strength in pp →
h → aZ → 4`. The 8 TeV ATLAS study [373] however only provides exclusion bounds
on BR(h → ZdZ → 4`) from a combination of final states. To correct for this mismatch
we have calculated rAε =
∑
X=4µ,2µ2eAεX/
∑
X=4µ,4e,2e2µ,2µ2eAεX , where AεX denotes the
product of acceptance and reconstruction efficiency in the final state X — the values for AεX
can be found in the auxiliary material of [373]. We find that rAε has only a mild depen-
dence on ma and amounts to around 60%. The actual limits are then obtained by equating
rAε BR(h → aZ) BR(a → µ+µ−) BR(Z → `+`−) = BR(h → ZdZ → 4`) and solving
for BR(h → aZ). To improve upon this naive recast one would need individual bounds for
the different combinations of final-state lepton flavours. In fact, the very recent 13 TeV ATLAS
analysis [374] providesAε2µ2` as well as limits on the relevant fiducial cross section. Our recast
of the latter results thus only has to rely on the assumption that the product Aε2µ2` is roughly
the same for the Zd model and the 2HDM+S scenario, which we indeed believe to be the case.
The exclusion limits on µhBR(h→ aZ) corresponding to the four 2HDM+S benchmark
scenarios discussed earlier are presented in Fig. 2. From the panels it is evident that, apart from
pseudoscalar masses around 25 GeV where the data [374] has a local deficit, the constraints that
derive from the 13 TeV analysis [374] are significantly stronger than those that one obtains from
the 8 TeV data [373]. One also observes that the constraints in the first and second benchmark
are weak as they just start to probe the region µhBR(h → aZ) . 1, whereas in the third and
fourth 2HDM+S scenario already values of µhBR(h → aZ) . 0.1 can be probed with the
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Figure 1: Limits on µhBR(h → aa) in the 2HDM+S of type I with tβ = 1 (top left), type II with
tβ = 2 (top right), type III with tβ = 5 (bottom left) and type IV with tβ = 0.5 (bottom right). The
purple, blue, orange, red and green exclusions correspond to the search for h → aa → 4µ [369],
h → aa → 4τ [371], h → aa → 4τ [372], h → aa → 2µ2τ [372] and h → aa → 2µ2b [372],
respectively. The dashed black lines indicate µhBR(h→ aa) = 1 and all coloured regions are excluded
at 95% CL.
available LHC data sets. Since the asymmetry between electron and muon final states from
h → aZ decays is a striking signature of a light pseudoscalar, we strongly encourage our
experimental colleagues to provide as in [374] separate bounds for the 2e2` and 2µ2` final
states in future searches for signatures of the type h→ ZdZ → 4`.
Constraints on the parameter space of the four different types of 2HDM+S scenarios can
finally be derived from the LHC searches for pp → a → µ+µ− [375, 376], pp → abb¯ →
τ+τ−bb¯ [377] or pp → abb¯ → µ+µ−bb¯ [378], pp → a → γγ [379], pp → a → τ+τ− [381],
from the studies of Υ → aγ decays performed at BaBar [382–384] and from the LHCb mea-
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Figure 2: Limits on µhBR(h → aZ) in the 2HDM+S of type I with tβ = 1 (top left), type II
with tβ = 2 (top right), type III with tβ = 5 (bottom left) and type IV with tβ = 0.5 (bottom right).
The red and green bounds correspond to the ATLAS search for pp → h → ZdZ → 4` [373] and
pp→ h→ ZdZ → 2µ2` [374], respectively. The dashed black lines indicate µhBR(h→ aZ) = 1 and
all coloured regions are excluded at 95% CL.
surements of Υ production [367,385] as well as of the inclusive dimuon cross section [386,387].
Since these search strategies all rely on the production of a pseudoscalar a the resulting con-
straints all scale as s2θ. For a given type of 2HDM+S model and a fixed value of tβ , the measure-
ments [375–379, 381–384, 387] can therefore be used to set limits on |sθ| as a function of the
pseudoscalar mass ma.
For concreteness we study the same four 2HDM+S scenarios that we have already con-
sidered before. The most stringent limits on |sθ| that can be derived at present are displayed in
Fig. 3. In order to recast the results of the CMS searches for a → µ+µ− [376], pp → abb¯ →
τ+τ−bb¯ [377], pp → a → γγ [379], pp → a → τ+τ− [381], the LHCb measurements of
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Figure 3: Limits on |sθ| in the 2HDM+S of type I with tβ = 1 (top left), type II with tβ = 2 (top
right), type III with tβ = 5 (bottom left) and type IV with tβ = 0.5 (bottom right). The green, turquoise,
red, purple, orange, blue and yellow exclusions correspond to the searches for a → µ+µ− [376], pp →
abb¯→ τ+τ−bb¯ [377], pp→ a→ γγ [379], pp→ a→ τ+τ− [381] and Υ(1S)→ aγ → µ+µ−γ [383],
the measurements of Υ production [367,385] and the inclusive dimuon cross section [387], respectively.
The dashed black lines indicate |sθ| = 1 and all coloured regions are excluded at 95% CL apart from the
orange and yellow contours which only hold at 90% CL.
Υ production [367, 385] and the inclusive dimuon cross section [387], one needs to know the
production cross sections of a light a in gluon-fusion and in association with bb¯ pairs. Our
predictions for gg → a production are obtained at next-to-next-to-leading order in QCD using
HIGLU [391], while the pp → abb¯ cross sections are calculated at next-to-leading order (NLO)
in QCD in the four-flavour scheme with MadGraph5_aMCNLO [95] employing an UFO implemen-
tation [93] of the 2HDM model discussed in the publication [151].
Our recast of the results of the LHCb search for dark photons A′ [387] proceeds as fol-
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lows. We calculate the inclusive pp → A′ production cross section at NLO in QCD using
MadGraph5_aMCNLO [95], while we extract BR(A′ → µ+µ−) from the well-measured cross
section ratio R = σ(e+e− → hadrons)/σ(e+e− → µ+µ−) [158]. Following [386, 387],
model-dependent A′–Z mixing effects are included in our calculation employing the formu-
las given in [392]. We have also taken into account detector acceptance differences between
pp → A′ → µ+µ− and pp → a → µ+µ− by computing the ratio rA = Aa/AA′ of signal
acceptances. We find that rA amounts to around 2.0, 1.3, 1.0 at ma = 5 GeV, 15 GeV, 70 GeV
and scales approximately linear between the quoted ma values. Concerning the detection effi-
ciencies εA′ and εa we assume that they are identical for A′ → µ+µ− and a → µ+µ−, which
should be a good approximation when the dimuon signal is prompt [387]. We finally add that in
our recast of the LHCb dark photon results, we only consider the mass region ma > 4.5 GeV to
avoid a–ηc mixing contributions to the pp→ a cross section associated to pp→ ηc production.
The mass region ma ∈ [9.1, 10.6] GeV is also not covered by our recast, because in [387] the
LHCb collaboration does not present bounds on the kinetic mixing of the A′ close to the bb¯
threshold.
The main conclusion that can be drawn from the results presented in Fig. 3 is that only
in the 2HDM+S scenario of type IV with tβ = 0.5 it is possible to set physical meaningful
bounds on the sine of the mixing angle θ, i.e. |sθ| < 1, over the entire range of studied pseu-
doscalar masses. One furthermore observes that solely the BaBar search for the radiative decay
Υ(1S) → aγ → µ+µ−γ [383] allows to probe parameter regions with |sθ| < 0.1. This search
is however kinematically limited to ma < mΥ(1S) ' 9.5 GeV. Improvements in the existing
LHC search strategies (and/or new approaches) are needed to reach the same sensitivity on |sθ|
for pseudoscalar masses above around 10 GeV in the examined 2HDM+S benchmark models.
Measurements of the inclusive dimuon cross section [386, 387] seem to be quite promising in
this context.
4 CONCLUSIONS
Beyond the SM theories with an extended Higgs sector can naturally lead to pseudoscalar res-
onances with masses significantly below the EW scale if these states serve as PNGBs of an
approximate global U(1) symmetry. The R-symmetry limit in the NMSSM and the case of
spontaneously broken U(1) subgroups in Little Higgs models are just two working examples of
this general idea. Searches for light CP-odd spin-0 states are thus theoretically well-motivated
and in the case of a detection could help to illuminate the structure and dynamics of the under-
lying UV model.
The existing collider searches for pseudoscalars with masses of approximately [1, 100] GeV
fall into two different classes. Firstly, searches that look for the presence of a light a in the
decay of a SM particle. Searches for h → aa and h → aZ, but also the radiative decays
Υ → aγ belong to this category. In the case of the exotic Higgs decays the resulting signature
that the ATLAS and CMS experiments have explored are four-fermion final states contain-
ing at least two opposite-sign leptons [369–374], while what concerns the radiative Υ decays,
BaBar has considered the hadronic, dimuon and ditau decays of pseudoscalars [382–384]. The
second type of searches instead relies on the direct production of the a in pp collisions and
its subsequent decays to either charged lepton or photon pairs. Both the gluon-fusion chan-
nel [367, 375, 376, 379–381, 385] and abb¯ production [377, 378] have so far been exploited to
look for light pseudoscalars at the LHC in this way.
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In this work, we have performed a global analysis of the present collider constraints on
light pseudoscalar states. To facilitate a comparison with the recent CMS study [372], we
have considered the class of 2HDM+S models, treating the parameters tβ and sθ as well as the
branching ratios BR(h → aa) and BR(h → aZ) as free parameters — see Section 2 for a
concise introduction to the 2HDM+S setup. A complication that arises in our analysis is that in
the mass regions [3, 5] GeV and [9, 11] GeV, non-perturbative effects such as the mixing of the
pseudoscalar with QCD bound states have to be taken into account to allow for a meaningful
interpretation of the experimental data. We have worked out the theoretical formalism necessary
to calculate the most relevant short-distance and long-distance effects and provide a collection
of the corresponding formulas in the two Appendices A and B.
Our numerical analysis consists of three parts. In the first part, we have derive 95% CL
exclusion limits on the signal strength µhBR(h→ aa) that follow from the latest CMS searches
for the exotic h → aa decay [369–372], while in the second part we present the limits on
µhBR(h → aZ) that stem from the ATLAS searches for h → ZdZ → 4` [373] and h →
ZdZ → 2µ2` [374]. The exclusion bounds on |sθ| that arise from the searches [367, 376, 377,
379, 381, 383, 385, 387] are finally derived in the third part of our numerical study. In all three
cases, we have considered four specific 2HDM+S benchmark scenarios that differ in the choice
of Yukawa sector and tβ . We have found that the inclusion of a–ηc
(
a–ηb
)
mixing effects
as well as open flavour decays to D
(
B(s)
)
meson pairs has a visible impact on the obtained
limits only in the mass region of approximately [1, 4] GeV
(
[10, 15] GeV
)
, while perturbative
calculations are perfectly adequate for ma values away from the cc¯ and bb¯ thresholds.
The main conclusion that can be drawn from the results presented in Figs. 1, 2 and 3 is
that existing collider constraints on the parameter space of 2HDM+S models are in general not
very strong. Exceptions are the [1, 3] GeV region in which µhBR(h→ aa) is well-constrained
by the CMS search for h → aa → 4µ [369] and the [1, 9.5] GeV range where the Υ(1S) →
aγ → µ+µ−γ search of BaBar [383] provides stringent limits on |sθ|. Much to the opposite,
the 2HDM+S parameter space turns out to be least constrained for ma values in the range of
approximately [15, 70] GeV. The development of improved or new search techniques (such as
for instance dedicated searches for h→ aZ [374] and inclusive diphoton [380] or dimuon [386,
387] cross section measurements) that specifically focus on the latter mass region therefore
seems to be a worthwhile scientific goal.
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Appendix
A Decay width formulas
In the calculation of the total decay width Γa of the unmixed pseudoscalar a, we employ the
following expressions for the partial decay widths (see the reviews [394–397] for instance)
Γ(a→ `+`−) =
(
ξM`
)2
m2`ma
8piv2
β`/a , (A.1)
Γ(a→ qq¯) = 3
(
ξMq
)2
m2qma
8piv2
(
1 + ∆q +
ξMt
ξMq
∆t
)
, (A.2)
Γ(a→ QQ¯) = 3
(
ξMQ
)2
m2Qma
8piv2
βQ/a (1 + ∆Q) , (A.3)
Γ(a→ gg) = α
2
sm
3
a
32pi3v2
∣∣∣∣∣ ∑
q=t,b,c,s
ξMq P(τq/a)
∣∣∣∣∣
2
Kg , (A.4)
Γ(a→ γγ) = α
2m3a
64pi3v2
∣∣∣∣∣ ∑
q=t,b,c,s
3ξMq Q
2
q
(P(τq/a) + ∆γ)+ ξMτ P(ττ/a)
∣∣∣∣∣
2
, (A.5)
where MS masses are indicated by a bar while masses without a bar are evaluated in the pole
scheme. We have furthermore defined τf/a = 4m2f/m
2
a and βf/a =
√
1− τf/a and used the
symbol Qq to denote the electric charge of the quark in question. All MS masses as well as the
coupling constants αs and α are renormalised at the scale µR = ma. Table 1 finally contains
the coupling assignments ξMf that we consider in our work.
The QCD corrections to the partial decay width into light quarks (A.2) that are included
in our numerical analysis read [362, 398–408]
∆q =
αs
pi
5.67 +
(αs
pi
)2 (
35.94− 1.36Nf
)
+
(αs
pi
)3 (
164.14− 25.77Nf + 0.259N2f
)
+
(αs
pi
)4 (
39.34− 220.9Nf + 9.685N2f − 0.0205N3f
)
,
(A.6)
and [409, 410]
∆t =
(αs
pi
)2 [
3.83 + ln
(
m2t
m2a
)
+
1
6
ln2
(
m2q
m2a
)]
. (A.7)
The symbolNf introduced above denotes the number of light quark flavours that are active at the
scale ma. For pseudoscalar masses far above the threshold, i.e. ma  2mq, the results (A.6)
and (A.7) represent at the moment the most accurate predictions for the QCD corrections to
Γ(a → qq¯). In our numerical analysis, we hence use them to calculate the partonic rate of
a→ ss¯.
In the case of the partial decay width into heavy-quark pairs (A.3) the QCD corrections
are given to first order in αs by [362, 398–402]
∆Q =
αs
pi
(
4Q(βQ/a)
3βQ/a
− 19 + 2β
2
Q/a + 3β
4
Q/a
12βQ/a
lnxβQ/a +
21− 3β2Q/a
6
)
. (A.8)
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Here we have introduced the abbreviation xβQ/a = (1 − βQ/a)/(1 + βQ/a) and the one-loop
function entering (A.8) takes the form
Q(β) = (1 + β2)(4Li2(xβ) + 2Li2(−xβ) + 4 lnxβ ln 2
1 + β
+ 2 lnxβ ln β
)
− 3β ln 4β
4/3
1− β2 ,(A.9)
with Li2(z) denoting the usual dilogarithm. In the threshold region, i.e. ma ' 2mQ, mass
effects are important and as a result the QCD corrections (A.8) should be used to describe them.
Following the prescription implemented in HDECAY [411,412], the transition between the region
close to threshold to that far above threshold is achieved by a smooth linear interpolation of the
results (A.2) and (A.3). Because this approach yields an optimised description of Γ(a → cc¯)(
Γ(a → bb¯)) for pseudoscalar masses in the vicinity of ma ' 3.1 GeV (ma ' 11.5 GeV) it is
used in our work.
The one-loop function appearing in (A.4) and (A.5) is given by
P(τ) = τ arctan2
(
1√
τ − 1
)
, (A.10)
where for analytic continuation it is understood that τ → τ − i0.
The multiplicative factor Kg entering (A.4) takes the following form
Kg = 1 + 2Re
( ∑
q=t,b,c,s ξ
M
q ∆g∑
q=t,b,c,s ξ
M
q P(τq/a)
)
+
αs
pi
(
73
4
− 7
6
Nf
)
, (A.11)
where the second term encodes the virtual two-loop QCD corrections, while the third term
corresponds to the finite part of the real QCD corrections in the heavy-quark limit [394, 413].
We have verified that quark mass effects of the real corrections not included in (A.11) amount
to no more than 5%. The virtual corrections can be written as
∆g =
αs
pi
(
G(yq/a) + 2τq/aP ′(τq/a) ln
µ2q
m2q
)
, (A.12)
where yq/a = −xq/a with τq/a → τq/a + i0 for analytic continuation and the prime denotes a
derivative with respect to τq/a. To reproduce the position of the a→ qq¯ threshold correctly, we
set µq = ma/2 in our study. The two-loop function appearing in (A.12) reads [413, 414]
G(y) = y
(1− y)2
[
48H(1, 0,−1, 0; y) + 4 ln(1− y) ln3 y − 24ζ2Li2(y)− 24ζ2 ln(1− y) ln y
− 72ζ3 ln(1− y)− 220
3
Li3(y)− 128
3
Li3(−y) + 68Li2(y) ln y
+
64
3
Li2(−y) ln y + 94
3
ln(1− y) ln2 y − 16
3
ζ2 ln y +
124
3
ζ3 + 3 ln
2 y
]
− 24y (5 + 7y
2)
(1− y)3 (1 + y) Li4(y)−
24y (5 + 11y2)
(1− y)3 (1 + y) Li4(−y) (A.13)
+
8y (23 + 41y2)
3(1− y)3 (1 + y)
[
Li3(y) + Li3(−y)
]
ln y − 4y (5 + 23y
2)
3(1− y)3 (1 + y) Li2(y) ln
2 y
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− 32y (1 + y
2)
3(1− y)3 (1 + y) Li2(−y) ln
2 y +
y (5− 13y2)
36(1− y)3 (1 + y) ln
4 y +
2y (1− 17y2)
3(1− y)3 (1 + y) ζ2 ln
2 y
+
4y (11− 43y2)
3(1− y)3 (1 + y) ζ3 ln y +
24y (1− 3y2)
(1− y)3 (1 + y) ζ4 +
2y (2 + 11y)
3(1− y)3 ln
3 y .
Here H(1, 0,−1, 0; z) is a harmonic polylogarithm of weight four with two indices different
from zero, which we evaluate numerically with the help of the program HPL [415]. The poly-
logarithm of order three (four) is denoted by Li3(z)
(
Li4(z)
)
, while ζ2 = pi2/6, ζ3 ' 1.20206
and ζ4 = pi4/90 are the relevant Riemann’s zeta values.
In the case of (A.5) we decompose the relevant QCD corrections as
∆γ =
αs
pi
(
A(yq/a) + 2τq/aP ′(τq/a) ln
µ2q
m2q
)
, (A.14)
with [413, 414, 416]
A(y) = − y (1 + y
2)
(1− y)3(1 + y)
[
72Li4(y) + 96Li4(−y)− 128
3
[
Li3(y) + Li3(−y)
]
ln y
+
28
3
Li2(y) ln
2 y +
16
3
Li2(−y) ln2 y + 1
18
ln4 y
+
8
3
ζ2 ln
2 y +
32
3
ζ3 ln y + 12ζ4
]
(A.15)
+
y
(1− y)2
[
−56
3
Li3(y)− 64
3
Li3(−y) + 16Li2(y) ln y + 32
3
Li2(−y) ln y
+
20
3
ln (1− y) ln2 y − 8
3
ζ2 ln y +
8
3
ζ3
]
+
2y (1 + y)
3(1− y)3 ln
3 y .
B Mixing and threshold effects
Even though the decay a → bb¯ (a → cc¯) is kinematically forbidden below the open-flavour
threshold, the presence of heavy quarks can become relevant through mixing between the
pseudoscalar a and bottomonium (charmonium) bound states with the same quantum num-
bers [362–368]. Such mixings can effectively be described through off-diagonal contribu-
tions δm2aηb(n) to the pseudoscalar mass matrices squared. In the case of a–ηb mixing, we
employ
M2aηb =

m2a − imaΓa δm2aηb(1) . . . δm2aηb(6)
δm2aηb(1) m
2
ηb(1)
− imηb(1)Γηb(1) . . . 0
... 0 . . . 0
δm2aηb(6) 0 0 m
2
ηb(6)
− imηb(6)Γηb(6)
 , (B.16)
with
δm2aηb(n) = ξ
M
b
√
3
4piv2
m3ηb(n)
∣∣Rηb(n)(0)∣∣ . (B.17)
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mηb(n)
∣∣Rηb(n)(0)∣∣ mηc(n) ∣∣Rηc(n)(0)∣∣
n = 1 9.4 2.71 2.98 0.90
n = 2 10.0 1.92 3.64 0.73
n = 3 10.3 1.66 3.99 0.67
n = 4 10.6 1.43 — —
n = 5 10.85 1.41 — —
n = 6 11.0 0.91 — —
Table B.1: Masses of the ηb(n) and ηc(n) bound states in units of GeV and the corresponding values of
the radial wave functions in units of GeV3/2.
The masses and radial wave functions of the ηb(n) states are denoted by mηb(n) and Rηb(n), re-
spectively. The latter quantities can be extracted from the Υ(n) leptonic decay widths (see [417]
for instance) which are measured rather precisely [158]. In the case of a–ηc mixing, we only
include the first three states in the pseudoscalar mass matrix squared (B.16) and rely on the
potential model calculations of [418] to determine the radial wave functions Rηc(n). The values
of the ηb(n) and ηc(n) masses and radial wave functions that are used in our numerical analysis
are collected in Table B.1 for convenience.
To be able to determine the eigenvalues and eigenvectors of (B.16) one also needs to know
the total decay widths of the ηb(n) and ηc(n) states. The digluon decay widths of the ηb(n) states
are given to leading order in αs by (see [362] for example)
Γ(ηb(n)→ gg) = α
2
s
3m2ηb(n)
∣∣Rηb(n)(0)∣∣2 , (B.18)
and an analogous formula holds in the case of the charmonium resonances.
The partial decay widths (B.18) essentially saturate Γηb(n) with n 6= 5, 6. For ηb(5) and
ηb(6), however, also decays to final states involving pi and B(s) mesons are relevant. In the case
of the decays to pion final states, we employ [158]
Γ(ηb(5)→ pi mesons) = 1.5 MeV , (B.19)
Γ(ηb(6)→ pi mesons) = 3 MeV , (B.20)
while the B(s) decays are incorporated via the approximate relations [366]
Γ(ηb(5)→ B +Bs mesons) ' 0.9Γ(Υ(5)→ B mesons) + 0.65Γ(Υ(5)→ Bs mesons) ,
(B.21)
Γ(ηb(6)→ B +Bs mesons) ' Γ(Υ(5)→ B mesons) + Γ(Υ(5)→ Bs mesons) , (B.22)
in our numerical analysis. Here [158]
Γ(Υ(5)→ B mesons) = 42 MeV , (B.23)
Γ(Υ(5)→ Bs mesons) = 11 MeV . (B.24)
In the case of the charmonium bound states, we use directly Γηc(1) = 31.8 MeV and
Γηc(2) = 11.3 MeV [158], while for ηc(3) we include besides (B.18) an open-charm contribu-
tion. Applying the approach of [366] to relate the ηc(3) decays to those of ψ(3770) results in
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Γ(ηc(3) → D mesons) ' 30Γ(ψ(3770) → D mesons). However, the ψ(3770) lies very close
to the open-charm threshold and is thus highly susceptible to strong rescattering effects. Using
instead the ψ(4040) properties as input, we obtain the approximate result
Γ(ηc(3)→ D mesons) ' 0.5Γ(ψ(4040)→ D mesons) , (B.25)
where Γ(ψ(4040)→ D mesons) ' Γψ(4040) = 80 MeV [158].
We furthermore emphasise that the branching ratios ηb(n) → µ+µ− are all below the
10−10 level [367] and therefore can be safely ignored in the mixing formalism. The effects of
the ditau decays of the bottomonium bound states are negligible as well and so are the dilepton
decays of the ηc(n) mesons. Effects of a–ηb mixing in h → aa such as for instance h →
2ηb(n) → aa are part of BR(h → aa) and thus effectively included in our numerical analysis.
The same is true for contributions of intermediate ηc(n) states to the exotic decay h → aa of
the SM Higgs.
Above the bb¯ (cc¯) threshold a perturbative description of the production and the decay
of the pseudoscalar a breaks down. In this region one can however approximate the bb¯ (cc¯)
contributions to the total decay width Γa through a heuristic model that is inspired by QCD
sum rules [362, 366, 367] and interpolates to the continuum sufficiently above threshold. The
interpolations take the form
N ba = 1− exp
[
−8.0
(
1− (mB +mB∗)
2
m2a
)2.5]
, (B.26)
N ca = 1− exp
[
−6.5
(
1− (mD +mD∗)
2
m2a
)2.5]
, (B.27)
with mB = 5.28 GeV, mB∗ = 5.33 GeV, mD = 1.86 GeV and mD∗ = 2.01 GeV [158].
In our analysis, the interpolation is achieved by simply multiplying the partonic decay width
Γ(a→ bb¯) and Γ(a→ cc¯) by the factor N ba and N ca , respectively.
For ma > 2mK decays into kaons become kinematically allowed. The decay a → KK
however violates CP, and as a result a can in practice only decay into three-body final states
such as KKpi. Following [393], we estimate the hadronic width Γ(a → ss¯ → KKpi) by
multiplying Γ(a→ ss¯) by the suppression factor
N sa =
16pi
m2a
(
m∗s
ms
)2
ρ (mK ,mK ,mpi,ma)
βs/a
, (B.28)
withm∗s = 450 MeV [419],mK = 439 MeV andmpi = 140 MeV [158]. Here ρ (m1,m2,m3,m4)
denotes the phase space for isotropic three-body decays. It can be written as
ρ (m1,m2,m3,m4) =
1
(4pi)3
∫ m21+m24−(m2+m3)2
2m4
m1
dE1 2
√
E21 −m21
× λ (m21 +m24 − 2E1m1,m22,m23) ,
(B.29)
with λ (x, y, z) defined in (4).
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Light scalar boson searches at the LHC through associated
production with a Z boson
A. Angelescu, S. Fichet, L. Finco, S. Gascon-Shotkin, G. Moreau, S. Zhang
Abstract
Light scalar bosons with mass typically below ∼ 65 GeV, predicted
in several scenarios beyond the Standard Model (SM), might have been
missed by the present experimental searches based on the Large Hadron
Collider (LHC) data. Here we show that such generic neutral CP-odd
or CP-even scalar fields, thanks to their production in association with
a detectable Z gauge boson, exhibit specific kinematical distributions
which could allow to distinguish between their signatures at LHC and
the SM background. The theoretical framework consists of an effective
field theory including various types of interactions, that turns out to be
potentially testable separately at colliders. From the experimental side,
Monte Carlo simulations for the signal and background are confronted
with each other. The production of heavier scalar bosons (masses con-
sidered here up to ∼ 110 GeV) in association with a Z boson might be
useful as well, for measuring their coupling to a Z boson pair. Hence we
also derive the exclusion limits on generic heavy scalar production rates
for such a process combined with the vector boson fusion mechanism,
by using Large Electron-Positron (LEP) and LHC Run 1 data recorded
by the CMS experiment. We demonstrate that the attractive and specific
scalar field example of the radion, arising in the usual SM extensions to
a warped extra dimension, is not yet excluded by those data.
1 INTRODUCTION
Several extensions of the Standard Model (SM) of elementary particle physics include an elec-
trically neutral scalar boson in their field content with a mass below a hundred GeV: light
Higgs bosons, the radion, the dilaton, the axion. . . Although in 2012 the Large Hadron Collider
(LHC) discovered a particle compatible with the SM Higgs boson as a 125 GeV resonance, one
should thus consider the possibility that some lighter scalar particles might have been missed
so far in the LHC data analyses. With scalar boson masses below typically ∼ 65 GeV, the
golden scalar decay into a pair of on-shell Z bosons is kinematically closed while its decay
into a diphoton is extremely difficult to detect experimentally as the LHC diphoton triggers are
bandwidth-limited for such soft photon production.1 Therefore, in the present study, instead
of considering the dominant gluon-gluon fusion mechanism, we consider the promising light
scalar boson production in association with a Z gauge boson allowing to trigger on the charged
1At low diphoton invariant masses, boosted diphoton events with high pT transverse momentum can still be
triggered, but at the price of a weaker selection efficiency.
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leptons of the Z decay. We adopt a generic theoretical approach based on an effective field
theory for CP-odd and CP-even (under the combined Charge Parity symmetry) scalar fields
coupled to ElectroWeak (EW) gauge bosons via the main structures of interactions. The Monte
Carlo simulations of the events for the signal are performed with the Feynrules code [93] in-
terfaced with MadGraph5_aMC@NLO [95] while the final-state SM background is generated with
MadGraph5_aMC@NLO.
In addition, the production of a scalar boson in association with a Z boson might be in-
teresting also for scalar masses above a hundred GeV, particularly as regards the determination
of the scalar coupling to the two SM neutral gauge bosons. Motivated by this feature, we
also work out generic exclusion limits on heavier scalar production rates for this process to-
gether with the Vector Boson Fusion (VBF) mechanism (involving also the scalar coupling to
EW gauge bosons), as deduced from the Large Electron-Positron (LEP) [420] and LHC Run 1
(8 TeV center-of-mass energy) CMS [421] data. Finally, we study the precise case of the scalar
boson represented by the so-called radion, which arises in any model with at least one extra
spatial dimension, and we focus on the attractive scenario with bulk matter [422] in a slice of
AdS5 space [423] addressing both the flavour and gauge hierarchy problems.
2 THE EFFECTIVE MODEL
Diagrammatically, the studied scalar boson production in association with a Z gauge boson
occurs through the radiation of the scalar field from a Z boson produced in the s-channel. This
process involves only the scalar coupling to two Z bosons. We use an effective theory approach
to describe the scalar interaction with SM EW gauge bosons. The scalar mass can be smaller
than the EW symmetry-breaking scale. When it is the case, we make the extra assumption that
the scalar has large tree-level SU(2)L×U(1)Y couplings, so that the loop-induced EW-breaking
contributions are subleading. Under this condition, the interactions of a neutral CP-even or CP-
odd scalar ϕwith the EW gauge bosons are respectively described by the following dimension-5
effective gauge invariant Lagrangians
Leff ⊃ ϕ
(
1
fG
Gµν aGaµν +
1
fW
W µν bW bµν +
1
fB
BµνBµν +
1
fH
|DµH|2
)
(1)
Leff ⊃ ϕ
(
1
f˜G
Gµν aG˜aµν +
1
f˜W
W µν bW˜ bµν +
1
f˜B
BµνB˜µν
)
(2)
where V˜ µν = 1
2
µνρσVρσ, H represents the SM Higgs doublet, Dµ the covariant derivative,
the f ’s denote high-energy scales of new physics, a, b are summed group generator indices
whereas µ, ν stand for summed Lorentz indices and the rank-2 tensors are the field strengths
for all the SM gauge bosons before EW symmetry breaking (using standard notations). After
this breaking, the effective Lagrangian, for example in the CP-even case, contains the ϕZZ
interactions
Leff ⊃ 1
fZ
ϕ(Zµν)
2 +
m2Z
2fH
ϕ(Zµ)
2 , (3)
where f−1Z = s
2
wf
−1
B + c
2
wf
−1
W and s
2
w ≡ sin2(θw) ≈ 0.23. The effective theory is valid as
long as the f ’s (related to Kaluza-Klein mass scales for instance) are larger than the typical
energies going through the vertices. The ϕ scalar mixing with the SM Higgs boson is assumed
to be small to ensure that the SM Higgs field has SM-like couplings compatible with the LHC
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signal strength measurements. The scalar fields entering Eq. (1)-(2) are taken to be the mass
eigenstates.
The CP-even couplings might be those of a radion in a model with a warped extra dimen-
sion along which matter is propagating. Notice that if EW brane kinetic terms are negligible in
such models, one has fW = fB [424, 425] which implies that the ϕF µνZµν coupling vanishes,
a property which can be used for model discrimination [426].
The CP-odd scalar field can be a pseudo Nambu-Goldstone boson from an approximate
global symmetry, just like those appearing in composite Higgs models. The couplings to gauge
fields are then induced by the many fermion resonances populating the TeV scale (see e.g
Ref. [427] or Ref. [428]).
3 NUMERICAL ANALYSES
3.1 MONTE CARLO SIMULATIONS FOR LIGHT SCALAR FIELDS
As stated in the introduction, bandwidth considerations at the LHC currently limit the invariant
diphoton mass range that can be probed for a new light scalar using pure diphoton triggers to no
lower than ∼ 65 GeV [379, 421, 429]. For this reason, it is interesting to envisage a dedicated
analysis targeting the associated production of a light scalar with a Z boson, where the Z boson
decays to a pair of oppositely-charged electrons or muons. In such a scenario the events could
be triggered by dilepton rather than diphoton triggers, thus potentially allowing the lower limit
of the light scalar-to-diphoton search range to decrease to ∼ 20 GeV.
In order to investigate the capability of such an analysis to be able to distinguish the
production of a CP-even from a CP-odd scalar particle as defined in the above effective model,
and from SM background processes, we constructed both CP-even and CP-odd instances of
the model with the Feynrules code in the form of Universal FeynRules Output (UFO) files.
These were then propagated to the MadGraph5_aMC@NLO_v2_5_5 program for generation of
parton-level events at
√
s = 8 TeV of the process pp → ϕ + Z , ϕ → γγ, Z → µ+µ−, for
each of mϕ = 20 and 70 GeV, as well as for generation of events of the process pp→ γγ + Z,
Z → µ+µ− within the SM. The event generations were performed for the following three
choices of parameters:
– Two different cases of a CP-even scalar boson:
– fB = 1 TeV and fH,W → ∞, corresponding to the case of a CP-even scalar boson
coupling to two Z bosons via the (Zµν)2 Lorentz structure, called CP-even1/fZ
– fH = 1 TeV and fB,W → ∞, corresponding to the case of a CP-even scalar boson
coupling to two Z bosons via the (Zµ)2 Lorentz structure, called CP-even1/fH
– The case of a CP-odd scalar field with f˜B = 1 TeV and f˜W →∞, in which the coupling
to two Z bosons always occurs via the ZµνZ˜µν Lorentz structure.
No selection or acceptance criteria were applied.
Figures 1 and 2 show kinematical distributions for mϕ = 20 and 70 GeV respectively, for
each of the above three cases of light scalar: CP-even1/fZ , CP-even1/fH , and CP-odd, as well
as for the SM background. The areas of all distributions have been normalized to unity. For
both ϕ mass values, the shape of the distribution of ∆R (where ∆R2 =
√
∆η2 + ∆ϕ2 and η
can be approximated by −ln tan(θ/2), θ and ϕ here denoting the polar and azimuthal angles,
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respectively) between the two muons, ∆Rµ+µ− , is clearly different for each of the CP-even1/fZ ,
CP-odd, and SM cases, whilst the CP-even1/fH and SM cases can only be distinguished from
each other for mϕ = 70 GeV. The shapes of the transverse momentum of the dimuon system,
pTµ+µ− , of all four cases can be distinguished from each other for both masses (case ofmϕ = 20
GeV not shown), with the CP-odd light scalar posessing the hardest spectrum. Finally, the
invariant mass of the dimuon system,Mµ+µ− , offers some distinction betweeen the CP-even1/fH
case and the other cases, but only for mϕ = 20 GeV (mϕ = 70 GeV not shown). However, for
both ϕmasses, the dimuon invariant mass distributions illustrate the possibility of incorporating
a window around the nominal Z boson mass into the trigger. Where they exist, the nature of
the shape differences would seem to favor use in multivariate techniques rather than in the
application of sequential selection criteria. Since the distributions shown are at parton level,
further studies must be undertaken to determine whether the differences in shape are as marked
after parton showering/hadronization, reflecting in particular the influence of the underlying
event, and after detector simulation.
Figure 1: Distributions of the dimuon invariant mass, Mµ+µ− [GeV/c2] (left) and ∆R between the two
muons, ∆Rµ+µ− (right), for a light scalar ϕ with mϕ = 20 GeV for the following cases: CP-even1/fZ
(blue), CP-even1/fH (red), and CP-odd (purple), superimposed on the same distributions for the SM
background (black).
3.2 EXCLUSION LIMITS FOR HEAVY SCALAR BOSONS
Using the LEP [420] and LHC Run 1 (CMS Collaboration) [421] data combined with the SM
background estimates, we have derived conservative upper constraints on the scalar production
rates for scalar masses above ∼ 80 GeV (as performed in Ref. [430] with these LHC data
for a lighter Higgs boson in the two Higgs doublet model). Both the pp → Zϕ production
and the VBF mechanism, pp → ϕqq [q ≡ quark], were taken into account. In this work we
have not turned on the ϕ(W bµν)
2 interaction so that ϕ does not couple to W± (in other words
fW , f˜W → ∞). The now experimentally detectable diphoton decay channel ϕ → γγ was
exclusively used to select the signal, but some cuts based on the associated Z boson or quark
pair should be added to select the two studied production processes and to optimise the signal
selection over backgrounds. From the obtained rate constraints, we have derived the bounds
at 95% C.L. on the combinations of effective parameters and the free diphoton branching ratio
Bϕ→γγ entering the scalar rates, as displayed in Fig. 3 for the considered 1/f˜Z (1/fZ) coupling
of the CP-odd (CP-even) scalar field and in Fig. 4 (left) for the 1/fH coupling of the CP-even
scalar boson (for simplification reasons only one coupling is non-vanishing at a time).
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Figure 2: Distributions of the dimuon system transverse momentum, pTµ+µ− [GeV/c] , (left) and ∆R
between the two muons, ∆Rµ+µ− (right), for a light scalar ϕwithmϕ = 70 GeV for the following cases:
CP-even1/fZ (blue), CP-even1/fH (red), and CP-odd (purple), superimposed on the same distributions
for the SM background (black).
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Figure 3: Colored regions excluded by the LHC Run 1 (CMS Collaboration) data in the plane
Bϕ→γγ/f˜2Z [in TeV
−2] versus the scalar mass mϕ [in GeV] (left) and Bϕ→γγ/f2Z [in TeV
−2] versus
mϕ [in GeV] (right).
We have also studied the precise case of the radion scalar boson arising in the scenario
with bulk matter in a slice of AdS5 space [431]. The radion is in fact associated to the fluctua-
tions of the metric along the extra spatial dimensions (here a unique warped extra dimension).
As justified in Section 2, we take the example of a relatively small Higgs-radion mixing gener-
ated by a parameter, ξ = 0.3, a first Kaluza-Klein photon mass quite heavy compared to mϕ,
MKK = 3 TeV, and also Λ = 10 TeV (see Ref. [431]). We consider the limiting case fZ →∞
which is realistic as a first approximation since the radion derivative couplings (kinetic-like) to
gauge bosons are not the dominant ones generally speaking 2. The prediction for the quantity
1/f 2H for the radion case is then drawn on Fig. 4 (right) as a function of the radion mass. For
Bϕ→γγ < 1, the prediction lies below the red line, further from the exclusion regions. The con-
clusion from the comparison between this prediction and the superimposed LEP and LHC limits
is that, with the considered choice of parameters, the radion particle is clearly not excluded by
2Indeed, the radion derivative couplings to (massive) gauge bosons receive a suppression factor of about ∼ 70,
equal to twice the so-called extra-dimensional volume factor, which is not present in the f−1H couplings between
the radion and gauge bosons. However, for certain values of ξ and mϕ, the f−1H couplings can achieve values close
to 0 and thus become subdominant compared to the derivative f−1Z couplings.
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Figure 4: Colored domains excluded by the LEP [in blue] and LHC Run 1 (CMS) [in purple] data in
the plane Bϕ→γγ/f2H [in TeV
−2] versus mϕ [in GeV] (left). The right-hand plot is identical but with a
prediction for the radion scalar field superimposed [the plain red line].
the present combined high-energy collider results.
CONCLUSIONS
For two examples of low scalar masses at 20 GeV and 70 GeV, we have shown that some se-
lected relevant kinematical distributions for the charged muon pair resulting from the Z leptonic
decay, subsequent to Zϕ production, have specific shapes which may allow to distinguish them
from the displaced SM background (for large enough production rates / ϕ couplings). The char-
acteristic shapes might even allow to discriminate between the 1/fZ and 1/fH couplings of the
CP-even scalar boson and the 1/f˜Z coupling of the CP-odd field. These results motivate exper-
imental direct and exploratory searches for light neutral scalar particles, using the LHC Run 1
and Run 2 data collected at the 8 TeV and upgraded 13 TeV center- of-mass energies.
Furthermore, we have provided generic exclusion limits from LEP and LHC Run 1 CMS
searches on the (Z associated and VBF) production rates (including Bϕ→γγ) for heavier scalar
masses (up to 110 GeV) and translated these limits into constraints on the scalar parameter
space, more precisely on combinations of the f -scales with the free diphoton branching frac-
tion. In particular, the specific radion field, arising from a standard warped model with bulk
matter, has been studied quantitatively to show that the present collider bounds do not exclude
its presence. Those results encourage the experimental LHC collaborations to extend present
analyses to the (present and future) LHC Run 2 data to determine in particular whether the LHC
sensitivity can reach that of LEP for light scalar bosons in the mass range of 80− 110 GeV.
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Contribution 17
MSSM Higgs Boson Production via Gluon Fusion
M. Mühlleitner, H. Rzehak and M. Spira
Abstract
Higgs boson production via gluon fusion is discussed within the min-
imal supersymmetric extension of the Standard Model with particular
emphasis on the genuine SUSY–QCD corrections at NLO. When com-
paring these corrections with the usual ∆b corrections that are absorbed
in effective bottom Yukawa couplings we are left with significant re-
mainders beyond this approximation.
1 Introduction
The Standard-Model (SM) Higgs boson production cross section via gluon-fusion gg → H
is known up to N3LO in QCD [413, 414, 432–450] in the limit of heavy top quarks and up to
NLO QCD [413, 414, 434, 435] and NLO electroweak [451–459] including finite quark mass
effects supplemented by soft and collinear gluon resummation up to the N3LL level [460–473].
These results, however, can only partly be applied to the minimal supersymmetric extension
(MSSM), since for large values of tgβ the bottom Yukawa couplings are enhanced leading to
the dominance of the bottom-loop contributions where bottom mass effects are large. In addition
scalar squark loops contribute to the gluon-fusion cross sections of the light and heavy scalar
MSSM Higgs bosons. The QCD corrections to the squark contributions are known up to NLO
in QCD including the full squark mass dependence [416, 474–476]. The pure QCD corrections
are large in general. The full supersymmetric (SUSY–) QCD corrections have been calculated
first in the limit of heavy SUSY particles [477–481] analytically and later involving the full
mass dependences numerically [482–484]. However, a rigorous analysis of the results within
the MSSM is still missing. This addresses in particular the well-known ∆b approximation of
the genuine SUSY–QCD and -electroweak corrections in comparison to the full results in case
of bottom-loop dominance as e.g. for large values of tgβ.
2 Effective Bottom Yukawa couplings
The dominant correction to the bottom Yukawa couplings originates from the coupling of the
’wrong’ doublet ϕ2 to the bottom quarks at one-loop level and can be discussed in terms of the
effective Lagrangian
Leff = −λbbR
[
ϕ01 +
∆b
tgβ
ϕ0∗2
]
bL + h.c.
= −mbb¯
[
1 + iγ5
G0
v
]
b− mb/v
1 + ∆b
b¯
[
ghb
(
1− ∆b
tgα tgβ
)
h
+gHb
(
1 + ∆b
tgα
tgβ
)
H − gAb
(
1− ∆b
tg2β
)
iγ5A
]
b (1)
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in the low-energy limit where the relations between current (ϕ01, ϕ
0
2) and mass (h,H,A,G
0)
eigenstates of the neutral Higgs components
ϕ01 =
1√
2
[
v1 +H cosα− h sinα + iA sin β − iG0 cos β
]
ϕ02 =
1√
2
[
v2 +H sinα + h cosα + iA cos β + iG
0 sin β
]
(2)
have been used with G0 being the neutral would-be Goldstone component. Here, α and β
denote the mixing angles in the CP–even and CP-odd scalar sectors, respectively. The MSSM
modifications of the SM bottom-quark Yukawa coupling can be expressed in terms of the mixing
angles α, β as
ghb = −
sinα
cos β
, gHb =
cosα
cos β
, gAb = tgβ (3)
The indices L,R denote the chiralities of the bottom states, λb the bottom Yukawa coupling of
the MSSM Lagrangian and v ≈ 246 GeV the SM vacuum expectation value. The leading NLO
contributions to the correction ∆b are given by [485–495]
∆b = ∆
QCD
b + ∆
elw,t
b
∆QCDb =
CF
2
αs
pi
mg˜ µ tgβ I(m2b˜1 ,m
2
b˜2
,m2g˜)
∆elw,tb =
λ2t
(4pi)2
At µ tgβ I(m2t˜1 ,m
2
t˜2
, µ2) (4)
where CF = 4/3, αs denotes the strong coupling constant and λt the top Yukawa coupling. The
massesmb˜1,2 andmt˜1,2 are the sbottom and stop masses and µ the higgsino mass parameter. The
function I is generically defined as
I(a, b, c) =
ab log
a
b
+ bc log
b
c
+ ca log
c
a
(a− b)(b− c)(a− c) (5)
Two-loop QCD corrections to the leading ∆QCDb and ∆
elw,t
b contributions have been calculated.
They modify the size by a moderate amount of about 10% and reduce the scale dependence
considerably to the level of a few per-cent [496–501] and thus yield a reliable prediction of the
effective bottom Yukawa couplings.
3 Gluon Fusion
At leading order the gluon fusion processes gg → h/H are mediated by heavy quark and squark
triangle loops, cf. Fig.1, the latter contributing significantly for squark masses <∼ 400 GeV. The
LO cross section in the narrow-width approximation can be obtained from the h/H gluonic
decay widths, [394–396, 502]
σLO(pp→ h/H) = σh/H0 τh/H
dLgg
dτh/H
(6)
σ
h/H
0 =
pi2
8M3h/H
ΓLO(h/H → gg)
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Figure 1: Diagrams contributing to gg → h,H at leading order.
σ
h/H
0 =
GFα
2
s(µR)
288
√
2pi
∣∣∣∣∣∣
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Q=t,b
g
h/H
Q A
h/H
Q (τQ) +
∑
Q˜=t˜1,2 ,˜b1,2
g
h/H
Q˜
A
h/H
Q˜
(τQ˜)
∣∣∣∣∣∣
2
(7)
where τh/H = M2h/H/swith s being the squared hadronic c.m. energy and τQ/Q˜ = 4m
2
Q/Q˜
/M2h/H .
The MSSM top couplings relative to the SM top-quark Yukawa coupling can be expressed as
ght =
cosα
sin β
, gHt =
sinα
sin β
, gAb =
1
tgβ
(8)
The Higgs couplings to stops and sbottoms are given by
m2
Q˜1
g
h/H
Q˜1
= g
h/H
Q˜,LL
c2Q + g
h/H
Q˜,RR
s2Q + 2g
h/H
Q˜,LR
sQcQ
m2
Q˜2
g
h/H
Q˜2
= g
h/H
Q˜,LL
s2Q + g
h/H
Q˜,RR
c2Q − 2gh/HQ˜,LRsQcQ
gh
Q˜,LL/RR
= m2Qg
h
Q ∓M2Z
(
I3Q − eQ sin2 θW
)
sin(α + β)
gH
Q˜,LL/RR
= m2Qg
H
Q ±M2Z
(
I3Q − eQ sin2 θW
)
cos(α + β)
g
h/H
t˜,LR
= −mt
2
(µg
h/H
b − Atgh/Ht )
g
h/H
b˜,LR
= −mb
2
(µg
h/H
t − Abgh/Hb ) (9)
The variables s/ct,b = sin / cos θt,b are related to the stop/sbottom mixing angles θt,b, θW is the
Weinberg angle, I3Q denotes the third component of the left-handed isospin and eQ the electric
charge of the corresponding quark state, whileAQ are the soft-SUSY-breaking trilinear coupling
parameters. The LO form factors are given by
A
h/H
Q (τ) =
3
2
τ [1 + (1− τ)f(τ)]
A
h/H
Q˜
(τ) = −3
4
τ [1− τf(τ)] (10)
f(τ) =

arcsin2
1√
τ
τ ≥ 1
−1
4
[
log
1 +
√
1− τ
1−√1− τ − ipi
]2
τ < 1
And the gluon luminosity at the factorization scale µF is defined as
dLgg
dτ
=
∫ 1
τ
dx
x
g(x, µ2F )g(τ/x, µ
2
F )
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Figure 2: Some generic diagrams for the virtual NLO SUSY-QCD corrections to Higgs boson production
via gluon fusion.
where g(x, µ2F ) denotes the gluon parton density of the proton. The NLO SUSY-QCD correc-
tions consist of the virtual two-loop corrections, cf. Fig.2, and the real corrections due to the
radiation processes gg → gh/H, gq → qh/H and qq¯ → gh/H , cf. Fig.3. The final result for
the total hadronic cross sections can be split accordingly into five parts,
σ(pp→ h/H +X) = σh/H0
[
1 + Ch/H
αs
pi
]
τh/H
dLgg
dτh/H
+ ∆σh/Hgg + ∆σ
h/H
gq + ∆σ
h/H
qq¯ (11)
where the second term corresponds to the virtual and the last three terms to the real corrections.
The strong coupling constant is defined in the MS scheme, with the top quark, gluino and squark
contributions decoupled from the scale dependence. The quark and squark masses are renor-
malized on-shell. The parton densities are factorized in the MS scheme with five active flavors,
i.e. the top quark, the gluino and the squarks are not included in the factorization scale depen-
dence. After renormalization we are left with collinear divergences in the sum of the virtual and
real corrections which are absorbed in the renormalization of the parton density functions, so
that the result Eq. (11) is finite and depends on the renormalization and factorization scales µR
and µF , respectively. The natural scale choices turn out to be µR = µF ∼Mh/H .
g
g
g
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h,H
g
q
q
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q¯
q
g
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h,H
Figure 3: Typical diagrams for the real NLO QCD corrections to the squark contributions to the gluon
fusion processes.
The pure QCD corrections described by the first (generic) diagram of Fig. 2 for the virtual
corrections and the diagrams of Fig. 3 for the real corrections are known to be large, i.e. of sim-
ilar size as those to the top quark loops [416, 474–476]. The genuine SUSY–QCD corrections
are described by the generic second and third diagrams of Fig. 2 and contribute only to the vir-
tual corrections at NLO. The renormalization of the squark sector has been performed along the
lines of Ref. [503] in order to absorb potentially large contributions of the sbottom sector in the
renormalized parameters. In addition we have absorbed the NLO ∆b terms originating from the
effective Lagrangian of Eq. (1) in the corresponding bottom Yukawa couplings. This removes
the dominant genuine SUSY–QCD corrections to the bottom loop contributions and thus also
provides a test of the ∆b-approximation in terms of the residual corrections as the remainder.
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For the numerical results we have adopted the τ -phobic scenario [504], defined by the
following choices of MSSM parameters [mt = 173.2 GeV],
tgβ = 30, MQ˜ = 1.5 TeV, M˜`3 = 500 GeV, Mg˜ = 1.5 TeV,
M2 = 200 GeV, Ab = At = 4.417 TeV, Aτ = 0, µ = 2 TeV (12)
In this scenario the squark masses amount to
mt˜1 = 1.347 TeV, mt˜2 = 1.739 TeV,
mb˜1 = 1.521 TeV, mb˜2 = 1.583 TeV
(13)
Fig. 4 displays the genuine SUSY-QCD corrections for the heavy scalar Higgs boson normal-
ized to the LO quark form factors, i.e. Ah/HQ (τQ)→ Ah/HQ (τQ)
[
1 + C
Q,h/H
SUSY
αs
pi
]
(Q = t, b). The
corrections can be sizeable. For the top contributions they amount to about −15αs
pi
∼ −50%.
However, the top contribution is strongly suppressed for these large values of tgβ. The residual
corrections to the bottom contributions range at the level of about −5αs
pi
∼ −15%1. In addition
Fig. 4 shows the corrections to the bottom contribution without the absorption of the ∆b terms
into the bottom Yukawa coupling (red dashed line). In this case the corrections are much larger
thus signalizing that the dominant part of the genuine SUSY–QCD corrections is indeed orig-
inating from these ∆b terms. However, the remainder of the corrections after absorbing these
∆b terms is sizeable and should be taken into account in reliable analyses.
4 Conclusions
We have presented results for the NLO SUSY-QCD corrections to gluon fusion into CP-even
MSSM Higgs bosons, including the full mass dependence of the loop particles. The genuine
SUSY-QCD corrections can be sizeable and deviate from the results in terms of the effective
bottom Yukawa couplings containing the ∆b terms by a significant amount, i.e. the remainder
should be take into account.
1It should be noted that these corrections correspond to the amplitudes that have to be squared in order to arrive
at the corrections to the cross sections.
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Figure 4: The genuine SUSY-QCD corrections to the top (upper) and bottom (lower) quark form fac-
tors normalized to the individual LO expressions. Real parts: red, imaginary parts: blue, compared to
the corrections to the bottom quark form factor including the fixed-order ∆b contribution, i.e. without
absorbing it in the bottom Yukawa coupling (red dashed line).
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Extending LHC resonant di-Higgs searches to discover new
scalars:
H1 → H2H2 → bb¯bb¯
D. Barducci, K. Mimasu, J. M. No, C. Vernieri, J. Zurita
Abstract
We extend the coverage of 13 TeV LHC resonant di-Higgs searches in
the bb¯bb¯ final state to the process H1 → H2H2 → bb¯bb¯, with both H1
and H2 states beyond the Standard Model. The decay H1 → H2H2
could constitute a joint discovery mode for H1 and H2 within non-
minimal Higgs sectors such as two-Higgs-doublet models or the NMSSM.
We present here the first sensitivity study of this channel, using public
CMS resonant di-Higgs production data to validate our analysis.
1 Introduction
Searches for heavy scalars in non-standard decay channels are needed to fully cover the parame-
ter space of theories beyond the Standard Model (BSM). A prime example are resonant di-Higgs
searches pp → H → hh, where the scalar H is resonantly produced and decays into a pair of
125 GeV Higgs bosons (h). ATLAS and CMS look for these processes in various final states,
including bb¯bb¯ [505–509], bb¯W+W− [28, 510, 511], bb¯τ+τ− [512, 513] and bb¯γγ [514–516].
Searching for such additional Higgs bosons decaying to the SM Higgs at the LHC is a key
avenue to probe non-minimal scalar sectors. For Higgs sectors with several new states beyond
the SM (BSM), such as two-Higgs-doublet models (2HDM) or the next-to-minimal supersym-
metric Standard Model (NMSSM), “Higgs to Higgs" decays can occur between several BSM
scalars in the presence of sizable mass splittings. In this case, such Higgs to Higgs decays are
potential discovery channels for both the decaying particle and its decay products1. General-
ising searches for additional Higgs bosons to probe new scalar decay modes beyond the SM
Higgs is therefore of great importance for the LHC Higgs physics programme.
We present here a sensitivity study of the channel H1 → H2H2 → bb¯bb¯ as a probe for
BSM states H1 and H2, where H1 is produced via gluon fusion at the LHC. For mH1  mH2 ,
H1 → H2H2 can be the dominant decay mode of H1, and moreover H2 → bb¯ generally yields
the largest branching fraction (for mH2 < 2mt) of H2, making it challenging to discover H2
through direct production. A concrete example of such a scenario would be a 2HDM, where
H1 ≡ H0, H2 ≡ A and mH0  mA. The large Higgs to Higgs branching fractions induced
by significant mass splittings combined with the typically dominant bb¯ branching fractions of
light scalars make the channel considered here a potentially important, unexplored probe of
non-minimal Higgs sectors.
1This is e.g. the case for A → ZH /H → ZA decays in 2HDM scenarios [517, 518] (see also [519]), which
have been searched for by CMS at 8 TeV [520] and 13 TeV [521].
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While no ATLAS/CMS analysis of the pp → H1 → H2H2 → bb¯bb¯ signature (with
both H1 and H2 BSM states) exists at present2, we can use its similarity to resonant di-Higgs
searches in the bb¯bb¯ final state to validate our analysis for mH2 = 125 GeV, before extending
it to the two-dimensional mass plane (mH1 , mH2). We follow the recent LHC
√
s = 13 TeV
CMS search for a narrow di-Higgs resonance in the bb¯bb¯ final state with 35.9 fb−1 of integrated
luminosity [508], reproducing the reported selection efficiencies with our simulations. We then
perform an analysis of the expected signal efficiencies for the pp → H1 → H2H2 → bb¯bb¯ pro-
cess in the mass plane (mH1 , mH2), and finally provide an estimate of the 95% C.L. exclusion
sensitivity on the H1 production cross section multiplied by the branching fractions to H2 and
4b at 13 TeV LHC with 35.9 fb−1 from this search.
2 CMS resonant di-Higgs searches for
√
s = 13 TeV in the bb¯bb¯ final
state
To validate our analysis, we use the 13 TeV CMS pp → X → hh → bb¯bb¯ search [508]
(see also [509]). This considers X to be both a spin-0 (“radion") and spin-2 (“KK graviton")
state, and it provides the signal efficiencies at various stages (ranging from the initial event
selection to the definition of the final signal region) for the spin-2 scenario3. The search de-
fines two kinematic regions which feature different event selection criteria: a low-mass-region
(LMR) for masses mX ∈ [250, 620] GeV, and a medium-mass-region (MMR) for masses
mX ∈ [550, 1200] GeV. The transition region mX ∼ 580 GeV is determined by the respec-
tive sensitivities of the LMR and MMR selection strategies [508].
In this work we concentrate on the MMR selection, for reasons that we explain below. As
an online trigger selection, Reference [508] requires either of two conditions:
i) 4 reconstructed jets of pT > 30 GeV, of which two satisfy pT > 90 GeV, and three are
b-tagged.
ii) 4 reconstructed jets of pT > 45 GeV, of which three are b-tagged.
The analysis subsequently requires all four selected jets to be b-tagged and have |η| < 2.4. This
initial selection stage, labelled 4b, is common to both LMR and MMR selections. For the MMR
selection, the analysis then identifies two 125 GeV Higgs boson candidates (HH candidate) by
requiring two b-jet pairs with ∆Rbb < 1.5 for each pair4. We note that ∆Rbb depends only on
the mass ratiomX/mh [522], and as such the ratio of signal efficiencies at 4b andHH candidate
stage can in principle be directly extrapolated to a two-dimensional mass plane (this partially
justifies our choice of MMR selection). Finally, the signal region (SR) is defined in the two
dimensional space of the reconstructed masses of the Higgs boson candidates, mh1 and mh2 , as
the circular region with χ < 1, where χ is defined as
χ =
√(
mh1 − C
R
)2
+
(
mh2 − C
R
)2
. (1)
2We however note there are existing LHC analyses for h → AA, with h the 125 GeV Higgs boson (see
e.g. [372]).
3The signal efficiencies for spin-0 and spin-2 are nevertheless found to be very similar [508]. We will provide
a detailed analysis validation for both spin-0 and spin-2 efficiencies elsewhere.
4In case of multiple HH candidates in an event, the combination that minimizes χ as defined in (1) is chosen.
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The values of these parameters are set to (C, R) = (115, 23) GeV in [509] while [508] chooses
(C, R) = (125, 20) GeV for the MMR category. However, Reference [508] applies a multivari-
ate regression technique to improve the bb¯ invariant mass resolution5, which we cannot mimic
in the present analysis). We therefore keep the values used in the older analysis which are found
to better capture the centre of the Higgs peak post- parton shower and detector simulation.
In order to reproduce the CMS signal efficiencies in [508], we use the Randall-Sundrum
model available in MADGRAPH5_AMC@NLO [95] to generate pp → X → hh → bb¯bb¯
(with X a spin-2 state) event samples merged with up to two additional jets using the MLM
procedure [523], with XQCUT=30 GeV. We simulated mX in the range 400 GeV – 1200 GeV
with a fixed width of 10 GeV to match the MMR selection efficiencies provided by [508]. We
then shower/hadronise our events with PYTHIA 8.2 [97], matched using the shower-kT scheme
and use DELPHES [186] for a simulation of the CMS detector performance which also makes
use of FASTJET [99] to cluster anti-kT jets with radius 0.4. A crucial ingredient in this last
step concerns the 13 TeV CMS b-tagging efficiencies (as well as the c-jet and light-jet mistag
rates) as a function of the jet pT and η. We model these using the information from [274],
assuming the performance of the DeepCSV b-tagging algorithm for the same operating point as
used in [508].
Our simulated signal efficiencies at the HH candidate and SR stages are shown in Fig-
ure 1, together with the corresponding CMS efficiencies from [508] for comparison. We find
good agreement, with a moderate mismatch at the HH selection level within the expected ac-
curacy of a fast detector simulation. The agreement is particularly good for the SR selection
with mX > 600 GeV, precisely where the MMR category is expected to yield the strongest
sensitivity. This allows for a fairly robust extension of the CMS signal efficiencies to the mass
plane (mH1 , mH2), which we do in the next section.
3 Extending CMS resonant di-Higgs searches to search for new scalars:
H1 → H2H2 → bb¯bb¯
Once we have validated the CMS analysis, we can proceed to extend the search to the two
dimensional mass plane: we implement the (Type I) 2HDM model in FEYNRULES [91] and
generate pp → H1 → H2H2 → bb¯bb¯ event samples with MADGRAPH5_AMC@NLO (we
follow the procedure discussed in the previous section with the only difference being the gen-
eration of samples merged with up to one additional jet to reduce computing time) in a (mH1 ,
mH2) mass grid, in order to obtain the signal efficiencies at the SR selection stage in the (mH1 ,
mH2) plane. The widths of the two scalar states are kept at 1 GeV to ensure consistency with
the narrow width hypothesis of the search.
Our mass grid scan is defined as follows: we vary mH2 in the range mH2 ∈ [65, 290] GeV
in steps of 15 GeV; For each mH2 , the minimum value of mH1 we consider is given by m
min
H1
=
mH2 × 400/125 = 3.2 × mH2 , since the minimum mass ratio in the CMS MMR region is
mX/mh = 400/125, and we choose not to extrapolate the CMS efficiencies from [508] outside
of regions that we did not explicitly validate for the 125 GeV case. Similarly, the maximum
value of mH1 we consider is given by mH2 × 1200/125. Since we only perform our search
up to mH1 = 1200 GeV, we define m
max
H1
= Min (1200 GeV, mH2 × 1200/125), and consider
values of mH1 in the range mH1 ∈ [mminH1 ,mmaxH1 ]. In principle, given that we have validated the
5Incidentally, this is also a reason why we focus on the MMR, since for LMR this technique is also applied at
the HH candidate level.
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Figure 1: Signal efficiencies as a function of mX at HH (green) and SR (red) selection stages (as de-
fined in the text) for spin-2 X resonant di-Higgs production in the bb¯bb¯ final state. Solid lines correspond
to our simulation, while dotted lines correspond to the efficiencies from the 13 TeV CMS analysis [508].
analysis over a fairly broad mass range, the possibility of extrapolating our analysis outside of
the validation region is not unreasonable, however we opt to remain somewhat conservative and
postpone this to a future investigation.
Next, we implement the same MMR category event selection described in the previous
section for the case of pp→ X → hh→ bb¯bb¯, up to theHH selection stage. In order to perform
the SR selection, we use Equation (1) with a varying C = mH2 − 10 GeV to account for the
shift in the signal di-jet invariant mass peak as mH2 changes (since now the invariant mass
distributions mh1 and mh2 from Equation (1) are observed to peak around ∼ mH2 − 10 GeV).
The resulting signal efficiency map for the SR selection stage in the (mH1 , mH2) plane is shown
in Figure 2. We note that, similarly to the case of the previous section, we expect an analysis
based on the LMR selection from [508] to yield higher signal efficiencies than those shown in
Figure 2 for the lower mass ratios mH1 < mH2 × 580/125 ' 4.6×mH2 . At the same time, for
mH1 > mH2 × 900/125 = 7.2 × mH2 an analysis clustering each H2-candidate into a fat-jet
would also be more sensitive [508] than the present one. Still, the present analysis provides a
conservative estimate of the prospective sensitivity a search for pp → H1 → H2H2 → bb¯bb¯
could yield.
The 13 TeV CMS pp → X → hh → bb¯bb¯ analysis [508] also provides a data-driven
estimate of event yields for the dominant SM multi-jet background after HH selection as a
function of the invariant mass of the reconstructed b-jet pairs, mh1 and mh2 . This allows us
to directly apply our modified SR selection to the multi-jet background. Using the similar
mass grid to the one discussed above for the signal (varying mH2 in the range mH2 ∈ [65, 290]
GeV), we compute the expected number of SM background events after SR selection as a
function of mH2 . With this information, we can estimate the number of signal events after SR
selection that would be excluded at 95% C.L. as a function of mH2 , based on the number of
142
100 150 200 250
mH2 [GeV]
400
600
800
1000
1200
m
H
1
[G
eV
]
unv
alid
ate
d
un
va
lid
at
ed
SR selection efficiency
0%
1%
2%
3%
4%
5%
6%
7%
Figure 2: Signal (pp → H1 → H2H2 → bb¯bb¯) efficiency at the SR selection stage for the MMR
selection category (see text for details), in the (mH1 , mH2) mass plane.
signal and background events after SR selection and assuming that only the multi-jet yield is
observed. We use here an approximate S/
√
S +B = 2 criterion, and leave a more precise
assessment, including also background systematic uncertainties, for the future. We stress that
our estimate does not make use of any information regarding mH1 for the signal, and as such
could be significantly improved by a dedicated search. Combining the corresponding number of
excluded signal events with the signal efficiency map from Figure 2, we finally extract the 95%
C.L. cross section times branching ratio exclusion sensitivity (in fb) for pp→ H1 → H2H2 →
bb¯bb¯ in the (mH1 , mH2) plane, for LHC 13 TeV with an integrated luminosity of 35.9 fb
−1,
shown in Figure 3.
While we leave model-dependent interpretations of the projection to a future study, it is
interesting to see that production cross sections times branching fractions in the region of several
tens of fb can be accessed in the optimal highmH1 region above 600 GeV in this albeit simplified
approximation of the analysis at hand. The very large multijet background at the lower end of
the invariant mass spectra has as significant degrading effect on the overall sensitivity which
combines with the reduced selection efficiency in this region, as seen in Figure 2. One can
compare the ∼pb sensitivity to the typical SM Higgs production cross section by gluon fusion
of around 40 pb, suggesting that one may still retain sensitivity to realistic models of new
scalars around this mass. In this regard, it will be important to re-examine the validity of the
narrow width approximation employed throughout this analysis in future work given the fact
that bosonic partial widths tend to grow relatively fast with the resonance mass.
4 Conclusions
Searches for additional Higgs bosons at the LHC via new scalar decay modes are a key avenue
to explore extensions of the SM Higgs sector. We have presented here the first study of the
pp → H1 → H2H2 → bb¯bb¯ channel, with both H1 and H2 being BSM states. A relatively
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Figure 3: Estimated 95% C.L. σ× BR exclusion sensitivity for pp → H1 → H2H2 → bb¯bb¯ in the
(mH1 , mH2) plane for LHC 13 TeV with an integrated luminosity of 35.9 fb
−1.
precise estimate of the LHC sensitivity of such a search is possible given its similarity with
CMS and ATLAS resonant di-Higgs searches, which we have benefited from to validate our
analysis, specifically using for this purpose the latest
√
s = 13 TeV CMS resonant di-Higgs
search in the bb¯bb¯ final state [508].
Production cross sections time branching fractions for the heavy scalar state ranging from
the picobarn to tens of femtobarns appear accessible at the price of a simple generalisation of
an existing LHC search. Further optimisation taking into account the heavy resonance mass
is likely to yield appreciable improvements in this sensitivity. Our study shows promising
prospects for this yet unexplored probe of heavy Higgs bosons, and shows explicitly how ex-
tending the coverage of current LHC searches for new scalars can yield new avenues to search
for non-minimal Higgs sectors.
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Contribution 19
Interferences in searches for heavy Higgs bosons
A. Carvalho, R. Gröber, S. Liebler, J. Quevillon
Abstract
We study the relevance of interferences in the search for heavy Higgs
bosons in hh and Zh final states, where h labels the SM-like Higgs bo-
son at 125 GeV and Z is the Z boson. We study generic scenarios in
terms of a few parameters, which we choose in accordance with simple
extended Higgs sectors. Interferences do not only enhance or weaken
signal contributions, but through a peak-dip-like structure can also shift
the invariant mass distributions in terms of the final state in both direc-
tions. For their classification we introduce three parameters. We find
the signal-over-background ratio very helpful in discriminating the rel-
evance of interference effects.
1 INTRODUCTION
After the discovery of the Standard Model (SM)-like Higgs boson at 125 GeV the quest for
additional Higgs bosons, part of extended Higgs sectors, is ongoing. Extensions of the SM
Higgs sector can contain several new CP-even H and/or CP-odd Higgs bosons A, or in case of
CP violation also mixtures of them. In the following we denote such additional Higgs bosons
generically by ϕ. Searches for them are performed in a variety of final states involving SM
particles, among them also the newly discovered SM-like Higgs boson h. In such studies most
experimental analysis use a narrow width approximation, which allows to split production gg →
ϕ and decay ϕ → F , where F denotes a generic final state. In that case the cross section for
gg → ϕ→ F is obtained according to σ = σ(gg → ϕ)BR(ϕ→ F ), which allows to take into
account higher order corrections independently for the initial state production of the particle ϕ
and it subsequent decay into F . The narrow-width approximation on the other hand misses the
inclusion of interference effects of Feynman diagrams involving the s-channel Higgs boson ϕ
and SM background diagrams gg → F , which can also involve an s-channel SM Higgs boson h.
Such interferences do not only enhance or lower the signal contribution gg → ϕ→ F , but also
distort the peak structure in the invariant mass distribution mF of the final state substantially.
Interference effects on the ϕ line-shape might be able to provide crucial information on both the
real and imaginary parts of the gg → ϕ → F amplitude, providing supplementary constraints
on the properties of the new state ϕ.
There is an extensive literature on interference effects on the corresponding signals of
the SM-like 125 GeV Higgs boson h, in the γγ and ZZ? final states, which might generate
an observable difference between the apparent masses measured in these final states [524, 525]
and/or provide loose indirect constraints on the total width of the SM Higgs [312].
There have also been pioneering studies of possible interference effects in the decays of
a heavy Higgs boson into tt¯ final states, in both the SM [526–528] and Two-Higgs-Doublet
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models [529–535]. Within the last years various theoretical works pointed out the relevance
of interference effects in the search for heavy Higgs bosons. Such effects are dependent on
the initial and final state, and model dependent. Rather generic studies beyond concrete model
realizations were performed for the tt¯ and the γγ final states in Refs. [536, 537]. Interference
effects in gg → ϕ → tt¯ in a Two-Higgs-Doublet Model were studied including NLO QCD
effects in Refs. [538, 539]. An exhaustive discussion with polarization and spin effects can
also be found in Refs. [540, 541]. A search for heavy pseudoscalar and scalar Higgs bosons
decaying into a top quark pair including interference effects has been performed by ATLAS
with 20.3 fb−1 of collected data at a center-of-mass energy of
√
s = 8 TeV [542].
For rather model independent and generic studies for pp → ϕ → gg and to different
fermionic final states we refer to Ref. [543] and Ref. [534], respectively. The final state V V ,
where V denotes a vector boson, is more involved, since generic models miss to properly ac-
count for the right unitarization of the cross section at high invariant masses. It is thus recom-
mendable to work in a concrete model setup, which are usually the extension of the SM Higgs
sector with one singlet or one doublet. Note also that in this case ϕ is supposed to be CP-even.
For gg → ϕ → V V in the SM+singlet we refer to Refs. [544, 545], for vector boson fusion in
the same model setup to Ref. [546], for a study with decays into two leptons and two quarks,
i.e. gg → ϕ → V V → 2l2q, to Ref. [547]. In the context of the Two-Higgs-Doublet Model
studies were carried out in Refs. [548, 549]. The final state hh in gg → ϕ → hh was covered
in the context of a Two-Higgs-Doublet in Ref. [550] and in the SM+singlet in Ref. [551] and
in Ref. [552] taking into account NLO corrections. Lastly the final state involving a Z boson
and the SM-like Higgs boson, i.e. the process gg → A → Zh shows similar effects. Here ϕ is
CP-odd in concrete model interpretations. In the context of the Two-Higgs-Doublet Model we
refer to Refs. [553, 554]. Finally another interesting aspect is the interference of Higgs bosons
among themselves, which was for example discussed in Refs. [555–557].
In this work we focus on the two final states gg → hh and gg → Zh, which are of
relevance for SM Higgs precision measurements and the search for new physics in various
aspects: The process gg → hh allows for a measurement of the triple Higgs coupling [558–
560], which can be strongly modified in scalar extensions of the SM [561], or for an anomalous
tt¯hh coupling [562–565]. The gg → Zh process, which is formally part of the next-to-next-to
leading order corrections to associated production of Zh, where the leading order process is the
Drell-Yan process, allows for the measurement of couplings of the Higgs boson to vector boson
and the bottom-quark or anomalous interactions of the Higgs bosons and of top quarks to SM
states [553, 566, 567]. In order to reduce background experimental analysis often consider high
transverse momenta of the vector boson, where the relevance of the gluon-induced component
gg → Zh compared to the Drell-Yan like component is substantially enhanced [553].
For the two mentioned processes we want to classify interferences and provide a recipe
that allows to estimate when such interference effects are of relevance. The relevance of in-
terferences is not only classified by the ratio of the width Γϕ and the mass mϕ, Γϕ/mϕ, but
in particular the strength of the signal contribution over the background is a strong indication,
how large interference effects are expected to be. On the other hand the narrow-width approx-
imation usually only assumes the ratio Γϕ/mϕ to be small. Moreover a distortion of the peak
structure is usually visible already before a significant effect on the total peak-integrated signal
cross section including interferences is observed. For this purpose we define two asymmetric
parameters.
Our contribution is structured as follows: We first describe our calculational setup in-
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Figure 1: Feynman diagrams of the two processes gg → Zh (upper row) and gg → hh (lower row).
The two left Feynman diagrams form the signal amplitudes AS , see Sct. 2.3, the other diagrams enter the
background amplitudes AB .
cluding the simplified parametrization of the process that we employ. We continue with its
implementation into our codes used for the numerical analysis. Subsequently we provide the
classification of interferences in terms of three parameters and then present our results, before
we comment on their relevance for the experimental searches.
2 CALCULATIONAL SETUP
2.1 Simplified parametrization of the processes
We discuss the two processes gg → H → hh and gg → A→ Zh in this manuscript. Relevant
sample Feynman diagrams are depicted in Fig. 1. We assume effective couplings of the Higgs
bosons H and A to two gluons according to
L ⊃ αs
12piv
cH HG
a
µνG
a,µν +
αs
8piv
cAAG
a
µνG˜
a,µν . (1)
These formulas include the strong-coupling constant αs, the vacuum expectation value v =
1/
√√
2GF ≈ 246 GeV and Wilson coefficients cH and cA, which are normalized such, that for
cA = cH = 1 the coupling of H and A to two gluons resembles the one obtained through a
top-quark loop with an infinitely heavy top-quark mass. Gaµν denotes the gluonic field strength
tensor with color index a and Lorentz indices µ and ν, and G˜aµν ≡ εµνρσGa,ρσ is its dual with
ε0123 = +1.
We allow the two coefficients cϕ = |cϕ|eiθϕ to be complex, since particlesQ, which run in
a potential loop and couple ϕ to two gluons, induce a complex contribution to the amplitude for
2mQ ≤ mϕ. Formally the description through an effective operator for such loop contributions
is not valid, but since we are not restricted to a specific model and treat cϕ as a generic parameter
it makes sense to condense the amplitude in a (complex-valued) Wilson coefficient of the given
form. We assume the masses and total widths of H and A to be free parameters. In summary
we have the following parameters, that are identical for both processes:
|cϕ|, eiθϕ ,mϕ,Γϕ (2)
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In addition we have the following process-specific parameters: The process gg → hh involves
the trilinear Higgs self-couplings λhhh and λHhh, which are both normalized with respect to
the SM Higgs self-coupling. We allow both to be free, but any variation of λHhh can also be
condensed into the Wilson coefficient cH . The process gg → Zh includes the coupling of the
light Higgs boson to gauge bosons, λV Vh , which we normalize with respect to the SM coupling.
In addition the pseudoscalar coupling to the light Higgs and the Z boson is of relevance, which
we name λAhZ and which corresponds to g
Ah
Z in the Appendix of Ref. [553]. Inspired by the
Higgs sector of a Two-Higgs-Doublet Model we set the relative strength of the coupling λAhZ
equal to λV VH =
√
1− (λV Vh )2. The coupling λV Vh is experimentally restricted to be close to
1. Practically again any variation of λAhZ can also be shifted into the Wilson coefficient cA, but
due to the assumed correlation of Higgs and gauge boson couplings we change its value. For
both processes the light Higgs h is assumed to couple with SM strength to all quarks in our
simplified parametrization.
2.2 Employed codes
For the evaluation of the differential cross sections we use a modified version of HPAIR [568] for
di-Higgs production and vh@nnlo [569] for Zh production. Both vh@nnlo and HPAIR include
the s-channel propagator gg → ϕ → F , i.e. gg → A → Zh and gg → H → hh respectively,
in the form of a Breit-Wigner propagator
1
m2F −m2ϕ + iΓϕmϕ
(3)
with the final state invariant mass mF . Even though higher order corrections to gluon fusion
processes are generically quite high, we restrict ourselves to the leading-order result. In the
infinite top mass limit the K-factors in beyond-the Standard Model extensions are not expected
to vary much with respect to the SM, even in the presence of a new resonance, [552,570–572], so
when showing ratios we can assume them to drop out. Our results are based on hadronic cross
sections for the LHC integrated over the gluon luminosities. Still, for simplicity our studies
could be performed at the partonic level also, since only the relative importance of interferences
in the vicinity of the internal masses are investigated. This on the other hand implies that our
results are mostly independent of the center-of-mass energy of a hadron collider and even more
of the employed parton distribution functions.
2.3 Classification of interferences
In order to classify the interferences we split the cross section as a function of the invariant mass
of the final state dσ/dmF in three contributions
dσ
dmF
=
dσS
dmF
+
dσI
dmF
+
dσB
dmF
. (4)
Therein, the signal contribution S only includes the s-channel Feynman diagram gg → ϕ →
F involving the heavy scalar ϕ, whereas the background B sums up the square of all other
Feynman diagrams, including the s-channel Feynman diagrams involving SM particles, i.e. h
and Z. With background we mean the non-resonant di-Higgs contribution or the non-resonant
gg → Zh production.
The interference contribution I is proportional to 2Re(ASA∗B), where AS and AB denote
the amplitudes of signal and background diagrams, respectively. This split of amplitudes is
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gauge-invariant. We define
η =
∫ mϕ+10Γϕ
mϕ−10Γϕ
dmF
(
dσS
dmF
+
dσI
dmF
)/∫ mϕ+10Γϕ
mϕ−10Γϕ
dmF
(
dσS
dmF
)
η− =
∫ mIF
mϕ−10Γϕ
dmF
(
dσS
dmF
+
dσI
dmF
)/∫ mIF
mϕ−10Γϕ
dmF
(
dσS
dmF
)
η+ =
∫ mϕ+10Γϕ
mIF
dmF
(
dσS
dmF
+
dσI
dmF
)/∫ mϕ+10Γϕ
mIF
dmF
(
dσS
dmF
)
.
(5)
The definition includes the overall factor η, which is a relative factor that, if multiplied with the
signal cross section σS , yields the overall change of the signal cross section due to interference
effects. Still, as already indicated, interference effects also distort the peak structure substan-
tially. If the two curves d(σS + σI)/dmF and dσS/dmF intersect once, at mF = mIF , we in
addition split the integrals into two components and define the corresponding factors η− and η+.
Example for both cases are given in Fig. 2. If the two curves do not intersect, we set η± = 0.
If non-zero, η± can be quite large, whereas the overall effect of the interference remains small.
An example is given in Fig. 2 (right), where η = 1.34, η− = 35.02 and η+ = −30.28. If the
peak structure of the the heavy scalars ϕ can be experimentally resolved, the factors η± thus
yield a useful classification of interference effects, since they allow to deduce in which direc-
tion the peak shift occurs and in which way a peak-dip structure appears. The boundaries of the
integrals being mϕ ± 10Γϕ capture the majority of the peak structure, which is suppressed by
the form of the Breit-Wigner propagator, see Eq. 3.
In our subsequent scans over the parameter space we will thus deal with the three factors
η, η− and η+ to classify interference effects. For very large width the boundaries ±10Γϕ span a
large invariant mass range. In case it includes thresholds in the background Feynman diagrams,
like at mF ≈ 2mt in the triangle loop producing a Z boson or the SM-like Higgs, we leave out
the corresponding width choice, since such cases need a more thorough study of the interference
effects.
We will present the parameters η, η± as a function of the ratio Γϕ/mϕ and as a function
of the signal-over-background cross sections. For this purpose we define
σsig =
∫ mϕ+10Γϕ
mϕ−10Γϕ
dmF
dσS
dmF
and σback =
∫ mϕ+10Γϕ
mϕ−10Γϕ
dmF
dσB
dmF
, (6)
which are integrated signal and background cross sections within an invariant mass window of
±10Γϕ.1 The choice±10Γϕ captures the majority of the signal contribution. Normalizing each,
σsig and σback, to 20Γϕ is not needed, since we only consider their ratio σsig/σback subsequently.
Lastly keep in mind that the background in the Zh case includes only the gluon-induced com-
ponent, but omits the Drell-Yan like component starting with light quarks in the initial state.
1For a comparison with the experiment, it might instead be useful to define σsig and σback in terms of the bin
width in the invariant mass of different experimental searches. We leave this for future work.
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Figure 2: Classification of interference effects through η, η+ and η− for two parameter sets of gg(→
A)→ Zh. Only a window of ±5ΓA in mZh is shown.
3 NUMERICAL RESULTS
In order to show numerical results we vary the parameters involved in both processes within the
following ranges
|cϕ| ∈ [0.001, 5] , θϕ ∈ {0, pi
4
,
pi
2
}, mϕ ∈ [0.3, 1.4] TeV, Γϕ/mϕ ∈ [10−4, 0.2] . (7)
As already mentioned, we abandon very large width choices of Γϕ/mϕ = {0.1, 0.2}, if they
capture thresholds in background diagrams. For λhhh we choose the values λhhh = {0, 1, 2},
and we leave λHhh = 1. Keep in mind that both are normalized to the SM, i.e. λhhh = 1 yields
the SM Higgs self coupling. Any variation in λHhh can be shifted to the Wilson coefficient cH .
For the Zh process we pick two choices of λV Vh , namely 0.97 and 0.995, which yield a SM-like
Higgs coupling to gauge bosons λV Vh compatible with the experimental results, namely differing
by 6% and 1% from the SM expectation, respectively. It is well possible that some of the
choices are non-physical in the sense that large values of the Wilson coefficient or the involved
couplings would also trigger a large decay width, since the heavy intermediate resonance can
decay at least into gg and hh or Zh. However, our choices of small widths generally induce a
large signal cross section, for which in turn interference effects are small. We thus leave such
points in our scan and emphasize that a concrete model realization would properly correlate the
total width Γϕ with the other parameters.
3.1 The process gg → hh
We show the impact of the interference for the hh final state in Fig. 3, where in different colors
the values of the overall interference factor η as a function of both ratios ΓH/mH and σsig/σback
is presented. We split the range of η into four regions, namely in one region in which η differs
from 1 by less than 3%, one with more than 3%, one with more than 10% and the fourth one
with more than 50%. It is apparent that for all values of ΓH/mH large interferences can occur.
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Figure 3: Relative difference of the interference factor η for gg → H → hh from 1 in percent in the
ΓH/mH -σsig/σback plane. The scan was performed in a simplified model for gg → H → hh, see text.
This implies that ΓH/mH is not ideal for discriminating interference effects. On the other hand
η clearly correlates with the value of the ratio σsig/σback. Even for relatively large ratios of
σsig/σback > 1 interferences of 50% are observed.
In Fig. 4 we show |η| (left side) and |η+| (right side) as a function of ΓH/mH . For
any value of ΓH/mH the interference factors |η(±)| can vanish. On the other hand their largest
values are only reached for large width ΓH . Taking Fig. 3 and Fig. 4 together we can see that the
interference effects mostly depend on the ratio of signal-over-background rather than ΓH/mH ,
however, for lower ΓH/mH we usually find larger signal-over-background ratios. Lastly we
show |η| (black points), |η+| (red points) and |η−| (blue points) as a function of σsig/σback in
Fig. 5, where the right figure is a zoom of the left figure. It can be inferred, that the interference
increases with decreasing σsig/σback. The figure can hence give indication when the interference
needs to be taken into account in experimental searches. We see that already for σsig = 10σback
we can have interference effects leading to a cross section increased by a factor of 1.5. The
interference factors η+ and η− take generally larger values than η, i.e. the peak structure is
already distorted before an overall effect on the signal cross section gets significant.
3.2 The process gg → Zh
We continue with a presentation of our results for gg → Zh. Again we present the relative
difference of η from 1 in the ΓA/mA and σsig/σback plane in Fig. 6 on the left side. The right
side shows |η(±)| as a function of ΓA/mA. Even for small width ΓA/mA ∼ 10−4 the factors
η± are non-zero and clearly differ from 1. Finally in Fig. 7 we depict |η| and |η±| as a function
of σsig/σback. Significant interferences are observed already at large values of σsig/σback. The
peak distortion sets in before a significant effect on the overall signal cross section is observed,
i.e. at even larger σsig/σback. In the context of this figure we emphasize that the peak distortion
is strongly dependent on the phase of the Wilson coefficient, for both discussed processes. In
almost all cases either η+ or η− turns negative, which is mainly dependent on the phase and
partially the width ΓA. A detailed analysis of such effects in concrete model realizations is left
for future work.
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Figure 4: Interference factors η (left side) and η+ (right side) as a function of ΓH/mH for gg → H →
hh.
Figure 5: Interference factors η, η+ and η− as a function of σsig/σback for gg → H → hh. The right
figure is a zoomed version of the left figure.
4 APPLICATION AT THE LHC
In this study we proposed a parametrization that allows to infer the size of the interference be-
tween a heavy intermediate resonance and the SM background in the two processes gg → hh
and gg → Zh. Our results are based on a generic setup and are thus mostly model indepen-
dent. For a bump search the experimental sensitivity depends mainly on the total width of the
resonance and the peak position of the resonance with respect to the true resonance mass. Up to
width values of roughly 10% of the mass of the intermediate resonance, the experimental sen-
sitivity is independent of the width, since the peak structure is experimentally not resolvable.
When interpreting the experimental results the factor η, being a function of all parameters of
the model under consideration, can then be multiplied to the theoretical signal cross section to
yield exclusion bounds including interference effects.
On the other hand, our setup is not sufficient to quantify peak shifts, since η± only give
an estimate of the peak distortion. Again assuming an experimental resolution of 10% in the
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Figure 6: Relative difference of the interference factor η for gg → A → Zh from 1 in percent in the
ΓA/mA-σsig/σback plane (left side). Interference factors η, η+ and η− for gg → A→ Zh as a function
of ΓA/mA. The scan was performed in a simplified model for gg → A→ Zh, see text.
Figure 7: Interference factors η, η+ and η− as a function of σsig/σback for gg → A → Zh. The right
figure is a zoomed version of the left figure.
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invariant mass spectrum a shift in the mass peak can only be observed if the peak is shifted
by more than 10% from the true resonance mass. In such a case only a proper (Monte-Carlo)
modeling of the peak-dip like structure allows to infer the true resonance mass. Such a setup
was for example used in a heavy resonance search decaying to a top-quark pair, see the AT-
LAS analysis in Ref. [542], where the signal from a scalar resonance interfere with a huge
tt¯ background continuum. Therein the changes to the line-shape are drastic and a fit of the
mass line-shape to determine the peak mass needs to account for the parameter dependence of
the interferences, which is non-trivial. A simplified parametrization of the underlying relevant
parameters in terms of a few free parameters, as done here for hh and Zh, is very helpful in
this context. Still keep in mind, that the values η± alone do not allow to reconstruct the true
resonance mass.
For what concerns the hh and Zh final state it is also crucial, which subsequent decays of
the final state particles h and Z are considered in the experimental analysis. The invariant mass
of the resonance is not always directly used in the signal extraction method of the experimental
analysis, or even in intermediate selections. In most of the channels for ϕ → hh and ϕ → Zh
the mass of ϕ is not fully reconstructed and alternatively transverse variables or multivariate
approaches are used. There are also cases where the invariant mass of the final state is fully
reconstructed, but the resolution might not be good enough for the signal extraction when com-
pared to a multivariate approach. One example of the former for both hh and Zh channels is
the final state τ+τ−bb¯, where the most sensitive sub-channel is the one where one of the τ ’s de-
cays leptonically [511, 513]. One example for multivariate approaches are Zh → l+l−bb¯ from
CMS [573], where a Boosted Decision Tree is used, or hh → bb¯bb¯ from ATLAS where the
invariant mass of the reconstructed H → bb¯ decays is used in a 2-dimensional selection [506].
There are indeed examples where the mass of the new resonance is fully reconstructable with
a fair resolution to allow it to be used for signal extraction. Examples for the hh final state are
hh→ γγbb¯ [574, 575].
5 CONCLUSIONS
We classified interference effects between heavy resonances and SM background contributions
for the two processes gg → hh and gg → Zh through three parameters. We find that the
ratio Γϕ/mϕ involving the width and mass of the intermediate resonance ϕ is not the best
observable to judge if interference effects are large, but at the same time the ratio of the signal-
over-background ratio should be considered. In a concrete model realization σsig/σback can be
predicted. It can also be experimentally accessed when providing experimental exclusions on
the signal cross section. Even for large signal contributions, where σsig/σback is larger than
1, interference effects are sizable and should be taken into account in current experimental
analysis. An overall interference factor η to be multiplied with the signal cross section can
then be employed while interpreting the bounds in a concrete model realization. More difficult
are peak distortions, which we classified in terms of the two parameters η±. Since η− and η+
usually mostly cancel, they individually can be much larger than the overall interference factor
η and thus point at large interference effects for even higher ratios σsig/σback. We expect very
similar observations for the process gg → V V , which we leave to future work. Another aspect
for future studies are intermediate spin-2 resonances, which are often considered in the di-Higgs
final state. Moreover our generic parameter set might not cover any concrete model realization.
A more thorough discussion of concrete models and their mapping to our generic parameter set
is thus desirable.
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Sensitivity of current (and future?) LHC measurements to a
new light scalar particle
J. M. Butterworth, S. Fichet, L. Finco, S. Gascon-Shotkin, D. Grellscheid, G. Moreau, P. Richard-
son, D. Yallup, S. Zhang
Abstract
Additional scalar particles are a generic feature of many well-motivated
extensions of Standard Model. Here we use a simplified model in
which a light scalar particle couples to electroweak gauge bosons via
dimension-5 operators. For the masses considered, decays to pairs of
weak bosons are suppressed, and the γγ mode dominates. We find
that existing measurements from Run I of the LHC already exclude the
model over a significant parameter range.
1 INTRODUCTION
Additional light scalar particles are a common feature in extensions of the SM, for example
appearing in composite Higgs scenarios, or as the radion in models with extra dimensions [431].
Consideration of precision electroweak measurements, collider searches and flavour physics
does not completely exclude the existence of light neutral CP-odd or CP-even scalar particles
below the mass of the observed Higgs boson [430]. In this contribution we use a simplified
model to examine whether measurements from Run I at the LHC can give information about
such possible particles.
2 THE MODEL
We use an effective theory (EFT) approach to describe a scalar with mass Mϕ interacting with
gauge bosons. The effective theory has SU(2) × U(1)Y symmetry. This EFT gives a generic
parametrization if Mϕ  v [576], where v is the electroweak scale. Whenever the scalar is
light so that Mϕ  v is not true, we make the extra assumption that the scalar has large tree-
level SU(2) × U(1)Y couplings, so that the loop-induced electroweak-breaking contributions
are subleading. Under these conditions the interactions of a CP-even and CP-odd scalars with
gauge bosons are respectively described by the following dimension-5 effective Lagrangians
Leff ⊃ ϕ
(
1
fG
Gµν aGaµν +
1
fW
W µν IW Iµν +
1
fB
BµνBµν +
1
fH
|DµH|2
)
(1)
Leff ⊃ ϕ
(
1
fG
Gµν aG˜aµν +
1
fW
W µν IW˜ Iµν +
1
fB
BµνB˜µν
)
(2)
where V˜ µν = 1
2
µνρσVρσ. The effective theory is valid as long as the f ’s are larger than the
energy going through the vertices. Mixing with the SM Higgs is assumed to be small to ensure
that the SM Higgs has SM-like couplings compatible with observations.
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The CP-even scalar can for instance be identified as the radion mode present in warped
extra-dimension models with bulk gauge fields. Interestingly, if EW brane kinetic terms are
negligible in such models, one has fW = fB [424, 425], which implies that the ϕF µνZµν
coupling vanishes, a property which can be used for model discrimination [426]. The CP-odd
scalar is typically a pseudo Nambu Goldstone boson from an approximate global symmetry,
just like those appearing in composite Higgs models. The couplings to gauge fields are induced
by the many fermion resonances populating the TeV scale (see e.g [427] or also [428]).
In the following, as a first exercise, we assume a common scale Λ for all couplings,
fG ∼ fB ∼ fW ∼ fH ∼ Λ , (3)
and similarly for the CP-odd case.
3 SENSITIVITY OF EXISTING MEASUREMENTS
3.1 Herwig Implementation
The new processes defined by the model described above are exported as UFO file [93] which
is read by Herwig 7.2.1 [345, 346]. This requires the four-boson vertices, which were added
to the Herwig UFO interface as part of this work and are now available in this subsequently
released version. The five-boson vertices implied by the model are not yet implemented but
are assumed not to have a major impact. This assumption is supported by a cross-check us-
ing MadGraph5_aMC@NLO_v2_5_5 [95] for a selection of the parameter points considered.
MadGraph5_aMC@NLO includes the full set of vertices, as well as some higher-order QCD
contributions; the cross sections predicted by MadGraph5_aMC@NLO are generally higher
than the Herwig values, but are consistent with a factor of two. Thus any limits derived using
Herwig are likely to be somewhat conservative.
The scale which suppresses couplings to the Higgs and weak bosons is varied across the
range 1 < Λ < 10 TeV; all other BSM coupling are heavily suppressed (Λ = 1000 TeV). All
allowed ϕ-production processes are generated inclusively.
3.2 Rivet and Contur
Generated Herwig events are passed to the Rivet library of analysis routines [325]. This con-
tains a signficant number of published ATLAS and CMS analyses. Measurements which have
been corrected for detector effects to a particle-level fiducial phase space are rather model-
independent. Rivet allows the particle-level analysis as performed by the experiments to be ap-
plied to the BSM events generated by Herwig. Since the measurements considered have all been
compared to precision SM calculations and shown to agree, there is limited room for additional
BSM contributions. The Contur comparison package [347] quantifies the level of contribution
which could still be consistent with the data. Currently this is done on the assumption that the
data are identical to the SM; a more complete approach would be to use the SM predictions and
their uncertainties directly; such a capability is a planned future development of Contur, but the
present implementation is enough to give a reasonable indication of the sensitivity of the data
to BSM models.
3.3 Measurements
All available ATLAS and CMS Rivet analyses are used to study the data. However, since
the branching ratio ϕ → γγ is ≈ 1, the measurements of interest are those involving isolated
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photons, or pairs of photons, in the final state. These have been measured inclusively [577–579],
and in association with jets [580–582], W or Z bosons [583, 584] (i.e. leptons and/or missing
energy).
The Higgs fiducial diphoton measurements [314] are also of interest. These were studied
and in principle have some sensitivity – events generated by the models considered do contribute
to the fiducial region. However, since the value of Mϕ considered here lie below the SM Higgs
mass, the events which will enter the fiducial phase space of the Higgs measurement will arise
from combinatorial backgrounds of pairs of photons, and thus will not exhibit a peak at the
Higgs mass. Because of this, they are likely to removed as part of the background fitting and
subtraction process in that analysis. We therefore do not include the Higgs cross sections when
calculating the exclusion limits.
3.4 Results
For the CP-even scalar, the cross section in 8 TeV pp collisions calculated by Herwig ranges
from 110 pb for Λ = 1 TeV to 1.3 pb for Λ = 10 TeV for Mϕ = 10 GeV, and from 8.2 pb for
Λ = 1 TeV to 0.12 pb for Λ = 10 TeV for Mϕ = 90 GeV. For the CP-odd scalar, the cross
section in 8 TeV pp collisions calculated by Herwig ranges from 15 pb for Λ = 1 TeV to 0.26 pb
for Λ = 10 TeV for Mϕ = 10 GeV, and from 4.3 pb for Λ = 1 TeV to 0.077 pb for Λ = 10 TeV
for Mϕ = 90 GeV. In all cases, the associated production of ϕ with a Z or W boson makes the
biggest contribution to the cross section, although the ϕ+γ process is significant (10-20%), and
the ϕ+g process contributes up to 20% (40%) for the highest scale and mass values considered
for the CP even (odd) scalar.
At low Mϕ and low-ish Λ, one of the most sensitive measurements is the γ + EmissT mea-
surement from [583]. The differential cross section as a function of the transverse momentum
of the photon is shown in Fig. 1, and alone is enough to excludes the model at the 97% cl.
The inclusive photon measurements are also sensitive, with the 7 TeV diphoton measurement
extending to the lowest mass and pT values, and the 8 TeV measurement (shown) playing a role
once Mϕ ≥ 20 GeV.
As mentioned in the previous section, events from the model can contribute to the Higgs
fiducial two-photon cross section, and this is seen in the Rivet routine. The major contribution
occurs for relatively low Mϕ, presumably due to pp → γϕ + X → γγγ + X processes in
which one pair of photons has a mass close to 125 GeV. An example, for Mϕ = 20 GeV,
Λ = 3.5 TeV, is shown in Fig. 2. The event contribute mainly at low values of pT for the photon
pair. As discussed, this analysis is not used in deriving the final sensitivity, and is shown only
for illustration. TODO check this. Looks like it is used.
The CP-even model contributes to the same final states, but with a larger cross section for
a given coupling. The distributions for the this model with the same parameter settings as Fig. 1
are shown in Fig.3
The sensitivity of the combined 7 and 8 TeV data to the CP-odd scalar model is illustrated
in Fig. 4. Dependent on Mϕ, the Λ values up to 4.5 to 8.5 TeV are excluded, under the assump-
tions of our procedure. Similar sensitivity plots for the CP-even model are shown in Fig. 5.
comment on the range. Precision 13 TeV data can be expected to extend the reach still further;
possible dedicated analyses which might extend the sensitivity still further are discussed in the
following section.
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Figure 1: Projection of the contribution of the CP-odd model, (left) for Mϕ = 10 GeV and Λ =
3500 TeV, on to the 8 TeV ATLAS γ + EmissT differential E
γ
T cross-section measurement and (right)
on the diphoton mass measurement, now with Mϕ = 20 GeV – which brings the mass peak from the
ϕ within the range of the measurement. Black points indicate the data, the red upper histogram is the
data+BSM. The lower sections of the plots show the ratio of (data+BSM)/data, with the yellow band
indicating the uncertainty in the measurement. The numbers in the legend show the bin number of the
most powerful bin, and the exclusion from that bin expressed as a probability.
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Figure 2: Projection of the contribution of the CP-odd model, for Mϕ = 20 GeV and Λ = 3500 TeV, on
to the 8 TeV ATLAS H → γγ differential pγγT cross-section measurement. Legend as Fig.1
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Figure 3: Projection of the contribution of the CP-even model, forMϕ = 10 GeV and Λ = 3500 TeV, on
to the 8 TeV ATLAS γ+EmissT differential E
γ
T cross-section measurement (left) and (right) the diphoton
mass measurement playing a role now with Mϕ = 20 GeV, which brings the mass peak from the ϕ
within the range of the measurement. Legend as Fig.1
CONCLUSIONS
The generic light scalar models considered here imply significant contributions to differential
cross sections involving weak bosons and/or isolated photons which have already been mea-
sured at the LHC and shown to be consistent with the Standard Model. While a rigorous exclu-
sion would require a treatment of the theory uncertainties on the SM photon cross sections, these
models can be considered highly disfavoured for scales below about 4 TeV for Mϕ = 10 GeV
and up to about 8.5 TeV for Mϕ = 90 GeV.
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Figure 4: CP-odd scalar model: Top left, exclusion heatmap (with the key below the figure) for 7 &
8 TeV diboson measurements (i.e. final states consistent with WW,ZZ,W + γ(γ), Z + γ(γ)) from
ATLAS and CMS. Top right, exclusion heatmap for 7 & 8 TeV photon and diphoton measurements,
lower left combined exclusion heatmap, bottom right, combined exclusion contour at 95% c.l.
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Figure 5: As the lower row of Fig.4, but for the CP-even scalar model.
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Contribution 21
Recasting activities at LH2017
A. Buckley, N. Desai, B. Fuks, P. Gras, D. Grellscheid, F. Maltoni, O. Mattelaer, L. Perrozzi,
P. Richardson, S. Sekmen
Abstract
We discuss a first benchmark comparison assessing the performance of
different public recasting tools in reproducing ATLAS and CMS analy-
sis results.
1 Introduction
Searches for new physics constitute a primary objective of the LHC physics program. Their
large number and variety pose severe challenges to both the experimental and theory commu-
nities. In fact, a plethora of searches in different final states are performed by different physics
groups in ATLAS and CMS, while new ideas to probe new models and non-trivial signatures
and to improve the sensitivity of existing searches constantly emerge. The ultimate goal of this
effort is to discover new physics if such exists within the reach of the LHC, and to test the widest
possible range of hypothetical new physics models.
A typical analysis defines quantities to classify events as signal or background. They include
properties of analysis objects such as jets, electrons, muons, or global event variables such as
object multiplicities, transverse momenta or transverse masses. An analysis can be very com-
plex and feature many intricate definitions of object and event variables, some of which cannot
be expressed in closed algebraic form and must be defined algorithmically. This complexity ren-
ders the tasks of visualizing, understanding, developing and interpreting analyses increasingly
challenging.
In the paper publications describing the analyses and their results, the experimental collabo-
rations provide interpretations of the results in terms of one or more theoretical scenarios the
analysis has been designed for. Often this is done in the context of so-called simplified models,
which consider just a subset of physics states and production/decay modes out of a full the-
ory. There are, however, a multitude of theories beyond the Standard Model and they come in
ever increasing variants. To fully assess the implications of the LHC searches for new physics
requires the interpretation of the experimental results in the context of all these models. This
is a very active field with close theory-experiment interaction, see e.g. [585], and with several
public tools being developed for the (re)interpretation of the experimental results.1 In particular,
CheckMate [588, 589], MadAnalysis [272, 590, 591] and Rivet [325, 592] aim at reproducing
experimental analyses in Monte Carlo simulation, including an approximate emulation of de-
tector effects, as new physics searches, which have given only null results so far, are typically
not unfolded. The scope of this contribution is to provide a first benchmark to compare different
1This includes also dedicated efforts at Les Houches to provide ”Recommendations for Presentation of LHC
Results” [72, 586, 587].
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Figure 1: Sketch of the recasting exercise workflow.
public tools in reproducing ATLAS and CMS analysis results.2
2 Benchmarking tools and comparison strategy
The idea behind the exercise described in this section is the implementation of LHC analyses of
increasing complexity, in different frameworks followed by a comparison of the results. The ex-
ercise is performed with three frameworks, CheckMate [588,589], MadAnalysis [272,590,591]
and Rivet [325,592], followed by a comparison of the results. We choose two analyses for which
a detailed cutflow and detector effects were available. In the future it might be beneficial to use
dedicated parsers to convert the analysis described in a common format (denoted LHADA in
Fig. 1) into different recasting codes using for instance the technique described in Contribu-
tion 23. Once the analysis are available in the needed format, we attempt to reproduce the new
physics interpretations presented in the original experimental research papers, validating in this
way our reimplementations. A further step consists in the recasting of the analyses within dif-
ferent new physics contexts and compare the results among the different frameworks. A sketch
of the recasting exercise workflow is presented in Fig. 1.
Aside the current scope of the exercise, it is interesting to check how the performance of the
Delphes simulation behave across different phase spaces, since they are generally referred to as
analysis-spedfic.
2.1 Analysis frameworks and tools
In this section we describe the analysis frameworks and tools used for the comparison and
benchmarking
2It is highly appreciated that many of these results are provided numerically through HEPDATA [349] or on
the collaboration twiki pages.
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2.1.1 CheckMate
CheckMATE [588,589] takes simulated event files in .hep or .hepmc for any model as input and
simply returns if the underlying model is ‘excluded’ or ‘allowed’ after performing a detector
simulation and testing various implemented analyses. The embedded AnalysisManager allows
for the embedding of additional current and prospective future LHC results from ATLAS and
CMS which have not yet been implemented. Detector effects are modeled by Delphes with a
tune containing efficiency functions for lepton reconstruction and flavour tagging. The soon-
to-be published version 2.0 of the code adds the possibility of using Pythia 8 [593] to generate
supersymmetric events on-the-fly or to shower provided Les Houches event files for any model.
Currently, the collaboration is working on an extension to enable the on-the-fly simulation of
events for any model.
2.1.2 MadAnalysis
MadAnalysis 5 [272, 590] is a generic user-friendly framework for phenomenological investi-
gations at particle colliders, i.e. to perform physics analyses of Monte Carlo event files. While
prospective analyses of hard scattering events, parton showered events, hadronized events or
reconstructed events can be designed easily thanks to its Python-based meta-language, Mad-
Analysis also allows for the recasting of LHC analyses on new physics signals provided under
the form of .hep and .hepmc event files. The output here consists in the confidence level at
which the model signals are excluded. Its Public Analysis Database [591] comprises a growing
collection of LHC analyses which have been implemented in the MadAnalysis 5 framework
for the purpose of recasting. Delphes is used for the detector simulation. For each imple-
mented analysis, a detailed validation note is provided and the public analysis database follows
an open-source policy. Only contributed codes provided with a detailed validation note are
published, and they are moreover citable via Inspire. The framework being integrated within
MadGraph5_aMC@NLO [95], it provides a full recast chain linking a model and its associated
signatures to limit setting.
2.1.3 Rivet
Originally developed as a toolkit for the validation of Monte Carlo event generators, Rivet [325,
592] (Robust Independent Validation of Experiment and Theory) has become a standard for
documenting (unfolded) Standard Model (SM) measurements. The top and Higgs physics
working groups of all LHC experiments are increasingly providing Rivet routines for their
analyses. Rivet analyses are written in a user-friendly subset of C++11, and are picked up
at runtime as ‘plugin libraries’; they can be executed on an event stream either through a Python
script interface, or by direct code interfacing to a C++ API. The original SM-focused require-
ment of unfolded observables made Rivet inappropriate for beyond the Standard Model (BSM)
searches (other than those using just jets and missing energy) until the addition of detector-
smearing/efficiency machinery in Rivet 2.5.0. This detector machinery provides equivalent effi-
ciency effects to a Delphes-type simulation, and imitates the less important kinematic smearing
of physics objects to within a few percent. A novel feature is that the Rivet detector implementa-
tion allows for using different jet algorithms, lepton and b-tagging operating points, full-detailed
object isolation algorithms, and resolutions/efficiencies specific to each analysis procedure and
event selection. This hence allows for a more accurate detector modelling and more robust anal-
ysis preservation than ‘global’ detector simulations in addressing some experiment requests for
‘official fast-sim’ tools. The aim is to encourage Rivet code provision directly from BSM data
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analysers, as is already the case for SM results: additional tools to assist BSM analysis imple-
mentation are being added on request.
3 Analyses benchmarking, comparisons and results
3.1 An ATLAS search for supersymmetry in a final state with jets and missing energy
(13 TeV, 3.2 fb−1)
In the analysis of Ref. [594], the ATLAS collaboration targets the production of the strongly-
interacting superpartners of the Standard Model QCD partons, followed by their decay into
jets and missing energy carried by neutralinos. 3.2 fb−1 of proton-proton LHC collisions at a
center-of-mass energy of 13 TeV are analyzed.
The analysis focuses on jets reconstructed by means of the anti-kT algorithm [98] with a radius
parameter set to R = 0.4, with a transverse momentum larger than 20 GeV and a pseudorapid-
ity |η| < 2.8. Events featuring loosely reconstructed electrons and muons are vetoed. Event
preselection requires a significant amount of missing energy, /ET > 200 GeV and the transverse-
momentum of the leading jet is imposed to be larger than 200 GeV and 300 GeV if two or more
than two jets are reconstructed, respectively.
The analysis is then divided into seven signal regions focusing on different jet multiplicities
(from 2 to 6) with different transverse-momentum thresholds. The missing transverse momen-
tum is then enforced to be well separated from the leading reconstructed jets, and its significance
is constrained for events featuring only two jets. For cases where at least four jets are recon-
structed, additional selections on the aplanarity variable and the effective mass, i.e the scalar
sum of the transverse momenta of the reconstructed and the missing transverse energy.
Implementations of this analysis are available in Checkmate, MadAnalysis 5 (recast code [595])
and Rivet (ATLAS_2016_I1458270 [596]).
We generated signal events for a gluino pair production in the simplified model considered in
Ref [594] with a direct decay of the gluino into SM particles and the lighest supersymmetric
particle (LSP). The gluino mass is set to 1.6 TeV mass and the LSP is assumed to be mass-
less. The pseudo-data samples have been generated by using MadGraph5_aMC@NLO [95]
and Pythia8 [97].
The comparison of predictions for the cutflows as obtained with MadAnalysis 5 and Rivet are
reported in Table 1 and Table 2 for all seven signal regions. The tables include the total number
of events surviving each selection, the associated cut efficiency and the total efficiency evaluated
with respect to the initial number of events. Partially available Checkmate results are also
indicated for what concern the total efficiencies and for a few signal regions. An excellent
agreement between the three codes has been obtained.
3.2 An ATLAS search for dark matter in the monophoton final state (13 TeV, 36.1 fb−1)
In the analysis of Ref. [39], the ATLAS collaboration has searched for dark matter when it is
produced in association with a very energetic photon. The search results have been reinter-
preted in dark matter simplified scenarios in which a pair of dark matter particles is produced in
association with a photon arising from initial state radiation. 36.1 fb−1 of proton-proton LHC
collisions at a center-of-mass energy have been analyzed.
The analysis requires the presence of at least one tightly-isolated photon with a transverse en-
ergy ET > 150 GeV and with a pseudorapidity satisfying |η| < 2.37, the pseudorapidity region
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1.37 < |η| < 2.37 being excluded. Events featuring loose eletrons and muons and more than
one jets with a transverse momentum larger than 30 GeV and a pseudorapidity |η| < 4.5 are ve-
toed. As in the previous analysis, jets are reconstructed by means of the anti-kT algorithm [98]
and a radius parameter set to R = 0.4. In addition, event selection requires a missing transverse
energy significance larger than 8.5 GeV1/2, and the missing transverse momentum has top be
well separated from the photon and the jet (for events featuring one reconstructed jet).
Five signal regions are defined according to different requirements on the amount of missing
transverse energy, namely three inclusive regions and two non-overlapping exclusive regions.
We generated events using the simplified model of dark matter (DM) production involving an
axial-vector operator, Dirac DM and couplings gq = 0.25 and gχ = 1 with mχ = 10 GeV and
mmed = 800 GeV described in Ref. [39].
In Table 3, we compare the total number of events surviving each selection, the associated
cut efficiency and the total efficiency evaluated with respect to the initial number of events as
obtained with MadAnalysis5 (recast code [597]) and Rivet. Whilst a fair agreement is obtained
between two codes, differences of 5%–10% are observed for a few cuts. This can be traced
Rivet MadAnalysis 5 CheckMATE
Description #evt tot.eff rel.eff #evt tot.eff rel.eff tot.eff
2jl cut-flow 31250 1 - 31250 1 -
Pre-sel+MET+pT1 28592 0.91 0.91 28626 0.92 0.92
Njet 28592 0.91 1 28625 0.92 1
Dphi_min(j,MET) 17297 0.55 0.6 17301 0.55 0.6
pT2 17067 0.55 0.99 17042 0.55 0.99
MET/sqrtHT 8900 0.28 0.52 8898 0.28 0.52
m_eff(incl) 8896 0.28 1 8897 0.28 1
2jm cut-flow 31250 1 - 32150 1 - 1
Pre-sel+MET+pT1 28472 0.91 0.91 28478 0.91 0.91 0.91
Njet 28472 0.91 1 28477 0.91 1 0.91
Dphi_min(j,MET) 22950 0.73 0.81 22889 0.73 0.8 0.73
pT2 22950 0.73 1 22889 0.73 1 0.73
MET/sqrtHT 10730 0.34 0.47 10710 0.34 0.47 0.33
m_eff(incl) 10630 0.34 0.99 10609 0.34 0.99 0.32
2jt cut-flow 31250 1 - 31250 1 -
Pre-sel+MET+pT1 28592 0.91 0.91 28626 0.92 0.92
Njet 28592 0.91 1 28625 0.92 1
Dphi_min(j,MET) 17297 0.55 0.6 17301 0.55 0.6
pT2 17067 0.55 0.99 17042 0.55 0.99
MET/sqrtHT 5083 0.16 0.3 5098 0.16 0.3
Pass m_eff(incl) 4861 0.16 0.96 4889 0.16 0.96
Table 1: Number of events surviving each selection, total and relative selection efficiencies as obtained
with Rivet and MadAnalysis 5 for the dijet signal regions of the multijet+missing energy ATLAS analysis
of Ref. [594]. Partly available Checkmate results for the total efficiencies are also indicated.
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Rivet MadAnalysis 5 CheckMATE
Description #evt tot.eff rel.eff #evt tot.eff rel.eff tot.eff
4jt cut-flow 31250 1 - 31250 1 - 1
Pre-sel+MET+pT1 28592 0.91 0.91 28626 0.92 0.92 0.91
Njet 27322 0.87 0.96 27128 0.87 0.95 0.87
Dphi_min(j,MET) 18929 0.61 0.69 18829 0.6 0.69 0.6
pT2 18715 0.6 0.99 18825 0.6 1 –
pT4 16610 0.53 0.89 16430 0.53 0.87 0.52
Aplanarity 11849 0.38 0.71 11395 0.36 0.69 0.36
MET/m_eff(Nj) 8334 0.27 0.7 7971 0.26 0.7 0.25
m_eff(incl) 7201 0.23 0.86 6972 0.22 0.87 0.21
5j cut-flow 31250 1 - 31250 1 - 1
Pre-sel+MET+pT1 28592 0.91 0.91 28626 0.92 0.92 0.91
Njet 21234 0.68 0.74 21185 0.68 0.74 0.68
Dphi_min(j,MET) 14294 0.46 0.67 14292 0.46 0.67 0.45
pT2 14146 0.45 0.99 14289 0.46 1 –
pT4 13229 0.42 0.94 13228 0.42 0.93 0.42
Aplanarity 9836 0.31 0.74 9576 0.31 0.72 0.3
MET/m_eff(Nj) 4643 0.15 0.47 4506 0.14 0.47 0.13
m_eff(incl) 4620 0.15 1 4476 0.14 0.99 0.13
6jm cut-flow 31250 1 - 31250 1 - 1
Pre-sel+MET+pT1 28592 0.91 0.91 28626 0.92 0.92 0.91
Njet 13235 0.42 0.46 13236 0.42 0.46 0.41
Dphi_min(j,MET) 8520 0.27 0.64 8553 0.27 0.65 0.26
pT2 8436 0.27 0.99 8551 0.27 1 –
pT4 8135 0.26 0.96 8217 0.26 0.96 0.25
Aplanarity 6365 0.2 0.78 6307 0.2 0.77 0.19
MET/m_eff(Nj) 2675 0.09 0.42 2665 0.09 0.42 0.08
m_eff(incl) 2670 0.09 1 2656 0.08 1 0.08
6jt cut-flow 31250 1 - 31250 1 -
Pre-sel+MET+pT1 28592 0.91 0.91 28626 0.92 0.92
Njet 13235 0.42 0.46 13236 0.42 0.46
Dphi_min(j,MET) 8520 0.27 0.64 8553 0.27 0.65
pT2 8436 0.27 0.99 8551 0.27 1
pT4 8135 0.26 0.96 8217 0.26 0.96
Aplanarity 6365 0.2 0.78 6307 0.2 0.77
MET/m_eff(Nj) 3900 0.12 0.61 3839 0.12 0.61
m_eff(incl) 3715 0.12 0.95 3672 0.12 0.96
Table 2: Same as in Table 1 but for the signal regions targeting final states containing four, five and six
jets.
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Rivet MadAnalysis 5
Description #evt tot.eff rel.eff #evt tot.eff rel.eff
Initial 1198 1 - 1198 1 -
ETmiss > 150 GeV 798.3 0.67 0.67 736 0.61 0.61
Photon w/ ET > 150 GeV 703.5 0.59 0.88 700 0.58 0.95
Pass Tight photon 598.1 0.50 0.85 658 0.55 0.94
Pass Isolated photon 598.1 0.50 1.00 620 0.52 0.94
Pass δϕ(gamma,MET) > 0.4 597.5 0.50 1.00 596 0.50 0.96
Pass MET/sqrt(SET) > 8.5 538.2 0.45 0.90 - -
Pass Jet veto 476.8 0.40 0.89 461 0.38 0.77
Pass Lepton veto 475.5 0.40 1.00 460 0.38 1.00
Table 3: Number of events surviving each selection, total and relative selection efficiencies as ob-
tained with Rivet and MadAnalysis 5 for the SRI1 signal region of the monophoton ATLAS analysis
of Ref. [39].
back to the missing energy modelling that is complicated to reproduce. The final acceptances
of about 40% (Rivet) and 38% (MadAnalysis) are however in good agreement.
CONCLUSIONS
We presented a first benchmark comparison of the performance of different recasting tools
which reproduce LHC analyses in Monte Carlo simulation. For the two cases treated here,
good agreement is found between the different frameworks and detector simulation techniques.
The comparison is ongoing with several more analyses which are currently being validated. It
will also be interesting to compare performances for different signal scenarios, to assess the
reliability of the recasting methods in, e.g. extreme regions of phase space and/or for very
different signal hypotheses the the one the analyses have been designed for.
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Recasting Long-Lived Particles Searches
G. Cottin, N. Desai, J. Heisig, A. Lessa
Abstract
Long-lived particles (LLPs) arise in several beyond the Standard Model
(BSM) theories, and they provide striking (non-standard) signatures at
colliders. Several LHC searches look for LLP models in a broad range
of final states, and limits have been presented for specific BSM models.
However, extrapolating such limits to other scenarios often proves to be
a difficult task outside the experimental collaborations. This note dis-
cusses the recasting of three types of LLP signatures: displaced vertices,
displaced leptons and heavy stable charged particles. Several conclu-
sions are obtained from these recasting attempts and recommendations
to the experimental collaborations are made.
1 INTRODUCTION
The key scientific goal for the second run of the LHC is to explore physics beyond the Stan-
dard Model (BSM). Motivated by a variety of BSM theories, there has been a growing interest
in non-standard signatures, such as long-lived particles (LLP). A large variety of LLP signa-
tures have been explored by the experimental searches and the re-interpretation of these results
within the context of new BSM theories is extremely relevant to exploit the full potential of the
LHC experiment. However, in most cases it is not possible to reinterpret LLP searches using
fast detector simulation and a cut-and-count based analysis, as it is usually done for prompt
searches. In particular, efficiencies for object reconstruction (such as displaced vertices) and
event selection are much more analysis dependent in LLP searches and difficult to reproduce
using fast simulation. Furthermore, trigger and pile-up vetoes included in prompt searches are
difficult to reproduce and can invalidate the extrapolation of prompt search results and limits to
long-lived (displaced) scenarios.
In this note we discuss the difficulties of recasting LLP searches. In order to make the discus-
sion concrete, we present results for the recasting of three distinct LLP signatures: displaced
vertices, displaced leptons and heavy stable charged particles. As a way to discuss the typi-
cal issues encountered when recasting LLP searches, we try to reproduce the official exclusion
curves presented in the 13 TeV ATLAS displaced vertex plus missing energy [598], the 8 TeV
CMS displaced lepton [599] and the 13 TeV CMS heavy stable charged particle [120] searches.
Although the issue of recasting prompt searches within the context of LLP models is a very
relevant one, we do not discuss it here.
The first difficulty related to recasting LLP searches concerns the detector simulation of such
signatures. While the relevant signatures for stable particles (in detector scales) are charged
tracks and missing energy, for a particle decaying within the detector several signatures are
possible, depending on the LLP nature and its decay. The lifetime of the particle and its boost
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are also essential features, since only certain parts of the detector are capable of observing
specific decay products. Furthermore, the Standard Model background typically decreases as
the LLP decay moves further away from the primary vertex. In general the LLP signatures can
be classified as follows:
– charged track (stable charged particle)
– disappearing track (charged LLP decaying to a neutral/soft final state)
– displaced vertex (charged or neutral LLP decaying to charged final states)
– track kink (charged LLP decaying to neutral and charged final states)
– trackless jets, displaced leptons (neutral LLP decaying to charged final states)
– missing energy1 (stable neutral particle)
Typical fast detector simulators do not yet include the information required for dealing with the
above signatures. As a result, dedicated recasting tools must be developed to deal with LLP
searches. In this note we mainly make use of MADGRAPH5 [95] and PYTHIA [97, 145] to
simulate hadron level events and no fast detector simulation is employed. Several approaches
are then discussed in order to emulate the experimental selection and reconstruction efficiencies
and reproduce the official exclusion curves presented in the corresponding analyses.
The recasting of the ATLAS displaced vertex search is presented in Section 2, where two meth-
ods are employed in order to reproduce the exclusion curves for a simplified long-lived gluino
scenario. While the first method makes use of the limited information provided by the corre-
sponding conference note, the second uses the full efficiencies provided by the ATLAS auxiliary
material. The goal of comparing these two approaches is to illustrate how lack of experimental
information drastically decreases the recasting performance. Sections 3 and 4 discuss searches
based on isolated tracks, which, in principle, are much simpler to recast. Although CMS has
provided detailed efficiencies for the 8 TeV searches, we will show that these can not be easily
extrapolated to the 13 TeV results. We illustrate this by recasting two CMS searches — dis-
placed lepton search (Section 3) and the long-lived charged particle search (Section 4). Finally,
in Section 5 we present the overall conclusions and recommendations drawn from the recasting
of these particular searches.
2 DISPLACED VERTEX SEARCH
The ATLAS displaced vertex + missing energy analysis presented in Ref. [598] investigate an
important BSM scenario: long-lived gluinos decaying to jets and missing energy. The analy-
sis searches for displaced vertices (DV) in association with large missing transverse energy, a
signature present in several BSM models (long-lived stops, hidden valley scenarios and others).
Hence it is relevant to investigate how well it is possible to recast this analysis and extend its
constraints to other LLP models. One important feature of the ATLAS search is that it does
not rely on the gluino (or R-hadron) charge, so it can be directly applied to both charged and
neutral LLPs.
1The missing energy signature is usually not classified as a LLP search, since it is covered by several prompt
searches. Nonetheless, we include it here for completeness.
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In Ref. [598] the results are interpreted in the long-lived gluino scenario with R-Parity conser-
vation, the lightest neutralino being the LSP and the gluino the NLSP. Hence, after being pair
produced, the gluinos hadronize and then decay to jets and the LSP with a 100% branching
ratio:
pp→ g˜g˜ → (jjχ˜01) + (jjχ˜01) (1)
Limits are presented for gluino lifetimes between 0.02 ns and 20 ns, gluino masses of 1.4 and 2
TeV and several values of mχ˜01 .
The search imposes the following criteria for selecting displaced vertices:
1. Missing energy selection in the event: EmissT > 250 GeV.
2. Base vertex selection (at least one DV in the event):
– The DV coordinates must satisfy: RDV =
√
x2 + y2 < 300 mm and |zDV| <
300 mm.
– The DV must not fall into a material rich area. This criterion corresponds to dis-
carding approximately 42% of the fiducial volume.
– The vertex must be separated by more than 4 mm from all primary vertices.
3. Signal region selection:
– the invariant mass of the DV must be mDV > 10 GeV, assuming all its tracks have
the pion mass.
– ntracks ≥ 5, where ntracks corresponds to the number of tracks originating from the
vertex and satisfying: pT > 1 GeV and |d0| > 2 mm.
After applying the above selections, no displaced vertices were observed in 32.1 fb−1 of data at√
s = 13 TeV. The number of expected background displaced vertices is:
NBGDV = 0.02± 0.02 (2)
This analysis is particularly interesting because it provides a large set of information useful
for recasting.2 Specially useful are the efficiency grids provided for DV reconstruction and
event selection as a function of the relevant (truth level) variables: number of tracks, DV mass,
DV position and missing energy. We point out that these detailed efficiencies are usually not
provided for most LLP searches. The corresponding 8 TeV search in Ref. [147], for instance,
only provided reconstruction and event-level efficiencies as a function of a single parameter.
Therefore, we will discuss below how recasting performs when distinct levels of information
are available. In particular, we will discuss two approaches:
– Method 1: recasting using correction functions for the vertex reconstruction efficiency
and the track efficiency.
– Method 2: recasting using the efficiency grids provided by ATLAS in Ref. [598].
2We point out that the conference note ATLAS-CONF-2017-026, which has been superseded by Ref. [598],
included only a subset of the information present in the publication.
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2.1 Method 1: Recasting using correction functions
The first approach only makes use of the displaced vertex reconstruction efficiency provided
by ATLAS and shown as red points in Fig.1. We point out that this data is provided only for
mg˜ = 1.2 TeV and τ = 1 ns. The method discussed below tries to construct functions which
aim to approximate the experimental track and vertex reconstruction efficiencies. These will
then be applied to the event selection and used to compute upper limits for the same gluino
scenarios considered by ATLAS.
In order to recast the ATLAS displaced vertex + missing energy search, we use PYTHIA 8 [97]
for the simulation of gluino production, hadronization and decays. No smearing is applied
and the truth-level EmissT is considered. All charged particles generated by the R-hadron decay
are considered as potential charged tracks and only these are included when computing mDV.
Furthermore, d0 is calculated with the assumption of a zero magnetic field. The veto of decays
in material rich area is implemented simply as an overall fiducial volume cut. Since a dedicated
algorithm was used by the collaboration to identify and select DV candidates, it can not be
easily reproduced. However the vertex reconstruction efficiency as a function of RDV has been
provided in Ref. [598] for
(
mg˜,mχ˜01 , τ
)
= (1200 GeV, 100 GeV, 1 ns) and
(
mg˜,mχ˜01 , τ
)
=
(1200 GeV, 1170 GeV, 1 ns).
As a first step in the recasting procedure, we test how well the vertex reconstruction efficiency
(DV) can be reproduced under the assumption that all displaced vertices satisfying the base
vertex selection cuts are reconstructed. The efficiencies provided by ATLAS and the result
obtained from recasting are shown in Fig.1. As we can see, DV decreases with RDV, except for
the first bin (0 mm < RDV < 5 mm). The slope seen in the recasting curve is purely due to
the base vertex selection cuts applied. The same behavior is seen in the official data, although
the efficiency falls much faster, likely due to detector effects and the reconstruction algorithm.
For the low bins (except for the first one) the two curves differ by ' 20%, while for the largest
bins the difference is almost an order of magnitude. The high level of agreement in the first
bin (RDV < 5 mm) is an artificial effect due to the requirement that the displaced and primary
vertices must be separated by at least 4 mm.
As shown in Fig.1, the reconstruction efficiency obtained by recasting can be overestimated by
more than an order of magnitude for high values of RDV. One is then tempted to directly apply
the vertex reconstruction efficiencies provided by ATLAS (red points in Fig.1) to the hadron
level events generated in PYTHIA. However these have been derived for the benchmark point
mg˜ = 1.2 TeV, mχ˜01 = 100 GeV, τ = 1 ns and are not necessarily valid for other values of
the gluino and LSP masses or the lifetime. In fact, as shown in Ref. [598], the efficiencies
can be affected by the mass difference mg˜ − mχ˜01 . We have also computed the reconstruction
efficiency using distinct values of the gluino lifetime. The results are shown in Fig.2. Despite
the fluctuations at high RDV (due to limited statistics), we can see that the efficiency also has a
strong dependence on the gluino lifetime. Therefore we conclude that the ATLAS efficiencies
shown in Fig.1 can not be directly applied to any input model. Also we can not neglect the large
impact of detector response and the reconstruction algorithm, as illustrated by the difference
between the blue and red points in Fig.1. In order to proceed with the recasting (using only the
data from Fig.1) we will adopt the following strategy:
i. Apply the base vertex selection cuts.
ii. Rescale the DV reconstruction efficiencies obtained from the vertex selection cuts above
by a factor r (RDV). This “correction factor” (r) is defined by the ratio of the red and blue
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Figure 1: Vertex reconstruction efficiency as a function of the displaced vertex transverse position,
RDV =
√
x2 + y2. The red points correspond to the results obtained by ATLAS in Ref. [598], while the
blue points correspond to the results obtained through recasting after the base vertex selection cuts have
been applied. The results refer to the benchmark point
(
mg˜,mχ˜01 , τ
)
= (1200 GeV, 100 GeV, 1 ns).
points in Fig.1. This factor aims to encapsulate the experimental features which are not
captured by the base vertex selection cuts and is assumed to be model independent.
iii. Apply a constant track efficiency3, which aims to approximate how many of the truth
level charged tracks are actually reconstructed at detector level. This efficiency impacts
the event selection efficiency, since events are required to have ntracks ≥ 5.
iv. Apply the missing energy and signal region cuts to the surviving events.
With the above procedure we aim to capture the impact of detector effects and the reconstruction
algorithm in a model independent way. The validity of this approach clearly relies on strong
assumptions about the detector performance and the relation between truth level and detector
level observables. However, without further information we believe it is not possible to signifi-
cantly improve the recasting. Once we apply all the cuts and the correction factor to the events,
it is possible to compute signal efficiencies for any input model. These efficiencies can then
be used to extract 95% CL upper limits on the total visible cross section using the number of
observed events (Nobs = 0) and the expected background (NBGDV = 0.02± 0.02). For reference,
a 100% efficiency corresponds to the upper limit σg˜g˜ < 0.091 fb.
3The track efficiency clearly depends on the track pT and production position, hence a constant efficiency is
an oversimplification. We have tried distinct functional forms for track following a procedure similar to the one
described in Refs. [600, 601]. None of these, however, perform much better (for all values of τ ) than the results
presented here assuming a constant efficiency.
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Figure 2: Vertex reconstruction efficiency as a function of the displaced vertex transverse position (RDV).
The results were obtained through recasting after the base vertex selection cuts have been applied. The
plot compares the recasting results for a fixed gluino and LSP mass (mg˜ = 1200 GeV, mχ˜01 = 100 GeV)
and two lifetime values, τ = 1 ns and τ = 0.1 ns.
The results obtained by the above approach for the benchmark points mg˜ = 1.4 TeV and mg˜ =
2 TeV are shown in Fig. 3. We present recasting curves for three distinct values of the (constant)
track efficiency: track = 15%, 25%, 100%. As we can see, a 25% efficiency can reproduce
the official exclusion curve (solid black line) within ∼ 50% for most of the lifetime values.
However, in the regions where the efficiency drops significantly (τ < 10−2 ns), the recasting
curve is wrong by more than an order of magnitude. Therefore, we conclude that this procedure
is not satisfactory for a general purpose recasting of the search presented in Ref. [598]. In the
next section we discuss how the recasting improves once we include the detailed efficiencies
provided by ATLAS.
2.2 Method 2: Recasting using ATLAS efficiency grids
This approach makes use of the full information provided in the auxiliary material4 of Ref. [598]:
efficiency grids for the event selection (as a function of RDV and EmissT ) and for the vertex re-
construction efficiency (as a function of RDV, mDV and ntrack). These parametrized efficiencies
are also given for different regions in the detector, encapsulating the effect of the material veto
cut.
According to the note provided by ATLAS, these efficiencies can be applied at truth level once
some fiducial cuts have been applied. We use truth level missing energy and identify the truth
R−hadron decay position and decay products.
4This material can be directly access from:
https://atlas.web.cern.ch/Atlas/GROUPS/PHYSICS/PAPERS/SUSY-2016-08/hepdata_info.pdf
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Figure 3: Comparison between the official exclusion curve and the one obtained by recasting the analy-
ses with Method 1 for two values of gluino masses.
The selection of events requires:
– truth level missing energy EmissT > 200 GeV.
– one trackless jet with pT > 70 GeV, or two trackless jets with pT > 25 GeV. A trackless
jet is defined as a jet for which the scalar sum of the pT of all charged particles inside the
jet does not exceed 5 GeV. These jet requirements are applied to 75% of the data. The
remaining 25% do not need to satisfy any jet cuts.
In addition, events must have at least one displaced vertex with:
– distance between the interaction point and the decay position > 4 mm.
– the decay position must lie in the fiducial region RDV < 300 mm and |zDV| < 300 mm.
– the number of selected decay products must be at least 5, where selected decay products
are charged and stable, with pT > 1 GeV and |d0| > 2 mm.
– the invariant mass of the truth vertex must be larger than 10 GeV, and is constructed
assuming all decay products have the mass of the pion.
After imposing the above fiducial cuts, the vertex reconstruction and event selection efficiencies
provided by ATLAS can then be applied to compute the final signal efficiencies. The results for
the two benchmark points are shown in Fig. 4. Finally, using these efficiencies, we can extract
95% CL upper limits on the total visible cross section using the same procedure described in
the previous Section. The results for the exclusion curves are shown in Fig. 5, where we can
see that the recasting reproduces the official exclusion curves fairly well for most of the lifetime
values. The largest discrepancies are within∼ 40%, which corresponds to a major improvement
with respect to the results obtained using only the limited information provided by the ATLAS
conference note, as discussed in Section 2.1.
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Figure 4: Recasted event-level efficiencies against gluino proper decay lifetime for two values of gluino
masses.
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Figure 5: Comparison between the official exclusion curve (solid black line) and the one obtained by
recasting the analyses with Method 2 (dotted red line) for two values of gluino masses.
2.3 Comments on the recasting procedure
The results presented in Fig.3 show that it is not possible to recast the ATLAS displaced vertex +
missing energy search making use only of the simple vertex reconstruction efficiencies provided
in the conference note ATLAS-CONF-2017-026. Although different correction functions can
be applied at the vertex and track level to try to capture the impact of detector effects and the
vertex reconstruction algorithm, we find that the recasting of the exclusion curves is still off
by an order of magnitude at small lifetimes. On the other hand, using the ATLAS efficiency
grids highly improves the level of agreement, limiting the discrepancies to be under ∼ 40%, as
shown by Fig.5. We therefore find that the parametrization of the efficiency grids in terms of
truth level variables is extremely useful for recasting, being also straightforward to implement.
Finally, we note that, even though the parametrized selection efficiencies can be in principle
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used for any model (and are said to be model independent according to the ATLAS note), we
encourage the experimental collaborations to present exclusion curves (or signal efficiencies)
for a second model with a distinct event topology. This information is essential to validate
the recasting procedure and accurately assess the level of model independence provided by the
parametrized efficiencies.
3 DISPLACED LEPTON SEARCHES
One of the cleanest search strategies for long-lived particles decaying into leptons is to look for
leptons with a non-zero impact parameter with the primary vertex. Such tracks are normally
vetoed to remove contamination from underlying event, cosmics etc., and therefore may not be
attributed to the right collision event in standard prompt searches. The CMS displaced lepton
search (
√
s = 8 TeV, L = 19.7 ± 0.5fb−1) [599] follows a simple strategy of requiring two
isolated, oppositely charged, lepton tracks that have a significant impact parameter with respect
to the primary vertex. The accompanying material includes efficiency for identification of elec-
trons and muons based on the transverse impact parameter (d0) and the transverse momentum
(pT ) of the lepton. The benchmark scenario for the analysis is stop-pair production pp → t˜t˜∗
(mt˜ = 500 GeV) followed by an R-parity violating decay via λ′-type coupling t˜ → b`, with
equal probabilities for ` = e, µ and τ .
The recommended recasting procedure is to apply the cuts below on generator-level leptons and
reweight the event with the four identification efficiencies and an overall trigger efficiency of
0.95.
1. Select events with one e and one µ, oppositely charged, both coming from a stop
2. Require both leptons to have |η| < 2.5
3. Require decay vertex of stop to have transverse position v0 < 40 mm, and z-position
vz < 300 mm.
4. Require p(e,µ)T > 25 GeV and ∆Reµ > 0.5
5. Jet isolation: for each jet (anti-kt, R = 0.5, pminT = 10 GeV), require ∆R`j > 0.5
6. Transverse impact parameter 0.1 mm < d0 < 20 mm.
7. Signal regions are further defined as:
SR3: Both leptons satisfy 1.0 mm < d0 < 20 mm.
SR2: One or both leptons fail SR3 but satisfy d0 > 0.5 mm
SR1: One or both leptons fail SR2 but satisfy d0 > 0.2 mm
The updated analysis at 13 TeV (
√
s = 13 TeV, L = 2.6fb−1, conference note CMS-PAS-
EXO-16-022) [120], applies stronger pT cuts by requiring p
e(µ)
T > 42(45) GeV. It also improves
isolation cuts on the leptons by requiring that the sum of pT (of all particles) in a cone of 0.3
should be less than 3.5% (6.5%) in the barrel (encdap) for electrons. For muons, cone size
is taken to be 0.4 and the sum of pT is required to be less than 15%. Separation between the
two leptons is ∆Reµ > 0.5, same as before. The mass of the stop in the benchmark point is
increased to 700 GeV, however, the decay branching fractions remain unchanged.
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Figure 6: Result from recasting the 8 TeV (left) and 13 TeV (right) displaced lepton analysis comparing
number of expected signal events from our simulation (blue) with the published CMS values (green dots).
The panels refer to SR1 (top), SR2 (middle) and SR3 (bottom).
A comparison of our validation of the analysis can be seen in Fig. 6. At 8 TeV, the agreement is
well within the quoted errors. Using the same efficiency parametrization as 8 TeV for the 13 TeV
analysis, we are unable to reproduce the benchmark efficiencies and we find that in general, we
have an overall mismatch of a factor of about 2 with respect to the published expected number
of signal events. Moreover, we find that the mismatch is higher for longer lifetimes, prompting
the inference that the d0 dependence of the efficiency may have changed between the two runs.
4 CHARGED HEAVY PARTICLE SEARCH
Another important example of LLPs which have been searched for at the LHC are heavy sta-
ble charged particles (HSCPs). Here we will consider the searches performed by CMS using
8 TeV [121] and 13 TeV [120] data. These searches are targeted at detector-stable HSCPs and
are based on the signature of highly ionizing tracks and anomalous time-of-flight. Below we
will discuss the recasting of both of these searches. We point out, however, that while the 8 TeV
analysis provided detailed efficiencies for the HSCP reconstruction, the 13 TeV results do not
include this information. Therefore, for the 13 TeV search the recasting will make use of an
extrapolation of the 8 TeV efficiencies.
4.1 Recasting the 8 TeV search
As mentioned above, the 8 TeV CMS analysis [121] provides efficiency grids for HSCP recon-
struction. In particular, probabilities for events to pass the on- and off-line selection criteria
are given as a function of the truth-level HSCP kinematics. Due to the inclusive nature of the
search, this provides a powerful way to reinterpret the search for arbitrary models containing
detector-stable [110, 126, 602–604] or metastable [605] LLPs.
The recasting follows the procedure described in Ref. [121]. We simulate events for HSCP pro-
duction using MADGRAPH5 [95] for the parton level process and PYTHIA 6 [145] for shower-
ing and hadronization. For each event we first identify isolated HSCP candidates imposing the
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following isolation criteria:
charged
∆R<0.3∑
i
piT
 < 50 GeV ,

visible
∆R<0.3∑
i
Ei
|~p|
 < 0.3 , (3)
on the truth level events. The sums include all charged and visible particles, respectively, in a
cone of ∆R =
√
∆η2 + ∆ϕ2 < 0.3 around the direction of the HSCP candidate, piT denotes
their transverse momenta and Ei their energy. Muons are not considered as visible particles
and the HSCP candidate itself is not included in either sum. Once the HSCP candidates are
identified, the final signal efficiency () is then given by:
 =
1
N
N∑
i
Pon(~k)× Poff(~k) , (4)
where the sum runs over all generated events and Pon (Poff) is the on-line (off-line) selection
efficiency provided by the 8 TeV CMS analysis as a function of the HSCP truth level kinematics
(~k). For events containing two HSCP candidates, the above probabilities must be replaced
by [121]
P
(2)
on/off(
~k1, ~k2) = Pon/off(~k
1) + Pon/off(~k
2)− Pon/off(~k1)Pon/off(~k2) , (5)
where ~k1,2 are the kinematical vectors of the HSCPs.
In order to validate the above procedure we compute exclusion curves for the same benchmark
models considered by the 8 TeV CMS search [126]. The results are shown in Figure 7 for the
the gauge-mediated supersymmetry breaking (GMSB) model containing long-lived staus. As
we can see both the signal efficiencies (left panel) and the 95% CL upper limits on the inclusive
production cross section (right panel) agree with the official CMS results within 5% or less,
thus providing an excellent approximation.
4.2 Recasting the 13 TeV search
Given the excellent performance of the recasting method discussed above for the 8 TeV LHC
run it would be appealing to be able to use a similar method for the 13 TeV analysis [120].
However, the provision of object efficiencies for the 13 TeV search is so far not pursued. In
this section we discuss an attempt to recast the 13 TeV search based on an extrapolation of the
object efficiencies from the 8 TeV to the 13 TeV run.
Our aim is to use the 8 TeV efficiencies (P 8 TeVon/off) for the 13 TeV recasting through the intro-
duction of a correction function that accounts for the differences between both runs. Since the
selection criteria for the 8 TeV and 13 TeV searches are very similar, we require the same iso-
lation cuts listed in Eq. 3. We then assume the following ansatz for the 13 TeV efficiencies
(P 13 TeVon/off ):
P 13 TeVon (
~k) = P 8 TeVon (
~k) , P 13 TeVoff (
~k) = F (β)× P 8 TeVoff (~k) , (6)
where F is the correction function. The above relations assume that the on-line probability does
not change drastically and the main differences between the runs happen in the off-line (trigger)
selection. This is a reasonable assumption, since the on-line cuts of both analyses are similar.
Furthermore, we expect our treatment to leave enough freedom to account for small corrections
in the on-line probability as well. At least for events with only one HSCP candidate there is no
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for the 13TeV LHC by introducing a correction function that accounts for the differences between
both runs:
P 13TeVoff = F × P 8TeVoff . (5)
Under the assumption that the correction function is mainly dependent on the HSCP velocity
we perform a fit of such a function to the efficiencies reported for the 13TeV LHC analysis [13].
We parametrize the correction function F (β) by eight parameters Cβn that represent the value
of the function for βn = 0, 0.47, 0.6, 0.7, 0.77, 0.83, 0.89, 1.0 between which we interpolate linearly.
Note that we allow Cβn (and therefore F ) to be larger than one to be able to describe a possible
improvement in the efficiency. However, in order to be consistent with the probability interpretation
in eq. (3) we constrain P ion × P 13TeV, ioff ≤ 1.
For the fit we consider the direct stau production scenario with the six benchmark masses for
which signal efficiencies are reported in [13]. We obtain generator level events for these mass points
by a Monte Carlo simulation of their signal at the 13TeV LHC withMadGraph5 aMC@NLO [25]
and Pythia 6 [26]. For a given set of parameters Cβn tested in the fit we compute the signal
efficiencies for all mass points with the prescription outlined above. Assigning a χ2 to each set
of parameters Cβn by comparing the resulting signal efficiencies to those reported in [13] we can
determine the best-fit correction function Fbest-fit.
The result is shown in figure 4. The deviation of F from 1 implies a decrease or increase
of the respective detector and signal efficiency between the 8 and 13TeV analysis. As expected
from the slightly stronger cuts for large velocities a slight decrease is found, which is, however,
not significant. More surprisingly we find a large (and significant) increase towards low velocities
β ￿ 0.5. The CMS detector in run 2 seems to perform significantly better at low velocities. Note
that the preference for large values for F is not (only) due to a saturation effect that could be
induced by the fact that we require Pi ≤ 1 for the total probability of each event since the 1σ band
significantly exceeds one.
As expected Fbest-fit reproduces the efficiencies for the six mass points in the direct stau produc-
tion scenario well within expected uncertainties, cf. table 3. In particular, it significantly improves
the agreement with respect to the naive extrapolation without a correction, i.e. for F = 1 (forth
column in table 3).
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igure 7: Signal efficiency  (left panel) and 95 CL cross section upper limit (right panel) for the
GMSB model as the function of the stau mass. We compare the CMS analysis [121] from the full
detector simulation (red solid lin s) with the recasting from [121] (blue dashed lines). In the lower
frames we show the respective ratios Full/Recast, σFulllimit/σ
Recast
limit . Taken from [126].
distinction, as the two probabilities are just multiplied. Finally, we assume that F only depends
on the HSCP velocity (β) and we parametrize this correction function by eight parameters (Cβn),
which corresponds to the value of the function for β = 0, 0.47, 0.6, 0.7, 0.77, 0.83, 0.89, 1.0. For
other values of β we interpolate linearly.
In order to compute the correction function F introduced above we will make use of the official
signal effici ncies reported in 13 TeV LHC analysis [120] for specific benchma k points. W
determine the parameters Cβn of the correction functi n a global fit to these efficiencies us ng
the χ2 defined a :
χ2(Cβn) =
∑
m
(m(Cβn)− CMSm )2
σ2
, (7)
where m(Cβn) is the efficiency for the benchmark point m using the correction function p -
rameters Cβn , CMSm is the respective efficiency reported in [120] and σ is the characteristic size
of the uncertainty which we (arbitrarily) set to 0.02. We include in the fit the 6 direct stau
benchmark points used in the CMS analysis and minimize the χ2 using MULTINEST [606,607]
for an efficient exploration of the parameter space. The best-fit correction function, Fbest-fit, and
its 1σ uncertainty5 are shown in figure 8. The deviation of F from 1 implies a decrease or
increase of the respective detector and signal efficiencies between the 8 and 13 TeV analysis.
We find a slight decrease of efficiencies for large velocities β & 0.85, which is, however, not
significant. More surprisingly, the efficiencies at low velocities (β ' 0.5) con ain a large and
significant increase. From these results it appears that the CMS detector in Run 2 performs
significantly better at low velocities. We also point out that the uncertainties for low values of
β are quite large, which illustrate the fact that the signal efficiencies provided by the 13 TeV
5As stated above the 1σ uncertainty corresponds σ = 0.02 hich is roughly the level of accuracy we aim at
in the fit. Note, however, that intrinsic systematic uncertainties in the determination of the efficiencies might be
larger, up to around 10%.
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Figure 8: Best-fit correction function F (β) and its ±1σ band.
CMS results are not sufficient to fully constraint the correction function F . However, since no
additional information is provided by the 13 TeV CMS analysis, we will use the best fit for F
in the following.
Using the off- and on-line probabilities defined in Eq. 6 and the best fit for the correction func-
tion (Fbest-fit) shown in Fig. 8 we can then compute the 13 TeV signal efficiencies for any input
model. We first compute efficiencies for the same 6 benchmark points used to obtain F . These
benchmarks correspond to direct production of long-lived status with distinct values of the stau
mass. The results for the final signal efficiencies for these six benchmark points are shown in
Fig. 9 as a function of the HSCP (stau) mass. The solid black line shows the efficiencies re-
ported by CMS in Ref. [120], while the dashed blue curve shows the efficiencies obtained by
recasting using the extrapolation of the 8 TeV probabilities and the best fit for F . We also show
the recasting efficiencies obtained without the inclusion of the correction function (dashed ma-
genta curve). As expected, Fbest-fit reproduces the efficiencies for the six mass points well within
the expected fit uncertainties (2%). In particular, it significantly improves the agreement with
respect to the naive extrapolation without a correction, i.e. for F = 1. Formally, in our fit this
is reflected in a decrease in the χ2 from around 130 for F = 1 to 0.1 for Fbest-fit.
The good agreement shown in Fig. 9 between the official CMS results and Fbest-fit is expected,
since the same benchmark points were used to fit the correction function F . Therefore, a crucial
test of the validity of the recasting is its application to an independent set of models. Fortunately,
in Ref. [120] CMS has also reported the signal efficiencies for six GMSB points with long-lived
staus. These points include both direct production of staus and production through cascade
decays of heavier sparticles, resulting in a broader spectrum of event topologies. Using again
the extrapolation of the 8 TeV efficiencies and the best fit for the correction function from Fig.8,
we compute the final signal efficiencies for these six GMSB points. The results are shown in
Fig. 10. As we can see, the efficiencies using Fbest-fit now deviate by up to 20% for large HSCP
masses, where our recasting undershoots the efficiencies reported by CMS. Although the overall
agreement is improved by the correction function, χ2(Fbest-fit) ' 88 versus χ2(F = 1) ' 240,
the result is much worse than the ones obtained at 8 TeV, where the uncertainties were below
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Figure 9: Efficiencies for the six benchmark masses in the direct stau production scenario. The solid
black curve shows the efficiencies from [120], while the dashed curves show the efficiencies obtained
through recasting. The blue curve corresponds to the best-fit for the correction function, while the ma-
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5%.
The differences between the recasting efficiencies and the ones reported by CMS for the GMSB
model might arise from several shortcomings in our recasting procedure. First, we assume
F to only dependent on β whereas the full probability maps are parametrized as a function
of three kinematic variables: β, pT and |η|. A parametrization in terms of all three variables,
however, is clearly not feasible given the limited amount of information provided in Ref. [120].
As illustrated by Fig. 8, even the parametrization in terms of a single variable can not be fully
constrained using only the signal efficiencies reported by CMS. Second, assigning the correction
function to the off-line probabilities only might be an over-simplification. For events containing
two HSCP candidates, a single correction function F may not be sufficient to parametrize the
differences between the two runs. Again, only a better understanding of the underlying changes
(e.g in the trigger settings) can resolve these ambiguities.
4.3 Comments on the recasting procedure
As illustrated by the results in Section 4.1, the uncertainties in the recasting of HSCP searches
can be reduced to the few percent level if efficiencies for the reconstruction and selection of
HSCP tracks are provided. This is the case for the 8 TeV CMS analysis, where we were able
to successfully recast the HSCP results with a high degree of accuracy [126]. The situation is
drastically distinct if these officiencies are not provided by the experimental collaboration, as
illustrated by the 13 TeV results in Section 4.2. Even though the CMS analyses for both runs are
very similar, the 8 TeV object efficiencies cannot be easily extrapolated to the run 2. Therefore,
in order to establish robust reinterpretations of HSCP searches, further information on detector
efficiencies are required.
We also point out that the recasting uncertainties for the 13 TeV search could only be properly
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assessed using the official CMS signal efficiencies for two distinct scenarios (the direct stau and
GMSB models). This is an important point, since several LLP searches present results for a
single model or type of signal topology (see Section 2, for instance). The second model is es-
sential for estimating the validity of the recasting procedure and if it can indeed be extrapolated
to other models containing distinct event topologies. As shown by the results in Figs. 9 and 10,
the recasting uncertainties would have been highly underestimated if the CMS values for the
GMSB scenario were not available.
5 CONCLUSIONS
In this note we have investigate the feasibility of recasting LLP searches within the context of
three distinct signatures: displaced vertices, displaced leptons and charged tracks. Although
each signature presents its own challenges for recasting, we showed that without detailed object
reconstruction and selection efficiencies a satisfactory recasting can not be performed outside
the experimental collaborations. The final signal efficiencies or limits in this case can be in-
accurate by almost an order of magnitude. On the other hand, for the cases where the object
efficiencies were available, such as the ATLAS displaced vertex and the 8 TeV CMS displaced
lepton and HSCP searches, we were able to reproduce the official results within 5% to 40%.
In summary, our overall conclusions regarding the relevant information required for a proper
recasting of LLP searches are as follows:
1. Object efficiencies for reconstruction of the LLP signature must be provided in terms of
the relevant truth level observables. As discussed above, without these efficiencies the
recasting uncertainties can be over 100%.
2. Cut-flow tables for expected signal events would greatly improve the ability to recast these
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searches. In the event of a mismatch in the calculation of the final expected signal yield,
it is at the moment impossible to pinpoint the source of the problem.
3. Limits for at least two models (or signal topologies) should be published so a sanity
check can be made before using object efficiencies on a different model. Current standard
practice has been to provide object efficiencies with respect to Monte-Carlo truth-level
objects for the benchmark model. It is therefore still difficult to understand how well
these can be trusted when applied to models or topologies other than the benchmark
(e.g. see Figs. 9 and 10).
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Analysis description for LHC result reinterpretations
P. Gras, H. B. Prosper, S. Sekmen
Abstract
LHADA is a language to describe LHC analysis which has a wide range
of applications. In this work, this language is investigated for its usage
in the context of LHC result reinterpretation. It would be employed to
describe in an unambiguous and concise manner a data analysis includ-
ing all the details needed for a reinterpretation of the result in the context
of a physics theory not considered in the original analysis. A speciali-
sation of the language dedicated to reinterpretation is introduced. The
specialisation defines extra syntax rules and constitutes a subset of the
language. Three different analyses used as benchmarks are described
with this language. Automatic generation of code reproducing the anal-
ysis on Monte-Carlo samples for the purpose of result reinterpretation
is investigated. We demonstrate that programs that generates code to
be used in a result reinterpretation tool can be easily developed and a
prototype is presented. In addition, the generated code can be used to
validate the accuracy of the analysis description.
1 Introduction
The need for a standard to describe analyses of LHC data in an unambiguous way together
with the definition of its requirements has been studied at the 2015 session of Les Houches
PhysTeV workshop [72]. The study includes a proposal for this standard (LHADA). In this
work, we investigate this proposal in the context of analysis reinterpretation. Three questions
are addressed: the coverage of the language, that is its ability to implement a large spectrum of
analyses, the completeness of the analysis description, and the capacity to validate this descrip-
tion. The first question is addressed by implementing the description of example analyses with
different levels of complexity. The second and third questions were addressed by developing
two machine interpreters. The interpreters generate c++ code that reproduces the analysis on
an input samples. There is an alternative approach, taken by the CutLang [608] interpreter,
which does a direct runtime interpretation of its internal text based analysis description lan-
guage. One of the two interpreters detailed in the following study produces a module, so-called
“Rivet analysis”, for the RIVET [325] framework, while the second produces a standalone code
based on the ROOT [146] framework. The RIVET based code is meant to be used for result
reinterpretation. It can also be used to validate an analysis description by reproducing reference
numbers provided by the analysis authors. In particular the cut flow, that is the acceptances of
the subsequent selections (the “cuts”) of the analysis, is well suited for such validation [587].
The completeness of the description is validated at the same time. The second interpreter, called
LHADA2TNM is aimed towards running a LHADA analysis on any given type of input ROOT
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ntuple, and targets a more generic use, including design and implementation of analyses with
the experimental data.
2 Describing analyses in LHADA
In order to test the suitability of the LHADA language to describe LHC analyses, three different
new physics searches have been considered. The first analysis is the Search for new physics in
the all-hadronic final state with the MT2 variable from Ref. [609]. The two other analyses are
the Search for squarks and gluinos in final states with jets and missing transverse momentum
at
√
s = 13 TeV with the ATLAS detector [594] and Search for dark matter at
√
s = 13 TeV
in final states containing an energetic photon and large missing transverse momentum with the
ATLAS detector [39], which are used for the comparison of the reinterpretation tools performed
in Contribution \ref{sec:recast}.
We have described the three analyses with the LHADA language and the descriptions can be
found in the analysis descriptions database [610] respectively under lhada/analyses/CMS-PAS-SUS-16-015,
lhada/analyses /ATLASSUSY1605.03814, and lhada/analyses/ATLASEXOT1704. 0384.
No particular difficulty has been encountered. The LHADA17 language subset has been used
and a cut flow table has been included [editor’s note: to be added] in the description to allow
the validation of the descriptions using code generated with the interpreter.
3 Generating a Rivet analysis from LHADA
LHADA is a multipurpose and flexible language. In the case of LHADA2RIVET, the interpreter
that generates a Rivet analysis, we have chosen to limit ourselves to the analysis reinterpretation
use case and to specify accurately the analysis description language understood by the program.
For this purpose, we have derived a subset of the LHADA language, called LHADA17. In this
section, we will first draw the specifications of this sublanguage. We will then present the
automatic generation of Rivet analyses.
3.1 Describing the description language
The Extended Backus-Naur Form [611, 612] (EBNF) notation has been used to specify the
syntax and grammar of LHADA17. The syntax is given in Appendix A. The following rules
which have not been included in the EBNF syntax to simplify the notation apply:
– A hash sign (#) can be used to include comments in the LHADA files: all characters of a
line starting from a hash sign are comments and ignored for the interpretation based on
the EBNF description.
– If the last non-space character of a line is a backslash (\), then the line is merged with the
following line before being interpreted according to the EBNF description.
– An entity (function, object or cut) should be declared before being used. For instance
if a function is used in a “cut” definition, the corresponding function block should
appear before the cut line. This rule is meant to simplify the parsing and also to avoid
circular definitions.
A specificity of LHADA is the usage of programming languages to describe algorithms, via the
LHADA functions while the main structure of the analysis is described with the dedicated
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language. A reference implementation of the algorithm is provided in a “commonly used”
programming language. The implementation is given in a code source file, which can group
implementations of different LHADA functions and can be shipped along with the LHADA
description file or provided as an http link. In order to ease machine interpretation LHADA17
includes the following restrictions for the reference function implementations.
– the implementation is written in c++11 [613];
– the implementation must depend only on the code provided in the file and libraries from
the restricted set defined below; the file should be compilable with c++11 compliant
compilers.
– the allowed types for the function parameters are: int, float, double, std::string,
LHADAParticle, LHADAJet, FourMomentum and std::std::vector of the last three
types. Parameters are passed by copy (no modifier) or by constant reference (with const
& modifier, like const LHADAParticle&); this rules exclude the use of a templated func-
tion; function templates are allowed for auxiliary functions;
– #include statements can be used to include header files from the allowed libraries;
– the file, where the functions is defined should be compilable with c++11 compliant com-
pilers;
– self-contained function are encouraged but not mandatory; by self contained we mean
that the file is compilable with c++11 compliant compilers after having removed all
code except the function and the #include that precedes it;
– the function can use the random object to draw pseudo-random numbers, whose scope is
global to all functions and which provides the methods described in Table 3;
The LHADAParticle and FourMomentum types are two classes storing the properties listed in
Tables 2 and 1. The LHADAJet type is identical to LHADAParticle, but without the pdgid
property; it is introduced to distinguish jets from particles. In the select and reject state-
ments, the property is referred to with its name, while in the c++ code, a method sharing the
same name is used, e.g. name() for the property name. The complete class definition can be
found in the LHADA github repository under code_lib/include.
The restricted set of libraries includes the libraries that comes with the c++ standard (std
libraries) and a common library provided in the LHADA github repository in the directory
code_lib. The set of libraries can evolve without requiring a revision of the LHADA17 lan-
guage standard and will be defined by a list stored in the LHADA repository.
The LHADA language does not explicitly specify how the arguments listed in a function block
are matched to the arguments of the reference implementation of the function. To prevent
confusion, LHADA17 requires that the arguments appear in the function block in the order of
the c++ function argument list of its reference implementation and with the same name. If the
names differ, the arguments should be matched according to their order, though in such case the
file can simply be considered as invalid.
An object block defines an entity, typically a collection of particles, starting from the input
defined by the take statement that is transformed by a sequence of apply, select, and reject
189
Table 1: Definition of the FourMomentum type: list of properties.
LHADA Description
mass Mass
e Energy
px momentum x-component
py momentum y-component
pz momentum z-component
pt absolute transverse momentum
eta pseudorapidity
rapidity rapidity
Table 2: Definition of the LHADAParticle type: list of properties coming in addition to the ones of the
FourMomentum type.
Property Description
pdgid PDG particle id
charge charge
x particle production vertex x-coordinate
y particle production vertex y-coordinate
z particle production vertex z-coordinate
Table 3: Definition of the random object interface: list of provided methods.
c++ method Description
uniform(double x) Returns a pseudorandom number following a uni-
form distribution over the [0, x] interval.
gauss(double mean, double sigma) Returns a pseudorandom number following a
Gaussian distribution.
poisson(int mean) Returns a pseudorandom number following a
Poisson distribution.
breitWigner(double mean, double gamma) Returns a pseudorandom number following a
Breit-Wigner distribution.
exp(double tau) Return a pseudorandom number following the
exp(−t/tau) distribution.
landau(double mean, double sigma) Returns a pseudorandom number following a Lan-
dau distribution.
binomial(int ntot, double prob) Returns a pseudorandom number in the [0, ntot] in-
terval following a Binomial distribution.
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statements. The apply statement specifies a function that transforms the entity. In LHADA17,
the function must take as first argument the entity to transform. This argument is specified in the
function definition, but not on the apply statement, where it is implicit. Collections are filtered
with select and reject statements. A condition to respectively keep or reject a collection
element is provided in the form of a boolean expression. In addition to arithmetic and boolean
operations, the expression can contain calls to functions. In the examples given in Ref. [72], the
functions take the collection element as an implicit argument, but this might not always be the
case. In LHADA17 the following rule applies: if the number of passed arguments is less by one
with respect to the expected one, then the collection element to filter is assumed to be implicitly
passed as first argument. A mismatch between the expected argument type and the collection
element type is considered as ill-formed. While the apply statement is valid for an entity which
is a single object (e.g. missing transverse momentum), the select and reject statements are
restricted to collections. Blocks without a take statement are also allowed. In this case there
is no implicit argument in the apply statement. It is strongly discourage to use this form when
the one with a take statement can be used.
The event selection is defined with cut blocks. In order to simplify the description of the
selection flow, the reference in a cut block to another cut block, introduced in Lhada to allow
branching, is allowed in the first statement of the block only.
Three extensions to LHADA are introduced in LHADA17. The first is the backslash line contin-
uation marker described above. The second extension concerns the take external statement
of the object block. In LHADA17 is it followed by a label identifying the object. A record of
possible objects with their definition and properties (e.g. reconstruction efficiency and resolu-
tion in case of reconstructed particles) is kept in the Lhada repository. The repository is updated
when new objects are needed. Finally, we have introduced two aliases for the keyword object:
variable and collection. The object block can represent several types of entities. Provid-
ing the possibility to use a name reflecting the type of entities, collection when dealing with
a collection of physics object, variable when dealing with a single observable, like an event
shape variable, should help in writing more intelligible analysis descriptions. The choice of the
name is left to the discretion of the analysis description author.
3.2 Automated generation of Rivet analysis code
The LHADA language will play a role for LHC result reinterpretations only if it is interfaced to
commonly used reinterpretation frameworks. The interface can be done in two different ways.
The first approach is to interpret the analysis description at run time. The second one, which is
adopted here, is to generate code from the description.
An application, called LHADA2RIVET, that produces a Rivet analysis from its description in
LHADA17 is being developed. The analysis produces a cut flow table. Special care has been
taken to produce code in the RIVET style using facilities provided by the framework, like the
projections or the CutFlow class.
The detector response effect can be included in two different ways. The interpreter supports a
list of reconstructed objects, defined in the LHADA repository, using the RIVET built-in feature.
The LHADA description will take reconstructed objects as external. Alternatively, the detec-
tor effects (efficiency and resolution) can be defined in the LHADA description: it then takes
generator-level object (typically HEPMC [614] particles) as external and the detector effect
is included using apply statements and c++ functions. The random object was introduced in
LHADA17 for this purpose and the common library includes a help function that can be called
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to apply efficiency and resolution effects.
The code produced by the LHADA2RIVET interpreter for the first analysis considered in the
previous section can be found in appendix B. The code was produced with an early version
of the interpreter that did not include the detector effect simulation. The code is shown for
illustration only and is not fully valid. Each LHADA cut block is mapped to a c++ method.
RIVET built-in tools, as Projections and Cutflow are used, leading to a clean code that is well
integrated in the framework. The calculation of the event count passing each cut using the
Cutflow object is not correct and a proper support of cut flow is under development. The RIVET
interface to the fastjet [99] library is used to cluster the jets.
With this prototype we have investigated the different aspects that a result reinterpretation code
generator based on a LHADA analysis description should cover. We can conclude from this
exercise that the development of such a generator that takes as input a description compliant
with the LHADA17 specifications is possible with a reasonable effort. The code produced by
such a generator can be used to validate the analysis description using analysis cut flow, which
needs to be provided by the analysis authors.
4 The LHADA2TNM interpreter
Two key design features of LHADA are human readability and analysis framework indepen-
dence. As noted above, framework independence can be tested by attempting to implement
tools that automatically translate analyses described using LHADA into analyses that can be
executed in different analysis frameworks. Human readability is enhanced by limiting the num-
ber of rules and syntactical elements in LHADA. But, since we also demand that LHADA be
sufficiently expressive to capture the details of LHC analyses, it pays to follow Einstein’s ad-
vice: “Everything should be made as simple as possible, but not simpler". In the prototype
of the LHADA2TNM translator, we have tried to place the burden where it properly belongs,
namely, on the translator. For example, it is expected that physicists will write LHADA files so
that blocks appear in a natural order. However, the LHADA2TNM translator does not rely on
the order of blocks within a LHADA file. The appropriate ordering of blocks is handled by the
translator. Given a cut block called signal, which makes use of another called preselection,
LHADA2TNM places the code for preselection before the code for signal in the resulting
C++ file.
Another example of placing the burden on the translator rather than on the author of a LHADA
file, concerns statements that span multiple lines. Many computer languages have syntactical
elements to identify such statements. However, since LHADA is a keyword-value language,
continuation marks are not needed because it is possible to identify when the value associated
with a statement ends. In order to determine where a statement ends, LHADA2TNM looks
ahead one record in the LHADA file during translation.
The LHADA2TNM translator is a Python program that translates a LHADA file to a C++ pro-
gram that can be executed within the TNM n-tuple analysis framework. This framework is the
analysis component of a tool developed as a generic mapper from CMS analysis data objects
to ntuples comprising integers and floats and arrays thereof. Note, however, that the frame-
work depends on ROOT only and not on any CMS data structures. TNM therefore serves as a
generic ntuple-based analysis framework. The LHADA2TNM translator extracts all the blocks
from a LHADA file and places them within a data structure that groups the blocks according to
type. The object and cut blocks are ordered according to their dependencies on other object
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or cut blocks. It is assumed that a standard, extensible, type is available to model all analysis
objects and that an adapter exists to translate input types, e.g., DELPHES, ATLAS, CMS, etc.,
types to the standard type. This assumption is not an imposition on the LHADA language, but
rather is an aid to the writing of translators and, or, interpreters for LHADA. One benefit is that
the C++ implementations provide a clear separation between the analysis code, viewed as an
algorithm applied to instances of a standard type, and the input types.
In the current version of LHADA2TNM, instances of the standard, extensible, type as well as
functions are placed in the global namespace of the C++ program so that the object and cut code
blocks that need them can access them without the need to pass objects between code blocks.
The name of a function defined in LHADA is assumed to be identical with that of a function,
which, ultimately, will be accessed from an online code repository. However, this assumption
can be relaxed if warranted in a later iteration of LHADA; for example, the appropriate function
can be specified by its DOI. While the technical details of the automatic access of codes from
an online repository need to be worked out, we see no insurmountable hurdles.
One of the purposes of the standard, extensible, type is to accomodate the reality that different
input types can, and do, have different attributes and sometimes identical attributes with differ-
ent names. For example, the transverse momentum of a particle may be called PT, in DELPHES,
while the same attribute may be called Pt in other input types. It can be argued that we should
try to agree on naming conventions. But, in the real world of particle physics, we cannot even
agree on whether the signal strength is to be defined as measured over predicted cross section
or the inverse. Trying to enforce naming conventions, at least until such time as LHADA has
become mainstream, would be decidedly counter-productive. Therefore, the extensible type
used by LHADA2TNM uses the attribute names of the input types. The attributes are modeled
as map between a name (as a string) and a floating point value.
5 Conclusion
The sustainability of the LHADA language to be used in the context of analysis reinterpretation
has been studied. Three questions have been addressed: the analysis range the language can
cover, the completeness of the analysis description, and the capacity to validate the analysis
description. The analysis coverage question has been tackled by taking three different LHC
searches and implementing their description. The language turns out to be very flexible and no
difficulty has been encountered in this exercise giving confidence that the proposed language
covers the need. Nevertheless, it will be wise to extend the exercise with a larger number of
and more sophisticated analyses. The two other questions have been addressed by developing
the prototypes of two applications that interpret analysis descriptions written in LHADA. The
development of an application generating reinterpretation code out of a LHADA analysis de-
scription can easily be done provided that the syntax used by the description is well-defined and
not too flexible. A specialisation, LHADA17, of the LHADA language that fulfils this require-
ment has been set up. The restrictions introduced by LHADA17 have not been a limitation for
the description of the analysis considered in the coverage test.
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Appendices
Appendix
A LHADA17 language syntax
(* Definition of the LHADA file structure *)
lhada file = info block, {function block}, {object block}, {cut block}, {table block}
(* Syntax of an info block *)
info block = "info analysis", EOL,
{space, analysis info}
analysis info = analysis info key, text
analysis info key = "id" | "doc" | "experiment" | "publication" | "sqrtS" | "lumi" |
"arXiv" | "hepdata"
(* Syntax of a function block *)
function block = "function", space, function name, EOL,
{space}, "#", {char}, EOL,
{arg statement}
indent, "code", space, extented file path, EOL
function name = identifier
arg statement = indent, "arg", space, arg name, {space, arg name}, EOL
arg name = identifier
(* Syntax of an object block *)
object block = internal objecct | external object
internal object block = object, space, object name, EOL,
indent, "take", space, internal input, EOL,
{object optional statement}
object = "object" | "collection" | "variable"
object optional statement = apply statement | cut statement
internal input = "Particles" | defined object
defined object = identifier (* the object must be defined in an object block in
the preceding text *)
external object name = identifier
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external object block = object, space, object name, EOL,
indent, "take", space, "external", external object name, EOL,
apply statement = indent, "apply", space, function call
cut statement = indent, "cut", expression
(* Syntax of a cut block *)
cut block = "cut", space, cut name, EOL
{"select", space, expression, EOL}
cut name = identifier
(* Syntax of a table block*)
table block = "table", space, table name, EOL,
indent, "type", space, table type, EOL,
indent, "columns", {space, column name}, EOL (* header *)
{indent, "entry", {space, cell content}, EOL} (* lines *)
(* The number of fields in table lines must match
with the number of columns defined in the header*)
[indent, "hepdata", space, extended file path]
table name = identifier
table type = "events" | "limits" | "cutflow" | "corr" | "bkg"
cell content = (char - space}
(* Syntax for a function call *)
function call = defined function, "(", arg list, ")"
defined function = function name (* The function must be defined
with a function block before in
the file *)
arg list = "" | arg, { ", ", arg}
arg = arg name, {space}, "=", {space}, expression, { ",", expression }
(* Miscellaneous *)
extended file path = ? http, https, or ftp url as defined in RFC 2386 ? |
? unix-like path name ?
(* Syntax of a mathematical expression *)
(* Note: we have not expressed the operator precedence rules within the grammar below *)
(* The same precedence as the one of c/c++ language applied *)
expression = primary expression, {primary expression}
primary expression = real number | variable | unary operation | binary operation |
function call | "(", expression, ")"
variable = identifier
operator = "+" | "-" | "*" | "/" | "**" | "^" | "and" | "or" | "&&" | "||" | "<" | ">" |
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"<=" | ">=" | "!="
unary operator = "-" | "not" | "!"
unary operation = unary operator, ( real number | variable | unary operation |
function call | "(" expression ")" )
binary operation = expression, binary operator, expression
(* Syntax of identifiers*)
identifier = ( letter | "_" ), {letter | "_" | digit }
(* Definition of character sets *)
letter = "A" | "B" | "C" | "D" | "E" | "F" | "G" | "H" | "I" | "J" | "K" | "L" | "M" |
"N" | "O" | "P" | "Q" | "R" | "S" | "T" | "U" | "V" | "W" | "X" | "Y" | "Z" |
"a" | "b" | "c" | "d" | "e" | "f" | "g" | "h" | "i" | "j" | "k" | "l" | "m" |
"n" | "o" | "p" | "q" | "r" | "s" | "t" | "u" | "v" | "w" | "x" | "y" | "z"
digit = "0" | "1" | "2" | "3" | "4" | "5" | "6" | "7" | "8" | "9"
(* symbols include all 7-bit ASCII characters other than letters, digits and spaces *)
symbol = "!" | """ | "#" | "$" | "%" | "&" | "’" | "(" | ")" | "*" | "+" | "," | "-" |
"." | "/" | ":" | ";" | "<" | "=" | ">" | "?" | "@" | "[" | "\" | "]" | "^" |
"_" | "‘" | "{" | "|" | "}" | "~"
space char = " " | (? ISO 6429 character Horizontal tab ?)
char = letter | digit | symbol | space char
sign = "+" | "-"
exp10 sign = "e" | "E"
EOL = ( ? ISO 6429 character Line Feed ?)
(* Definition of numbers *)
natural number = digit, {digit}
integer = [sign], ( digit - "0" ) , { digit }
real number = decimal, { exp10 sign, integer }
decimal = ( ( integer, [ "." ] ) | ( { integer }, ".", natural number) )
(* Definition of space *)
space = {space char}
indent = space (* Alias used for a space at beginning of a line *)
B Example of code produced by the LADHA2RIVET interpreter
// -*- C++ -*-
#include <iostream>
#include "Rivet/Analysis.hh"
#include "Rivet/Tools/Cutflow.hh"
#include <math.h>
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#include "Rivet/Projections/FastJets.hh"
#include "Rivet/Projections/FastJets.hh"
#include "Rivet/Projections/MissingMomentum.hh"
namespace Rivet {
class CMS_PAS_SUS_16_015: public Analysis {
public:
///Cut ids
enum {kmt2_cut, kdeltaphi_etmiss_jet, kveto, kpreselection,
kone_jet_selection, kat_least_two_jet_selection,
k1j_loose_1, k1j_loose_2, k1j_medium_1, k1j_medium_2,
k1j_medium_3, k1j_medium_4, k1j_medium_5, k1j_medium_6,
k1j_medium_7, k1j_medium_8} CutIds;
/// Constructor
CMS_PAS_SUS_16_015(): Analysis("CMS_PAS_SUS_16_015"),
cutflow("CutFlow", {"kmt2_cut", "kdeltaphi_etmiss_jet",
"kveto", "kpreselection", "kone_jet_selection",
"kat_least_two_jet_selection", "k1j_loose_1",
"k1j_loose_2", "k1j_medium_1", "k1j_medium_2",
"k1j_medium_3", "k1j_medium_4", "k1j_medium_5",
"k1j_medium_6", "k1j_medium_7", "k1j_medium_8"})
{ }
/// Book histograms and initialise projections before the run
void init() {
FinalState fs;
VisibleFinalState visfs(fs);
addProjection(FastJets(fs, FastJets::ANTIKT, 0.4), "jets_eta47");
addProjection(FastJets(fs, FastJets::ANTIKT, 0.4), "bjets");
addProjection(MissingMomentum(fs), "met");
}
template<typename P>
double scalar_pt_sum(const std::vector<P>& momenta){
double ht = 0;
for(const auto& p: momenta){
ht += p.pt();
}
return ht;
}
double btag_eff(const Particles& bjets){
return 1.;
}
template<typename P>
double mt2(const P& particle1, const P& particle2, const P& met){
return P();
}
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template<typename P1, typename P2>
double dphi(const P1& p1, const P2& p2){
double r = acos(p1.px()*p2.px() + p1.px()+p2.py() )
/ sqrt((p1.px()*p1.px() + p1.py()*p1.py())
* (p1.px()*p1.px() + p1.py()*p1.py()));
return isnan(r) ? 0 : r;
}
bool cut_mt2_cut(){
bool r = true;
return cutflow.fill(kmt2_cut, r);
}
bool cut_deltaphi_etmiss_jet(){
bool r = true;
r &= (dphi(met, jets[1 - 1]) > 0.3) && (dphi(met, jets[2 - 1]) > 0.3)
&& (dphi(met, jets[3 - 1]) > 0.3) && (dphi(met, jets[4 - 1]) > 0.3);
return cutflow.fill(kdeltaphi_etmiss_jet, r);
}
bool cut_veto(){
bool r = true;
return cutflow.fill(kveto, r);
}
bool cut_preselection(){
bool r = true;
r &= cut_mt2_cut();
r &= cut_deltaphi_etmiss_jet();
r &= cut_veto();
return cutflow.fill(kpreselection, r);
}
bool cut_one_jet_selection(){
bool r = true;
r &= cut_preselection();
r &= jets.size() == 1;
r &= jets[1 - 1].pt() > 200;
return cutflow.fill(kone_jet_selection, r);
}
bool cut_at_least_two_jet_selection(){
bool r = true;
r &= cut_preselection();
r &= jets.size()> 1;
r &= cut_mt2_cut()> 200;
return cutflow.fill(kat_least_two_jet_selection, r);
}
bool cut_1j_loose_1(){
bool r = true;
r &= cut_one_jet_selection();
r &= ht> 575;
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return cutflow.fill(k1j_loose_1, r);
}
bool cut_1j_loose_2(){
bool r = true;
r &= cut_at_least_two_jet_selection();
r &= bjets.size() < 3;
r &= ht> 575;
r &= ht < 1000;
r &= cut_mt2_cut()> 200;
return cutflow.fill(k1j_loose_2, r);
}
bool cut_1j_medium_1(){
bool r = true;
r &= cut_one_jet_selection();
r &= bjets.size() < 1;
r &= ht> 1000;
return cutflow.fill(k1j_medium_1, r);
}
bool cut_1j_medium_2(){
bool r = true;
r &= cut_one_jet_selection();
r &= bjets.size()> 0;
r &= ht> 575;
return cutflow.fill(k1j_medium_2, r);
}
bool cut_1j_medium_3(){
bool r = true;
r &= cut_at_least_two_jet_selection();
r &= jets.size() < 4;
r &= bjets.size() < 1;
r &= ht> 575;
r &= ht < 1000;
r &= cut_mt2_cut()> 800;
return cutflow.fill(k1j_medium_3, r);
}
bool cut_1j_medium_4(){
bool r = true;
r &= cut_at_least_two_jet_selection();
r &= jets.size() < 4;
r &= bjets.size()> 0;
r &= bjets.size() < 3;
r &= ht> 575;
r &= ht < 1000;
r &= cut_mt2_cut()> 600;
return cutflow.fill(k1j_medium_4, r);
}
bool cut_1j_medium_5(){
bool r = true;
r &= cut_at_least_two_jet_selection();
r &= jets.size() < 4;
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r &= bjets.size() < 2;
r &= ht> 1000;
r &= ht < 1500;
r &= cut_mt2_cut()> 800;
return cutflow.fill(k1j_medium_5, r);
}
bool cut_1j_medium_6(){
bool r = true;
r &= cut_at_least_two_jet_selection();
r &= jets.size() < 4;
r &= bjets.size() == 2;
r &= ht> 1000;
r &= ht < 1500;
r &= cut_mt2_cut()> 400;
return cutflow.fill(k1j_medium_6, r);
}
bool cut_1j_medium_7(){
bool r = true;
r &= cut_at_least_two_jet_selection();
r &= jets.size() < 4;
r &= bjets.size() < 2;
r &= ht> 1500;
r &= cut_mt2_cut()> 400;
return cutflow.fill(k1j_medium_7, r);
}
bool cut_1j_medium_8(){
bool r = true;
r &= cut_at_least_two_jet_selection();
r &= jets.size() < 4;
r &= bjets.size() == 2;
r &= ht> 1500;
r &= cut_mt2_cut()> 200;
return cutflow.fill(k1j_medium_8, r);
}
/// Perform the per-event analysis
void analyze(const Event& event) {
const FastJets& jets_eta47Proj = applyProjection<FastJets>(event, "jets_eta47");
Jets jets_eta47 = jets_eta47Proj.jetsByPt();
Jets jets;
for(const auto& p: jets_eta47){
if((p.eta() < 2.4)){
jets.push_back(p);
}
}
const FastJets& bjetsProj = applyProjection<FastJets>(event, "bjets");
Jets bjets = bjetsProj.jetsByPt();
const MissingMomentum metProj = applyProjection<MissingMomentum>(event, "met");
met = metProj.missingMomentum();
ht = scalar_pt_sum(jets);
cut_1j_loose_1();
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cut_1j_loose_2();
cut_1j_medium_1();
cut_1j_medium_2();
cut_1j_medium_3();
cut_1j_medium_4();
cut_1j_medium_5();
cut_1j_medium_6();
cut_1j_medium_7();
}
/// Normalise histograms etc., after the run
void finalize() {
std::cout << "Analsyis cut flow:\n"
<< "-----------------\n\n"
<< cutflow << "\n";
}
protected:
//@{
/** Collections and variables
*/
//@}
/** Analysis objects
* @{
*/
Jets jets_eta47;
Jets jets;
Jets bjets;
FourMomentum met;
double ht;
/** @}
*/ //@{
/** Histograms
*/
//@}
///Tracks the event counts after each cut
Cutflow cutflow;
};
DECLARE_RIVET_PLUGIN(CMS_PAS_SUS_16_015);
}
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