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Abstract
In this paper we continue to study the feasibility of active manipulation of Helmholtz
fields and by using an improved and more robust numerical strategy we present a detailed
sensitivity analysis for the method proposed in our previous works [1],[2]. In this regard, we
study the behavior of physically relevant parameters (i.e. source power, control accuracy,
stability) with respect to variations in: the type of control regions (bounded or unbounded),
relative position of the control regions, distances between the control regions and the source,
frequency range and fields to be approximated. We produce strong numerical evidence
indicating the accuracy of our scheme and in the same time develop a better understanding
of several important challenges for its physical implementation.
Keywords: acoustic control, inverse source problem, field synthesis, sensitivity analysis
1. Introduction and related results
The active control of Helmholtz fields can be studied using various techniques such
as those discussed in [3], [4], [5]. Common strategies used in applications include active
noise control (see early works [6], [7] and [8]), sound field reproduction ([9], [10], [11] and
monograph [12] with its references) and active acoustic cloaking (see [13], [14], [15], [16],
[17], [18],[19] and references therein). In [20], a comprehensive comparison and analysis of
the physical limitations of these approaches was done in the context of acoustic scattering.
Methods of determining active controls for acoustic cloaking based on the Green rep-
resentation theorem for the Helmholtz equation were proposed in [21] and [13] while a
construction using generalized Calderon’s potentials and boundary projection operators was
proposed in [22] (see also [23] where optimization of the sources of the active controls with
respect to some quadratic functions of merit was performed).
In recent years many researches in the field focused their efforts on addressing the sound
zone problem and its applications to personal audio systems. The goal of such efforts is
to design inputs to a loud speaker array so that in a free space divided into several zones,
a desired acoustic signature is synthesized in each zone, without affecting the quality of
the sound produced in other zones. Among the approaches developed to solve the problem
we can recall the use of the weighted pressure matching method presented in [24], energy
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focusing, field cancellation, and synthesis approaches compared in [25], least squares mini-
mization of acoustic control criteria discussed in [26] and modal-domain analysis proposed
in [27] (see also [28], [29], for a review on strategies for the realization of personal audio
zones).
Recently, building up and extending the earlier results presented in [21], in [1], [2] (see
also [30] for the quasistatics case), a novel strategy was developed and discussed for the
problem of controlling radiating solutions of the Helmholtz equation in two and three di-
mensions. More explicitly, our effort is to characterize continuous secondary surface sources
for the approximation of desired Helmholtz potentials in prescribed exterior regions of space
(possibly including the far field region). The sources we construct , which are modeled in
our analysis as continuous boundary data, could then, for their physical implementation, be
discretized in monopole or dipole arrays ( see for example [31]).
In the same functional framework considered in [1] and [2], in [32] the authors present
a sensitivity study for the problem of characterizing surface sources with vanishingly small
far fields and controllable near fields with numerical simulations in [32] performed only for
the two dimensional case.
In this paper, we present a detailed sensitivity study for the problem of three dimen-
sional exterior control of scalar radiating Helmholtz fields explored in [1], [2] by analyzing
the behavior of relevant physical measures (e.g. source power, control accuracy, stability)
with respect to variations in: the type of control regions (bounded or unbounded), relative
position of the control regions, distances between the control regions and the exterior source,
frequency and fields to be approximated. We note that, the problem considered can be also
cast as an inverse source problem and this immediately reveals one of the major challenges
we faced: the ill posed character such problems have which was highlighted also in our
previous works.
The paper is organized as follows: Section 2 provides a discussion of relevant theoretical
results obtained in [1] and [2] while Section 3 introduces the numerical framework and
optimization schemes used in the experiments. Section 4 presents the results of the sensitivity
analysis for two main configurations:
I. almost non-radiating sources with controllable near fields, i.e., radiators which ap-
proximate desired Helmholtz potentials in specified near field exterior regions while keeping
a very low profile beyond a given fixed radius;
II. sources approximating desired Helmholtz potentials in a collection of specified exte-
rior compact disjoint regions of space.
Sensitivity analysis results for configuration I. above are presented in Subsection 4.1.
Sensitivity analysis results for configuration II. above are presented in Subsection 4.2 for
a fixed frequency and in Subsection 4.3 for a range of superimposed frequencies. Section 5
presents our conclusions and announces some of our future research reports on this subject.
2. Introduction of the problem
In this section we present a general description of the scalar control problem we discuss
describing the geometric and functional framework together with several essential theoretical
results from [1] and [2].
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Although our results will apply for any homogeneous isotropic medium and arbitrary
number of exterior control regions, for illustrative purposes we consider a free space environ-
ment containing a source Da ⊂ R3 (single compact region) and only two control regions D1
and D2 that are mutually disjoint smooth domains. We require that the control domains and
the source are mutually ”well separated”, i.e. (D1∪D2)∩Da = ∅. Under these assumptions,
in what follows we will focus on two geometric configurations, namely:
i) D1 bounded, D2 bounded, (2.1)
ii) D1 bounded, D2 = R3\BR(0),
where here and throughout the rest of the paper BR(0) denotes the ball centered in the
origin and radius R. Also, by convention, throughout the paper we assume an e−iωt time
dependence of the fields.
Let u1 and u2 be the solutions of the Helmholtz equation in neighborhoods of D1 and D2,
respectively. We will sometimes refer to such functions as Helmholtz potentials. Without
loss of generality, assuming the source Da is mathematically modeled as a surface input
(i.e., boundary data on ∂Da) we focus on the case when one of the fields u1 or u2 is zero.
The main goal is the characterization of boundary inputs (Neumann or Dirichlet data) on
the surface of Da so that the radiating solution of the Helmholtz equation exterior to Da
approximates u1 in D1 and u2 in D2. That is, assuming for exemplification that u2 = 0, the
main question is to characterize the Neumann data vn (or Dirichlet data pb) on the boundary
∂Da of Da such that
∆u+ k2u = 0 in R3\Da,
∇u · n = vn, ( or u = pb) on ∂Da,
(xˆ,∇u(x))−iku(x)=o
(
1
|x|
)
, as |x| → ∞ uniformly for all xˆ,
(2.2)
and
u ≈ u1 in D1 and u ≈ u2 = 0 in D2, (2.3)
in the sense of smooth norms, (e.g., C2 norms), where here n denotes the outward normal
to ∂Da and here and throughout the rest of the paper xˆ =
x
|x| denotes the unit vector along
the direction x.
In [1], it was shown that under the assumptions and geometric configurations stated
above, the problem (2.2) and (2.3) admits a solution except for a discrete family of k values.
For the rest of the paper we will assume that k will be outside this discrete family. In this
context, the existence of an infinite class of smooth functions w characterizing the desired
boundary inputs was established in [1]. More explicitly, for any given smooth domain Da′ ,
with Da′ b Da, defining ny to be the outward normal to ∂Da′ at y ∈ Da′ , ρ to be the density
of the surrounding medium, c to be the wave speed and Φ to be the free space fundamental
solution of the Helmholtz equation, it was established in [1] (see also [2]) that there exists
an infinity of smooth functions w such that the Neumann data vn or the Dirichlet data pb
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required in problem (2.2-2.3) are given respectively by,
vn(x) =
−i
ρck
∂
∂nx
∫
∂Da′
w(y)
∂Φ(x,y)
∂ny
dsy and (2.4)
pb(x) =
∫
∂Da′
w(y)
∂Φ(x,y)
∂ny
dsy, (2.5)
for all x ∈ ∂Da. The utility of the introduction of the fictitious source region Da′ is justified
in the following two remarks.
Remark 2.1. We make the observation here that the real source on the boundary of which
the desired inputs vn or pb are to be prescribed is Da while, as it can be observed, for their
characterization in (2.4), (2.5) a “fictitious” non-physical domain Da′ was used. So while
for simplicity and ease of computations it is assumed that Da′ is smooth (actually spherical
in the present paper) the physical source Da can have any shape as long as it is Lipschitz,
compactly embeds Da′, and (D1 ∪D2) ∩Da = ∅ as mentioned above.
Remark 2.2. From (2.4) and (2.5), the smoothness of Da′ together with the fact that Da′ b
Da (where here b denotes compact embedding) implies the smoothness of the boundary inputs
vn and pb on ∂Da. This makes the minimal assumption that ∂Da is Lipschitz sufficient for
the exterior problem to be well-posed.
The next remark highlights the versatility of our strategy with regards to the type of
field propagator employed.
Remark 2.3. The boundary inputs given in (2.4) and (2.5) generate a solution u of (2.2-
2.3) as a double layer potential given by
u(x) =
∫
∂Da′
w(y)
∂Φ(x,y)
∂ny
dsy, (2.6)
for all x ∈ R3\Da. On the other hand, as described in [2], our analysis permits the char-
acterization of solutions u of (2.2-2.3) that are complex linear combinations of single and
double layer potentials. This form is efficient when dealing with real wave numbers k.
3. Numerical framework and optimization scheme
In this section, we briefly present the numerical framework and optimization scheme we
employ in the study of the problems (2.2-2.3). We also describe the set-up and parameters
used in the numerical simulations. The sensitivity analysis performed later in the paper is
based on the optimization scheme described below.
In [32], the L2-optimization and sensitivity analysis for the solutions of the two-dimensional
analog of (2.2-2.3) in the case of geometry (2.1-ii) showed that a good approximation for a
stable solution with minimal power budget is achieved when D1 is very near to Da. Mean-
while, the three-dimensional formulation was solved using the Tikhonov regularization with
the Morozov discrepancy principle. Results from [1] and [32] show that in order to find ap-
proximate smooth controls in D1 and D2, it suffices to have L
2 controls on the boundaries of
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slightly larger sets W1 and W2 with D1 b W1, D2 b W2, W1∩W2 = ∅ and (W1∪W2)∩Da = ∅.
In this regard, solution u can be approximated by the following ansatz
D(wα)(x) = η1
∫
∂Da′
wα(y)
∂Φ(x,y)
∂ny
dSy + iη2
∫
∂Da′
wα(y)Φ(x,y) dSy, (3.7)
where η1, η2 ∈ R are fixed parameters indicating the weight assigned to the double and
single layer potential terms. The function wα is the Tikhonov regularization solution, i.e.,
the minimizer of the discrepancy functional,
F (w) =
1
‖w‖2L2(∂Da)
‖D(w)− u1‖2L2(∂W1) + µ‖D(w)‖2L2(∂W2) + α‖w‖2L2(∂Da′ ), (3.8)
with the regularization parameter α (computed following the Morozov Discrepancy principle)
representing the penalty weight for the power required by the solution and with the weight
µ given by
µ =
{
1, if D2 is bounded
1
4piR2
, if D2 = R3 \BR(0) , (3.9)
where, here and further in the paper, BR(0) denotes the ball centered on the origin with a
large enough radius R such that Da ∪W1 b BR(0).
Numerical simulations for the synthesis of the prescribed patterns on the regions D1
and D2 are performed using the spherical harmonics decomposition of wα with L harmonic
orders, i.e.,
wα(y) =
L∑
l=0
l∑
p=−l
αplY
p
l (yˆ), for y ∈ ∂Da′ (3.10)
for different prescribed values of L, where Y pl above form the orthonormal family of spherical
harmonics as considered in ([33], Chapter 2., [34]). For illustrative purposes we assumed
in the numerics that the fictitious source , i.e., Da′ above, is a single sphere Ba′(0) with
a′ = 0.01m discretized into 20, 000 points with 200 by 100 equidistant azimuthal and polar
increments, respectively. Unless stated otherwise, for the initial geometries described in
(2.1), the near field or primary control region D1 is defined as:
D1 =
{
(r, θ, φ) : r ∈ [0.011, 0.015], θ ∈
[
−pi
4
,
pi
4
]
, φ ∈
[
3pi
4
,
5pi
4
]}
, (3.11)
and, for configuration described at (2.1-i), D2 is a secondary bounded control region defined
by
D2=
{
(r, θ, φ) : r∈ [0.011, 0.015], θ ∈
[
−pi
4
,
pi
4
]
, φ ∈
[
7pi
4
, 2pi
]
∪
[
0,
pi
4
]}
+(0.09, 0, 0). (3.12)
while for the configuration introduced at (2.1-ii) it is given by,
D2 = R3 \B10(0). (3.13)
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In [2], the method of moments together with the Tikhonov regularization procedure
with Morozov discrepancy principle were used towards a solution for the above problems.
Specialized Gauss - Legendre quadrature procedures were employed to numerically compute
the moments represented by D(Y pl ), where D is the integral operator propagator defined at
(3.7). This strategy proved to be very sensitive near the source and cost inefficient when
attempting to use more harmonic orders in the description of the density function wα or
perform a time domain simulation through related Fourier synthesis.
For the current research effort we developed a more direct approach where the moments
D(Y pl ) (with D defined at (3.7)) are evaluated explicitly by employing a truncated series
obtained by making use of the addition theorem for the representation of the fundamental
solution Φ(x,y). More explicitly, from the addition theorem ([33], Chapter 2) we have,
Φ(x,y) = ik
∞∑
n=0
n∑
m=−n
h(1)n (k|x|)Y mn (xˆ)jn(k|y|)Y mn (yˆ), (3.14)
where h
(1)
n , jn are the spherical Haenkel of first kind and spherical Bessel functions of order n
([33], Chapter 2, see also [35] and [34]) and where Y mn form the orthonormal family as above
in (3.10). Then, considering the expansion for wα defined in (3.10) together with (3.14) and
orthogonality of the spherical harmonics we obtain,∫
∂Da′
wα(y)
∂Φ(x,y)
∂ny
dsy = ik
2a′2
L∑
l=0
l∑
p=−l
αplj
′
lk(|x|)h(1)l (k|x|)Y pl (xˆ), (3.15)
∫
∂Da′
wα(y)Φ(x,y)dsy = ika
′2
L∑
l=0
l∑
p=−l
αpljl(k|x|)h(1)l (k|x|)Y pl (xˆ). (3.16)
Expressions (3.15) and (3.16) are then used in the regularization routine for a much
faster and more accurate computational tool to perform our current sensitivity analysis.
4. Numerical results and sensitivity analysis
In this section, we present the sensitivity results obtained using the scheme discussed in
the preceding sections. We consider two major geometries:
i) Sources approximating a prescribed Helmholtz potential in D1 defined at (3.11) with
very low field amplitudes in D2 = R3 \B10(0), (i.e., exterior of the ball of radius 10m).
For the case when the source is geometrically modeled as a single compact region, we
considered the problem (2.2) and (2.3) and addressed the sensitivity of the control results
with respect to the size of D1 and its distance from the fictitious source Da′ .
i i) Sources approximating a prescribed Helmholtz potential in D1 defined at (3.11) and
another prescribed Helmholtz potential in D2 defined at (3.12).
For this geometry, we assume the source modeled geometrically as a single compact
region and for the problem (2.2) and (2.3) we perform sensitivity analysis of the control
scheme with respect to the relative position of the two control regions D1 and D2. We also
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study the sensitivity of our control scheme when a small amplitude field is generated in
the near field region D1 and a plane wave is approximated in region D2 (i.e., problem (2.2)
and (2.3) with u1 = 0). We conclude the discussion for this geometry with the sensitivity
analysis with respect to frequency and simulate, through a Fourier synthesis procedure, a
time-domain source approximating an outgoing pulse in region D1 and a null in region D2.
Our sensitivity analysis will consider the behavior of the following physically relevant
quantities with respect to various specified geometrical parameters: ||wα||L2(∂Da′ ) as an in-
dicator of the overall power on the source, stability of the solution wα (see definition (4.17)
below), L2 and L∞ relative error (i.e., relative difference in the respective norms) in region
where we approximate a plane wave and absolute L2 and respectively L∞ error in the null
region (error computed on ∂D2 when D2 = R3 \ B10(0)). The stability measure is the L2
relative norm of the difference of antenna density patterns:
S(w,w) =
‖wα − wα‖L2(∂Da′ )
‖wα‖L2(∂Da′ )
, (4.17)
where wα is the solution of problem (2.2), (2.3) with noise of magnitude  in the data u1, u2.
In this paper, our noise is modeled as a uniformly distributed additive perturbation of order
.
Unless otherwise specified, each single-source sensitivity test was performed on two syn-
thesis results: one with 15 and another with 30 harmonic orders used in (3.10).
4.1. Almost non-radiating source with controllable near field
In the following tests, we consider a single almost non-radiating source Da containing
the following fictitious region Da′ = B0.01(0), i.e., a sphere centered at the origin and with
radius 1cm. We also consider the near control region D1 as defined in (3.11) where we match
an incoming plane wave u1(x) = e
ix·(10eˆ1) propagating along the positive x-axis (i.e. towards
the source Da), with eˆ1 = 〈1, 0, 0〉 and the wave number k = 10, and the far field region the
exterior of a ball centered at the origin of radius 10m, i.e., D2 = R3 \B10(0) given in (3.13),
where we maintain a near zero signature i.e., u2(x) ≈ 0. This initial geometry is shown in
Figure 1.
We recall that as stated above and proved in [1] our method is such that only good
boundary controls are needed for smooth interior controls. In this spirit, in Sections 4.1.1,
4.1.2, 4.1.3, the boundary of region D1 is uniformly discretized into 2,400 points while the
far field boundary, i.e., ∂D2 = ∂B10(0) is uniformly discretized with 20,000 points with 200
in the azimuthal and 100 in the polar direction respectively.
This geometry was considered in [2] where we obtained a density wα on Da′ (and also
necessary boundary inputs as a consequence of (2.4) and (2.5)) so that the relative control
error in the region D1 was of order O(10
−3) while maintaining field values of O(10−3) in D2.
Recalling the ansatz for the propagating field described above at (2.6) in [2] we produced
numerical support showing the optimal density wα in (2.6) exhibiting maximum values of
order O(105) and small and fast oscillations on the side facing D1 with large and slower
oscillation on the opposite side and at the poles.
Recently, with the current updated scheme we can accurately compute and evaluate
the surface field pattern on any nearby surfaces surrounding D1. Also, as suggested in
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Figure 1: Initial geometry for the sensitivity experiments with an almost non-radiating single
source.
Remark 2.1 the actual physical source boundary ∂Da can be chosen as one needs as long
as Da compactly embeds Da′ and (D1 ∪ D2) ∩ Da = ∅. For example, in the case when
the actual physical source is chosen to be the nearby sphere centered in the origin and
radius a = 0.015cm, i.e., Da = B0.0105(0) the Dirichlet boundary input required for the
desired control level is, as showed in (2.5), the restriction of the field u(x) described at (2.6)
to ∂B0.0105(0) and is shown in Figure 2. As one can observe in this picture, the surface
pattern necessary on the physical source Da = B0.0105(0) for the desired control effect, i.e.,
approximation of an incoming plane wave pattern in D1 with very low field values in D2,
exhibits a similar behavior as was recalled above about the respective density wα (high and
fast oscillations on the side opposite to region D1 (back side in the figure) with small and
faster oscillations on the side facing D1 (front side in the figure)). The important difference
is that the required power on ∂B0.0105(0) would be a few orders of magnitude smaller then
||wα||L2 (which is O(105) as shown in Figure 21) and has less complexity in the pattern with
much smaller contrast in the level of oscillations throughout its surface. This is another fact
which motivates us to believe that an optimal shape design for the actual source boundary
could lead to a less challenging source pattern required for a good control.
4.1.1. Varying the distance of the near control
The first test of our sensitivity analysis considers the dependence of our scheme (i.e.,
focusing on physical quantities defined above in the beginning of Section 4) on the distance
between D1 and Da′ . Two iterations of this experiment are shown in Figure 3. D
∗
1 is the
near control region after an outward shift from the antenna.
In what follows in this subsection, in each figure, the sensitivity plots are presented as
function of the distance between D1 and Da′ , first up to a distance of 0.025m (left plot) and
then going further to a distance of 0.28m (right plot).
In Figure 4, the L2 norm of the density wα is shown as a function of the distance between
D1 and Da′ . This quantity is an indication of the source power and it can be seen that it
is bigger for the larger number of harmonics but in both scenarios (i.e., 15 or 30 harmonic
8
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(a) front
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Figure 2: Different views of the surface field pattern on the actual source ∂B0.0105(0).
orders) grows exponentially.
Figure 5 shows the relative supremum error in D1 and Figure 6 shows the absolute
supremum error on ∂D2. In Figure 7 we present our results concerning the stability of the
scheme with respect to the distance between D1 and Da′ .
We observe that the accuracy error in D1 is better in the vicinity of the source but
remains of order O(10−2) throughout. On the other hand the far field absolute supremum
error reaches undesirable levels when D1 and Da′ are at distances greater then 15cm. Overall,
except the near field when more harmonic orders produce a better accuracy we observe that
the number of harmonics used does not seem to make a difference in the scheme behavior.
In the same time the stability is worse when D1 is in the vicinity of the source with the
observation that the scheme is more stable when less harmonic orders are used.
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Figure 3: The near control region after an outward shift from the source.
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(a) Control near the source
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(b) Control further from the source
Figure 4: L2 norm of the source density wα as a function of the distance between D1 and Da′.
As a conclusion, for this sensitivity test, there seem to be a competition between accuracy
and stability depending on the number of harmonics being used and the distance between
D1 and the fictitious source Da′ . We mention that in applications where the field to be
approximated in region D1 is prescribed a priori the stability analysis may not be so relevant
but what may be challenging for a practical realization is the synthesis of a radiator with
the complexity suggested by our simulations. As we suggested above, based on Remark
2.1, in order to better address the source synthesis challenge one could employ optimization
procedures for finding the best possible shape for the physical sourceDa or one could consider
different penalty functionals in the optimization scheme.
4.1.2. Varying the outer radius of the near control
In the next test of our sensitivity analysis, we consider the behavior of the above phys-
ically important quantities (see beginning of Section 4) with respect to increments of the
outer radius of the sectorial near control region D1 described at (3.11) while the distance
10
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Figure 5: Relative supremum error in D1 as a function of the distance between D1 and Da′
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Figure 6: Absolute supremum error on ∂D2 as a function of the distance between D1 and Da′
between D1 and the source is kept fixed. Figure 8 shows an iterate D
∗
1 of the near control
after an increase in the outer radius. Figure 9 shows the L2 norm of the density wα as
a function of the increments in D1 outer radius. We can observe that a larger ||wα||L2 is
required for the 30 harmonic orders as expected. Also, since ||wα||L2 is an indicator of the
source power, it can be seen that for larger control regions the power will tend to grows
exponentially at approximately the same rate regardless of the number of harmonics used.
In Figure 10 and Figure 11 one can observe that the relative supremum error in region D1
and the absolute supremum error on ∂D2 are of order O(10
−3) in the vicinity of the source
and then reach order O(10−2) (outer radius approximatively 2.5cm) and grow to reach
undesirable values when the region of control D1 gets larger (outer radius approximatively
15cm). This fact suggest the necessity of more harmonics to be used for greater accuracy in
the context of larger control regions.
Figure 12 shows the stability getting better when region D1 gets larger. Notice also
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Figure 7: Stability of the scheme as a function of of the distance between D1 and Da′.
Figure 8: The initial near control D1 and an iterate D
∗
1 after increasing the outer radius.
that the 15 harmonic order-configuration exhibited better stability even though it is less
accurate. Using higher harmonic orders remains stable while maintaining accurate results.
Again, as we mentioned above, for applications where the field to be approximated in D1 is
a priori known the stability is not an important issue but the complexity of the source to
be synthesized remains a challenge which could be mitigated as we suggested at the end of
Section 4.1.1.
4.1.3. Varying both the inner and outer radius of the near control
The following results show the effect of increasing both the inner and outer radius of the
near control, i.e, simultaneously moving the front and back sides of the near control away
from the source. The increments in both radii are always kept equal. Figure 13 illustrates
two iterates D1 and D
∗
1 in this set of experiments.
Figure 14 shows the L2 norm of the density wα as a function of the increments in both
of D1’s radii. As in the other cases discussed above, we observe that it grows exponentially
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Figure 9: L2 norm of the source density wα as a function of the increments in D1 outer radius.
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Figure 10: Relative supremum error in D1 as a function of the increments in D1 outer radius.
with bigger values for more harmonics until the region is larger and further away where its
value stabilizes for the two levels of harmonic orders used.
Again, the use of 15 harmonic orders produced less accurate results. In this regard,
Figure 15 shows the plots of the relative supremum errors in D1. The relative supremum
error in D1 are of order O(10
−3) for the first increments and remains below 10−2 when the
radii increments are less than 10cm reaching undesirable levels for larger radii increments.
Figure 16 shows that over the entire range of increments used, the absolute supremum error
in the far field stays of order O(10−3) as long as the radii increments are less than 8cm and
reaches order O(10−2) afterwards.
The stability measure is shown in Figure 17. Notice that as the stability gets better with
larger increments in the region size and distance from source.
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Figure 11: Absolute supremum error on ∂D2 as a function of the increments in D1 outer radius.
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Figure 12: Stability measure as a function of the increments in D1 outer radius.
4.2. Multi region controls
In the next set of tests, we consider problem (2.2), (2.3) for the configuration described
in (2.1-i) with a single fictitious source Da′ = B0.01(0) and two compact control regions D1
and D2 (see Figure 18). For the initial geometry in our tests the primary control region D1
is defined as before
D1 =
{
(r, θ, φ) : r ∈ [0.011, 0.015], θ ∈
[
−pi
4
,
pi
4
]
, φ ∈
[
3pi
4
,
5pi
4
]}
(4.18)
while the secondary control region D2 is given by
D2=
{
(r, θ, φ) : r∈ [0.011, 0.015], θ ∈
[
−pi
4
,
pi
4
]
, φ ∈
[
7pi
4
, 2pi
]
∪
[
0,
pi
4
]}
+(0.09, 0, 0). (4.19)
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Figure 13: The initial near control D1 and an iterate D
∗
1 after increasing both the inner and outer
radii by equal increments.
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Figure 14: L2 norm of the source density wα as a function of the D1 radii increment.
As before, we mention that in our method only boundary controls are needed to imply
smooth interior controls. The first question we address is the possibility to approximate the
outgoing plane wave u1(x) = e
ix·(−10eˆ1) in D1 while imposing a small field in D2. For this
problem and the subsequent sensitivity tests the boundaries of the two regions are uniformly
discretized with 2,400 points each.
As in Remark 2.1, we recall that the actual physical source boundary is only constrained
by the condition to embed the fictitious source and to have an empty intersection with
D1 ∪ D2 and that, as it can be seen in (2.5), the required boundary input on the physical
source Da will be D(wα) restricted to ∂Da. Thus, if for instance the real source Da is chosen
to be the sphere B0.0105(0) then Figure 19 shows the necessary pattern required on ∂Da for
a good control in D1 and D2. As observed before for the configuration (2.1-ii) discussed
in Section 4.1, we can see in Figure 19 that the magnitude of the required boundary input
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Figure 15: Relative supremum error as a function of D1 radii increment.
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Figure 16: Absolute supremum error on ∂D2 as a function of D1 radii increment.
on the real source ∂B0.0105(0) is a few orders smaller then the magnitude of the density wα
(which is O(105) as shown in Figure 21 below) and has less complexity in the pattern. This
once more supports our claim that one could search and find an actual source boundary
around the fictitious domain Da′ so that while it does not intersect D1 ∪D2 it is such that
the boundary input required on it needs less power for its instantiation and presents a lower
level of complexity in its pattern.
Next we will present the sensitivity of our scheme with respect to relative positions
between the two control regions. In this regard, Figure 20 shows the geometry of two
iterations. In each iteration, D1 is fixed while we vary the position of D2 via counterclockwise
rotation about Da.
Figure 21 shows the L2 - norm of the density wα, as a function of the angle of rotation.
We can observe that its levels remain of order O(106) for the entire rotation spectrum.
Figure 22 show the relative L2 and respectively relative supremum error in region D1. The
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Figure 17: Stability measure as a function of D1 radii increment.
Figure 18: The initial geometry for the multi region controls.
performance is good with largest relative error for a 180 degree rotation but still of order
O(10−2). Figure 23 shows a small field generated in region D2 as desired. One can see that
the contrast between the field in region D1 and the small field in region D2 remains between
approximately 40dB and 60dB with better performance for the case with more harmonic
orders (where we use the 20 log10 convention for computing the decibel (dB) level).
The stability measure is plotted in Figure 24. It tends to decrease as the angle of rotation
approaches pi where it is below 10−1.
We continue our sensitivity analysis with another important test. That is, we study
the accuracy of our scheme in the context of problem (2.2), (2.3) for the same configuration
described at (2.1-i) with one fictitious source Da′ = B0.01(0) and two compact control regions
D1 and D2 described below and sketched in Figure 25,
D1 =
{
(r, θ, φ) : r ∈ [0.011, 0.015], θ ∈
[
−pi
8
,
pi
8
]
, φ ∈
[
3pi
4
,
5pi
4
]}
+ (−0.03, 0, 0) (4.20)
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Figure 19: Different views of the surface field pattern on ∂B0.0105.
and
D2 =
{
(r, θ, φ) : r ∈ [0.011, 0.015], θ ∈
[
−pi
8
,
pi
8
]
, φ ∈
[
3pi
4
,
5pi
4
]}
+ (−0.1, 0, 0) (4.21)
The novelty of the test consist in the fact that now we consider u1 = 0 and u2(x) = e
ix·(−10eˆ1)
in problem (2.2), (2.3), i.e., we approximate an outgoing plane wave in regionD2 while having
a very small field in the near field region D1. This geometry is relevant for applications
where the objective is to focus energy or communicate behind a near field obstacle. For this
simulation we used 2400 control points on ∂D1 and 38400 control points on ∂D2.
The overall performance of our scheme is shown in Figure 26. We can see the accuracy of
the control in region D1 with relative supremum error of order O(10
−2) and with small fields
18
Figure 20: Illustration of two iterations showing the secondary region rotated around Da.
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Figure 21: L2 norm of wα as a function of the secondary region’s angle of rotation.
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Figure 22: Accuracy errors in D1
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Figure 23: Supremum error in D2 as a function of its angle of rotation.
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Figure 24: Stability measure as a function of the secondary region’s angle of rotation.
Figure 25: Sketch of the geometry where D1 is acting as a near field obstacle to D2.
in region D2 as desired. The contrast between the quiet region D2 and the other control
region D1 is in this case over 40dB. Our numerics suggest that more harmonics and more
control points in the two control regions can allow us to extend these results to the situation
when region D2 is larger and when region D1 is much closer to the source.
Figure 27 presents the required pattern on the actual source Da in the particular example
when Da = B0.0105(0). The front picture refers to the part of the surface facing the control
20
(a) Field desired in D2 (b) Field generated in D2
(c) Accuracy error in D2 (d) Field generated in D1
Figure 26: Performance of the scheme in generating a null in D1 and a plane wave in D2.
regions, the back picture shows the opposite part of the surface and the side plot presents
a panoramic view of the surface pattern. We can see that the required surface pattern is
much simpler and without a large variation in the field oscillation as it was the case for the
geometry (2.1-ii) considered in Section 4.1.
Based on the previous analysis, by superposition, we could in principle predict a good ac-
curacy for our scheme for the case of approximating multiple prescribed Helmholtz potentials
in given mutually disjoint exterior regions.
4.3. Fourier synthesis
In this section we consider again problem (2.2), (2.3) for the configuration described in
(2.1-i) with a single fictitious source Da′ = B0.01(0) and two compact control regions D1 and
D2 (see Figure 18) and perform a Fourier synthesis test to better understand the sensitivity
of our scheme with respect to the frequency change. Thus, we present an example of a time
domain synthesis result obtained by superposition of inverse problem solutions for different
wave numbers. Each individual inverse problem solution was obtained using the algorithm
described in Section 3. These solutions were collected and used to determine the required
Fourier coefficients to match a prescribed time domain pattern.
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(c) side
Figure 27: Different views of the surface field pattern on ∂B0.0105(0)
In the numerical simulations below, 21 equally spaced wave numbers ranging from 5 to
15 were used along with 30 harmonic orders. The primary control region is
D1 =
{
(r, θ, φ) : r ∈ [0.011, 0.015], θ ∈
[
−pi
4
,
pi
4
]
, φ ∈
[
3pi
4
,
5pi
4
]}
, (4.22)
while the secondary region is
D2=
{
(r, θ, φ) : r∈ [0.011, 0.015], θ ∈
[
−pi
4
,
pi
4
]
, φ ∈
[
7pi
4
, 2pi
]
∪
[
0,
pi
4
]}
+(0.09, 0, 0). (4.23)
Here we approximate on D1 a superposition of plane waves given by
u1(x, t) =
30∑
`=10
2
`
exp(ix · (k`eˆ1)) exp(−ik`ct), (4.24)
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where k` are the wave numbers
`
2
, while maintaining a small field in region D2. Again, the
boundaries of the two regions are each uniformly discretized with 2,400 points.
By using the superposition principle we produced an animation found at animation [36]
which shows a one-period propagation of the waves on a cross section of the control regions.
The animation were generated using a 2000-point discretization of the angular time. It
offers two columns, the left column describing the time propagation of the field generated
by our scheme in D1 at the top versus the time propagation of the desired field u1 described
at (4.24) at the bottom. The right column of the animation shows, during the same time
interval, the very small field values in D2.
Figure 28 shows snapshots of the cross section of the primary control region D1 for
various times. The color map on the panels for D1 is slightly modified for the intervals
[−1.25,−1] and [1, 1.25] to highlight the propagation of the waves. For better clarity we
chose to highlight the contour line corresponding to a field value of around 1.15 with a black
stripe and the the contour line corresponding to a field value of around −1.15 with a white
stripe. It can be observed that all throughout the period, there is a good match on the
primary control. At the same time, as it can be seen from Figure 29 below, the field on the
secondary control is maintained close to zero.
Figure 28: Time snapshots of a cross section of the near field at kct values (left-right, top-
down) 37pi2000 ,
38pi
2000 ,
39pi
2000 ,
40pi
2000 ,
41pi
2000 , ...,
45pi
2000 .
Figure 29 shows the averaged relative error on the primary control (a) and the averaged
absolute error on the secondary control (b) over the entire time period. Notice that the
23
time-averaged relative error in region D1 is of magnitude 10
−3 while the absolute error on
region D2 stays of order 10
−4 showing the accuracy of our scheme over a range of frequencies.
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Figure 29: (a) Time averaged relative error in region D1. (b) Time averaged absolute error in
region D2 over one period.
5. Conclusions and Future Work
In this paper we presented an improved numerical strategy for the control scheme de-
scribed in [2] and employed it to perform several sensitivity studies for the scheme.
We have shown that for problem (2.2), (2.3), in the configuration (2.1-ii), it is possible
to characterize sources with weak far field and controllable fields in a compact near field
region D1. More explicitly, we should that surface sources could be characterized so that
their radiated field approximate an an incoming plane wave in a region of their near fields
while maintaining a very small field beyond a finite radius. The sensitivity studies performed
showed that the control scheme produces accurate results with respect to variations in the
outward shift, outer radius and in both the outer and inner radii of the near control. Also,
our numerics seem to suggest that it may be in principle possible to characterize surface
sources with weak far fields so that they approximate prescribed Helmholtz potentials in
larger subregions of their near field.
The control algorithm for problem (2.2), (2.3) was also discussed in the configuration
(2.1-ii). We considered first the situation when an outgoing plane wave was approximated
in the near field region while maintaining a null in a prescribed region further away. The
sensitivity analysis studied the scheme with respect to variations in the relative position of
the control regions and showed very good accuracy results. For the same configuration we
also studied the case when a null was to be created in a near-field region while approximating
an outgoing plane wave in a prescribed region further away and showed a food performance
of our scheme. These results together with the superposition principle suggest that, in
principle, our scheme could characterize surface sources so that their radiated fields will
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approximate distinct prescribed Helmholtz potentials in given mutually disjoint exterior
regions of space.
In an effort to test our results in the time domain we considered again problem (2.2), (2.3)
in the configuration (2.1-ii) and employed the superposition principle to obtain a Fourier
synthesis matching an outgoing plane wave in the primary near field control region in front
of the source while keeping a low signature on a region further away behind the source. Our
positive result is an indication that it may be possible to characterize such surface controls
for time domain signals.
We believe that the study of the case when the source is an array, i.e., modeled as
a union of compact mutually disjoint subdomains, is very important and our preliminary
results in this regard are encouraging. We plan to present a detailed analysis of this case in
a forthcoming paper.
An important feature of our work is mentioned in Remark 2.1 and Remark 2.2. Indeed,
a first observation in this regard is that, as shown in Figure 2, Figure 19 and Figure 27,
one could employ suitable optimization strategies for the description of the most feasible
physical source boundary and this will be part of our related next research efforts. Another
important point is that, as mentioned in the introduction, although our research character-
izes continuous surface sources for their instantiation one could use monopole and dipole
approximating arrays in the spirit of [31].
In the same spirit, a second important observation is that our analysis is not bounded
to spherical fictitious regions Da′ as is presented in this paper. In fact one could in principle
chose to start with an arbitrary smooth region Da′ by adapting the numerical analysis used
to evaluate the propagator D and set up the optimization procedure. This will also be
considered as part of our future investigations.
Last but not least, we mention that the sensitivity analysis performed in this paper
together with the theory developed previously by our group in [2] and [1] are the foundation
of our current efforts to extend the applicability of our scheme to the case of exterior surface
control of vector fields which are solutions of the Maxwell equations. This part of our
research is the current focus of our group and will be reported very soon.
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