In a previous article in this series (1) , I discussed the fundamental concepts involved in determining the appropriate number of subjects that should be included in a clinical investigation. This number is known as the sample size. In the earlier article (1), the necessity for considering sample size, how certain study design characteristics affect sample size (Fig 1) , and how to calculate sample size for several simple study designs were discussed. Also discussed was how sample size is related to statistical power, which is the sensitivity of detecting a statistically significant difference in a comparative study when a difference is truly present.
In this article, I will first discuss some important consequences of sample size and power calculations, then go on to discuss issues that arise when these basic principles are applied to real clinical investigations, which are often more complex than the simple situations covered in the previous article and in introductory biostatistics textbooks. My intent is to provide an overview and appreciation of some of the advanced statistical methods for handling some of the complex situations that arise. Since advanced statistical methods for sample size or power calculations cannot receive comprehensive treatment in the setting of an overview article, an investigator needing such methods is advised to seek help from a statistician early in the research project. However, I hope the material herein will at least help bridge the knowledge gap between investigator and statistician so that their interaction can be more productive.
CONSEQUENCES OF SAMPLE SIZE CALCULATIONS

Academic and Ethical Importance
In conjunction with a well-defined research question (2) , an adequate sample size can help ensure an academically interesting result, whether or not a statistically significant difference is eventually found in the study. The investigator does not have to be overly concerned that the study will only be interesting (and worth the expenditure of resources) if its results are "positive." For example, suppose a study is conducted to see if a new imaging technique is better than the conventional one. Obviously, the study would be interesting if a statistically significant difference was found between the two techniques. But if no statistically significant difference is found, an adequate sample size allows the investigator to conclude that no clinically important difference was found rather than wonder whether an important difference is being hidden by an inadequate sample size.
An inadequate sample size also has ethical implications. If a study is not designed to include enough individuals to adequately test the research hypothesis, then the study unethically exposes individuals to the risks and discomfort of the research even though there is no potential for scientific gain. Although the connection between research ethics and adequate sample size has been recognized for at least 25 years (3), the performance of clinical trials with inadequate sample sizes remains widespread (4).
Practical Consequences of Mathematic Properties
A more intuitive understanding of the determinants of sample size can be obtained through closer inspection of the formulas for sample size. We saw in the previous article (1) that when the outcome variable of a comparative study is a continuous value for which means are compared, the appropriate sample size (5) is given by
where N is the total sample size (ie, the total of the two comparison groups), D is the smallest meaningful difference between the two means being compared, is the SD of each group, and z crit and z pwr are constants determined by the specified significance criterion (eg, .05) and desired statistical power (eg, .8), respectively. Since z crit and z pwr are independent of the properties of the data, sample size depends only on the ratio between the smallest meaningful difference and the SD (Fig 2) . Furthermore, because the ratio is in an inverse exponential relationship to sample size, anything that can be done to decrease the SD or increase the meaningful difference can substantially reduce the required sample size. The SD could be decreased by reducing measurement variability (eg, by using more precise instruments or procedures) and/or by selecting a more homogeneous study population. The meaningful difference could be increased by employing more sensitive instruments or procedures.
Another property of the comparison of means is that for a given SD, only the arithmetic difference between the comparison groups affects the sample size. For example, the sample size would be the same for detecting a systolic blood pressure difference of 10 mm Hg whether it is to be measured in normotensive individuals (eg, 110 vs 120 mm Hg) or hypertensive individuals (eg, 170 vs 180 mm Hg).
When proportions are being compared-a common task in clinical imaging research-the sample size depends on both the smallest meaningful difference between the proportions and the size of the proportions themselves. That is, when proportions are being compared, in contrast to when means are being compared, the sample size depends not just on the difference alone. The sample size increases dramatically as the meaningful difference between proportions is made smaller (Fig 3) . The sample size also increases if the two proportions being compared (ie, the mean of the two proportions) are close to 0.5.
Retrospective Power Analysis
In sample size calculations, appropriate values for the smallest meaningful difference and the estimated SD are often difficult to obtain. Therefore, the formulas are sometimes applied after the study is completed, when the difference and SD actually observed in the study can be substituted in the appropriate sample size formula. Since sample size is also known after the study is completed, the formula will yield statistical power. In this case, power refers to the sensitivity of the study to enable detection of a statistically significant difference of the magnitude observed in the study. This activity, known as retrospective power analysis, is sometimes performed to aid in the interpretation of the statistical results of a study. If the results were not statistically significant, the investigator might explain the result as being due to a low power.
However, it can be shown that the retrospective power-essentially an observed quantity-is inversely related to the observed P value (6). The retrospective power tends to be large in any study with a small (statistically significant) observed P value. Conversely, the retrospective power tends to be small in any study with a large (statistically insignificant) observed P value. Therefore, the observed retrospective power cannot provide any information in addition to the observed P value (7, 8) . The important point is that the smallest meaningful difference is not the same as the observed difference: The former must be set before the study is Graph shows the relationship between sample size and the ratio of meaningful difference to SD for studies in which means are compared. The graph was created by using Equation (1) conducted and is not determined after the study is completed. Even though calculating the retrospective power is problematic, it remains important to consider the issue of adequate sample size when one is faced with a study whose results indicate there is no difference between comparison groups. Fortunately, several statistical approaches are available to guide the reader in terms of whether or not to "believe" a study that yields negative results (9) . These approaches involve calculating CIs or performing 2 tests.
USE OF SIMULATION TO DETERMINE SAMPLE SIZE FOR COMPLEX STUDY DESIGNS
In contrast to the importance of considering sample size and statistical power, relatively few formulas exist for calculating them (10) . The most simple formulas, such as those discussed previously (1) and in many introductory biostatistics textbooks, concern the estimation and comparison of means and proportions and are, fortunately, applicable to many situations in clinical radiology research. Beyond these simple formulas, methods have been established to determine sample size for general fixed-effect linear statistical models (of which the t test, ordinary linear regression, and analysis of variance are special cases), two-way contingency tables (of which the analysis of a 2 ϫ 2 table with the 2 test is a special case), correlation coefficient analysis, and simple survival analysis (10) . Approximations exist for some other statistical models, most notably logistic regression, but the accuracy of these approximations may be difficult to establish in all situations.
Thus, the list of all statistical tests for which exact sample size calculation methods exist is much smaller than the list of all statistical tests. When no formula exists, as often happens for moderately complex statistical designs, the investigator may try to perform a sample size analysis for a simplified version of the study design and hope that the sample size can be extrapolated to the actual (more complex) study design being planned.
For situations without corresponding formulas, it is becoming more common to estimate sample size by using the technique of simulation (11) . The simulation approach is powerful because it can be applied to almost any statistical model, regardless of the model's complexity. In simulation, a mathematic model is used to generate a synthetic data set simulating one that might be collected in the study being planned. The mathematic model contains the dependent and independent variables being measured, along with estimates of each variable's SD. The synthetic data set contains the same number of subjects as the planned sample size.
The planned statistical analysis is performed with this synthetic data set, and a P value is determined. As usual, the null hypothesis is rejected if the P value is less than a certain criterion value (eg, P Ͻ .05). This process is repeated a large number of times (perhaps hundreds or thousands of times) by using the mathematic model to generate a different synthetic data set for each iteration. The statistical power is equal to the percentage of these data sets in which the null hypothesis is rejected. In effect, simulation employs a mathematic model to virtually repeat the study an arbitrarily large number of times, allowing the statistical power to be determined essentially by direct measurement.
Since a real data set would contain random statistical error, random statistical error must be modeled in the synthetic data sets. To accomplish this in simulation, a random-number generator is used to add random error ("noise") to each synthetic data set. Because of their heavy reliance on random-number generators, simulation methods are also known as Monte Carlo methods, after the city in which random numbers also play an important role.
Let us consider a simple example. Suppose we are planning a clinical study to compare the contrast-to-noise ratio (CNR) between two magnetic resonance imaging pulse sequences used to examine each subject in a group of subjects. We would like to know the statistical power of the study to detect a smallest meaningful CNR difference of 2. We would like to plan a study with a power of .8 for detecting this smallest meaningful difference. We have resources to comfortably recruit and evaluate approximately 12 subjects. Suppose that from our previous experience with the pulse sequences, we estimate the SD of the CNR difference to be 4.
The statistical model for this study is
where CNR i is the observed CNR difference for subject i (of the 12 subjects), D is the true CNR difference (in this example, 2), and ⑀ i is the random error associated with the observation of subject i. To run the simulation, we use a normally distributed random-number generator for ⑀ i that generates a different normally distributed random number for each of the 12 observations. The mean of the numbers generated by the random number generator is 0 and the SD is 4, which we estimated on the basis of previous experience. With these 12 random numbers, we can generate a synthetic data set of 12 observations by using Equation (2) . The simulated data set is then subjected to a t test, and the resulting P value is recorded. The entire simulation process is then repeated, say, 1,000 times. The P value is recorded after each iteration. After completing the iterations, the P values are examined to determine what proportion of the iterations resulted in the detection of a statistically significant difference (indicated by P Ͻ .05); this proportion is equal to the power. The simulation for this example was performed with Stata version 7.0 (Stata, College Station, Tex), and the results are shown in the first line of the Table. In this example, the null hypothesis is rejected in 343 of the 1,000 iterations. Therefore, the statistical power of the t test, given the conditions of this example, is .34 (Table) .
Obviously, it would have been easier to use the formula for comparison of means. But the advantage of simulation is the ability to consider more complex statistical models for which there are no simple sample size formulas. This ability is especially important because seemingly small changes in study design can cause the simple sample size formulas to become invalid.
Returning to the example, we note that the estimated power of our study is lower than desired. The only way to improve the power, given our assumptions, is to increase the number of observations. (For the moment, we only have resources to study 12 subjects.) So, we decide to make four measurements of CNR difference per subject. This strategy will increase the number of observations by a factor of four and will result in an increase in power. However, it is important to realize that this data collection strategy is not the same as increasing the number of subjects by a factor of four, because the four observations within each subject are not independent of one another. Within each subject, the observations are likely to be more similar to each other than to the observations in the other subjects. In statistical terms, this lack of independence is called correlation.
Because of correlation, an additional observation in the same subject does not provide as much additional information as an additional observation in a different subject. The more similar the observations within each subject are, the less additional information will be provided by the repeated observation. If the observations within each subject are identical (100% correlated), then the study would have the same results (and sample size) as it would without the repeated observations, so there would be no benefit from repeating the measurement for the same subjects. Conversely, if the repeated observations within each subject were completely uncorrelated (0% correlation), then the results (and sample size) would be identical to those of a study with the same total number of observations but with enough additional subjects that only one observation per subject is used.
Simulation can easily account for the correlation of the four observations within each subject. The statistical model used is a slight variation of Equation (2):
where CNR ij is the observed CNR for subject i (of the 12 subjects) and repetition j (of the four repetitions), D is the true CNR difference, and ⑀ ij is the random error associated with each of the 48 observations. As in Equation (2), ⑀ ij is generated by a normally distributed randomnumber generator having a mean of 0 and an SD of 4. In Equation (3), however, ⑀ ij is calculated in such a way that each error term ⑀ ij is correlated with the other error terms within the same subject. Correlation of the error terms is the mathematic mechanism for generating correlation in the observations. The amount of correlation is indicated by the correlation coefficient . In this example, we assume a moderate amount of correlation ( ϭ 0.5) between observations made within each subject. The results of the simulation are shown in the Table. With an ordinary t test, there appears to be enough power in the proposed study design (Table) . But an ordinary t test is inappropriate in this case because it treats each of the 48 observations as independent, ignoring the correlation between the four observations within each subject. An appropriate method that accounts for correlation is linear regression with an adjustment for clustering. When this type of linear regression is applied instead of the t test, the simulation reveals that the power is actually .5 (Table) , which is lower than the desired power of .8. Results of further simulations indicate that increasing the number of subjects from 12 to 22 would result in adequate power (Table) .
A discussion of statistical tests that adjust for correlation within subjects is beyond the scope of this article. However, without a simple formula for sample size, and even without extensive knowledge of the statistical test to be used, simulation still enabled the accurate determina- tion of power in the preceding example; this demonstrates the utility and generalizability of simulation. In addition, the effects of the use of potentially inappropriate statistical analyses were also able to be examined. One of the barriers to performing simulation is the requirement of iterative computation, which in turn requires fast computers. This barrier is becoming much less important as the speed of commonly available computers continues to increase. Even when the barrier of computational speed is overcome, simulation is successful only if the assumed statistical model accurately describes the study design being evaluated. Therefore, appropriate attention must be paid to establishing the model's validity. Fortunately, it is often easier to develop a mathematic model for a statistical situation (from which it is a straightforward process to determine power and sample size with simulation) than to search for a specific method or formula, if one even exists, for calculating sample size. In the preceding example, the introduction of correlation substantially increased the complexity of the analysis from a statistical point of view but caused only a minor change in the mathematic model and the subsequent simulation.
Results of Simulations of Hypothetical Study in Which Difference between Two Imaging Techniques Is Being Compared within Each Subject
SAMPLE SIZE CALCULATIONS FOR READER STUDIES
A reader study involving the calculation of receiver operating characteristic (ROC) curves is another kind of study design that is fairly common in radiology and for which sample size and statistical power are difficult to determine. The area under the ROC curve (A z ) is commonly used as an indicator of the accuracy of a diagnostic test. A typical ROC study involves multiple readers interpreting images obtained in the same group of subjects who have all undergone imaging with two or more imaging techniques or conditions. The purpose of the study is to compare the imaging techniques. The difficulty in determining sample size and statistical power is a result of the fairly complicated computational process required to calculate A z and the complicated correlations among the observations. In such a study, each reader generates multiple observations, and, likewise, each subject has a part in multiple observations. Therefore, correlation can occur simultaneously among the observations (readings) within the same reader and among the observations within the same subject.
One approach to sample size analysis in complex ROC studies involves an approximation performed by using the F distribution (12, 13) . Sample size tables created by using this method have been published (14) ; this method can also be used to calculate sample sizes for situations not addressed by such tables (Appendix). The method may be used to examine the trade-off between sample size, smallest meaningful difference, and number of readers (Fig 4) . For most clinical investigations, it is likely to be difficult to include more than 10 readers or 100 cases. Given these constraints, we see that any ROC study will require at least four readers, even with a large meaningful difference of 0.15 in A z . At the other extreme, the smallest meaningful difference in A z that can be detected with 10 readers and 100 cases is 0.07. These two generalizations are based on many assumptions (Fig 4) . More cases or readers are required if the interobserver variability or intraobserver variability is higher than assumed. Fewer cases or readers are required if the average A z (ie, accuracy of the readers) is higher than assumed.
Another major method for analyzing data from an ROC study with multiple readers and multiple cases is the jackknifed pseudovalue method (15) . In this method, the data are mathematically transformed into pseudovalues that can be analyzed by using a relatively straightforward analysis of variance. Reducing the problem of ROC analysis to a more manageable analysis of variance is a strength of the pseudovalue method. A disadvantage is the lack of exact, or even approximate, formulas for determining sample size and statistical power. The performance and validity of the pseudovalue method have been examined with simulations (16, 17) , so simulation could also provide a viable method for determining sample size and power for the pseudovalue method.
CONCLUSION
In contrast to the wide variety of statistical tools available to the clinical investigator, relatively few formulas exist for the exact calculation of the sample size and statistical power of a given study design. As demonstrated by the example of correlated data, a frequent occurrence in clinical research, it is relatively easy to construct a study design for which no simple formula exists. The availability of fast computers makes the iterative process of simulation a viable general method for performing sample size and power analysis for complex study designs.
At first glance, simulation may appear artificial and therefore suspicious because it relies on an equation and many assumptions about the terms in the equation, particularly the terms related to the variability of the components of the model. It should be noted, however, that similar (although perhaps less complex) mathematic models are the foundation Figure 4 . Graph shows the relationship between sample size, smallest meaningful difference, and number of readers in an ROC study in which A z is used as the index of accuracy. Sample sizes were calculated by using the method described in the Appendix. The values used for all variables except J and ⌬ are the same as those in the example in Table A1. of most statistical analyses-even simple ones like comparing means with a t test. Furthermore, estimates of variance are also required in sample size and power analysis for simple analyses like the t test. The reason for the large number of assumptions in simulations has more to do with the complexity of the data set being simulated than the method of simulation itself.
In addition to the factors usually mentioned as affecting sample size, correlation among observations within groups due to nonindependent sampling can also increase sample size and decrease statistical power. Therefore, when planning the sample size, one should take care to account for potential correlation in the data set.
APPENDIX
Although tables for the determination of sample size in ROC studies are available (14) , a practical presentation of the equations underlying these tables may be helpful for situations not addressed by the published tables. The equations necessary for calculating sample size in an ROC study that involves a number of readers interpreting images obtained in the same group of subjects who have all undergone imaging with two techniques are as follows (13, 14) :
N pos ϭ 0.0099e
and
Note that Equations (A1) and (A3) have been algebraically rearranged from their published form to isolate the dependent variables for more convenient calculation. All symbols are defined in Table A1 . To calculate sample size with these equations, first assign values to the variables in the first section of Table A1 , then sequentially substitute the values into Equations (A1)-(A4), using the suggested values of the variables in the second section of Table A1 and values  from Tables A2 and A3 where indicated. For example, Table A1 shows all the values involved in the calculation of sample size for a study that includes four readers and is designed to examine the A z difference between two imaging techniques. On the basis of preliminary study results, the expected average A z () of the two techniques is 0.75. The smallest meaningful difference (⌬) between the A z values for the two techniques is set to 0.15. Each reader interprets each case once (K ϭ 1), and the study involves an equal number of positive and negative cases (R ϭ 1). The difference in A z (w b ) between the most accurate and least accurate observers is estimated to be 0.05. The values for w w , r 1 , r 2 , r 3 , and r b given in Table A1 are those suggested by published (14) 0.8
Calculated or assigned variables Noncentrality parameter of a noncentral F distribution with 1 degree of freedom associated with the numerator and J Ϫ 1 degrees of freedom associated with the denominator; the values are given in Table A2 18.11
Interobserver variability expressed as a variance; b 2 ϭ w b ⅐ m, where m is a multiplier that converts range into variance and is obtained from Table A3 Note.-The noncentral F distribution is a generalized form of the F distribution and contains a ratio of two 2 distributions (18) . Each of the two component 2 distributions (in the numerator and denominator) are associated with a respective degrees of freedom parameter of the F distribution. The degrees of freedom signify the number of independent units of information relevant to the calculation of a statistic (19) , in this case the component 2 distributions. * Calculated by iteration, with Lenth (20) implementation of the noncentral F distribution function. 
