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EDGE OF THE WEDGE THEOREM FOR TEMPERED
ULTRAHYPERFUNCTIONS
E. BRU¨NING AND S. NAGAMACHI
Abstract. Tempered ultrahyperfunctions do not have the same
type of localization properties as Schwartz distributions or Sato
hyperfunctions; but the localization properties seem to play an
important role in the proofs of the various versions of the edge of
the wedge theorem. Thus, for tempered ultrahyperfunctions, one
finds a global form of this result in the literature, but no local
version.
In this paper we propose and prove a formulation of the edge
of the wedge theorem for tempered ultrahyperfunctions, both in
global and local form. We explain our strategy first for the one
variable case. We argue that in view of the cohomological definition
of hyperfunctions and ultrahyperfunctions, the global form of the
edge of the wedge theorem is not surprising at all.
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1. Introduction
Nowadays, i.e., about fifty years after its discovery, there are many
versions of the ‘edge of the wedge theorem’ which originated through
the challenges of relativistic quantum field theory and the theory of dis-
persion relations for scattering amplitudes (see [1]). In quantum field
theory the important fact that the Wightman functions are holomor-
phic in the region of all totally space-like points is shown by a simple
application of the edge of the wedge theorem.
The statements in these various versions of the edge of the wedge
theorem assert the extendability of holomorphic functions defined in
wedges in complex space Cn with edge in real space Rn, under certain
conditions.
1
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Recall the original version of Bogoliubov [1]:
Theorem 1.1 (Bogoliubov). Let C ⊂ Rn be an open proper cone with
vertex at the origin and denote by Cr = C ∩ B(0, r) the intersection
of C with the open ball of radius r > 0 centered at the origin; for an
open nonempty set E ⊂ Rn introduce the wedges W± = E ± iCr with
common edge E. If now F1 is a holomorphic function on W
+ and F2
is holomorphic on W− and if F1 and F2 have the same boundary values
on E,
(1.1) lim
y→0
y∈Cr
F1(x+ iy) = lim
y→0
y∈Cr
F2(x− iy), x ∈ E,
then F1 and F2 can be extended holomorphically to a complex neighbor-
hood Ω of W+ ∪ E ∪W−.
Naturally, in (1.1) it is important to specify in which sense the bound-
ary values are considered. In Bogoliubov’s version these boundary val-
ues are taken in the sense of Schwartz distributions. Note that for
n = 1 and when the boundary values are taken in the sense of contin-
uous functions, this result is easily proven by using Morera’s theorem.
Over the last fifty years, this result has been extended in several
directions:
• the type of generalized functions for the boundary values in
(1.1), e. g., Schwartz distributions, Sato hyperfunctions, Fourier
hyperfunctions, and ultradistributions;
• the number m of wedges, m > 2;
• the ‘topological nature’ of the edge E, e. g., an open nonempty
set or a maximal real submanifold.
We comment here on the case of Fourier hyperfunctions. A Fourier
hyperfunction f has two realizations. One is as a dual element of the
test-function space O
∼
(Dn) and the other is as a formal sum
f(x) =
m∑
j=1
Fj(z)
where Fj(z) is holomorphic in a wedge Wj = D
n + iΓj , that is, an
element of the relative Cˇech cohomology group Hn(W,W′; O˜) which
is isomorphic to Hn
D
n(Qn; O˜) for a suitable relative covering (W,W′)
of the pair (Qn,Qn\Dn), where O˜ is the sheaf of slowly increasing
holomorphic functions on Qn = Dn + iRn and Dn = Rn ∪ Sn−1∞ is the
radial compactification of Rn (see [11, 2]). In the case of hyperfunctions
and Fourier hyperfunctions, the edge of the wedge theorem tells us
when the above sum is zero. Note that Hn(W,W′; O˜) can be expressed
as the following quotient space (see [10])
(1.2) ⊕mj=1 O˜(Wj)/[⊕j<kO˜(Wj +Wk)].
3This denominator appears in the general edge of the wedge theorem
for Fourier hyperfunctions (see [22]).
Remark 1.2. Relation (1.2) ‘contains’ the most important versions of
the EOW: If
m∑
j=1
Fj(z) = f(x) = 0, then there exist functions Hjk ∈
O˜(Wj +Wk) for j < k such that
(1.3) Fj(z) =
m∑
k=1
Hjk(z), j = 1, . . . , m,
where we put
(1.4) Hjk(z) = −Hkj(z) for j > k and Hjj(z) = 0.
The above statement is Martineau’s version of the EOW theorem [12,
13, 14].
Note that conversely, for the functions Fj defined by (1.3) with func-
tions Hjk satisfying relation (1.4), the sum
m∑
j=1
Fj(z) =
m∑
j=1
m∑
k=1
Hjk(z)
is reduced to zero and defines the zero Fourier hyperfunction.
Whenm = 2, we have Epstein’s version of the EOW theorem [5], i.e.,
if Fj ∈ O˜(Wj) (j = 1, 2) define the same Fourier hyperfunction, then
Fj ∈ O˜(Wj) (j = 1, 2) are analytically continued to H12 ∈ O˜(W1 +
W2). (Epstein’s original version is formulated in terms of Schwartz
distributions as boundary values).
If Γ2 = −Γ1 and if the boundary values are taken in the sense of
Schwartz distributions, then we have Bogoliubov’s version of the EOW
theorem.
In our recent investigations of relativistic quantum field theory with
a fundamental length (see [3, 4, 20, 21]) we need a version of the edge
of the wedge theorem for tempered ultra-hyperfunctions and it is this
version which is treated in this article.
2. Preliminaries
2.1. Global and local versions of the EOW Theorem. In these
preliminary considerations we put the global and the local forms of the
edge of the wedge theorems for hyperfunctions and ultra-hyperfunctions
into the perspective of cohomology theory.
Let us recall the global form of this theorem for hyperfunctions (For
simplicity and our intended application to quantum field theory, we
consider in this paper only Bogoliubov’s version for Γ = V+):
Let V+ ⊂ R4 denote the forward light-cone; suppose that F1 is an
analytic function in T (V+) = R
4 + iV+ and F2 an analytic function in
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T (−V+). Then the two functions Fi (i = 1, 2) define hyperfunctions
fi on R
4. If f1 = f2 , then Fi are analytically continued to an entire
function F .
The local form of the EOW theorem for hyperfunction can be for-
mulated as follows. Let U be an open set in Rn and V an open set in
Cn such that U = V ∩Rn. Then we have the canonical restriction map
(2.1) HnRn(C
n,O)→ HnU(V,O) = Hn−1(V \U,O),
where O is the sheaf of holomorphic functions on Cn. HnU(V,O) is inde-
pendent of the complex neighborhood V of U by the excision theorem,
and the presheaf {U → HnU(V,O)} is the sheaf of hyperfunctions on
Rn which is often denoted by B. The local form of the EOW theorem
now reads (we use the notation from above):
If f1 = f2 in U (or the restrictions fj|U (j = 1, 2) coincide or the
support of f1 − f2 is contained in the complement of U), then Fj are
analytically continued to each other through U .
There are two ways to treat the EOW theorem; the functional method
(see [9]) and the cohomological method (see [17, 10]). The functional
method uses the notion of the analytic wave front setWFa(f) of hyper-
functions f on Rn × (Rn\{0}) and the decomposition of WFa(f). The
colomological method uses the notion of the flabby sheaf C of micro
functions on Rn × Sn−1 and the exact sequence
0→ A→ B → π∗C → 0,
where A is the sheaf of real analytic functions on Rn and π∗C is the
direct image of C under the projection π : Rn × Sn−1 → Rn, i.e., the
sheaf on Rn defined by the correspondence
R
n ⊃ U → C(π−1(U)).
Finally we comment on the difficulties for the EOW for tempered ultra-
hyperfunctions.
Any element of T (T (Rn))′ belongs to some T (T (K))′, K = [−k, k]n
for suitable k > 0 and
(2.2) T (T (K))′ = Hn(W,W′;O0),
where W = W′ ∪ {Cn} and W′ = {T (Ej); j = 1, . . . , n}, Ej = {y ∈
Rn; |yj| > k} are relative covering of (Cn,Cn \ T (K) (see [8, 18]). Hy-
perfunctions are localized in a relatively open set U of the closed set
Rn in Cn by the formula (2.1). On the other hand, tempered ultra-
hyperfunctions may be localized in a relatively open set U of the closed
set T (K) of Cn, but not in a relatively open set U of the closed set Rn
in Cn. This is the reason why tempered ultra-hyperfunctions have no
(standard) localization property in Rn. In [3, 20, 4] this property has
been successfully applied to axiomatic quantum field theory in order
to formulate such a theory with a fundamental length.
5The global form of the edge of the wedge theorem for tempered
ultra-hyperfunctions reads: Let Γ = {y ∈ Rn; yj > k, j = 1, . . . , n}. If
F1 is a polynomially increasing holomorphic function in T (Γ) and F2
a polynomially increasing holomorphic function in T (−Γ), then these
functions Fi (i = 1, 2) define tempered ultra-hyperfunctions fi and if
f1 = f2, then Fi are analytically continued to a polynomial F (see [18]).
Remark 2.1. It is interesting to note that even though T (Γ) and T (−Γ)
are separated by a gap of size 2
√
nk the functions F1 and F2 are ana-
lytically continued to each other!
At first sight this seems to be quite surprising. However, from the
point of view of the cohomological definition of ultra-hyperfunctions,
this result is not so surprising, since Hn(W,W′;O0) has the following
representation
O0(Cn#T (K))/
n∑
j=1
O0(Wjˆ),
where
C
n#T (K)) = T (E1) ∩ · · · ∩ T (En),
Wjˆ = T (E1) ∩ · · · ∩ T̂ (Ej) ∩ · · · ∩ T (En)
and the denominator of this representation then shows this result. We
explain this in more detail in the next subsection for the one dimen-
sional case. The cohomological treatment of ultra-hyperfunctions is
given in [15, 16] and the above representation was presented in [18]. The
global form of the EOW theorem for tempered ultra-hyperfunctions has
been shown in [24] and some preliminary version in [6, 7].
In the functional method [9], Ho¨rmander used a kernel K(z) defined
by
(2.3) K(z) = (2π)−n
∫
ei〈z,ξ〉/I(ξ)dξ, I(ξ) =
∫
|ω|=1
e−〈ω,ξ〉dω
to prove the edge of the wedge theorem. For the proof of the local
form of the EOW theorem for tempered ultra-hyperfunctions we also
use the functional method with some modification Kr(z) = r
−nK(z/r)
of this kernel K(z) for r > 0.
The local form of the edge of the wedge theorem for hyperfunction
has the following formulation (Fj and fj are related as in the above
results): If f1 = f2 in an open set O, then F1 and F2 are analytically
continued to each other through O.
Since tempered ultra-hyperfunctions have no localization property, it
is not easy to formulate a local form of the edge of the wedge theorem.
In this paper, we suggest a formulation of the local version of the edge
of the wedge theorem by using the notion of a carrier.
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Remark 2.2. For the one dimensional case, the Cauchy-Hilbert trans-
formation (2.6) gives the isomorphism of the space O(L)′ of analytic
functionals with carriers in L onto the relative cohomology group of
covering (2.7) of the pair (C,C\L). But for the multi dimensional case,
we need the additional assumption to have the expression of the space
O(L)′ of analytic functionals with carriers in a compact set L ⊂ Cn
as a collection of holomorphic functions. In fact, the isomorphism of
the space O(L)′ of analytic functionals with carriers in a compact set
L ⊂ Cn onto the relative cohomology group HnL(Cn,O) is proven under
the condition a) Hp(L,O) = 0 for p = 1, 2, . . . (see [18]), and the iso-
morphism ofHnL(C
n,O) onto the cohomology group Hn(W,W′;O) of a
covering (W,W′) of the pair (Cn,Cn \L) is proven under the condition
b) Hp(Wλ0 ∩ . . . ∩Wλm) = 0 for p ≥ 1 and Wλ0 , . . . ,Wλm ∈ W (Leray
theorem, see [19]). In the case of hyperfunctions, a compact set L ⊂ Rn
satisfies condition a) and there exists a relative covering (W,W′) of the
pair (Cn,Cn \ L) which satisfies condition b) (see [10, 19]). But in the
case of analytic functional O(L)′, conditions a) and b) may not nec-
essarily be satisfied for some compact set L ⊂ Cn and any relative
covering (W,W′) of the pair (Cn,Cn\L). Therefore, in this paper we
employ the functional method.
The main result in this regard is Corollary 4.3 which has an inti-
mate connection to axiomatic quantum field theory with a fundamental
length (see [21]). This corollary says that if f1 − f2 ∈ T (L)′ for some
ℓ-neighborhood
L = {w ∈ C4; ∃ x ∈ V |Rew − x| + |Imw|1 < ℓ},
of the light-cone V , ℓ > 0, then Fi (i = 1, 2) are analytically continued
to each other through a set
{x ∈ R4; dist (x, V ) > (
√
2 + 1)ℓ}.
2.2. The one dimensional case. In order to explain the basic idea of
our strategy of proof for the local version of the EOW theorem for tem-
pered ultrahyperfunctions, we illustrate it here for the technically much
simpler case of one dimension. And we prepare this with explaining
the proof for hyperfunctions in one variable.
The space of hyperfunctions of one variable is the quotient space
B(R) = O(C\R)/O(C).
Let F1 (resp. F2) be a holomorphic function in the upper (resp. lower)
half plane. Then the pair of functions (F1, F2) ∈ O(C\R) defines an
element f(= F1 − F2) of B(R). If f = 0 (F1 = F2), then (F1, F2) ∈
O(C). This shows that F1, F2 coincide with an element F of O(C).
Thus the EOW theorem automatically follows from the cohomological
definition of hyperfunctions.
7The local version of the EOW theorem for hyperfunctions is also a
direct consequence of the cohomological definition of hyperfunctions on
an open set U of R:
B(U) = O(V \U)/O(V ),
where V is a complex neighborhood of U such that U = V ∩ R.
Now consider the case of tempered ultra-hyperfunctions. Denote
K = [−k, k] for k > 0 and T (K) = {z ∈ C; |Im z| ≤ k}. Note that for-
mula (2.2) shows that any tempered ultra-hyperfunction f ∈ T (T (R))′
can be expressed as an element of the space
H1T (K)(C,O0) ∼= O0(C\T (K))/O0(C)
for some k > 0. Let F1 (resp. F2) be a polynomially increasing holo-
morphic function in {z ∈ C; Im z > k} (resp. {z ∈ C;−Im z > k}).
Then the pair of functions (F1, F2) ∈ O0(C\T (K)) defines an element
f of H1T (K)(C,O0). If f = 0, then (F1, F2) ∈ O0(C). This shows that
F1, F2 coincide with an element F ofO0(C). Thus the global form of the
EOW theorem for tempered ultra-hyperfunctions automatically follows
from the cohomological definition of tempered ultra-hyperfunctions.
Since the notion of localization for ultra-hyperfunctions is not avail-
able in the above sense, there is no literature about the local version of
the EOW theorem for ultra-hyperfunctions. The notion of localization
for generalized functions has an intimate connection with the notion of
support. However, ultra-hyperfunctions have no supports in general,
but they are a special kind of analytic functionals and have carriers.
Definition 2.3. Let L be a compact set in C. L is called a carrier
of an analytic functional f (a continuous linear functional on the
space O(C) of entire functions), if f satisfies
|f(φ)| ≤ CV sup
z∈V
|φ(z)|
for any open neighborhood V of L.
Let K = [a, b] ⊂ R and H1K(C,O) be the space of hyperfunctions
with supports in K, which is isomorphic to the space of analytic func-
tionals with carriers in K:
H1K(C,O) ∼= O(C\K)/O(C).
Every F ∈ O(C\K) defines a functional on the space of functions
φ which are holomorphic in a complex neighborhood V of K by the
formula
(2.4) φ→ f(φ) = −
∫
C
F (z)φ(z)dz,
where C is a closed path that encircles K once in the positive direction.
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Let Etξ(z) = (4πt)
−1/2e−(z−ξ)
2/4t for ξ ∈ R\K. Clearly Etξ is holomor-
phic in a complex neighborhood V of K and, as t→ 0, Etξ → δ(x− ξ)
and one has the estimate
(2.5) |f(Etξ)| ≤ MC sup
x+iy∈C
(4πt)−1/2e(y
2−(x−ξ)2)/4t → 0
as t→ 0+, since C can be chosen arbitrary close to K.
Let L = [a, b] + i[−ℓ, ℓ] and f be an analytic functional with carrier
L. Then the Cauchy-Hilbert transformation F of f is defined by
(2.6) F (z) = (2πi)−1fw(1/(w − z));
it is an element of
(2.7) H1L(C,O0) ∼= O0(C\L)/O0(C),
i.e., the space of tempered ultra-hyperfunctions with carriers in L, and
it reproduces the functional f by formula (2.4) with a closed path C
that encircles L, i.e.,
−
∫
C
F (z)φ(z)dz = fw
(
(2πi)−1
∫
C
φ(z)/(z − w)dz
)
= f(φ).
For a tempered ultra-hyperfunction f with carrier L, we have (2.5) if
ξ ∈ R\[a − ℓ, b + ℓ]. This means that ξ is considered to be outside of
[a, b] only if ξ ∈ R\[a− ℓ, b+ ℓ]!
Remark 2.4. Heuristically we read this fact as follows:
An ultra-hyperfunction f becomes ‘aware’ of ξ being outside of [a, b]
only if ξ ∈ R\[a − ℓ, b + ℓ], while a hyperfunction can be ‘aware’ of ξ
being outside of [a, b] if ξ ∈ R\[a, b].
This difference can also be understood through cohomological con-
siderations. Let U be an open set in R such that [a, b] ∩ U = ∅ and
U = V ∩ R for an open set V in C. In the case of hyperfunctions, we
have the restriction
H1K(C,O)→ H1U(V,O) ∼= O(V \K)/O(V ) = O(V )/O(V ) = 0.
But for the case of ultra-hyperfunctions, we have
H1L(C,O0)→ H1U(V,O0) ∼= O0(V \L)/O0(V ),
and there exists an open set V in C satisfying [a, b] ∩ U = ∅ and
U = V ∩ R but V \L 6= V and O0(V \L)/O0(V ) 6= 0.
Now we study the EOW theorem by using Ho¨rmander’s kernel K(z).
First, recall that Dirac’s δ function can be expressed as follows:
δ(x) = (2π)−1
∫ ∞
−∞
eiξxdξ
= (2π)−1 lim
ǫ→0
∫ ∞
−∞
eiξ(x+iǫ)
eξ
eξ + e−ξ
dξ+(2π)−1 lim
ǫ→0
∫ ∞
−∞
eiξ(x−iǫ)
e−ξ
eξ + e−ξ
dξ
9= (2π)−1 lim
ǫ→0
∫ ∞
−∞
eiξ(x+iǫ−i)
eξ + e−ξ
dξ + (2π)−1 lim
ǫ→0
∫ ∞
−∞
eiξ(x−iǫ+i)
eξ + e−ξ
dξ
= (2π)−1 lim
ǫ→0
∑
ω=±1
∫ ∞
−∞
eiξ(x+i(1−ǫ)ω)
eξ + e−ξ
dξ.
Now introduce the function K(z) of (2.3) for n = 1:
K(z) = (2π)−1
∫ ∞
−∞
eiξz
1
2
sech ξdξ =
1
4
sech (πz/2)
for sech ξ =
2
eξ + e−ξ
. Then the above representation of the Dirac’s
delta function can be rewritten as
δ(x) = lim
ǫ→+0
[K(x+ iǫ− i) +K(x− iǫ+ i)]
= lim
ǫ→+0
(1/4)[sech π(x+ iǫ− i)/2 + sech π(x− iǫ+ i)/2]
(2.8) = lim
ǫ→+0
(1/4)i[cosech π(x+ iǫ)/2− cosech π(x− iǫ)/2],
where cosech ξ =
2
eξ − e−ξ . Since the difference between (1/4)icosech πz/2
and −1/(2πiz) is holomorphic function in {z ∈ C; |Im z| < 1}, formula
(2.8) is equivalent to the famous formula
δ(x) = −(2πi)−1 lim
ǫ→+0
[1/(x+ iǫ)− 1/(x− iǫ)].
The singular points of sech ξ are ξ = i(1 + 2n)π/2 n = 0,±1,±2, . . .
and those of K(z) are z = i(1 + 2n) n = 0,±1,±2, . . .. Therefore we
have, for φ ∈ T (T (R)) and 0 < R ≤ 1
φ(0) = lim
ǫ→+0
∫
[K(x+ iǫ− i) +K(x− iǫ+ i)]φ(x)dx
= lim
ǫ→+0
∑
ω=±1
∫
K(x− iωǫ+ iω)φ(x)dx
= lim
ǫ→+0
∑
ω=±1
∫
K(x− iRω − iωǫ+ iω)φ(x− iRω)dx
=
∑
ω=±1
∫
K(x− iωR+ iω)φ(x− iRω)dx
Let Kr(z) = r
−1K(z/r). Then we can reformulate the above relation
as
δ(x) = lim
ǫ→+0
[Kr(x+ irǫ− ir) +Kr(x− irǫ+ ir)]
and for 1 < R ≤ r∑
ω=±1
∫ ∞
−∞
Kr(x+ i(r − R)ω)φ(x− iRω)dx = φ(0)
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and ∑
ω=±1
∫ ∞
−∞
Kr(x− t + i(r −R)ω)φ(x− iRω)dx
(2.9) =
∑
ω=±1
∫ ∞
−∞
Kr(x+ i(r −R)ω)φ(x+ t− iRω)dx = φ(t).
Let Γ1 = {y ∈ R; y > ℓ} and Γ2 = {y ∈ R;−y > ℓ}. Given Fj ∈
O0(T (Γj)) denote by uj the tempered ultra-hyperfunction defined by
uj(φ) =
∫ ∞
−∞
Fj(x+ iy)φ(x+ iy)dx
for y ∈ Γj. Choose r > ℓ and define
Uj(z) = uj ∗Kr(z) =
∫ ∞
−∞
Fj(ξ + iη)Kr(z − ξ − iη)dξ
for η ∈ Γj . Then Uj(z) is analytic in Vj,
V1 = ∪η∈Γ1{z ∈ C; |Im (z − iη)| < r} = {z ∈ C; Im z > ℓ− r},
V2 = ∪η∈Γ2{z ∈ C; |Im (z − iη)| < r} = {z ∈ C; Im z < −ℓ+ r}.
Note that (2.9) implies
∑
ω=±1
∫ ∞
−∞
Uj(x+ i(r − R)ω)φ(x− iRω)dx
=
∑
ω=±1
∫ ∞
−∞
uj ∗Kr(x+ i(r − R)ω)φ(x− iRω)dx
=
∑
ω=±1
∫ ∞
−∞
∫ ∞
−∞
Fj(ξ + iη)Kr(x− ξ − iη + i(r −R)ω)φ(x− iRω)dxdξ
(2.10) =
∫ ∞
−∞
Fj(ξ + iη)φ(ξ + iη)dξ = uj(φ).
If u1 = u2, then U1(z) = U2(z) in V1 ∩ V2 = {z ∈ C; |Im z| < r − ℓ},
and the two functions U1, U2 are continued to a function U which is
analytic in V1 ∪ V2 = C.
Now introduce the function
H(z) =
∑
ω=±1
U(z + irω);
clearly H is an entire function, and we have for y ∈ Γ1, φ ∈ T (T (R)),
and ℓ− r ≤ σ < ℓ∫ ∞
−∞
H(x+ iy)φ(x+ iy)dx =
∑
ω=±1
∫ ∞
−∞
U(x+ iy + irω)φ(x+ iy)dx
=
∑
ω=±1
∫ ∞
−∞
U(x+ i(r − ℓ+ σ)ω)φ(x− i(ℓ− σ)ω)dx
11
=
∑
ω=±1
∫ ∞
−∞
U1(x+ i(r − ℓ+ σ)ω)φ(x− i(ℓ− σ)ω)dx
= u1(φ) =
∫ ∞
−∞
F1(x+ iy)φ(x+ iy)dx
where we used the fact that U(z) = U1(z) for Im z > ℓ− r and relation
(2.10), hence∫ ∞
−∞
H(x+ iy)φ(x+ iy)dx =
∫ ∞
−∞
F1(x+ iy)φ(x+ iy)dx
for φ ∈ T (T (R)). This shows that H(z) = F1(z) in T (Γ1), and in the
same way we get H(z) = F2(z) in T (Γ2). This proves the global form of
the EOW theorem for tempered ultra-hyperfunctions of one variable.
Next we discuss the local version. To this end assume that the carrier
of u1 − u2 is contained in L = [a, b] + i[−ℓ, ℓ], instead of u1 = u2. This
will lead to the local form of the EOW theorem.
Introduce the function U12 by
U12(z) = (u1 − u2) ∗Kr(z).
Since the singular points of Kr(z) are z = i(1+2n)r, n = 0,±1,±2, . . .,
Kr(z−w), for Re z 6∈ [a, b], is holomorphic in a neighborhood of L and
U12(z) is holomorphic in Z = {z ∈ C; Re z 6∈ [a, b]}. Since u1 =
u2 + u1 − u2,
U1(z) = U2(z) + U12(z).
U1(z) is holomorphic in V1 and U2(z)+U12(z) is holomorphic in Z∩V2.
Therefore, in the same way as in the global case, U1(z) can be ana-
lytically continued to a function U ′1(z) which is holomorphic in Z and
F1(z) can be analytically continued to H1(z) =
∑
ω=±1 U
′
1(z + irω)
which is holomorphic in Z. In the same way, F2(z) can be analyti-
cally continued to H2(z) which is holomorphic in Z. In order to show
H1(z) = H2(z) in Z, we introduce a path C = C1 + . . . + C5 con-
sisting of line segments C1 = (−∞, a − 2ℓ], C2 = [a − 2ℓ, a + i2ℓ],
C3 = [a + i2ℓ, b + i2ℓ], C4 = [b + i2ℓ, b + 2ℓ] and C5 = [b + 2ℓ,∞)
(see Figure 1). Let Etξ(z) = (4πt)
−1/2e−(ξ−z)
2/4t and ξ ∈ R such that
b b b
b
b
b
b
b
b
b
b b
ξ ξa b b + 2ℓa− 2ℓ
a− iℓ b− iℓ
a + i2ℓ b + i2ℓ
a + iℓ b + iℓ
C1
C2
C3
C4
C5
Figure 1. The path of integration C = C1+C2+C3+
C4 + C5
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ξ < a− 2ℓ or ξ > b+ 2ℓ. Then we have
u1(E
t
ξ) =
∫ ∞
−∞
F1(x+ i2ℓ)E
t
ξ(x+ i2ℓ)dx
=
∫ ∞
−∞
H1(x+ i2ℓ)E
t
ξ(x+ i2ℓ)dx =
∫
C
H1(z)E
t
ξ(z)dz → H1(ξ)
as t→ 0+. Here we used the fact that if |ξ − Re z| > |Im z|, |Etξ(z)| =
(4πt)−1e−(|ξ−Re z|
2−|Im z|2)/4t → 0 as t → 0+ and if z ∈ R, Etξ(z) →
δ(z − ξ), i.e., Etξ(z) → 0 for z ∈ C2 + C3 + C4, and if ξ ∈ C1 (resp.
ξ ∈ C5) then Etξ(z)→ δ(z−ξ) and Etξ(z) → 0 for z ∈ C5 (resp. z ∈ C1).
If we choose a curve C ′ = C ′1 + . . . + C
′
5, where C
′
1 = (−∞, a − 2ℓ],
C ′2 = [a − 2ℓ, a − i2ℓ], C ′3 = [a − i2ℓ, b − i2ℓ], C ′4 = [b − i2ℓ, b + 2ℓ],
C ′5 = [b+ 2ℓ,∞), then we have
u2(E
t
ξ) =
∫ ∞
−∞
H2(x− i2ℓ)Etξ(x− i2ℓ)dx =
∫
C′
H2(z)E
t
ξ(z)dz → H2(ξ)
as t→ 0+. Moreover, we find
|u1(Etξ)− u2(Etξ)| ≤MV sup
z∈V
|Etξ(z)| → 0
as t→ 0+ for some neighborhood V of L. Thus H1(ξ) = H2(ξ) follows
and consequently there exists a function H which is holomorphic in
C\L and which is the common extension of F1 and F2. Therefore F1
and F2 have the common extension H ∈ O0(C\L), and H is an element
of H1L(C,O0) of (2.7).
It is interesting to note that the cohomology group H1L(C,O0) of
tempered ultra-hyperfunctions with carriers in L appears again here in
the argument of EOW theorem using the kernel Kr(z).
3. Global edge of the wedge theorem
In this section we prove the global version of EOW theorem in higher
dimension using the functional method. This will help in understanding
the proof of the local version.
First we recall the test-function space T (T (Rn)) of tempered ultra-
hyperfunction. Let T (A) = Rn + iA for A ⊂ Rn. Let K ⊂ Rn be a
convex compact set and Tb(T (K)) the set of continuous functions on
T (K) which are holomorphic in the interior of T (K) and satisfy
‖f‖T (K),j = sup{|zpf(z)|; z ∈ T (K), |p| ≤ j} <∞, j = 1, 2, . . . .
There is a natural restriction mapping PK,L : Tb(T (K)) → Tb(T (L))
for K ⊃ L.
Definition 3.1. T (T (Rn)) is the projective limit
T (T (Rn)) = lim
←
Tb(T (K)), K ↑ Rn
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of the projective system (Tb(T (K)), PK,L), where K runs through the
convex compact sets in Rn.
It is known that the kernel K(z) of (2.3) is a rapidly decreasing
holomorphic function in {z ∈ Cn; |Im z|2 < 1 + |Re z|2} (see [22]), and
the following lemma holds (see [23]).
Lemma 3.2. For any 0 < R ≤ 1 and φ ∈ T (T (Rn)) one has
φ(t) =
∫
|ω|=1
dω
∫
Rn
K(x− iRω + iω − t)φ(x− iRω)dx.
Proof. Consider the Fourier transform φˆ of φ and note that it can be
represented as
φˆ(ξ) =
∫
Rn
φ(x)ei〈x,ξ〉dx =
∫
Rn
φ(x− iRω)ei〈x−iRω,ξ〉dx.
Thus we get∫
|ω|=1
dω
∫
Rn
K(x− iRω + iω − t)φ(x− iRω)dx
= (2π)−n
∫
|ω|=1
dω
∫
Rn
dxφ(x− iRω)
∫
dξei〈x−iRω+iω−t,ξ〉/I(ξ)
= (2π)−n
∫
|ω|=1
dω
∫
dξ
∫
Rn
dxφ(x− iRω)ei〈x−iRω,ξ〉ei〈iω−t,ξ〉/I(ξ)
= (2π)−n
∫
|ω|=1
dω
∫
dξφˆ(ξ)ei〈iω−t,ξ〉/I(ξ)
= (2π)−n
∫
dξ
∫
|ω|=1
dωφˆ(ξ)ei〈iω−t,ξ〉/I(ξ)
= (2π)−n
∫
dξφˆ(ξ)e−i〈t,ξ〉I(ξ)/I(ξ) = (2π)−n
∫
dξφˆ(ξ)e−i〈t,ξ〉 = φ(t).

Corollary 3.3. Let Kr(z) = r
−nK(z/r). Then Kr(z) is a rapidly
decreasing holomorphic function in {z ∈ Cn; |Im z/r|2 < 1 + |Re z/r|2}
= {z ∈ Cn; |Im z|2 < r2 + |Re z|2}, and for 0 < R ≤ r, the identity
φ(t) =
∫
|ω|=1
dω
∫
Rn
Kr(x− iRω + iω − t)φ(x− iRω)dx
holds.
Proof. A straightforward calculation yields∫
|ω|=1
dω
∫
Rn
Kr(x− iRω + irω − t)φ(x− iRω)dx
= r−n
∫
|ω|=1
dω
∫
Rn
K1((x− iRω + irω − t)/r)φ(x− iRω)dx
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=
∫
|ω|=1
dω
∫
Rn
K1(y − iRω/r + iω − t/r)φ(r(y − iRω/r))dy
= φ(r(t/r)) = φ(t).

Thus we can remove the restriction R ≤ 1.
Definition 3.4. Let O be an open set in Rn. Denote by O0(T (O)) the
set of those functions F (z) which are holomorphic in T (O) and which
satisfy the following condition:
For any compact set K ⊂ O, there exists a natural number j > 0 such
that
sup
z∈T (K)
|F (z)|(1 + |z|)−j <∞.
Now we can state the global form of the edge of the wedge theorem
for tempered ultra-hyperfunctions.
Theorem 3.5. Let V+ = {y ∈ Rn; y1 >
√∑n
j=2 y
2
j} be the forward
light-cone in Rn, e = (1, 0, . . . , 0) ∈ Rn and Γ = ℓe + V+. Let F1(z) ∈
O0(T (Γ)), F2(z) ∈ O0(T (−Γ)) and Crj = {zj ∈ C; zj = x + ir, −∞ <
x <∞}. Define
u1(φ) =
∫
∏
j C
ηj
j
F1(z)φ(z)dz,
u2(φ) =
∫
∏
j C
−ηj
j
F2(z)φ(z)dz
for φ ∈ T (T (Rn)) and η = (η1, . . . , ηn) ∈ Γ. If u1 = u2, then F1(z) and
F2(z) can be continued analytically to each other and define an entire
function.
Proof. Note first that u1(φ) (resp. u2(φ)) does not depend on the path
C
ηj
j (resp. C
−ηj
j ). This can be proved by applying Cauchy’s integral
theorem n times. Let r > ℓ. Observe that the function U1 defined by
U1(z) = u1 ∗Kr(z) =
∫
Rn
F1(ξ + iη)Kr(z − ξ − iη)dξ,
for η ∈ Γ, is analytic in
V1 = ∪η∈Γ{z ∈ Cn; |Im (z − iη)| < r} = {z ∈ Cn; dist (Im z,Γ) < r}
⊃ {z ∈ Cn; dist (Im z, ℓe) < r} ⊃ {z ∈ Cn; |Im z| < r − ℓ}
and similarly U2(z) = u2 ∗Kr(z) is analytic in
V2 = ∪η∈−Γ{z ∈ Cn; |Im (z − iη)| < r} = {z ∈ Cn; dist (Im z,−Γ) < r}
⊃ {z ∈ Cn; dist (Im z,−ℓe) < r} ⊃ {z ∈ Cn; |Im z| < r − ℓ}.
Corollary 3.3 implies
(3.1)
∫
|ω|=1
dω
∫
dxUj(x+ i(r − R)ω)φ(x− iRω)
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=
∫
|ω|=1
dω
∫
dxuj ∗Kr(x+ i(r − R)ω)φ(x− iRω)
=
∫
|ω|=1
dω
∫
dx
∫
dξFj(ξ + iη)Kr(x+ i(r−R)ω − ξ − iη)φ(x− iRω)
=
∫
dξ
∫
|ω|=1
dω
∫
dxFj(ξ + iη)Kr(x+ i(r−R)ω − ξ − iη)φ(x− iRω)
=
∫
dξFj(ξ + iη)φ(ξ + iη) = uj(φ).
The relation u1(φ) = u2(φ) implies U1(z) = U2(z) in V1 ∩ V2 ⊃ {z ∈
Cn; |Im z| < r− ℓ}. Then U1(z) and U2(z) are continued to an analytic
function U(z) in V1 ∪ V2. Moreover, U(z) is analytically continued to
the convex envelope of V1∪V2 by Bochner’s theorem on tublar domains
(see [25]). Since the convex envelope of V1∪V2 is entire space Cn, U(z)
is analytically continued to an entire function. The function H ,
H(z) =
∫
|ω|=1
dωU(z + irω),
is an entire function which satisfies∫
∏
j C
ηj
H(z)φ(z)dz =
∫
∏
j C
ηj
dz
∫
|ω|=1
dωU(z + irω)φ(z)
=
∫
|ω|=1
dω
∫
Rn
dxU(x+ iη + irω)φ(x+ iη)
=
∫
|ω|=1
dω
∫
Rn
dxU(x + i(r − [ℓ + σ])ω)φ(x− i[ℓ+ σ]ω)
=
∫
|ω|=1
dω
∫
Rn
dxU1(x+ i(r − [ℓ+ σ])ω)φ(x− i[ℓ + σ])ω)
= u1(φ) =
∫
∏
j C
ηj
F1(z)φ(z)dz
for 0 < σ ≤ r − ℓ, where we used the fact that U(z) = U1(z) in
{z ∈ Cn; |Im z| < r − ℓ} and Relation (3.1). Thus we have∫
∏
j C
ηj
H(z)φ(z)dz =
∫
∏
j C
ηj
F1(z)φ(z)dz
for φ ∈ T (T (Rn)). This shows that H(z) = F1(z) in T (Γ), and in the
same way we get H(z) = F2(z) in T (−Γ). Thus F1(z) and F2(z) are
analytically continued to an entire function H(z). This completes the
proof. 
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4. Local edge of the wedge theorem
We begin by proving a regularization result for tempered ultrahy-
perfunctions using the kernel Kr.
Proposition 4.1. Let L be an open set in {w ∈ Cn; |Imw| < r} and
u ∈ T (L)′. Then U(z) = Kr ∗ u(z) is holomorphic in
Z = {z ∈ Cn; |Im (z − w)|2 < r2 + |Re (z − w)|2, ∀w ∈ L}.
Furthermore, introduce the function
(4.1) gr(x) = inf{
√
r2 + |x− Rew|2 − |Imw|;w ∈ L}.
Then the following inclusion is valid.
(4.2) Z ⊃ {z = x+ iy ∈ Cn; |y| < gr(x), x ∈ Rn}.
Proof. SinceKr(z) is a rapidly decreasing holomorphic function in {z ∈
Cn; |Im z|2 < r2 + |Re z|2}, if z ∈ Z, Kr(z − w) is a rapidly decreasing
holomorphic function of w in a neighborhood of L. The inclusion (4.2)
can be shown as follows:
Z = {z ∈ Cn; |Im (z − w)| <
√
r2 + |Re (z − w)|2, ∀w ∈ L}
⊃ {z ∈ Cn; |Im z| + |Imw| <
√
r2 + |Re (z − w)|2, ∀w ∈ L}
⊃ {z = x+ iy ∈ Cn; |y| < gr(x), x ∈ Rn}.

Theorem 4.2. Let Fi(z) (i = 1, 2) be holomorphic functions and ui be
the tempered ultra-hyperfunctions defined by Fi(z) as in Theorem 3.5.
Let L be an open set in {w ∈ Cn; |Imw| < ℓ} such that the set O = {x ∈
Rn; gr(x) > r} contains an open set Q such that dist (∂O,Q) > 2ℓ, for
r > ℓ/(
√
2−1) and gr(x) of (4.1). Assume that u1−u2 ∈ T (L)′. Then
Fi(z) are analytically continued to O and coincide there.
Proof. We use the same notation as in Theorem 3.5. Then U1(z) =
u1 ∗Kr(z) is analytic in
V1 = {z ∈ Cn; dist (Im z,Γ) < r}
and U2(z) = u2 ∗Kr(z) is analytic in
V2 = {z ∈ Cn; dist (Im z,−Γ) < r}.
Since u1 − u2 ∈ T (L)′, it follows from Proposition 4.1 that U12(z) =
(u1 − u2) ∗Kr(z) is analytic in
⊃ {z = x+ iy ∈ Cn; |y| < gr(x), x ∈ Rn}.
Since u1 ∗Kr(z) = u2 ∗Kr(z) + (u1 − u2) ∗Kr(z), U1(z) is analytic in
V1 ∪ (V2 ∩ {z = x+ iy ∈ Cn; |y| < gr(x), x ∈ Rn})
⊃ {x ∈ Rn; gr(x) > r + δ}
×i ({y ∈ Rn; dist (y,Γ) < r} ∪ ({y ∈ Rn; dist (y,−Γ) < r} ∩Br+δ))
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= {x ∈ Rn; gr(x) > r + δ} × i ({y ∈ Rn; dist (y,Γ) < r} ∪ Br+δ)
for any r + δ <
√
2r + ℓ, where Br = {y ∈ Rn; |y| < r} (see Figure
2). Note that if r > ℓ/(
√
2 − 1) then there exists δ > 0 such that
r + δ <
√
2r + ℓ.
y = x+
√
2r − ℓ
y = −x+ ℓ
y = −x−√2r + ℓ
y = x− ℓ
Γ−Γ
circle:
x2 + y2 = (r + δ)2
arc:
(x− ℓ)2 + y2 = r2
arc:
(x+ ℓ)2 + y2 = r2
−ℓ ℓ
{y ∈ Rn : dist(y,−Γ) < r} {y ∈ Rn : dist(y,Γ) < r}
Figure 2. {y ∈ Rn; dist (y,Γ) < r} ∪ ({y ∈
Rn; dist (y,−Γ) < r} ∩ Br+δ) = {y ∈ Rn; dist (y,Γ) <
r} ∪ Br+δ
Denote
Wr,δ = {y ∈ Rn; dist (y,Γ) < r} ∪ Br+δ.
If
r + δ >
√
(r/
√
2)2 + (r/
√
2− ℓ)2
then ∩|ω|=1(Wr,δ + rω) strictly contains the set Γ, and if δ > 0 then
∩|ω|=1(Wr,δ+rω) contains a connected set Γ˜δ containing Γ and an open
ball Bδ (see Figure 3).
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length:√
(r/
√
2)2 + (r/
√
2− ℓ)2
(α, β)
(α,−β)
y = x+
√
2r − ℓ
y = −x+ ℓ
y = −x−√2r + ℓ
y = x− ℓ
Γ
Γ˜δ
circle: x2 + y2 = (r + δ)2
circle:
x2+y2 = δ2
arc:
(x−α)2+ (y− β)2 = r2
arc:
(x−α)2+ (y+ β)2 = r2
arc:
(x− ℓ)2 + y2 = r2
Figure 3. The connected set Γ˜δ containing Γ and Bδ
As before, consider
H1(z) =
∫
|ω|=1
dωU1(z + irω).
H1(z) is holomorphic in the set
∩|ω|=1[{V1 ∪ (V2 ∩ {z = x+ iy ∈ Cn; |y| < gr(x), x ∈ Rn})}+ irω]
which contains the sets T (Γ) and
{x ∈ Rn; gr(x) > r+δ}×i∩|ω|=1(Wr+δ+rω) ⊃ {x ∈ Rn; gr(x) > r+δ}×iΓ˜δ.
This implies∫
∏
j C
ηj
H1(z)φ(z)dz =
∫
∏
j C
ηj
dz
∫
|ω|=1
dωU1(z + irω)φ(z)
=
∫
|ω|=1
dω
∫
Rn
dyU1(y + iη + irω)φ(y + iη)
=
∫
|ω|=1
dω
∫
Rn
dyU1(y + i(r − [ℓ+ σ])ω)φ(y − i[ℓ+ σ]ω)
= u1(φ) =
∫
∏
j C
ηj
F1(z)φ(z)dz.
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This shows ∫
∏
j C
ηj
H1(z)φ(z)dz =
∫
∏
j C
ηj
F1(z)φ(z)dz
for φ ∈ T (T (Rn)) and therefore H1(z) = F1(z) in T (Γ) and F1(z) is
analytically continued to
{x ∈ Rn; gr(x) > r + δ}+ iΓ˜δ.
In the same way we get H2(z) = F2(z) in T (−Γ) and F2(z) is analyti-
cally continued to
{x ∈ Rn; gr(x) > r + δ} − iΓ˜δ.
In order to show H1(z) = H2(z), we choose a surface S1 contained in
the domain of the holomorphy of H1(z) such that
S1 = {z = x+ iy ∈ Cn; y1 = f1(x), yj = 0, 2 ≤ j ≤ n, x ∈ Rn},
where 0 ≤ f1(x) ≤ ℓ + δ is a continuous function satisfying f1(x) = 0
for x ∈ O = {x ∈ Rn; gr(x) > r} and f1(x) = ℓ+ δ for
x ∈ {x ∈ Rn; gr(x) <
√
(r/
√
2)2 + (r/
√
2− ℓ)2}.
For ξ ∈ Q ⊂ O define Etξ(z) = (4πt)−n/2e−(ξ−z)2/4t. Note that the open
ball with center ξ and radius 2ℓ is contained in O, B2ℓ(ξ) ⊂ O ⊂ S1.
Then, for ξ ∈ Q,
u1(Eξ) =
∫
S1
H1(z)E
t
ξ(z)dz
=
∫
B2ℓ(ξ)
H1(z)E(ξ − z)dz +
∫
S1\B2ℓ(ξ)
H1(z)E
t
ξ(z)dz
and∫
B2ℓ(ξ)
H1(z)E
t
ξ(z)dz =
∫
B2ℓ(ξ)
H1(z)(4πt)
−n/2e−(ξ−x)
2/4tdx→ H1(ξ)
as t→ 0+. Since∫
S1\B2ℓ(ξ)
H1(z)E
t
ξ(z)dz =
∫
S1\B2ℓ(ξ)
H1(z)(4πt)
−n/2e−(ξ−z)
2/4tdz
and for z ∈ S1\B2ℓ(ξ),
|e−(ξ−z)2/4t| = e−(ξ−x)2/4tey21/4t|e−2i(ξ1−x1)y1/4t| ≤ e−(ξ−x)2/4te(ℓ+δ)2/4t,
we get ∫
S1\B2ℓ(ξ)
H1(z)E
t
ξ(z)dz → 0
as t→ 0+, where we used the relation (ξ−x)2 ≥ 4ℓ2 and consequently,
(ξ − x)2/2 ≥ (ℓ+ δ)2 for 0 < δ < ℓ/2. It follows
lim
t→0
u1(E
t
ξ) = H1(ξ).
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In the same way we get
lim
t→0
u2(E
t
ξ) = H2(ξ).
Let x ∈ O = {x ∈ Rn; gr(x) > r}. Then√
r2 + |x− Rew|2 − |Imw| > r
for any w ∈ L, that is, |x−Rew| > 0. Let ξ ∈ Q. Then |ξ−Rew| > 2ℓ
for any w ∈ L and
sup
w∈L
(1 + |w|)j(4πt)−n/2 exp[−(ξ − Rew)2 + (Imw)2]/4t
≤ sup
w∈L
(1 + |w|)j(4πt)−n/2 exp[−(ξ − Rew)2/2− ℓ2]/4t→ 0
as t→ 0+. u1 − u2 ∈ T (L)′ implies
0 = lim
t→0
(u1 − u2)(Etξ) = lim
t→0
u1(E
t
ξ)− lim
t→0
u2(E
t
ξ) = H1(ξ)−H2(ξ).
Thus H1(z) and H2(z) are analytically continued to each other. This
completes the proof. 
The following corollary is used in [21].
Corollary 4.3. Let V+ = {y ∈ R4; y0 >
√∑3
j=1 y
2
j} be the forward
light-cone in R4, e = (1, 0, 0, 0) ∈ R4 and Γ = ℓe + V+. Let F1(z) ∈
O0(T (Γ)), F2(z) ∈ O0(T (−Γ)) and Crj = {zj ∈ C; zj = x + ir, −∞ <
x <∞}. Define
u1(φ) =
∫
∏
j C
ηj
j
F1(z)φ(z)dz,
u2(φ) =
∫
∏
j C
−ηj
j
F2(z)φ(z)dz
for φ ∈ T (T (R4)) and η = (η0, . . . , η3) ∈ Γ. Let
L = {w ∈ C4; ∃ x ∈ V |Rew − x| + |Imw|1 < ℓ},
where V is the light-cone and |y|1 = |y0|+ |y|. Assume that u1 − u2 ∈
T (L)′. Then Fi(z) (i = 1, 2) are analytically continued to the set
(4.3) {x ∈ R4; dist (x, V ) > (
√
2 + 1)ℓ}
and coincide there.
Proof. The corollary follows from Theorem 4.2 and the following lemma.

Lemma 4.4. Let L be the set defined in the above corollary and gr(x)
the function defined by (4.1) with r > ℓ/(
√
2 − 1). Then the set O =
{x ∈ R4; gr(x) > r} contains a set
{x ∈ R4; dist (x, V ) > (
√
2 + 1)ℓ}.
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The open set
Q = {x ∈ R4; dist (x, V ) > (
√
2 + 3)ℓ}
is contained in O and dist (∂O,Q) > 2ℓ.
Proof. Observe that
gr(x) ≤ inf{
√
r2 + |x− Rew|2 − |Imw|; (w ∈ L) ∧ (Rew ∈ V )}
= inf{
√
r2 + |x− u|2 − ℓ; u ∈ V } =
√
r2 + y2 − ℓ,
where y = dist (x, V ). Then gr(x) > r implies
√
r2 + y2 > r + ℓ and
y2 > ℓ(2r+ ℓ). Since we can choose r > ℓ/(
√
2− 1) arbitrarily close to
ℓ/(
√
2− 1), we have y2 > (√2 + 1)2ℓ2. This completes the proof. 
Remark 4.5. According to Proposition 4.7 of [3] the n-point function
in the difference variables Wn−1(ζ1, . . . , ζn−1) is analytic in
{ζ ∈ C4(n−1); Im ζj ∈ V+ + ℓ′e, Im ζk ∈ V+ +Re, ℓ < ℓ′, k 6= j}
for sufficiently large R > 0. Now for
gjn−2(ζ1, . . . , ζj−1, ζˆj, ζj+1, . . . , ζn−1) ∈ T (T (R4(n−2))),
define
F1(ζj) = Wn−1(ζj, g
j
n−2)
= 〈Wn−1(ζ1, . . . , ζn−1), gjn−2(ζ1, . . . , ζj−1, ζˆj, ζj+1, . . . , ζn−1)〉,
F2(ζj) = W
j
n−1(ζj, g
j
n−2)
= 〈W jn−1(ζ1, . . . , ζn−1), gjn−2(ζ1, . . . , ζj−1, ζˆj, ζj+1, . . . , ζn−1)〉,
where
W jn−1(ζ1, . . . , ζn−1) = Wn−1(ζ1, . . . , ζj−1 + ζj,−ζj, ζj + ζj+1, . . . , ζn−1).
Then F1 and F2 satisfy the assumptions of Corollary 4.3 and Fi(z)
(i = 1, 2) are analytically continued to the set (4.3) and coincide there.
But in [21] it is shown that
Wn−1(ξj, g
j
n−2)−W jn−1(ξj, gjn−2) = 0
in the set
(4.4) {x ∈ Rn; dist (x, V¯ ) > ℓ}.
So, we might expect that Fi(z) (i = 1, 2) are analytically continued to
each other through the set (4.4). We can show that u1− u2 is analytic
in the set (4.4) as follows. If x belongs to the set (4.4), then there
exists δ > 0 such that |x − Rew| > |Imw| + δ for all w ∈ L, and
therefore we have gr(x) > r + δ for sufficiently small r > 0 (see (4.1)).
Then U12(z) = (u1 − u2) ∗Kr(z) is holomorphic in the set (4.2) which
contains the set
{z = x+ iy ∈ Cn; |y| < r + δ, dist (x, V¯ ) > ℓ},
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(see (4.2)) and therefore
H12(z) =
∫
|ω|=1
dωU12(z + irω)
is holomorpic in the set
{z = x+ iy ∈ Cn; |y| < δ, dist (x, V¯ ) > ℓ},
which shows that u1 − u2 is analytic in the set (4.4). But in order to
show that Fi(z) (i = 1, 2) are analytically continued to each other by
our method, V1 ∪ V2 must contain Br+δ for some δ > 0, and therefore√
2r − ℓ > r must be hold (see figure 2), i.e., r > ℓ/(√2 − 1). This
is the reason why our method can only show that Fi(z) (i = 1, 2) are
analytically continued to each other through the set (4.3).
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