Growing complexity represents an issue that can be identified in various disciplines. In system dynamics, causal loop diagrams are used for capturing dynamic nature of modelled systems. Increasing complexity of developed diagrams is associated with the tendency to include more variables into a model and thus make it more realistic and improve its value. This is even multiplied during group modelling workshops where several perspectives are articulated, shared and complex diagrams developed. This process easily generates complex diagrams that are difficult or even impossible to be comprehended by individuals. As there is a lack of available methods that would help users to cope with growing complexity, this manuscript suggests an original method. The proposed method systematically helps to simplify the complex causal loop diagrams. It is based on three activities iteratively applied during particular steps: endogenisation, encapsulation and order-oriented reduction. Two case studies are used to explain method details, prove its applicability and highlight added value. Case studies include the simplification of both original group causal loop diagram, and group diagram adapted from a study already published in a prestigious journal. Although the presented method has its own limitations, meaningfulness of its application in practice is verified. The method can help to cope with the complexity in any domain, in which causal loop diagrams are used.
Introduction
"Simplicity is complexity resolved." -Constantin Brancusi
Miller [1] postulated that there is an upper limit of human capacity to process information on simultaneously interacting elements with reliable accuracy and with validity. Other studies from various disciplines [2, 3] in which the overall idea and limit of the capacity was scrutinised, investigated or tested have been published since this idea was introduced [4, 5] . Saaty [6] (p. 234) states that "the number 7 is perhaps a measure of short term memory capacity for processing cognition and is a different limit than the number 4, perhaps a measure of attentional capacity". General limitations of human performance are often classed together. These are called as cognitive spans. Such limits are widely known as attention span, memory span, perceptual span, apprehension span, central computing space, channel capacity, or span of absolute judgment. They all represent limits on the amount of sensations, impressions, or distinctions. These that can be held in mind briefly and grasped at once, or used as a foundation for making judgments. The main purpose of this introductory note is to highlight that the limit beyond which human cognition fails, is closer than one could expect. It also means that complex phenomena emerge suddenly and we have to cope with the complexity on daily basis.
At the general level, capturing the concept of complexity is not an easy task as it is multi-perspective in its nature [7, 8] . Moreover, there is a plethora of definitions or descriptions available. For instance, one of the existing approaches to complexity in biology is grounded in an idea that physical complexity, as a measure based on automata theory and information theory, is a simple and intuitive measure of the amount of information that an organism stores in its genome, about the environment in which it evolves. It is argued that physical complexity must grow in molecular evolution of asexual organisms in a single niche if the environment does not change, due to natural selection [9] . A technical definition of complexity involves the quantity called algorithmic information content. The description of an entity is converted to a bit string and a standard universal computer is programmed to print out that string and then halt. The length of the shortest programme (or, respectively, the shortest that executes within a given time) is the algorithmic information content [7] . Furthermore, sub-concepts can be found in the literature, where structural complexity or time complexity are studied and applied in research. For instance, time complexity, expressed typically in the "big O notation", is a concept used in computer science. It deals with the quantification of the amount of time taken by a set of code or algorithm to process or run as a function of the amount of an input. Similar to the complexity definition, it is quite difficult to identify a general approach for reduction of system complexity. It is due to the strong dependency of complexity reduction and the discipline, in which this process is conducted. Methods or techniques differ significantly in particular areas, for instance in computer science [10] , hydrology [11] or health care [12] . Due to this issue, general point of view on complexity as a function of amount of system elements and their mutual interrelationships is applied in this study.
Systems thinking can help stakeholders better understand how complex interconnections of multi-level factors influence various phenomena in a plethora of disciplines such as evaluation [13] , prevention science [14] , public health [15] , urban planning [16] , or business administration [17] . Systems thinking helps practitioners understand system complexity and bear it in mind, which is necessary to overcome natural human tendency to apply mechanistic approach built on cause-and-effect and linearization principles [18] and thus miss "unintended" consequences of actions (e.g., intervention and policy change) that undermine the effort over time [19] . The application of systems thinking leads to the development of comprehensive models. Furthermore, complex problems produce complex models that are difficult to be understood. If dynamics is included, the comprehensibility even decreases [20] . The problem is that dynamic systems surround us, and can be identified everywhere. As time goes by, static systems represent only snapshots of dynamic behaviours of systems-of-interest. The complexity of dynamic systems is rooted in many system attributes ranging from nonlinearity to relationships between multiple causes and their effects [21] .
Endeavours to cope with the dynamics and complexity in a systemic way are based on various tools, methods or techniques. Among the numerous approaches available to understand complexity [22] , systems science methods appear the most promising [23] . Bayesian networks, agent-or knowledge-based models, and system dynamics tools can serve as examples [24] . Each of these systems thinking methods provides unique strengths and helps stakeholders to explore systemic problems in different but complementary ways. Bayesian networks are grounded on the probabilistic approach to description of the connections among system variables [25] . Agent-based models deal with agents of different types that are characterised by certain behaviour. In fact, agent-based modelling complexity represent the main advantage as models of systems with thousands specialised agents are developed and system behaviour is simulated. Agents represent system's building blocks and their combination brings synergic effects and emergent properties [26] . Systems science simulation modelling approaches, such as Agent-Based Modelling, have been used to quantify diagrammed relationships, inform about evaluation targets, or compare intervention effects [27] . In knowledge-based systems knowledge is stored in a knowledge base and then an inference mechanism is applied to infer conclusions. In this way, the complexity embedded in a problem is resolved by a machine. Additionally, the cognitive limitations of people are overcome [28] .
The remainder of the paper is structured as follows. After the short introduction to complexity in this section, the main research problem is formulated in Section 2. Section 3 provides the explanation of the proposed method and explains its assumptions and particular steps. Section 4 comprises two case studies that are used for the demonstration. Consequently, study limitations and further research directions are outlined. The final section concludes the paper.
Problem Definition
The last discipline not exemplified in the Introduction Section represents the main field of study and context in which this paper is created. System dynamics deals with understanding how the system behaviour changes over time and is gaining popularity due to its flexibility and structural focus [29] . It has already been applied with the intention to support decision-making in many disciplines ranging from chronic disease risks [30] to urban coastal systems [31] . The underlying premise of the approach is that the dynamic behaviour of complex systems is a consequence of system structure [24] . Building models helps to understand the feedback loops, delays, nonlinearities, or accumulation of variables that all together express the relationships among system components [32] . There are two sides to the modelling process in system dynamics which support each other [29] . First, the process deals with the mental models of users, stakeholders or experts and elicits the causal assumptions about the system. Consequently, created models test the validity of these assumptions. Second, all users are considered as an essential part of the modelling process which supports openness, diversity and self-reflection. The outcome of the modelling process can have a form of diagrams, mostly stock-and-flow diagrams, or causal loop diagrams. As the former diagram type enables quantitative simulation, the latter offers visual grounded logic models and represents the main topic of this study. The causal loop diagrams provide a method to map the complexity of a system of interest that comprises variables, causal relationships and polarities of both links, and feedback cycles [33] .
It is reported [34] that spread of causal loop diagrams as a tool for modelling system dynamics was strongly supported by Goodman's study [35] , in which diagramming process is explained together with details such as loop polarity determination.
There are various issues associated with the syntax and practical application of the causal loop diagrams. For instance, to depict problems with softness and inconsistency, Richardson [36] suggests the following experiment: "take the causal-loop diagram of the family feud and ask a random sample of system dynamics modellers or students how it will behave. In my experience, one will not only receive a wide range of answers but most of these will be incorrect". He focuses also on other problems and summarises them in his seminal work. There he deals with definitions of positive and negative feedbacks that represent building blocks of causal loop diagrams and associated problems with common definitions, rate-to-level links, hidden loops, or net rates. He for example provides modified link definition that helps to cope with problems of influence directions indicated by arrows (links) in diagrams. Another guru of system dynamics modelling, John D.W. Morecroft, critically reviews diagramming tools used for conceptualising feedback system model. He lists causal loop diagram-related weak points such as little correspondence between mental model and loop structure, low reliability of loop structure as a guide to behaviour, possible ambiguity in loop polarity definition, no discrimination of the elements of structure, or that published diagrams belie the original conceptualisation process [34] . Thus, various problems have already been pointed out and solved in the past. However, all described issues call for more research into how causal loop diagrams can be created, interpreted and used in practice.
The main issue that represents the subject of interest of this manuscript is based on many years of system dynamics practice. In order to avoid the common "the model is unrealistically simple" type of criticism, modellers are tempted to build large and too detailed models, which often makes the situation even worse since the final product is large and too complicated but still unrealistic [37] . It is related to natural tendency of users to develop more complex models in order to capture all relevant variables and explain more phenomena included in the problem situation. Here the main problem arises. Modelling of causal loop diagrams mostly focuses on development of more complex diagrams in order to acquire more robust perspective on particular phenomenon. The development of group-based diagram described in the next section can serve as a good example of this practice. The growing complexity is considered as natural trait that individuals have to reconcile with. The related reduced comprehensibility of the acquired models remains mostly unsolved. As a result, complicated outcomes which individuals with limited cognitive skills cannot understand are presented. Then, due to estimate cognitive limits [6] , only model fragments are taken into consideration and the value of the acquired complexity in the causal loop diagram diminishes. Richardson [36] states that "there is a natural human tendency, it seems, to be more consistent than accurate when one can't be both". Unfortunately, with complex models at hand, it seems that their users cannot be both. Sterman [38] discusses the appropriate model boundary and level of aggregation in system dynamics models to demonstrate that larger or more disaggregated models are appropriate in some circumstances. However, for many problems a small model is sufficient to explain problem dynamics and build intuition regarding appropriate responses [39] . The complexity of a causal loop diagram can be expressed in many ways. For instance, McGlashan et al. [21] apply indicators used in the network analysis domain. They describe their diagrams by metrics such as the average path length in the network (in how many causal paths variables are able to reach each other on average); the most distant variables (identification of the shortest path between variable), which determines the CLD's diameter; or the network modularity that indicates the presence of structural clusters of variables in the network.
Barlas suggests that there must be an additional final step in system dynamics modelling, namely model simplification, which completes the modelling cycle with a much simpler, fundamental version of the working model [37] . While various disciplines deal with investigating possible ways how to improve readability of visual system representations, e.g., edges bundling [40] or network folding [41] , the complexity simplification does not belong to the mainstream extensive research areas in system dynamics and it is mostly out of scope of practitioners. System dynamists mostly focus on quantitative analysis of existing models (eigenvalue, elasticity, feedback dominance, etc.), which is however associated with quantitative modelling only. In fact, only few studies published in prestigious resources focused on various aspects of system dynamics has been identified from 9850 records in the System Dynamics Bibliography. Consequent search in Scopus and Web of Science databases did not provide any other relevant record. Only three of them are exemplified in this section, where representatives of formal mathematical, qualitative and quantitative modelling are stated. At the end of the 1980s, Eberlein [42] presented a formal theory of model simplification as a means of increasing model understanding, which identifies important feedback loops in linearized models with respect to a selected dynamic behaviour. Frannek et al. [43] introduce the simplification method based on node importance and centrality as inputs into the process of nodes consolidation. Authors demonstrate method's usability on the case of department store visitor prediction. Saysel and Barlas [37] present their approach to simplification which is based on performance of five main steps: identification of the reference behaviour, selection of sectors with weak feedback relations, selection of parameters candidates for aggregation, flow simplification, stock-flow simplification and iteration of the procedure unless the established criterion is broken. In addition to introduced methods, other trivial techniques such as colouring [44] or burdening thematically oriented substructures [45] are applied occasionally. However, in really complex diagrams, these help only to split the content with the complexity almost unsolved. This represents the main research gap that this manuscript aims at. The main objective of this study is to present a novel method for systematic simplification of causal loop diagrams complexity.
Method Description
There are several assumptions associated with the method. First, as system dynamics is based on system-as-a-cause thinking [18] , the system structure ought to fully explain system behaviour. Second, the method expects no discussions about the suitability of reduction the model by any variable. During the model building, the complexity together with the information value is increasing. We have to bear in minds that the opposite process brings the opposite result-a loss of the information value with decreased complexity as a benefit. The model is a simplified version of reality; hence, something is always missing. This is exactly why the simplification process takes place. Third, the whole picture is more important than the detail. The opposite interpretation of the "the devil is in the detail" phrase known for system analysis [46] can be applied here. Although important, details make things more complicated and provide limited contribution to the insight into the problem and a big picture needs to be preferred. Last, multi-input and multi-output (MIMO) variables are those which shape the system structure and significantly influence system behaviour. Thus, the reduction needs to be performed from the simplest model elements (pure inputs, sometimes denoted as out-degrees, and outputs, sometimes detonated as in-degrees [21] ) to more complicated single-input single-output (SISO) variables, single-input double-output and double-input single-output (SIDO and DISO, respectively) variables, double-input double-output (DIDO) variables, etc. Apparently, as the complexity grows, proportionally the order of variables included in the model does. Thus, although it may seem that removal of for instance DIDO variables can have a drastic impact on the model value, the opposite is true. The level of relative reduction (whole system complexity vs. the highest order of removed variables) is quite similar at all levels of the complexity.
The introduced method is grounded in three main activities: endogenisation, encapsulation, and order-oriented reduction. In fact, the method as a whole is centrality-oriented as it primarily supports MIMO variables while in-degree, out-degree, and betweenness (mediator) variables are suppressed [21] . Three activities presented above are ordered here according to extent of their damage on systemic nature of described model caused by the simplification. Therefore, the sequence in which they are conducted should respect this trait. If endogenisation can be done, it needs to be preferred to encapsulation. If encapsulation can be performed, it has to be applied instead of reduction. The following sequence of steps ensures proper implementation of the method. As the complexity can be tamed mostly in an iterative way [47] the method is iterative in its nature and several repetitions have to be done with respect to the complexity/simplicity ratio of the causal loop diagram.
Sequence
(1) Construct a diagram and use duplicate variables (ghosts) only as inputs to other variables-as the complex diagram contains tens of even more variables, it is not possible to draw it without crossing single links. The readability of the diagram is usually improved by usage of duplicates or so called "ghosts". If these are applied, they should be used merely as inputs. It improves the orientation in the complexity at the beginning of the process. As variables are replaced or removed, the amount of ghosts is reduced as well. (2) Define required complexity of the model-the complexity can be defined in various ways.
The casual loop diagrams are mostly developed in the graphical form and are complex. Therefore, it is almost impossible to find all paths in the model. Moreover, this does not represent the most appropriate criterion for final complexity setting. Pragmatically, one can use number of variables or better an interval in which the final number of variables will occur. (3) List all exogenous variables, i.e., model inputs and outputs-exogenous variables usually represent quite significant portion of model variables (see case studies below). They need to be listed due to valuable information that will be lost during the simplification procedure. It can be used later for better understanding of the simplified model. (4) Mark inputs and outputs and associated blind branches-all exogenous variables have to be marked before their exclusion. It is recommended to remove all variables in one step to avoid disorientation caused by the occurrence of new exogenous variable that may be created as a result of this step. Blind branches help to speed up this step as well. Blind branches are represented by cause-and-effect relationship among exogenous variables (leaf of the branch) and other consequent variables without feedbacks. Every blind branch end in a variable which is a part of any feedback loop. (5) Erase selected variables (endogenisation).
(6) Mark SISO variables-when exogenous variables are removed, the system behaviour is completely explained by its structure. SISO variables represent only transformation elements that help to get the system dynamics from one point to another without any contribution, or better to say with contribution that can be substituted by a structural change. Again, it is recommended to mark all SISO variables and remove them simultaneously. 7) Bridge SISO variables (encapsulation)-during this step, there are two issues that need to be considered. First, it is necessary to define polarity of a new link. For these purposes, the same principle used for definition of the feedback loop polarity can be used [38] . The new polarity can be determined based on number of links with negative polarities. The SIGNUM function is used for this purpose, as it returns two values only-0 or 1-which clearly define the link polarity. Second, this procedure results in elimination of simple local feedback in which only two variables are included. However, this is in concordance with the assumption about preference of the global picture to details. The procedure may seem to be very long for the application in practice. It is caused by the embedded iterations. Nevertheless, the simplification of the majority of the diagrams reviewed in the scientific literature can be finished quite soon (see reference in the Introduction Section and case studies below).
Results
The method presented in the previous section can be employed for simplification of any complex causal loop diagram. This section demonstrates the method applicability and verifies it with the help of two case studies. Group (or collective) causal loop diagrams created in order to overcome limited cognitive abilities of individuals and to get more complex view on the phenomenon are used in this section. The development of group causal loop diagrams has become widely applied in many domains [48] and has been investigated since the mid 1990s [49, 50] . The business administration domain can serve as an example, in which the need for group decision making arises due to the limited perspective, knowledge, or information processing capacity of individuals [51] . This process is quite challenging, but there is a plethora of model-based group approaches developed within the single systems disciplines [52] . Group modelling has its own limitations that have been presented in many studies (e.g., [53] [54] [55] ). However, it represents a good source of complex diagrams that can be used for the purpose of this study. Mostly, the final product of the group diagram development is a complex model with many variables and even more links included (see [56, 57] ). The main reason for this is grounded in methods applied for grouping together single diagrams [58] .
The first case study depicts application of the introduced method in the whole process of group causal loop diagram development in order to demonstrate increase of complexity and its consequent simplification. The intention is to verify if the outcomes from the method are acceptable for those, who developed their own diagrams based on their own mental models. The case study has a form of qualitative research, in which usability is tested with the help of selected subjects. Therefore, rather than quantitative data, insights together with opinions and specific perspectives were gathered. After the application of the method all subject expressed their point of view on the acquired result. The second case study applies the method on the existing outcome available in the prestigious scientific journal. Due to complexity of diagrams and necessity to ensure their legibility, polarity of links is depicted not only by the +/− notation, but also by solid line for the negative polarity (−), and dashed line for the positive polarity (+) in both case studies.
It is important to note that, due to the demonstration purpose, the complexity is not determined in both case studies and both causal loop diagrams are simplified by execution of first 15 steps outlined in the previous section. The rationale is to enable the comparison of final version of simplified diagrams in two distinctive instances rather than to obtain the required complexity. This approach enables to depict which level of simplification can be considered as sufficient or whether too much simplification was conducted. The required complexity is always purpose-specific and depends on tasks that are supposed to be done with the simplified diagram.
Case Study 1
Inspired by the Richardson's suggested experiment described in Section 2, the first study focuses on family life and related sources of problems or happiness. A sample of ten individuals was acquired by the criteria-based technique. They were not familiar with causal loop diagrams and related syntax. All of them underwent 15 min long introduction after which all agreed to be able to develop simple diagram. There were no limitations to development procedure or diagram size to get true point of view on the topic. The obtained diagrams (see Figures 1-10) were consequently redrawn in the Vensim software package, version PLE, which is used for modelling and simulation of system dynamics. Although there were no limits set, the individual diagrams are quite comprehensible due to their low complexity. Apparently, the cognitive limitations of all individuals prevented developing a diagram that would be out of the cognitive span of each creator. In order to take a more complex view, individual diagrams were merged with the help of available methods described in [58] . This procedure resulted in the complex group causal loop diagram presented in Figure 11 . As the merging procedure does not represent a subject of interest of this study, the related details such as the compliance of the group diagram with individual diagrams or the identification of shared topics are not analysed. depicted not only by the +/− notation, but also by solid line for the negative polarity (−), and dashed line for the positive polarity (+) in both case studies.
Inspired by the Richardson's suggested experiment described in Section 2, the first study focuses on family life and related sources of problems or happiness. A sample of ten individuals was acquired by the criteria-based technique. They were not familiar with causal loop diagrams and related syntax. All of them underwent 15 min long introduction after which all agreed to be able to develop simple diagram. There were no limitations to development procedure or diagram size to get true point of view on the topic. The obtained diagrams (see Figures 1-10) were consequently redrawn in the Vensim software package, version PLE, which is used for modelling and simulation of system dynamics. Although there were no limits set, the individual diagrams are quite comprehensible due to their low complexity. Apparently, the cognitive limitations of all individuals prevented developing a diagram that would be out of the cognitive span of each creator. In order to take a more complex view, individual diagrams were merged with the help of available methods described in [58] . This procedure resulted in the complex group causal loop diagram presented in Figure 11 . As the merging procedure does not represent a subject of interest of this study, the related details such as the compliance of the group diagram with individual diagrams or the identification of shared topics are not analysed. With the group causal loop diagram at hand, the simplification procedure can begin. The first step is already conducted as the diagram has applied ghosts. Nevertheless, the readability of the diagram due to link crossing is not significantly decreased. As stated in the second paragraph of this section, the Step 2 is skipped. Following the method procedure, all inputs and outputs should be listed. Although this list represents one of two method's outcomes, it is not necessary to provide it at this place. The simplification method is demonstrated in this study and there is no need to analyse the topic depicted in the causal loop diagram. After marking all exogenous variables (Step 4), they are all erased to make the diagram fully endogenous (Step 5). The outcome acquired from the first five steps is depicted in Figure 12 . Consequently, several iterations of first steps need to be done to move further from the endogenisation to encapsulation activity. The examples of partial outcomes are presented in Figures 13 and 14 . With the group causal loop diagram at hand, the simplification procedure can begin. The first step is already conducted as the diagram has applied ghosts. Nevertheless, the readability of the diagram due to link crossing is not significantly decreased. As stated in the second paragraph of this section, the Step 2 is skipped. Following the method procedure, all inputs and outputs should be listed. Although this list represents one of two method's outcomes, it is not necessary to provide it at this place. The simplification method is demonstrated in this study and there is no need to analyse the topic depicted in the causal loop diagram. After marking all exogenous variables (Step 4), they are all erased to make the diagram fully endogenous (Step 5). The outcome acquired from the first five steps is depicted in Figure 12 . Consequently, several iterations of first steps need to be done to move further from the endogenisation to encapsulation activity. The examples of partial outcomes are presented in Figures 13 and 14 . With the group causal loop diagram at hand, the simplification procedure can begin. The first step is already conducted as the diagram has applied ghosts. Nevertheless, the readability of the diagram due to link crossing is not significantly decreased. As stated in the second paragraph of this section, the Step 2 is skipped. Following the method procedure, all inputs and outputs should be listed. Although this list represents one of two method's outcomes, it is not necessary to provide it at this place. The simplification method is demonstrated in this study and there is no need to analyse the topic depicted in the causal loop diagram. After marking all exogenous variables (Step 4), they are all erased to make the diagram fully endogenous (Step 5). The outcome acquired from the first five steps is depicted in Figure 12 . Consequently, several iterations of first steps need to be done to move further from the endogenisation to encapsulation activity. The examples of partial outcomes are presented in Figures 13 and 14 . Even though it is not possible to determine which extent of the diagram is the most appropriate (diagram can be always extended by other variables or simplified to increase its comprehensibility), the diagram presented in Figure 15 is considered as the final version for Case Study 1, although Even though it is not possible to determine which extent of the diagram is the most appropriate (diagram can be always extended by other variables or simplified to increase its comprehensibility), the diagram presented in Figure 15 is considered as the final version for Case Study 1, although Even though it is not possible to determine which extent of the diagram is the most appropriate (diagram can be always extended by other variables or simplified to increase its comprehensibility), the diagram presented in Figure 15 is considered as the final version for Case Study 1, although Even though it is not possible to determine which extent of the diagram is the most appropriate (diagram can be always extended by other variables or simplified to increase its comprehensibility), the diagram presented in Figure 15 is considered as the final version for Case Study 1, although further simplification is apparently possible. The Quality of Family Life represents the main in-degree variable. Other significant variables are Stress Level, Perception of Advantages of Functional Family, or Amount of Leisure Time. Several both local and more complex feedback loops can be identified. Stress level-related or leisure time-oriented balancing feedbacks represent the local loops. Furthermore, complex reinforcing feedback depicting how Quality of life, Perceived advantages of a functional family, Trust between partners, Desire for a family, and Time available for family influence the overall quality of life can be exemplified. It can be seen that its content is quite similar to content of individual diagrams with slightly higher complexity. It is still the product of group thinking based on single perspectives of ten people. The final version of the simplified diagram was introduced to all ten modellers and they were asked to determine a level of satisfaction or concordance with their point of view. All ten individuals found the simplified diagram as an appropriate representation of the system acceptable from their perspective. The remaining MIMO variables represent the key concepts that have to be, together with list of initial inputs and outputs, considered when thinking about family life-related issues. This verification supports applicability and usability of the method in practice. 
Case Study 2
Allender et al. [44] investigated what kind of consensus and insight can a community gain about the problem of childhood obesity using group model building. The final causal loop diagram acquired is presented in Figure 16 . Due to the diagram complexity and specific research goals, authors distinguished four main sections of the diagram with colours-these represent social influences, general physical activities, participation in sport, and fast food and junk food. Although this can split the diagram to four mutually interconnected less complex sub-diagrams, this decomposition has its own week points (e.g., quite inappropriate number of blind branches that are difficult to be identified-compare Figures 16 and 17) . The colour-based decomposition applied in the original manuscript is not used in reproduction of the diagram as this does not add value to the method application and verification in this study. 
Allender et al. [44] investigated what kind of consensus and insight can a community gain about the problem of childhood obesity using group model building. The final causal loop diagram acquired is presented in Figure 16 . Due to the diagram complexity and specific research goals, authors distinguished four main sections of the diagram with colours-these represent social influences, general physical activities, participation in sport, and fast food and junk food. Although this can split the diagram to four mutually interconnected less complex sub-diagrams, this decomposition has its own week points (e.g., quite inappropriate number of blind branches that are difficult to be identified-compare Figures 16 and 17) . The colour-based decomposition applied in the original manuscript is not used in reproduction of the diagram as this does not add value to the method application and verification in this study. Figure 20 might be perceived as too simple, which is very likely correct (e.g., causal loop diagram in Figure 19 seems to be more suitable for practical use). Although the simplification process could have been terminated earlier, the intention was to perform exactly the same number of steps in both case studies. Figure 20 might be perceived as too simple, which is very likely correct (e.g., causal loop diagram in Figure 19 seems to be more suitable for practical use). Although the simplification process could have been terminated earlier, the intention was to perform exactly the same number of steps in both case studies. Figure 20 might be perceived as too simple, which is very likely correct (e.g., causal loop diagram in Figure 19 seems to be more suitable for practical use). Although the simplification process could have been terminated earlier, the intention was to perform exactly the same number of steps in both case studies. 
Discussion and Limitations
In system dynamics, models that address a large number of "issues of importance in few equations", or, in other words, models that maximise the number of "insights per equation" are preferred [39] . Although this statement is suitable for quantitative modelling with the help of stockand-flow diagrams, this idea is applicable to qualitative modelling with causal loop diagrams as well. If the objective of a study is sufficiently clear, a rather powerful small model can be created, and the insights sharply focused [59] . Despite the benefits, small models also have limitations [39] . For instance, customers often demand an exclusive model that considers all possible causal links, either observed or contemplated. In such a situation, trust can be lost if their hypothesized link or variable is not included in the model.
Let us consider small models proven to be valuable. Then, the question about situations in which usability of the presented method can be maximised can arise. In general, qualitative modelling is applied during early stages of the modelling process. It is followed by quantitative modelling, which enables inclusion of mathematical formalism, quantification of parameters and consequent simulation of the model. This sequence is not supported by all system dynamists. For instance, when going back to the pioneering times, Goodman stated that causal loop diagrams should have been used during the stage of conceptualisation [35] . Conceptualisation usually takes place at the beginning of the modelling process. Contrary to this, Morecroft asserted that causal loop diagrams had been argued to be a weak tool of conceptualisation [34] . He claimed that their main strength was in providing an overview of loop structure, which was most useful in behaviour analysis, not conceptualisation. In fact, the role of causal loop diagrams changed over time. Looking back to seminal works published by Jay Forrester, there is no causal loop diagram used in Industrial Dynamics [60] . At the end of the 1960s, it appeared in a form that helped with summarising and explaining the behaviour of fully specified simulation models. Thus, causal loop diagrams were used towards the end of a study to represent and communicate the structure of the dominant loops that had been determined using simulation. However, this approach changed significantly. Diagrams started to be used at the beginning of studies as a conceptualisation tool. The method developed in this manuscript is in concordance with this evolution and considers causal loop diagrams as a tool associated with the conceptualisation stage of the modelling process. Therefore, its application is solely related to qualitative modelling without taking quantitative aspects of a study into 
In system dynamics, models that address a large number of "issues of importance in few equations", or, in other words, models that maximise the number of "insights per equation" are preferred [39] . Although this statement is suitable for quantitative modelling with the help of stock-and-flow diagrams, this idea is applicable to qualitative modelling with causal loop diagrams as well. If the objective of a study is sufficiently clear, a rather powerful small model can be created, and the insights sharply focused [59] . Despite the benefits, small models also have limitations [39] . For instance, customers often demand an exclusive model that considers all possible causal links, either observed or contemplated. In such a situation, trust can be lost if their hypothesized link or variable is not included in the model.
Let us consider small models proven to be valuable. Then, the question about situations in which usability of the presented method can be maximised can arise. In general, qualitative modelling is applied during early stages of the modelling process. It is followed by quantitative modelling, which enables inclusion of mathematical formalism, quantification of parameters and consequent simulation of the model. This sequence is not supported by all system dynamists. For instance, when going back to the pioneering times, Goodman stated that causal loop diagrams should have been used during the stage of conceptualisation [35] . Conceptualisation usually takes place at the beginning of the modelling process. Contrary to this, Morecroft asserted that causal loop diagrams had been argued to be a weak tool of conceptualisation [34] . He claimed that their main strength was in providing an overview of loop structure, which was most useful in behaviour analysis, not conceptualisation. In fact, the role of causal loop diagrams changed over time. Looking back to seminal works published by Jay Forrester, there is no causal loop diagram used in Industrial Dynamics [60] . At the end of the 1960s, it appeared in a form that helped with summarising and explaining the behaviour of fully specified simulation models. Thus, causal loop diagrams were used towards the end of a study to represent and communicate the structure of the dominant loops that had been determined using simulation. However, this approach changed significantly. Diagrams started to be used at the beginning of studies as a conceptualisation tool. The method developed in this manuscript is in concordance with this evolution and considers causal loop diagrams as a tool associated with the conceptualisation stage of the modelling process. Therefore, its application is solely related to qualitative modelling without taking quantitative aspects of a study into consideration. Focus on qualitative aspects is based on Coyle's conviction that while quantification may indeed offer potential value in many cases, the risks associated with attempting to quantify multiple and poorly understood soft relationships are likely to outweigh whatever potential benefit there might be [61] . Hence, presented simplification method aims at helping with better understanding of a studied system.
In the current form, the method provides outcome that can be used as a valuable mean of introduction and presentation of the modelled system to specific target groups such as modelling workshop newcomers, new team members or decision-or policy-makers that need some kind of initial insight. System modellers can use it in order to simplify the story itself. Moreover, the final version of diagram does not have to represent the only valuable outcome. The whole simplification process can be eventually reversed and applied in the backward direction. This procedure enables to recreated initial complexity, however, in several steps. In this way, continuous growth complexity is presented to the same target group, which enables to tame complexity as well. Hence, the more appropriate and precise system comprehension can be anticipated.
In comparison to already existing simplification methods outlined at the beginning of this manuscript, the new presented method possesses various advantages or similarities. For instance, the main limitation of the method developed by Franek et al. [43] is its exclusive association with diagrams created digitally. The method is not able to help with diagrams produced with the help of pen and paper, which represents common practice during modelling workshops [43] . However, both methods are based on preference of significant system elements as centrality and MIMOs have very close meaning. Saysel and Barlas present their approach to simplification which is however associated with quantitative modelling as the main criterion of simplification is based on comparison whether an elimination of a model structure results in a loss of any of the reference behaviours, validation or policy/scenario runs [37] . Although their method can be considered as a valuable contribution, the verification technique disqualifies it from application in qualitative modelling. Moreover, authors do not explicitly state the main value on which the method is built. Nevertheless, its iterative feature grounded in repetition of selected steps unless the model does not meet the selected criterion is shared by both methods. Moreover, its first and second steps are based on similar principles as endogenisation and encapsulation procedures. Finally, it is quite complicated to compare the new method with approach introduced by Eberlein as it is focused on stock and flow diagrams, its application is restricted to linearized models, and grounded in mathematical formalism and reasoning without available case study [42] .
There are various limitations associated with the method application. First, successfulness of the simplification process was verified by ten individuals attending Case Study 1 only. Rigorous experimental evaluation of suitability based on a larger sample of users' needs to be conducted. The experiment should follow the traditional pre-and post-application assessment of coherence and conformity with users' perspectives.
Second, although the complexity of diagrams used in case studies is relatively high, further verification of different complexity scales of a diagram should be performed.
Third, it is demonstrated in this study that the simplification method is appropriate for group diagrams. The appropriateness is grounded in multiple perspectives of all modellers who are aware of necessity to reach consensus [62] . Even if greater accuracy or an expanded boundary is ultimately necessary, the success of such efforts will often depend on the consensus that is first built through a smaller model [39] . In the case of complex individual diagrams, this procedure will not be very likely accepted, as any modeller can simplify his/her own diagram just by removal of variables that have the least importance from his/her point of view. There is no need to achieve the consensus. Last, although causal loop diagrams are mostly used for modelling of soft systems, its limited possibility for implementation in the hard system domain should be mentioned. In the case of hard systems (e.g., technical devices), all variables and links are quite strictly and rigorously defined. Any simplification can lead to a vague description that can be helpful only in limited number of occasions (e.g., explanation of the system behaviour to a user beginner). In this realm, e.g., in systems engineering, the simplification of diagrams is a subject of critique by practitioners [63] . Nevertheless, as already stated, the application of causal loop diagrams in the realm of hard disciplines is rare. The diagrams are mostly used for modelling of complex soft systems in which simplifications are acceptable due to less rigorous definition and determination of variables and their links.
Further Research Directions
Coping with aforementioned limitations opens new research pathways. Once the usability is rigorously verified, it should be reasonable to automate the process and apply it in practice with the help of a proprietary software application. This would enable the further development of the method itself. For instance, a software application can be capable of monitoring feedback loops and giving them a preference during the method execution. Moreover, required complexity could be determined by number of feedbacks, not only by number of variables and links. This indicator can be considered as more appropriated for system dynamics models. It is practically impossible to achieve this manually due to the overwhelming complexity that the method has an ambition to deal with. Because causal loop diagrams are created with help of many tools (white board, pen and paper, graphical software packages, etc.) which are only graphical in their nature, the biggest challenge here would be both transformation of the diagram structure in the more formal representation, e.g., incidence matrix, and bridging SISO variables. Furthermore, the method can be extended by more sophisticated techniques such as dominant assessment of feedback loops [64] which is focused on dominant loop analysis. Identification of the most dominant feedbacks that contribute most to a particular behaviour or behaviour change would enable removal of feedbacks that are less important.
Conclusions
Complexity represents an issue in many research disciplines. System dynamics is not an exception. It does not deal only with the complex phenomena, but it also incorporates dynamics, which brings more difficulty into our ability to understand the modelled systems. Two types of diagrams prevail in system dynamics, where causal loop diagrams represent the main research construct of this study. Increasingly complex causal diagrams are being to include all relevant variables. Although the complexity can be described by several indicators, the number of variables and links included in the diagram are used as the main complexity measure in this study. Making diagram more complex has negative consequences ranging from time demands during the development process to reduced comprehensibility during diagram interpretation and analysis. Forrester argues that small models are powerful [59] . Heeding Forrester's argument, this manuscript introduces the original systematic method of the simplification that can be successfully applied in practice. It is iterative in its nature and is grounded in three specific activities: endogenisation, encapsulation, and order-oriented reduction. All three activities focus on preference of multi-input and multi-output variables. List of initial inputs and outputs and the simplified version of causal loop diagrams represent two main method outcomes. Two presented case studies verify method's usability and applicability. This opens new research directions that can be realised in the future. Although there are some limitations associated with the method, they can be successfully resolved in the near future. In this way, a valuable tool for those who cope with complexity of causal loop diagrams in practice is offered.
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