Identifying the spectrum of eigenvalues of the sum of two given Hermitian matrices with fixed eigenvalues is the famous Horn's problem. In this note, we investigate the variant of Horn's problem, i.e., we identify the probability density function (abbr. PDF) of the diagonals of the sum of two Hermitian matrices of specific spectrum. We then use it to re-derive the PDF of the eigenvalues of the sum of two Hermitian matrices with given eigenvalues via derivative principle, a powerful tool used to get the exact probability distribution by reducing to the corresponding distribution of diagonal entries. We can recover Jean-Bernard Zuber's recent results on the probability distribution function (PDF) of the eigenvalues of two Hermitian matrices with given eigenvalues. The more general derivative principle relates invariant measures for the coadjoint action of a compact Lie group to their projections onto a Cartan subalgebra. Some potential applications in quantum information theory, such as uniform average distance and average coherence of uniform mixture of two orbits, are discussed.
Introduction
The famous Horn's problem asks for the spectrum of eigenvalues of the sum of two given Hermitian matrices with fixed eigenvalues. Specifically, Horn's problem characterizing those triples (a, b, c) for which there exist Hermitian matrices A, B, C with respective eigenvalues a, b and c satisfying the following constraint:
This problem has an affirmative answer [2] , in terms of linear inequalities which are now called Horn's inequalities. The solutions form a convex polytope whose describing inequalities have been conjectured by Horn in 1962 [4] . Note that the convex polytope for the solution of Horn's problem is, in general, nontrivial. Hence each point in this convex polytope corresponds to a possible eigenvalue for the sum, except the trivial cases (that is, when one of the matrices is scalar). Although Horn's problem is apparently an elementary problem (a complete answer to Horn's problem takes almost a century), it turns out to be connected with many areas of mathematics:
linear algebra of course [7] , but also combinatorics, algebraic geometry [7] , symplectic geometry, and even probability theory, etc. For instance, Alekseev et. al give a symplectic proof of the Horn inequalities on eigenvalues of a sum of two Hermitian matrices with given spectra [1] , and Zuber investigate the probability distribution over the Horn's polytope [12] .
Besides, some researchers give a description of the Duistermaat-Heckman measure on the Horn polytope. Mathematical speaking, the eigenvalue distributions involved are so-called [3] , which are defined using the push-forward of the Liouville measure on a symplectic manifold along the moment map. We follow the notations along the paper [3] , consider the problem of describing the sum of two coadjoint orbits O a + O b , where K acts on O a × O b diagonally with moment map (A, B) → A + B and we have the following result: Proposition 1.1 ([3] ). Let a ∈ t * >0 and b ∈ t * 0 . Then,
Duistermaat-Heckman measures
DH K O a ×O b = ∑ w∈W (−1) l(w) δ wa * DH T O b ,(1.
1) where l(w) is the length of the Weyl group element w; and DH is the Duistermaat-Heckamn measure.
Apparently, this proposition gives the distribution of solutions of Horn's problem in theoretical level completely, but however in specific computational problems, it is less useful. In this paper, instead of Horn's polytope itself, we will consider the probability distribution density function (PDF) of the diagonals of sum of two Hermitian matrices with prescribed spectra. Then by employing derivative principle, we obtain the probability distribution density of the eigenvalues of sum of two Hermitian matrices with prescribed spectra. The support for such probability distribution density function is just Horn's polytope, determined by Horn's inequalities. The obtained PDFs for the diagonals and spectra, respectively, are expressed by complicated complex integrals that can be explicitly calculated in lower dimensional cases, in particular for 2 × 2 case.
We also apply this special case to analyze some quantities used in quantum information theory.
We remark that Horn's problem is subsumed into the one-body quantum marginal problem, i.e., the problem of determining the set of possible reduced density matrices, known as the quantum marginal problem in quantum information theory and as the N-representability problem in quantum chemistry.
The paper is organized as follows. In Sect. 2, we firstly recall the derivative principle, and then derive the analytical formula for the PDF of the diagonals of sum of two Hermitian matrices with prescribed spectra. The main results are summarized into Theorem 2.2, Corollary 2.3, and Theorem 2.4. We see in Sect. 3 that the results obtained in [12] are easily derived from our main result. In Sect. 4, we give a thorough investigation concerning a lower dimensional case, i.e., two-dimensional case. As an application, in Sect. 5, we use our lower dimensional result to make analysis of some quantities used in quantum information theory. Some detailed materials for this paper can be found in Appendix.
The probability density function via derivative principle
The derivative principle is formally put forward in [3] . Authors of [3] derived this result in the abstract level, i.e., in the regime of Lie algebra, and they used this result to obtain the distribution of eigenvalues of random marginals of a multipartite random pure state. Later, Mejía, Zapata, and Botero rederived this result in Random Matrix Theory [9] , and they used this result to study the difference between two random mixed quantum states. The following version of derivative principle is from [9] . 
where
Note that for keeping record with the notation in the present paper, the notation chosen here is a little different from that in [9] .
With the derivative principle, we can relate the distribution of the eigenvalues of sum of two Hermitian matrices to that of diagonals of this Hermitian matrix summation.
Next we present an explicit formula concerning the joint distribution density of the diagonals of sum of two Hermitian matrices. And this is a new result in this note.
Theorem 2.2. Assume that two random matrices A and B chosen uniformly on the unitary orbits U (a)
and U (b), respectively, the joint probability density function (PDF) q(C diag |a, b) of the diagonal part C diag of the sum C = A + B is given by the following integral
We will consider the following question, i.e., the probability density function of diagonals of sum of two Hermitian matrices:
Employ the following identity:
It follows that
1 Note that the factor 2 −n π −n 2 is different from that used by Zuber, i.e., (2π) −n 2 . There exists a symmetry condition about X, that is, Hermiticity of X, and
This completes the proof.
Therefore, we have
Next we recall the Abel's identity as follows. In fact, we have
Now we expand the determinant det e i(x i −x)λ j as below:
where sign(σ) = ±1 for odd (−1) or even (+1) permutation. By using Abel's identity, we have
Again, by using Abel's identity, we have
That isx
Finally, we have
From the above discussion, we see that
Hence via
In the following we derive a further simplified expression for the analytical formula in Theorem 2.2. By Theorem 2.2, we see that it suffices to calculate the following integral
9)
Proof. Note that (2.9) is the reformulation of Theorem 2.2. So we focus on the expression I(a, b :
. From the formulae (2.5) and (2.7) we have det e
And it follows that det e ix i a j det e
where B k (σ, τ) is defined in (2.11). We next perform the change of variables:
. The Jacobian of this transformation is given by 
This indicates that the first factor is given by
In the following, we will use the derivative principle to rederive the PDF of eigenvalues of sum of two Hermitian matrices.
Theorem 2.4. Assume that two random matrices A and B chosen uniformly on the unitary orbits U (a)
and U (b), respectively, the joint probability density function (PDF) p(c|a, b) of the eigenvalues c of the sum C = A + B is given by derivative principle (2.1)
Proof. Note that
Thus,
Therefore,
Substituting it into the right hand side of (2.1), we have
This is exactly the application of derivative principle, and it yields the joint eigenvalue distribution. 
PDF for sum of two Hermitian matrices
is the famous Harish-Chandra integral for which the explicit formula can be written down [6] :
Proposition 3.2. The probability distribution function of eigenvalues c, given a and b, is given by
Proof. Note that we can use permutational symmetry of the integrand to replace det e −ix i c j by
Note that (3.5) is exactly the same as (2.14), which is derived from q(c|a, b) and the derivative principle in Section 2.
Corollary 3.3. The probability distribution function of eigenvalues c, given a and b, is given by 
7)
and where
Although an approach toward the integral in Theorem 3.1 is sketched by Zuber in [12] , we choose to reconstruct the details for reader's convenience. Note that there is a little different tricks from the way sketched by Zuber.
Proof. We simplify the two determinants in the integral of (3.5). Then employing (2.5), we get det e ix i a j det e
We switch to the last term in the integral of (3.5). Thus, by using (2.6)
Therefore, we have det e ix i a j det e
Therefore we see that
We are done.
A lower dimensional case where n = 2
For n = 2, for a = (a 1 , a 2 ) with a 1 a 2 and b = (b 1 , b 2 ) with b 1 b 2 , the formula (2.10) can be simplifed as follows.
Next, we calculate the integral:
e iuB(σ,τ) u 2 du. By using the following formula for Fourier transform [5] 
we can see that
and thus
From the above, we see that 
That is, . The PDF of C is given as [12] p(c|a,
which can be also derived from (4.6) and the derivative principle. (1 − λ, λ) where µ, ν ∈ (0, 1/2) and λ ∈ (0, 1). Thus
This implies that
For fixed µ, ν ∈ 0, 1 2 , we see that as a function of arguments (t, s)
has the maximum 1 − µ − ν and the minimum µ + ν − 1. Therefore,
We also have that
Furthermore, simplifying it into the following form:
The details for proving the normalization of q(x|µ, ν) can be found in Subsection 6.4.
Uniform average distance between two orbits
We consider the following quantum Jensen-Shannon divergence which is defined by
where ρ = . We will calculate the following integral:
This gives an explicit expression about the uniform average distance, i.e., uniform average quantum Jensen-Shannon divergence, between two distinctive isospectral quantum states. Define
Thus we see that
To this end, we need to calculate the following two indefinite integrals (see Appendix 6):
By using the formulae for F 0 , F 1 (the explicit expressions can be found in Appendix 6), for x ∈ [0, 1]
we see that
2 . Thus using (5.7), we get
And therefore we have
We plot the three-dimensional shaded surface of ϕ(µ, ν) in Figure 1 to illustrate the rela- 
Average coherence of uniform mixture of two orbits
We recall that the coherence of relative entropy is given by C (ρ) = S(ρ diag ) − S(ρ). Recently, we considered the average coherence and its typicality [10, 11] . In the following we consider the average coherence of uniform mixture of two orbits with respective prescribed spectra, i.e.,
. 
and Φ(µ, ν) is from Eq. (5.11) and (µ, ν) ∈ 0, 1 2 × 0, 1 2 . Thus using (5.7) again, we get
This implying that
We can see that ψ(µ, ν) is completely determined by two integrals (ii) For ν = 2, we have x 2 ln xdx = 1 9 x 3 (3 ln x − 1).
We also need the following formula:
Based on this formula, we get that
For ν = 1, we see that
The normalization of q(x|µ, ν)
Note 
