This study examined the selective attention abilities of a simple, artificial, evolved agent and considered implications of the agent's performance for theories of selective attention and action. The agent processed two targets in continuous time, catching one and then the other. This task required many cognitive operations, including prioritizing the first target (T1) over the second (T2); selectively focusing responses on T1, while preventing T2 from interfering with responses; creating a memory for the unselected T2 item, so that it could be efficiently processed later; and reallocating processing towards T2 after catching T1. The evolved agent demonstrated all these abilities. Analysis shows that the agent used reactive inhibition to selectively focus behavior. That is, the more salient T2, the more strongly responses towards T2 were inhibited and the slower the agent was to subsequently reallocate processing towards T2. Reactive inhibition was also suggested in two experiments with people, performing a virtually identical catch task. The presence of reactive inhibition in the simple agent and in people suggests that it is an important mechanism for selective processing. Perception, action, and the environment interact in a complex and fascinating way: Perceptions guide actions, which alter the environment and/or the agent's relationship to the environment, and which in turn generate new perceptions (Gibson, 1979) . Computational models in psychology have tended to focus rather narrowly on particular aspects of this complex loop. There is a special emphasis on how selective attention can promote object recognition, with the idea being that, once sensory inputs are identified, actions can proceed appropriately. Models and theories of attention in the psychological literature frequently model attention as a relatively static phenomenon. For example, models of visual search find targets within static displays (Wolfe, 1994) ; models of perception-action linkage begin with the presentation of static stimuli and end with selection of an action that has no effect on the stimulus environment (Cohen, Dunbar, & McClelland, 1990; Schneider, 1995; Ward, 1999). The role of attention in these kinds of models is primarily one of filtering or weighting relevant input streams over less relevant ones. In many cases, probably most, action is not modeled at all, and even if it is, action generally means activating a node indicating one of several response alternatives (see Heinke & Humphreys, 2005 , for a review). In this respect, the models may simply be following trends in experimentation. Current research describes in great detail many characteristics of selective attention, such as its capacity, time-course, and important brain regions (Driver, 2001 for a review). However, in the large majority of studies on perception and action, the responses measured have little to do with the flexible and continuous nature of the perception-action cycle; instead, participants press a key or make some other discrete or highly constrained response, and the trial ends.
Perception, action, and the environment interact in a complex and fascinating way: Perceptions guide actions, which alter the environment and/or the agent's relationship to the environment, and which in turn generate new perceptions (Gibson, 1979) . Computational models in psychology have tended to focus rather narrowly on particular aspects of this complex loop. There is a special emphasis on how selective attention can promote object recognition, with the idea being that, once sensory inputs are identified, actions can proceed appropriately. Models and theories of attention in the psychological literature frequently model attention as a relatively static phenomenon. For example, models of visual search find targets within static displays (Wolfe, 1994) ; models of perception-action linkage begin with the presentation of static stimuli and end with selection of an action that has no effect on the stimulus environment (Cohen, Dunbar, & McClelland, 1990; Schneider, 1995; Ward, 1999) . The role of attention in these kinds of models is primarily one of filtering or weighting relevant input streams over less relevant ones. In many cases, probably most, action is not modeled at all, and even if it is, action generally means activating a node indicating one of several response alternatives (see Heinke & Humphreys, 2005 , for a review). In this respect, the models may simply be following trends in experimentation. Current research describes in great detail many characteristics of selective attention, such as its capacity, time-course, and important brain regions (Driver, 2001 for a review). However, in the large majority of studies on perception and action, the responses measured have little to do with the flexible and continuous nature of the perception-action cycle; instead, participants press a key or make some other discrete or highly constrained response, and the trial ends.
Our aim is to push psychological models towards more complex forms of action, and to encourage ideas about how selective attention works in a dynamic context like the perception-action cycle. A major concern is that theories and models generated for relatively static situations will be inadequate in more realistic environmental interactions. An alternative approach considers not only the integration of perception, attention, and action but also the dynamic control of temporally extended behavior. Such models of embodied, situated, and dynamical (ESD) agents stress what Clark (1999) calls "the unexpected intimacy between the brain, body, and world" (p. 5). By this view, the cognitive abilities of an agent cannot be understood as abstract or disembodied sensory and reasoning machines. Instead of arising through general-purpose inner representations, control of action is an emergent property of a distributed system involving the brain, body, and world. The ESD approach emphasizes the contextually bound nature of solutions to cognitive problems and therefore considers specific tasks in their entirety, rather than isolated but general-purpose attention, perception, or motor subsystems. For example, as argued by Clark, the locomotion control system used by a one-legged, hopping robot bears little resemblance to the locomotion control system used by a tuna.
An important form of ESD approach for our purposes is the minimally cognitive agent, as developed by Beer (1996) . This approach attempts to create the simplest possible artificial agents capable of interesting cognitive behaviors. The aim is for such agents to serve as model systems, allowing a tractable analysis of the cognitive processing going on in more complex systems. Previous work by Beer and colleagues has demonstrated that ESD agents controlled even by small networks can perform a variety of interesting cognitive tasks, including categorical perceptions (Beer, 2003) , discriminating the self from other objects in the environment (Slocum, Downey, & Beer, 2000) , and visually guided walking (Gallagher & Beer, 1999) .
Of particular interest here is work by Slocum et al. (2000) applying the minimally cognitive approach to the problem of selective attention in an environment with multiple moving targets (see also Goldenberg, Garcowski, & Beer, 2004) . Slocum et al. used genetic algorithms to develop a simulated visual agent (VA) to catch falling targets. VA was constrained to run along the bottom of a 2D environment, moving left or right to catch targets as they fell from the top of the space (Figure 1 ). VA was equipped with an array of proximity sensors, motor units allowing left and right movement, and a controller network. Slocum et al. showed that VA was apparently capable of selectively attending one target and then the other, even when one target occluded the other. For us, an interesting but unanswered question from this work is, What are the psychological principles implemented in the model that allow selective processing? Beer (2003) argues that the analysis of minimally cognitive agents can be an informative and fruitful approach for cognitive sciences. We put this claim to the test in the domain of selective attention and action. Here we generate an artificial agent capable of doing a genuine selective-attention task. In creating the agent, we use methods and architectures that place minimal constraints on the solutions found. In essence, the approach here is simply comparative psychology using artificial agents. Our reasoning is that, as long as an agent is solving a genuine selective attention problem, then there is value to the psychological literature in understanding the mechanisms involved, irrespective of whether the agent is real or artificial. This is especially true given the current impoverished state of models addressing selective processing within a dynamic perception-action cycle. Providing a solution to the task is discovered, there are really only two possibilities, and both are interesting. First, it may be that the agent uses mechanisms that have already been found or proposed in humans. If so, then the artificial agent offers a working example of the human system and affords an opportunity to (relatively) easily analyze and dissect the underlying mechanisms. Another possibility is that the agent solves the task using mechanisms that have not been proposed or found in people. If so, then the agent now suggests novel approaches and predictions that can be tested in the human system. Of course, these possibilities are not mutually exclusivethe agent could both validate previous approaches and suggest novel ones.
The success of our approach relies entirely upon whether this catching task genuinely requires selective attention, so let us consider the cognitive demands on VA. We can first see that catching a single target is not an interesting cognitive task. The single-ball task can be solved by a simple rule: If the sensors detect greater input from one side than the other, they should direct the motors towards the side with the greater input. In this way, the agent tracks the "center of mass" of the perceptual input. Not surprisingly, this task can be performed even by an agent with a single-layer network consisting only of the direct connections between the sensors and the motor units. But the situation is much more complicated when there are two targets. Now there is the possibility of response conflict: VA can be pulled in opposite directions by the two balls. Tracking the "center of mass" would mean that the agent takes up a position between the two targets, possibly missing both.
Instead, the logic of the two-ball task requires numerous cognitive operations for success:
1. One of the two balls must first be prioritized and selected for action.
2. At some point before the selected target impacts, response mechanisms must be tied to the movements of this target and insulated from the effects of the other target.
3. After the first target is caught, the second target, previ- Figure 1 . An illustration of the catching task. The visual agent (VA) is located at the bottom of the environment and can move left and right by activation of its two motor units. VA is moving under the first target (T1). The rays emitting from VA represent its sensors. The two leftmost and two rightmost sensors detect nothing, and the middle three have intersected T1. At this time, the second target (T2) is out of the VA's view-that is, it is not in contact with any sensor. This is an example of an out-of-view trial, in which VA will be unable to see T2 immediately after making an accurate catch of T1. Copies of the simulator and associated data files are available for download with the supplemental materials, and readers are encouraged to examine the dynamic properties of these agents first hand.
ously insulated from response mechanisms, must now be allowed to control them.
4. In some cases, by pursuing the first target, the second may fall out of view of the sensor array. Efficient processing of the second target will then depend on memory for its position.
These processes of selection, response control, memory for unselected items, and reconfiguration following a change of targets are all vital topics in current work on selective attention. Although a full review is not possible here, we can highlight some important issues.
The necessity of selection arises from the inability of an agent to simultaneously respond to all objects in the environment. Specific objects must therefore become the selected focus of cognitive processing at the expense of others. Many theories describe a competition between objects for processing such that objects are weighted for selection based on both their bottom-up salience and their match to task-relevant criteria (Duncan, Humphreys, & Ward, 1997) . Current research describes, for example, the interaction of top-down and bottom-up criteria for selection (Donk & Theeuwes, 2003) , the units of selection (e.g., space or objects; Shomstein & Behrmann, 2006) , and theories of how weighting may be disrupted in neuropsychological disorders (Peers et al., 2005) .
It seems now generally agreed that there is an asymmetry in human perceptual and response processing: Response limitations are generally much more significant than perceptual limits (Allport, 1987) . This asymmetry makes clear adaptive sense, because it means that perceptual systems can process events other than the current focus of action and enable a change of focus if necessary. It is therefore necessary to appropriately gate the influence of perception on action: The properties of selected target objects become the focus of action, and simultaneously response mechanisms must be protected from the influence of unselected objects. However, it would be problematic to completely eliminate all representation of the distractor items. For example, when reaching for a target in a crowded environment, the distractor objects act to constrain the reach; they must therefore be represented to guide this response. Inhibition should therefore be specific to the response-related properties of the distractors (Tipper, Weaver, & Houghton, 1994) ; in this way other properties of a distractor (such as its position relative to the target) can still appropriately guide action. Thus, an important issue is memory for objects that are not selected (Milliken, Joordens, Merikle, & Seiffert, 1998) and how this memory might guide subsequent allocations of attention (Downing, 2000) and further interact with response mechanisms (Tipper, 2001) .
Of special importance here is the reallocation of processing between targets. Negative priming refers to costs observed when a previously ignored object must subsequently be attended and reported. Models of reactive inhibition propose that negative priming is a direct reflection of the competitive strength of the object for attention. By this account, a target is selected by inhibiting the representations of task-relevant properties of nontarget items. The more salient the nontarget-that is, the more powerfully it tends to attract attention-the greater the inhibition needed to prevent the object from gaining control of behavior. However, when processing must then subsequently be allocated to the inhibited item, there is a cost proportional to the degree of inhibition. Thus, more negative priming is observed for highly salient nontargets than for less salient ones (e.g., Grison & Strayer, 2001 ). Reactive inhibition has been previously observed in a variety of contexts. For example, Tipper, Lortie, & Baylis (1992) found that, in a reaching task, inhibition was related to the potential of the distractors to interfere with reaching movements: Distractors that appeared close to the hand produced greater interference and greater subsequent negative priming than those far from the hand. The sensitivity of this inhibition to the salience of the distractor for action was then tested by Tipper, Meegan, & Howard (2002) . Using a reaching task similar to Tipper et al. (1992) , Tipper et al. (2002) measured negative priming in two conditions. The control condition was essentially identical to the previous Tipper et al. (1992) experiment; in the experimental condition, a clear plastic shield was placed over the distractor. This clear shield did not affect the visibility of the distractor, but it meant that a reach to touch the distractor would be an awkward maneuver. Negative priming was significantly reduced with the shield, suggesting that inhibition is applied relative to the distractor's relative salience for action. In subsequent discussion of our experiments, we analyze both the interaction of memory and response selection and the nature of reallocation in the catching task.
We therefore agree with Slocum et al. (2000) that an artificial agent, capable of performing the two-ball task, may offer valuable insights into the dynamic integration of perception, attention, and action. Not only is the two-ball task relevant to the current issues of selective attention, but it also requires a sequence of action, extended over time in a dynamic perception-action cycle. VA's actions change its inputs, and its inputs change its actions. What is certainly not happening is the activation of a localized set of output nodes (e.g., "catch ball" units), but the flexible use of left and right movements to bring about the more abstract goal of catching the target objects. Finally, the agent is controlled by a small, relatively tractable network, amenable to both analytic and behavioral approaches. Our aim here was to extend this work by uncovering the psychological principles underlying the agent's selective behavior and compare these principles to current models in the psychological literature. As suggested above, we reasoned this was a no-lose operation: Either we would find new principles for selective attention or we might find current theories of selective attention embedded within the dynamic perception-action loop of VA. Either outcome enriches psychological theories of human performance.
Selective Attention in an Artificial Evolved Agent

Method
Architecture of the Artificial Agent and Structure of the Task
An important part of previous approaches by Beer and colleagues (Goldenberg, Garcowski, & Beer, 2004; Slocum, Downey, & Beer, 2000) has been to place only minimal constraints on the range of solutions that might be found to the selective-attention problem. Generic network architectures were used that allowed the genetic algorithm maximum freedom to operate. We followed this approach as well (see Figure 2) . Our VA had an array of seven proximity sensors, each of which signaled the distance between VA and any object surface intersecting the sensor ray. VA had two motor units, one for left and one for right movement, and a hidden layer of eight units. Each unit was reciprocally connected to every other, with the exception of the sensor array. Each sensor sent outputs to all the hidden and motor units, but the only input to sensor units was the direct external input from the environment. Activation equations and other details are provided in Appendix 1.
This architecture is hardly constraining, but it does have a very important property for our analyses: We can outline distinct sources of inputs to the motor units. First, there is the connection between the two motor units. Across the variety of agents we have developed and examined, we consistently find that the motor units establish between them a mutually inhibitory connection. We will not address this further here. However, we will concentrate on the two other sources of motor input. The first we call the external source, consisting of the direct inputs from the sensors. Because there are no connections within the network to allow modulation of the sensors themselves, only events in the external world can directly change this input. The second source of inputs to the motors is the internal source, consisting of input from the hidden layer. The recurrent connections within the hidden layer provide it with potential to remember, to compare current and other "goal" states, and to offset, override, or amplify the effects of the external source. We will return later to address in detail the interaction of external and internal sources in VA.
The choice of a genetic algorithm over a supervised-learning procedure like backpropagation was also important. With a supervised-learning procedure, the agent would have to be provided with feedback about whether its action, at every step, was correct or incorrect. This kind of feedback cannot be provided without a theory about the best way to perform the action. For example, suppose the agent moved away from the first ball to inspect the second. Is this correct or incorrect? The question cannot be answered without an underlying theory of how the task should be done. As stated above, it is not our aim to develop a theory a priori about the task and test it. A supervised-learning procedure is therefore simply not suitable. The virtue of an unsupervised procedure, such as reinforcement learning or a genetic algorithm, is that only the goal state is specified, not the intervening steps. Because of this hands-off approach, solutions to the two-ball task found by the genetic algorithm reflect the computational structure of the task instead of our own intuitions or ingenuity.
Finally, to verify that VA performance was selective, we also constructed a baseline agent. We have described above how, in the general case, the two-ball task requires selective processing. However, the demands on selection will vary based on specific circumstances. To take an extreme example, if two balls fall one directly behind the other, there would be no response conflict, as the same response would work to catch both balls. Our baseline agent was constructed from VA by deleting VA's hidden units. The baseline agent therefore had the same direct sensor-to-motor connections as VA, but no other source of internal inputs to the motors. The best that this agent can do is to track the center of input "mass," as described earlier. Put another way, the lack of internal input sources means that the baseline agent has no way to selectively allow parts of the external input to control the motors. In a situation of response conflict, in which the two balls required the agent to move in opposite directions, the baseline agent would be forced to position itself somewhere between the two targets. A minimum requirement for demonstrating selective abilities in the two-ball task is therefore to exceed the performance of the baseline agent.
Training
VA always began each trial centered along the bottom of its simulated environment and was trained to catch targets falling from the top to the bottom by centering itself underneath the targets before they impacted. There were two types of attentional demand: single-and dual-target trials. On dual-target trials, the two targets, T1 and T2, were released simultaneously, falling with a constant vertical velocity and with zero horizontal velocity. By definition, T1 traveled faster than T2, and so needed to be prioritized for response. Once T1 impacted, it was removed from the environment so that it no longer blocked the sensors.
The starting position and speed of targets in training were varied factorially as follows. There were four factors describing dualtarget trials: T1 side-T1 started 24 units left or right of center; T2 side-T2 was positioned to the left or right of T1; spatial separation-T1 and T2 were either relatively near (24 units) or far (48 units) from each other; and temporal separation-again near or far. On temporal-near trials, T1 and T2 fell at close to the same speed (4 and 3) and so impacted at nearly the same time; on temporal-far trials there was greater difference in speed (5 and 2) and they impacted further apart in time. This factorial design creates 16 types of dual-target trials. For greater generalization, these 16 trials were each presented three times during each training epoch, offset 8 units to the left, 8 to the right, and with 0 offset. The training set ensured it was physically possible to catch both targets. After catching T1, the agent had to travel at most 55% of its maximum velocity to catch T2.
In addition to the dual-target trials described above, a training epoch included single-target trials. Single-target trials were created by simply removing one target from the dual set, so that there were Figure 2 . Architecture of the visual agent. Connections between layers, indicated by arrows, represent bilaterally symmetric connections. The hidden and motor layers are fully intraconnected, so that each unit is connected to every other unit within the layer using bilaterally symmetric weights. The sensor neurons all have the same parameters: gain, bias, and time constant. Similarly, each motor has identical parameters. The hidden layer neurons, however, have bilaterally symmetric parameters. 48 focused T1 trials in which T1 was presented without T2 and 48 focused T2 trials in which T2 appeared without T1. There were then a total of 144 trials in each epoch, requiring the catch of 192 targets.
Unlike the training set used by Slocum et al. (2000) , targets here fall straight down. We chose this approach because it limited the space of possible trials and allowed us to sample that space systematically with a factorial design, without changing the necessity of selective attention and action.
The genetic algorithm used to evolve weights to control VA's network minimized the value of the objective function-the total miss distance divided by the total number of targets processed. Miss distance was calculated as the center-to-center separation between a target and the VA when the target's bottom vertical position equaled or exceeded the top of the VA's vertical position. Pseudocode describing the operation of the genetic algorithm is provided in Appendix 2. Search was halted when the best population member did not change after 1,000 generations and the agent had evolved at least 5,000 generations. At this point a new search would be initiated with a different initial population.
We assessed catching performance based on the overlap between VA and a target. Catch error was the distance between target and VA center at the time of catch from target, divided by the size of the target (capped at 100%); catch accuracy was simply 1 minus catch error, varying from 1 (perfect catch) to 0 (no overlap between VA and target). Mean catch accuracy for all targets over the training trials was 99% after 3,000 generations.
Approximately 4 million agents were generated through the genetic algorithm and evaluated on the training trial corpus, for a total of approximately 600 million simulated trials. VA was selected for further testing and analysis as the best performing agent.
Testing
After training, performance was assessed on a set of 500 randomly generated test trials, varying target parameters within the limits established by the training trials. T1 was positioned a random distance of 0 to 20 units left or right of center, and T2 a random distance of 24 to 48 units left or right of T1. T1 speed was generated as a real number between 4 and 5, and T2 speed in the range of 2 to 3 units per time slice. For each test trial, T1 and T2 accuracy were measured in both dual conditions (both targets falling), and single conditions (only one of the targets).
Simulation Results: VA Network Structure
Examination of the VA network revealed a well-organized set of weights, schematized in Table 1 (see Appendix 3 for complete details). We first consider the sensor-to-motor connections, what we referred to as the external source of inputs to the motors (see the section, Architecture of the Artificial Agent and Structure of the Task). In general, the further a sensor was towards the periphery, the higher was its differential weighting between the motors. Recall that each sensor was connected with both motor units, and that the motor units acted to push the agent (e.g., activation of the left motor over the right would push the agent towards the right). So for example, if the rightmost sensor was triggered, it would strongly activate the left motor and strongly inhibit the right motor, so that, in the absence of any internal signal, VA would be pushed towards the source of stimulation. In this way, given a peripheral target, the sensors would bias the motors to move towards that target. As the agent aligned itself under the target, the input from the sensors to the motors would equilibrate. Thus, the sensor-tomotor layer implemented a system that would allow VA to track the center of input mass.
The connections between the two motor units were mutually inhibitory, as were their self-connections. The lateral inhibition between motors enhanced the contrast of motor activations, whereas the self-inhibition ensured that in the absence of input from the rest of the network, the agent would come to a stop.
The sensor-to-motor and within-motor connections above constituted the entire baseline agent network and were also part of VA. The remaining connections involved the hidden layer-sensor-tohidden, within-hidden, hidden-to-motor, and motor-to-hidden connections. The influence of the hidden layer through these connections constituted the internal source of influence to the motors. This internal source was present in VA but not the baseline agent, and it is this source that must provide selective processing of inputs.
As can be seen in Table 1 , a partitioning emerged within VA, based upon the direction of movement. One half of the hidden units formed a group with excitatory connections to the left motor and inhibitory connection to the right motor; the other half showed the reverse pattern. Both groups were self-exciting and mutually inhibitory, thus suggesting a competition within the network between response tendencies. In other work (Ward & Ward, 2006) , we have analyzed the network structure and behavior of VA with regard to explicit conflict monitoring mechanisms (e.g., Botvinick, Braver, Barch, Carter, & Cohen, 2001 ), but instead found that conflict resolution was a distributed function across the network. This is an illustration of a more general result, that in general we were unable to attribute specific functions to the hidden units. That is, unlike the external source, in which the function could be readily derived from the structure of the connections (i.e., track the 
Note. Entries in the table indicate the connection relationships between groupings (adapted from Ward & Ward, 2006) . HU ϭ hidden unit; M1 ϭ motor unit 1, the left motor unit; M2 ϭ motor unit 2, the right motor unit; S ϭ sensor; L ϭ the group as a whole tends to move the agent left; I ϭ inhibitory; E ϭexcitatory; R ϭ the group as a whole tends to move the agent right. Motor units "push" the simulated visual agent (VA); that is, M2, the right motor unit, pushes VA to the left. When sensors S1-S4 are activating, they tend to move the agent left by exciting as a group HU5-HU8 and M2, whose activation also moves the agent left. However, S1-S4 inhibit HU1-HU4 and M1, because activation of these units tends to move the agent right. For simplicity, the middle sensor (S4) is grouped with both left/right sensor groups. See Appendix 3 for an explanation of the process used to determine the inhibition/excitation pattern and details of weight values.
center of "mass"), to understand how the internal source worked, we needed to move to behavioral analyses of the agent.
Simulation Results: VA Behavior on the Novel Test Trials
We looked in detail at VA performance on the 500 randomly generated single-and dual-target test trials. These trials represent previously unseen combinations of target speeds and positions. In the statistical tests we report below, we use the 500 randomly generated test-trials as a random sample of the population of possible test trials, to assess the influence of experimental factors such as attentional demand, on VA's behavior. That is, our statistics address the reliability of VA's behavior within the testing environment.
Selection for T1
Our first task was to determine whether VA was capable of selective target processing on novel trials. The main question was, how much did T2 interfere with T1 catch? For an agent with perfect selectivity, focusing entirely on T1, the presence or absence of T2 should make no difference in catching T1. Figure 3 shows that both VA and the baseline agent performed the singletarget task essentially perfectly. As expected, the addition of the second target in dual conditions greatly interfered with the baseline agent's performance, 99.5% vs. 79.1% for single and dual conditions, respectively, t(499) ϭ 30.6, p Ͻ .0001.
The relatively poor performance of the baseline agent was no surprise, as the lack of internal modulation in the baseline agent meant there was no possibility for selectively activating or suppressing the effect of one target over another. Instead, the baseline agent simply tracked the combined activation from both targets, following the center of input mass. For this reason, not only did the presence of T2 reduce T1 accuracy for the baseline agent, but it did so in a specific way, so that the agent missed T1 on the side towards (81%, 407 of 500 trials) rather than away from T2 (18%, 93 of 500 trials), 2 (1) ϭ 197, p Ͻ .0001. In contrast, VA showed much greater selectivity. T1 accuracy was affected significantly but only slightly by the presence of T2, 99.7% versus 95.2% for single and dual conditions, respectively, t(499) ϭ 22.42, p Ͻ .0001. However, VA was clearly less affected by the presence of T2 than was the baseline agent, so that T1 catch accuracy in the dual conditions was significantly better for VA than the baseline, t(499) ϭ 23.6, p Ͻ .0001. Further, unlike the baseline agent, VA did not simply track the center of input mass, being equally likely to catch T1 on the side towards (49%, 247 of 500 trials) or away from T2 (51%, 253 of 500 trials), 2 (1) ϭ 0.07, ns. We want to be clear about our purpose in examining the baseline agent's performance. The fact that a network with more units and connections (VA) performed a task better than one with fewer (baseline) is not the point. In fact, we saw in pilot work that increasing the number of sensors in the baseline agent had little effect on performance, and there was surprisingly little effect in changing the number of hidden units in VA (see Goldenberg et al., 2004 , for a detailed analysis), suggesting that what is important is not the number of units and connections per se, but whether it is possible to gate activity between sensors and motors. As we mentioned before, it is clear that in the general case, that dual trials cannot be solved to a high level without internal sources allowing selective processing of the input. However, we wanted evidence that our specific set of dual-target trials required this internal source of processing. The failure of the baseline agent highlights the importance of this internal source for our dual-target trials. With this point established, we will now focus our analysis primarily on VA and how it achieved selective processing.
Conflict of Internal and External Sources Within VA
What principles underlie VA's abilities for selective target processing? We first consider how the multiple information sources in VA contribute to its final behavior. As described previously, VA's motor units (and therefore VA's actions) are controlled by the combination of three input sources: the connections within the motor layer itself; the external source-the direct connections from the sensor array to the motors; and the internal source-the activity based on the hidden layer. Each motor unit integrates all its inputs, and movement of VA is based on the difference in activation between the two motor units. If an input source activates one motor unit over another, then we can understand that source as voting for VA to move in a particular direction. Figure 4 illustrates the activity of the external sensor and internal hidden sources of VA. The figure shows activity concluding with the catch of T1. In Figure 4A , T1 was slightly to the right of VA (3 units), and T2 to the left (44 units). We can identify three episodes within the trial: an early undifferentiated period; a second episode in which the hidden layer biases VA towards T2; and a final episode in which the bias is towards T1 prior to catch. The initial period of quiescence extends from time slice (t) 0 to 200, and there is relatively little differentiated activity in either the sensors or hidden layer. The second episode occurs from t ϭ 200 to 400, in which VA moves to a position between T1 and T2. Error bars show standard error of the mean (although many of these are too small to be visible). Both agents show near-perfect performance in single-target conditions. In the dual-target conditions, the baseline unit shows a greater decline in first target catching performance, that is, interference from the second target on first target catch.
Around t ϭ 200, the sensors start to indicate a right move, towards T1. As we have seen, the direct connections from the sensors to the motors in VA will tend to keep VA aligned under the center of perceptual mass. As T1 falls, this center of mass moves towards T1, and the sensors attempt to move VA in this direction. However, shortly after t ϭ 200, the hidden layer also initiates its own differential activity, but this is towards the leftward T2. This activity of the hidden layer overrides that of the sensors, so that during the period t ϭ 200 to t ϭ 400, VA actually moves horizontally further away from T1 and closer to T2. In the section Out-of-View Trials and Memory for T2 Position, we argue that during this time, VA is likely creating a memory for T2 position, to be used later in the trial. The third and final episode begins around t ϭ 400. Eventually, the bias of the hidden layer towards T2 relaxes and reverses, so that the hidden layer now drives VA back towards T1. From t ϭ 400 until final impact of T1, VA (A). On this trial, VA starts slightly left of T1; the second target (T2) is far to the left. VA first moves away from T1, towards T2, until a maximum miss distance is reached at time slice (t) ϭ 370. From this point on, VA moves steadily back towards T1 to make a perfect catch. Throughout most of the trial, the sensor units are biasing VA to move rightwards, underneath T1. This trend is offset by a stronger bias from the hidden layer towards the left until t ϭ 370. From this time to T1 catch at t ϭ 525, both sensors and hidden layer agree on the direction of VA movement. (B). Both T1 and T2 are left of VA. Early in the trial, both sensor and hidden layers agree to move left. VA first moves under T1 at t ϭ 231. Shortly after this time the sensor and hidden layers signal conflicting responses: The hidden layer is biasing movement further towards T2, while the sensors are trying to stay under T1. The maximum miss distance is reached around t ϭ 330, after which time course of processing looks very similar to Figure 4A . moves toward the T1 landing position, resulting in a perfect T1 catch. Note that during this final episode, the hidden layer generates stronger movement towards T1 than the sensor layer. That is, if VA, having positioned itself well to the left of T1, now had to rely solely on activity from the sensor array to get back to T1, it would likely miss T1 towards the T2 side. However, with the signal from the hidden layer, VA is able to offset the influence of T2 during this final stage and move VA directly under T1. Figure 4B shows a similar time course of competition between internal and external sources. In this example, VA starts far to the right of both T1 and T2, with T2 further away. The sensors initially push VA towards the left, moving closer to both targets. At t ϭ 231, VA has moved directly underneath T1, but the sensors continue to push VA towards a position intermediate between both targets. During this time, the hidden layer is relatively noncommittal. However, as VA crosses under T1, the hidden layer kicks in to push VA even further left, towards T2 and away from T1. During the period around t ϭ 250 to t ϭ 350, the hidden layer is opposing the sensors, keeping VA towards the T2 side of the center of input. Again, VA is likely to be forming a memory for T2 position. After t ϭ 350, the hidden layer pushes VA away from T2 and toward T1 for the final catch, amplifying the bias of the sensor layer.
For simplicity, we have not directly illustrated the activity of the motor layer. Briefly, the two motor units each have identical self-connections and identical connections between them. The input flowing along these connections comprises the intralayer motor signal. We found that the activity of the motor layer consistently opposed the signal generated by the combination of sensor and hidden layers. That is, VA movement direction was determined by the combination of the sensor and hidden layer signals; the intralayer motor signal acted to oppose this movement, although it did not appear to override it. Thus, the motor signal acted as a source of negative feedback on current movement.
There is a surprise here. We demonstrated earlier that VA's selective processing abilities can prevent T2 from interfering with T1 catch (see Figure 3 ). Yet we have now seen that prior to T1 catch, the hidden layer can also allow VA to move closer to T2 than would be possible with just the signal from sensors (e.g., t ϭ 200 to 400 in Figure 4A , and t ϭ 250 to 350 in Figure 4B ). This illustrates the complexity of the competing demands in this task. In order to make perfect catches of T1, VA must ignore the influence of T2. However, if VA were to ignore T2 completely, it might fail or be ineffective in catching T2. The solution found by VA is to process T2 early in the trial, while there is time before the final stages of T1 catch. Before T1 impact, VA then focuses processing exclusively on T1. In this way, VA switches its interest in T2 on and off during the trial.
Out-of-View Trials and Memory for T2 Position
One set of dual-target trials presented a special challenge for VA, those in which the spatial separation was far, and the temporal separation was near. The temporal and spatial parameters on these trials meant that a good catch of T1 resulted in T2 being outside the sensor array-that is, after an accurate T1 catch, the agent would be looking at a simply blank sensor array. We refer to T2 in such cases as being out of view (OOV). In the training set, all the far-spatial-near-temporal trials produced an OOV T2 if T1 was accurately caught, and this accounted for 25% of training trials. In the test set, T2 was OOV on 17% of test trials. So, if no compensatory mechanism were available, selective processing of T1 would be expected to lead to significant T2 failure. However, T2 catch accuracy on OOV trials was very high, 99.8% in OOV training trials, and 85.8% in OOV test trials.
By contrast, the baseline agent never caught a T2 that went OOV, nor would it be expected to, relying on its sensor-to-motor connections. When unable to sense any activity from an OOV T2 following T1 catch, the baseline agent simply remained stationary. Because of its tendency to track the center of input mass, OOV trials were less frequent for the baseline agent than VA, as it tended to keep both targets within its sensor array throughout the trial. Thus, the agent gave up some T1 catch accuracy with the effect of avoiding a complete miss of an OOV T2. We constructed a special test set in which the separation between T1 and T2 was 60 units, too great to allow the baseline's strategy of maintaining contact with both targets. With these trials, the baseline agent was simply immobile after catching T1, because T2 was always OOV. In contrast, VA was still able to catch most of the T2s in this set (see Figure 5) .
A further analysis determined the time course of memory formation in VA by removing T2 input during the trial. We analyzed the 83 OOV test trials obtained with far-spatial and near-temporal separation. Performance on these trials, as measured by initial move accuracy, was 89%. We then removed T2 input following "T1 selection," defined as the time at which VA moved away from T2, never to move back until after T1 catch. If memory for T2 was formed after T1 selection, removing T2 input after this point should abolish memory.
Removing T2 input during this period had the effect of changing 13 of the OOV trials into in-view trials, leaving us with 70 OOV trials for analysis. Of these 70, there were 52 trials (74%) in which Figure 5 . Accuracy of the visual agent's (VA's) first move after catching the first target (T1) when the second target (T2) is out of view (OOV) at the time of T1 catch. On OOV trials, T2 is out of view at the time of T1 catch. The figure plots how frequently VA's first move is towards T2. VA performs well above chance levels on all OOV trials in training, our original set of test trials, and on a second set of test trials with extended spatial separation. Error bars show mean standard error.
VA's initial move was in the correct direction, as opposed to 89% for the unlesioned VA. Although this difference in memory as measured by first-move accuracy was significant, t(151) ϭ 2.43, p ϭ .016, lesioned performance was still far better than chance, t(69) ϭ 4.62, p Ͻ .0005. The intact T2 memory suggests that, on most trials, memory formation must have largely taken place before T1 selection. Such relatively early memory formation would free VA from the apparently conflicting demands to both isolate T2 from response mechanisms and create a memory for its location at the same time.
Finally, we expected that the source of memory within VA must lie within the hidden layer, and verified this through selective lesioning. Hidden-to-motor links were severed immediately after T1 catch. The lesioned VA then failed to catch any OOV T2s. It did catch all in-view T2s because, as in the baseline agent, the intact sensor-to-motor connections were capable of moving VA towards the center of input mass. One function of the processing stream through the hidden layer of VA is therefore to provide the substrate of memory for unseen targets. However, as we will see below, that is not the only function of the hidden layer.
Reactive Inhibition of T2: Three Tests
We have already seen that during the final phases of the T1 catch, VA is selectively processing T1 and ignoring the influence of T2. However, once T1 is caught, VA must reallocate processing to the previously ignored T2. As noted earlier, studies of negative priming in people have identified robust costs for exactly this kind of reallocation. We found multiple lines of evidence suggesting a similar use of inhibition in VA.
Hesitation based on T2 visibility. VA in the two-ball task is in a similar situation to participants in negative priming experiments. Selective processing of T1 requires insulation from the effects of T2. But after catching T1, VA must reallocate processing to the previously ignored T2. Might we therefore see a similar negative priming cost in VA? We observed that for a short time after catching T1, VA was remarkably immobile. We defined hesitation as the time between T1 catch and the time when VA moved 3 units from the point of catch (3 units rather than 1 to avoid occasional hysteresis effects). After catching T1, there was an average hesitation of 35 time slices before VA moved again. We were then even more surprised to find that the hesitation period depended upon whether T2 was within the sensor array immediately following T1 catch. The hesitation period was longer when T2 was in view, within the sensor array, than when it was OOV, t(498) ϭ 9.79, p Ͻ .0001.
This may seem like a counter-intuitive result. After all, once T1 is caught and removed from the environment, VA must now catch T2. On OOV trials, T2 is nowhere to be seen, but on in-view trials, T2 is sitting in plain view-should not this facilitate the T2 catch? This intuition is countered by the predictions of a reactive inhibition model. According to reactive inhibition, a T2 that is visible for longer periods would be expected to receive greater inhibition, to prevent it from becoming the selected target for action. Thus, the in-view T2 would be expected to receive more inhibition than an out-of-view T2. After T1 is caught, and the time comes to respond to T2, the greater inhibition would result in longer response latencies.
Inhibition of T2.
Reactive inhibition fits the pattern of hesitation we observed, but alternative accounts might be possible. For example, could it be that on in-view trials VA has the luxury of waiting to be more certain of T2 position before moving? In any case, we wanted to take advantage of VA's tractable nature to search for direct evidence of inhibition.
In the section Conflict of Internal and External Sources Within VA, we showed that internal and external sources within VA can conflict and described periods of peak conflict between these sources (Figure 4) . Under normal circumstances then, VA's actions result from the integration of its external and internal sources. According to a reactive inhibition model, during the period leading up to T1 catch, VA is developing an inhibitory signal to prevent response towards T2 during the T1 catch. This signal must be generated internally from within the hidden layer.
We isolated the internal source by disconnecting VA's sensor inputs immediately after T1 impact. As a result, VA's actions were no longer determined by the combined effect of internal and external sources but by the internal source only. In the set of 500 random test trials, there were 417 in-view and 83 OOV trials. Under normal conditions, in which VA action is based on internal and external sources, VA's first move after T1 catch was towards T2 on 89% of OOV trials (74 of 83) and on 100% of in-view trials. The effects of the lesion on this pattern were dramatic. Removing external input after T1 catch had virtually no effect on the OOV trials because there was no external input from T2 at this point anyway. In this case, after the lesion, VA moved towards T2 on 86% of trials (71 of 83). For OOV items, the internal signal therefore directed VA towards the target. However, on in-view trials, when action was determined only by the internal source, VA moved away from T2 on 99% of in-view trials (416 of 417 trials). Clearly, on in-view trials, the internal signal acted to inhibit any response to move towards T2, as generated by the external source.
We therefore see a striking dissociation that underlines VA's flexibility in inhibiting nontargets. In this task, target selection is not a discrete event but an ongoing process. VA maintains inhibition of T2 as long as T2 is a strong response competitor. But this inhibition is applied according to circumstances: Inhibiting the OOV T2s is not only unnecessary but would make the subsequent catch of T2 more difficult.
Inhibition and conflict between internal and external sources. We have now seen two demonstrations of conflict between internal and external sources within VA: first, the time course of conflicting response biases from internal and external sources ( Figure 4) ; second, the internal, inhibitory signal generated to offset the response bias generated by external activation from T2 (Inhibition of T2). We have also argued that hesitation is an indicator of this inhibition (Hesitation based on T2 visibility). In this section, we tie together the ideas of reactive inhibition, source conflict, and hesitation, as follows.
1. According to a reactive inhibition model, inhibition is most necessary and should be applied most strongly during the peak of conflict between internal and external sources.
2. If external signals from T2 are eliminated at the time of peak conflict, then the need to inhibit response towards T2 should be reduced.
3. Reduced T2 inhibition should then result in reduced hesitation.
To test this logic, we ran a test of 1,000 trials, identical in every way except for T2 speed. As T2 speed increases, we see changes in the latency of peak conflict. We defined latency of peak conflict as the time at which the internal and external sources showed maximum disagreement about the direction in which VA should move. By our reasoning, these peaks should predict the point at which removing T2 input should have the greatest impact on hesitation. In this experiment, T1 and T2 were both left of VA, with a near-spatial separation of 24 units, so that T2 would be in-view after T1 catch. T1 speed was fixed at 4.5 units per time slice, whereas T2 speed was chosen randomly from 2.0 to 3.5. Under these conditions, the mean T2 hesitation was 34.78 time slices for the intact agent. We implemented four cuts of T2 external input, based on peak conflict latency: peak Ϫ 15 to peak (i.e., starting at 15 slices prior to peak latency and ending at peak latency); peak to peak ϩ 15; peak ϩ 15 to peak ϩ 30; and peak Ϫ 15 to peak ϩ 15. The results are illustrated in Figure 6 . The two cuts involving the 15 time slices before peak conflict latency showed significantly less hesitation than the control condition. The other two cuts, in which T2 input is removed after peak onset, were only marginally different from the control condition. This result strongly supports the reactive inhibition account: When T2 input was eliminated during the period immediately before peak conflict of internal and external sources, the need to inhibit T2 was reduced, as was the subsequent hesitation to move towards T2 after T1 catch.
Reactive Inhibition: Do People Behave Like VA?
We have demonstrated that VA uses reactive inhibition to select targets for action. However, at this point we have only weakly linked VA performance to human performance. In this section, we use our simulations with VA to generate novel empirical methods and predictions. Would people demonstrate reactive inhibition in a catching task like the one VA performed?
Although reactive inhibition has been observed in a variety of contexts, there are some important differences between the catching task used to investigate VA and the prime-probe method generally used to investigate negative priming and reactive inhibition in people (for a review, see Grison, Tipper, & Hewitt, 2005) . The prime-probe method consists of pairs of trials, a prime and a probe. On both prime and probe trials, there is a target and a distractor. In control conditions, the items on the prime trial are unrelated to the items on the probe trial. In the crucial ignoredrepetition conditions, the distractor on the prime trial is the target on the probe. Negative priming refers to the robust result that responses in the ignored-repetition probe trials are slower than in control trials. Reactive inhibition refers to the way in which the negative priming cost increases with the salience of the distractor on the prime trials.
Two different approaches to explaining negative priming and reactive inhibition are inhibition and retrieval-based accounts. Inhibition accounts focus on the use of distractor inhibition to achieve target selection . Retrieval accounts suggest that the ignored-repetition conditions produce a mismatch of encodings (Neill, Valdes, Terry, & Gorfein, 1992) . In the prime trial, the distractor is coded as an object to be ignored. When the same object is reencountered in the probe trial, the stored memory of the object is retrieved. This memory is meant to include the recent information that the object was meant to be ignored. In this way, the retrieved memory conflicts with current demands to respond to the object, and the conflict results in slowed responses. Tipper (2001) reviews both inhibition and retrieval approaches and suggests that both processes may be crucial.
It can be seen that in the prime-probe method, the distractor on the prime trial is genuinely irrelevant to the task. This is not so in the catching task, which is a dual-target task, requiring action to both objects. It is therefore possible that reactive inhibition might be used to prevent interference from a distractor, as shown by the prime-probe method, but not to promote successive processing of multiple targets, as required in the catching task. Indeed, by a retrieval-based account (Neill et al., 1992) , if T2 were encoded into memory as a target rather than as an object to ignore, negative priming or reactive inhibition might not be expected. To our knowledge, no study of negative priming or reactive inhibition has been made under conditions similar to the catch task. For these reasons, it was vital to directly compare reactive inhibition in VA and people.
Experiment 1. Hesitation Based on T2 Visibility
Our investigation of the selective attention mechanisms of VA focused on the differences between trials in which T2 was either in-view or OOV. In our first experiment, we presented people with conditions essentially identical to those faced by VA. Participants saw simulated falling objects, presented from a first-person perspective, so that the objects approached the viewer as they "fell" (see Figure 7) . The speed and size of the objects relative to the field of view were identical to that presented to VA, so that T2 was either in view or OOV after T1 catch. Participants used the left and right Arrow keys of a standard keyboard to move left and right to catch the falling targets. If human participants behaved similarly to Figure 6 . The latency of peak conflict between internal and external sources was determined for 1,000 test trials. Sensory input from the second target (T2) was cut for short periods around the peak latency, and subsequent visual agent (VA) hesitation to T2 measured. The figure shows hesitation for four separate T2 cuts. The onset and duration of each cut are indicated by the width of the shaded bars. The height of each bar extends one standard error above and below the resulting mean hesitation. The dashed line at 34.78 ms denotes hesitation with normal T2 input. The figure shows that a cut of T2 input just before the time of peak source conflict reduces hesitation, whereas cuts after this time have little effect on hesitation. This suggests that the inhibition of T2 develops during the period leading to peak source conflict.
VA, we would expect to see (a) marked hesitation following the catch of T1 before a move towards T2; and (b), crucially, that this hesitation should increase with T2 salience: Hesitation should be greater for in-view than OOV trials.
Method Stimuli
The viewing window subtended an area of 11.5°square at an approximate viewing distance of 50 cm (head position was not fixed). This viewing window was centered within an otherwise black computer screen. As with VA, this window provided /6 degrees of visual angle into the environment. The environment was a scale model of that used in the VA simulations, 275 units deep and 400 units wide. Targets were 22 units wide. At the start of the trial, targets subtended approximately 2°visual angle. Targets were shaded by an apparent light source from the bottom of the screen, to provide depth information, corresponding to the depth information provided by VA's proximity sensors. The simulated physics of the task were reasonably accurate, so T1s correctly occluded T2s as they fell and as the participant moved.
Procedure
Before the trial began, the two balls appeared on the screen. The participant initiated the trial by pressing the spacebar. At this time the balls began to approach the observer, increasing in size. The participant could move the viewing window left and right by pressing the arrow keys. Participants could move the viewing window at a maximum speed of about 3 units per time slice. When T1 impacted, it was removed from the environment so that it could not occlude T2. The trial ended when T2 impacted. Participants were instructed to "catch" the targets as accurately as possible by centering the viewing window on each target before it impacted. They were asked to prioritize the target falling the fastest by centering this catch as accurately as possible. In other words, participants were asked to prioritize T1 catch accuracy. T1 fell at a relative speed of 4 units per time slice, T2 at 3, as in the near-temporal conditions seen by VA. The trial from initiation to T2 impact took approximately 4.5 s. Each time slice corresponded to 60 ms.
Design
The design closely followed the trial structure of the VA experiments and presented a specific subset of the training trials used for VA. The following factors manipulated target characteristics: T1 position (T1 was 24 units left or right of center); T2 position (T2 was either left or right of T1); and the crucial factor of visibility (T1 and T2 were separated by 24 units in In-view conditions, 48 in OOV). Note that visibility refers quite specifically to whether T2 would be within the sensor array at the time of an accurate T1 catch. Given the spatial and temporal parameters of the experiment, each participant completed 32 repetitions of the 2 ϫ 2 ϫ 2 design, for a total of 256 trials, presented in unpredictable order.
The main dependent variable was hesitation, defined as the time between T1 impact and the participant's next key press. We also measured catch error and accuracy for T1 and T2. As with VA, catch error was the distance between the center of the viewing window and the center of the target, divided by the size of the target; catch accuracy was simply 1 minus catch error.
Participants
Sixteen participants recruited from the University of Wales, Bangor Student Panel, for course credit. Data from one participant were removed due to excessive T2 misses (10 standard deviations from group mean).
Results and Discussion
A small number of trials in which T1 was missed were excluded from analysis (0.4% of total). Participants were capable of selectively processing T1 in all conditions, and catch accuracy for T1 was high and not affected by visibility, 91.5% for in-view and 91.6% for OOV, F(1, 14) ϭ 0.089, ns. As expected, catch accuracy for T2 was affected by visibility, such that mean accuracy was greater for in-view (91.8%) than OOV trials (89.3%), F(1, 14) ϭ 32.4, p Ͻ .0001. These scores indicate that participants performed the task at a reasonably high level but do not bear on our main hypotheses.
Distributions of hesitation scores for each condition were iteratively trimmed for each participant to within three standard deviations of his or her condition means. This trimming removed 2% Figure 7 . Sample displays from Experiments 1 and 2. People were presented with a catching task essentially identical to that faced by the visual agent (VA) in terms of the spatial and temporal characteristics. (A) Samples from a trial in Experiment 1, in-view conditions. Both targets begin within the viewing window. As the targets fall, the second target (T2) remains in view until the final phases of the first target (T1) catch, when T1 will fill the entire viewing window. (B) Samples from an out-of-view trial in Experiment 1. Because of the greater spacing between targets, it is impossible to keep T2 in-view while still making a good catch of T1. (C). An example from Experiment 2. The spacing between targets is as in the in-view conditions of Experiment 1, but now one of the targets is high contrast from the background, and one is low contrast. Illustrated is an example of a low-T2-salience trial.
of trials, and the analysis of variance was calculated on the remainder.
Our measure of hesitation was the time from T1 impact to the participant's next key press. On 99.2% of trials, this movement was in the correct direction, towards T2. Mean hesitation time was 121 ms. This sizable duration was mediated by a significant main effect of spatial separation, such that hesitation was greater for near trials (126 ms, SD ϭ 10.95) than for far (117 ms, SD ϭ 12.19), F(1, 14) ϭ 12.3, p ϭ .003.
Just as we saw with VA (see the section, Hesitation based on T2 visibility), people were slower to respond to T2 when it was within their field of view than outside of it. This result follows straightforwardly from a reactive inhibition account. We suggest that in people, just as in VA, an in-view T2 requires greater inhibition than an OOV one to prevent it from interfering with T1 catch. When the time then comes to respond to T2, this greater inhibition must be overcome, resulting in greater hesitation before movement towards T2.
Experiment 2. Hesitation Based on Relative Color Salience
The manipulation of T2 visibility in Experiment 1 replicates the conditions faced by VA. Given VA's crude perceptual system, the in-view/OOV distinction is one of the only means available to manipulate target salience in VA. However, we are not so limited with people. In this experiment, we wanted to replicate and extend the findings of Experiment 1, using a form of salience that was not related to the different spacing between the targets and in which salience was unrelated to memory demands for T2 position. In this experiment, we manipulate the relative salience of T1 and T2 by color; that is, the contrast between object color and background color, while maintaining constant spatial separation between the targets. In high-T2-salience conditions, T2 was bright red and T1 was a blue color similar to the display background. In low-T2-Salience conditions, the colors were reversed, so that T2 was now a color similar to the background, and T1 was bright red.
Method
Methods in this experiment were the same as in Experiment 1, with the exceptions noted below
Design
The factor of importance was the relative T2 salience, as described above. Other variables manipulated the appearance of T1 and T2: T1 position (T1 could be either 24 units left or right of center); T2 position (T2 was 48 units left or right of T1); and speed (in near conditions, T1 and T2 fell with speeds of 4 and 3, respectively; and in far, with speeds 5 and 2, respectively).
Stimuli and Procedure
The stimuli and task were just as in Experiment 1, except for the design factors described above controlling the position and color of the targets. The single spatial separation of targets corresponded to the near conditions of Experiment 1.
Participants
Thirty participants were recruited from the University of Wales, Bangor Community Participant Panel. The data from one participant were lost due to experimenter error; another was excluded due to excessive T2 misses (6 SD greater than the group mean). Participants were paid £5 for participation.
Results and Discussion
Analysis proceeded as in Experiment 1. The few trials in which T1 was completely missed were removed (0.08% of trials). Mean T1 catch accuracy was again high and not significantly affected by relative salience, 87.9% for high T2 salience, 87.6% for low, F(1, 27) ϭ 1.09, p ϭ .306. T2 catch accuracy was also high and not significantly affected by relative salience, 95.1% for low T2 salience, and 94.9% for high, F(1, 27) ϭ 2.04, p ϭ .165. As in Experiment 1, these results show that participants performed the task to a good standard.
Of course, our main interest was in hesitation after T1 catch. The predictions derived from VA's behaviors were clearly confirmed. Hesitation distributions were trimmed as in Experiment 1, removing 2.1% of trials, and the remainder submitted to an analysis of variance. Mean hesitation time was 118 ms. The first move after hesitation was towards T2 on 97.2% of trials. Hesitation was mediated by a significant main effect of speed, such that hesitation was greater for fast (129 ms, SD ϭ 16) than slow trials (108 ms, SD ϭ 20), F(1, 27) ϭ 106.5, p Ͻ .0001. Most importantly, there was a significant main effect of relative salience, so that as predicted, hesitation was greater for high-T2-salience trials (121 ms, SD ϭ 21) than for low (116 ms, SD ϭ 22), F(1, 27) ϭ 7.66, p ϭ .01. That is, people were slower to respond to the bright red T2 than to the dull blue T2. There were no other significant main effects or interactions at the .05 level.
General Discussion
We constructed and analyzed a variant of the minimally cognitive VA developed by Beer and colleagues (Beer, 2003; Goldenberg et al., 2004; Slocum et al., 2000) . We are not aware of other computational models in the psychological literature of perception and action that have the scope of this one. VA embodies a small but, we would argue, genuine example of the perception-action loop. VA is a tractable model but spans sensory input to selective processing to temporally extended action and back again. Its actions change its inputs and vice versa. Action in VA involves an extended sequence of motor outputs in response to sensory inputs. This is a much richer notion of action than models in which action is more frequently the activation of a single node or response rule. VA is a different kind of model than many previous ones. As we have emphasized, VA is not an attempt to instantiate a predefined set of theoretical principles but an attempt to build a working agent, whose cognitive mechanisms can be readily dissected to understand how they operate. Our network architecture and experimental conditions were as generic as possible, so that the computational structure of the problem was more important in driving the solution than our own intuitions about how selective attention might work.
A combination of analyses showed that VA achieved selective processing of T1 by reactive inhibition of T2. First, VA was slower to respond to more salient, compared to less salient T2s. Second, we isolated a signal within the hidden layer that inhibited responses towards salient T2s. Finally, we found that inhibition of T2 depended upon the extent of conflict between internal and external sources within VA. These results all point to an internal, inhibitory signal generated in response to perception of T2 and based on T2 salience.
Inhibition was generally applied against T2 position during the final stages of T1 catch. However, this general statement omits the fact that the internal response to T2 was flexible and sensitive to task requirements. First, VA was also able to create, maintain, and use a memory for T2 when it was impossible to keep both targets within its sensor array. Inhibition of T2 position was not applied against this memory of T2 position. Second, VA was capable of both inhibiting and facilitating responses toward T2, even before T1 catch. We observed that VA early in the trial could move towards as well as away from T2, consistent with constructing a memory for T2 position.
We found that people in the catching task behaved very much like VA. In Experiment 1, we found that people, like VA, were slower to respond to T2s that remained in their field of view after T1 catch. In Experiment 2 we further extended these results to show that other forms of T2 salience could affect inhibition. In this experiment, we found that when T2 stood out clearly from the background relative to T1, it was responded to more slowly after T1 catch. Not only do our experiments with people replicate and extend our findings with VA, they are also novel demonstrations of reactive inhibition, in a context where responses are required to two targets every trial.
VA's architecture was purposefully generic; however, the competitive structure that emerged is potentially very powerful. The Houghton and Tipper (1994) model utilized an opponent-process circuit to implement reactive inhibition. In this circuit, each response is linked to an opponent node that is associated with stopping that response. The response node has an excitatory connection to the opponent, and the opponent has an inhibitory connection to the response. In this way, the more powerfully a response is activated, the more powerfully that same response is inhibited by the opponent. This opponent circuitry has been used more recently by Bowman, Schlaghecken, and Eimer (2006) , for a related purpose, to illustrate how response activation from subliminal priming can be inhibited and suppressed by a "braking" opponent-process. We observed what might be a similar opponent circuit within VA (see Table 1 ). Within the hidden and sensor layers, the internal structure we observed largely consisted of reciprocal connections: excitatory connections between units representing a particular movement direction and inhibitory connections between units representing different moves. However, the connections from the motor-to-hidden layer were opposed to the hidden-to-motor connections. That is, the motor units tended to inhibit the hidden units that activated them. In an interactive network, it can quickly become very difficult to trace the causal effect of one activation upon another. However, we think it is important to note that this circuitry, at the very least, appears consistent with an opponent-process suitable for reactive inhibition. Although VA's architecture was purposely generic, this architecture does include a fundamental constraint, as it has two routes from sensors to motors: a direct route and an indirect route through the hidden layer (see Figure 2) . Architecturally, this setup is similar to dual-route models of stimulus-response compatibility, like the one of Eimer, Hommel, & Prinz (1995) . The Eimer et al. model describes two routes to action. The direct route consists of relatively fixed stimulus-response associations; it rapidly but inflexibly activates response tendencies based on simple sensory analysis. The associations between stimulus and response created by the direct route are meant to be the result of hardwiring or a lifetime of experience. The second, indirect, route allows for flexible and arbitrary bindings of stimuli to responses, under the control of the agent. By this model, so-called conflict tasks reflect the opposing operation of these two routes. For example, in the Stroop effect, word reading would activate responses by a relatively direct route, whereas naming the ink color requires the more arbitrary associations provided by the indirect route. When the two routes agree, responses are fast; but resolving conflict between the two routes slows responses. Overall, it can be seen that performance is determined by the integration of two information sources, one fixed and one flexible.
The two routes of VA play similar functional roles to those of the Eimer et al. (1995) model. The direct route of VA converts sensory input into motor responses in a simple and inflexible way. For VA, the direct route acts to push VA towards the center of input activation. The indirect route is capable of much more flexible behavior, moving VA towards or away from individual targets as needed. Like the dual-route model of Eimer et al. (1995) , performance in VA is determined by the integration of two sources, one fixed and one flexible. VA therefore highlights a way to unify thinking about selective attention and stimulus-response conflict.
We have discussed our findings primarily in terms of reactive inhibition and focused on how hesitation has varied as a function of the salience. However, the very fact of hesitation demonstrates a difficulty in reallocating from one target to another and is interesting in itself. As noted earlier, studies of attentional dwell time and attentional blink have documented the transient interference arising when attention must be reallocated from one target to another in rapid succession (Ward, Duncan, & Shapiro, 1996) . The hesitation shown by VA and by our participants is consistent with a similar difficulty in reallocation. In the case of VA, it is clearly the case that hesitation is a byproduct of T2 inhibition. Could a similar account be made for the attentional blink? Interestingly, recent behavioral, neurophysiological, and computation studies have also linked the phenomena of reactive inhibition and the attentional blink. Loach and Mari-Beffa (2003) found that in a paradigm very similar to the standard AB task, items following the initial target were inhibited as a function of their temporal proximity to the target. This suggests how an AB pattern of interference might emerge from phenomena of reactive inhibition: Items closer to the initial target may require greater inhibition to prevent interference and therefore greater subsequent inhibition. The time course of the AB would reflect the degree of inhibition applied.
A recent neurocognitive approach, (Hommel et al., 2006; Kessler, Gross, Schmitz, & Schnitzler, 2006 ) also links attentional dwell time to reactive inhibition. By this approach, attention to a target creates a stable suppressive state that prevents processing of other, temporally near items. What is essentially reactive inhibition is used to create this stable state, so that the greater the competitive strength of unattended items, the more powerfully they are suppressed. Greater suppression makes it more difficult to perturb the resulting stable state and allow for reallocation to new targets. This suggests, for example, why the effectiveness of T1 masking is important in inducing the AB: The more powerful the competitors for T1, the greater the blink on T2. The model allows for parallel processing of targets close in time, and so can potentially accommodate the sparing of T2 accuracy that can be found at very short T1-T2 lags; this is not the case in the catching task performed by VA, as parallel catching of targets is physically impossible. Otherwise, however, VA demonstrates in a working model something very similar to this stable state proposal, linking interference in reallocation to prior inhibition used to maintain selective attention and actions. More specifically, in VA it was the conflict between internal and external control of action that introduced the need for suppression and subsequent interference with reallocation.
The present analysis shows how internal and external sources can agree and can conflict on preferred movement direction. We have seen for example how hesitation when reallocating between targets can be reduced if input from external sources is removed before peak source conflict (e.g., Figure 6 ). Similar results are found when conflict is defined by peak violations of constraint equations describing stable states of the VA network (Ward & Ward, 2006 ). It appears that conflicts between internal and external sources can be closely tied to violations of the constraint equations; and, in particular, peak latency is similar in both cases. For further analysis of VA behavior based on violation of its constraint equations, see (Ward & Ward, 2006) .
In an important respect, it would be desirable to develop agents with different and more sophisticated perceptual and action systems. The primitive nature of VA's sensory system very much restricted the forms of salience we could present. For example, a simple manipulation might be to multiply input from each target by a coefficient of salience. In this way, more salient items would generate greater input than less salient ones. However, VA fails to catch targets reliably with this kind of manipulation, for the conceptually uninteresting reason that the magnitude of input codes the distance of the target. Thus, VA is misled about the distance of targets from impact. It would therefore be very interesting to see how reliably reactive inhibition or other mechanisms emerged given different forms of sensory systems, motor systems, and environments. For example, the current version of VA is stuck with its "eyes" straight ahead, unable to move the sensory focus of its body. In a more sophisticated agent with motor control of both eye direction and body position, might reactive inhibition be observed in one or both motor systems?
But in another respect, VA's simplicity is important, and not just for the ease of analysis. The mechanisms VA uses cannot be simple theoretical curiosities. These mechanisms have been selected only because they are successful, not because they are elegant or consistent with results of some previous experiments. For us, the fact that VA uses reactive inhibition to facilitate selection was both unexpected and exciting. Unexpected, because there was nothing in the architecture of VA to specifically promote reactive inhibition or any other specific mechanism. Exciting, because this result suggests a common solution to common problems in our extremely simple agent and in people. That is, at one end of the scale, we have an agent with minimal perceptual, motor, and cognitive systems, consisting of 17 simple processing units, and evolved for operating in an environment consisting of only two other objects. At the other end of the scale, we have people, with (to date) indescribably complex perceptual, motor, and cognitive systems, representing the operation of many billions of extremely complex neural units, adapted for an environment that is likewise highly complex and difficult to predict. Both must solve selective attention problems, and we have found evidence that both use reactive inhibition to do so. It seems extremely unlikely that this is simply a coincidence. Consider the phenomenon of lateral inhibition. It is a powerful computational mechanism allowing contrast enhancement and is evident in a variety of cognitive architectures. Perhaps reactive inhibition is a similarly fundamental computational mechanism for selective processing in any embodied agent. This is certainly an idea worth testing in other agents, both organic and artificial. opposite is true if we consider the H5-H8 weights to H1-H4. Hence, we concluded that at a group level, H1-H4 and H5-H8 were self-exciting and mutually inhibiting. Table A1 shows the evolved CTRNN parameters for agent VA. Table A2 gives the bilaterally symmetric weights of sensors to hidden units where S ϭ sensors, HU ϭ hidden units. Table A3 gives the bilaterally symmetric, recurrent weights of the hidden units to each other. Table A4 gives the bilaterally symmetric weights from the sensors to the motors. Table A5 gives the bilaterally symmetric weights from the hidden units to the motors. Table A6 gives the bilaterally symmetric weights from the motor units to the motors. Table A7 gives the bilaterally symmetric weights from the motor units to the hidden units. 
