Abstract-The widespread monitoring of electricity consumption due to increasingly pervasive deployment of networked sensors in urban environments has resulted in an unprecedentedly large volume of data being collected. Particularly, with the emerging Smart Grid technologies becoming more ubiquitous, real-time and online analytics for discovering the underlying structure of increasingdimensional (w.r.t. time) consumer time series data are crucial to convert the massive amount of fine-grained energy information gathered from residential smart meters into appropriate demand response (DR) insights. In this paper we propose READER and OPTIC, that are real-time and online algorithmic pre-processing frameworks respectively, for effective DR in the Smart Grid. READER (OPTIC) helps discover underlying structure from increasing-dimensional consumer consumption time series data in a provably optimal real-time (online) fashion. READER (OPTIC) catalyzes the efficacy of DR programs by systematically and efficiently managing the energy consumption data deluge, at the same time capturing in real-time (online), specific behavior, i.e., households or time instants with similar consumption patterns. The primary feature of READER (OPTIC) is a real-time (online) randomized approximation algorithm for grouping consumers based on their electricity consumption time series data, and provides two crucial benefits: (i) time efficiently tackles high volume, increasing-dimensional time series data and (ii) provides provable worst case grouping performance guarantees. We validate the grouping and DR efficacy of READER and OPTIC via extensive experiments conducted on both, a USC microgrid dataset as well as a synthetically generated dataset.
INTRODUCTION
T HE emergence of Cyber-Physical Systems (CPS) such as smart grids is leading to extensive digital sampling of power networks [1] . This has been possible due to the pervasive deployment of sensing instruments that generate large volumes of data with high velocity. The growing prevalence of smart meters deployed in large numbers by US utilities for example, has enabled the collection of energy consumption data from residential and commercial customers at unprecedented scales [2] . Specifically, energy consumption is sampled and reported back to the utility at 15-min granularity leading to a 3;000Â jump in the volume of data traditionally collected by power utilities [3] . Such growing availability of energy consumption data offers unique opportunities in understanding the dynamics on both sides of the meter; customer behavior on the consumption side and operating requirements, planning, and optimization on the utility side. The data deluge however imposes utilities with the challenging tasks of managing massive sets of fine-grained electricity consumption data and applying data analytics to perform data-driven coordination of energy resources and efficiently deal with peak demand (e.g., by Demand Response (DR) programs [4] .) The high and often constantly increasing dimensionality of electricity consumption data in particular makes traditional machine learning and data mining techniques computationally intractable [5] . In this introductory section we first introduce briefly the demand response mechanism as a representative Smart Grid application, and explain why the datadriven analysis enroute to effective DR is important but at the same time challenging. We then state our proposed research contributions.
Demand Response Application in a Nutshell
With the emerging Advanced Metering Infrastructure (AMI) becoming more ubiquitous, unique opportunities for intelligent management of the power grid arise in order to improve efficiency and reliability, mainly due to the ability of extracting many features from electricity consumption shapes. One canonical Smart Grid application where such feature information is useful is Demand Response. In this application, the utility generally uses daily power consumption data (e.g., peak usage, duration and time of day, etc.) at a micro time scale (e.g., 15 minute intervals) from individual customers in the service area to forecast the future (e.g., next day) demand and initiate energy curtailment programs that can avoid a supply-demand mismatch. A step further is the Dynamic/ Real-Time DR which (i) moves away from the static decision making process of first collecting the data for an entire day and then forecasting the next day demand, and (ii) allows utilities to dynamically choose when and how to shed consumption often in real-time, i.e., forecast the immediate future (the next few seconds) demand from the data already collected apriori for that day, with a latency of few seconds. These (both DR and dynamic DR) curtailment programs target individual customers whose power usage is expected to increase in the near future (seconds, minutes, hours, days), and in turn offers them incentives to shift their impending demand in a bid to relieve the stress on the power grid. The programs could also target specific time instances when the power usage of the consumers in a locality is expected to increase, and in turn offer incentives to consumers to shed load at those time instants. In addition to energy consumption curtailment, predicting consumption demand of consumers for the next few hours helps a utility plan for additional generation, say, by using backed up stored energy, or purchasing power from the energy market.
Motivational Setup
In this section, we mention our research motivated related to effective DR implementation by an utility in a large locality, and follow it up a description of the research challenges.
DR-Driven Research Motivation
Although effective demand response promises finding "appropriate" customers for the right incentive program, due to heterogeneity in customer behavior, the implementation of such programs can turn out to be very costly for large localities with millions of consumers. Modeling each consumer separately has advantages (e.g., personalized models may capture rich, individual characteristics leading to more accurate forecasts), however the net computational effort required to individually keep processing (e.g., performing data analytic operations), each consumer over time at finegrained intervals of about 15-minutes, is enormous [6] .
Aggregating data from multiple customers into "virtual consumers" instead, reduces the variability of each virtual customer, and thus reduces the prediction error of the aggregated load of each cluster of customers [2] , [3] (via the Law of Large Numbers [7] ). Intuitively, it is expected that people sharing certain characteristics (e.g., similar lifestyles or household appliances) will generally exhibit similarities in their consumption behavior (See details in Section 2.1). This hypothesis has been hard to validate in the past because of insufficient consumption data. With the advent of smart meters however it has become possible to analyze at scale, finely granular consumption at the individual and group level. More importantly, splitting users in different groups by characterizing individual consumption facilitates the application/recommendation of diverse consumption curtailment strategies across the user base.
Motivation-Driven Challenges
While consumer grouping has its benefits, it does not come without a trade-off. Traditionally, each point in the group is represented by the time series of a single consumer. As the time series grows (with the advent of new data from the smart meters at periodic intervals) linearly with time, grouping techniques are faced with the problem of increasing dimensionality, where each time unit is a dimension. Increasing dimensionality is a major issue to the space-time performance of existing time series grouping algorithms; such algorithms are designed to perform well only for fixeddimensional data sets [8] , and give bad performance for dynamic time series data whose dimensions keep increasing with time, requiring the need to constantly generate new groupings in either a real-time or an online manner. Windowing techniques can be applied to keep dimensionality constant, however this approach may lead to accuracy degradation; as important consumption patterns might be overlooked in favor of more recently added data points.
Goal-In this paper, we address the challenge of designing efficient consumer grouping solutions in both, real-time as well as in an online fashion for increasing-dimensional consumption time series data, and pave the way for dynamic (real-time/online) demand response. In this regard, we investigate consumer grouping solutions that are executable online or in real-time to enable fast, adaptive, accurate, and fine-grained periodic decision making by the utility.
Research Contributions
Existing efforts (See Section 6) on consumer grouping for DR have resorted to the well known unsupervised learning technique of clustering for fixed-dimensional data sets as their primary tool, because of its simplicity and effectiveness. Even though the traditional clustering problem is computationally intractable [9] for fixed-dimensional data sets, we posit that it is feasible to organize a massive corpus of increasing-dimensional time series data into clusters near optimally, in polynomial time. In this regard, we make the following research contributions in this paper.
1)
We propose READER, a two-step pre-processing framework for effective real-time DR. As the first pre-processing step in READER, we design and analyze a batch randomized approximation algorithm, BCLUS, that groups a given set of fixed-dimensional vectors comprising of consumer energy consumption data in polynomial time. For any given data set, our algorithmic output approximates a fðkÞ-clustering configuration that is within a constant factor gap, i.e., Oð1Þ gap, of the optimal clustering configuration, where k is the pre-specified number of clusters, and fðÁÞ is a logarithmic function of k (See Section 3.1). 2) As a second pre-processing step in READER, we use BCLUS to propose and analyze a real-time randomized approximation algorithm, RTCLUS, that clusters in realtime a given set of increasing-dimensional consumer time series data into k pre-specified clusters in polynomial time. RTCLUS is based on a divide-and-conquer approach and outputs a clustering configuration that is within Oðlog kÞ approximation gap of the optimal clustering configuration, where k is the specified number of clusters (See Section 3.2). 3) In regard to effective online DR, we propose the OPTIC pre-processing framework. OPTIC consists of OTSC, an online deterministic approximation algorithm with provable performance guarantees (See Section 2.4.) to dynamically cluster energy consumption data points on the fly (See Section 4.1). Based on OTSC, we design the OPTIC algorithm, that is an online randomized algorithm providing better provable performance guarantees to online clustering compared to OTSC, the deterministic approximation version (See Section 4.2). 4) We validate the efficacy of the READER and OPTIC frameworks through extensive experiments conducted on (i) a USC microgrid energy consumption dataset for a given year, and (ii) a synthetically generated consumption data set for an entire year. We first show that with respect to consumer grouping, both READER and OPTIC outperforms existing batch and online clustering algorithms in terms of speed and clustering quality. Once we have the clusters, DR actions can be recommended for individuals in a cluster, or the cluster as a whole, based on the respective energy consumption patterns. In this regard, our results also show that READER and OPTIC driven energy consumption predictions for DR activities using the multi-variate ARIMA forecasting technique are very accurate on average within a Mean Absolute Percentage Error (MAPE) of upto 3 percent. This statistic holds true for both high (e.g., every few seconds) and standard (e.g., every 15 minutes) sampling rates of energy consumption values and subsequent frequency of prediction demands (see Section 6) . To the best of our knowledge, READER (OPTIC) is the first framework to address the problem of provably optimal consumer grouping for DR purposes in real-time (online), high dimensional data Smart Grid environments. 5) Our proposed consumer segmentation approaches are extendible to domains beyond the Smart Grid, and applications other than demand response.
PROBLEM SETUP
In this section, we first state the significance of mining emerging behavior from individual consumer dynamics. We then describe our problem setting, which is followed by a description of the model preliminaries for both the realtime and online consumer grouping scenarios.
Mining Emerging Behavior
Intuitively, energy consumption is expected to be periodic, as it is governed by human activities that usually follow some schedule (e.g., daily or weekly). For example, in workplace and even residential settings, it is very likely that people are at the same place on Monday mornings, and therefore it is also likely that an emerging behavior can be recorded. In this case the energy consumption of a building will be similar on Monday mornings even if occupied by multiple tenants with different schedules or hosts hundreds of office spaces. As an example, we present daily consumption observations over a course of a year for four buildings of different types in Fig. 1 . From the figure, it can is seen that, despite the differentiation between consumption patterns among individual buildings, consumption is relatively stable for each of the buildings individually at a specific point in time over the course of a day throughout the year. Some variation is to be expected depending on the function of buildings (e.g., the second building from the left demonstrates a significant drop in consumption during summer). Similarly, usage is likely to differ by few half hours earlier or later due to natural irregularities in behavior (e.g., someone returned home at 6:30 p.m. instead of 6 p.m.). In our study, we are focusing on intervals ranging from a few seconds to 15 minutes, which even though can provide fine details on consumption, can be affected by small shifts in behavior (e.g., a tenant who overslept or worked at home on a Monday) can significantly impact the expected periodicity. Our premise is that such patterns can be detected and utilized efficiently both for consumer behavior analysis and load prediction.
Typically, utilities develop personalized models for each customer or rely on customer segmentation techniques, where individual models are made for each customer segment, to reduce their modeling and prediction uncertainty. Our hypothesis is that using our representation of time series (See Fig. 2 ) can lead to significant insights about customers' emerging behavior, and more importantly, to efficient very-short-term and medium-term prediction algorithms for electricity consumption forecasting. Our hypothesis is based on social theory, according to which individual human behavior often results in emerging collective behavior. Our assumption is that collective patterns should emerge as a result of individual patterns (as shown in Fig. 1 ). So, given our representation of time series in Fig. 2 , how does a utility go about uncovering such patterns for hundreds of thousands or millions of customers on a fine-grained dynamic time scale? In this work, we are venturing to address this question by appropriately grouping consumer time series data in online and real-time. Once we have the patterns grouped, DR actions can be recommended for individuals in a group, or the group as a whole.
Problem Setting
We consider a fixed large number of customers in a metropolitan area, whose time series data of energy consumption for a given period of each day (e.g., starting at 12 AM) and sampled every 15 minutes or less (including sampling intervals in the order of a few seconds) is known to the local utility. The utility wants to make energy consumption predictions with the goal of achieving consumption reduction during DR. As such, as a first step, the utility adopts a time series clustering technique to group customers together based on consumption trends. This not only lowers the prediction error per cluster (See Section 1) but also allows utilities to treat each cluster independently by customizing the DR program. Traditional clustering techniques require rerunning the clustering every time a new consumption data point is available. This is however time consuming and unfeasible in a real-time or online DR scenario. Here, dynamic (online or real-time) DR is characterized by the following key difference from traditional static DR: moves away from the static decision making process of first collecting the data for an entire day and then forecasting the next day demand, and allows utilities to dynamically choose when and how to shed consumption often in real-time, i.e., forecast the immediate future (the next few seconds) demand from the data already collected apriori for that day, with a latency of few seconds. As a result a clustering technique that can update itself with the advent of new data point/s for a given day withoutre-evaluatingthe segmentation from scratch is preferred. The objective is to dynamically update the customer clusters efficiently with respect to space (memory) and time complexity. In this paper we propose a online and real-time time-series clustering approaches with provable performance guarantees. Here, the term "performance guarantee" refers to the quality of clustering with respect to the optimal clustering (See Section 2.3) possible on the data points available currently.
Dynamic Clustering Challenge. Assume a time series clustering algorithm exists to dynamically update groups of users for efficient dynamic DR. Such an algorithm would need to deal with data that is increasing in dimensionality. Intuitively, the length of each vector cði; :Þ; 8i (i.e., vector of consumption values for customer i from Fig. 2 ) increases with time because new data points are added as they are recorded. This strictly increasing dimensionality is a major road block to the space-time performance of existing time series clustering algorithms; such algorithms are designed to perform well for fixed-dimensional data sets. Windowing techniques can be applied to keep dimensionality constant, however this approach may lead to accuracy degradation; as important consumption patterns might be overlooked in favor of more recently added data points.
Data Inputs. In our problem context, as inputs, we are given individual time series data for each of the m individual consumers in a locality, and we abstract each 'point' pertaining to the clustering problem (mentioned below) as an m-dimensional vector of energy consumption values for all consumers in a locality, at a particular time instant t (See Fig. 2 ). The dimension, m, of each data point is the number of consumers in a locality (which could be very high for metropolitan cities), and such data points keep arriving over time. Thus, we are potentially looking at a dynamic clustering problem over time, of high dimensional data points. The benefit of the point representation in Fig. 2 is that the dimensionality of each point remains fixed to the number of consumers, and we need not deal with the 'increasing-dimensionality' of data points any more, and can just focus on the dynamic clustering of incoming fixed-dimensional points.
Model Preliminaries-Real Time Grouping
We will model our real-time consumer grouping problem based on the traditional k-means algorithm. Although there exists other well known traditional time series clustering algorithms (See Section 6) upon which to design our realtime algorithm, we choose the k-means algorithm mainly due to its inherent simplicity to conduct mathematical analysis on. The k-means clustering problem is defined as follows: Given n points X & R m and a weight function w : X ! R 1 , the goal is to find a subset C R m ; jCj ¼ k such that the quantity: f C ¼ P xX wðxÞDðx; CÞ 2 , is minimized, where Dðx; CÞ denotes the l 2 (Euclidean) distance of x to the nearest point in C. When the subset C is clear from the context, we denote this distance by DðxÞ. Also, for two points x; y; Dðx; yÞ denotes the l 2 distance between x and y. The subset C is alternatively called a clustering of X and f C is called the potential function corresponding to the clustering. We will use the term "center" to refer to any c C.
Processing Dynamic Data in Real-Time. We use an "incrementing window" technique in our proposed realtime clustering algorithm (See details in Section 3.2) for processing dynamic time series data. As per the fixeddimensional point representation scheme in Fig. 2 , our algorithm will process data points in 'time chunks', i.e., the algorithms will (a) wait for a fixed pre-specified time interval (say an interval of length L, where L consists of l batches, each of size L l ), to allow all incoming data points in that interval as inputs for processing, (b) consequently process these data points in one pass and output the resultant consumer grouping, and (c) increment L to account for new arriving data points for processing in future passes, without ignoring the data points already seen thus far. Thus, at each pass a new consumer grouping will result, and we will continuously generate consumer clusters in real-time. The flipside of this incrementing window approach is the cumulatively increasing size of L, with each new arriving batch of data points to account for. However, (i) for DR applications in the Smart Grid, L-values are atmost 1 to 2 days long after which they are re-initialized again, and (ii) with modern day advances in computing technologies, even storing large volumes of data (e.g., energy consumption vectors for a million consumers in Los Angeles for 365 days at intervals of a few minutes) in memory is not an issue.
Algorithmic Definitions. We now state definitions that we use related to the algorithmics of real-time clustering.
(Competitive ratio, b-approximation). Given an algorithm B for the k-means problems, let f C be the potential of the clustering C returned by B (on some input set which is implicit) and let f C OPT denote the potential of the optimal clustering C OPT : Then the competitive ratio is defined to be the worst case ratio f C . The algorithm B is said to be b-approximation algorithm if
This definition might be too strong for an approximation algorithm for some purposes. For example, the clustering algorithm B might perform poorly when it is constrained to output k centers but it might become competitive when it is allowed to output more centers. In order to relax the strength of the definition, we state the following alternative definition. ((a,b)-approximation)-We call a clustering algorithm B, ða; bÞ-approximation for the k-means problem if it outputs a clustering C with ak centers with potential f C such that 1. For unweighted cases, wðxÞ ¼ 1 for all x X.
Model Preliminaries-Online Grouping
Online Clustering Principle. Our online clustering mechanism is based on the principle of Hierarchical Agglomerative Clustering (HAC) [10] , [11] . The basic idea is: initially assign n points to n distinct clusters; repeatedly merge pairs of clusters until their number is sufficiently small. HAC computes hierarchy trees of clusters whose leaves are individual points and internal nodes correspond to clusters formed by merging clusters at the children. The primary advantage of HAC-based algorithms is that (i) in a online setting (such as ours, where there is the advent of new data points, and we need to update the clustering accordingly in an efficient manner for each new advent), it is desirable to retain the hierarchical structure while ensuring efficient update and high-quality clustering, (ii) experience shows that HAC performs extremely well, both in terms of efficiency, as well as in cluster quality [12] , [13] , and (iii) the applicability of HAC extends to arbitrary metric spaces, and thus can accomodate a large number of distance metrics.
Problem Formulation. Assume a general arbitrary metric space M, e.g., R m . Consider a set of n 1 points in M that have already been clustered into k clusters so as to minimize the maximum cluster diameter. Here, each point is a vector of energy consumption values for a consumer at a particular time instant, the diameter of a cluster is defined to be the maximum inter-point distance in it, and the the distance between points in M is given by a distance function on the metric space, e.g., l 2 distance in R m . Now consider a set of n 2 points in M that are yet to arrive. For each point arrival, we need to design an algorithm (say A) that maintains a collection of k clusters such that either the input point is assigned to one of the current k clusters, or it starts off as a new cluster while two existing clusters are merged into one. Clearly A in online in nature. We define the performance ratio of A as the maximum over all update sequences of the ratio of its maximum cluster diameter to that of the optimal clustering for the input points, where the optimal clustering refers to a configuration of clusters that minimizes the average dissimilarity of any input point towards its closest center. By formulating our problem in this way, we enforce the requirement that at all times algorithm A will maintain a HAC for the points presented up to that time. Our main objective in this paper is to design A such that it is efficient in both computational time and space, and at the same time providing the best performance guarantee. We note here that it could have been the case that a newly arrived point could start off from a new cluster and we could allow the points of one old cluster to be re-distributed among the remaining clusters, rather than two clusters to be merged together. The problem with such formulations is that they do not lead to HACs.
On Online Problem Intractability. The static version of our HAC clustering problem falls into the group of problems known as pairwise clustering or Bregman k-center problems [14] , [15] . Both these problem types are NP-Hard in nature [16] , [17] , and in fact hard to approximate to within factor 2 for arbitrary metric spaces. Even if we consider the specific case of Euclidean metric spaces, the problem types are NP-Hard for data point dimensionality greater than or equal to 2 (such as in our case), and for arbitrary distance metrics. It is evident that with the static clustering problem being hard, the online version is at least harder. Thus, in our work we will look to design efficient approximation algorithms for the online clustering problem. In this regard, we borrow techniques from [18] , [19] to come up with an algorithm whose time complexity is solely a function of k.
THE READER ALGORITHMIC SUITE
In this section we describe in detail the READER algorithmic suite that consists of a batch clustering component and a real-time clustering component.
BCLUS-READER's Batch Component
Here, we design the first salient property of READER-a randomized batch clustering algorithm, BCLUS, that generates a clustering configuration that is Oð1Þ-competitive with potentially ak number of clusters, for a given k (i.e., we have an ak-means algorithm), where a > 1 is a logarithmic function of k. The main rationale behind designing BCLUS is to have a batch clustering output with the tightest bound (preferably Oð1Þ) to the optimal configuration of ak clusters for the given points at hand, even if it implies to increase the output configuration to more than k clusters. We will see in Section 4 that the tight optimality bounds provided by BCLUS will be used to develop an efficient real-time k-means clustering algorithm outputting k clusters. We now state the BCLUS algorithm (See Algorithm 1) and provide the algorithmic performance results. BCLUS is based on the k-means ++ algorithm in [20] .
The BCLUS Algorithm. A striking feature of the BCLUS algorithm is that in every round, instead of picking one center at random without replacement as in the k-means ++ algorithm in [20] , we choose Oðlog kÞ centers without replacement. Another salient feature of BCLUS is that unlike existing k-means algorithms (See Section 6) that require the 'well-separated' data property [21] to hold for ensuring provable clustering optimality guarantees, BCLUS makes no such assumptions.
Algorithm 1. BCLUS Finds a Batch Clustering
Input: (a) Point Set X & R m of consumer consumption data. Let n ¼ jXj be the number of data points, each of dimension m, and (b) Number of desired clusters, k N. Output: A clustering configuration, C with Oðlog kÞ clusters 1 Choose log k d e centers independently and uniformly at random from X 2 Repeat k -1 times 3
Choose log k d ecenters independently w.p.
4 for i 1 to Oðk log kÞ do 5 Set the cluster C i to be the set of points in X that are closer to c i that they are to c j for all j 6 ¼ i 6 for i 1 to Oðk log kÞ do 7
Set c i to be the center of mass of all points in C i such that c i ¼
Repeat Steps 4 to 7 until C no longer changes 9 return C We have the following theorem stating the performance guarantee provided via BCLUS. Theorem 1. BCLUS is an ðOðlog kÞ; Oð1ÞÞ-approximation algorithm, and runs in time Oðnmk log kÞ.
Proof. Before we analyse BCLUS via Theorem 1, we will need two results from [20] . We first state these results. t u Lemma 1. Let A be an arbitrary cluster in C OPT , and let C be the clustering with just one center, chosen uniformly at random from A. Then (i) E½f C ðAÞ ¼ 2 Á f C OPT ðAÞ, and (ii) Pr½f C ðAÞ < 8f C OPT ðAÞ ! Lemma 2. Let A be an arbitrary cluster in C OPT , and let C be an arbitrary clustering. If we add a random center to C from A, chosen with D 2 weighing to get C 0 , then (i) E½f C 0 ðAÞ 8f C OPT ðAÞ, and (ii) Pr½f C ðAÞ < 8f C OPT ðAÞ ! The following lemma shows that with constant probability step (1) of BTSC picks a center such that at least one of the clusters gets covered, i.e., jA 1 c j ! 1. Let us call this event E. Then we have the following lemma.
Proof. The proof follows from Lemma 2.
t u
We will now use Lemmas 1, 2, and 3 to derive two more lemmas that will act as the main pillars to proving Theorem
In the former case, using Lemma 2, we show that the probability of covering an uncovered cluster in the ði þ 1Þth round is large. In the latter case, we will show that the current set of centers is already competitive with constant approximation ratio. Let us start with the latter case. 
Proof. We get this result using the following sequence of inequalities:
Proof. we note that in the ði þ 1Þth round, the probability that a center is chosen from a cluster = 2 A i c is at least
Conditioned on this event, with probability at least t u We now use Lemmas 4 and 5 to prove Theorem 1. From Lemma 3, we know that event E, i.e., (jA i c j ! 1) occurs. Given this, suppose for any i > 1, after the ith round f C i ðX c Þ > f C i ðX u Þ. Then from Lemma 4 we have f C f C i 64f OPT . If no such i exists, then from Lemma 5 we get that the probability that there exists a cluster A A such that A is not covered even after k rounds is at most:
. So with probability at least 1 4 , the algorithm covers all the clusters in A. In this case from Lemma 5, we have f C ¼ f C k 32f C OPT . Thus, we have show that BTSC is a randomized algorithm for clustering which with probability at least 1 4 gives a clustering with competitive ratio 64. It is evident that the running time of algorithm BCLUS is Oðmnk log kÞ. Thus we have proved Theorem 1.
RTCLUS-READER's Real-Time Component
In the previous section, we devised BCLUS, a randomized batch clustering algorithm that takes as input, k, the number of desired clusters, and outputs a clustering C with ak clusters such that
b ¼ Oð1Þ in the worst case. In this section, using BCLUS, we propose our real-time randomized clustering algorithm, RTCLUS. We now state the RTCLUS algorithm (See Algorithm 2) and provide the algorithmic performance results.
The RTCLUS Algorithm Basis. The basis of of RTCLUS is a simple batch divide-and-conquer scheme, analyzed by [22] with respect to the k-medoid objective, and we use it here to approximate the k-means objective in a real-time setting.
Algorithm Intuition. In Section 3.1, we designed BCLUS, a variant of the batch k-means algorithm, primarily to cluster a given data set competitively into a configuration C having ak clusters such that
outputs ak clusters instead of the required k. RTCLUS uses BCLUS to process, i.e., cluster, a small batch of data arriving within a time interval, and combines this output with the output of the already processed batches of data that had arrived before in previous intervals using a divide and conquer approach (See Algorithm 2 and Fig. 3) , and outputs the resulting current clustering of the entire data set seen so far, to produce a competitive clustering configuration of k clusters. RTCLUS processes incoming data in an incrementing window fashion as described in Section 2.3, and outputs clustering configurations dynamically over time without chopping-off or discounting any of the data points seen earlier in its computation process. Thus, given the time of the day during which to compute a cluster configuration, RTCLUS is a function of a varying l value-the number of batches of data to be processed.
The primary advantage of using the divide and conquer scheme in our problem is to combine the output of efficient and competitive batch algorithms on fraction chunks of a large dynamically increasing data set to design an efficient competitive real-time algorithm that dynamically outputs a clustering configuration for the entire data set. In reference to Algorithm 2, for A we use the ð3 log k; 64Þ randomized approximation algorithm, k-means#, in [23] . For A 0 we use the ð1; Oðlog kÞÞ k-means++ randomized approximation algorithm.
Example Illustration. To give a practical example of our intuition, consider a day's energy consumption data for consumers gathered at 15-minute intervals, starting from 00:00 AM to 23:59 PM. BCLUS will be used to cluster data points that arrived in the past 30 minute batch from any given time reference. However, in order to ouput a clustering configuration at 3.00 AM of data from 00:00 AM to 3:00 AM, the utility will use a divide and conquer approach to combine the processed output of six batches of 30 minute data (from 00:00 AM to 3:00 AM) each, and produce a resulting clustering configuration of k clusters (See Fig. 3 for a diagrammatic  illustration) . Now, when the utility needs to compute a reclustering at 5.00 AM, it collects and batch processes 8 chunks of data arriving from 1.00 AM to 5.00 AM at 30 minute intervals, and combines this output (using the same divide and conquer method), and outputs the resulting clustering configuration of k clusters. Thus, in a single day, the multiple use of RTCLUS at various increasing time checkpoints requires RTCLUS to deal with varying l sizes. We have the following theorem stating the performance guarantee provided via RTCLUS.
Theorem 2. For any two ða; bÞ-randomized approximation algorithms A and A 0 , Algorithm RTCLUS outputs a clustering that is an ða 0 ; 2b þ 4b 0 ðb þ 1ÞÞ approximation to the k-means objective. RTCLUS runs in time Oðmnk log n log kÞ.
Proof of Theorem. Let T Ã ¼ ft Ã 1 ; . . . ::; t Ã k g be the optimal k-means for data set S. Let t Ã ðxÞ T Ã be the mean closest to point x. Likewise, let tðxÞ T be the point in T closest to x, and t i ðxÞ be the point in T i closest to x. Since we are dividing the data into subsets S i , we will need to talk about the costs of clustering these subsets as well as the overall cost of clustering S. We define by costðS 0 ; T 0 Þ to be the cost of means T 0 for data S 0 . Thus, costðS 0 ; T 0 Þ equals P xS 0 Dðx; T 0 Þ when the data points are unweighted, and equals P xS 0 wðxÞDðx; T 0 Þ, when the points are weighted. Here, Dðx; T 0 Þ is the distance of x to the closest point in set T 0 . The a 0 part in the theorem statement is obvious. The rest of the theorem statement will be proved over the following lemmas. or costðS; T Þ 2
Hence
This at most quadruples the cost, by first, the application of the triangle inequality, and then followed by the fact that ða þ bÞ 2 a 2 þ b 2 (due to the squared distance concept in k-means algorithm.). Hence we have proved Lemma 7. t u
Our final goal is to upper-bound costðS; T Þ, and we will do so by bounding the two terms on the right-hand side of Lemma 1. Let us start with the first of them. We'd certainly hope that P i costðS i ; T i Þ is smaller than costðS; T Ã Þ; after all, the former uses way more representatives (about akl of them) to approximate the same set S. We now give a coarse upper bound to this effect.
Proof. Each T i is a b-approximation solution to the k-means problem for S i . Thus
or from Lemma 7 we have,
Hence we have proved Lemma 8. t u
We now bound the second term on the right-hand of Lemma 6. To do so we just need to apply the triangle inequality. We have
where The proof of the optimality guarantee part of Theorem 2 follows immediately by putting together Lemma 6, 8, and 9. We now proceed to analyzing the time and space complexity of RTCLUS. We note from algorithm RTCLUS that A is the k-means # algorithm that runs on the data 3 log n times independently, and picks the clustering with the smallest cost. A 0 is just a single run of the k-means++ algorithm. We also note that the utility needs to run RTCLUS module on every time checkpoint it chooses to output a clustering configuration.
From the analysis and results in Section 3.1 in relation to algorithm BCLUS, we have with probability at least ð1 À ð 3 4 Þ 3log n Þ ! ð1 À 1 n Þ, algorithm A is a ð3 log k; 64Þ-approximation algorithm. Moreover, the space requirement remains logarithmic in the input size. In step (3) of algorithm RTCLUS, we run A on batches of data. Since each batch is of size ffiffiffiffiffi ffi nk p , the number of batches is ffiffi n k p , the probability that A is a ð3 log k; 64Þ-approximation algorithm for all the batches is at least ð1 À . Conditioned on this event, the divide and conquer strategy gives a Oðlog kÞ-approximation algorithm. The memory required for a single run of RTCLUS is Oðlog k Á ffiffiffiffiffi ffi nk p Þ times the logarithm of the input size. Moreover, the algorithm has a running time of Oðmnk log n log kÞ. Thus, we have proved Theorem 2. t u
THE OPTIC ALGORITHM DESIGN
In this section, we design our proposed online time series clustering algorithm, OPTIC. As mentioned earlier, due to to the inherent intractability of our clustering problem, we first resort to the design of an efficient approximation algorithm to address the online time series clustering problem. In order to ensure strong performance guarantees, we then construct a randomized online algorithm, i.e., OPTIC, for our clustering problem, the structure of which lies embedded in the non-randomized approximation online algorithm. We now describe this non-randomized (deterministic) algorithm.
The Deterministic Approximation Algorithm
Our approximation online algorithm is mainly based on two parameters, a and b (to be described later), and thus we will term it as the 'ða; bÞ-online time series clustering algorithm', or simply ða; bÞ-OTSC. The algorithm works in phases: at the start of phase i, it has a collection of k þ 1 clusters C 1 ; C 2 ; . . . ::; C kþ1 and a lower bound d i on the optimal clustering's diameter (denoted as OPT). Each cluster C i has a center c i which is one of the points in the cluster. The following algorithm invariants are assumed at the start of phase i: (a) for each cluster C j , the radius of C j defined as max p C j dðc j ; pÞ is at most ad i ; (b) for each pair of clusters C j and C l , the intercenter distance dðc j ; c l Þ ! d i ; and (c) d i OPT.
Algorithm 3. ða; bÞ-OTSC Finds a Time Series Grouping
Input: (a) Dynamic point set S & R n of consumer energy consumption data at time instants. Let n ¼ jNj-number of consumers, (b) Number of desired clusters, k, (c) Given dynamic set T of k clusters of currently observed data points, each cluster having at least one point, (d) Given ða; bÞ pair such that Each phase consists of two stages: the first is the merging stage in which the algorithm reduces the number of clusters by merging certain pairs; the second is the update stage in which the algorithm accepts new updates and tries to maintain at most k clusters without increasing the radius of the clusters or violating the invariants. A phase ends when the number of clusters again exceeds k. We now explain in detail the merging and update stages of our algorithm.
Merging Stage. The merging stage works as follows: Define d iþ1 ¼ bd i , and let G be the d iþ1 -margin graph on the k + 1 cluster centers, c 1 ; c 2 ; . . . ; c kþ1 . We define a d-margin graph on a set of points P ¼ fp 1 ; p 2 ; . . . :; p n g as the graph G ¼ ðP; EÞ such that ðp i ; p j Þ E if and only if dðp i ; p j Þ d. The graph G is used to merge clusters by repeatedly performing the following steps while the graph is non-empty: pick an arbitrary cluster C i in G and merge all neighbors into it; make c i the new cluster's center; and remove C i and its neighbors from G. Let C Note that it is possible that m ¼ k þ 1 when the graph G has no edges, in which case the algorithm will be forced to declare the end of phase i without going through the update stage. We have the following lemma regarding the merging stage.
Lemma 10. The pairwise distance between the cluster centers after the merging stage of phase i is at least d iþ1 , and the radius of the clusters after the merging stage of phase i is at most d iþ1 þ ad i ad iþ1 .
Proof. Prior to merging, the distance between two clusters which are adjacent in the margin graph is at most d iþ1 , and their radius is at most ad i . Therefore, the radius of the merged cluster is at most
where the last inequality follows from our assumption choice that a aÀ1 b. Now the distance between the cluster centers after the merging stage is d iþ1 , and a new cluster is created only if a request point is at least d iþ1 away from all current clusters. Therefore the cluster centers have pairwise distance at least d iþ1 . Thus, we have proved Lemma 10.
t u
Update Stage. The update stage continues while the number of clusters is at most k. When a new data point arrives, the algorithm attempts to place it in one of the current clusters without exceeding the radius bound ad iþ1 : otherwise a new cluster is formed with the update as the cluster center. When the number of clusters reaches k + 1, phase i ends and the current set of k +1 clusters along with d iþ1 are used for the ði þ 1Þth phase. We have the following lemma on the invariant preservation after every phase of our deterministic clustering algorithm.
Lemma 11. The k + 1 clusters at the end of the ith phase satisfy the following conditions: (i) the radius of the clusters is at most ad iþ1 , (ii) the pairwise distance between cluster centers is at least d iþ1 , and (iii) d iþ1 OPT, where OPT is the diameter of the optimal clustering for the current set of points.
Proof. We have k þ 1 clusters at the end of the phase since that is the terminating condition. From Lemma 1, the radius of the clusters after the merging stage is at most ad iþ1 , and from the definition of the update stage this bound is not violated by the insertion of new points. Now the distance between the cluster centers after the merging stage is d iþ1 , and a new cluster is created only if a request point is at least d iþ1 away from all current clusters. Therefore the cluster centers have pairwise distance at least d iþ1 . Since at the end of the phase we have k þ 1 cluster centers that are d iþ1 apart, the optimal clustering is forced to put at least two of them in the same cluster. It follows that d iþ1 OPT. Thus, we have proved Lemma 11. t u Algorithm 3 provides our algorithmic steps. We have the following theorem regarding the computational complexity of ða; bÞ-OTSC. Theorem 3. Algorithm ða; bÞ-OTSC has an optimal performance ratio of 8 in any metric space when both a ¼ b equals 2, and can be implemented to run in Oðk log kÞ amortized time per update.
Proof. Based on Lemmas 1 and 2, the algorithm ða; bÞ-OTSC ensures the invariant that d i OPT at the start of phase i. The radius of the cluster during phase i is at most ad iþ1 . Thus, the performance ratio at any time during phase i is at most b, are a ¼ 2; b ¼ 2. Thus, algorithm ða; bÞ-OTSC has a performance ratio of 8 in any metric space, and the ratio is tight.
Regarding the computational complexity of the algorithm, we first assume that there is a black-box for computing the distance between two points in the metric space, in unit time, and this is a reasonable assumption. We maintain the edge lengths of the complete graph induced by the current cluster centers in a heap. Since there are at most k clusters, the space requirement is Oðk 2 Þ. When a new point arrives, we compute the distance of this point to each of the current cluster centers, which requires OðkÞ time. If the point is added to one of the current clusters, we are done. If, on the other hand the new point initiates a new cluster, we insert into the heap edges labeled with the distances between this new center and the existing cluster centers. This step takes Oðk log kÞ time. For accounting purposes in the amortized analysis, we associate log k credits with each inserted edge. We will show that it is possible to charge the cost of implementing the merging stage of the algorithm to the credits associated with the edges. This implies the desired time bound.
We assume without loss of generality that the merging stage merges at least two clusters. Let d be the margin used during the phase. The algorithm extracts all the edges from the heap which have length less than d. Let m be the number of edges deleted from the heap. This deletion step costs Oðm log kÞ time. The d-margin graph on the cluster centers is exactly the graph induced by these m edges. It is evident that finding new cluster centers usign the margin graph takes tie linear in the number of edges of the graph, assuming the edges are given in the form of an adjacency list. Forming the adjacency list from the edges takes linear time. Thus, the total cost of the merging phase is bounded by Oðm log k þ mÞ = Oðm log kÞ time. The credit of log k is placed with each edge when it is inserted into the heap accounts for this cost. Thus, we have proved Theorem 3. t u As above-mentioned, the performance ratio of ða; bÞ-OTSC is 8, but we can do significantly better if we use it as the backbone to design a randomized algorithm, as shown next.
Randomized Algorithm (OPTIC) Design
The randomized algorithm remains essentially the same as the deterministic one, the main change being the value of d 1 , which is the lower bound for phase 1. In the deterministic case we choose d 1 to be the minimum pairwise distance of the first k þ 1 points, say x. We now choose a random value r from the closed interval ½ 1 e ; 1 according to the probability density function 1 r . We also set d 1 to rx, redefine b ¼ e, and force a to be equal to e eÀ1 . We now state our randomized algorithm, OPTIC, that is based on the dynamic information retrieval theory in [24] .
The following theorem regarding the computational complexity of ða; bÞ-OPTIC. Proof. Let s be the sequence of updates, and let the optimal cluster diameter for s be gx, where x is the minimum pairwise distance of the first k + 1 points. The optimal value is at least x, so g ! 1. Now suppose we choose d 1 ¼ rx for some r ð , where i is the largest integer such that
Let i Ã be the integer such that e i Ã À1
g < e i Ã , and d ¼ 
therefore, E½r r eOPT dðe À 1Þ dðe À 1Þ ¼ eOPT:
Thus, the expected diameter is at most 2eOPT , thereby proving Theorem 4. t u
EXPERIMENTAL EVALUATION
In this section, we provide the details of our experimental setup and analyze the clustering results of applying our proposed suite of algorithms in the real-time and online environment.
Experimental Setup
To test the performance our proposed randomized algorithms, RTCLUS and OPTIC, we use two types of data sets: (i) building energy consumption data for an year, for 115 buildings in the campus of the University of Southern California, and (ii) a synthetically generated energy consumption dataset for an year for the 115 buildings. Our rationale behind experimenting on a synthetic data set is to get away with the energy consumption periodicities that might arise in a real organizational data set, and also to simulate a genuine real-time scenario (hard to get such sampled data for such scenarios) where sampling and prediction demands arrive in intervals of a few seconds. We generate synthetic time series data using the method proposed in [25] . The USC microgrid data is fine-grained and captures energy consumption (in kilowatt hour-(kWh)) points for each of the 115 buildings at every 15-minute interval. Thus, we have 115 time series data elements at our disposal, for a time duration of an entire year. We obtain this data from the university's facility management services. Mapping the data set to the RTCLUS setting (See Fig. 2 ) results in individual data points having 115 dimensions each. We use a single machine from the university's center for high-performance computing to run our experiments. As part of RTCLUS and OPTIC's clustering performance, we study three metrics: (i) time to real-time or online clustering of the entire data set, (ii) the corresponding clustering cost, where the cost is computed using the l 2 euclidean metric, and (iii) the quality of the clustering. With respect to measuring the clustering quality, we adopt a well known index of quality, the Silhouette Index [26] , that estimates the cluster cohesion (within or intra-variance) and the cluster separation (between or inter-variance) and combines them to compute a quality measure. Extensive experimental results conducted in [26] indicate that Silhouette Index is the best performing index to estimate cluster configuration quality. The Silhouette Index for a given clustering configuration C is defined as follows:
where
and
For the given USC microgrid data set, we vary the number of clusters from 5 to 15, into which the data set is going to be segmented. For each (# of clusters) configuration, we vary the batch size ranging from points collected in a 15 minute interval to points collected within an hour interval, at gaps of 15 minute intervals. Thus, we may have a batch consisting of points arriving in the last 15, 30, 45, or 60 minutes. In this paper, we call such arrival intervals as sampling intervals (SIs). Since we deal with the university at the building level rather than individual user level, we initialize L to be half a day on January 1st, and extending to the entire year of 2013, without worrying about running out of memory for increasing L. Given k-the number of clusters, we assume that at least k points are available to the RTCLUS algorithm as initial input, and it subsequently clusters new data points in a realtime fashion as mentioned Section 3.2. The algorithm stops when all the data points from the data set are exhausted. This is when we record our time, cost, and quality values for the clustering task. Based on the microgrid setting in the university, we choose k to lie between 5 and 15. For our synthetically generated dataset, we vary the batch size ranging from points collected in a 5 second interval to points collected in within 15 seconds intervals, at gaps of 5 second intervals. The value of L and the number of clusters k is kept the same as the ones used while experimenting on the USC microgrid dataset.
We compare the performance of RTCLUS with five clustering techniques available in the literature: (i) the traditional Lloyd's batch k-means algorithm, (ii) Online k-means (OKM) heuristic [27] , (iii) OPTIC [28] , (iv) Online Clustering with Experts (OCE) [29] , where we adopt the OKM and the k-means ++ [20] , as the experts, and (v) the traditional batch k-means++ algorithm. Since READER is the first real-time clustering framework for Smart Grid DR applications, we do not have any real-time algorithms with which to compare our work with. While reporting the time, cost, and quality of clustering tasks on our data set, we consider the average values of 50 runs of each algorithm.
We use the multi-variate auto-regressive integrated moving average (ARIMA) forecasting method [30] to perform READER and OPTIC driven energy consumption predictions for DR activity planning. We consider this forecasting model as a standard due to its effectiveness for generating more accurate predictions compared to popular techniques in practice such as support vector regression (SVR) and regression trees [3] . We adopt the standard Mean Absolute Percentage Error (MAPE) metric to compute prediction errors. In order to train the multi-variate ARIMA model, we adopt two scenarios for both the real as well as the synthetically generated dataset: (i) Scenario 1, where we train the model for 4 months (January to April) of consumption data, and make predictions for the month of May, and (ii) Scenario 2, where we train the model for 7 months (January to July) of consumption data, and make predictions for the month of August. We report MAPE results (both mean and the standard deviation) per cluster as well as for the average of all the clusters. Recall that each cluster consists of points that are vectors of similar energy consumption values of consumers at different time instances. For DR-related predictions internal to clusters (see Figs. 6 and 7) , we report prediction quality for only one instance of the READER and OPTIC algorithmic framework outputs due to space limitations. The results for this instance are representative of multiple instances.
Performance Results
Clustering Performance. For the USC microgrid dataset, we observe from Fig. 4a . that RTCLUS is the best performing clustering algorithm compared to the others in the study with respect to average clustering time, performing nearly 200 percent better than online clustering heuristics, and nearly at least 30 percent better than OPTIC, the first and only provably optimal online clustering methodology for DR purposes till date. However, as expected, the batch k-means algorithms outperform both RTCLUS and other online algorithms with respect to time. However, in terms of average clustering cost (See Fig. 4b.) , RTCLUS performs better than the batch algorithms (by 20 percent) but poorer than the online algorithms (by 60 percent). This is evident as online algorithms adapt and optimize with each incoming data point and result in lower cost clustering configurations than their real-time counterparts that act on batches of points. When it comes to cluster quality (See Fig. 4c.) , RTCLUS performs as well as the online algorithms on average and better than the batch algorithms by approximately around 30 percent. The takeaway message from Fig. 4 is that RTCLUS performs better than online algorithms in terms of speed and is comparable to them in cluster quality performance. Thus, RTCLUS can be recommended for use in nearly all scenarios where the use of online algorithms is being thought of.
In Fig. 5 , for the USC microgrid dataset, we focus on the study of RTCLUS's performance with respect to time, cost, and cluster quality, when SI length varies. We uniformly observe from Fig. 5a , 5b, and 5c that the performance metrics of time and cluster quality are somewhat invariant with the batch sizes. This is intuitive given that only few points are accumulated with the increase in the batch sizes, and that is not going to significantly affect time and cluster quality. However, the clustering cost increases linearly with the batch sizes, even though by a small amount (See Fig. 5b.) . Thus, for our given university data set it seems optimal to consider batch sizes of 30 minutes each, i.e., two points. A striking feature of Fig. 5c . is that the cluster quality initially increases with the increase in the # of clusters, but later drops, indicating an optimal (# of clusters) value for a given data set.
For the synthetically generated dataset, the trends from clustering performance results are very similar to the case when we deal with the USC microgrid dataset, and subsequently for the same reasons. However, the cost and time to cluster when energy consumption data is sampled in intervals of a few seconds (instead of 15 minute intervals) are considerably higher-approximately by a factor of a 100 in the case of both clustering time and clustering cost. This huge rise in time and cost is due to the rapid increase in the sampling rate compared to the USC microgrid dataset. However, the clustering quality for the synthetic dataset is very similar to that of the real dataset. In the interest of space, and mainly due to the high similarity in the trends obtained from the plot data in the real and synthetic scenarios, we omit the plots for the synthetic dataset in this work.
Consumption Prediction Performance. Figs. 6a and 6b focus on the study of the consumption prediction quality for Scenarios 1 and 2 respectively, for the USC microgrid data set. The quality measure, i.e., MAPE values, drives the effectiveness of DR activity planning, i.e., at the application level, the error values indicate overprovisioning (leading to waste of generation costs) or underprovisioning (leading to extra generation costs) energy. Here, we plot the MAPE per cluster as bar plots on the primary Y axis, and the average across all clusters along with their standard deviation as line plots on the primary and secondary Y axes. We notice that as the number of clusters increase, the average error across the clusters also increase. This is a consequence of having less points per cluster as the number of clusters increase. In the same light, we also see that the standard deviation of MAPE also increases across clusters. We also observe that the average MAPE % error ranges from 1 to 5 percent, with a mean error of approximately 3 percent, indicating the high accuracy of DRrelated predictions. The MAPE results shown in the plots extend to multiple instances of clustering outputs from the READER framework. We repeat our study of consumption prediction performance for the synthetically generated dataset, and the results are plotted in Figs. 7a and 7b . We see that the average MAPE % error ranges from 1 to 4 percent, with a mean error of approximately 2.5 percent, again indicating the high accuracy of DR-related predictions. We also compare the MAPE results from READER with those obtained from existing clustering frameworks (Tables 1 and 2) , and observe that READER and OPTIC result in more accurate predictions. The table values are the average over 50 clustering instances of 5, 9, and 15 clusters.
RELATED WORK
In this section, we review related work in three parts. In the first part, we review work related to real-time/online demand response and customer segmentation. In the second part, we review the literature on time series clustering. Finally, we touch upon related work on provably optimal algorithms for the k-means method.
Online/Real-Time DR and Customer Grouping
As utilities move towards dynamic, i.e., real-time DR (D 2 R) [32] , very short-term predictions (e.g., in the order of a few seconds) are required for effective real-time control. A primary support tool to achieve this control is customer segmentation done online or in real-time. Thus far none of the existing works related to DR have tackled this problem. In this regard, we have made contributions to real-time and online customer segmentation in this paper. Currently, US utilities have deployed millions of smart meters that collect energy consumption data from residential and commercial customers [33] . Such growing availability of energy consumption data offers unique opportunities in designing segmentation strategies of household energy use to support demand response and energy efficiency programs design and related customer targeting [34] . The introduction of smart meters has driven studies on high resolution time series modeling and customer clustering [35] , [36] , [37] , [38] , [39] , [40] . For example, self-organizing maps (SOM) and k-means are used for load pattern mining [37] . A variety of clustering algorithms to segment consumers with similar consumption behavior have been examined in [35] . More closely related to our methodology, [39] , [40] decompose daily electricity usage time series into representative load shapes by utilizing adaptive k means and summarized using hierarchical clustering. In a recent work [41] , the authors investigate multiple consumer aggregation approaches for utility level forecasting, in order to characterize their error properties. They show that careful clustering of consumers for aggregation can result in smaller forecasting errors. The final outcome of most consumer segmentation techniques in aforementioned literature is sensitive to initial seeding mechanisms. More importantly, to the best of our knowledge, none of the prior works have thus far provided performance guarantees with respect to the optimal segmentation possible [8] . We make a research contribution in this space by providing consumer segmentation techniques with provable performance guarantees, and for the realtime and online segmentation settings.
Time Series Clustering
Extensive literature exists on clustering of time series data [8] , [42] . Typical computational issues include achieving the optimal clustering configuration, which is computationally intractable, i.e., NP-Hard [9] . Static techniques such as relocation and agglomerative hierarchical clustering have been applied on time series data, but as the number of dimensions grows with the length of the time series, these techniques become computationally expensive [8] . Feature-based techniques, such as wavelets [43] , attempt to reduce the problem space by extracting motifs from the time series and replacing the time series with (a much smaller number of) motifs, thus achieving dimensionality reduction.
Several recent approaches have been proposed in the literature for time series clustering related to human patterns on different activities. These are driven by different end goals, such as to summarize information conveyed in temporal data, and to find representative consumption pattern for each cluster of time series. Chua et al. [44] have performed segmentation and clustering of time series of sensor data collected in smart homes for unsupervised learning of human behaviors. Hino et al. [45] have clustered daily household electricity patterns to find representative customer patterns. MartinezAlvarez et al. [46] have performed time series clustering using similarity of pattern sequences for prediction.
Regarding the mechanism behind time-series clustering, many different approaches have been used. These include approaches based on euclidean distance, Manhattan distance, shapelets, and dynamic time warping (DTW), etc. For more detailed information on time series clustering mechanims, see [8] , [47] , [48] , [49] , [50] , [51] . All time series clustering approaches require appropriate selection of numerous variables, for e.g., the number of clusters, appropriate window length for time series data), are computationally expensive, etc.,-but the common underlying properties characterizing all these approaches are that they are (a) heuristics, and not provably optimal, (b) static in nature, and (c) does not scale well to high dimensions (unless accompanied by dimensionality reduction techniques; one exception being the approach in [51] ). In a very recent work, we have addressed these drawbacks by developing OPTIC, an online time series clustering algorithm for DR purposes in high-dimensional data settings [28] . In this work, we extend the online scenario to a real-time case and derive a time-series clustering approach that is provably optimal, real-time in nature, and suited for high-dimensional data.
Algorithms for the K-Means Method
In the domain of k-means based algorithms, an exact k-means algorithm [52] has running time Oðn kd Þ, where d is the dimensionality of the data. Numerous polynomial time approximation schemes [53] , [54] , [55] , [56] have been proposed. Such schemes are however highly exponential (or worse) in k and therefore impractical even for relatively small values of n, k, and d. The most popular k-means clustering algorithm [57] is known to converge to a local optima. Motivated by the popularity of this algorithm in a variety of scientific and industrial applications [42] , we base our proposed solution on Lloyd's algorithm. Kanungo et al. [58] proposed an Oðn 3 Àd Þ algorithm that is ð9 þ Þ competitive. However, n 3 compares unfavorably with the almost linear running time of Lloyd's method, and the exponential dependence on d can also be problematic. A combination of Kanungo et al. and Lloyd's algorithm has also been proposed, but in order to avoid the exponential dependence on d, this approach sacrifices all approximation guarantees. A constant probability Oð1Þ approximation with running time of OðnkdÞ (but only if k is sufficiently large and the spread is sufficiently small) was achieved using successive sampling [59] . Other Oð1Þ approximation algorithms assume that data is independent and identically distributed (i.i.d.) [60] , or that the data can be clustered with well separated means [21] , [61] . Finally, an OðnkdÞ algorithm for generic data sets that is Oðlog kÞ competitive was proposed in [20] . However, none of the above algorithms are realtime or online in nature, which is the need given our problem setting. In this regard, our proposed randomized real-time and online clustering algorithms leverage the work of [3] , [20] , [22] , [23] , [62] , while at the same time providing provable worst case performance guarantees with respect to the optimality of cluster configuration. Specifically, our real-time and online algorithms (i) run in polynomial time, (ii) make no assumptions on the 'well separability' of input data like [21] , [61] , [63] , and (ii) provide a cluster configuration that is within Oðlog kÞ factor of the optimal clustering configuration.
CONCLUSION AND FUTURE WORK
In this paper, we proposed READER and OPTIC, real-time and online pre-processing frameworks respectively, for demand response in the Smart Grid. The primary features of both READER and OPTIC are real-time and online randomized approximation algorithms respectively, for grouping consumers based on their electricity consumption time series data, and provide two crucial benefits: (i) time efficiently tackles high volume, increasing-dimensional time series data and (ii) provides provable worst case grouping performance guarantees. We validated the efficacy of READER and OPTIC via extensive experiments conducted on (i) a University of Southern California microgrid dataset, and (ii) a synthetically generated dataset for an entire year. As part of future work, we plan to develop distributed versions of the READER and OPTIC frameworks.
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