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【Abstract】This paper uses genetic algorithm and support vector machine to set up a hybrid model of financial distress prediction in Chinese listed
firms. Numerical simulation shows that the proposed method can reduce the dimension of the feature space, and has higher correct classification rate.
As the result, the proposed GA-SVM hybrid model has reliable financial distress prediction ability, and it has a good application prospect in this
area. 
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1  支持向量机 
支持向量机产生的二元分类器，称为最佳分类超平面，
通过非线性映射将输入向量映射到高维特征空间中。 
定义带有标签的训练样本 [ , ]i iyx ，输入向量
n
i R∈x ，类
的值 { 1,1}iy ∈ − ， 1,2, ,i l= 。考虑线性可分的情形，决策规
则的最优超平面分离二元决策类，可以由一些支持向量给出： 
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Y sign y bα
=
= +∑ x xi                          （1） 
其中，Y 是结果； iy 是训练样本 ix 得到的类值；（ i）表示为
内积；向量 1 2( , , , )lx x x=x 为输入，向量 ix , 1,2, ,i l= 为








Y sign y K bα
=
= +∑ x x                      （2） 
支持向量分类机应用是通过执行线性约束的二次规划找
到支持向量和决策参数 b 和 iα 。针对可分的情形，在式(1)
中的 iα 为下边界 0。在不可分的情形下，SVM 能利用放置上
边界 C 到系数 iα 添加到下边界来泛化。 
2  GA-SVM 联合模型 









2.2  GA-SVM 联合模型 
对于每一个分类器 f 的目标就是最小化所有可能模式在
不清楚分布函数 P(x,y)情况下的期望风险： 
[ ] ( , , ( ))d ( , )X YR f y f yΡ×= ∫ x x x                   （3） 
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计。其中比较常见的有文献[3]提出的 2 2R W 边界，简要说明
如下： 
设 ρ 为最大间隔值， 1 2( ), ( ),x xφ φ …, ( )nxφ 代表位于半径
为 R 的球域状特征空间中的训练模式， *α 是决定超平面参数
的拉格朗日乘子。若 n 个训练数据在半径为 R 的球域状特征
空间中能被间隔 ρ 分隔，则期望风险概率即边界为 
{ }
2
1 2 2 *
2
1 1 ( )nerr




− ⎧ ⎫ =⎨ ⎬
⎩ ⎭
≤                （4） 
其中， 1nP − 为测试错误概率；n-1 表示评估期望风险的样本数；
R2 通过表达式 1 , 12
1 1( , ) ( , )n ni i ji i i jk k xn n= =
−∑ ∑x x x 进行计算，通常
这个边界被称为 2 2R W 边界。 




3  样本选取与预处理 
3.1  样本选取 
关于何为财务困境，文献[4]综合了学术界描述财务困境






对象，选择了工业板块中 290 家、商业板块中 56 家以及综合





有较强的鲁棒性。所以本文中 3 个板块内的数据集中的 ST
和非 ST 的公司都选取其中的 70%组合作为训练样本，剩余
的 30%则作为测试样本。 
3.2 财务比率选择 
财务比率名称及其定义如表 1 所示。 
表 1  财务比率名称和计算公式 
ID 比率名称
(*) 




































































些财务比率名称及其定义如表 1 中所示(*表示依据 CCER 中
国证券市场财务数据库的数据字典)。 








xx a b a−= + × −
−
                     （5） 
其中，minx 和 maxx 分别代表了特征中的最小和最大值；a 和
b 则分别表示为归一化后的最小和最大值，在本文的实例验
证中，a=-1, b=1。 
4  GA-SVM 模型实证分析 





( , ) exp( )i j i jK x xγ= − −x x  0γ                （6） 
在构建 SVM 预测模型时需要确定 2 个重要参数，分别





方式生成两种参数集，比如{ 5 3 1 1 52 ,2 ,2 , ,2 , ,2C − − −= }，
{ 8 6 12 , 2 , , 2γ − − −= }。网格搜索简单直接，因为每一个参数对






4.2  特征选择及模型建立 
本文中支持向量机算法工具使用 Holger 提供的算法 [2]
和 LIBSVM 软件包。首先根据网格搜索和交叉验证得到 SVM
模型中最优(C, γ )参数对后，结合常用广义边界概念的遗传
算法来进行特征选择和模型的建立。对表 1 中 15 个财务比率





次数限定为 1 000 次，即若在 1 000 次迭代过程中不能以种群
最大适应度收敛则将在达到指定迭代最大次数为结束标准。 









RF+RM-SVM(Random Forest and RM- bound SVM)方法。表 2
列出了 RF + RM-SVM 和 GA-SVM 联合预测模型 2 种方法分
别在 3 个板块上获得最佳预测结果时所选择的特征情况。 
表 2  RM-SVM 和 GA-SVM 方法特征提取结果 
板块集合 RF + RM-SVM 方法选取的特征 GA–SVM 方法选取的特征
工业板块 R4,R1,R15,R13,R9,R10,R8,R5 R1,R15,R9,R10,R13, R4,R5,R7,R8,R12,R14 
商业板块 R15,R1,R9,R10,R3,R13,R5,R4,R8, R12 
R1,R15,R9,R10,R5, 
R13,R5,R4,R3,R8 
综合板块 R1,R9,R10,R15,R4,R3, R13,R8 R1,R15,R9,R10,R13, R8 
通过特征提取后，根据表 2 中的特征，通过 RM-SVM 和
GA-SVM 建立的模型与 SVM 建立的模型的预测结果如表 3
所示。 
表 3  GASVM 与 RMSVM 模型在不同板块集上的预测准确率 (%) 
SVM RF + RM-SVM 模型 GA -SVM 模型 
板块 1 类  
错误 




1 类  
错误 




1 类  
错误 






19.54 20.69 79.89 18.39 20.69 80.46 14.94 16.09 84.48
商业
板块 
17.65 23.53 79.41 11.76 23.53 82.35 11.76 17.65 85.29
综合
板块 
29.17 20.83 75.00 25.00 20.83 77.08 20.83 16.67 81.25
其中第 1 类错误是指非 ST 企业判断为即将陷入困境企
业，第 2 类错误是指财务陷入困境企业被判别为正常企业。
从表 3 中可知，在工业、综合以及商业 3 个板块上，GASVM
联合模型的总体准确率都比通过 RM-SVM 模型和 SVM 模型
高，分别为 84.48%、81.25%和 85.29%，而且在工业和商业
板块上的第 1 类错误比第 2 类错误要低。在综合板块上，3
个模型的第 1 类准确率都要高于第 2 类错误。 













且尽量降低第 1 类错误，则将使模型具有更高的实用价值。 
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        表 1  半边脸和全脸正确识别率比较         (%) 
无补偿 直方图补偿 LN 补偿 
人脸子集 
半脸 全脸 半脸 全脸 半脸 全脸 
Subset2 73.3 70.0 100.0 98.4 100.0 98.4 
Subset3 52.1 29.2 73.5 54.2 98.6 98.4 
Subset4 34.1 15.0 40.0 33.3 92.6 92.5 
实验还表明，本方法识别速率达到每秒 24.02 张人脸，
因此，该方法可用于实时的人脸识别；半脸识别因维数比全
脸识别小一半，识别速度也大于全脸识别(每秒 20.7 张)。 
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