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ABSTRACT 
The hyperbolic singular value decomposition is defined on a general n x m 
matrix and an m X m signature matrix pair. It is employed in finding the eigenstruc- 
ture of any matrix that is expressed as the difference of two matrix outer products. 
Such differences arise in signal processing applications in the context of the covariance 
differencing. The hyperbolic SVD applies in problems where the conventional SVD 
cannot be employed. The existence of the hyperbolic singular value decomposition is 
here extended to the most general case, where neither the general matrix nor the 
matrix product is assumed full rank. 
1. INTRODUCTION 
The difference X = A, AI - A, Ai of two covariance matrices A, Ai and 
A, Ai arises in regression problems, in signal processing in the context of 
bearing estimation, and in other applications. It is of practical interest to find 
the eigendecomposition of X. For numerical reasons it is desirable not to 
explicitly form the products A, Ai and A, Al. This problem was addressed 
by the authors in [l] in the context of several signal processing applications. 
In these applications the matrix X was full rank. In [l] a new matrix 
decomposition, called the hyperbolic singular value decomposition, was pro- 
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posed for finding the eigendecomposition of a full rank X. In this note we 
extend the result from [l] to the case where X is of any rank. 
2. THE HYPERBOLIC SVD 
In considering the difference A,Ai - A, Ai it is helpful to introduce a 
weighting matrix Q = diag(+ 1). Th e weighting matrix Q is often referred to 
as the signature matrix. By setting 
it is seen that 
X = A@A+ 
Thus it is only natural to consider A@At not only for @ defined above but 
for any signature matrix @ that is diagonal with f 1 on the diagonal. 
DEFINITION. Let @ be an m X m diagonal matrix, with entries + 1. An 
m X m matrix V satisfying 
V+@v = 6 (1) 
A 
where Cp is a diagonal matrix with entries + I, 0 is called a pseudohyperex- 
changf matrix. If 6 is full rank, then V is called a hyperexchange, and if 
@ = a, then V is called a hypernormal matrix. 
We now state and prove the fundamental existence theorem for the 
hyperbolic SVD. 
THEOREM. Let @ be an m X m diagonal matrix with entries + 1, and 
let A be an n X m matrix. Then 
(a) there exists an n X n unitary matrix U, an m X m pseudohyperex- 
change matrix V with 
V’@V = 6, (2) 
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where 4 is a diagonal matrix with entries + 1, 0, and an n X m diagonal 
matrix D such that 
A = UDV’; (3) 
(b) if rank A = rank AeAt, then V is a hypereachange matrix and D is 
real, 
(c) $A@A+ . f zz as u rank, then V is a hyperexchange mat& and D is real 
and full rank. 
Cd) Otherwise, D is only partially determined, and its determined entries 
are real and nonnegatiue. 
REMARK 1. We will call the determined diagonal elements of D hyper- 
bolic singular values of A. The arbitrary diagonal elements will be called 
pseudo singular values. The pseudo singular values correspond to the loss of 
rank in A@At with respect to the rank of A. As will become clear from the 
proof, the pseudo singular values can be set to any arbitrary number. In order 
to distinguish them from the hyperbolic singular values, which are always 
real, the pseudo singular values were set to the imaginary unit j. 
REMARK 2. Note that as a special case of the HSVD when @ = I we 
obtain the ordinary SVD. 
REMARK 3. The matrixAU is the matrix of eigenvectors of A@At, and 
the diagonal elements of D@Dt are the eigenvalues of A@At. 
An existence proof of the hyperbolic singular value decomposition follows. 
Proof of the Hyperbolic SVD Existence Theorem. Without loss of gener- 
ality we will consider the case n < m. If n > m, then A can be expressed as 
where R is m x m upper triangular and Q is an n X n orthogonal matrix. If 
R admits the HSVD 
R = U,D,V+, 
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where U,, D,, V are all m X m matrices, then 
U, 0 
A=Q 0 I D, I Ii 1 0 V. (n-m)X(n-m) (n-nL)xm 
Thus 
A = UDV 
is the HSVD of A. with 
Hence it is enough to prove the existance of the HSVD for n < m. 
Let rank A@QA+ = p, rank A = k. N;te that we always have p < k. 
It is convenient to express the matrix @ as follows: 
(4) 
where 6 is n X n, and 5 is (m - n) X (m - n). 
We consider two cases, case 1 when k = n and case 2 when k < n. 
Case 1: Assume first that A is full rank. We have to define the matrices 
U, V, D, and 6. 
For (3) to hold, U must satisfy 
A@A+ = UD&D+U+. (5) 
We can find such a U by diagonalizing the Hermitian matrix A@A+ on the 
left hand side of (5). Then the matrix U is the (unitary) matrix of the 
eigenvectors of Aa At, 
U+( A@A+)U = A, (6) 
where A = diag(h,),‘_, is a real square diagonal matrix, and Ai, i = 
1,2, . . ) n, are the eigenvalues of A@A+. We can express A as 
A = lhl”2~~A~1’2, 
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where (i, is a diagonal n x n matrix defined as follows: 
and 
sgn x = 
i 
x/lxl, x # 0, 
0, x = 0. 
The matrix 6 defines the principal upper left n X n submatrix of 6 in 
(2). Note that 
rank 6 = rank A = rank A@At = p 
(and can be smaller than n). 
In order to define the matrix D we first introduce an n X n diagonal 
matrix E with the ith diagonal entry defined as follows: 
e, = JEJ for hi # 0, 
’ i j for Ai = 0, 
(7) 
where j is the imaginary unit. Note that 
A = E&E+. (8) 
If we now define D to be the n X m (diagonal) matrix 
D = [E %X(m--n)]~ (9) 
then (5) is satisfied and U and D are the desired factors in (3). 
Now we have to show that there exists an m X m pseudohyperexchange 
matrix V such that 
A+A = VD+U+DV+ = V 0 
0 I V+ (m-n)X(m-n) (10) 
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where & = diag( f 1, 0) is still to be defined. Let us partition V as V = [V, 
V,], and set V, equal to 
V, = A’UE-+; (12) 
then (10) is satisfied. Note also that rankV, = n. The next step is to define 
V,. 
The equation (11) can be restated in the following manner: 
V,tW, = 6, ( 13a) 
v$Dv, = 0, ( 13b) 
v$Dv* = 5. ( 13c) 
The relation (13a) follows directly from (12), (81, and (6) by the following: 
V,t@V, = Ep’U+AQA+UE-+ = E-‘hE-+ = 6. (14 
Thus V,@l has rank p. 
Note that since V, is full rank, QV, is too. Denote by V, and @V, the 
r-dimensional subspaces spanned by the columns of V, and QV, respec- 
tively. Let V, = span{q{“), 9$“, , 9:z’,J be the orthogonal complement of 
@V, where the vectors 9!“‘, i = 1,2, . . , m - n, are mutually orthonormal. 
If we now set V, = [qi’), yp), , 9LT’n]X for some (m - n) X (m - n) 
nonsingular matrix X, then (13b) is satisfied. We have to show that X can be 
chosen in such a way that (13~) also holds. 
As n - p diagonal elements of & are zero, it follows from (13b) and 
(13a) that dim&‘, n V,) = n - p. Let 
V, fI V, = span{q(l’), 9k*), . , 9~z!~I}. 
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If we set Q1 = [qj”, qi”, . , qL21P-pl, Q2 = [qFAP+ I, . . , q$L,,], then it is 
clear that 
[Ql Q&D[Q, Q2] = ’ 1 
where Qi@Q2 has rank (m - n) - (n - p). 
Let 
Q@Q2 = YFYt 
be the spectral decomposition of a Hermitian matrix Qd@Q2, where F = 
matrix of the eigenvalues of diag(f,)j!!l”)-(“PP), f,-# 0, is a diagonal real 
Qi@Q2, and Y is a unitary matrix of the eigenvectors of Qi@Q2. Define a 
diagonal matrix 
G = &ag( lf.1”‘)~” in)-(n-p) 
The matrix F can be decomposed as before: 
F = G$G, 
: 
sgn fl 
T$= 
YP j-2 
sgnfri-n I> 
(n - PI. rank (Z) = (m - a) - 
where 
If we choose 
I I x= (n-p)X(n-p) 0 
1 0 YG-' 
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and V, = [Qi Qa]X, then 
(15) 
and (i3c) is satisfied. The relation (15) also d:fined V, and 5, and hence V 
and Cp. Note that if rank A@At = n, then @ is nonsingular and D is real 
and nonsingular. Thus V is a hyperexchange matrix. This completes the proof 
of case 1. 
Case 2: Assume now that A is a rank k < min(m, n). Let 
be the SVD of A, where X1 is an k X k diagonal matrix of rank k. Let P be 
partitioned as follows: 
where P, is n X k and P, is n X (n - k). 
It is easy to see that P[A is a k X m full rank matrix and 
P*A = (18) 
As P:A is full rank, it admits the hyperbolic singular value decomposition, 
P:A = U,D,Ut. 
Define U as follows: 
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Then 
is the HSVD of 
It easy to see that 
A@At = rank P:A@AtP,. 
Thus if rank AQAt = rank A, then V is a hyperexchange matrix and also D 
is real. This completes the proof of case 2 and hence the proof of the 
theorem. n 
REMARK 4. If rank A = k, > rank AOAt = p, then there are _k - p 
zero entries on the diagonal of @ and k - p zeros on the diagonal of @, and 
V has rank m - (k - p>. 
REMARK 5. If m = n than rank A = rank A@At. 
Finally, a word on the uniqueness of the HSVD. It is clear that the matrix 
U is unique up to a permutation and the signs of its columns; see (10). For a 
given U the matrix D is unique (up to the choice of the pseudo singular 
values). Also, for a given U the first k (k is the rank of A) columns of V are 
unique. The remaining m - k columns of V span a unique subspace 
orthogonal to @Vi (subspace orthogonal to the subspace spanned by the 
columns of @Vi). 
3. AN EXAMPLE 
We illustrate the HSVD theorem for m = 3, n = 2. 
Let 
[ 
10 0 
@=Ol 0 
0 0 -1 1. 
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Clearly A is of full rank k = 2, but 
has rank p = 1. Following the proof of the theorem, it is easy to see that 
Further, 
1 0 0 
VI =O j 1 1 and V, = 0 j [I j ; j 
thus the hyperbolic singular value decomposition of A is the following: 
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