Abstract-We investigate the lossy compression of the permutation space by analyzing the trade-off between the size of a source code and the distortion with respect to either Kendall tau distance or 1 distance of the inversion vectors. For both distortion measures, we characterize the rate-distortion functions and provide explicit code designs that achieve them. Finally, we provide bounds on the higher order terms in the codebook size when the distortion levels lead to degenerate code rates (0 or 1).
I. INTRODUCTION
Permutations are fundamental mathematical objects and codes in permutations is a classical subject in coding theory, with a variety of applications that correspond to different metric functions on the symmetric group S n . For example, some works focus on codes in S n with Hamming distance [1] , [2] , and some others investigate the error correction problem under metrics such as Chebyshev distance [3] and Kendall tau distance [4] .
While error correction problems in permutation spaces have been investigated, the lossy compression problem is largely left unattended. In a series of work, [5] , [6] , [7] investigate the lossless compression of a group of permutations with certain properties, such as efficient rank querying (given an element, get its rank in the permutation) and selection (given a rank, retrieve the corresponding element). In addition to compression, lossy source coding of permutations is related to the problem of comparisonbased approximate sorting, which can be seen as searching a true permutation subject to certain distortion. Since each comparison in sorting provides at most 1 bit of information (assuming all elements are distinct), the code size provides a lower bound to the required number of comparisons. The problem of approximate sorting has been investigated in [8] , where results for the moderate distortion regime (see below for definition) are derived with respect to the Spearman's footrule metric [9] .
In this paper we investigate the lossy compression of S n , with distortion measure being either the Kendall tau distance and 1 distance of the inversion vectors. Following the classical rate distortion setup, we analyze the required rate R to achieve worst-case distortion D. We show that for the distortion on how rate changes as we vary distortion. Finally, our achievability schemes are constructive and hence provide explicit code designs.
The rest of the paper is organized as follows. We first present the problem formulation in Section II. We discuss some geometric properties of permutation spaces in Section III. Then we characterize the rate-distortion trade-offs for permutation spaces with the Kendall tau distance and the 1 distance of the inversion vectors in Section IV and Section V respectively.
II. PROBLEM FORMULATION
In this section we provide a mathematical formulation for the rate-distortion problem on a permutation space.
We first formally define a permutation space. Let S n denote the symmetric group of n elements. We write the elements of S n as arrays of natural numbers with values ranging from 1, . . . , n and every value occurring only once in the array. Given a metric d :
In this paper, we denote the set {1, . . . , n} as [n], and let The notions of inversion and inversion vector play important roles through the course of this paper.
Definition 1 (inversion, inversion vector
). An inversion in a permutation σ ∈ S n is a pair (σ(i), σ(j)) such that i < j and σ(i) > σ(j). We use I n (σ) to denote the total number of inversions in σ ∈ S n , and
to denote the number of permutations with k inversions. A permutation σ ∈ S n is associated with an inversion vector x σ in the set of inversion vectors
In words, x σ (i) is the number of inversions in σ in which i + 1 is the first element.
It is well-known that mapping from S n to G n is oneto-one and straightforward [10] . As an example, σ = [2, 1, 6, 4, 3, 7, 5, 9, 8] The Kendall tau distance is closely related to the 1 distance on the S n . [9] shows that
where σ −1 is the permutation inverse of σ and
In addition, the Kendall tau distance between two permutation vectors provides an upper bound to the 1 distance between the inversion vectors of the corresponding permutations [11] , i.e., given two permutations σ 1 and σ 2 ,
where
|. Now we define the rate-distortion problem on a permutation space.
As to the classical rate-distortion setup, we are interested in deriving the trade-off between distortion level D n and the rate R(D n ) as n goes to ∞. In this work we show that
A close observation guarantees that when
respectively. In these two scenarios, in addition to lim n→∞ R(D n ), the trade-off between rate and distortion is shown in the higher order terms in log A(n, D n ), which we investigate via the following: Finally, we define Stirling's approximation, a frequentlyused technique in this paper.
Remark 1. In the small distortion region with R(D
n ) = 1, r(D n ) is
negative while in the large distortion region where
R(D n ) = 0, r(D n ) is positive.Definition 4 (Stirling's approximation). For m ∈ Z + , √ 2πm m e m e 1 12m+1 < m! < √ 2πm m e m e 1 12m . (4)
III. GEOMETRY OF PERMUTATION SPACES
In this section we provide results on the geometry of the permutation space that are useful in deriving the ratedistortion bounds.
We first define D-balls centered at σ ∈ S n with radius D under distance d(·, ·) and their maximum sizes:
Let D) and B x, 1 (σ, D) be the balls that correspond to the Kendall tau distance, 1 distance of the permutations, and 1 distance of the inversion vectors, and N τ (D), N 1 (D), and N x, 1 (D) be their maximum sizes respectively.
Note
, which are useful for establishing converse results later.
Proof: Let the number of permutations in S n with at most k inversions be
which is noted in several references such as [10] . An expression for K n (D) (and thus T n (D)) for D ≤ n appears in [10] (see [4] also). The following bound is weaker but sufficient in our context. By induction, or [12] , 
by induction, we can show that when 1 ≤ k < n,
The product structure of X (S n , d x, 1 ) leads to a simpler analysis of the upper bound of N x, 1 (D).
Proof: For any σ ∈ S n , let x = x σ ∈ G n , then Q(n − 1, r) . Given x and d, at most m min {D, n} elements in {y i , 0 ≤ i ≤ n} correspond to y i = x i ±d i . Therefore, for any x, |{y ∈ G n : d 1 (x, y) = r}| ≤ 2 m Q(n, r) and hence
Below we upper bound log N τ (D) and log N x, 1 (D) for small, moderate and large D regimes in Lemmas 3 to 5 respectively.
Proof: To upper bound N τ (D), when 0 < δ < 1, we apply Stirling's approximation to (7) to have
Substituting D = an δ , we obtain (10). When δ = 1, the result follows from (9) in [14, Section 4]. The upper bound on N x, 1 (D) can be obtained similarly via (9) .
Lemma 4 (Moderate distortion regime). Given
Proof: Apply Stirling's approximation to (9) and substitute D = Θ n 1+δ .
Remark 3. It is possible to obtain tighter lower and upper bounds for log N τ (D)
and log N x, 1 (D) based on results in [4] . We omit the details here due to space constraints.
Lemma 5 (Large distortion regime). Given
Proof: Substitut D = bn(n − 1) into (9).
IV. PERMUTATION SPACE WITH KENDALL TAU

DISTANCE
In this section we first derive the rate-distortion function R(D) for the permutation space X (S n , d τ ) in the moderate distortion range. Then for small and large distortion regimes, we also characterize the higher order term r(D), which is summarized in Theorem 7.
Theorem 6. In the permutation space
X (S n , d τ ), lim n→∞ R(D n ) = 1 if D = O (n) 1 − δ if D = Θ n 1+δ , 0 < δ ≤ 1 .
Theorem 7. In the permutation space
, where 
A. Quantization by sorting subsequences
In this section we describe the basic building block for lossy source coding in permutation space X (S n , d τ ): sorting the subsequences of a given permutation σ ∈ S n . This operation reduces the number of possible permutations and thus the code rate, but introduces distortion. By choosing the proper configuration, we can achieve the corresponding rate-distortion function.
More specifically, we consider the following code construction with parameter m, k ∈ Z + such that 2 ≤ m ≤ n and km ≤ n: 
where (a) follows from Stirling's approximation in (4) . Therefore,
In addition, the maximal distortion 
Then a contains exactly m values of integers j. 
B. Construction for moderate distortion:
In this case, n = km, and we construct the codebook C(k, m, n). Then the codebook has distortion
2) When q > 0: In this case, we map each σ ∈ S n to σ ∈ S n where n = km and σ (n + i) = n + i, where i = 1, 2, . . . , q. Now we can apply the mapping for q = 0 on S n , for each π ∈ S n , we map it back to π ∈ S n by truncating the last q coordinates of π , which are guaranteed to be n + 1, n + 2, · · · , n + q by the sorting operation. Furthermore, it is not hard to verify that this achieves the same M n and D n as in the case q = 0.
Therefore, for any q,
and thus log M n = log n! − Δ(k, m) = (1 − δ)n log n + O (n) . Finally, the achievable rate is less than
And the maximal distortion satisfies
2) When 0 < a < 1: Let m = 2 and k = D/2 , then
And the maximal distortion is
Hence r(D) = logn! − Δ(k, m) ≤ log 1/(2b) + O (log n) . And the maximal distortion satisfies
E. Converse
Given the maximum size of the D-balls in permutation spaces, the converse proof is straightforward.
Proof for the converse of Theorem 6: For any D, |C| N τ (D) ≥ n!, and according to Lemma 4,
Proof for Theorem 7: The upper bounds are based on constructions Section IV-C and Section IV-D, while the lower bounds follow from Lemmas 3 to 5 . 
where r (14) ) and
where r Below we first show a variety of constructions for the different regimes of interest in Sections V-A to V-C, where the quantization for a permutation vector is simply componentwise scalar quantization of its inversion vector. This suffices due to the product structure of inversion vector space G n . Note that to quantize k points in [0 : k − 1], where k = 2, · · · , n uniformly with m points, the maximal distortion
points. The converse (lower bounds) proofs for Theorem 8 and Theorem 9 is similar to the converse proofs Section IV and hence omitted.
A. Construction for moderate distortion:
The overall distortion D n satisfies
and the codebook size M n satisfies Therefore, log M n ≤ n log 1/(4b) + O (1) .
B. Construction for small distortion:
D = an δ , 0 < δ ≤ 1 1) a > 1: Let m k = k k≤ n − n δ k/(2a − 1) k > n − n δ , k = 2, . . . , n then the distortion D k for each coordinate k satisfies k = 2, 3, . . . , n. D k ≤ a k ≤ n δ 0 k > n δ , k = 2
VI. CONCLUDING REMARKS
This work can be extended in a few directions. First, tightening the bounds in Section III will lead to better converse results for Sections IV and V. Second, depending on the applications, it may be useful to consider other distortion metrics such as the Chebyshev distance. Furthermore, with aforementioned relation to approximate sorting (cf. Section I), it is of interest to develop approximate sorting algorithms that achieve near-optimal performance in the small distortion regime, in terms of the lower bound specified in Theorem 7. These directions are currently under investigation.
