This article presents a new method of segmenting grayscale images by minimizing Shannon's neutrosophic entropy. For the proposed segmentation method, the neutrosophic information components, i.e., the degree of truth, the degree of neutrality and the degree of falsity are defined taking into account the belonging to the segmented regions and at the same time to the separation threshold area. The principle of the method is simple and easy to understand and can lead to multiple thresholds. The efficacy of the method is illustrated using some test gray level images. The experimental results show that the proposed method has good performance for segmentation with optimal gray level thresholds.
Introduction
Image segmentation is a process that divides the image into its component parts. One of the most used methods is the thresholding one. Recent advances in the neutrosophic representation of information allow different possibilities for the development of new image segmentation techniques. Neutrosophic models have the ability to work with data uncertainty and appear as an alternative to improving the threshold selection process so we get the right segmentation. In this paper we use as a thresholding function the Shannon entropy of neutrosophic information.
Next, the structure of the article is the following: Section 2 gives the neutrosophication procedure for the gray level images. The proposed neutrosophication is very specific to the thresholding technique; Section 3 shows how Shannon entropy can be calculated for the neutrosophic information; Section 4 shows the thresholding algorithm; Section 5 shows experimental results; Section 6 shows the conclusions while the last section is the references one. and intuitionistic fuzzy representation proposed by Atanassov [1] . Primary neutrosophic information is defined by three parameters: degree of truth T , degree of falsity F and degree of neutrality I. In the next, we will show, how can construct the neutrosophic information for a gray level image, in such a way to be useful for threshold methods.
The Neutrosophic Information Construction
Consider the gray levels in the range [0, 1]. We denote with X the multiset [11] of the gray levels existing in the whole image and take a point t ∈ (min(X), max(X)). Also, we denote with X 1 the multiset of gray levels existing in the image from the interval [0, t] and with X 2 the multiset of gray levels existing in the image from the interval [t, 1] , that is:
The threshold t represents the neutrality point between the two multisets X 1 and X 2 . Then, we calculate the average v 1 for gray levels lower than t and the average v 2 for gray levels larger than t with formulas:
For calculation the dissimilarity between two gray levels x, y ∈ [0, 1] we will use the following metric [5], [6] :
Using the metric d, we calculate the dissimilarities between each gray level x and the averages v 1 , v 2 and the threshold t.
We denote the minimum between the dissimilarities d 1 (x, v 1 ) and d 2 (x, v 2 ) with:
With these dissimilarities, we will construct the neutrosophic information associated with each gray level x and related to the threshold t: the degree of truth T (x, t), the degree of falsity F (x, t) and the degree of neutrality I(x, t).
The degree of truth:
The degree of falsity:
The degree of neutrality:
In figure 1 , we can see the graphic of the functions T (x, t), I(x, t) and F (x, t) for the particular case: v 1 = 0.15, v 2 = 0.75 and t = 0.3 
The Shannon entropy for neutrosophic information
In this paper, the Shannon function [10] is used as a measure for the neutrosophic information uncertainty. We do the following notations:
The bifuzzy undefinedness U :
The bifuzzy contradiction C:
The escort fuzzy degree of truth p T :
The escort fuzzy degree of falsity p F :
Then, we calculate the neutrosophic Shannon entropy e(x, t) for each gray level x using formula proposed in [3, 4] .
In the space (T, I, F ) the Shannon entropy for neutrosophic information verifies the general conditions of neutrosophic uncertainty [4]:
i) e(1, 0, 0) = e(0, 0, 1) = 0
ii) e(T, I, T ) = e(F, I, F ) = 1
iii) e(T, I, F ) = e(F, I, T )
The property (iv) shows that the Shannon entropy decreases with |T − F | , increases with |T + F − 1| and increases with I.
From (iv) it results that e(T, I, F ) ∈ [0, 1] because e(T, I, F ) ≥ e(1, 0, 0) and e(T, I, F ) ≤ e(0, 1, 0). Also, we must mention that there exists the following equality:
The algorithm for thresholding operation
We denote by x m = min(X) and
Q }, we calculate the entropy average for the three fuzzy sets defined by the neutrosophic components T , I and F . Here, the natural number Q is the step of threshold quantization. Typically, Q = 255. It results the following three partial entropy functions: e T (t), e I (t), e F (t).
e I (t) = x∈X I(x, t) · e(x, t) x∈X I(x, t)
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Then, we define the optimal function that is the total entropy, which is calculated with the average of the three partial entropies calculated above.
The segmentation thresholds are the local minimum points of the total entropy E.
Experimental results
The proposed method was applied for segmentation of the following four images: ball, block, mammography and spider. The obtained results can be seen in figs. 
Conclusions
Based on the concept of neutrosophic information and the definition of the degree of truth, degree of neutrality and degree of falsity, a new image thresholding method is proposed. It utilizes the Shannon entropy in order to determine adequate threshold values. It is expected that the absolute value of the difference between degree of truth and degree of falsity for each pixel can be as close to 1 as possible, so that the entropy of each pixel is as minimal as possible. The proposed method which is based on minimizing the neutrosophic entropy of an image has demonstrated performance in multilevel thresholding. At the same time, the experimental results indicate that the proposed method can find appropriate threshold values. 
