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RAMSEY PROPERTY AND BLOCK OSCILLATION STABILITY ON
NORMALIZED SEQUENCES IN BANACH SPACES
S. GARCIA-FERREIRA AND A. C. HERNANDEZ-SOTO
Abstract. A well-known application of the Ramsey Theorem in the Banach Space Theory
is the proof of the fact that every normalized basic sequence has a subsequence which
generates a spreading model (the Brunel-Sucheston Theorem). Based on this application,
as an intermediate step, we can talk about the notion of (k, ε)−oscillation stable sequence,
which will be described and analyzed more generally in this article. Indeed, we introduce
the notion ((Bi)ki=1, ε)−block oscillation stable sequence where (Bi)
k
i=1 is a finite sequence
of barriers and using what we will call blocks of barriers. In particular, we prove that the
Ramsey Theorem is equivalent to the statement “for every finite sequence (Bi)
k
i=1 of barriers,
every ε > 0 and every normalized sequence (xi)i∈N there is a subsequence (xi)i∈M that is
((Bi ∩ P(M))ki=1, ε)−block oscillation stable”, where P(M) is the power set of the infinite
set M. Besides, we introduce the (Bi)i∈N−block asymptotic model of a normalized basic
sequence where (Bi)i∈N is a sequence of barriers. These models are a generalization of the
spreading models and are related to the ((Bi)ki=1, ε)−block oscillation stable sequences. We
show that the Brunel-Sucheston is satisfied for the (Bi)i∈N−block asymptotic models, and
we also prove that this result is equivalent to the Ramsey Theorem. The difference between
our theorem and the Brunel-Sucheston Theorem is based on the number of different models
that are obtained from the same normalized basic sequence through them. This and other
observations about (Bi)i∈N−block asymptotic models are noted in an example at the end of
the article.
1. Introduction and Preliminaries
The Ramsey Theorem [15] is a powerful tool on many fields of Mathematics. In particu-
lar, this combinatorial principle has had a strong impact on the study of Banach spaces in
the last few decades (c.f. e.g., [10], [11], [13], [14]). For example, J. Farahat uses a strong
version of Ramsey’s Theorem [8] to prove the famous Rosenthal Theorem on ℓ1 [16]. An-
other remarkable application is due to A. Brunel and L. Sucheston, who showed that every
normalized basic sequence in a Banach space has a subsequence that generates a spreading
model [4]. Th. Schlumprecht presented a beautiful proof of this fact using the theorem
known as Ramsey’s Theorem for Analysts in [17]. This proof motivated the introduction
of the notion of (k, ε)−oscillation stable sequence in the paper [5]. In this last unpublished
article, it is observed that the Ramsey Theorem is equivalent to a statement which involves
the property of (k, ε)−oscillation stability. Moreover, this new notion allows to prove that
the Brunel-Sucheston Theorem implies the Ramsey Theorem.
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In this work, the Banach spaces that we will consider are those that have a Schauder basis,
which we will also refer to as a normalized basic sequence. To put in context the basic tools
that we will use, we would like to mention that there exist families of finite subsets of N
with suitable characteristics known as barriers, which had been useful in the construction of
examples and counterexamples, and study of Banach spaces (see, for instance, [2, Part B]
and [12]). An example within this study is the use of barriers in the generation of certain
block sequences of a normalized basic sequence, this application is based on the importance
of block subsequence of a basic sequence in Banach Space Theory (see the Krivine Theorem
and the Zipping Theorem). In this way, we will introduce the notion of ((B)ki=1, ε)-block
oscillation stable sequence which uses blocks of a finite sequence of barriers which is based
on the idea of oscillation stability of the article [5], and we will show that the Ramsey
Theorem is equivalent to (among other conditions) the statement that assures that for every
finite sequence (Bi)ki=1 of barriers, every ε > 0 and every normalized sequence (xi)i∈N there is
a subsequence (xi)i∈M that is ((Bi ∩P(M))ki=1, ε)−block oscillation stable. This new notion
of oscillation stability motivated us to introduce the (Bi)i∈N−block asymptotic models of
a normalized basic sequence where (Bi)i∈N is a sequence of barriers, which generalizes the
Brunel-Sucheston spreading models. This allows us to establish an equivalence of the Ramsey
Theorem within the context of the existence of block asymptotic models. Although the block
asymptotic models are a generalization of the spreading models, there are differences between
them, through an example we will see that not all block asymptotic models are spreading.
In the sequel, we introduce the notation and terminology that are needed.
Given an infinite set X , for each κ ≤ ω, we set [X ]κ = {s ⊆ X : |s| = κ}, [X ]≤κ = {s ⊆ X :
|s| ≤ κ} and [X ]<κ = {s ⊆ X : |s| < κ}. For convenience it will be useful not to consider zero
as an element of natural numbers. The increasing enumeration of an infinite set M ∈ [N]ω
will be {mi : i ∈ N}. Also, if M ∈ [N]ω and n ∈ N, then M/n := {m ∈M : m > n}.
The symbol FIN∗ will denote the family of all finite nonempty subsets of N. To specify
the elements of s ∈ FIN∗ we will write s = {s(1), . . . , s(|s|)} and in this notation we will
always assume that s(1) < s(2) < · · · < s(|s|). If s, t ∈ FIN∗, we say that “s is less than t”
and write s < t if max(s) < min(t), i.e., s(|s|) < t(1). In the case when s = {n} for some
n ∈ N, we simply write n < t. If s, t ∈ FIN∗, then s ⊑ t means that s is a initial segment
of t and when s < t we denote s⌢t = s ∪ t. If s ∈ FIN∗ and M ∈ [N]ω, then s ⊑ M also
means that s is a initial segment of M .
For each i ∈ N, the symbol ei will denote the vector in RN defined by ei(j) = δi,j (the
Kronecker delta) for all j ∈ N. The sequence (ei)i∈N will be called the canonical basis of
RN. For the finite case, the set {e1, · · · , ek} will denote the canonical basis of Rk. For
every a = (ai)i∈N ∈ RN we define its support as supp(a) = {i ∈ N : ai 6= 0}. Recall that
c00 := {a = (ai)i∈N ∈ RN : supp(a) < ω} is a normed space under the supremum norm:
‖a‖∞ = sup{|ai| : i ∈ N}
for each a = (ai)i∈N =
∑n
i=1 aiei ∈ c00.
The required notation concerning Banach spaces is standard and can be found in books
like [6], [7] and [9]. However, for the sake of the non-expert, we recall some notation and
definitions.
Our Banach spaces will be separable, infinite dimensional and real. In case that several
Banach spaces are involved and we want to specify the norm of a Banach space X we will
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write ‖ · ‖X . For convenience, in some cases, a sub-sequence (xmi)i∈N of a sequence (xi)i∈N
will be written as (xi)i∈M where M ∈ [N]ω. For every subset Y of a Banach space (X, ‖ · ‖),
the symbol 〈Y 〉 will denoted the span of Y .
Let (X, ‖ · ‖) be a Banach space and let (xi)i∈N be a sequence in X . The sequence (xi)i∈N
is called normalized if ‖xi‖ = 1 for all i ∈ N. For each s ∈ FIN∗ we define the block vector
X (s) =
∑
i∈s xi
‖
∑
i∈s xi‖
. We say that (xi)i∈N is a Schauder Basis for X iff there is a unique sequence
of real numbers (ai)i∈N such that x =
∑∞
i=1 aixi for all x ∈ X . In general, we say that (xi)i∈N
in X is a basic sequence iff is a Schauder basis for the closure of its span. It is very convenient
for us to use the following equivalence of Schauder basis condition [6, Th. 3.2]: there is C > 0
so that for all m < n and (ai)
m
i=1 ∈ [−1, 1]
m we have ‖
∑m
i=1 aixi‖ ≤ C‖
∑n
i=1 aixi‖, and the
topological closure of its span coincides with the whole X . The smallest such C is called the
basis constant of (xi)i∈N. Two basic sequences (xi)i∈N and (yi)i∈N are equivalent if there exist
A,B > 0 so that for all n ∈ N and scalars (ai)ni=1 ∈ [−1, 1]
n one has that
A−1‖
k∑
i=1
aixi‖X ≤ ‖
k∑
i=1
aiyi‖Y ≤ B‖
k∑
i=1
aixi‖X .
For a basic sequence (xi)i∈N and a real sequence (ai)i∈N, a sequence of non-zero vectors
(yj)j∈N of the form
yk =
pk+1−1∑
ℓ=pk
aℓxℓ
where p1 < p2 < · · · < pk < · · · is an increasing sequence of natural numbers, is called a
block basis sequence.
For the convenience of the reader, we believe it is convenient to keep in mind the Ramsey
Theorem 1 and the Brunel-Sucheston Theorem 2 that we enunciate below.
Theorem 1.1. [Ramsey]. Let N ∈ [N]ω and k, q ∈ N. For every function (finite coloring)
ϕ : [N ]k −→ {1, . . . , q} there are i ≤ q and (a monochromatic set) M ∈ [N ]ω such that
[M ]k ⊆ ϕ−1(i).
As mentioned above, one of our purposes is to generalize the following notion through the
use of barrier blocks, in addition, it is the main concept of the Brunel-Sucheston Theorem.
Definition 1.2. Let (xi)i∈N be a normalized basic sequence in a Banach Space (X, ‖ · ‖X).
A Schauder basis (yi)i∈N for a Banach space (Y, ‖·‖Y ) is a spreading model
3 of (xi)i∈N if there
is a sequence εi ց 0 such that for every s = {s(1), . . . , s(k)} ∈ FIN∗ with s(1) ≥ |s| = k
we have that ∣∣‖ k∑
j=1
ajxs(j)‖X − ‖
k∑
j=1
ajyj‖Y
∣∣ < εs(1),
for every (ai)
k
i=1 ∈ [−1, 1]
k. We also say that (xi)i∈N generates (yi)i∈N (or Y ) as spreading
model.
1A proof of this theorem lies in [18] or [14].
2For more properties and a proof of this theorem, consult [2] or [14].
3For a deeper presentation of the Theory of the spreading models, see [3]
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Theorem 1.3. [Brunel-Sucheston]. Every normalized basic sequence has a subsequence
that generates a spreading model.
The article is organized as follow: In the second section, we recall the definition of a barrier
and state some basic properties of barriers, in particular, some characteristics that relate
to the barriers and their lexicographical rank. The third section is devoted to introduce
and study the family of blocks of a finite sequence of barriers. In this section, we prove
that these families have the Ramsey-type property and present the version for analysts of
this property. In the fourth section, we introduce the notion of ((Bi)ki=1, ε)−block oscillation
stable sequence and show that the Ramsey Theorem is equivalent to several statements, some
of them involve the block oscillation stability. The fifth section concerns to the generalization
of the Brunel-Sucheston Theorem via the ((B)i∈N, ε)-block asymptotic models. Finally, in
the last section, we build an example of a normalized basic sequence that generates two
equivalent block asymptotic models, only one of them is spreading and they are associated
with distinct sequences of barriers. In addition, base on this example, we formulate open
problems concerning about the existence of two non-equivalent block asymptotic models
from the same normalized basic sequence by using two distinct sequences of barriers.
2. Barriers
We start this section with notation that we will us throughout this paper: If s ∈ FIN∗,
M ∈ [N]ω and B ⊆ FIN∗, then
B ↾M := {s ∈ B : s ⊂M}
Bs = {t ∈ FIN
∗ : s⌢t ∈ B}.
Now, we present a basic notion of the Nash-William Theory.
Definition 2.1. Given a set N ∈ [N]ω, a nonempty family B of finite subsets of N is called
a barrier on N provided that:
(B1) B ⊆ [N ]<ω \ {∅}.
(B2) For every s, t ∈ B if s 6= t then s * t and t * s.
(B3) For every M ∈ [N ]ω there is s ∈ B such that s ⊑M .
The simplest examples of barriers are:
1. For each k ∈ N and N ∈ [N]ω, [N ]k = {s ⊆ N : |s| = k} is a barrier on N.
2. The Schreier barrier S = {s ∈ FIN∗ : |s| = min(s)}.
We list in the first lemma of this section the basic properties of barriers that we will use.
Lemma 2.2. 1. Let B ⊆ FIN∗ be a barrier on N ∈ [N]ω.
(a) For every M ∈ [N ]ω, the restriction B ↾M is a barrier on M .
(b) For each s ∈ FIN∗ \ B, the set Bs is a barrier on N/max(s).
(c) Every barrier B is associated to a barrier on N: If {ni : i ∈ N} are in ascending
order, then BN := {{i ∈ N : ni ∈ s} : s ∈ B} is a barrier on N.
2. If B1 and B2 are barriers on some N ∈ [N]ω so that B1 ⊆ B2, then B1 = B2.
3. Let k ∈ N and let B1, . . . ,Bk ⊆ FIN∗ be barriers on N ∈ [N]ω. Then the set
k⊕
i=1
Bi := {s
⌢
1 · · ·
⌢ sk : si ∈ Bi ∀i ≤ k and s1 < · · · < sk}
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is a barrier on N .
Association 1.(c) allows us to assume that all our barriers could be taken on N as the case
suits us, although in some situations we will not consider it.
The use of notion of “α−uniform barrier” in inductive arguments to establish barrier
properties is common. To avoid the use of this concept we will obtain some characteristics of
barriers by employing a more basic notion, known as “the lexicographic order” of a barrier.
For our purposes, we basically need Corollary 2.9 which will prove without the use of uniform
barriers.
The lexicographic order on FIN∗ is defined by s <lex t whenever min(s△ t) ∈ s, where
s△ t is the symmetric difference s\t ∪ t\s, for every s, t ∈ FIN∗.
Next we state the must outstanding properties of the lexicographic order of a barrier (for
a proof see [2, L. II.2.15]).
Lemma 2.3. Every barrier is a well-ordered set with respect to the lexicographic order. A
based on this, the order type of lexicographic order of a barrier B is denoted by rank(B)
and is named the lexicographical rank of B.
Given a barrier B on N ∈ [N]ω, we remark that the lexicographical rank of B coincides
with the lexicographical rank of its associated barrier on N (clause 1.(c) of Lemma 2.2).
Using elementary properties of well-ordered sets we get the following result.
Lemma 2.4. Let B be a barrier on N. Then rank(B{n}) < rank(B) for all n ∈ N.
To establish the important results of this section (Theorem 2.8 and Corollary 2.9) and that
will be used in the following ones, we need to state and prove the following three preliminary
lemmas.
Lemma 2.5. Every barrier B satisfies that rank(B) ≥ ω|s| for all s ∈ B.
Proof. Suppose without loss of generality that B is a barrier on N and let s ∈ B. It is enough
to prove that B has a subset F such that s ≤lex t for all t ∈ F and its lexicographical rank
is ωk where k = |s|. We proceed by induction on k: For the case k = 1, put s = {s(1)} ∈ B.
By definition of barrier, for every i ∈ N we get si ∈ B such that
si ⊑ {s(1) + i− 1, s(1) + i, s(1) + i+ 1, s(1) + i+ 2, . . .}.
Notice that si <lex si+1 for all i ∈ N, by construction. Hence, there is an order isomorphism
from F := {si : i ∈ N} to ω, which is induced naturally by lexicographic order. This shows
that rank(F) = ω. For k = 2, we set s = {s(1), s(2)} ∈ B and s1 := s. By property (B3), it
is possible to find si ∈ B such that
si ⊑ {s(2) + i− 2, s(2) + i− 1, s(2) + i, s(2) + i+ 1, . . .}
for each i ∈ N/1. The property (B2) implies that {s(2) + i − 2, s(2) + i − 1} ⊑ si for
every i ∈ N/1. Thus |si| ≥ 2 and si <lex si+1 for all i ∈ N. Similarly, for each i, j ∈ N
there is an si,j ∈ B so that si,j ⊑ {si(1), . . . si(ni − 1), si(ni) + j, si(ni) + j + 1, . . .} and
{si(1), . . . si(ni − 1), si(ni) + j} ⊑ sij, where ni := |si|. It follows from construction that
si <lex si,1 and si,j <lex si,j+1 <lex si+1 for every i, j ∈ N. This shows that there is an order
isomorphism from F := {si : i ∈ N}∪{si,j : i, j ∈ N} to ω2 given by the lexicographic order.
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Suppose now that if s ∈ B and |s| = k, then there is a family F ⊆ B with lexicographical
rank equal to ωk such that s ≤lex t for all t ∈ F . To proceed to the inductive step k + 1,
we set s = {s(1), . . . , s(k + 1)} ∈ B. Since B is a barrier on N, for every i ∈ N. there is an
element si ∈ B such that
si ⊑


{s(i), s(i+ 1), . . . s(k), s(k + 1), s(k + 1) + 1, . . .} if i ≤ k + 1
{s(k + 1) + (i− k)− 1, s(k + 1) + (i− k),
s(k + 1) + (i− k) + 1, s(k + 1) + (i− k) + 2, . . .} if i > k + 1
.
Also, condition (B2) of barriers implies that
{s(i), s(i+ 1), . . . s(k), s(k + 1), s(k + 1) + 1, . . . ,
s1(k + 1) + (i− 1)} ⊑ si if i ≤ k + 1,
o {s(k + 1) + (i− k)− 1, s(k + 1) + (i− k), s(k + 1) + (i− k) + 1, . . . ,
s(k + 1) + (i− k) + (k − 1)} ⊑ si if i > k + 1
for each i ∈ N. Thus we have that |si| ≥ k+1 and si <lex si+1 for all i ∈ N. After renaming,
for every i ∈ N, the elements of si as {si(1), . . . , si(ni)} where |si| = ni ≥ k + 1, we will
consider the barrier B{si(1),...,si(ni−k)}, and take the element
ti := {si(ni − k + 1), si(ni − k + 2), . . . , si(ni)} ∈ B{si(1),...,si(ni−k)}.
Since |ti| = k for each i ∈ N, the inductive hypothesis says that there is a set Gi ⊆
B{si(1),...,si(ni−k)} with lexicographical rank equal to ω
k such that ti ≤lex t for all t ∈ Gi.
Let
Fi =
{
{si(1), . . . , si(ni − k)}
⌢t : t ∈ Gi
}
⊆ B
for each i ∈ N. For every i ∈ N the function fi : Gi → Fi defined by
fi(t) = {si(1), . . . , si(ni − k)}
⌢t
for each t ∈ Gi is an order isomorphism. Hence rank(Fi) = ωk for all i ∈ N. Notice that
s <lex si+1 for every i ∈ N and s ∈ Si (since s(1) < si+1(1)). This induces the existence of
an order isomorphism from F = ∪i∈NFi to ωk+1, i.e., rank(F) = ωk+1. 
We know that [N]1 is the only 1−uniform barrier on N (see [2, Ex.II.3.5]) and in our
context we establish this fact in another way:
Corollary 2.6. The family [N]1 is the only barrier on N of lexicographical rank equal to ω.
The next lemma provides some properties about barriers that are different to [N]1.
Lemma 2.7. If B is a barrier on N and B 6= [N]1, then |B∩[N]1| < ω. As consequence, one has
that {m} ∈ B for each m ≤ n and B\[N]1 is a barrier on N/n where n := max
(⋃
(B∩ [N]1)
)
.
Proof. Let B be a barrier on N such that B 6= [N]1 and B ∩ [N]1 is an infinite set. Take
s = {s(1), . . . , s(k)} ∈ B\[N]1 with k ≥ 2. By property (B3) of barriers, for each i ≥ s(k) we
get ti ∈ B such that ti ⊑ {s(1), . . . , s(k − 1), i, i+ 1, . . .}, and from property (B2) it follows
that {s(1), . . . , s(k − 1), i} ⊑ ti. Besides, since B ∩ [N]1 is infinite, there is a number m ∈ N
so that m > s(k) and {m} ∈ B. Thus we have the contradiction {m} ⊆ tm.
Let n := max
(⋃
(B ∩ [N]1)
)
and suppose there is a number m < n such that {m} /∈ B.
Consider the infinite set {m,n, n + 1, n + 2, . . .} ⊆ N. By definition of barrier, there is an
element s ∈ B such that s ⊑ {m,n, n+1, n+2, . . .}. We know that s 6= {m}, then {m,n} ⊑ s
and so {n} ⊆ s. This contradiction completes the proof. 
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Now we pay attention to the first main result.
Theorem 2.8. For each k ∈ N with k ≥ 2 and barrier B on N we have the following
assertions:
(1)k The lexicographical rank of B is ω
k if only if |s| ≤ k for all s ∈ B and there exists an
n ∈ N ∪ {0} such that [N/n]k ⊆ B.
(2)k If rank(B) > ω
k, then the set
Mk(B) =
{
m ∈ N : m = min(s) for some s ∈ B ∩ [N]k
}
is finite.
Proof. We proceed by induction on k. When k = 2 we have that:
(1)2 (⇒) If there is an s ∈ B with |s| > 2, then by Lemma 2.5 we know that rank(B) ≥ ω3.
Therefore, |s| ≤ 2 for all s ∈ B. From this and Lemma 2.7 it follows that [N/n]2 ⊆ B
where n := max
(⋃
(B ∩ [N]1)
)
.
(⇐) Suppose that |s| ≤ 2 for all s ∈ B and [N/n]2 ⊆ B for some n ∈ N. By hypothesis,
the set B{i} ⊆ [N]<2 for each i ≤ n, in other words, if i ≤ n, then B{i} is either a empty
set or B{i} = [N/i]1. We assume, without loss of generality, that B{i} 6= ∅ for each
i ≤ n. This implies that the lexicographical rank of Γ{i} := {{i}
⌢s : s ∈ B{i}} ⊆ B
is equal to rank(B{i}) = ω for every i ≤ n. By properties of well-ordered sets and
B = {Γ{i}}ni=1 ∪ {[N/n]
2}, we get that
rank(B) =
n∑
i=1
rank(Γ{i}) + rank([N/n]
2) = ω2.
(2)2 Suppose that rank(B) > ω2 and M2(B) is an infinite set. First, we show that there
is ℓ ∈ N so that B{ℓ} has an element s with |s| ≥ 2. To prove this claim, we assume
that B{i} ⊆ [N]<2 for each i ∈ N. We know that B{i} is the empty set or a barrier.
By Lemma 2.7, without loss of generality we suppose that B{i} 6= ∅ for every i ∈ N.
Hence, rank(B{i}) = ω for all i ∈ N. From these equalities and some facts about
well-ordered sets we obtain
rank(B) =
∞∑
i=1
rank(Γ{i}) =
∞∑
i=1
ω = ω2,
since, in the same way as the previous case, it is true that rank(Γ{i}) = rank(B{i})
for all i ∈ N, but which contradicts the hypothesis. So we can choose ℓ ∈ N such
that there is s ∈ B{ℓ} with |s| ≥ 2. By Lemma 2.5, we get that rank(Bℓ) ≥ ω2 and
from Lemma 2.7 follows that the set M1(B{ℓ}) =
⋃
(B{ℓ} ∩ [N]1) is finite. Therefore,
if n := maxM1(B{ℓ}), then B{ℓ} ↾N/n is a barrier on N/n that has no elements with
cardinality equal to 1. On the other hand, since M2(B) is an infinite set, we find
m ∈ M2(B) such that m > n. We take i > m such that {m, i} ∈ B ∩ [N]2 and
consider the set {m, i, i + 1, i + 2, . . .} ⊆ N/n. By definition of barrier, we obtain
s ∈ B{ℓ} such that s ⊑ {m, i, i+ 1, i + 2, . . .}. Also, we know that s 6= {m} because
of the construction, so {m, i} ⊑ s. Hence, {ℓ}⌢s ∈ B and {m, i} ∈ B, which is a
contradiction of property (B2).
Suppose that (1)j and (2)j hold for each 1 < j ≤ k. Now, we will prove that the statements
are valid for k + 1.
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(1)k+1 (⇒) If there is s ∈ B with |s| > k + 1, then by Lemma 2.5 one gets that rank(B) >
ωk+2. Therefore, |s| ≤ k+1 for all s ∈ B. Notice that M1(B),M2(B), . . . ,Mk(B) are
finite sets because of Lemma 2.7 and (2)j for 2 ≤ j ≤ k. Hence Mk+1(B) is a infinite
set, which implies that [N/n]k+1 ⊆ B where n := max
(⋃
j≤kMj(B)
)
.
(⇐) Suppose that |s| ≤ k + 1 for all s ∈ B and [N/n]k+1 ⊆ B for some n ∈ N.
By assumption, B{i} ⊆ [N]<k+1 for every i ≤ n. Without loss of generality, we may
assume that B{i} 6= ∅ for every i ≤ n. From Lemma 2.5 for each i ≤ n we have
that rank(B{i}) ≥ ω
di where di = max{|t| : t ∈ B{i}}. Notice that di ≤ k for all
i ≤ n, so ωdi ≤ ωk. Applying Lemma 2.7 and (2)j for all j < di we obtain that
M1(B{i}), . . . ,Mdi−1(B{i}) are finite sets whenever i ≤ n. Therefore, for each i ≤ n
the set Mdi(B{i}) is infinite. For every i ≤ n we have that rank(B{i}) ≤ ω
di because of
the contrapositive of (2)di. Thus, we conclude that rank(B{i}) = ω
di if i ≤ n. Finally,
by some properties of well-ordered sets and the equality rank(B{i}) = rank(Γ{i}) for
each i ≤ n, we get that
rank(B) =
∑
i≤n
rank(Γ{i}) + rank([N/n]
k+1)
=
∑
i≤n
ωdi + ωk+1 = ωk+1.
(2)k+1 Suppose that rank(B) > ωk+1 and Mk+1(B) is an infinite set. We first show the
existence of ℓ ∈ N such that there is at least one element s in Bℓ with |s| > k + 1.
Assume that B{i} ⊆ [N]<k+1 for all i ∈ N. From Lemma 2.5 we get that rank(B) ≥ ωd
where d = max{|s| : s ∈ B} ≤ k + 1. Notice that |s| ≤ d for all s ∈ B and
the families M1(B), . . . ,Md−1(B) have finite cardinality according to Lemma 2.7 and
clauses (2)2, . . . (2)d−1. Hence Md(B) is an infinite set. From this, we deduce that
[N/n′]d ⊆ B with n′ := max
(
∪i≤d−1 Mi(B)
)
. As we can suppose that (1)k+1 holds,
we conclude that rank(B) = ωd ≤ ωk+1, which is a contradiction. So we find ℓ ∈ N
such that there exists s ∈ B with |s| ≥ k + 1. Then, from Lemma 2.5 we get
that rank(B{ℓ}) ≥ ωk+1. The Lemma 2.7 and the clauses (2)2, . . . , (2)k assure that
M1(B{ℓ}), . . . ,Mk(B{ℓ}) are finite sets. Hence B{ℓ} ↾N/n is a barrier on N/n such
that |s| ≥ k + 1 for all s ∈ B{ℓ} ↾N/n where n := max
(
∪i≤k Mi(B{ℓ})
)
> ℓ. Since
Mk+1(B) is an infinite set, there is m ∈ Mk+1(B) such that m > n. We take
i1, . . . , ik > m such that i1 < . . . < ik and {m, i1, i2, . . . , ik} ∈ B∩[N]k+1, and consider
the infinite set {m, i1, i2, . . . , ik, ik + 1, ik + 2, . . .} ⊆ N/n. By definition of barrier,
we find s ∈ B{ℓ} ↾N/n such that s ⊑ {m, i1, i2, . . . , ik, ik + 1, ik + 2, . . .}. But since
|s| ≥ k + 1, it follows that {m, i1, i2, . . . , ik} ⊑ s. Thus {ℓ}
⌢s and {m, i1, i2, . . . , ik}
belong to B, this contradicts the property (B2) of barriers.

The following corollary is useful at starting inductive arguments.
Corollary 2.9. If B is a barrier on N with rank(B) < ωω, then rank(B) = ωk for some
k ∈ N.
Proof. Assume that ωk 6= rank(B) < ωω for all k ∈ N. Then there is n ∈ N such that
ωn < rank(B) < ωn+1. From Lemma 2.5 follows that |s| ≤ n for all s ∈ B. This implies
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that Mi(B) is a infinite set for some i ≤ n. However, according to Lema 2.7 and Theorem
2.8, the sets M1(B), . . . ,Mn(B) are finite. 
3. Ramsey Type Theorems
We start this section with an important property of the Nash-Williams Theory that has
a notable relationship with the Ramsey Theorem.
Definition 3.1. [Nash-Williams]. A family F ⊆ FIN∗ has the Ramsey property if for
every coloring ϕ : F −→ {1, . . . , q}, where q ∈ N, there is a set M ∈ [N]ω such that at most
one of the restrictions
ϕ−1(1) ↾M , ϕ
−1(2) ↾M , . . . , ϕ
−1(q) ↾M
is non-empty. In particular, F has the non-empty Ramsey property if there exists M ∈ [N]ω
such that just one of the restrictions is non-empty.
A proof of the well-known Ramsey property for Barriers lies in the book [2, L. II.2.7]:
Theorem 3.2. [Ramsey Theorem on Barriers]. Every barrier has the non-empty Ram-
sey property.
Our first objective is to generalize the previous theorem to blocks of barriers, which have
been motivated by the relevance of the block sequences of a basic sequence in a Banach
space. First of all, we introduce the notion of blocks of barriers.
Definition 3.3. Given k ∈ N and barriers B1, . . . ,Bk on N ∈ [N]ω, we define the set
Bl(B1, . . . ,Bk) := {{s1, . . . , sk} : ∀i ≤ k (si ∈ Bi) y s1 < s2 < · · · < sk} ,
and we refer to it as a family of blocks of barriers in (Bi)ki=1. If B1 = B2 = · · · = Bk, then we
denote by Blk(B1) the set Bl(B1, . . . ,Bk). Further, the elements of Bl(B1, . . . ,Bk) are called
k−blocks.
The desire generalization is the following.
Theorem 3.4. [Ramsey Theorem on Blocks of Barriers]. Let (Bi)ki=1 be a finite
sequence of barriers on N ∈ [N]ω and let q ∈ N. Then for every coloring ϕ : Bl(B1, . . . ,Bk)→
{1, . . . , q}, there are i ≤ q and M ∈ [N ]ω such that Bl(B1 ↾M , . . . ,Bk ↾M) ⊆ ϕ−1(i).
Proof. We consider the function f : Bl(B1, . . . ,Bk)→
⊕k
i=1 Bi defined by f({s1, . . . , sk}) =
s1
⌢s2
⌢· · ·⌢sk for each {s1, . . . , sk} ∈ Bl(B1, . . . ,Bk). It is easy to verify that f is a bijection,
which implies the existence of its inverse f−1. Now, fix a finite coloring ϕ : Bl(B1, . . . ,Bk) −→
{1, 2, . . . , q} and consider the coloring ϕ ◦ f−1 :
⊕k
i=1 Bi → {1, . . . , q}. From Lemma 2.2(3)
and Theorem 3.2 we find i ≤ q and M ∈ [N ]ω so that
(
k⊕
i=1
Bi) ↾M⊆ (ϕ ◦ f
−1)−1(i).
Since (
⊕k
i=1 Bi) ↾M=
⊕k
i=1(Bi ↾M) and f is a bijection, we get that Bl(B1 ↾M , . . . ,Bk ↾M) ⊆
ϕ−1(i). 
In what follows, we will study the version for Analysts of Theorem 3.4 as it was done in
the paper [17, Th. 2.2.1] for the Ramsey Theorem.
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Theorem 3.5. [Ramsey Theorem on Blocks of Barriers for Analysts]. Let (X, d)
be a totally bounded metric space, let k ∈ N and let (Bi)ki=1 be a sequence of barriers on
N ∈ [N]ω. For every function Bl(B1, . . . ,Bk) −→ X and ε > 0 there is M ∈ [N ]ω such that
d(ϕ(S), ϕ(T )) < ε
for each S, T ∈ Bl(B1 ↾M , . . . ,Bk ↾M).
Proof. The basic idea of the proof is the same as the one presented in the article [17], which
consists of coloring by finite covers. 
It is worth mentioning that the particular case when the sequence consists of a single
barrier that is [N]k (or the sequence ([N]1, . . . , [N]1) of length k) and the metric space is
compact is equivalent to the Ramsey Theorem for Analysts. It is for this reason that we
decided to name Theorem 3.5 as the Ramsey Theorem on Blocks of Barriers for Analysts.
The version of asymptoticity that is implicit in the article [17, Th. 2.2.1] is reformulated
next. Given the importance of the inductive argument used in the demonstration of this
reformulation, we include a complete proof.
Corollary 3.6. Let (X, d) be a totally bounded metric space, let k ∈ N and let (Bi)ki=1
be a sequence of barriers on N ∈ [N]ω. For every coloring ϕ : Bl(B1, . . . ,Bk) −→ X and
sequence εi ց 0, there exists M = {mi : i ∈ N} ∈ [N]ω so that for every S = {s1, . . . , sk},
T = {t1, t2 . . . , tk} ∈ Bl(B1 ↾M , . . . ,Bk ↾M) we have that
d(ϕ(S), ϕ(T )) < εℓ,
whenever min(s1 ∪ t1) = mℓ for some ℓ ∈ N.
Proof. Consider a sequence εi ց 0 and a coloring ϕ : Bl(B1, . . . ,Bk) −→ X . From Theorem
3.5 we obtain a set M1 ∈ [N ]ω such that d(ϕ(S), ϕ(T )) < ε1 for each S, T ∈ Bl(B1 ↾M1,
. . . ,Bk ↾M1). We set m1 := min(M1). Suppose that for all i < n with n ∈ N there is
Mi+1 ∈ [Mi/mi]ω, where mi := min(Mi), which satisfies that d(ϕ(S), ϕ(T )) < εi+1 for
all S, T ∈ Bl(B1 ↾Mi+1, . . . ,Bk ↾Mi+1). Applying Theorem 3.5 to ϕ ↾Bl(B1↾Mn/mn ,...,Bk↾Mn/mn )
and εn+1, we get a set Mn+1 ∈ [Mn/mn]ω so that d(ϕ(S), ϕ(T )) < εn+1 for every S, T ∈
Bl(B1 ↾Mn+1, . . . ,Bk ↾Mn+1) and put mn+1 := min(Mn+1). By this procedure we generate a
increasing sequence (mi)i∈N of natural numbers and a sequence (Mi)i∈N of infinite subsets of
N which satisfy the following conditions:
• For every i ∈ N, the number mi := min(Mi).
• M1 ∈ [N ]
ω and Mi+1 ∈ [Mi/mi]
ω ⊆ [Mi]
ω for each i ∈ N.
• For every i ∈ N, d(ϕ(S), ϕ(T )) < εi holds whenever S, T ∈ Bl(B1 ↾Mi, . . . ,Bk ↾Mi).
Now, we take M := {mi : i ∈ N}. Notice that for S = {s1, . . . , sk}, T = {t1, . . . , tk} ∈
Bl(B1 ↾M , . . . ,Bk ↾M) we get that
d(ϕ(S), ϕ(T )) < εℓ,
where mℓ = min(s1∪t1), because of S, T ∈ Bl(B1 ↾Mℓ , . . . ,Bk ↾Mℓ). Hence, M is the required
set. 
The Ramsey Theorem for Analysts, presented in the article [17, Th.2.2.1], is stated with
a property of convergence. In analogy to this idea, we obtain the version of this theorem for
blocks of a finite sequence of barriers. To understand this procedure well, we enunciate the
following notion of convergence.
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Definition 3.7. Let (X, d) be a metric space, let k ∈ N and let (Bi)ki=1 be a sequence of
barriers on N ∈ [N]ω. A coloring ϕ : Bl(B1, . . . ,Bk) −→ X converges to x ∈ X if for each
ε > 0 there is ℓ ∈ N such that
d(ϕ(S), x) < ε,
for all S = {s1, . . . , sk} ∈ Bl(B1 ↾N/ℓ, . . . ,Bk ↾N/ℓ). This converge is denoted by
lim
Bl(B1,...,Bk)∋S−→∞
ϕ(S) = x.
The compactness of a metric space allows that every coloring (from a family of blocks of
barriers to this metric space) has a convergent restriction.
Corollary 3.8. Let (K, d) be a compact metric space, let k ∈ N and let (Bi)ki=1 be a sequence
of barriers on N ∈ [N]ω. For every coloring ϕ : Bl(B1, . . . ,Bk) −→ K, there are M ∈ [N ]ω
and x ∈ K such that
lim
Bl(B1↾M ,...,Bk↾M )∋S−→∞
ϕ(S) = x.
Proof. It follows from Corollary 3.6 and that a topological space if and only if every collection
of closed sets with the finite intersection property has non-empty intersection. 
Corollary 3.8 is also known as the Ramsey Theorem on Blocks of Barriers for Analysts.
It is easy to see that if we consider compact metric spaces, then Theorem 3.5 and Corollary
3.8 are equivalent.
4. Block Oscillation Stability
The following notion is a slight modification of one that was introduced in the unpublished
paper [5] and it is the main motivation of this paper.
Definition 4.1. Let k ∈ N and ε > 0. A normalized sequence (xi)i∈N in a Banach space
(X, ‖ ·‖) is (k, ε)-oscillation stable if for each s = {s(1), . . . , s(k)}, t = {t(1), . . . , t(k)} ∈ [N]k
we have that ∣∣‖ k∑
i=1
aixs(i)‖ − ‖
k∑
i=1
aixt(i)‖
∣∣ < ε,
for all (ai)
k
i=1 ∈ [−1, 1]
k.
The relevance of the previous property is its relation with the Ramsey Theorem, which will
be exposed and proved immediately later in this section via a generalization of the preceding
notion.
Given k ∈ N, observe that the barrier [N]k determines which block linear combinations
are compared in the definition of (k, ε)−oscillation stable sequence. This motivates a gener-
alization of the idea of (k, ε)−oscillation stability of a sequence by using a family of blocks
of a finite sequence of barriers as we formalize it below.
Definition 4.2. Let k ∈ N, let (Bi)ki=1 be a sequences of barriers on N and let ε > 0. A
normalized sequence (xi)i∈N in a Banach space (X, ‖·‖) is ((Bi)
k
i=1, ε)−block oscillation stable
if for every S = {s1, . . . , sk}, T = {t1, . . . , tk} ∈ Bl(B1, . . . ,Bk) we have that
∣∣‖ k∑
i=1
aiX (si)‖ − ‖
k∑
i=1
aiX (ti)‖
∣∣ < ε,
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for all (ai)
k
i=1 ∈ [−1, 1]
k. Particularly, a ((Bi)ki=1, ε)−block oscillation stable sequence is
called (B, k, ε)−block oscillation stable sequence when B = B1 = . . . = Bk.
Let us remark that if the sequence (xi)i∈N is ([N]1, k, ε)−block oscillation stable, then it is
(k, ε)−oscillation stable.
We will see in the following theorem that every normalized sequence contains a subse-
quence that satisfies the condition of Definition 4.2. For this purpose, we first describe the
metric spaces that were crucial in the proof of the Brunel-Sucheston Theorem (Theorem
1.3), according to the notes of Th. Schlumprecht [17]. Later we will study the behavior of
certain colorings in these metric spaces.
For each k ∈ N, we consider the metric space
Mk = {ρ : R
k → [0,∞) : ρ is a norm and ∀i = 1, . . . , k (ρ(ei) = 1)}
whose metric is given by
dk(ρ1, ρ2) = sup
{∣∣ρ1(a)− ρ2(a)∣∣ : a = (a1, . . . , ak) ∈ [−1, 1]k} .
for every pair of norms ρ1, ρ2 ∈Mk.
A false assertion in one of the proofs of the Brunel-Sucheston Theorem (Theorem 1.3)
was “for all k ∈ N the metric space (Mk, dk) is compact”. In fact, we show next a simple
counterexample of this, which we include since it lies in the unpublished article [5].
Example 4.3. Let (M2, d2) be the previously defined metric space. We consider the se-
quence (‖ · ‖n)n∈N of norms over R2 defined for each n ∈ N by
‖a‖n = max{|a1 − a2|,
1
n
|a2|}
for all a = (a1, a2) ∈ R2. It is not hard to see that (‖·‖n)n∈N is a Cauchy sequence. From this
we deduce that {(‖a‖n)n∈N : a ∈ R} is uniformly Cauchy in R. We define ρ : R2 → [0,∞) as
ρ(a) = limn→∞ ‖a‖n for all a ∈ R2. In fact,
ρ(a) =
{
|a1 − a2| if a1 6= a2
0 if a1 = a2
for all a ∈ R2. By the definition, we have that lim
n→∞
‖ · ‖n = ρ. However, ρ is not a norm
because ρ((1, 1)) = 0. Hence (M2, d2) is not a compact metric space. 
However, we obtain compactness when we replace “norm” by “seminorm” as follows
Nk = {ρ : R
k −→ [0,∞) : ρ is a seminorm and ∀i = 1, . . . , k (ρ(ei) = 1)}.
We omit the proof of the following easy lemma which can be proved by using the com-
pleteness and the total boundedness of a compact metric space.
Lemma 4.4. For every natural number k, the metric space (Nk, dk) is compact.
Notice that for every k ∈ N and ρ ∈ Nk we get that
ρ(a) ≤
k∑
i=1
ρ(aiei) =
k∑
i=1
|ai| =≤ ‖a‖ℓ1
for all a = (a1, · · · , ak) =
∑k
i=1 aiei ∈ R
k.
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In the sequel, let us introduce the colorings that we will use in the next chapter:
Let (xi)i∈N be a normalized sequence in a Banach space (X, ‖ · ‖), let k ∈ N and let (Bi)ki=1
be a sequence of barriers on N. We define the coloring Ψk : Bl(B1, . . . ,Bk) −→ Nk, which is
associated to (xi)i∈N, by
Ψk(S)(
k∑
i=1
aiei) := ‖
k∑
i=1
aiX (si)‖
for every S = {s1, . . . , sk} ∈ Bl(B1, . . . ,Bk) and (ai)ki=1 ∈ [−1, 1]
k. For convenience, the
sequences associated to the colorings Ψ′ks will be kept implicit. In a very particular case,
when (B1, . . . ,Bk) = ([N]1, . . . , [N]1), the coloring Ψk : Blk([N]1) −→ Nk coincides with the
function ψk : [N]k −→ Nk given by
ψk(s)(
k∑
i=1
aiei) := ‖
k∑
i=1
aixs(i)‖
for each s = {s(1), . . . , s(k)} ∈ [N]k and (ai)ki=1 ∈ [−1, 1]
k. Also, observe that for each
S ∈ Bl(B1, . . . ,Bk) and s ∈ [N]k
‖
k∑
i=1
aiX (si)‖ ≤
k∑
i=1
‖aiX (si)‖ ≤
k∑
i=1
|ai| = ‖
k∑
i=1
aiei‖ℓ1 and
‖
k∑
i=1
aixs(1)‖ ≤
k∑
i=1
‖aixs(i)‖ ≤
k∑
i=1
|ai| = ‖
k∑
i=1
aiei‖ℓ1,
for all (ai)
k
i=1 ∈ [−1, 1]
k
The following lemma assures that every coloring Ψk associated to a normalized basic
sequence converges to a norm in (Nk, dk) for all k ∈ N.
Lemma 4.5. Let be (xi)i∈N be a normalized basic sequence in a Banach space (X, ‖ · ‖).
For each k ∈ N and sequence of barriers (Bi)ki=1 on N, there are a norm ρk : R
k −→ [0,∞)
and M ∈ [N]ω such that
lim
Bl(B1↾M ,...,Bk↾M )∋S−→∞
Ψk(S) = ρk,
this convergence is established within the compact metric space (Nk, dk).
Proof. Let C be the basis constant of (xi)i∈N. We fix k ∈ N and a sequence of barriers (Bi)ki=1
on N. According to Corollary 3.8, we get M ∈ [N]ω and ρk ∈ Nk so that for each ε > 0 there
is ℓ ∈M such that
dk(Ψk(S), ρk) = sup{
∣∣‖ k∑
i=1
aiX (si)‖ − ρk
( k∑
i=1
aiei
)∣∣ : (ai)ki=1 ∈ [−1, 1]k} < εC(1)
for all S = {s1, . . . , sk} ∈ Bl(B1 ↾M/ℓ, . . . ,Bk ↾M/ℓ). It remains to verify that ρk is a norm.
Suppose that we find (bi)
k
i=1 ∈ [−1, 1]
k \ {(0, . . . , 0)} such that ρk
(∑k
i=1 biei
)
= 0. We set
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i0 := min{i ≤ k : bi 6= 0} and fix 0 < ε < |bi0 |. From basic sequence definition and (1), it
follows that
|bi0 | = ‖
i0∑
i=1
biX (si)‖ ≤ C‖
k∑
i=1
biX (si)‖ ≤ Cdk(Ψk(S), ρk) < ε,
for all S ∈ Bl(B1 ↾M/ℓ, . . . ,Bk ↾M/ℓ), which is not possible. Hence ρk is a norm. 
It is intuited that the previous lemma is implicitly in the notes [17] when considering the
sequence ([N]1, . . . , [N]1) of length k, where k ∈ N.
Corollary 4.6. Let (xi)i∈N be a normalized basic sequence in a Banach space (X, ‖ · ‖). For
each k ∈ N, there are M ∈ [N]ω and a norm ρk : Rk −→ [0,∞) so that
lim
s∈[M ]k→∞
ψk(s) = ρk
in the compact metric space (Nk, dk).
We will see in the Theorem 4.14 that the Ramsey Theorem is equivalent to the following
result and its corollary.
Theorem 4.7. Let (xi)i∈N be a normalized sequence in a Banach space (X, ‖ · ‖). For each
k ∈ N, each sequence of barriers (Bi)ki=1 on N and each ε > 0, there is M ∈ [N]
ω so that
(xi)i∈M is ((Bi ↾M)ki=1, ε)−block oscillation stable.
Proof. For each k ∈ N, each sequence of barriers (Bi)ki=1 on N and each ε > 0, it follows
directly from applying Theorem 3.5 to ε and the coloring Ψk : Bl(B1, . . . ,Bk) −→ Nk
associated to (xi)i∈N. 
The sequences related to the spreading models, introduced by Brunel and Sucheston, have
an asymptotic property, this fact is highlighted in the article [10] with the so-called asymp-
totic models. For this reason, we want to emphasize that the property of block oscillation
stable can be manifested asymptotically, by using blocks of a finite sequence of barriers, as
we will describe below.
Corollary 4.8. Let k ∈ N and let (Bi)ki=1 be a sequence of barriers on N. For each normalized
sequence (xi)i∈N in a Banach space (X, ‖·‖) and each εi ց 0 there isM = {mi : i ∈ N} ∈ [N]ω
such that every pair S = {s1, . . . , sk}, T = {t1, . . . , tk} ∈ Bl(B1 ↾M , . . . ,Bk ↾M) satisfies that
∣∣‖ k∑
i=1
aiX (si)‖ − ‖
k∑
i=1
aiX (ti)‖
∣∣ < εℓ,
where min(s1 ∪ t1) = mℓ, for all (ai)ki=1 ∈ [−1, 1]
k.
Proof. Let εi ց 0. Inductively we will find a sequence (Mj)j∈N of infinite subsets of N and
a strictly increasing sequence (mj)j∈N in N that have the following properties:
• for each j ∈ N, the subsequence (xi)i∈Mj is ((Bi ↾Mj)
k
i=1, εj)−block oscillation stable,
and
• M1 ∈ [N]ω and Mj+1 ∈ [Mj/mj]ω ⊆ [Mj ]ω where mj := min(Mj) for every j ∈ N.
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Indeed, suppose that we have found a finite sequence (Mj)
n
j=1 of infinite subsets of N and a
strictly increasing finite sequence (mj)
n
j=1 in N that satisfy the two conditions listed above.
Consider the normalized sequence (xi)i∈Mn/mn and εn+1. According to Theorem 4.7, we get
Mn+1 ∈ [Mn/mn]ω so that (xi)i∈Mn+1 is ((Bi ↾Mn+1)
k
i=1, εn+1)−block oscillation stable, i.e.,
for every S = {s1, . . . , sk}, T = {t1, . . . , tk} ∈ Bl(B1 ↾Mn+1, . . . ,Bk ↾Mn+1) one obtains that
∣∣‖ k∑
i=1
aiX (si)‖ − ‖
k∑
i=1
aiX (ti)‖
∣∣ < εn+1,
for all (ai)
k
i=1 ∈ [−1, 1]
k. We propose M := {mj : j ∈ N} as the desired set. Indeed, we
observe that if S = {s1, . . . , sk}, T = {t1, . . . , tk} ∈ Bl(B1 ↾M , . . . ,Bk ↾M), then
∣∣‖ k∑
i=1
aiX (si)‖ − ‖
k∑
i=1
aiX (ti)‖
∣∣ < εℓ
whenever min(s1 ∪ t1) = mℓ, for each (ai)
k
i=1 ∈ [−1, 1]
k. 
Corollary 4.8 motives the following block asymptotic oscillation stability property of a
normalized sequence in a Banach space.
Definition 4.9. Let k be a natural number and (Bi)ki=1 be a sequence of barriers on N. A
normalized sequence (xi)i∈N in a Banach space is (Bi)ki=1−block asymptotic oscillation stable
if there exits εi ց 0 such that every S = {s1, . . . , sk}, T = {t1, . . . , tk} ∈ Bl(B1, . . . ,Bk)
satisfy ∣∣‖ k∑
i=1
aiX (si)‖ − ‖
k∑
i=1
aiX (ti)‖
∣∣ < εmin(s1∪t1)
for each (ai)
k
i=1 ∈ [−1, 1]
k.
The following is a condition that is equivalent to the notion of block asymptotic oscillation
stability and facilitates its use in some cases.
Lemma 4.10. Let k ∈ N and let (Bi)ki=1 be a sequence of barriers on N. For a normalized
sequence (xi)i∈N in a Banach space (X, ‖ · ‖) we have the following equivalent conditions:
(1) The sequence (xi)i∈N is (Bi)ki=1−block asymptotic oscillation stable.
(2) For each ε > 0 there is n ∈ N so that if S = {s1, . . . , sk}, T = {t1, . . . , tk} ∈
Bl(B1 ↾N/n, . . . ,Bk ↾N/n), then
∣∣‖ k∑
i=1
aiX (si)‖ − ‖
k∑
i=1
aiX (ti)‖
∣∣ < ε
for all (ai)
k
i=1 ∈ [−1, 1]
k.
Proof. (1) ⇒ (2). By hypothesis, there exists εi ց 0 so that for every S = {s1, . . . , sk},
T = {t1, . . . , tk} ∈ Bl(B1, . . . ,Bk) we get that
∣∣‖ k∑
i=1
aiX (si)‖ − ‖
k∑
i=1
aiX (ti)‖
∣∣ < εmin(s1∪t1)
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for each (ai)
k
i=1 ∈ [−1, 1]
k. Now we fix ε > 0 and choose n ∈ N such that εn ≤ ε. Hence, for
each S, T ∈ Bl(B1 ↾N/n, . . . ,Bk ↾N/n), we have that
∣∣‖ k∑
i=1
aiX (si)‖ − ‖
k∑
i=1
aiX (ti)‖
∣∣ < ε
for all (ai)
k
i=1 ∈ [−1, 1]
k.
(2) ⇒ (1). First, we notice that if S = {s1, . . . , sk}, T = {t1, . . . , tk} ∈ Bl(B1, . . . ,Bk),
then
∣∣‖ k∑
i=1
aiX (si)‖ − ‖
k∑
i=1
aiX (ti)‖
∣∣ ≤ k∑
i=1
|ai|‖X (si)‖+
k∑
i=1
|ai|‖X (ti)‖
=
k∑
i=1
|ai|+
k∑
i=1
|ai| ≤ 2k
for each (ai)
k
i=1 ∈ [−1, 1]
k. By assumption, we find n1 ∈ N such that for every S, T ∈
Bl(B1 ↾N/n1, . . . ,Bk ↾N/n1) the inequality
∣∣‖ k∑
i=1
aiX (si)‖ − ‖
k∑
i=1
aiX (ti)‖
∣∣ < 1
2
holds for all (ai)
k
i=1 ∈ [−1, 1]
k. For each i ≤ n1 we define
εi := 2k +
n1 + 1− i
2n1
.
From the construction, it follows that (εi)i≤n1 is strictly decreasing, εi > 2k for all i ≤ n1 and
εn1 = 2k +
1
2n1
. By applying recursively the hypothesis, for every j ∈ N we obtain nj ∈ N
with nj > nj−1 such that if S, T ∈ Bl(B1 ↾N/nj , . . . ,Bk ↾N/nj), then
∣∣‖ k∑
i=1
aiX (si)‖ − ‖
k∑
i=1
aiX (ti)‖
∣∣ < 1
2j
for all (ai)
k
i=1 ∈ [−1, 1]
k. Later, taking dj := max{j, nj − nj−1} for each j ∈ N/1, we define
εi :=
1
2j−1
+
nj + 1− i
2dj
for every i ∈ N that satisfies the restriction nj−1 < i ≤ nj . It follows that (εi)i≤nj is strictly
decreasing, εi >
1
2j−1
for each i ≤ nj and εnj =
1
2j−1
+ 1
2dj
. Moreover, (εi)i∈N is a strictly
decreasing sequence that converges to zero. Now, we choose S, T ∈ Bl(B1, . . . ,Bk). If
min(s1 ∪ t1) ≤ n1, then
∣∣‖ k∑
i=1
aiX (si)‖ − ‖
k∑
i=1
aiX (ti)‖
∣∣ < 2k < εmin(s1∪t1)
for each (ai)
k
i=1 ∈ [−1, 1]
k. In the opposite case, since (nj)j∈N is strictly increasing, there
exists ℓ ∈ N such that ℓ = max{j ∈ N : nj < min(s1 ∪ t1)} and min(s1 ∪ t1) ≤ nℓ+1. From
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this it follows that S, T ∈ Bl(B1 ↾N/nℓ , . . . ,Bk ↾N/nℓ) and∣∣‖ k∑
i=1
aiX (si)‖ − ‖
k∑
i=1
aiX (ti)‖
∣∣ < 1
2ℓ
< εmin(s1∪t1),
for each (ai)
k
i=1 ∈ [−1, 1]
k. Hence, (xi)i∈N is (Bi)ki=1−block asymptotic oscillation stable. 
Now, we introduce the notion of block asymptotic oscillation stable sequence using an
infinite sequence of barriers on N, which is similar to the notion of asymptoticity studied in
[10].
Definition 4.11. Let (Bi)i∈N be a sequence of barriers on N. A normalized sequence (xi)i∈N
in a Banach space (X, ‖ · ‖) is (Bi)i∈N−block asymptotic oscillation stable if there exists
a sequence εi ց 0 such that for each k ∈ N and S = {s1, . . . , sk}, T = {t1, . . . , tk} ∈
Bl(B1 ↾N/(k−1), . . . ,Bk ↾N/(k−1)) one gets that
∣∣‖ k∑
j=1
ajX (sj)‖ − ‖
k∑
j=1
ajX (tj)‖
∣∣ < εmin(s1∪t1),
for all (ai)
k
i=1 ∈ [−1, 1]
k.
The reader who knows the Brunel-Sucheston Theorem (Th. 1.3) may imagine where we
are going to, a generalization of such theorem. To achieve this goal, we need the following
theorem (after Theorem 4.14 it will not be difficult to see that this theorem is equivalent to
Ramsey’s Theorem).
Theorem 4.12. Let (Bi)i∈N be a sequence of barriers on N. If (xi)i∈N is a normalized
sequence in a Banach space (X, ‖ · ‖), then for each εi ց 0 there is M = {mi : i ∈ N} ∈
[N]ω such that for every k ∈ N and S = {s1, . . . , sk}, T = {t1, . . . , tk} ∈ Bl(B1 ↾M/mk−1 ,
. . . ,Bk ↾M/mk−1) one has that
∣∣‖ k∑
i=1
aiX (si)‖ − ‖
k∑
i=1
aiX (ti)‖
∣∣ < εℓ,
where min(s1∪ t1) = mℓ, for each (ai)ki=1 ∈ [−1, 1]
k. In other words, the subsequence (xi)i∈M
is (Bi ↾M)i∈N−block asymptotic oscillation stable.
Proof. Let (xi)i∈N be a normalized sequence in a Banach space (X, ‖ · ‖) and let εi ց 0. By
Theorem 4.7, we get M1 ∈ [N]ω such that if S = {s1}, T = {t1} ∈ Bl(B1 ↾M1), then∣∣‖aX (s1)‖ − ‖aX (t1)‖∣∣ < ε1
for each a ∈ [−1, 1]. We set m1 := min(M1). Recursively applying Theorem 4.7, we obtain
a sequence (Mj)j∈N of infinite subsets of N and a strictly increasing sequence (mj)j∈N in N
so that:
• For every j ∈ N Mj+1 ∈ [Mj/mj]ω where mj := min(Mj).
• For each j ∈ N if S = {s1, . . . , sj}, T = {t1, . . . , tj} ∈ Bl(B1 ↾Mj , . . . ,Bj ↾Mj), then
we have ∣∣‖ j∑
i=1
aiX (si)‖ − ‖
j∑
i=1
aiX (ti)‖
∣∣ < εj ,
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for each (ai)
j
i=1 ∈ [−1, 1]
j .
We consider the set M := {mj : j ∈ N}. Fix k ∈ N and S = {s1, . . . , sk}, T = {t1, . . . , tk} ∈
Bl(B1 ↾M/mk−1 , . . . ,Bk ↾M/mk−1). Let ℓ ∈ N such that mℓ = min(s1∪ t1). According property
(B3) of barriers, if it is necessary, we choose S ′ = {s′i ∈ Bi ↾M : k + 1 ≤ i ≤ ℓ} and
T ′ = {t′i ∈ Bi ↾M : k + 1 ≤ i ≤ ℓ} such that S ∪ S
′, T ∪ T ′ ∈ Bl(B1 ↾M/mℓ−1, . . . ,Bℓ ↾M/mℓ−1).
From this, it follows that
∣∣‖ k∑
i=1
aiX (si)‖ − ‖
k∑
i=1
aiX (ti)‖
∣∣ =∣∣‖ k∑
i=1
aiX (si) +
ℓ∑
i=k+1
0X (s′i)‖
− ‖
k∑
i=1
aiX (ti) +
ℓ∑
i=k+1
0X (t′i)‖
∣∣ < εℓ,
for each (ai)
k
i=1 ∈ [−1, 1]
k. Thus M is the required set. 
It is worth mentioning that the previous result is important because it ensures the existence
of sequences with the property of block asymptotic oscillation stability concerning an infinite
sequence of barriers.
As a particular case of Theorem 4.12, when we consider the sequence ([N]1, . . . , [N]1, . . .),
we obtain the following known result.
Corollary 4.13. If (xi)i∈N is a normalized sequence in a Banach space (X, ‖ · ‖), then for
each εi ց 0 there is a subsequence (xni)i∈N such that every s, t ∈ FIN
∗ with s(1) ≥ |s| =
k = |t| ≤ t(1) satisfies
∣∣‖ k∑
j=1
ajxns(j)‖ − ‖
k∑
j=1
ajxnt(j)‖
∣∣ < εmin{s(1),t(1)},
for all (ai)
k
i=1 ∈ [−1, 1]
k.
One of our main contributions in this paper is the following theorem that lists conditions
that are equivalent to the Ramsey Theorem. It must be mentioned that the particular case of
this theorem for the sequence ([N]1, . . . , [N]1) of length k and the sequence ([N]1, . . . , [N]1, . . .)
can be found in the article [5].
Theorem 4.14. The following assertions are equivalent:
(1) The Ramsey Theorem (Th.1.1).
(2) The Ramsey Theorem on Barriers (Th. 3.2).
(3) The Ramsey Theorem on Blocks of Barriers (Th. 3.4).
(4) The Ramsey Theorem on Blocks of Barriers for Analysts (Th. 3.5).
(5) Let (xi)i∈N be a normalized sequence in a Banach space (X, ‖ · ‖) and let k ∈ N/1.
For each sequence of barriers (Bi)ki=1 on N and ε > 0, there exists M ∈ [N]
ω so that
(xi)i∈M is ((Bi ↾M)ki=1, ε)−block oscillation stable.
(6) Let (xi)i∈N be a normalized sequence in a Banach space (X, ‖ · ‖) and let k ∈ N/1.
For each sequence of barriers (Bi)ki=1 on N, there is M ∈ [N]
ω so that (xi)i∈M is
(Bi ↾M)ki=1−block asymptotic oscillation stable.
18
(7) Let (xi)i∈N be a normalized sequence in a Banach space (X, ‖ · ‖). For each sequence
of barriers (Bi)i∈N on N, there exist M ∈ [N]ω so that (xi)i∈M is (Bi ↾M)i∈N−block
asymptotic oscillation stable.
Proof. (1) ⇒ (2). We proceed by transfinite induction on the lexicographical rank of the
barriers. Assume that B is a barrier on N ∈ [N]ω of lexicographical rank equal to ωk for
some k ∈ N (we know this fact because of Corollary 2.9). We take an arbitrary coloring
ϕ : B −→ {1, . . . , q} where q ∈ N. By Corollary 2.6 and Theorem 2.8, there is n ∈ N ∪ {0}
such that [N/n]k ⊆ B. We consider the restriction ϕ ↾B↾N/n: B ↾N/n→ {1, . . . , q}, where
B ↾N/n= [N/n]k. From assumption (Th. 1.1) we get i ≤ q and M ∈ [N/n]ω so that
[M ]k ⊆ (ϕ|B↾N/n)
−1(i). This implies that B ↾M⊆ ϕ
−1(i).
Now, suppose that for every barrier B with rank(B) < α (where α ≥ ωω) and finite
coloring ϕ : B −→ {1, . . . , q}, there are i ≤ q and M ∈ [N]ω such that B ↾M⊆ ϕ−1(i). Let
B be a barrier on N ∈ [N]ω of lexicographical rank equal to α. We take an arbitrary finite
coloring ϕ : B → {1, . . . , q}. We assume without loss of generality that B{n} 6= ∅ for all
n ∈ N . For each n ∈ N we define
ϕn : B{n} → {1, . . . , q} as ϕn(s) = ϕ({n}
⌢s) for all s ∈ B{n}.
According Lemma 2.4, we know that rank(B{n} ↾ M) < α for every n ∈ N and M ∈
[N ]ω. We set m1 := min(N). Applying the inductive hypothesis to ϕm1 we get i1 ≤ q and
M1 ∈ [N/m1]ω such that ϕm1(B{m1} ↾M1) = {i1}. We set m2 := min(M1) and consider
the restriction ϕm2 ↾B{m2}↾M1 . Again, from the inductive hypothesis we find i2 ≤ q and
M2 ∈ [M1/m2]ω such that ϕm2(B{m2} ↾M2) = {i2}. Thus we recursively obtain ij ≤ q and
Mj ∈ [Mj−1/mj]ω so that ϕmj (B{mj} ↾Mj) = {ij}, where mj := min(Mj−1), for each j ∈ N.
Later, we define a finite coloring φ : [N]1 → {1, . . . , q} by the rule
φ({j}) = ij for each {j} ∈ [N]
1.
By Corollary 2.6, we know that rank([N]1) = ω. Hence we get i ≤ q and L ∈ [N]ω such
that φ([L]1) = {i}. We set M = {mj : j ∈ L}. Given an arbitrary element s ∈ B ↾ M we
have that s = {mj1, . . . , mjℓs} with |s| = ℓs. Recall that mj2 = min(Mj2−1) and Mj2−1 ⊆
Mj1 since j1 ≤ j2 − 1. From this follows that {mj2 , . . . , mjℓs} is in B{mj1} ↾Mj1 . Hence,
ϕ(s) = ϕmj1 ({mj2, . . . , mjℓs}) = i. Since s ∈ B ↾M was taking arbitrarily, we conclude that
B ↾M ⊆ ϕ−1(i).
(2)⇒ (3). See the proof of Theorem 3.4.
(3)⇒ (4). See the proof of Theorem 3.5.
(4)⇒ (5). See the proof of Theorem 4.7.
(5)⇒ (7). See the proof of Theorem 4.12
(7) ⇒ (6). Let (Bi)ki=1 be a sequence of barriers on N, where k ∈ N/1. We consider the
sequence (B′i)i∈N where B
′
i = Bi for each i ≤ k and B
′
i = [N]
1 for all i > k. According
to assumption, there are εi ց 0 and M ′ = {m′i : i ∈ N} so that for every n ∈ N and
S = {s1, . . . , sn}, T = {t1, . . . , tn} ∈ Bl(B′1 ↾M ′/m′n−1 , . . . ,B
′
n ↾M ′/m′n−1) and (ai)
n
i=1 ∈ [−1, 1]
n
we get that ∣∣‖ n∑
i=1
aiX (si)‖ − ‖
n∑
i=1
aiX (ti)‖
∣∣ < εℓ
19
where min(s1 ∪ t1) = m′ℓ. Hence, if we set M := M
′/m′k−1, then (xi)i∈M is (Bi ↾M)
k
i=1−block
asymptotic oscillation stable.
(6)⇒ (1). To establish this implication we modify slightly the proof of the particular case
that is given in [5]. It is enough to prove that each k ∈ N, every coloring ϕ : [N]k −→ {1, 2}
has a infinite monochromatic set. Let k ∈ N and let ϕ : [N]k −→ {1, 2} be a coloring. We
consider the completion of the norm linear space (c00, ‖ · ‖), whose norm is defined by
‖x‖ = sup
({
|ai| : i ∈ N
}
∪
{
|
∑
i∈s
ai| : s ∈ [N]
k and ϕ(s) = 1
})
for each x = (ai)i∈N =
∑∞
i=1 aiei ∈ c00. Notice (ei)i∈N is a normalized sequence under ‖ · ‖.
Also, it is easy to see that if s ∈ [N]k and ϕ(s) = 1, then ‖
∑
i∈s ei‖ = k. Moreover, we claim
that ‖
∑
i∈t ei‖ ≤ k − 1 for all t ∈ [N]
k such that ϕ(t) = 2. Indeed, suppose that t ∈ [N]k
and ϕ(t) = 2. The vector
∑
i∈t ei may be written as (ai)i∈N where ai = χt(i) for each i ∈ N.
We consider u ∈ [N]k such that ϕ(u) = 1. Since t 6= u and |t| = |u|, there is i0 ∈ t\u and so
|
∑
i∈u ai| ≤ k − 1. Hence
‖
∑
i∈t
ei‖ ≤ k − 1 whenever t ∈ [N]
k and ϕ(t) = 1.(⋆)
Applying the hypothesis to (ei)i∈N and the sequence ([N]1, . . . , [N]1) of length k, we find
εi ց 0 and M ′ ∈ [N]ω so that every S = {s1, . . . , sk}, T = {t1, . . . , tk} ∈ Blk([M ′]1) and
(ai)
k
i=1 ∈ [−1, 1]
k satisfy
∣∣‖ k∑
i=1
aiE(si)‖ − ‖
k∑
i=1
aiE(ti)‖
∣∣ < εℓ
where min(s1 ∪ t1) = m
′
ℓ. We choose ℓ ∈ N such that εℓ ≤
1
2
, and we set M := M ′/m′ℓ−1.
Thus, for each S = {s1, . . . , sk}, T = {t1, . . . , tk} ∈ Bl
k([M ]1) we have
∣∣‖ ∑
i∈∪j≤ktj
ei‖ − ‖
∑
i∈∪j≤ktj
ei‖
∣∣ = ∣∣‖ k∑
i=1
E(si)‖ − ‖
k∑
i=1
E(ti)‖
∣∣ < εℓ ≤ 1
2
.
From the equality
⊕
i≤k[M ]
1 = [M ]k and the previous inequality follows that∣∣‖∑
i∈s
ei‖ − ‖
∑
i∈t
ei‖
∣∣ < 1
2
,
for every s, t ∈ [M ]k. Assume that there are s, t ∈ [M ]k such that ϕ(s) = 1 and ϕ(t) = 2.
Then ∣∣‖∑
i∈s
ei‖W − ‖
∑
i∈t
ei‖W
∣∣ < 1
2
k − ‖
∑
i∈t
ei‖W <
1
2
k −
1
2
< ‖
∑
i∈t
ei‖W ,
which contradicts (⋆). Hence M is the required set. 
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5. Block Asymptotic Models
From what we have seen so far, the idea of generalizing spreading models naturally arises.
This naturalness is observed in the use of blocks of a sequence of barriers from which the
property of block oscillation stable is obtained. The main objective of this section is to
generalize the notion of spreading models via blocks of sequences of barriers. In effect,
we will see how these asymptotic models are obtained. To have this done, we begin by
formalizing this notion.
Definition 5.1. Let (xi)i∈N be a normalized basic sequence in a Banach space (X, ‖ · ‖X)
and let (Bi)i∈N be a sequence of barriers on N. A Schauder basis (yi)i∈N for a Banach Space
(Y, ‖ · ‖Y ) is a (Bi)i∈N−block asymptotic model of (xi)i∈N if there exists εi ց 0 such that for
every k ∈ N and S = {s1, . . . , sk} ∈ Bl(B1 ↾N/(k−1), . . . ,Bk ↾N/(k−1)) we have
∣∣‖ k∑
j=1
ajX (sj)‖X − ‖
k∑
j=1
ajyj‖Y
∣∣ < εmin(s1),
for each (ai)
k
i=1 ∈ [−1, 1]
k. In particular, if B = Bi for all i ∈ N, then we say that (xi)i∈N
generates (yi)i∈N (or Y ) as B−block asymptotic model.
We remark that ([N]1, . . . , [N]1, . . .)−block asymptotic model coincides with the spreading
model.
Similar to spreading models, if (yi)i∈N is a (Bi)i∈N−block asymptotic model of some basic
sequence (xi)i∈N, then the norm ‖ · ‖Y can be obtained as follows
‖
k∑
i=1
aiyi‖Y = lim
Bl(B1,...,Bk)∋S→∞
‖
k∑
i=1
aiX (si)‖X ,(2)
for all k ∈ N and (ai)ki=1 ∈ [−1, 1]
k.
For every barrier B, we will see in the next theorem that a B−block asymptotic model is
a spreading sequence. We recall that a sequence (xi)i∈N in a Banach space (X, ‖ · ‖) is called
spreading sequence if for each k ∈ N and s = {s(1), . . . , s(k)} ∈ [N]k we get that
‖
k∑
i=1
aixi‖ = ‖
k∑
i=1
aixs(i)‖
for all (ai)
k
i=1 ∈ [−1, 1]
k.
Theorem 5.2. Let B be a barrier on N. If (yi)i∈N is a B−block asymptotic model of some
normalized basic sequence, then for any k ∈ N and s = {s(1), . . . , s(k)} ∈ [N]k we have that
‖
k∑
i=1
aiyi‖Y = ‖
k∑
i=1
aiys(i)‖Y
for all (ai)
k
i=1 ∈ [−1, 1]
k.
Proof. Suppose that (yi)i∈N is a B−block asymptotic model of a normalized basic sequence
(xi)i∈N of a Banach space (X, ‖ · ‖). First, we fix k ∈ N, s = {s(1), . . . , s(k)} ∈ [N]k and
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(ai)
k
i=1 ∈ [−1, 1]
k. Later, we choose (bi)
s(k)
i=1 ∈ [−1, 1]
s(k) such that for each i ≤ s(k)
bi =
{
aj if i = s(j) for some j ≤ k
0 otherwise
.
By the choice of (bi)
s(k)
i=1 , we obtain that
‖
s(k)∑
i=1
biyi‖Y = ‖
k∑
i=1
aiys(i)‖Y and ‖
s(k)∑
i=1
biX (ti)‖X = ‖
k∑
i=1
aiX (ts(i))‖X
for every T = {t1, . . . , ts(k)} ∈ Bl
s(k)(B). From the preceding equalities and (2), it follows
that
lim
Blk(B)∋T={t1,...,tk}→∞
‖
k∑
i=1
aiX (ti)‖X =‖
k∑
i=1
aiyi‖Y and
lim
Bls(k)(B)∋T={t1,...,ts(k)}→∞
‖
k∑
i=1
aiX (ts(i))‖X =‖
k∑
i=1
aiys(i)‖Y .
Hence, given ε > 0, there is ℓ ∈ N such that
∣∣‖ k∑
i=1
aiX (ti)‖X −
∣∣‖ k∑
i=1
aiyi‖Y
∣∣ < ε.
for each T = {t1, . . . , tk} ∈ Bl
k(B ↾N/ℓ). Since {ts(1), . . . , ts(k)} ∈ Bl
k(B ↾N/ℓ) whenever
T = {t1, . . . , ts(k)} ∈ Bl
s(k)(B ↾N/ℓ), we get
∣∣‖ k∑
i=1
aiX (ts(i))‖X − ‖
k∑
i=1
aiyi‖Y
∣∣ < ε
for every T ∈ Bls(k)(B ↾N/ℓ). Thus
lim
Bls(k)(B)∋T→∞
‖
k∑
i=1
aiX (ts(i))‖X = ‖
k∑
i=1
aiyi‖Y
and the uniqueness of the limit guarantees that ‖
∑k
i=1 aiys(i)‖Y = ‖
∑k
i=1 aiyi‖Y . Finally,
since k ∈ N, s ∈ [N]k and (ai)ki=1 ∈ [−1, 1]
k were taking arbitrarily, we conclude that each
k ∈ N and s ∈ [N]k satisfy
‖
k∑
i=1
aiyi‖Y = ‖
k∑
i=1
aiys(i)‖Y
for all (ai)
k
i=1 ∈ [−1, 1]
k. 
The above testifies that the concept of B−block asymptotic model generalizes the notion of
a spreading model. For this reason, it is convenient to simply name any B−block asymptotic
model as B−spreading model. In this context, spreading model = [N]1−spreading model.
In the following theorem, we will show how the Ramsey Theorem (via statement (7) of
Theorem 4.14) is applied in Functional Analysis to provide block asymptotic models of a
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normalized basic sequence. This result is a generalization of the Brunel-Sucheston Theorem
(Th. 1.3). Moreover, this theorem is equivalent to each condition of Theorem 4.14.
Theorem 5.3. For every normalized basic sequence (xi)i∈N in a Banach s pace (X, ‖ ·‖) and
every sequence (Bi)i∈N of barriers on N, there exists M ∈ [N]ω such that the subsequence
(xi)i∈M induces a norm ||| · ||| on the linear space c00 in which (ei)i∈N is a (Bi ↾M)i∈N-block
asymptotic model of (xi)i∈M .
Proof. Let (xi)i∈N be a normalized basic sequence in a Banach space (X, ‖ · ‖) and let (Bi)i∈N
be a sequence of barriers on N. Clause (7) of Theorem 4.14 yields εi ց 0 and M = {mi :
i ∈ N} ∈ [N]ω so that
∣∣‖ k∑
j=1
ajX (sj)‖ − ‖
k∑
j=1
ajX (tj)‖
∣∣ < εℓ
2
,(3)
whenever min(s1 ∪ t1) = mℓ, holds for each k ∈ N, S = {s1 . . . , sk}, T = {t1 . . . , tk} ∈
Bl(B1 ↾M/mk−1 , . . . ,Bk ↾M/mk−1) and (ai)
k
i=1 ∈ [−1, 1]
k. We fix k ∈ N. It is not difficult to
show that Bl(B1 ↾M , . . . ,Bk ↾M) with the relation ≤, which is defined by
S < T if only if max(s1) < min(t1) and
S = T if ∪i≤ksi = ∪i≤kti
for any S = {s1 . . . , sk}, T = {t1 . . . , tk} ∈ Bl(B1 ↾M , . . . ,Bk ↾M), is a directed set. So we
consider the net
(
Ψk(S)
)
S∈Bl(B1↾M ,...,Bk↾M )
in the compact metric space (Nk, dk). Recall that
for each S ∈ Bl(B1, . . . ,Bk), we have
Ψk(S)(
k∑
i=1
aiei) = ‖
k∑
i=1
aiX (si)‖ for all (ai)
k
i=1 ∈ [−1, 1]
k.
Given ε > 0, we choose ℓ ∈ N such that εℓ ≤ 2ε and ℓ ≥ k. Since property (B3) of barriers
allows us to find R = {r1, . . . , rk} ∈ Bl(B1 ↾M , . . . ,Bk ↾M) such that min(r1) = mℓ, and
every pair S, T ∈ Bl(B1 ↾M , . . . ,Bk ↾M) satisfies
S ≥ T ⇔ min(s1) > max(t1) or ∪i≤k si = ∪i≤kti
⇔ S ∈ Bl(B1 ↾M/max(t1), . . . ,Bk ↾M/max(t1)) ∪ {T},
it follows that
dk
(
Ψk(S),Ψk(T )
)
<
εℓ′
2
≤
εℓ
2
≤ ε,
where min(s1 ∪ t1) = mℓ′, for all S, T ∈ Bl(B1 ↾M , . . . ,Bk ↾M) with S, T ≥ R. This means
that (Ψk(S))S∈Bl(B1↾M ,...,Bk↾M ) is a Cauchy-net in the compact metric space (Nk, dk). Hence,
there is ρk ∈ Nk so that
(
Ψk(S)
)
S∈Bl(B1↾M ,...,Bk↾M )
converges to ρk. We claim that
(4) lim
Bl(B1↾M ,...,Bk↾M )∋S→∞
Ψk(S) = ρk.
Indeed, by convergence of the net, given ε > 0 there exists T ∈ Bl(B1 ↾M , . . . ,Bk ↾M) such
that dk(Ψk(S), ρk) < ε whenever S ∈ Bl(B1 ↾M , . . . ,Bk ↾M) and S ≥ T , which implies that
dk(Ψk(S), ρk) < ε
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for every S ∈ Bl(B1 ↾M/max(t1), . . . ,Bk ↾M/max(t1)). Besides Lemma 4.5 assures that ρk is a
norm on Rk.
Now, we are going to build a norm from the norms ρk’s that we obtained earlier. To do
this, we consider the linear space c00 and its canonical basis (ei)i∈N. We define the function
||| · ||| : c00 → [0,∞) as
|||
k∑
i=1
aiei||| = ρk
( k∑
i=1
aiei
)
,
for each k ∈ N and
∑k
i=1 aiei ∈ c00. Notice that ||| · ||| is well-defined since for every k ∈ N
and S = {s1, . . . , sk+1} ∈ Bl(B1 ↾M , . . . ,Bk+1 ↾M) one has that
Ψk+1(S)
(
k∑
i=1
aiei + 0ek+1
)
= Ψk(S \ {sk+1})
(
k∑
i=1
aiei
)
,
for all (ai)
k
i=1 ∈ [−1, 1]
k. Hence, for each k ∈ N we get that
ρk+1
(
k∑
i=1
aiei + 0ek+1
)
= lim
Bl(B1↾M ,...,Bk+1↾M )∋S→∞
Ψk+1(S)
(
k∑
i=1
aiei + 0ek+1
)
= lim
Bl(B1↾M ,...,Bk↾M )∋T→∞
Ψk(T )
(
k∑
i=1
aiei
)
= ρk
(
k∑
i=1
aiei
)
for all (ai)
k
i=1 ∈ [−1, 1]
k. Furthermore, ||| · ||| is a norm on c00 because, for every k ∈ N, ρk
is a norm on Rk. We denote the completion of the normed space (c00, ||| · |||) by (E, ||| · |||).
From this, E is the completion of 〈{ei : i ∈ N}〉. We propose (ei)i∈N as the required
(Bi ↾M)i∈N−block asymptotic model of (xi)i∈M . First of all, let us show that (ei)i∈N is a
Schauder basis for (E, ||| · |||). Certainly, since (xi)i∈M is a basic sequence, there is C ≥ 1
such that for any m,n ∈ N with m ≤ n and for every S ∈ Bl(B1 ↾M , . . . ,Bn ↾M) one obtains
that
Ψm({s1, . . . , sm})(
m∑
i=1
aiei) = ‖
m∑
i=1
aiX (si)‖ ≤ C‖
n∑
i=1
aiX (si)‖ = CΨn(S)(
n∑
i=1
aiei)
for all (ai)
n
i=1 ∈ [−1, 1]
n. From this it follows that
|||
m∑
i=1
aiei||| = ρm(
m∑
i=1
aiei) ≤ Cρn(
n∑
i=1
aiei) = C|||
n∑
i=1
aiei|||
holds for each m,n ∈ N with m ≤ n and each (ai)ni=1 ∈ [−1, 1]
n. Hence, (ei)i∈N is a Schauder
basis for (E, ||| · |||). Finally, we prove that (ei)i∈N satisfies the remained condition to be
a (Bi ↾M)i∈N−block asymptotic model of (xi)i∈M . To have this done, we fix k ∈ N and
S ∈ Bl(B1 ↾M/mk−1 , . . . ,Bk ↾M/mk−1), where min(s1) = mℓ for some ℓ ∈ N. According to
the convergence (4), there is n ∈ N such that for every T = {t1, . . . , tk} ∈ Bl(B1 ↾M/n,
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. . . ,Bk ↾M/n) we get that
(5)
∣∣‖ k∑
i=1
aiX (ti)‖ − |||
k∑
i=1
aiei|||
∣∣ < εℓ
2
for each (ai)
k
i=1 ∈ [−1, 1]
k. If T ∈ Bl(B1 ↾M/max{n,mℓ}, . . . ,Bk ↾M/max{n,mℓ}), then (3) and (5)
imply that
∣∣‖ k∑
i=1
aiX (si)‖ − |||
k∑
i=1
aiei|||
∣∣ ≤ ∣∣‖ k∑
i=1
aiX (si)‖ − ‖
k∑
i=1
aiX (ti)‖
∣∣
+
∣∣‖ k∑
i=1
aiX (ti)‖ − |||
k∑
i=1
aiei|||
∣∣ < εℓ
for each (ai)
k
i=1 ∈ [−1, 1]
k, as required. 
The next corollary generalizes Corollary 3.4 of the article [5].
Corollary 5.4. Ramsey Theorem is equivalent to Theorem 5.3.
Proof. Because of the Theorem 4.14, it is enough to prove that clause (7) of Theorem 4.14
and Theorem 5.3 are equivalent. The first implication follows from the proof of Theorem 5.3.
For the converse, let (xi)i∈N be a normalized basic sequence in a Banach space (X, ‖ · ‖) and
let (Bi)i∈N be a sequence of barriers on N. According to the assumption, there are εi ց 0
and M ∈ [N]ω such that (xi)i∈M induces a norm ||| · ||| on the linear space c00 and for every
k ∈ N and S = {s1, . . . , sk} ∈ Bl(B1 ↿M/mk−1 , . . . , (Bk ↿M/mk−1) we get that
∣∣‖ k∑
i=1
aiE(si)‖ − |||
k∑
i=1
aiei|||
∣∣ < εℓ,
where min(s1) = mℓ, for all (ai)
k
i=1 ∈ [−1, 1]
k. By the triangle inequality, we obtain that
∣∣‖ k∑
i=1
aiE(si)‖ − ‖
k∑
i=1
aiE(ti)‖
∣∣ ≤ ∣∣‖ k∑
i=1
aiE(si)‖ − |||
k∑
i=1
aiei|||
∣∣
+
∣∣||| k∑
i=1
aiei||| − ‖
k∑
i=1
aiE(ti)‖
∣∣ ≤ 2εℓ
whenever min(s1 ∪ t1) = mℓ, for each k ∈ N, S, T ∈ Bl(B1 ↿M/mk−1 , . . . , (Bk ↿M/mk−1) and
(ai)
k
i=1 ∈ [−1, 1]
k. Hence, the sequence (xi)i∈M is (Bi ↿M)i∈N−block asymptotic oscillation
stable. 
A direct consequence of the previous theorem is the fact that a normalized basic sequence
is able to generate several block asymptotic models, each one related to a different sequence
of barriers on N. This lead us to pose the next natural question that arose in the process of
this work.
Question 5.5. What kinds of properties can distinguish one from the other the block as-
ymptotic models of the same normalized basic sequence?
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This question motivates a new research line that consists of the study of the various
asymptotic block models of the same normalized basic sequence. An example of this is
presented in the next section where two asymptotic models will be described, one of which
is spreading and the other is not.
For the next question we consider the Tsirelson space [19] denoted by T and the fact that
every spreading model of T is isomorphic to ℓ1 (for a proof we refer a reader to [14, Th.
3.5.(3)]).
Question 5.6. Is every B−spreading model of T isomorphic to ℓ1? where B is an arbitrary
barrier.
The iteration applied to spreading models has been studied in the article [1]. This idea
can be applied to the block asymptotic models. In particular, for a barrier B on N one could
define the (2,B)−iterated spreading model of a normalized basic sequence (xi)i∈N as the B-
spreading model of a subsequence of the B-spreading model of a subsequence of (xi)i∈N. For
every k > 2, the (k,B)−iterated spreading model of a normalized basic sequence is defined
analogously. It is shown in [1, Cor. 69] that there exists a Banach space X with a normalized
basic sequence (xi)i∈N such that the k−iterated spreading model of (xi)i∈N is not isomorphic
to neither ℓp (1 ≤ p < ∞) nor c0, for every k ∈ N. In this direction, we formulate the
following questions.
Question 5.7. Given a barrier B on N, is there a normalized basic sequence so that, for
every k ∈ N, its (k,B)−iterated spreading model is not isomorphic to ℓp (1 ≤ p <∈ ∞) or
c0?
Question 5.8. Given k ≥ 2 and a barrier B on N, does there exist a normalized basic
sequence such that its (k,B)−iterated spreading model is not isomorphic to ℓp (1 ≤ p <∞)
or c0?
The previous questions could be extended by the notion of iteration that alternates the
elements of a sequence of barriers (Bi)i∈N, i.e., in the i−th case one gets the Bi-spreading
model of the sequence obtained from the preceding step.
6. Example
The aim of this section is to obtain two block asymptotic models of the same normalized
basic sequence that are different but equivalent and only one of them has the spreading
property.
Our example is based on the normed space (c00, ‖ · ‖), whose norm is defined by
‖x‖ = sup
({
|ai| : i ∈ N
}
∪
{3
4
∑
i∈s
|ai| : s ∈ [N]
2
}
∪
{ 9
16
∑
i∈s
|ai| : s ∈ [N]
8
})
for all x =
∑∞
i=1 aiei ∈ c00. The completion of this normed space will be denoted by (X, ‖·‖).
Observation 6.1. For k ∈ N and (ai)ki=1 ∈ [−1, 1]
k, we have the following relationships
which can be checked easily:
(i) ‖ei‖ = 1 for all i ∈ N,
(ii) (Unconditional) ‖
∑k
i=1 aiei‖ = ‖
∑k
i=1 εiaiei‖ for all (εi)
k
i=1 ∈ {−1, 1}
k,
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(iii) ‖
∑k
i=1 aiei‖ = ‖
∑k
i=1 aσ(i)ei‖ for each permutation σ : {1, . . . , k} → {1, . . . , k},
(iv) ‖
∑k
i=1 aiei‖ = ‖
∑k
i=1 aiet(i)‖ for every t ∈ [N]
k, and
(v) ‖
∑ℓ
i=1 aiei‖ ≤ ‖
∑k
i=1 aiei‖ for all ℓ ≤ k.
From (v) it follows that (ei)i∈N is a Schauder basis with constant 1 for (X, ‖ · ‖). On the
other hand, (iv) says that (ei)i∈N is a spreading sequence in (X, ‖ · ‖). Henceforth, because
of (ii), we may assume without loss of generality that (ai)
k
i=1 ∈ [0, 1]
k for all k ∈ N.
Now, for all k ∈ N, t ∈ [N]k and (ai)ki=1 ∈ [0, 1]
k with a1 ≥ a2 ≥ · · · ≥ ak we can calculate
the norm of
∑k
i=1 aiet(i) as follows:
‖
k∑
i=1
aiet(i)‖ =


a1 if a1 ≥
3
4
∑2
i=1 ai
and a1 ≥
9
16
∑min{k,8}
i=1 ai,
3
4
∑2
i=1 ai if a1 ≤
3
4
∑2
i=1 ai
and 3
4
∑2
i=1 ai ≥
9
16
∑min{k,8}
i=1 ai,
9
16
∑min{k,8}
i=1 ai if a1 ≤
9
16
∑min{k,8}
i=1 ai
and 3
4
∑2
i=1 ai ≤
9
16
∑min{k,8}
i=1 ai,
,(6)
in particular,
‖
k∑
i=1
et(i)‖ =


3
2
if k = 2
9k
16
if 2 < k < 8
9
2
if 8 ≥ k
.
We will apply Theorem 5.3 to obtain two block asymptotic models associated to ([N]8, . . . ,
[N]8, . . .) and ([N]2, [N]2, [N]8, . . . , [N]8, . . .), respectively, but first we calculate suitable norms
which are important for final results.
We recall the notation E(s) =
∑
i∈s ei
‖
∑
i∈s ei‖
for all s ∈ FIN∗.
First of all, we will estimate a lower bound and an upper bound of ‖
∑k
i=1 aiE(si)‖ for
all k ∈ N, S = {s1, . . . , sk} ∈ Bl([M ]2, [M ]2, [M ]8, . . . , [M ]8) and (ai)ki=1 ∈ [0, 1]
k. We will
proceed increasingly, starting with the case k = 2 and in all instances we will use the formula
(6):
For every S = {s1, s2} ∈ Bl
2([N]2) and (ai)2i=1 ∈ [0, 1]
2 with a1 ≥ a2 we have
‖a1E(s1) + a2E(s2)‖ = ‖a1
( ∑2
j=1 es1(j)
‖
∑2
j=1 es1(j)‖
)
+ a2
( ∑2
j=1 es2(j)
‖
∑2
j=1 es2(j)‖
)
‖
=
2
3
‖
2∑
j=1
a1es1(j) +
2∑
j=1
a2es2(j)‖
=
2
3
{
3
2
a1 if
3
2
a1 ≥
9
8
(a1 + a2)
9
8
(a1 + a2) if
3
2
a1 <
9
8
(a1 + a2)
=
{
a1 if
3
2
a1 ≥
9
8
(a1 + a2)
3
4
(a1 + a2) if
3
2
a1 <
9
8
(a1 + a2)
.
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By property (iii) we get the general formula
‖a1E(s1) + a2E(s2)‖ =
{
max{a1, a2} if
3
2
max{a1, a2} ≥
9
8
(a1 + a2)
3
4
(a1 + a2) if
3
2
max{a1, a2} <
9
8
(a1 + a2)
(7)
for all S = {s1, s2} ∈ Bl2([N]2) and (ai)2i=1 ∈ [0, 1]
2. Also, by the above equation, we deduce
that for all S ∈ Bl2([N]2) and (ai)2i=1 ∈ [0, 1]
2
max{a1, a2} ≤ ‖a1E(s1) + a2E(s2)‖ ≤
3
2
max{a1, a2}.(8)
Now, for every S = {s1, s2, s3} ∈ Bl([N]2, [N]2, [N]8) and for every (ai)3i=1 ∈ [0, 1]
3 we
obtain
‖
3∑
i=1
aiE(si)‖ = ‖a1
( ∑2
j=1 es1(j)
‖
∑2
j=1 es1(j)‖
)
+ a2
( ∑2
j=1 es2(j)
‖
∑2
j=1 es2(j)‖
)
+ a3
( ∑8
j=1 es3(j)
‖
∑8
j=1 es3(j)‖
)
‖
=
2
3
‖
2∑
j=1
a1es1(j) +
2∑
j=1
a2es2(j) +
8∑
j=1
1
3
a3es3(j)‖
=
2
3


3
2
a1 if a1 ≥ a2 ≥
1
3
a3 and
3
2
a1 ≥
9
8
(a1 + a2 +
2
3
a3)
9
8
(a1 + a2 +
2
3
a3) if a1 ≥ a2 ≥
1
3
a3 and
3
2
a1 <
9
8
(a1 + a2 +
2
3
a3)
3
2
a1 if a1 ≥
1
3
a3 ≥ a2 and
3
2
a1 ≥
9
8
(a1 + a3)
9
8
(a1 + a3) if a1 ≥
1
3
a3 ≥ a2 and
3
2
a1 <
9
8
(a1 + a3)
3
2
a2 if a2 ≥ a1 ≥
1
3
a3 and
3
2
a2 ≥
9
8
(a1 + a2 +
2
3
a3)
9
8
(a1 + a2 +
2
3
a3) if a2 ≥ a1 ≥
1
3
a3 and
3
2
a2 <
9
8
(a1 + a2 +
2
3
a3)
3
2
a2 if a2 ≥
1
3
a3 ≥ a1 and
3
2
a2 ≥
9
8
(a2 + a3)
9
8
(a2 + a3) if a2 ≥
1
3
a3 ≥ a1 and
3
2
a2 <
9
8
(a2 + a3)
3
2
a3 if
1
3
a3 ≥ a1, a2
=


a1 if a1 ≥ a2 ≥
1
3
a3 and
3
2
a1 ≥
9
8
(a1 + a2 +
2
3
a3)
3
4
(a1 + a2 +
2
3
a3) if a1 ≥ a2 ≥
1
3
a3 and
3
2
a1 <
9
8
(a1 + a2 +
2
3
a3)
a1 if a1 ≥
1
3
a3 ≥ a2 and
3
2
a1 ≥
9
8
(a1 + a3)
3
4
(a1 + a3) if a1 ≥
1
3
a3 ≥ a2 and
3
2
a1 <
9
8
(a1 + a3)
a2 if a2 ≥ a1 ≥
1
3
a3 and
3
2
a2 ≥
9
8
(a1 + a2 +
2
3
a3)
3
4
(a1 + a2 +
2
3
a3) if a2 ≥ a1 ≥
1
3
a3 and
3
2
a2 <
9
8
(a1 + a2 +
2
3
a3)
a2 if a2 ≥
1
3
a3 ≥ a1 and
3
2
a2 ≥
9
8
(a2 + a3)
3
4
(a2 + a3) if a2 ≥
1
3
a3 ≥ a1 and
3
2
a2 <
9
8
(a2 + a3)
a3 if
1
3
a3 ≥ a1, a2
.(9)
Next, we proceed to find a lower bound and a upper bound for the previous norm. To have
this done, fix S ∈ Bl([N]2, [N]2, [N]8) and (ai)3i=1 ∈ [0, 1]
3, and analyze all possible orderings
of the set {a1, a2, a3}. Let us start with the two main cases and we split them in suitable
subcases:
Case I. We first suppose that a3 = max{ai : i ≤ 3}. It follows from (9) that the only
possible subcases are the following:
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I.1. For ak ≥ aℓ ≥
1
3
a3 and
3
2
ak <
9
8
(ak + aℓ +
2
3
a3) where k, ℓ ∈ {1, 2} and k 6= ℓ, since
a3 ≥ a1, a2 and a1, a2 ≥
1
3
a3 one gets
a3 =
3
4
(
1
3
a3 +
1
3
a3 +
2
3
a3) ≤ ‖
3∑
i=1
aiE(si)‖ =
3
4
(a1 + a2 +
2
3
a3) ≤
3
4
(a3 + a3 +
2
3
a3) = 2a3.
I.2. For ak ≥
1
3
a3 ≥ aℓ and
3
2
ak <
9
8
(ak + a3) where k, ℓ ∈ {1, 2} and k 6= ℓ, we get
a3 =
3
4
(
1
3
a3 + a3) ≤ ‖
3∑
i=1
aiE(si)‖ =
3
4
(ak + a3) ≤
3
4
(a3 + a3) =
3
2
a3.
I.3. For 1
3
a3 ≥ a1, a2 we know that ‖
∑3
i=1 aiE(si)‖ = a3.
Hence, we have
max{ai : i ≤ 3} = a3 ≤ ‖
3∑
i=1
aiE(si)‖ ≤ 2a3 = 2max{ai : i ≤ 3}.
Case II. We assume that ak = max{ai : i ≤ 3} for some k ∈ {1, 2}. We compute the norm
of
∑3
i=1 aiE(si) through the following subcases:
II.1. If ak ≥ aℓ ≥
1
3
a3 and
3
2
ak ≥
9
8
(ak + aℓ +
2
3
a3) with ℓ ∈ {1, 2} and k 6= ℓ, then
‖
3∑
i=1
aiE(si)‖ = ak.
II.2. For ak ≥ aℓ ≥
1
3
a3 and
3
2
ak <
9
8
(ak + aℓ +
2
3
a3) with ℓ ∈ {1, 2} and k 6= ℓ, directly
from the initial assumption one obtains
‖
3∑
i=1
aiE(si)‖ =
3
4
(a1 + a2 +
2
3
a3) ≤
3
4
(ak + ak +
2
3
ak) = 2ak.
From the inequality 3
2
ak <
9
8
(ak + aℓ +
2
3
a3), it is possible to deduce
1
3
ak < aℓ +
2
3
a3 and so
ak =
3
4
(ak +
1
3
ak) ≤
3
4
(ak + aℓ +
2
3
a3) = ‖
3∑
i=1
aiE(si)‖.
II.3. If ak ≥
1
3
a3 ≥ aℓ and
3
2
ak ≥
9
8
(ak + a3) with ℓ ∈ {1, 2} and k 6= ℓ, then
‖
3∑
i=1
aiE(si)‖ = ak.
II.4. For ak ≥
1
3
a3 ≥ aℓ and
3
2
ak <
9
8
(ak + a3) with ℓ ∈ {1, 2} and k 6= ℓ, we find the
inequality
‖
3∑
i=1
aiE(si)‖ =
3
4
(ak + a3) ≤
3
4
(ak + ak) =
3
2
ak,
since ak ≥ a3. The condition
3
2
ak <
9
8
(ak + a3) implies that
1
3
ak < a3 and so
ak =
3
4
(ak +
1
3
ak) ≤
3
4
(ak + a3) = ‖
3∑
i=1
aiE(si)‖.
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All the subcases of the second case lead us to the relationship
max{ai : i ≤ 3} = ak ≤ ‖
3∑
i=1
aiE(si)‖ ≤ 2ak = 2max{ai : i ≤ 3}.
After analyzing all possible instances, we obtain
max{ai : i ≤ 3} ≤ ‖
3∑
i=1
aiE(si)‖ ≤ 2max{ai : i ≤ 3}(10)
for all S ∈ Bl([N]2, [N]2, [N]8) and (ai)3i=1 ∈ [0, 1]
3.
Now, we will get an inequality similar to the previous one for each element of Bl([N]2, [N]2,
[N]8, [N]8). Fix S = {s1, s2, s3, s4} ∈ Bl([N]2, [N]2, [N]8, [N]8) and observe that
‖
4∑
i=1
aiE(si)‖ = ‖
2∑
i=1
ai
( ∑2
j=1 esi(j)
‖
∑2
j=1 esi(j)‖
)
+
4∑
i=3
ai
( ∑8
j=1 esi(j)
‖
∑8
j=1 esi(j)‖
)
‖
=
2
3
‖
2∑
j=1
a1es1(j) +
2∑
j=1
a2es2(j) +
8∑
j=1
1
3
a3es3(j) +
8∑
j=1
1
3
a4es4(j))‖
for every (ai)
4
i=1 ∈ [0, 1]
4. To continue we will analyze the norm
‖
2∑
j=1
a1es1(j) +
2∑
j=1
a2es2(j) +
8∑
j=1
1
3
a3es3(j) +
8∑
j=1
1
3
a4es4(j)‖
for all (ai)
4
i=1 ∈ [0, 1]
4. In order to do this, we consider two cases for each (ai)
4
i=1 ∈ [0, 1]
4:
Case I. Assume a4 ≥ a3 and fix s ∈ [N]ℓ for some ℓ ∈ {1, 2, 8}. Notice that if s ∩ s3 = ∅,
then
ℓ+ 1
2ℓ
( 2∑
j=1
|a1|χs(s1(j)) +
2∑
j=1
|a2|χs(s2(j)) +
8∑
j=1
1
3
|a3|χs(s3(j)) +
8∑
j=1
1
3
|a4|χs(s4(j))
)
=
ℓ+ 1
2ℓ
( 2∑
j=1
|a1|χs(s1(j)) +
2∑
j=1
|a2|χs(s3(j)) +
8∑
j=1
1
3
|a4|χs(s4(j))
)
≤ ‖
2∑
j=1
a1es1(j) +
2∑
j=1
a2es2(j) +
8∑
j=1
1
3
a4es4(j)‖.
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When s ∩ s3 6= ∅, we consider t = (s \ s3) ∪ u for some u ⊆ s4\s with |s ∩ s3| so that
ℓ+ 1
2ℓ
( 2∑
j=1
|a1|χs(s1(j)) +
2∑
j=1
|a2|χs(s2(j)) +
8∑
j=1
1
3
|a3|χs(s3(j)) +
8∑
j=1
1
3
|a4|χs(s4(j))
)
≤
ℓ+ 1
2ℓ
( 2∑
j=1
|a1|χt(s1(j)) +
2∑
j=1
|a2|χt(s2(j)) +
8∑
j=1
1
3
|a3|χt(s3(j)) +
8∑
j=1
1
3
|a4|χt(s4(j))
)
=
ℓ + 1
2ℓ
( 2∑
j=1
|a1|χt(s1(j)) +
2∑
j=1
|a2|χt(s2(j)) +
8∑
j=1
1
3
|a4|χt(s4(j))
)
≤ ‖
2∑
j=1
a1es1(j) +
2∑
j=1
a2es2(j) +
8∑
j=1
1
3
a4es4(j)‖.
From this it follows that
‖
2∑
j=1
a1es1(j)+
2∑
j=1
a2es2(j) +
8∑
j=1
1
3
a3es3(j) +
8∑
j=1
1
3
a4es4(j)‖
≤ ‖
2∑
j=1
a1es1(j) +
2∑
j=1
a2es2(j) +
8∑
j=1
1
3
a4es4(j)‖.
Since (ei)i∈N is a Schauder basis for (X, ‖·‖) with basis constant 1 and a spreading sequence,
if we take s ∈ [N]8 with s > s4 then
‖
2∑
j=1
a1es1(j)+
2∑
j=1
a2es2(j) +
8∑
j=1
1
3
a3es3(j) +
8∑
j=1
1
3
a4es4(j)‖
= ‖
2∑
j=1
a1es1(j) +
2∑
j=1
a2es2(j) +
8∑
j=1
1
3
a4es4(j) +
8∑
j=1
1
3
a3es(j)‖
≥ ‖
2∑
j=1
a1es1(j) +
2∑
j=1
a2es2(j) +
8∑
j=1
1
3
a4es4(j)‖.
Hence
‖
2∑
j=1
a1es1(j) +
2∑
j=1
a2es2(j) +
8∑
j=1
1
3
a3es3(j)) +
8∑
j=1
1
3
a4es4(j)‖
= ‖
2∑
j=1
a1es1(j) +
2∑
j=1
a2es2(j) +
8∑
j=1
1
3
a3es3(j)‖.
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Case II. For the case a3 ≥ a4, proceeding as in the previous case, we get that
‖
2∑
j=1
a1es1(j) +
2∑
j=1
a2es2(j) +
8∑
j=1
1
3
a3es3(j) +
8∑
j=1
1
3
a4es4(j)‖
= ‖
2∑
j=1
a1es1(j) +
2∑
j=1
a2es2(j) +
8∑
j=1
1
3
a3es3(j)‖.
Therefore, for each S ∈ Bl([N]2, [N]2, [N]8, [N]8) and (ai)4i=1 ∈ [0, 1]
4 we have
‖
4∑
i=1
aiE(si)‖ =
{
‖a1E(s1) + a2E(s2) + a3E(s3)‖ if a3 ≥ a4
‖a1E(s1) + a2E(s2) + a4E(s4)‖ if a4 ≥ a3
.(11)
From the previous identity and (10) it follows that for every S ∈ Bl([N]2, [N]2, [N]8, [N]8)
and (ai)
4
i=1 ∈ [0, 1]
4
max{ai : i ≤ 4} ≤ ‖
4∑
i=1
aiE(si)‖ ≤ 2max{ai : i ≤ 4}.(12)
Modifying the procedure of the case k = 4 is possible to obtain some characteristics about
the norms of suitable vectors:
For each k ∈ N/3 and S = {s1, . . . , sk} ∈ Bl([N]2, [N]2, [N]8, . . . , [N]8) we have
‖
k∑
i=1
aiE(si)‖ =


‖a1E(s1) + a2E(s2) + a3E(s3)‖ if a3 = max{aj : 3 ≤ j ≤ k}
‖a1E(s1) + a2E(s2) + a4E(s4)‖ if a4 = max{aj : 3 ≤ j ≤ k}
...
‖a1E(s1) + a2E(s2) + akE(sk)‖ if ak = max{aj : 3 ≤ j ≤ k}
,(13)
and so, by (10), we obtain
max{ai : i ≤ k} ≤ ‖
k∑
i=1
aiE(si)‖ ≤ 2max{ai : i ≤ k},(14)
for all (ai)
k
i=1 ∈ [0, 1]
k.
Taking in account (6), for every k ∈ N, T = {t1, . . . , tk} ∈ Blk([N]8) and (ai)ki=1 ∈ [0, 1]
k
with a1 ≥ a2 ≥ · · · ≥ ak we get
‖
k∑
i=1
aiE(ti)‖ = ‖
k∑
i=1
ai
( ∑8
j=1 eti(j)
‖
∑8
j=1 eti(j)‖
)
‖ =
2
9
‖
k∑
i=1
8∑
j=1
aieti(j)‖
=
2
9
(
9
2
a1
)
= a1.
Hence, by property (iii), we deduce the equality
‖
k∑
i=1
aiE(ti)‖ = max{ai : i ≤ k}(15)
for all k ∈ N, T = {t1, . . . , tk} ∈ Blk([N]8) and (ai)ki=1 ∈ [0, 1]
k.
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Applying Theorem 5.3 twice, the first time to (ei)i∈N and ([N]8, . . . , [N]8, . . .) to obtain
N ∈ [N]∞, and the second time to (ei)i∈N and ([N ]2, [N ]2, [N ]8, . . . , [N ]8, . . .) to obtain
M ∈ [N ]ω such that the sequence (ei)i∈N is a ([M ]8, . . . , [M ]8, . . .)−block asymptotic model
and a ([M ]2, [M ]2, [M ]8, . . . , [M ]8, . . .)−block asymptotic model of (ei)∈M under the norms
‖ · ‖8 and ‖ · ‖2,2,8, respectively, which are defined by
‖
k∑
i=1
aiei‖8 = lim
Blk([M ]8)∋{s1,...,sk}→∞
‖
k∑
i=1
aiE(si)‖
‖
k∑
i=1
aiei‖2,2,8 = lim
Bl([M ]2,[M ]2,[M ]8,...,[M ]8)∋{s1,...,sk}→∞
‖
k∑
i=1
aiE(si)‖
for all k ∈ N and (ai)ki=1 ∈ [−1, 1]
k. By (7), (9), (11), (13), (15) and the definitions of the
norms we have
‖
k∑
i=1
aiei‖8 = max{ai : i ≤ k}(16)
and
‖
k∑
i=1
aiei‖2,2,8 =


a1 if a1 ≥ a2 ≥
1
3
aℓ and
3
2
a1 ≥
9
8
(a1 + a2 +
2
3
aℓ)
3
4
(a1 + a2 +
2
3
aℓ) if a1 ≥ a2 ≥
1
3
aℓ and
3
2
a1 <
9
8
(a1 + a2 +
2
3
aℓ)
a1 if a1 ≥
1
3
aℓ ≥ a2 and
3
2
a1 ≥
9
8
(a1 + aℓ)
3
4
(a1 + aℓ) if a1 ≥
1
3
aℓ ≥ a2 and
3
2
a1 <
9
8
(a1 + aℓ)
a2 if a2 ≥ a1 ≥
1
3
aℓ and
3
2
a2 ≥
9
8
(a1 + a2 +
2
3
aℓ)
3
4
(a1 + a2 +
2
3
aℓ) if a2 ≥ a1 ≥
1
3
aℓ and
3
2
a2 <
9
8
(a1 + a2 +
2
3
aℓ)
a2 if a2 ≥
1
3
aℓ ≥ a1 and
3
2
a2 ≥
9
8
(a2 + aℓ)
3
4
(a2 + aℓ) if a2 ≥
1
3
aℓ ≥ a1 and
3
2
a2 <
9
8
(a2 + aℓ)
aℓ if
1
3
aℓ ≥ a1, a2
(17)
where aℓ = max{ai : 3 ≤ i ≤ k} when k ≥ 3.
for all k ∈ N and (ai)ki=1 ∈ [−1, 1]
k. Due to the inequalities (8), (10), (12) and (14), and the
identities (16) and (17) we also conclude
‖
k∑
i=1
aiei‖8 ≤ ‖
k∑
i=1
aiei‖2,2,8 ≤ 2‖
k∑
i=1
aiei‖8
for each k ∈ N and (ai)ki=1 ∈ [−1, 1]
k. Therefore, the basic sequences ((ei)i∈N, ‖ · ‖8) and
((ei)i∈N, ‖ · ‖2,2,8) are equivalent.
We know through Lemma 5.2 that (ei)i∈N is a spreading sequence under the norm ‖ · ‖8.
However, if we consider the vectors e1 + e2 and e3 + e4, then we get
‖e1 + e2‖2,2,8 = lim
Bl2([M ]2,[M ]2)∋{s1,s2}→∞
‖E(s1) + E(s2)‖
= lim
Bl2([M ]2,[M ]2)∋S→∞
3
2
=
3
2
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and
‖e3 + e4‖2,2,8 = lim
Bl([M ]2,[M ]2,[M ]8,[M ]8)∋{s1,s2,s3,s4}→∞
‖E(s3) + E(s4)‖
= lim
Bl2([M ]8,[M ]8)∋{t1,t2}→∞
‖E(t1) + E(t2)‖
= lim
Bl2([M ]2,[M ]2)∋T→∞
max{1, 1}
= 1.
This shows that that (ei)i∈N is not a spreading sequence under the norm ‖ · ‖2,2,8. Moreover,
we have that the norms ‖ · ‖2,2,8 and ‖ · ‖8 are distinct.
In a general form, the reader will find interesting to study the asymptotic models generated
by subsequences of (ei)i∈N in the completion of c00 under the norm ‖·‖(m,n) with m,n ∈ N/1,
which is defined by
‖x‖(m,n) = sup
({
|ai| : i ∈ N
}
∪
{m+ 1
2m
∑
i∈s
|ai| : s ∈ [N]
m
}
∪
{n+ 1
2n
∑
i∈s
|ai| : s ∈ [N]
n
})
for all x =
∑∞
i=1 aiei ∈ c00.
The example we have described in this section does not answer the question that whether or
not all block asymptotic models are equivalent. Formally, this allows us to ask the following:
Question 6.2. Is possible to find two non-equivalent block asymptotic models of the same
normalized basic sequence?
From what we have seen in this section, one might apparently conjecture that an infinite
sequence of barriers and a “simple” permutation of the same one produce equivalent block
asymptotic models. Unfortunately we could not deny this conjecture in general, so we
propose the following:
Question 6.3. Given two distinct barriers B1 and B2, is there some relationship between the
(B1,B2, . . . ,B1,B2, . . .)-asymptotic model and the (B2,B1, . . . ,B2,B1, . . .)-asymptotic model?
References
[1] S.A. Argyros, V. Kanellopoulos and K. Tyros, Finite order spreading models, Advances in Mathematics
Vol 234 (2013), 574–617.
[2] S. A. Argyros and S. Todorcevic, Ramsey Methods in Analysis, Birkha¨user Verlag (2005).
[3] B. Beauzamy and J. T. Laprest, Modeles tals des espaces de Banach, Paris: Hermann (1984), 294–299.
[4] A. Brunel and L. Sucheston, On B -convex Banach spaces, Math. Systems Theory 7 no. 4 (1974),
294–299.
[5] E. A. Calderon-Garcia and S. Garcia-Ferreira, Asymptotic models via plegma families (2018), arXiv
preprint arXiv:1806.08749.
[6] N. L. Carothers, A short course on Banach space theory, Cambridge University Press 64 (2005).
[7] J. Distel, Sequences and series in Banach spaces, Graduated Text in Mathematics Vol. 92, Springer-
Verlag (1984).
[8] J. Farahat, Espaces de Banach contenant ℓ1, daprs HP Rosenthal, Se´minaire Analyse fonctionnelle
(dit“Maurey-Schwartz”) (1974), 1–6.
[9] S. Guerre-Delabriere, Classical sequences in Banach spaces CRC Press Vol. 166, CRC Press (1992).
[10] L. Halbeisen and E. Odell, On asymptotic models in Banach spaces, Israel J. Math. 139 no. 1, Springer
(2004), 253–291.
34
[11] J. L. Krivine, Sous-espaces de dimension finie des espaces de Banach re´ticule´s, Math. Ann. 104 no. 1,
JSTOR (1976), 1–29.
[12] J. Lopez-Abad and S. Todorcevic, Pre-compact families of finite sets of integers and weakly null se-
quences in Banach spaces Topology and its Applications, 156 no. 7, (2009) 1396-1411.
[13] E. Odell, Applications of Ramsey theorems to Banach space theory. Notes in Banach spaces, (H. E.
Lacey, Ed.), University Press, Austin and London, Austin TX, (1980), 379–404.
[14] E. Odell, Stability in Banach spaces. Extracta Mathematicae, 17, no 3, (2002), 385–425.
[15] F. P. Ramsey, On a problem of formal logic, Classic Papers in Combinatorics, Springer (2009), 1–24.
[16] H. P. Rosenthal, A characterization of Banach spaces containing ℓ1, Proceedings of the National Acad-
emy of Sciences 71 no. 6, National Acad Sciences (1974), 2411–2413.
[17] Th. Schlumprecht, Logic and Set Theory in Analysis Course Notes: Math 663-601, Fall 2006,
http://www.math.tamu.edu/∼schlump/publ.html
[18] S. Todorcevic, Introduction to Ramsey spaces (am-174) 174, Princeton University Press, (2010).
[19] B. S. Tsirelson, It is impossible to imbed ℓp or c0 into an arbitrary Banach space, Funktsional. Anal. i
Prilozhen 8, (1974), 57–60.
Centro de Ciencias Matema´ticas, Universidad Nacional Auto´noma de Me´xico, Apartado
Postal 61-3, Santa Mar´ıa, 58089, Morelia, Michoaca´n, Me´xico
E-mail address : sgarcia@matmor.unam.mx
Centro de Ciencias Matema´ticas, Universidad Nacional Auto´noma de Me´xico, Apartado
Postal 61-3, Santa Mar´ıa, 58089, Morelia, Michoaca´n, Me´xico
E-mail address : caren.hdez@gmail.com
35
