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НЕЧЕТКАЯ БАЙЕСОВА ЭКСПЕРТНАЯ СИСТЕМА 
 
Предложена методика расчета функций принадлежности апостериорных вероятностей состояний 
контролируемого объекта для нечеткой байесовой экспертной системы. 
 
The calculation method of membership functions of a posteriori probabilities of the states of the con-
trolled object is offered for fuzzy Bayes expert system. 
 
Постановка проблемы,  
анализ последних публикаций 
Экспертные системы (ЭС) – один из наи-
более эффективных инструментов оцени-
вания состояния контролируемых объектов. 
Такая система преобразует набор измерен-
ных значений n21 x,...,x,x  контролируемых 
параметров объекта в значение у – парамет-
ра, оценивающего состояние этого объекта. 
Если при этом механизм логического вывода 
системы – продукционный, то процедура 
преобразования сводится к применению со-
вокупности правил вида 
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Продукционные системы очень удобны 
для использования, поскольку логика вывода 
в такой системе аналогична той, какую ис-
пользует в подобной ситуации человек. Точ-
ность оценивания состояния в такой системе 
может быть сделана как угодно высокой и 
ограничивается только числом контролируе-
мых параметров, точностью их измерения и 
правильностью заключений, образующих 
правила (1). Неопределенность, неизбежно 
сопровождающая все этапы процедуры оце-
нивания состояния объектов с использовани-
ем ЭС, приводит к появлению и все более 
широкому использованию нечетких ЭС. Од-
ной из наиболее известных таких систем яв-
ляется система нечеткого вывода Мамдани – 
Заде [1]. Применительно к задаче оценки со-
стояния объекта эта система работает сле-
дующим образом. Для каждого из возмож-
ных состояний объекта pS,...,S,S 21  форми-
руются функции принадлежности контроли-
руемых параметров ),x( j
)k(µ  ,p,...,,k 21=  
,n,...,,j 21=  диапазону возможных своих 
значений, определяемому состоянием. В со-
ответствии с этим при получении конкретно-
го набора измеренных значений параметров 
{ })(n)()( x,...,xX 0010 =  осуществляется вычис-
ление значений функций принадлежности 
),X( )(j
)k( 0µ  n,...,,j,p,...,,k 2121 == . Далее 
значения функций принадлежности, относя-
щихся к каждому из состояний, агреги-
руются (чаще всего с использованием опе-
рации логического суммирования). При этом 
получают 
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Завершающей является операция дефуззи-
фикации выполняемая, например, следую-
щим образом: 
∑
∑
=
=
⋅
= p
k
)()k(
p
k
)()k(
)x(
k)x(
kˆ
1
0
1
0
µ
µ
.      (3) 
Недостатки описанной процедуры доста-
точно очевидны: снижение точности диагно-
стики состояния за счет агрегирования, а та-
кже неоднозначность трактовки результата 
операции дефуззификации.  
Другой подход, не требующий дефуззи-
фикации, реализован в модели нечеткого вы-
вода Такаги-Сугено [2]. В этой модели для 
каждого из возможных состояний объекта 
рассчитывается уравнение регрессии 
,xa...xaxaay nkkkkk n++++= 21 210   (4) 
p,...,,k 21= , 
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связывающее некоторый результирующий 
параметр y  с результатами непосредствен-
ных измерений параметров n21 x,...,x,x . При 
этом коэффициенты )a(
jk
 в (4) оцениваются 
статистически. С другой стороны, тот же что 
и в модели Мамдани – Заде набор функций 
принадлежности )x( j
)k(µ  используется для 
формирования весовых коэффициентов 
,p,...,,k,Wk 21=  по правилу 
{ } .p,...,,k,)x(minW j)k(k 21== µ      (5) 
Теперь с учетом этих коэффициентов рас-
считывается оценка состояния объекта 
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Слабые звенья этой процедуры: не-
обоснованный выбор структуры уравнения 
регрессии (4) и использование операции ло-
гического умножения (5) при расчете весо-
вых коэффициентов. 
Принципиально другая идея реализуется в 
предложенной в [3] нечеткой байесовой ЭС. 
В этой системе нечеткость исходных данных 
отображается в описании с помощью функ-
ций принадлежности )x( j
)k(µ  нечетких зна-
чений априорных вероятностей наблюдения 
значений контролируемых параметров xj  
при условии, что объект находится в состоя-
нии Sk. Байесова система преобразует конт-
ролируемый набор параметров X(0) с учетом 
совокупности { })x( )(j)k( 0µ  в набор апостери-
орных вероятностей ,X
SP )(k 



0  k=1,2,…p. 
Понятно, что нечеткость исходных данных 
навязывает нечеткость результата. В [3] не-
четкие априорные вероятности описаны тре-
угольными функциями принадлежности. Ис-
черпывающий результат состоял бы в полу-
чении функций принадлежности апостерио-
рных вероятностей состояний. К сожалению, 
в [3] содержится лишь паллиативное реше-
ние задачи: получены формулы для расчета 
носителей нечетких чисел, описывающих 
апостериорное распределение вероятностей 
состояний. 
 
Цель 
Разработка технологии расчета функций 
принадлежности для апостериорных вероят-
ностей состояний объекта. 
 
Постановка задачи 
Пусть по результатам предварительной 
обработки реальных данных или экспертного 
оценивания получены основные статисти-
ческие характеристики (математическое 
ожидание и дисперсия) значений априорных 
вероятностей наблюдения каждого из конт-
ролируемых параметров ,n,...,,j,x j 21=  при 
условии, что объект находится в каждом из 
возможных состояний ,S,...,S,S p21  то есть 
имеются наборы ( ))k(n)k()k( m,...,m,m 21 , 
( ))k(n)k()k( D,...,D,D 21 , p,...,,k 21= . 
В соответствии с формулой Байеса набор 
апостериорных вероятностей состояний объ-
екта в ситуации, когда в результате контроля 
получен вектор значений параметров 
( ))(n)()( x,...,xX 0010 = , отыскивается в резуль-
тате последовательного применения формул 
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p,...,,k 21=  
и т.д. 
Поставим задачу расчета функций прина-
длежности нечетких значений апостериор-
ных вероятностей состояний объекта 
p,...,,k,x,...,x,x
SP )(
n
)()(
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Основные результаты 
Предварительно рассмотрим следующую 
вспомогательную задачу. Пусть заданы ма-
тематическое ожидание 0m ≠  и дисперсия D 
случайной величины z. Требуется оценить 
математическое ожидание и дисперсию слу-
чайной величины 
z
1
=ν . 
Понятно, что 
mz
M]v[M 11 =


= . Полу-
чим теперь оценку дисперсии случайной ве-
личины v. В соответствии с неравенством 
Чебышева вероятность того, что отклонение 
случайной величины z от ее математического 
ожидания m меньше заданного положитель-
ного ε  не меньше, чем 21 ε
D
− , то есть 
21 ε
εε D)mzm(P −≥+<<− . 
Зададим требуемую вероятность γ  того, 
что диапазон ]m,m[ εε +−  накрывает z и 
найдем значение ε . Имеем 
γ
ε
=− 21
D . 
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γ
σ
γ
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Таким образом, с вероятностью γ  грани-
цы диапазона определяются значениями  
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Тогда диапазон возможных значений v 
определяется интервалом 
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Длина этого интервала равна  
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При этом, в соответствии с тем же нера-
венством Чебышева 
γ=− 21 l
]v[D , 
откуда 
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Вернемся к основной задаче. Будем пос-
ледовательно оценивать математическое 
ожидание и дисперсию апостериорных веро-
ятностей, задаваемых в соответствии с (7)-
(11). Рассчитаем математическое ожидание и 
дисперсию числителя и знаменателя в соот-
ношении (7). 
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Тогда: 
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Для оценки дисперсии величины 
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 используем следующее известное 
соотношение: для независимых случайных 
величин X и Y 
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В соответствии с решением вспомога-
тельной задачи оценка величины  
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с заданной надежностью имеет вид 
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Подставляя теперь (12)-(15), а также (17) в 
(16) получим 
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Проведенные вычисления с учетом (9) по-
вторим для соотношений (8), (10) и т.д. 
Таким образом, в конце концов будут по-
лучены наборы значений математического 
ожидания ( ))p(A)(A)(A m,...,m,m 21  и дисперсии 
( ))p(А)(А)(А D,...,D,D 21  для всех компонентов 
апостериорного распределения вероятностей 
состояний объекта. С использованием этих 
наборов для описания функций принадлеж-
ности соответствующих нечетких чисел ес-
тественно выбрать гауссовы модели 
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Поставленная задача решена. 
 
Выводы 
Таким образом, получены соотношения 
для описания функций принадлежности апо-
стериорных вероятностей состояний объекта 
в нечеткой байесовой экспертной системе, в 
которой неопределенность входа задается 
значениями статистических характеристик 
априорных вероятностей. 
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