Abstract. This research examines the feasibility of using remotely sensed surface temperature for validation and updating of land surface hydrologic models. Surface temperature simulated by the Variable Infiltration Capacity (VIC) hydrologic model is compared over the Arkansas-Red River basin with surface temperature retrievals from TOVS and GOES. The results show that modeled and satellite-derived surface temperatures agree well when aggregated in space or time. In particular, monthly mean temperatures agree on the pixel scale, and basin mean temperatures agree instantaneously. At the pixel scale, however, surface temperatures from both satellites were found to have higher spatial and temporal variabilities than the modeled temperatures, although the model and satellites display similar patterns of variability through space and time. The largest differences between modeled and remotely sensed surface temperature variability occur at times of maximum net radiation both diurnally and seasonally, i.e., afternoon and summer. Comparison of temporal and spatial patterns of VIC-predicted surface temperature variability with similar predictions by nine other models involved in the PILPS-2c experiment show that the VIC patterns are similar to those of the other models. Observed surface temperature and air temperature from FII•'E are used to identify possible errors in satellite-retrieved surface temperatures. The lql•E comparisons show that satellite retrieved surface temperatures likely contain errors that increase variability.
Introduction
Evaluation of the performance of land-atmosphere models is a complex problem, yet it is necessary to determine the efficacy of hydroclimatological predictions. Traditional methods of validation, such as comparison of predicted and observed streamflow and atmospheric water vapor budgets are conducted using fluxes integrated over an entire watershed. Although useful, these approaches cannot determine whether a model correctly represents the spatial distribution of energy and moisture fluxes, e.g., overestimation in one area could compensate for underestimation in another. Point observations of surface fluxes are made at a growing number of surface flux towers, but stations are sparse, and in many parts of the world nonexistent. Furthermore, surface flux observations measure conditions at a point and may not capture the spatial variability of fluxes that depend on the heterogeneous nature of the land surface. Remote sensing offers an alternative data source for model evaluation that can mitigate some of these difficulties.
Land surface temperature (Ts) is an important climate variable that is retrievable from space and is closely linked both to the surface energy balance and to soil moisture. 0148-0227/01/2001JD900196509.00 models predict latent, sensible, and ground heat fluxes using algorithms that either predict surface temperature (in which case observations can, in principle, be used for validation or updating) or use it as a forcing variable (in which case remote sensing could provide an alternative source of forcing data). Outgoing longwave radiation is proportional to T,. 4 , sensible heat depends on the difference between surface temperature and air temperature near the surface, and surface temperature also influences the vapor pressure deficit, which in turn affects the latent heat flux. Because of these dependencies, soil moisture is effectively a buffer that under some conditions (especially in summer, when solar radiation is in ample supply) controls evapotranspiration. Therefore accurate remote sensing of surface temperature could have important implications for improving the predictability of land surface fluxes of moisture and energy.
Previous comparisons of satellite-derived surface temperatures with model predictions have shown good agreement of monthly mean temperatures [Jin et al., 1997] . However, the need and potential for satellite data, e.g., for model validation and data assimilation, is at much shorter time intervals [Dubayah et al., 2000] . This paper examines the variability in space and time of remotely sensed surface temperature from two sources, TOVS (TIROS Operational Vertical Sounder) and GOES (Geostationary Operational Environmental Satellite), as compared to modeled predictions, with emphasis on short timescales. The intent is to gain insight into the validity of the modeled energy balance on a spatially continuous and temporally consistent basis as well as to 20, 085 evaluate the suitability of satellite observations for data assimilation.
Data
The study area is the combined Arkansas and Red River basin 
GOES
Observations of surface temperature were derived from GOES using a split-window equation [Czajkowski et al., 1998] Emissivity was assumed to be constant at 1.0 for both channels.
Surface temperature was calculated hourly during daylight only for May, June, July, and August 1997 at 0.5 ø spatial resolution. whether this was true, a comparison was made using only data from the eastern part of the basin. By eliminating all data west of the 100th meridian, the bias and RMS difference were decreased to -0.29 K and 3.67 K respectively, and the R 2 value increased to
(Figure 6b). This east to west pattern is visible in the images of average monthly T•. (Plate 3a)
. The eastern portion of the basin shows good agreement through space and time, i.e., from north to south and from month to month. Additionally, the mountainous region in the upper northwest displays similar patterns for both the model and the satellite. The greatest differences occur in the longitudes between 100øW and 104øW during the months of June, July, and August, where it is evident that GOES temperatures have a warm bias relative to VIC. Images of temporal standard deviation are shown in Plate 3b. GOES • ranges from 3.4 to 12.2 K, whereas VIC •t ranges from 3.2 to 7.6 K. Temporal standard deviation varies through space, primarily on an increasing east to west gradient, for both GOES and VIC. While the gradient is steeper for GOES, both data sets display similar patterns of changing • through time (month to month) and space. For example, the southeast comer of the basin encompasses the least variable grid cells that reach their minimum in July, maximum variability occurs in the region surrounding the mountainous northeast comer, and basin-wide temporal variability is at its lowest in August.
The hourly resolution of the GOES satellite platform allows for examination of the diurnal variability of surface temperature. Although we restrict our analysis to daylight hours, we can nonetheless examine the daytime rise and fall of both the spatial mean and the spatial standard deviation of modeled versus remotely sensed surface temperature. The monthly mean diurnal curve was calculated for each month (Figure 7) by first finding the average basin temperature at each time step and then averaging through the month for each time step. These curves display good agreement, reinforcing earlier findings (i.e., TOVS comparisons) that averaging in space improves the agreement between the satellite observations and the model predictions. The bias of GOES over VIC is evident, while further revealing that this bias is at its maximum at or near the time of maximum net radiation (-3:00 p.m.). Figure 8 shows the daytime variability of •s. As with the mean basin temperatures, the standard deviation for the basin is found for each daylight hour, and then the monthly average of •s is computed for each time step. This figure shows a pronounced daytime variation of GOES Os, which reaches a maximum that coincides approximately with maximum net radiation. In contrast, VIC displays a brief increase in Ors during the morning and a subsequent gradual decline throughout the rest of the day. A possible explanation is that spatial variability of GOES T•. is more closely related to net radiation than is the spatial variability of model predictions.
PILPS-2c comparisons
Although there are substantial differences between both the temporal and the spatial variability of surface temperature derived from the model and satellite sensors, there is no independent means of determining whether the model or remotely sensed data are correct. We were, however, able to determine whether VIC is an outlier among other SVAT models, through examination of the results from PILPS-2c ( The geoiocation of land surface properties within a grid cell may also contribute to differences in variability. The VIC model calculates energy and water budgets, and thus surface temperature, for each grid cell N times, where N is the number of vegetation types for each cell and 2 $ N $ 6. The final VIC output for each cell is an average of N computational model runs, weighted by the fractional coverage of each vegetation type. This mosaic scheme does not place vegetation types at any specific location within the cell. Conversely, satellites sense radiances at specific cloud-free locations. In the case of TOVS, surface temperature for a pixel could be based on cloud-free areas that represent as little as 20% of the scene. Additionally, satellite-derived T•. can be an average of multiple land cover types with satellite view angle, in combination with vegetation height and density, determining the percentages of vegetated versus bare surface that will be sensed by the satellite. These differences between remote sensing and modeling of surface temperature are accentuated at the 1 ø x 1 ø scale because land surface heterogeneity occurs at much smaller scales.
Variability in land surface emissivity has been ignored in this study. The VIC model always uses an emissivity of 1.00, TOVS emissivity is fixed at 0.85 over land, and the GOES split window equation assumes an emissivity of 1.00. The TOVS methodology [Susskind et al., 1984] attempts to minimize the effects of uncertainties in emissivity. Incorporation of land surface variability in emissivity into model predictions and satellite retrievals could have important implications for understanding the spatial and seasonal variability of land surface temperature.
The VIC model was shown to be representative of land surface models for surface temperature comparisons with satellite data; that is, VIC is not an outlier among SVAT models. The comparisons with land surface models involved in the PILPS-2c experiment show that when driven by identical data, all of the models tested had reduced space-time variability of surface temperature relative to satellite data. The question that remains is, at the scale of this inquiry, which source of surface temperature provides a truer representation of temporai and spatial variability? The remote sensing retrievals, whether by GOES or TOVS, are not direct measurements but rather the result of a modeling process. Thus one possible explanation, given the assessment of the PILPS-2c models, is that the satellite retrievals have inflated variability due to errors. The error-screening process performed with FIFE data did, in fact, reduce some of the variability but not enough to bring TOVS and PILPS-2c models into agreement. However, there are some possible sources for the reduced variability seen in the models. The forcing data used to drive these models may not be realistically variable because of aggregation, interpolation, or parameterization methods. Additionally, model inputs of land cover type may not adequately represent land surface heterogeneity.
Given the complexity of the computational structure of land surface models and the limits of extrapolating continuous fields of model inputs from point data sources, the use of satellite data as a source of unmodeled surface temperature variability may prove to be an effective means of incorporating this variability.
However, if satellite data are to be used in this fashion, much more validation of satellite retrievals of land surface temperature will be required.
