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The Kolmogorov complexity of a physical state is the minimal physical resources required to
reproduce that state. We define a second quantized quantum Turing machine and use it to define
second quantized Kolmogorov complexity. There are two advantages to our approach – our measure
of second quantized Kolmogorov complexity is closer to physical reality and unlike other quantum
Kolmogorov complexities it is continuous. We give examples where second quantized and quantum
Kolmogorov complexity differ.
PACS numbers: 03.67.Lx
Quantum physics, as far as we know, is the most ac-
curate and universal description of all physical phenom-
ena in the universe. If we therefore wish to speak about
the complexity of some processes or some physical states
in nature, we need to use quantum physics as our best
available theory. An important question is (in very sim-
ple terms), given a physical system in some state, how
difficult is it for us to reproduce it. If we wish to have
a universal measure of this difficulty (which applies to
all systems and states) a way to proceed is to follow the
prescription of Kolmogorov. First, we define a univer-
sal computer (which is capable of simulating all other
computers) and then we look for the shortest input (an-
other physical state) to this computer that reproduces
as the output the desired physical state. This way, all
the complexity is defined with respect to the same uni-
versal computer, and we can thus speak about universal
complexity. The universal computer (such as a universal
Turing machine) needs to be fully quantum mechanical
in order to capture all the possibilities available in na-
ture.
In this letter, we define a fully quantized Turing ma-
chine which we use to define a fully quantum Kolmogorov
complexity and apply it to a number of different prob-
lems. Our approach is different from others in that we
consider indeterminate length input programs whose ex-
pected length is our measure of complexity. Others,
whose work is discussed in detail below, have perhaps
avoided our approach, as allowing programs in superpo-
sition can lead to a superposition of halting times. Since
traditionally computation is viewed as giving a deter-
ministic output after a fixed amount of time, having a
superposition of halting times seems to contradict the
very concept of computation. We, on the other hand,
view the superposition of different length inputs which
can lead to a superposition of halting times as a neces-
sity dictated by a fully quantum mechanical description
of nature. Moreover allowing superpositions of different
programs can lead to a program which has on average a
smaller Kolmogorov complexity than when programs are
restricted to having a variable but determinate length
(we give examples of this in this letter). Since we want
to know what is physically the shortest input which pro-
duces a given output, we need allow the computation
with superpositions of different length programs.
This letter is organized as follows. First we discuss the
concept of a Turing machine and review previous work.
Then we define the fully quantum Turing machine (we
call it second quantized for reasons that will become
apparent below). We use this second quantized Tur-
ing machine (SQTM) to define the concept of second
quantized Kolmogorov complexity (SQKC). This notion
is then tested by applying it to various simple exam-
ples such as the average length of two programs of dif-
ferent sizes and programs which halt at a superposition
of different times. We consider conditional complexity
and show that multiple copies of a quantum state can be
compressed asymptotically further using SQTM than on
a standard quantum Turing machine (QTM) given the
number of copies n.
Quantum information is usually studied in n-particle
systems described by an n-fold tensor product Hilbert
space H⊗n in which n is fixed. In the second quantiza-
tion n, the number of particles, can exist in superposition.
The corresponding space which describes a system in the
second quantization is the Fock space H∗ =
⊕∞
n=0H
⊗n.
A physical example of such a system is the quantized
electromagnetic field. The second quantized electromag-
netic field consists of a number of modes ωi (labelled by
frequency and polarization) which can each be populated
by a number of photons mi+ni, mi in the horizontal po-
larization H and ni in the vertical polarization V . The
state of the system can be written as:
|ψ〉 = |m1〉ω1,H |n1〉ω1,V ⊗ |m2〉ω2,H |n2〉ω2,V ⊗ . . . (1)
For the purposes of this letter, we will encode qubits into
the polarization degree of freedom, which then restricts
the number mi + ni of quanta in the modes to either
0 (the vacuum state) or 1. The modes are ordered in
some predefined way, and the initial contiguous sequence
which are occupied by a single photon before the first
vacuum state represents a quantum string. For example,
2the state
|ψ〉 = 1√
2
|1〉ω1,H ⊗ |0〉ω1,V ⊗ |0〉ω2,H ⊗ |1〉ω2,V
⊗ ((|1〉ω3,H ⊗ |0〉ω3,V ) + (|0〉ω3,H ⊗ |1〉ω3,V )) (2)
⊗ |0〉ω4,H ⊗ |0〉ω4,V ⊗ . . . (3)
can be written as a quantum string |ψ〉 = |01〉(|0〉 +
|1〉)/√2, where a photon in the horizontal or vertical po-
larizations represents a |0〉 or |1〉 respectively. If a photon
exists at a frequency in superposition, the quantum string
may be in a superposition of two different lengths. For
example,
|ψ〉 = 1√
2
|1〉ω1,H ⊗ |0〉ω1,V ⊗ |0〉ω2,H
⊗ (|0〉ω2,V + |1〉ω2,V )⊗ |0〉ω3,H ⊗ |0〉ω3,V (4)
⊗ . . . (5)
which can be written as the quantum string |ψ〉 =
(|01〉+ |0〉)/√2. Note that the superposition of different
program lengths immediately implies a superposition of
different times of computation. If a head moves along
the string from left to right, it will reach the end of
the string at different times directly proportional to the
length. Since variable length encoding naturally leads to
the concept of creation and annihilation of particles [1],
we call the Turing machine described in this letter the
Second Quantized Turing machine (SQTM).
Now we briefly review similar work. Svozil [2] origi-
nally defined quantum Kolmogorov complexity on a cir-
cuit based model and then Berthiaume, van Dam and
Laplante [3] defined quantum Kolmogorov complexity [4]
on a quantum Turing machine. [2] and [3] both restricted
inputs to be of variable but determined length (i.e. quan-
tum but not second quantized inputs). Vitanyi [5] also
provided a definition of quantum Kolmogorov complex-
ity based on classical descriptions, where a penalty fac-
tor was added depending on the accuracy of the classical
description. Mora and Briegel [6, 7] defined the algorith-
mic complexity of a quantum state to be the classical
Kolmogorov complexity of describing a circuit that pro-
duces the quantum state (up to an error parameter ǫ).
Gacs [8] and Tadaki [9] defined quantum Kolmogorov
complexity without reference to a computation device by
generalizing classical universal semi-measures to quan-
tum universal semi-POVM’s. Tadaki [10] went on to
derive ΩQ, a quantum generalization of Chaitin’s halt-
ing probability [11]. More recently, Benatti et al [12]
have given a quantum Brudno theorem and Mu¨ller [13]
has given a detailed proof of the invariance theorem for
Berthiaume et al’s complexity [3].
The standard models of quantum Turing machines
were defined by Deutsch [14] and Berstein and Vazirani
[15]. Nielsen [16] also defined a programmable quantum
gate array. Nishimura and Ozawa [17] compared var-
ious models of quantum computation. Various papers
[18, 19, 20, 21] have discussed how these models can
halt coherently (all computation paths halting simulta-
neously) when two programs which halt at different times
are used as input in superposition. [21] showed that it
is undecidable whether a quantum Turing machine halts
coherently for a general input.
Schumacher and Westmoreland [22], Bostro¨m and Fel-
binger [23] and Rallan and Vedral [1] studied loss-
less quantum compression with variable length quan-
tum strings. One of the authors [24] studied exact loss-
less quantum compression and universal lossless quantum
compression with indeterminate length quantum strings.
Now we discuss the SQTM. The aim of developing an
SQTM is to fully quantize every aspect of the quantum
Turing machine (QTM) to produce a fully quantum com-
putational model of nature. Unlike a QTM, the SQTM’s
definition makes it explicit that it can hold second quan-
tized states on the tape(s) and so that it can halt at a
superposition of different times.
Second Quantized Tape The contents of the tape in-
cluding the input and output is allowed to ex-
ist in the second quantization. States such as
|ψ〉 = 1√
2
(|0〉 + |10〉) are forbidden on the QTM
but allowed on the SQTM.
Second Quantized Halting Several papers [18, 19, 20,
21] have pointed out issues in how quantum compu-
tations halt coherently (how all the computational
paths halt simultaneously) on the quantum Turing
machine [14, 15] and Nielsen’s parallel gate array
[16]. The SQTM allows programs of different sizes
to be input in superposition. These programs may
halt at different times, however as natural processes
may also halt at a superposition of different times,
the SQTM allows this. Informally, the halting con-
dition says that the SQTM comes to a halt when
all the computation paths of the working tape stop
evolving.
The SQTM is made up of a two-way infinite working
tape, an environment tape, a transition function, a head
which points to the current cell being processed (per-
haps in superposition) and a current instruction being
executed (perhaps also in superposition). Each cell in
the tape contains either a |0〉, |1〉 or a vacuum state. The
string held on the tape is made up of the |0〉’s and |1〉’s
before the first vacuum state which can exist in a super-
position of positions.
The head of the Turing machine contains two quantum
states. The first |C〉, contains the current superposition
of cells being processed, the second |I〉, the current in-
struction being executed. The transition of the Turing
machine from one state to the next is controlled by the
transition function δ which can act on the current and
neighboring cells. At each step, the head can move left,
right or the current cell being scanned can be modified
and the internal state of the head can be changed with
the restriction that the whole operation of the Turing
machine is restricted to be a unitary operation. This
3unitary operation is computable and can be computably
written down classically. Using this classical description,
there exists a universal SQTM capable of simulating any
other SQTM with a constant length description.
The environment tape is defined in the same way as the
working tape, except that it receives no input and gives
no output. The SQTM can continue to carry out compu-
tations on the environment tape (for example, counting
up to infinite) to ensure that its operation is unitary. The
proposed halting scheme for the SQTM (though others
may be possible) is as follows. On input |ψI〉, the SQTM
is said to halt in the state |ψF 〉 if the contents of the
working tape converges to |ψF 〉 computably, i.e. if there
exists a computable sequence of integers t1, t2, . . . such
that for all t ≥ ti steps, the SQTM has executed t steps
and the working tape of the SQTM (with the state of the
other parts of the SQTM traced out) is in state T tSQ(|ψI〉)
where |〈T tSQ(|ψI〉)|ψF 〉| ≤ 1/2i. The restriction of the se-
quence ti to be computable allows the SQTM to be sim-
ulated by some deterministic classical Turing machine to
compute a classical description of |ψF 〉 with arbitrary ac-
curacy, ensuring that the SQTM halts in a computable
state when given computable input. The halting condi-
tion also guarantees that there exists some SQTM which
on input |i〉 will halt in the state |ψF 〉 with a fidelity of
1/2i.
The classical Kolmogorov complexity of a string is de-
fined as the shortest classical description of that string
with respect to a universal Turing machine. Kolmogorov
complexity gives a universal measure of the complexity
of a string and has many applications such as the in-
compressibility method, data compression, universal in-
duction and absolute information. Following from clas-
sical Kolmogorov complexity, there are several possible
ways to define second quantized Kolmogorov complexity
(SQKC) [4, 25].
The combinatorial approach The combinatorial ap-
proach is to study the number of dimensions used
to described a quantum state |ψ〉. The combinato-
rial approach is similar to the restriction of input
to be variable but determined length, which is used
by Svozil [2] and then Berthiaume et al [3] in their
definitions of quantum Kolmogorov complexity.
Algorithmic probability This approach is to define
Kolmogorov complexity in terms of probability the-
ory avoiding the need to refer to a Turing machine.
Tadaki [9, 10] and Gacs [8] took this approach for
quantum Kolmogorov complexity.
Algorithmic Approach The algorithmic approach is
to consider the complexity of a string as the length
of the shortest algorithm or description which de-
scribes that string, the idea being that simpler
strings can be described by shorter descriptions.
For example, x = 1111111111 is very simple and
regular and has a very short description as “ten
ones” whereas y = 1000111010 is apparently much
more random and it seems difficult to find a short
description of y. A second quantized description
may be in a superposition of many different lengths.
It is the average length of the description which is
used to measure the second quantized Kolmogorov
complexity of a string giving the average physical
resources used to describe the state.
We believe the average length is the appropriate measure
of complexity because it in some sense corresponds to the
average energy of the input [1] and energy is frequently
the most crucial physical resource. Unlike the combi-
natorial approach, it leads to a continuous measure of
complexity which is a much more natural physical quan-
tity. We now study the algorithmic approach and by
SQKC we mean the average length complexity used in
the algorithmic approach.
Let |ψ〉 =∑∞i=0 αi|i〉 be a second quantized state. The
average length [23] l of |ψ〉 is
l(|ψ〉) =
∞∑
i=0
|αi|2l(i) (6)
The SQKC of a state |ψ〉 is
CSQ(|ψ〉) = inf
USQ(|φ〉)=|ψ〉
l(|φ〉) (7)
where USQ is a universal SQTM. The SQKC CSQ is in-
variant up to an additive constant factor (this invariance
theorem can be proved in the same way as the classical
invariance theorem[4]).
A simple example of SQKC, which is different from
QKC, is to try to find the shortest string which can de-
scribe the state |ψn〉 = (
√
2|0〉 + |1⊗n〉)/√3 for n > 0.
A shortest program to describe |ψn〉 is |pψn〉 = (
√
2|0〉+
|n〉)/√3 for n > 0. |pψn〉 can be input into an SQTM
TSQ defined by TSQ|n〉 = |1⊗n〉 and TSQ|0〉 = |0〉 to
produce |ψn〉 as output. The SQKC of |ψn〉 is then at
most the average length of |pψn〉 plus a constant factor
O(1) which comes from describing TSQ on the universal
machine USQ. The SQKC of |ψn〉 is at most
CSQ(|ψn〉) ≤ l(|φψn〉) +O(1) (8)
=
2
3
O(1) +
1
3
(log(n) +O(1)) (9)
=
1
3
log(n) +O(1) (10)
On the other hand, the quantum Kolmogorov complex-
ity of 1n is log(n) + O(1) which is the number of qubits
used in a fixed length description of |ψn〉. Thus the
SQKC of |ψn〉 is multiplicatively smaller than the quan-
tum Kolmogorov complexity of |ψn〉. Notice also that if
the amplitude 1/
√
3 is changed to α and |α| → 0 then
CSQ(ψn) → CSQ(0), which is not true of the quantum
Kolmogorov complexity defined by Berthiame et al [3].
The |ψn〉 defined above can also be used to show how
halting at a superposition of different times is used in
SQKC. As above, let |ψn〉 = (
√
2|0〉 + |1⊗n〉)/√3. Sup-
pose that an SQTM can compute |0〉 in τ steps. For suffi-
ciently large n, |1⊗n〉 takes more than τ steps to compute.
4Thus, for large n, the SQTM must be allowed to halt at
a superposition of different times to describe |ψn〉. Thus
it is by allowing the SQTM to halt at a the number of
steps in superposition that we can describe states which
are in a superposition of different lengths.
The conditional SQKC of a string |ψ〉 given |φ〉 is the
complexity of |ψ〉 given |φ〉 as input to the universal
SQTM.
CSQ(|ψ〉||φ〉) = inf
U(|φ〉,p)
l(p) (11)
The SQKC of n copies of a state |ψ〉 assuming that n
is known in advance is also a non-trivial example of how
SQKC differs from QKC. Taking |ψ〉 = α|0〉+β|1〉, |ψ〉⊗n
can be expanded out into the symmetric basis as
|ψ〉⊗n = (α|0〉+ β|1〉)⊗n (12)
=
n∑
i=0
αiβn−iS(i, n) (13)
where S(i, n) is the sum of strings containing i 0’s and
n− i 1’s.
Berthiaume et al [3] showed that |ψ〉⊗n can be de-
scribed using log(n) qubits using a fixed length code
to encode each S(i, n). On the other hand, using a
variable length code to encode S(i, n) as a string of
log
(
n
i
)
qubits, |ψ⊗n〉 can be encoded using S(ρψ) qubits
asymptotically where S is the von Neumann entropy and
ρψ =
∑
i |αiβn−i|2|S(i, n)〉〈S(i, n)| is the state of |ψ〉 af-
ter a measurement has been carried out in the {S(i, n)}i
basis. Thus as n grows, the number of bits used to de-
scribe |ψ⊗n〉 with an SQTM can be far fewer than are
used by a QTM.
We have defined a second quantized Turing machine
which formally models information processing in second
quantized physical systems and addresses how computa-
tional processes halt (the halting of the SQTM). We have
used this SQTM to define second quantized Kolmogorov
complexity which improves on the previous measure,
quantum Kolmogorov complexity, in that it is continuous
and therefore a much more natural physical quantity.
Other measures of information such as von Neumann en-
tropy and its variants are widely used for studying vari-
ous properties of quantum systems such as entanglement,
distances between systems, etc. These other information
measures can be seen as computable approximations of
(second quantized) Kolmogorov complexity. Kolmogorov
complexity is much more powerful. For instance, if there
is some underlying mechanical description of a set of ex-
periments (e.g. the Bohm interpretation) then the mea-
surement outcomes of the experiment may have a lower
Kolmogorov complexity than if the measurement out-
comes are completely random while the entropy of the
outcomes are the same in cases.
There are many other possible applications of the SQTM.
One example is Maxwell’s Demon. An attempt was made
(and subsequently resolved) to show that the second law
can be violated in the classical setting [26, 27, 28], us-
ing the fact that a sequence of particles might have a
very compact description while their joint entropy is high.
Maxwell’s demon can be considered in its fully quantum
setting with the help of the SQTM. As we have argued
SQKC can be smaller than QKC, which may help the de-
mon in trying to violate the second law in the quantum
case. This question is left for future research.
In this paper, we have studied a few examples of SQKC.
Classical Kolmogorov complexity is a well-studied area
with a plethora of applications in many areas of physics.
We hope that the future development of SQKC will lead
to a plethora of tools for studying quantum systems and
that the differences in classical and second quantized Kol-
mogorov complexity will yield further insights into the
differences between classical and quantum systems.
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