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PERVERSE MONODROMIC SHEAVES
VALENTIN GOUTTARD
Abstract. We introduce and study the category of modular (i.e. with co-
efficient of positive characteristic) monodromic perverse sheaves on complex
stratified T -varieties, with T a complex algebraic torus. In particular, we show
that under appropriate assumptions this category has a natural highest weight
structure.
1. Introduction
1.1. Main result. Consider a complex algebraic torus T and a stratified T -variety
(X,S). We fix an algebraically closed (coefficient) field k, of positive characteristic
ℓ > 0. We want to investigate in this paper the category PS(X, k) of perverse
sheaves in DbS(X, k).
The monodromy construction, due to Verdier (see [Ve, §5]) allows one to define
an action of the group of cocharacters X∗(T ) of T on each object of the category
DbS(X, k). More precisely, we obtain an algebra morphism
ϕF : k[X∗(T )]→ End(F )
for any F ∈ DbS(X, k). It is a classical fact that the maximal ideals in k[X∗(T )]
are parametrized by the elements of the dual k-torus T∨
k
. Considering such an
element t and the associated maximal ideal mt, we can consider the full subcategory
DbS(X, k)[t] of D
b
S(X, k) whose objects are those F such that ϕF factors through
the quotient k[X∗(T )]/mt. In particular, we obtain a full subcategory PS(X, k)[t]
of PS(X, k). The inclusion of the closure of strata allows us to endow the set S
with a poset structure (S,≤). The main result of this paper is then that, under the
hypothesis that each strata is isomorphic to a product of the form Ar×T for some
r ∈ Z≥0, the category PS(X, k)[t] is a highest weight category for any t ∈ T
∨
k
.
1.2. Motivation. Let g be a complex semisimple Lie algebra. In [So], Soergel
proved two theorems (the Endomorphismensatz and the Struktursatz) giving a
description of the principal block O0 of the BGG-category O of g in terms of
modules (the Soergel modules) over the endomorphism ring of the projective cover
of the unique simple Verma module in O0. For a complex semisimple algebraic
group G with maximal torus T and a Borel subgroup B = T ⋉U such that g is the
Lie algebra of G, Beilinson–Bernstein localization tells us that the category O0 for
g is equivalent to the category P(B)(G/B,C) of B-constructible complex perverse
sheaves on the flag variety of G.
In the recent article [BeR], Bezrukavnikov and Riche obtained a totally geomet-
ric “Soergel description” of P(B)(G/B, k), for k any field, i.e. they described this
category as modules over the endomorphism ring of the projective cover Pe of the
skyscraper sheaf at B/B. In order to obtain their result, they consider perverse
1
2 VALENTIN GOUTTARD
objects on G/U . For any object in Db(B)(G/U, k), we can define a monodromy mor-
phism, coming from the natural right action of T on G/U . We then obtain a family
of subcategories in P(B)(G/U, k) parametrized by the elements t of the dual torus
T∨
k
; for t = 1, we end up with (a category canonically equivalent to) P(B)(G/B, k).
The case t = 1 was the main point of interest of [BeR]; in this paper, we begin to
explore the categories given by other parameters t. We outline below the structure
of the article
1.3. Verdier’s monodromy. In section 2, we start by recalling Verdier’s construc-
tion of the monodromy morphism for any object F in our derived constructible
category. In §2.1, 2.2 and 2.3, we elaborate on the constructions of [Ve]. In 2.4,
we introduce the monodromy map and investigate some elementary properties. We
then define the monodromic categories in 2.5.
1.4. Lusztig and Yun monodromy. Section 3 is devoted to the introduction of
one of the key tools that allow us to prove our result, the equivariant monodromic
category due to Lusztig–Yun. We consider a slightly more general setting: X is
an H-variety, with H any connected complex algebraic group. Following the con-
structions of [LY], we define equivariant monodromic categories. We consider pairs
(ν, χ) where ν : H˜ → H is a finite central isogeny and χ a character of the kernel of
ν. Considering the χ-isotypic component of the pushforward of the constant sheaf
along ν, we obtain a rank-one local system on H . Such data allows us to define a
“character-equivariant” category, namely the Lusztig–Yun monodromic equivariant
category. This is done in §3.1 and §3.2. One problem is that different pairs (ν, χ)
could lead to the same local system. The rest of section 3 is devoted to dealing
with this lack of uniqueness: under suitable assumptions on the characteristic of k,
we show that a different pair leads to canonically equivalent categories.
1.5. Perverse monodromic sheaves. In section 4, we come back to the setting
of stratified T -varieties. Let us fix a t in T∨
k
; we associate to this element a local
system L Tt on T . The constructions of the preceding sections apply and we obtain
two kinds of monodromic categories: a topological one (Verdier’s construction)
and an equivariant one (Lusztig–Yun construction). In both cases we can consider
perverse objects; there is a major difference though: as explained in [LY], there is a
natural perverse t-structure on the equivariant monodromic category, whose heart
PLYT,S(X, k)L Tt is (defined to be) the category of perverse monodromic equivariant
sheaves. On the other side, our topological monodromic category DbS(X, k)[t] is
not even a triangulated category, so the notion of t-structure does not make sense
here. In particular the category PS(X, k)[t] is not really well behaved as a full
subcategory of DbS(X, k), e.g. it is not stable under extension. The next paragraph
gives a way to solve this problem.
1.6. Equivalences. It is well known that the category of equivariant perverse
sheaves admits several equivalent descriptions, as explained e.g. in [BaR, §A.1],
in particular, a perverse object in the constructible derived category is equivariant
if and only if its monodromy morphism factors through the quotient of k[X∗(T )]
by its natural augmentation ideal. Here, we consider perverse objects whose mon-
odromy morphism factors through a quotient defined by another augmentation
ideal, associated to some character of X∗(T ). In analogy with the usual equivariant
case, we can give four different definitions of perverse monodromic sheaves. We
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show in §3.3 that these four definitions lead to equivalent categories; in particular,
the categories PS(X, k)[t] and P
LY
T,S(X, k)L Tt are equivalent.
1.7. Highest-weight structure. In section 5, we investigate the structure of the
category of perverse monodromic sheaves under the assumption that each strata
is isomorphic to a product of the form Ar ×T for some r ∈ Z≥0 (depending on
the strata). This is an adaptation in the monodromic case of the main result
of [BGS, §3.2]. There, the authors showed the following: the category of perverse
sheaves on an algebraic variety stratified by linear affine spaces has a highest weight
structure. Our case is very similar. In this setting, we can introduce “standard”
and “costandard” objects in analogy with [BGS]. As stated above, the inclusion
of closures of strata defines a partial order ≤ on S, and endows S with a poset
structure. We show here that the category of perverse monodromic sheaves on X
together with the constructed standard and costandard objects and with the poset
(S,≤) form an highest weight category.
1.8. Further consideration. In an upcoming paper, we will investigate mon-
odromic perverse sheaves on the quotient variety G/U for G a reductive group and
U the unipotent radical of some Borel subgroup. Generalizing the consideration of
[BeR], we will give some “Soergel description” of these categories.
1.9. Acknowledgments. I am grateful to Zhiwei Yun for helpful insights about
subsections 3.3-3.7. I also thank deeply Pramod Achar and Simon Riche for endless
patience and paying an extraordinary attention to this work, which could never have
been done without their help.
2. The topological monodromic category
2.1. Preliminaries. In all this paper, we will assume that k is the algebraic closure
of a finite field. We let ℓ > 0 denote the characteristic of k.
We consider A a complex algebraic torus of rank r ≥ 1. We will use several times
the fact that we can choose a trivialization A ∼= (C∗)r so we fix such a trivialization
once and for all.
For any topological space Y , denote by Db(Y, k) the bounded derived category
of sheaves of k-vector spaces on Y . Also, let Loc(Y, k) be the abelian category
of finite dimensional k-local systems on Y (i.e. k-local systems on Y with finite
dimensional stalks).
Let X be a complex algebraic variety endowed with an (algebraic) action of A.
We fix a finite algebraic stratification S (see [CG, Definition 3.2.23]) such that each
S ∈ S is A-stable.
Let DbS(X, k) denote the S-constructible bounded derived category of sheaves of
k-vector spaces on X .
We denote by pr2 : A ×X → X the projection and a : A ×X → X the action
morphism. Let en : A → A be the morphism t 7→ t
n. Finally, denote by a(n) the
composition a ◦ (en × id).
For a morphism f between two algebraic varieties, the associated functors of
pullback and (proper) pushforward will almost always be understood as derived
functors. Thus, we will write f∗ instead of Rf∗ (and similarly for f! and f
∗).
In some places, we will have to consider regular, non-derived pushforward; the
notations will then be f◦∗ and f
◦
! for the non-derived version.
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Lemma 2.1. Let V be a finite dimensional k-vector space. Then any φ ∈ GLk(V )
is of finite order.
Proof. Fixing a basis in V , we obtain a group isomorphism GLk(V ) ∼= GLdim(V )(k).
Now, since k is the algebraic closure of a finite field, it is in particular the union of its
finite subfields. This implies that GLdim(V )(k) is the union of its finite subgroups.
The result follows. 
We recall below a well-known theorem that we will use many times. A space X
is said semi-locally simply connected if each point x ∈ X has a neighborhood Ux
such that any loop in Ux is homotopic to a point when viewed as a path in X . Any
complex algebraic variety is semi-locally simply connected.
Theorem 2.2. Let Z be a connected, locally path connected, semi-locally simply
connected topological space. Let z0 ∈ Z be any base-point. There is a canonical
equivalence of categories
Loc(Z, k) ∼= k[π1(Z, z0)] -mod
where the right-hand side denotes the category of finite-dimensional k-represen-
tations of π1(Z, z0). Consider (Y, y0) another connected, locally path connected,
semi-locally simply connected pointed topological space and f : (Z, z0) → (Y, y0) a
continuous map of pointed spaces. The map f induces a group morphism
π1(f) : π1(Z, z0)→ π1(Y, y0)
and the functor f∗ : Loc(Y, k)→ Loc(Z, k) corresponds to the restriction of scalars
along this map at the level of representations: we have a commutative diagram
Loc(Y, k)
≀

f∗ // Loc(Z, k)
≀

k[π1(Y, y0)] -mod
Respi1(f)
// k[π1(Z, z0)] -mod
This theorem allows us to prove the following useful lemma. In this paper,
unless stated otherwise, the fundamental group of any (topological) group will be
considered with 1 as base-point.
Lemma 2.3. Let L be a k-local system on A. Then there exists an integer n such
that e∗n(L ) is a constant sheaf.
Proof. Thanks to theorem 2.2, the local system L corresponds to a k-representation
V of π1(A) ∼= Z
r. This representation is entirely determined by the action of the
elements fi = (0, . . . , 0, 1
i
, 0, . . . , 0) ∈ Zr ; this action is thus given by a family
{gi}i=1,...,r of commuting elements in GLk(V ). According to lemma 2.1, the gi’s
are all of finite order; let n the product of these orders. For any k-representation
W of Zr (equivalently, for any k[xi, x
−1
i | i = 1, . . . , r]-module) denote by Wn the
representation defined in the following way: as k-vector spaces, W = Wn, and the
action “ ·n” is given by
xi ·
n w = xni · w
for any i. The functor e∗n : Loc(A, k) → Loc(A, k) corresponds to the functor
k[π1(Y, y0)] -mod → k[π1(Y, y0)] -mod, W 7→ Wn via the equivalence of theorem
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2.2. Thus the action of fi on Vn is given by the matrix g
n
i = 1 ∈ GLk(V ). We get
that Vn is trivial and so e
∗
n(L ) is a constant local system. 
Remark 2.4. Take F in DbS(X, k). By definition, the restriction to a stratum S of
any cohomology object of F is locally constant. By assumption, each A-orbit is
contained in one of the strata ; each cohomology object of F is then locally constant
on the A-orbits. This remark is in particular valid for a constructible sheaf.
Lemma 2.5. Let F be an S-constructible sheaf on X. There exists an integer n
such that a(n)∗(F ) is constant on each fiber of pr2.
Proof. Since S is finite, it suffices to show the lemma for F|S for any S ∈ S. We
can therefore assume that F is a local system on X . Then a∗(F ) is a local system
on A × X and thus corresponds to a k-representation V of π1(A × X, (1, x0)) ∼=
Zr × π1(X, x0) (for any base-point x0 ∈ X). Thanks to theorem 2.2, the sheaf
a(n)∗(F ) corresponds under the equivalence of theorem 2.2 to the representation
V˜ of Zr×π1(X, x0), with V˜ = V as k-vector space and (m, [α]) acting as (nm, [α]).
If we view V˜ as a representation of Zr (via the canonical injection Zr →֒ Zr ×
π1(X, x0)), we get the restriction of scalar of the representation associated to F
along the group morphism π1(A)→ π1(A)× π1(x0, X) induced by the map
A→ A× {x0} →֒ A×X, t 7−→ (t
n, x0).
We deduce from lemma 2.3 that for n sufficiently large, this corresponds to the
trivial representation of Zr ; the morphism defining the representation V˜ of Zr ×
π1(X, x0) hence factors through the projection to π1(X, x0). This says exactly that
a(n)∗(F ) is of the form pr∗2(G ) for G a local system on X . 
Lemma 2.6. Let F be a constructible sheaf on A × X that is constant on each
fiber of pr2. Then there exists a sheaf G on X such that
F ∼= pr∗2(G ).
Proof. Consider the object pr2!(F ). For any x ∈ X , we have an isomorphism
pr2!(F )x
∼= RΓ•c(F|A×{x}) in the bounded derived category of k-vector spaces.
Since F|A×{x} is constant by hypothesis, this cohomology lives in degrees r, . . . , 2r.
We consider the non-zero truncation morphism pr2!(F ) → H
2r(pr2!(F ))[−2r].
We use adjunction to obtain a (nonzero) morphism
F −→ pr!2 H
2r(pr2!(F ))[−2r]
∼= pr∗2 H
2r(pr2!(F )).
(We used here the fact that pr2 is a smooth morphism, so pr
!
2
∼= pr∗2[2r].)
We check that this is an isomorphism by looking at the stalks. For a point
(z, x) ∈ A×X , we thus have a morphism
F(z,x) → H
2r(pr2!(F ))x
∼= H2rc (A× {x},F ).
We can then assume that X is a one-point space and hence that F is a constant
sheaf. It therefore suffices to check the isomorphism for F constant of rank 1; in
this case, both sides are just k (thanks to Ku¨nneth’s formula applied to A ∼= (C∗)r).
Since our morphism is nonzero, there exists a point (z, x) such that the stalk at
(z, x) is nonzero. Since F is assumed to be constant, the (global) morphism is
nonzero. 
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2.2. Verdier’s proposition.
Proposition 2.7. Let F be an object in DbS(X, k). There exists n ∈ Z>0 and a
morphism
ι(n) : pr∗2(F ) −→ a(n)
∗(F )
such that ι|{1}×X identifies with the identity of F . Any such morphism is an
isomorphism. If n1, n2 are two strictly positive integers and if
ι(n1) : pr
∗
2(F ) −→ a(n1)
∗(F ), ι(n2) : pr
∗
2(F ) −→ a(n2)
∗(F )
are two such morphisms, then there exists a strictly positive integer n3, multiple of
both n1 and n2, such that
(en3
n1
× id)∗(ι(n1)) = (en3
n2
× id)∗(ι(n2)).
Finally, let G be another complex in DbS(X, k) and u : F → G be any morphism.
There exists n ∈ Z>0 and two morphisms ι1(n) : pr
∗
2(F ) → a(n)
∗(F ) and ι2(n) :
pr∗2(G ) −→ a(n)
∗(G ) as above such that the following diagram commutes:
(2.1)
pr∗2(F )
pr∗2(u)

ι1(n)
∼
// a(n)∗(F )
a(n)∗(u)

pr∗2(G )
ι2(n)
∼
// a(n)∗(G ).
Before giving the proof of the proposition, we need an intermediary result. We
have
(en × id)
∗ pr∗2 = pr
∗
2,
so the inverse image functor of (en × id) induces an endomorphism
ρn : HomDbS(A×X,k)(pr
∗
2(F ), pr
∗
2(G )) −→ HomDbS(A×X,k)(pr
∗
2(F ), pr
∗
2(G )).
(Here, with a slight abuse of notation, we denote again by S the stratification of
A × X whose strata are the A × S for S ∈ S.) We clearly have ρn ◦ ρm = ρnm.
Moreover, the following diagram commutes:
HomDbS(X,k)(F ,G )
pr∗2

pr∗2
++❲❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲❲❲
❲
HomDbS(A×X,k)(pr
∗
2(F ), pr
∗
2(G )) ρn
// HomDbS(A×X,k)(pr
∗
2(F ), pr
∗
2(G )).
We define an inductive system, parametrized by the (filtrant) set Z>0 endowed with
the divisibility relation. For any n > 0, we set
Vn = HomDbS (A×X,k)(pr
∗
2(F ), pr
∗
2(G )).
If the integer n divides m the morphism Vn → Vm is given by ρm
n
. The above
diagram states that pr∗2 defines a morphism from the object Hom(F ,G ) to the
limit lim
−→n
Vn.
Lemma 2.8. We have an isomorphism of vector spaces induced by pr∗2
(2.2) HomDbS(X,k)(F ,G )
∼
−→ lim
−→
n
HomDbS(A×X,k)(pr
∗
2(F ), pr
∗
2(G )).
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Proof. First, note that pr2 is a smooth morphism since A is smooth. Thus we have
pr!2
∼= pr∗2[2 dim(A)] = pr
∗
2[2r]. Now, thanks to [KS, (2.6.4)], we can write
RHom(pr∗2(F ), pr
∗
2(G )) = RΓ(A×X,RHom(pr
∗
2(F ), pr
∗
2(G )).
Using [KS, Proposition 3.1.13], we get the following isomorphisms in the category
DbS(A×X, k):
pr∗2 (RHom(F ,G ))
∼= pr!2 (RHom(F ,G )) [−2r]
∼= RHom(pr∗2(F ), pr
!
2(G ))[−2r]
∼= RHom (pr∗2(F ), pr
∗
2(G )[2r]) [−2r]
∼= RHom(pr∗2(F ), pr
∗
2(G )).
Using Ku¨nneth’s formula, we obtain a chain of isomorphisms, in the derived cate-
gory DbVectk of k-vector spaces:
RHom(pr∗2(F ), pr
∗
2(G ))
∼= RΓ(A×X,RHom(pr∗2(F ), pr
∗
2(G ))
∼= RΓ(A×X, pr∗2 RHom(F ,G ))
∼= RΓ(A×X, k⊠RHom(F ,G ))
∼= RΓ(A, k)⊗Lk RHom(F ,G ).
Since we work over a field k, we know that the tensor product functor over k is
an exact functor, so taking cohomology on both sides, we get an isomorphism of
vector spaces
HomDbS(A×X,k)(pr
∗
2(F ), pr
∗
2(G ))
∼=
⊕
i∈Z
Hi(A, k)⊗k HomDbS(X,k)(F ,G [−i])
where Hi(A, k) is the i-th cohomology of A. Under these isomorphisms, the tran-
sition morphism ρn identifies with ρn(k) ⊗ id, where ρn(k) denote the morphism
H•(A, k)→ H•(A, k) induced by e∗n.
As inductive limits commute with tensor products, if we show that the inductive
system (V ′n := H
•(A, k), ρm
n
(k)) satisfies
(2.3) lim
−→n
Hi(A, k) =
{
k if i = 0
0 otherwise
we can conclude. Assume that A is of rank 1, i.e. that A ∼= Gm = C
∗. Recall that
the cohomology of Gm is non-zero only in degree 0 and in degree 1. Note that we
have a morphism
k −→ lim
−→
H•(Gm, k)
defined by sending the k on the left onto the copy of k in degree zero of V ′1 =
H•(Gm, k).
We know that H•(Gm, k) = Ext
•
Db(Gm,k)
(kGm , kGm). Using the (easy) fact that
an extension between two local systems on Gm is itself a local system, we have
H•(Gm, k) = H
0(Gm, k)⊕H
1(Gm, k)
∼= HomDb(Gm,k)(kGm , kGm)⊕ Ext
1
Db(Gm,k)
(kGm , kGm)
= HomLoc(Gm,k)(kGm , kGm)⊕ Ext
1
Loc(Gm,k)(kGm , kGm)
∼= HomRep(Z,k)(ktriv, ktriv)⊕ Ext
1
Rep(Z,k)(ktriv, ktriv).
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We can thus work in the category of k-representations of Z. We have to determine
the action of ρn(k) on each of these summands.
It is obvious that ktriv,n = ktriv (see the proof of the lemma 2.3 for the notation),
so the action of ρn(k) on Ext
0
Rep(Z,k)(ktriv, ktriv) = HomRep(Z,k)(ktriv, ktriv) is simply
the identity. Now, we know that Ext1Rep(Z,k)(ktriv, ktriv) is one-dimensional; an
isomorphism k −→ Ext1Rep(Z,k)(ktriv, ktriv) is given by
x 7−→ V (x)
where V (x) ∼= k⊕ k as a vector space and the action of 1 ∈ Z is given by the matrix(
1 x
0 1
)
. The action of 1 ∈ Z on V (x)n is then given by the matrix
(
1 x
0 1
)n
=(
1 nx
0 1
)
. The endomorphism of k induced by ρn(k) is thus multiplication by n.
We have determined the action of ρn(k) on each of the summands ofH
•(Gm, k). As
limit, we obtain k⊕ lim
−→
k . In the second summand, the transition map V ′n ⊇ k →
k ⊆ V ′m is the multiplication by
m
n (for m divisible by n). Since k is the algebraic
closure of a finite field of characteristic ℓ, multiplication by n is zero as soon as ℓ
divides n ; this limit is then zero and (2.3) holds.
We now deal with the general case: we have a commutative diagram
(2.4)
A
en //
≀

A
≀

(C∗)r
(en×···×en)
// (C∗)r
(we made a little abuse of notation, denoting by the same symbol “en” the maps
A → A and C∗ → C∗ sending an element on its n-th power). Using Ku¨nneth’s
formula one more time, we get
(2.5) Hm(A, k) ∼=
⊕
p1+···+pr=m
(
r⊗
i=1
Hpi(C∗, k)
)
.
Thanks to the diagram (2.4), the induced map ρn(k) : H
n(A, k) → Hn(A, k) de-
composes in a direct sum of tensor product of maps, each of which corresponding
to the map already studied in the case A = Gm. Thanks to (2.5), the cohomology
of A is in degrees 0, . . . , r. From the case A = Gm, we deduce immediately that
the induced map ρn(k) is the identity on H
0(A, k) = k. Now for Hm(A, k) with
m ≥ 1, there is in each summand at least one pi = 1. On this summand, the map
induced by ρn(k) is zero if n is divisible by ℓ. Passing to the inductive limit, we
deduce that (2.3) holds again in this case. We can conclude as above and the proof
is complete. 
2.3. Proof of Verdier’s proposition.
Proof of proposition 2.7. Let F ∈ DbS(X, k). We prove the existence of an isomor-
phism between a(n)∗(F ) and an object of the form pr∗2(Q) with Q ∈ D
b
S(X, k)
(for some n ∈ Z>0) by induction on the minimal length of an interval containing
{i ∈ Z | H i(F ) 6= 0}.
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Assume that F has a unique non-zero cohomology object. We can use lemma 2.5
and lemma 2.6. We get an integer n such that a(n)∗(F ) is constant on the fibers of
pr2. Since a(n)
∗ is an exact functor, we obtain an isomorphism a(n)∗(F ) ∼= pr∗2(G )
for a certain sheaf G on X . Restricting to {1}×X , we get F ∼= G . This settles this
case. Now for a general F , denote by N the largest integer such that H N (F ) 6= 0.
We have a truncation triangle
H
N (F )[−N − 1]
f
−→ τ≤N−1F −→ F
[1]
−→ .
Denote G := τ≤N−1F and K := H
N (F )[−N − 1]. Both G and K have a
smaller amplitude than F so by induction, there exists an n such that a(n)∗(G )
and a(n)∗(K ) are of the form pr∗2(V ) and pr
∗
2(U ).
The morphism a(n)∗(f) defines a morphism pr∗2(U ) → pr
∗
2(V ), and thus an
element in lim
−→
Hom(pr∗2(U ), pr
∗
2(V )) (say in the copy of Hom(pr
∗
2(U ), pr
∗
2(V )) in-
dexed by 1 in the inductive limit). With the isomorphism (2.2), replacing n by
a multiple if necessary, the morphism a(n)∗(f) is of the form pr∗2(g) for some
g : U → V ; hence a(n)∗(F ) identifies with the cone of pr∗2(g) and is of the form
pr∗2(Q).
So far, we have obtained an isomorphism
pr∗2(Q)
∼
−→ a(n)∗(F )
for a certain integer n and an object Q ∈ DbS(X, k). To identify Q, we can restrict
to the subset {1}×X to see that F ∼= Q. We have thus obtained an isomorphism
ι(n) : pr∗2(F )
∼
−→ a(n)∗(F ).
It is also clear that ι(n) restricts to the identity on {1} ×X .
We now prove the second statement. We know that there exists an isomorphism
ι(n) : pr∗2(F ) → a(n)
∗(F ) whose restriction to {1} × X is the identity of F .
Consider a morphism ι : pr∗2(F ) → a(n)
∗(F ) such that ι|{1}×X = idF (to begin
with, for the same n). For m divisible by n, the composition
(em
n
× id)∗ι ◦ (em
n
× id)∗ι(n)−1
is an endomorphism of pr∗2(F ). It then defines an element in
lim
−→
Hom(pr∗2(F ), pr
∗
2(F )).
(Once again, we choose our element in the first copy of Hom(pr∗2(F ), pr
∗
2(F )) ap-
pearing in the limit.) With the isomorphism (2.2), and replacing m by a multiple if
necessary, we can assume that this element is of the form pr∗2(f) for f an endomor-
phism of F . Restricting again to {1} ×X , we obtain f = idF . For m sufficiently
large, we deduce that (em
n
× id)∗(ι ◦ ι(n)−1) = idpr∗2 F ; then
(2.6) (em
n
× id)∗ι = (em
n
× id)∗ι(n).
To check that a morphism between complexes of sheaves is an isomorphism in the
derived category, it suffices to do so on the stalks of the cohomology objects (or
the cohomology objects of the stalks). With the equality (2.6) and noticing that
em
n
is a surjective map, we get that ι is an isomorphism on the stalks and hence an
isomorphism.
Now, if n1 and n2 are as in the proposition and if n3 is a common multiple of n1
and n2, we note that (with the notations of the proposition) (en3
n1
× id)∗ι(n1) and
(en3
n2
× id)∗ι(n2) are morphisms pr
∗
2(F )→ a(n3)
∗(F ) whose restriction to {1}×X
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is again the identity of F , so we may as well assume that n1 = n2 and hence we
can use the above reasoning to conclude.
Finally, consider a second complex G and a morphism u : F → G . Choose n
large enough to have two isomorphisms
ι1(n) : pr
∗
2(F ) −→ a(n)
∗(F ), ι2(n) : pr
∗
2(G ) −→ a(n)
∗(G ).
The composition ι2(n)
−1 ◦ a(n)∗(u) ◦ ι1(n) is a morphism pr
∗
2(F )→ pr
∗
2(G ). Using
again the isomorphism (2.2) and replacing n by a multiple if necessary, we can
assume that this morphism is of the form pr∗2(v) for v : F → G . Restricting to
{1} ×X , we obtain v = u which finishes the proof. 
2.4. Definition. We define here the monodromy of a constructible complex. For
any cocharacter λ ∈ X∗(A) and any integer n, we set λ(e
2ipi
n ) = λn. Let also
j♯ : {♯} ×X →֒ A×X and τ♯ : X
∼
→ {♯} ×X
denote the inclusion and the canonical map respectively, for any ♯ ∈ A.
Consider an object F ∈ DbS(X, k) and a cocharacter λ ∈ X∗(A). Thanks to
proposition 2.7, there exists n ∈ Z>0 and an isomorphism
ι(n) : pr∗2(F )→ a(n)
∗(F )
whose restriction to {1} ×X identifies with the identity of F . We set
ϕλF ,n := τ
∗
λnj
∗
λn (ι(n)) : F → F .
Our first task is to show that in fact the isomorphism ϕλ
F ,n does not depend on the
integer n.
Proposition 2.9. Consider two integers n1, n2 such that there exist two morphisms
ι1 : pr
∗
2(F )→ a(n1)
∗(F ) and ι2 : pr
∗
2(F )→ a(n2)
∗(F )
as in proposition 2.7. Then for any λ ∈ X∗(A), we have
ϕλF ,n1 = ϕ
λ
F ,n2 .
Proof. We want to show that
τ∗λn1 j
∗
λn1
(ι1) = τ
∗
λn2
j∗λn2 (ι2).
We know that there exists a multiple m of both n1 and n2 such that (e m
n1
×id)∗(ι) =
(e m
n2
× id)∗(ι′). Thus
j∗λm(e mn1
× id)∗(ι1) = j
∗
λm(e mn2
× id)∗(ι2).
It is then easy to deduce that τ∗λn1
j∗λn1
(ι1) and τ
∗
λn2
j∗λn2
(ι2) are already equal in
Hom(F ,F ). 
Thanks to proposition 2.9, we now can get rid of the n in the notation ϕλ
F ,n.
For any F ∈ DbS(X, k) have obtained a map
ϕF : X∗(A)→ AutDbS (X,k)(F ), λ 7→ ϕ
λ
F .
We state now a useful lemma.
Lemma 2.10. Fix an object F ∈ DbS(X, k). The map ϕF is a group morphism
X∗(A)→ AutDbS(X,k)(F ).
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Proof. Consider λ, µ ∈ X∗(A). Consider an integer n such that there exists a
morphism
ι : pr∗2 F → a(n)
∗
F
whose restriction to {1} ×X identifies with idF .
Let f : A×X → A×X denote the map (t, x) 7−→ (µnt, x). As we have a(n)◦f =
a(n) and pr2 ◦f = pr2, the functor f
∗ induces a map
HomDbS(A×X)(pr
∗
2 F , a(n)
∗
F )→ HomDbS(A×X)(pr
∗
2 F , a(n)
∗
F ).
We then consider the composition
(2.7) pr∗2 F
pr∗2((ϕ
µ
F
)−1)
// pr∗2 F
f∗(ι) // a(n)∗ F .
One can check that this morphism restricts to idF on {1} ×X . Thanks to propo-
sition 2.9, we can define ϕλ
F
by restricting (2.7) to {λn} ×X (and then applying
τ∗λn). Doing so, we obtain τ
∗
λn
j∗λn(f
∗(ι)) ◦ (ϕµ
F
)−1. To conclude the proof, we must
show that τ∗λnj
∗
λn
(f∗(ι)) = ϕλµ
F
. But this is clear from the following commutative
diagram:
X ∼
τλn // {λn} ×X
f|{λn}×X

  jλn // A×X
f

X ∼
τλnµn // {λnµn} ×X
  jλnµn // A×X.
The proof is now complete. 
Thanks to lemma 2.10, for any F , we can extend the morphism ϕF to a k-
algebra morphism:
ϕF : k[X∗(A)] −→ EndDbS(X,k)(F ).
Definition 2.11. The morphism of algebras ϕF : k[X∗(A)] −→ EndDbS (X,k)(F )
is called the canonical monodromy morphism of F . The action of X∗(A) on F
defined by ϕF is the canonical monodromy action on F .
The following result is a key feature of the monodromy morphism:
Lemma 2.12. Consider any λ ∈ X∗(A). For any F ,G in D
b
S(X, k) and any
morphism f : F → G , we have f ◦ ϕλ
F
= ϕλ
G
◦ f .
Proof. This is an immediate consequence of the commutativity of diagram (2.1) of
proposition 2.7: with the notations therein, the lemma follows from applying the
functor of restriction to {λ(e
2ipi
n )} ×X to the diagram. 
Lemma 2.13. Consider a locally closed union of strata Z ⊆ X and let j : Z →֒ X
be the inclusion map. We denote by SZ the induced stratification on Z. Then for
any F ∈ DbSZ (Z, k) and any G ∈ D
b
S(X, k), we have:
(1) ϕλj!(F) = j!(ϕ
λ
F
),
(2) ϕλj∗(F) = j∗(ϕ
λ
F
),
(3) ϕλj∗(G ) = j
∗(ϕλ
G
) for any λ ∈ X∗(A).
The proof follows easily from the definition of the monodromy morphism and
applications of the (smooth) base change theorem.
12 VALENTIN GOUTTARD
2.5. Monodromic categories. Denote by γ the map [0, 1] → C∗ which maps
t to e2iπt. It is a classical fact that the map λ 7→ λ ◦ γ gives a group isomor-
phism X∗(A) → π1(A). Using theorem 2.2, we obtain an equivalence Loc(A, k) ∼=
k[X∗(A)] -mod, where the latter category is the category of finite dimensional
k[X∗(A)]-modules (or equivalently, finite dimensional k-representation of the group
X∗(A)). For any λ ∈ X∗(A), we denote the corresponding basis element of k[X∗(A)]
by eλ. We consider the dual k-torus A∨
k
of A. By definition, this is the al-
gebraic torus over k whose character lattice is the cocharacter lattice of A i.e.
X∗(A) = X
∗(A∨
k
). It is a standard fact that the algebra of regular functions on a
torus is isomorphic to the group algebra of the characters of the torus. We thus get
k[X∗(A)] = k[X
∗(A∨k )]
∼= O(A∨k ).
The irreducible k-representations of X∗(A) are one-dimensional since this group
is abelian. These representations correspond to group morphisms X∗(A) → k
∗
which in turn correspond to k-algebra morphisms k[X∗(A)] → k. Using the above
isomorphisms, such morphisms are the same as algebra morphisms O(A∨
k
) → k .
It is well known that these algebra morphisms correspond to closed points of the
affine variety A∨
k
. Finally, to give an irreducible finite dimensional representation
of X∗(A) (equivalently an irreducible finite dimensional k[X∗(A)]-module) amounts
to giving an element of the dual torus A∨
k
: more precisely, we have a bijection
A∨k ←→ Irr (k[X∗(A)] -mod)
where Irr (k[X∗(A)] -mod) denotes the set of isomorphism classes of irreducible finite
dimensional k[X∗(A)]-modules.
Remark 2.14. Considering a trivialization A∨
k
∼= (k∗)r , an element of A∨k can be
viewed as an r-tuple (t1, . . . , tr) of elements of k
∗. Since k is the inductive limit of
its finite subfields, each of these ti can be viewed as an element in a finite field, so
each of these is of finite order in k∗. We deduce easily that the element t ∈ A∨
k
is of
finite order in the torus. Note also that, k being algebraically closed, it is a perfect
field of positive characteristic. Thus the morphism x 7→ xℓ is a field automorphism
and so the orders of x and xℓ are the same. Thus ℓ does not divide the order of
any t ∈ A∨
k
.
We let DbS(X, k)[t] be the full subcategory of D
b
S(X, k) whose object are those
F such that the monodromy morphism ϕF : k[X∗(A)]→ Aut(F ) factors through
the quotient k[X∗(A)]/〈e
λ −λ(t) | λ ∈ X∗(A)〉. Note that this is not a triangulated
subcategory.
3. The Lusztig–Yun monodromic category
3.1. Preliminaries. Consider an algebraic groupH and aH-varietyX . We denote
the H-equivariant constructible bounded derived category of sheaves of k-vector
spaces on X by DbH(X, k). Assume that there exists a finite subgroup K of H ,
contained in the center of H , which acts trivially on X .
Recall that the center Z(C) of an additive category C is the endomorphism ring
of the identity functor idC . If C is k-linear, then Z(C) is a commutative k-algebra.
Lemma 3.1. The finite abelian group K acts functorially on the identity functor
of DbH(X, k). Said otherwise, we have a k-algebra morphism
k[K]→ Z(DbH(X, k)).
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The lemma means that for any F ∈ DbH(X, k) and any a ∈ K, we have an
automorphism ϑF ,a of F , and moreover these automorphisms are compatible with
the group structure of K.
Proof. We recall one of the incarnations of the equivariant derived category as
fibered category (see [BL, §2.4.3]). One can view an object F ∈ DbH(X, k) as a col-
lection of objects F (P ) ∈ Db(P/H) for every resolution P → X . Moreover, for any
morphism P
ρ
−→ Q → X of resolutions, we have isomorphisms ρ∗ F (Q) ∼= F (P ),
satisfying some usual compatibility conditions (where ρ is the induced morphism
on quotients). To obtain such a collection from an object F in DbH(X, k), one
proceeds in the following way: for any resolution p : P → X , we have an ob-
ject p∗ F in DbH(P, k) since p is H-equivariant; this in turn defines an object
F (P ) ∈ Db(P/H, k) since P is a free H-space. The definition of the isomorphisms
ρ∗ F (Q) ∼= F (P ) is obvious.
Now, consider two resolutions p : P → X and q : Q → X and a morphism
of resolutions ρ : P → Q. We assume that we have a group L acting on P and
Q, commuting with the H-action, making ρ a L-equivariant map and p, q two L-
invariant maps. Then the objects q∗ F and p∗ F defines objects in DbH×L(P, k).
Similarly, the isomorphism ρ∗q∗ F ∼= p∗ F lies in the category DbH×L(P, k). In
order to get ρ∗ F (Q) ∼= F (P ), we identify DbH(P, k) with D
b(P/H, k). Using the
equivalence DbH×L(P, k)
∼= DbH×L/H×{1}(P/(H × {1}), k) = D
b
L(P/H, k), we thus
see that this is actually an isomorphism in DbL(P/H, k).
Consider T = H ×X
a
−→ X and T ′ = H ×H ×X
a′
−→ X with a′(h, k, x) = hk · x.
We have the following action of H ×H on T ′ and T , respectively given by:
(h1, h2) · (a, b, x) = (h1ah
−1
2 , h2bh
−1
2 , h2 · x), (h1, h2) · (a, x) = (h1ah
−1
2 , h2 · x).
The maps a and a′ define two H ∼= H×{1}-resolutions of X . We also have two H-
resolution morphisms T ′
ϕ1,ϕ2
−−−−→ T given by ϕ1(h, k, x) = (hk, x) and ϕ2(h, k, x) =
(h, k · x). The induced maps on quotients are given respectively by pr2 and a :
H ×X → X . Thus we obtain isomorphisms
pr∗2 F (T )
∼= F (T ′) ∼= a∗ F (T ).
By definition, this can be written as
(3.1) ϑF : pr
∗
2(For(F ))
∼
−→ a∗(For(F )).
It is clear by definition that this construction is functorial, and that the isomorphism
ϑF satisfies the usual cocycle condition.
The maps ϕi for i = 1, 2 are H ×H-equivariant for these actions, moreover, the
maps a and a′ are {1} × H-invariant. We deduce from the discussion above that
the isomorphisms ϕi
∗ For(F )
∼
−→ For(F ) define isomorphisms in DbH(H × X, k),
where the latter category is defined with respect to the action of H on H×X given
by h · (a, x) = (hah−1, h · x).
If k belongs to K ⊆ Z(H), then the map X
∼
−→ {k} × X →֒ H × X is H-
equivariant, thus the pullback ϑF ,k of ϑ along this map gives an automorphism of
F in DbH(X, k). The cocycle condition for ϑF , ensures that the ϑF ,k’s respect the
group structure of K, i.e. that ϑF ,k ◦ ϑF ,k′ = ϑF ,kk′ for k, k
′ ∈ K. This concludes
the proof of the lemma. 
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3.2. Equivariant categories. Consider a finite central isogeny H˜
ν
−→ H with ker-
nel K and χ : K → k∗ any character of K. We can obviously look at X as a H˜-
variety. We obtain in this way an equivariant bounded derived category Db
H˜
(X, k).
Thanks to lemma 3.1, the finite abelian group K acts on the identity functor of
this category. We can thus consider the full subcategory consisting of objects F
such that ϑF ,a = χ(a) idF for all a ∈ K (this is indeed a subcategory thanks to
the functoriality property of the ϑ’s, cf. lemma 3.1). We denote this subcategory
Db
H˜,χ
(X, k).
We consider now a (fixed) multiplicative rank-one k-local system L on H . This
means that the pullback of L along the multiplicative map H×H → H is L ⊠L .
Assume that there exists a finite central isogeny ν with kernel K of cardinality
prime to ℓ and a character χ of K such that
L = (ν∗ kH˜)χ.
Let us explain a bit what this equality means. The isogeny ν is a K-equivariant
map (for H endowed with the trivial K-action). We can then define an action of K
on the pushforward ν∗ kH˜ ; then (ν∗ kH˜)χL denotes the χL -isotypic component. We
will consider the category Db
H˜,χ
(X, k). For now, the reader has probably noticed
that the definition of Db
H˜,χ
(X, k) requires some choices, for ν and χ. We will prove
that under suitable assumption on the characteristic of k, this category in fact does
not depend on the choice made.
To finish this section, let us remark the following facts. Lemma 3.1 states that the
action of K on the equivariant derived category gives an algebra morphism k[K]→
Z(Db
H˜
(X, k)). Since the cardinality of K is prime to ℓ, we have a decomposition
k[K] =
⊕
χ k indexed by the characters of K. Moreover, for each summand k,
we have an idempotent eχ and a decomposition idk[K] =
∑
χ eχ. The identity I
in the second term (i.e. the identity of idDbH (X,k)) is the image of idk[K] so we
obtain a decomposition I =
∑
χ Eχ with each Eχ idempotent. Since D
b
H(X, k) is
Karoubian (see e.g. [LC, §1, Theorem]), any object F decomposes as a direct sum
F =
⊕
χ Fχ and K acts via the character χ on Fχ. This direct sum splitting
is obviously functorial. Thus Db
H˜,χ
(X, k)L is a direct summand subcategory in
Db
H˜
(X, k).
Remark 3.2. The above comment tells us that if there exists a nonzero morphism
between two indecomposable objects of Db
H˜
(X, k), then these two objects are in
the same direct summand subcategory; in particular each summand inherits the
structure of triangulated category from Db
H˜
(X, k). This also implies the following
important result: if we have a t-structure on Db
H˜
(X, k) and if F belongs to the
direct summand subcategory associated to a character χ ofK, then the cohomology
objects of F belong to the same summand.
3.3. Well-definiteness: first step. We start by making some general comments.
Consider a connected algebraic group H acting on a variety X and a multiplicative
rank-one local system L on H . Assume that we have two finite central isogenies
H˜i
νi−→ H with kernels Ki satisfying gcd(|Ki|, ℓ) = 1 for i = 1, 2 and characters
χ1, χ2 of K1 and K2 respectively such that ((νi)∗(kH˜i))χi = L . We can then
PERVERSE MONODROMIC SHEAVES 15
define the χ1 and χ2 equivariant categories
D1 := D
b
H˜1,χ1
(X, k) ⊆ Db
H˜1
(X, k) and D2 := D
b
H˜2,χ2
(X, k) ⊆ Db
H˜2
(X, k).
The question is: are these categories (canonically) equivalent ? We begin by reduc-
ing to a somehow simpler case: the canonical map ν1 ◦pr1 : H˜1×H H˜2 → H is again
a finite central isogeny (here the fibered product has the group structure inherited
from the one of the direct product H˜1 × H˜2), and its kernel is ker(ν1) × ker(ν2)
so its cardinality is prime to ℓ. If we can show that the “character-equivariant”
category defined with respect to (ν1 ◦pr1, χ1 ◦pr1|pr−11 (ker(ν1))
) is canonically equiv-
alent to D1 then we will get D1 ∼= D2 (canonically). Indeed, by definition we have
ν1 ◦ pr1 = ν2 ◦ pr2; one can check that χ1 ◦ pr1|pr−11 (ker(ν1))
and χ2 ◦ pr2|pr−12 (ker(ν2))
coincide because they define the same isotypic component L in (ν1◦pr1)∗ k. There-
fore we can reduce to the following situation:
H˜1 ν
//
ν1
((
H˜2 ν2
// H
with ν and ν2 two finite central isogenies and χ1 = χ2 ◦ ν|ker(ν1). (Note that ν1 is
then itself a finite central isogeny, and the kernels of ν1, ν2 and ν have cardinality
prime to ℓ.) The identity of X is a ν-map in the sense of [BL, §0.1]. We can thus
consider the equivariant pullback and pushforward functors between the H˜1 and
H˜2 equivariant derived categories on X (these functors are denoted Q
∗
id and Qid∗ in
[BL, Part 6]). Set (pν)
∗ := Q∗id. What we finally want to show is that (pν)
∗ induces
an equivalence of categories D2 → D1. For the proof, we will need an assumption
on the characteristic ℓ of k. The proof goes in two steps: first full faithfulness, then
essential surjectivity; but let us note that we will need an assumption on ℓ.
3.4. Equivariant cohomology for algebraic groups. In the following lemma,
we consider the notion of torsion primes for a reductive group; we refer to [SS,
I.4.3, I.4.4] for the definition. Let us just recall that for a reductive group L, the
torsion primes are the torsion primes of the simply-connected cover of its derived
subgroup D(L), together with the primes dividing the order of the fundamental
group of D(L).
Any connected algebraic group H over C can be written as a semidirect product
H = Ru(H)⋊L with Ru(H) the unipotent radical ofH and L a connected reductive
subgroup (see e.g. [Ho, §VIII.1, Theorem 4.3]). We call L a Levi factor of H ; we
have an isomorphism L ∼= H/Ru(H).
Lemma 3.3. Consider H a connected complex algebraic group, and fix a Levi
decomposition H = Ru(H) ⋊ L. We fix a maximal torus T of L and we let W
denote the Weyl group of (L, T ). Finally assume that the characteristic ℓ of k is
not a torsion prime for L. Then the natural morphism H•H(pt, k) → H
•
L(pt, k) is
an isomorphism, and the natural morphism
H•L(pt, k)→ H
•
T (pt, k)
induces an isomorphism H•L(pt, k)→ H
•
T (pt, k)
W .
Proof sketch. The H-equivariant cohomology of the point can be computed as the
total cohomology of the space BH = EH/H where EH is any contractible free
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H-space. Note that we have a split surjection
H // // L.
{{ ▲❴s
Thus the space EH can be viewed as a (contractible and free) L-space and then
chosen as EL, i.e. we have BL = EH/L. We then obtain a locally trivial map
q : BL։ BH
whose fibers are isomorphic to the unipotent radical of H , so in particular, isomor-
phic to an affine space. Thus we haveH•H(pt, k)
∼= H•L(pt, k). The last statement of
the lemma is proved in [To, Theorem 1.3]; this is where the assumption on char(k)
is necessary. 
3.5. Isogenies and equivariant cohomology. We start by an easy general lemma:
Lemma 3.4. Consider H˜,H two algebraic tori. Assume that H˜
ν
−→ H is an isogeny
with kernel K of order k, and let k = pa11 · · · p
ar
r be its decomposition as a product
of prime numbers. Then the cokernel A of the induced map
ν# : X∗(H)→ X∗(H˜)
is finite and its order is of the form pb11 · · · p
br
r for some non-negative integers bi.
Consider now two complex algebraic groups H˜ and H and a finite central isogeny
ν : H˜ → H ; denote its kernel by K. We can find a Levi decomposition H˜ =
Ru(H˜)⋊ L˜ (see the discussion before lemma 3.3).
Lemma 3.5. Any finite subgroup of the center Z(H˜) is contained in L˜. In partic-
ular, K ⊆ L˜.
Proof. In fact, we will show that any element of finite order in Z(H˜) is in L˜.
Consider such an x, and let n be its order. We can write x = rs with r ∈ Ru(H˜)
and s ∈ L˜. Since x is central, we have in particular x = sxs−1 = sr, so r and
s commute. We then have 1 = xn = rnsn. These equalities imply that rn is in
Ru(H˜) ∩ L˜, thus is trivial. So r is of finite order, and then semisimple. We then
obtain r = 1 (as r is both unipotent and semisimple) and x = s ∈ L˜. 
We deduce from lemma 3.5 that the map ν identifies with the natural projection
Ru(H˜)⋊ L˜ −→ Ru(H˜)⋊ L˜/K.
We see in particular that two connected isogeneous groups over C have isomorphic
unipotent radicals. We now would like to link the torsion primes for Levi factors of
H and H˜ ; in fact we show that the torsion primes for L˜ are already torsion primes
for L. We start by choosing a maximal torus T˜ in L˜; we obtain this way a maximal
torus T = T˜ /K in L. As we saw above, the isogeny ν induces an isogeny at the
level of Levi factors. Moreover, the restriction ν|D(L˜) of ν to the derived (semi-
simple) subgroup of L˜ lands in D(L). We have an induced map on maximal tori
T˜ → T˜ /K = T ; in turn this gives an injective group morphism X∗(T ) →֒ X∗(T˜ ).
We finally obtain a surjection of groups π1(D(L)) = A/X
∗(T ) ։ A/X∗(T˜ ) =
π1(D(L˜)), where A is the abstract weight lattice of the root system of D(L) and
D(L˜). Thus the prime numbers dividing the order of the fundamental group of
π1(D(L˜)) divides the order of π1(D(L)).
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Lemma 3.6. Take two algebraic groups H˜ and H and a finite central isogeny
ν : H˜ → H; denote its kernel by K. Assume
• the order of K is prime to char(k) = ℓ,
• ℓ is not a torsion prime for the reductive group H/Ru(H).
Then the natural morphism
H•H(pt, k)→ H
•
H˜
(pt, k)
is an isomorphism.
Proof. According to lemmas 3.3 and 3.5, we can assume that H˜ andH are reductive.
As above we consider a maximal torus T˜ in H˜ and the maximal torus T = T˜ /K
under T˜ in H . The isogeny ν induces an identification of the Weyl groups W˜ and
W of H˜ and H . The induced map T˜ → T is still an isogeny whose kernel has order
prime to ℓ. The map ν induces an injective morphism of abelian group X∗(T ) →
X∗(T˜ ) whose cokernel is a finite group of order prime to ℓ according to lemma 3.4.
Taking tensor product with k, we obtain an isomorphism X∗(T )⊗Zk
∼
−→ X∗(T˜ )⊗Zk
and then an isomorphism
(3.2) Sym (X∗(T )⊗Z k)
∼
−→ Sym(X∗(T˜ )⊗Z k).
Using the (well-know) fact that for a torus, we have H•T (pt)
∼= Sym (X∗(T )⊗Z k),
we obtain
(3.3) H•T (pt)
∼= H•
T˜
(pt).
The groups W˜ and W act on the corresponding characters groups X∗(T˜ ) and
X∗(T ). Moreover, the map X∗(T )→ X∗(T˜ ) induced by the isogeny commutes with
the W˜ and W actions. The action of W on Sym(X∗(T )⊗Z k) induces the W -action
onH•H(pt, k) (and similarly for H˜). As discussed above the statement of the lemma,
since char(k) is not a torsion prime H , it is not torsion for H˜ . Thanks to lemma
3.3 we have H•H(pt, k)
∼= Sym(X∗(T )⊗Z k)
W and H•
H˜
(pt, k) ∼= Sym(X∗(T˜ )⊗Z k)W˜ .
Thus the isomorphism (3.2) induces an isomorphism
H•
H˜
(pt, k) ∼= H•H(pt, k).
This concludes the proof of the lemma. 
3.6. A spectral sequence for equivariant cohomology.
Lemma 3.7. Consider a G-variety X, for G a connected algebraic group. For an
object F ∈ DbG(X, k) we have a converging spectral sequence
Ep,q2 = H
p
G(pt, k)⊗k H
q(X,F )⇒ Hp+qG (X,F ).
Proof. Fix a contractible free G-space EG. The projection map p : EG×X → X
gives an∞-acyclic resolution ofX in the sense of [BL, Definition 1.9.1] for the action
g · (e, x) = (eg−1, gx). The quotient is EG ×G X , whith BG the classifying space;
since G is connected, BG is simply connected. Denote by q : EG×X → EG×GX
the quotient map. Thanks to [BL, Lemma 2.3.2] we can consider our object in the
equivariant derived category as an object F in Db(EG×GX) such that there exists
a FX ∈ D
b(X) and an isomorphism p∗(FX) ∼= q
∗(F ).
Consider the following diagram
EG×G X
pr
−→ BG
a
−→ {pt},
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with pr([e, x]) = [e]. We have a Grothendieck spectral sequence Rqa∗ ◦R
p(pr)∗ ⇒
Rp+q(a ◦ pr)∗. We apply it to F . The object R
p(pr)∗(F ) has constant stalks
isomorphic to Hp(X,FX). We thus obtain a local system on BG; the latter space
being simply connected, we have in fact a constant local system isomorphic to
kBG⊗kH
p(X,F ). When we apply Rqa∗ to this object, we obtain H
p
G(pt, k) ⊗k
Hq(X,F ). Since Rp+q(a ◦ pr)∗(F ) = H
p+q
G (X,F ), we get the result. 
3.7. Full faithfulness of p∗ν. We keep the notations of the beginning of §3.3. We
show here that under suitable assumptions, the functor p∗ν is fully faithful.
Lemma 3.8. With the notations of section 3.3, assume that ℓ is not a torsion
prime for H/Ru(H). Then the functor (pν)
∗ is fully faithful.
Proof. ConsiderF ,G two objects inDb
H˜i
(X, k); applying lemma 3.7 to RHom(F ,G )
one obtains the following converging spectral sequence:
Ep,q2 = H
p
H˜i
(pt, k)⊗k HomDb(X,k)(F ,G [q])⇒ HomDb
H˜i
(X)(F ,G [p+ q]).
On the morphism spaces, the functor p∗ν comes from a morphism of spectral se-
quences induced by the map
(3.4) H•
H˜2
(pt, k)→ H•
H˜1
(pt, k).
According to lemma 3.6, the morphism (3.4) is an isomorphism (recall that the
cardinality of the kernels of ν1, ν2 and ν are prime to ℓ). This allows us to conclude
that p∗ν is fully faithful, and thus lemma 3.8 is proved. 
3.8. Essential surjectivity of p∗ν. We now show the essential surjectivity of p
∗
ν .
We keep the notations of §3.3. We also keep the assumptions of lemma 3.6 on ℓ;
thanks to lemma 3.8, the functor p∗ν : D2 → D1 is fully faithful. Since any object
in D1 is an extension of its perverse cohomology objects, using lemma 3.8, in order
to show that p∗ν is essentially surjective, we only need to check that the perverse
sheaves in D1 are in the essential image, thanks to the following well known fact:
“Assume that F : C → D is a functor between triangulated categories which is
full, and that the essential image of F contains a family of objects generating D
(as a triangulated category), then F is essentially surjective.”
SetK := ker(ν). In order for a perverse sheaf F onX to define a H˜i-equivariant ob-
ject, we just need the existence of an isomorphism between the pullbacks along the
projection map and the action map (see [BaR, §A.1, 3rd “reasonable definition”]).
Now if F is a perverse sheaf in D1, then by definition it carries a H˜1-equivariant
structure such that K acts trivially (via the map of lemma 3.1). Indeed, by def-
inition, we have that the group K1 = ker(ν1) = ν
−1(ker(ν2)) acts on F via the
character χ1 = χ2 ◦ ν|ker(ν1). But K ⊆ ker(χ1), so K acts trivially on F .
One then remarks that the isomorphism ϑ between the two pullbacks of F to
H˜1 ×X along the action map and the projection H˜1 ×X → X is the identity map
of (pr2|K×X)
∗ F when restricted to K ×X , hence it descends to an isomorphism
on H˜2 × X = H˜1/K × X . Let us elaborate on this fact: the perverse sheaves
form a stack for the e´tale topology (see [BBD, §2.2.19]). Therefore to see that our
isomorphism descends to an isomorphism on H˜2 × X , we have to show that its
pullbacks under the two projections π1, π2 : (H˜1 ×X)×H˜2×X (H˜1 ×X)→ H˜1 ×X
coincide.
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Lemma 3.9. We have π∗1ϑ = π
∗
2ϑ.
Proof. The different maps that we will consider are depicted in the following (non
commutative) diagram.
H˜1 × H˜1 ×X
id
H˜1
×a
//
m×idX //
pr2,3 // H˜1 ×X
a //
pr2
// X
H˜1 ×K ×X
?
ι˜
OO
pr2,3 // K ×X
?
ι
OO 77♦♦♦♦♦♦♦♦♦♦♦♦♦♦
77♦♦♦♦♦♦♦♦♦♦♦♦♦♦
(the two maps from K ×X to X are given by a ◦ ι and pr2 ◦ι). The isomorphism
ϑ satisfies the cocycle condition (m × idX)
∗ϑ = (id
H˜1
×a)∗ϑ ◦ pr∗2,3 ϑ. We want to
show that the following diagram commutes:
π∗1a
∗(F )
π∗1ϑ

π∗2a
∗(F )
π∗2ϑ

π∗1 pr
∗
2 F π
∗
2 pr
∗
2 F .
We consider the diagram
(3.5)
(
H˜1 ×X
)
×
H˜2×X
(
H˜1 ×X
)
pi1
((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
pi2
((❘❘
❘❘
❘❘
❘❘
❘❘
❘❘
❘
H˜1 ×K ×X
∼oo
mK×idXyyrrr
rr
rr
rr
rrpr1,3
yyrrr
rr
rr
rr
rr
H˜1 ×X
where the horizontal map is given by (p, k, x) 7→ ((p, x), (pk, x)).
Thanks to diagram (3.5), we are reduced to the commutativity of
(3.6)
pr∗1,3 a
∗(F )
pr∗1,3 ϑ

(mK × idX)
∗a∗(F )
(mK×idX)
∗ϑ

pr∗1,3 pr
∗
2 F (mK × idX)
∗ pr∗2 F .
But now, we use the isomorphism (mK × idX)
∗ ∼= ι˜∗ ◦ (m× idX)
∗ and the cocycle
condition to find that
(mK × idX)
∗ϑ = ι˜∗(id
H˜1
×a)∗ϑ ◦ ι˜∗ pr∗2,3 ϑ
= pr∗1,3 ϑ ◦ pr
∗
2,3 ι
∗ϑ︸ ︷︷ ︸
id
by the assumption that ϑ|K×X = id. Thus the diagram (3.6) commutes and we are
done. 
We see that F is a H˜2-equivariant perverse sheaf, thus it defines an object in
the H˜2-equivariant bounded category. Moreover, the isomorphism
(3.7) a∗2 F → pr
∗
2 F
(where a2 is the action map for H˜2 acting on X) on H˜2 ×X comes from the one
on H˜1 ×X (i.e. is the descent of ϑ to H˜2 ×X). Since ν : H˜1 → H˜2 is an isogeny
and hence is surjective, it is easy to see that the action of K2 on F via (3.7) comes
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from the action of K1 on F . So in particular, one deduces that K2 acts via χ2 on
F . Thus our functor is essentially surjective.
Definition 3.10. In the above situation, we set
DLYH (X, k)L := D
b
H˜,χL
(X, k)
and call this category the Lusztig–Yun monodromic equivariant category of mon-
odromy L .
Remark 3.11. In the case where X admits a stratification S, we can make all
the preceding construction replacing the category DbH(X, k) by the S-constructible
derived equivariant category DbH,S(X, k). We obtain the S-constructible Lusztig–
Yun equivariant monodromic category DLYH,S(X, k)L .
Let us fix an isogeny H˜
ν
−→ H and a character χ of its kernel such that we can
view DLYH (X, k) as a full subcategory of D
b
H˜
(X, k). One can consider the restriction
of the forgetful functor For : Db
H˜
(X, k)→ DbS(X, k) to D
LY
H (X, k)L . Moreover, this
functor does not depends of the choices made for ν and χ, in the following sense.
With the notations of §3.3, we have an isomorphism For1 ◦(pν)
∗ ∼= For2 of functors
D2 → D
b(X, k) (where Fori is the forgetful functor Di → D
b(X, k) for i = 1, 2).
4. Perverse monodromic sheaves on stratified T -varieties
4.1. Local systems on T . We come back to the main interest of the present paper:
consider a torus T and (X,S) any stratified T -variety with T -stable strata.
According to §2.5, the isomorphism classes of irreducible local systems on T
(which correspond to irreducible representations of X∗(T )) are in bijection with
elements of T∨
k
. For t ∈ T∨
k
, we denote by L Tt the rank-one local system on T
corresponding to the X∗(T )-representation Lt := k[X∗(T )]/〈e
λ−λ(t) | λ ∈ X∗(T )〉.
Reasoning in terms of associated representations, it is not difficult to see that L Tt
is multiplicative.
Lemma 4.1. For any simple local system L Tt on T there exists a finite central
isogeny ν : T˜ → T and a character χ of K := ker(ν) such that
(1) the cardinality of K is prime to ℓ,
(2) L Tt = (ν∗(kT ))χ , the isotypic component of ν∗(kT ) on which K acts via χ.
Proof. Denote by n the order of t (recall that t is of finite order thanks to remark
2.14, and that this order n is prime to the characteristic ℓ of k). We consider
the map en : T → T, x 7→ x
n; this is a finite central isogeny with kernel
Kn := ker(en) of order n
rk(T ), which is prime to ℓ. The pushforward of the constant
local system along en is still a local system, thus we can make all our calculations
in the representation-theoretic world; (en)∗(kT ) identifies with k[X∗(T )]⊗k[X∗(T )] k
where the structure of k[X∗(T )]-module on itself in the tensor product is given by
eλ · P = enλP . One easily checks that this tensor product identifies with
k[X∗(T )/e
#
n (X∗(T ))]
(e#n : X∗(T ) → X∗(T ) is the map induced by en). Since X∗(T )/e
#
n (X∗(T )) is
a finite abelian group of order nrk(T ) (so in particular prime to the characteris-
tic ℓ of k), its category of k-representations is semisimple and we can decompose
k[X∗(T )/e
#
n (X∗(T ))] as a direct sum of simple dimension one representations, each
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one associated to a character of this quotient. Thus the associated local system
decomposes as a direct sum of rank one local systems according to the characters
of X∗(T )/e
#
n (X∗(T )).
We have a non-zero adjunction morphism L Tt → (en)∗(en)
∗ L
T
t . Using the
diagram in the statement of theorem 2.2, it is easy to see that e∗n(L
T
t ) = L
T
tn
∼= kT .
With the preceding discussion, this adjunction morphism has to be the inclusion of
a direct summand and this direct summand is obviously associated to the character
of evaluation at t
ev(t) : X∗(T )/e
#
n (X∗(T ))→ k
∗, [λ] 7→ λ(t).
This character is well defined precisely because t is of order n.
One easily checks that evaluation at e
2ipi
n gives a (well-defined) isomorphism
ϕ : X∗(T )/e
#
n (X∗(T ))
∼
−→ Kn. The morphism ev(t) ◦ ϕ
−1 gives the wished-for
character χ of Kn.

According to lemmas 3.8 and 4.1, for any T -variety X , we can consider without
any ambiguity the category DLYT (X, k)L Tt for any t ∈ T
∨
k
.
4.2. Monodromy of local systems on T . Consider a local system L on T and
denote by L its associated X∗(T )-representation. The canonical monodromy action
on L gives under the equivalence of theorem 2.2 an action of X∗(T ) on L defined
by a morphism
ϕL : X∗(T )→ EndX∗(T )(L).
Lemma 4.2. With the above notations, we have ϕL (λ) = (e
λ)·, the right-hand
side being the action of λ on L given by the structure of X∗(T )-module.
Proof. In this proof we denote by a the multiplication map T × T → T .
The monodromy is defined by (the appropriate restriction of) an isomorphism
ι : pr∗2 L → a(n)
∗ L satisfying ι|{1}×T = idL . In view of theorem 2.2, this amounts
to ι(1,1) = idL. What we want to determine is ι|(λn,1) for any λ ∈ X∗(T ). In the
following, we will denote by pr∗2 L and a(n)
∗L the X∗(T )-representations associated
to pr∗2 L and a(n)
∗ L respectively. The action of a pair (λ, µ) on pr∗2 L (resp.
a(n)∗L) is given by the action of µ (resp. nλ+ µ) on L. We start by some general
considerations. Consider a topological space X satisfying the condition of theorem
2.2 and a loop γ : [0, 1] → X . The pullback of any local system F on X under γ
gives a local system on [0, 1], which is trivial since [0, 1] is simply connected. We
know that we then have a canonical identification Γ([0, 1], γ∗(F )) ∼= (γ∗(F ))x for
any x ∈ [0, 1]. Moreover, if H is another local system on X and f : F → H is an
isomorphism, we have a commutative diagram (for any x, y ∈ [0, 1])
(4.1)
(γ∗(F ))x
(γ∗(f))x
∼
// (γ∗(H ))x
Γ([0, 1], γ∗(F ))
∼
66♠♠♠♠♠♠♠
∼ ((◗◗
◗◗
◗◗
◗
Γ([0, 1], γ∗(H ))
∼
hh◗◗◗◗◗◗◗◗
∼
vv♠♠♠
♠♠
♠♠
♠
(γ∗(F ))y
∼
(γ∗(f))y
// (γ∗(H ))y .
Now, for any n ≥ 1, let γn be the path [0, 1]→ C
∗, t 7→ e
2ipit
n and γλn the loop in
T given by λ ◦ γn. We consider the diagram (4.1) with X = T × T , F = pr
∗
2(L ),
H = a(n)∗(L ), the isomorphism f = ι and γ = γλn × γ
0
1 . Remark that γ
0
1 is just
22 VALENTIN GOUTTARD
a fancy notation for the constant path at 1 ∈ T . Also we choose x = 0 and y = 1.
We get
(γ∗ pr∗2(L ))0
id //
≀

(γ∗a(n)∗(L ))0
≀

(γ∗ pr∗2(L ))1 ∼
// (γ∗a(n)∗(L ))1.
We then remark that pr2 = pr2 ◦(en× idT ) and that we have (en× idT )◦γ = (γ
λ
1 ×
γ01). The left (resp. right) vertical arrow is given (at the level of representations)
by the action of (γλ1 ×γ
0
1) on pr
∗
2 L (resp. a(n)
∗L), which is by definition the action
of 0 (resp. λ) on L. We can rewrite this diagram in the following form
(pr∗2(L ))(1,1)
id=ι(1,1) //
≀

(a(n)∗(L ))(1,1)
≀

(pr∗2(L ))(λn,1)
ϕL (λ)
∼
// (a(n)∗(L ))(λn,1).
and we can then conclude the proof.

4.3. Perverse monodromic sheaves. In this section, we give four “reasonable
definitions” of monodromic perverse sheaves, and show that they actually coincide.
Let us fix an isogeny ν : T˜ → T and a character χ of ker(ν) that allow us to
define DLYT,S(X, k)L Tt as a full direct summand in D
b
T˜ ,S
(X, k). The restriction of
the perverse t-structure on Db
T˜ ,S
(X, k) as defined in [BL, §5.1] to DLYT,S(X, k)L Tt
gives a t-structure on this category. (This is true essentially because the category
DLYS (X, k)L Tt is a full direct-summand-subcategory of D
b
T˜ ,S
(X).) Note that, by the
definition of the perverse t-structure on the equivariant bounded category and the
remark at the very end of subsection 3.7, the perverse t-structure does not depend
on the choice of ν and χ.
Definition 4.3. Define the perverse t-structure on DLYS,T (X, k)L Tt to be the shift
by r = dim(T ) of the usual perverse t-structure on Db
T˜ ,S
(X, k). This means that
F ∈ DLYS (X, k)L Tt is perverse in this category if and only if F [r] is perverse in
Db
T˜ ,S
(X, k). The heart is then denoted PLYT,S(X, k)L Tt , and its objects are called
the Lusztig–Yun monodromic perverse sheaves.
Fix t ∈ T∨
k
. Here are the different possibilities for the category of monodromic
perverse sheaves with “monodromy t”:
(1) the heart PLYT,S(X, k)L Tt of the perverse t-structure in the Lusztig–Yun equi-
variant monodromic category,
(2) the full subcategory PS(X, k)[t] of PS(X, k) whose objects are those com-
plexes in DbS(X, k)[t] ∩ PS(X, k),
(3) the category Ptco(X, k) whose objects are pairs (F , ϑF ) with F a perverse
sheaf in DbS(X, k) and ϑF an isomorphism
L
T
t ⊠F
∼
−→ a∗(F )
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satisfying
(m× idX)
∗(ϑF ) = (idT ×a)
∗(ϑF ) ◦ (L
T
t ⊠ϑF ) and (ϑF )|{1}×X
∼= idF .
and whose morphisms f : (F , ϑF ) → (G , ϑG ) are given by morphisms
f : F → G in DbS(X, k) such that
L
T
t ⊠F
L
T
t ⊠f //
≀ϑF

L
T
t ⊠G
≀ ϑG

a∗(F )
a∗(f)
// a∗(G )
is a commutative diagram,
(4) the full subcategory Ptiso(X, k) of perverse sheaves in D
b
S(X, k) such that
there exists an isomorphism a∗(F ) ∼= L
T
t ⊠F .
Our aim is to show that these four definitions agree, in other words, that the four
above categories are equivalent. The proof of this fact will be given in a succession of
lemmas; we will construct several natural functors between these categories. More
precisely, we have the following natural functors:
(1) the functor ForL Tt : P
LY
T,S(X, k)L Tt → PS(X, k),
(2) the functor Forco : P
t
co(X, k)→ P
t
iso(X, k) that maps a pair (F , ϑF ) to F
and a morphism f to itself,
(3) the functor Foriso : PS(X, k)[t] → PS(X, k) that maps an object to itself
and a morphism to itself.
Let us explicit the definition of ForL Tt : this is the composition of the functor
For : DLYS,T (X, k)L Tt → D
b
S(X, k) with the shift [r]. According to definition 4.3, this
functor indeed preserve perverse sheaves. We will show that they induce equiva-
lences between our different monodromic perverse categories.
Note that the local system L Tt has a stalk at {1} equal to k. For m divisible by
the order of t, we have an isomorphism can : e∗m(L
T
t )
∼= kT . In the next proof we
will consider T = Gm and restriction of can to e
2ipi
m . The reasoning of the proof of
lemma 4.2 allows one to see that we have can
|e
2ipi
m
= t−1 · id. More generally, for a
cocharacter λ ∈ X∗(T ), one has can|λm = λ(t)
−1 · id.
Lemma 4.4. Consider F ∈ PS(X, k). Then F ∈ PS(X, k)[t] if and only if there
exists an isomorphism
a∗(F ) ∼= L
T
t ⊠F
whose restriction to {1} ×X identifies with idF .
Proof. To show the “only if” part, we assume that we have an objectF in PS(X, k)[t]
and we will construct locally an isomorphism as in the statement of the lemma (i.e.
on an open covering). Now a∗(F ) is a shifted perverse sheaf (since a is smooth
with connected fibers, cf. [BBD, Proposition 4.2.5]) and L Tt ⊠F as well (cf. [BBD,
Proposition 4.2.8]), so according to [BBD, Corollaire 2.1.23], we will obtain a global
isomorphism.
Consider the case T = C∗. For F ∈ PS(X, k)[t], there exist an integer m ∈ Z>0
such that we have an isomorphism ι : pr∗2(F )
∼
−→ a(m)∗(F ) satisfying ι|{1}×X =
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idF . We can assume that m is divisible by the order of t, so that we have the
isomorphism can : k
∼
−→ e∗m(L
T
t ). Thus we obtain an isomorphism
Hom(e∗m(L
T
t )⊠F , a(m)
∗(F ))
∼
−→ Hom(pr∗2(F ), a(m)
∗(F )), f 7→ f ◦ (can⊠ id).
Now since F is perverse, the isomorphism ι is unique. More precisely, for a given n,
if there exists an isomorphism pr∗2(F )
∼
−→ a(n)∗(F ) whose restriction to {1}×X is
the identity, then this isomorphism is unique (this is essentially because the functor
pr∗2 is fully faithful on perverse sheaves, see [BBD, Proposition 4.2.5]). This implies
that there exists a unique isomorphism I := ι ◦ (can ⊠ id) in Hom(e∗m(L
T
t ) ⊠
F , a(m)∗(F )) whose restriction to {1}×X identifies with the identity of F (note
that by definition the restriction of can to {1} ⊆ T is id). Consider now the
automorphism of C∗×X given by
ξ : (z, x) 7−→ (ze
2ipi
m , x).
We clearly have (em × idX) ◦ ξ = (em × X) and similarly, a(m) ◦ ξ = a(m). The
isomorphism ξ∗(I) : e∗m(L
T
t )⊠F
∼
−→ a(m)∗(F ) satisfies
ξ∗(I)|{1}×idX = (ι ◦ (can⊠ id))|{e
2ipi
m }×X
= (t · idF ) ◦ (can
e
2ipi
m
⊠ id)
= (t · idF ) ◦ (t
−1 · idF )
= idF .
(Note that we forgot the canonical isomorphism e∗m(L
T
t )⊠F
∼
−→ ξ∗((e∗m(L
T
t )⊠F )
in the computation above, because its restriction to {1}×X is the identity; similarly
for the identification ξ∗a(m)∗ F ∼= a(m)∗ F .) Thus we deduce that ξ∗(I) coincides
with I = ι ◦ (can⊠ id).
We will need a bit more of notation. Set
O1 = {z ∈ C
∗ | z = reiθ, r ∈ R>0, θ ∈ (0,
2π
m
)}
and
O2 = {z ∈ C
∗ | z = reiθ , r ∈ R>0, θ ∈ (−
π
m
,
π
m
)}.
Then let U1 = C
∗ \R≥0 and U2 = C
∗ \R≤0. The map em induces homeomorphisms
O1
∼
−→ U1 and O2
∼
−→ U2.
We thus obtain isomorphisms
Hom(pr∗2(F )|Oi×X , a(m)
∗(F )|Oi×X)
∼= Hom((e
∗
m(L
T
t )⊠F )|Oi×X , a(m)
∗(F )|Oi×X)
∼= Hom((L
T
t ⊠F )|Ui×X , a
∗(F )|Ui×X).
The first isomorphism is given by (−) ◦ (can ⊠ id)|Oi×X and the second one by(
((em × id)|Oi×X)
∗
)−1
. We denote by Ii the image of ι|Oi×X obtained following
these isomorphisms. By construction the restriction of the isomorphisms I1 and
I2 to {z ∈ C
∗ | ℑ(z) > 0} coincide. (Note that this is a connected component of
U1 ∩ U2.) For the other component
{z ∈ C∗ | ℑ(z) < 0}
we use the fact that ξ∗(I) coincides with I to see that there again the restriction
of I1 and I2 coincide. We thus have “constructed locally”, i.e. on an open cover
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of C∗×X , an isomorphism between a∗(F ) and L Tt ⊠F . Moreover these isomor-
phisms coincide on the intersection of the open subsets. We can then glue these
“local isomorphisms” to obtain a global isomorphism
(4.2) L Tt ⊠F
∼
−→ a∗(F ).
To determine the restriction of this isomorphism to {1} ×X , one can first restrict
to U2 × X (since 1 ∈ U2). One then considers the pullback of (4.2) along the
homeomorphism O2 ×X ∼= U2 ×X . We obtain in this way the restriction of ι to
O2 × X . It is then easy to see that the restriction of (4.2) to {1} × X gives the
identity of F .
To deal with the general case, one chooses a trivialization T ∼= (C∗)r and uses
kT
∼= kC∗ ⊠ · · · ⊠ kC∗ and L
T
t
∼= L C
∗
t1 ⊠ · · · ⊠ L
C
∗
tr (for t = (t1, . . . , tr) under
the induced trivialization T∨
k
∼= (k∗)r). We write ai : (C
∗)i × X → (C∗)i−1 × X
for i = 1, . . . , r with ai(t1, . . . , ti, x) = (t1, . . . , ti−1, a((1, . . . , 1, ti
i
, 1, . . . , 1), x)), so
that a((t1, . . . , tr), x) = a1 ◦ · · · ◦ ar(t1, . . . , tr, x). Applying the above reasoning
successively to the ai’s, we can conclude.
Now we prove the converse. Assume that we have an isomorphism a∗(F ) ∼=
L
T
t ⊠F whose restriction to {1}×X is the identity of F (under the identification
(L Tt )1
∼= k). Then, for n the order of t, we obtain an isomorphism
ι : e∗n(L
T
t )⊠F
∼
−→ a(n)∗(F ).
We again have a canonical isomorphism can−1 : k
∼
−→ e∗n(L
T
t ). We can consider
ι˜ : k⊠F
can−1⊠idF−−−−−−−→ e∗n(L
T
t )⊠F
ι
−→ a(n)∗(F );
the restriction of this isomorphism to {1} × X identifies with the identity of F .
Thus the monodromy of F is given by the restriction of ι˜ to various λn = λ(e
2ipi
n )
for λ ∈ X∗(T ). From the argument above, one sees that this restriction coincides
with the restriction of can−1 to {λn} × X , which identifies with λ(t) · idF . This
concludes the proof. 
In the following lemma we fix an isogeny T˜
ν
−→ T in order to realizeDLYT,S(X, k)L Tt
as a full subcategory of Db
T˜ ,S
(X, k). Namely, we choose the map en : T → T, x 7→
xn, for n prime to ℓ and divisible by the order of t. Recall that we have a forgetful
functor For : DLYT,S(X, k)L Tt → D
b
S(X, k), as introduced at the end of subsection
3.7.
Lemma 4.5. The restriction ForL Tt of the functor For to P
LY
T,S(X, k)L Tt is fully
faithful and has essential image contained in PS(X, k)[t].
Proof. The equivariant derived category is defined with respect to the action t ·x =
tnx with t ∈ T and x ∈ X . This action morphism T × X → X is denoted
aX(n) = aX ◦ (en × idX). We will also consider the projection prX : T ×X → X .
It is well know (see e.g. [BaR, Proposition A.2]) that the forgetful functor For :
Db
T˜ ,S
(X, k)→ DbS(X, k) induces an equivalence between the category of equivariant
perverse sheaves and the full subcategory of constructible perverse sheaves whose
objects are those F such that there exists an isomorphism
pr∗X(F )
∼
−→ aX(n)
∗(F ).
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The functor ForL Tt is the restriction to a direct summand subcategory of a fully
faithful functor, we thus know that it is fully faithful. We need to show that its
essential image is contained in the category PS(X, k)[t]. We will show that the
restriction of For to DLYT,S(X, k)L Tt has essential image in D
b
S(X, k)[t]. As For maps
perverse objects to perverse objects, this fact implies the lemma.
Consider F ∈ DLYT,S(X, k)L Tt . As this is a T˜ -equivariant sheaf, we have a canon-
ical isomorphism (in the constructible category)
ϑF : pr
∗
X(For(F ))
∼
−→ aX(n)
∗(For(F ))
and this isomorphism satisfies the usual cocycle condition. We have two uses of
this isomorphism: on the one hand, the condition (ϑF )|{1}×X = idF allows us to
define the canonical monodromy morphism of F from ϑF : using the notations of
subsection 2.4, we have ϕλ
F
= ϑF ,λn .
On the other hand, the kernel K = ker(en) acts on F via the automorphisms
ϑF ,a for a ∈ K (see the proof of lemma 3.1). One should remark that for any
λ ∈ X∗(T ), we have λn ∈ K. Thus we have a commutative diagram
X∗(T )
ϕF %%❑
❑❑
❑❑
❑❑
❑❑
ev(e
2ipi
n ) // K
ϑF,·{{✇✇
✇✇
✇✇
✇✇
✇
Aut(F ).
By definition of the category DLYT,S(X, k)L Tt the map ϑF ,(·) factors through the
character χL Tt : K → k
∗, and it is clear that the horizontal map factors through
the canonical projection X∗(T ) ։ X∗(T )/e
#
n (X∗(T )). Using the proof of lemma
4.1, we get that the composition
X∗(T )։ X∗(T )/e
#
n (X∗(T ))→ K → k
∗
coincides with the evaluation at t ∈ T∨
k
. This tells us that the canonical morphism
of monodromy of F is given by
ϕλF = λ(t) idF
for any λ ∈ X∗(T ). In others words, we have ForL Tt (F ) ∈ D
b
S(X, k)[t]. 
Corollary 4.6. We keep the setting and notations of the proof of lemma 4.5. For
any F ∈ Db
T˜ ,S
(X, k) and any λ ∈ X∗(T ), we have ϑF ,λn = ϕ
λ
For(F).
Lemma 4.7. The functor ForL Tt : P
LY
T,S(X, k)L Tt → PS(X, k)[t] is an equivalence
of categories.
Proof. We consider once again the isogeny T˜ = T
en−→ T and view DLYT,S(X, k)L Tt
as a full subcategory of Db
T˜ ,S
(X, k). Thanks to lemma 4.5, we just have to show
that the functor in the statement is essentially surjective. Consider an object F ∈
PS(X, k)[t]. By lemma 4.4, we have an isomorphism L
T
t ⊠F
∼
−→ a∗(F ) whose
restriction to {1}×X is the identity of F . Pulling back along (en× idX) we obtain
(as in the end of the proof of lemma 4.4) an isomorphism
pr∗2(F )
∼
−→ a(n)∗ F .
Thanks to [BaR, Proposition A.2], we know that there exists a perverse object G in
Db
T˜ ,S
(X, k) such that For(G ) = F . The main problem is to determine the action
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of K = ker(en) on G . But thanks to corollary 4.6, the action of K on G gives (after
applying For) the monodromy of F . This tells us that K acts via the character of
evaluation at t and concludes the proof. 
Lemma 4.8. Consider F ∈ PS(X, k) such that there exists an isomorphism
L
T
t ⊠F
∼
−→ a∗(F ).
Then there exists a unique isomorphism ϑ : L Tt ⊠F
∼
−→ a∗(F ) such that ϑ|{1}×X
identifies with the identity of F .
Proof. We first show that F = L Tt ⊠(·) : D
b
S(X, k) → D
b
S˜
(T × X, k) induces a
fully faithful functor when restricted to perverse sheaves. (Here, S˜ is the induced
stratification {T × S | S ∈ S} on T ×X .) Tensoring on the left with an invertible
local system on T × X gives an auto-equivalence of category of Db
S˜
(T × X, k).
Thus the functor (pr∗1 L
T
t−1 ⊗k(−)) ◦ F is fully faithful if and only if F is. This
composition is clearly isomorphic to pr∗2, and the latter functor is fully faithful on
perverse sheaves thanks to [BBD, Proposition 4.2.5]. Thus the restriction of F to
perverse sheaves is fully faithful. The inverse equivalence is induced by the functor
i∗ where i : X → T ×X is the map that send x to (1, x).
Now assume that β : L Tt ⊠F
∼
−→ a∗(F ) is any isomorphism, with F perverse.
Then, it is easy to see that ϑ := F (i∗(β)−1) ◦ β is an isomorphism L Tt ⊠F
∼
−→
a∗(F ) such that i∗(ϑ) = idF . If ϑ1, ϑ2 are two such isomorphisms, then ϑ1 ◦ ϑ
−1
2
gives an automorphism of L Tt ⊠F . Denote it by F (g) (we can do that since F is
full). We have i∗F (g) = g = idF . This readily implies that ϑ1 = ϑ2 and concludes
the proof of unicity, and hence the proof of the lemma. 
Lemma 4.9. Consider F ∈ PS(X, k). Assume that there exists an isomorphism
ϑF : L
T
t ⊠F
∼
−→ a∗(F )
such that (ϑF )|{1}×X is idF . Then we have
(4.3) (m× idX)
∗(ϑF ) = (idT ×a)
∗(ϑF ) ◦ (L
T
t ⊠ϑF ).
Moreover for (G , ϑG ) another pair (perverse sheaf, isomorphism) and any map
f : F → G , we have a commutative diagram
L
T
t ⊠F
L
T
t ⊠f //
≀ϑF

L
T
t ⊠G
≀ ϑG

a∗(F )
a∗(f)
// a∗(G ).
Proof. Rewrite the equality (4.3) as u = v. We consider u ◦ v−1. This is an
automorphism of L Tt ⊠L
T
t ⊠F . Denote by j the map X → T ×T ×X that sends
x to (1, 1, x). Using the same argument as in the proof of lemma 4.8, we see that
since F is perverse, the maps
EndDbS(X,k)(F ,F )↔ EndDbS˜ (T×T×X,k)
((L Tt )
⊠2
⊠F , (L Tt )
⊠2
⊠F )
induced by the functors
L
T
t ⊠L
T
t ⊠(·) and j
∗
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are mutually inverse isomorphisms. This implies in particular that u ◦ v−1 =
id(L Tt )⊠2⊠F . Thus we have u = v.
The proof of the statement about morphisms is similar to the end of the proof
of lemma 4.8, and left to the reader.

4.4. The equivalences. We can refine the definition of the functors ForL Tt and
Foriso. Lemma 4.4 tells us that Foriso has essential image in P
t
iso(X, k). According
to lemma 4.5, ForL Tt induces a functor P
LY
T,S(X, k)L Tt → PS(X, k)[t]. In fact, the
results of section 4.3, give us a bit more: we have the following announced result.
Proposition 4.10. The four categories PLYT,S(X, k)L Tt , PS(X, k)[t], P
t
co(X, k) and
Ptiso(X, k) are canonically equivalent: the functors ForL Tt , Forco and Foriso are
equivalences of categories.
Proof. All the work is already done: by lemma 4.4, we have a canonical equivalence
PS(X, k)[t] ∼= P
t
iso(X, k) (in fact these two categories are the same as full subcate-
gories of DbS(X, k)). From lemma 4.9 and lemma 4.8, the categories P
t
iso(X, k) and
Ptco(X, k) are equivalent. Finally, lemma 4.7 gives the equivalence P
LY
T,S(X, k)L Tt
∼=
PS(X, k)[t]. 
5. Highest weight structure of perverse monodromic sheaves
5.1. Standard, costandard and intersection cohomology complexes. We
consider the following setting: X =
⋃
α∈Λ Xα is an algebraically stratified T -
variety with T stable strata. In particular, Λ is finite. We assume that there exists
isomorphisms Xα ∼= T ×A
nα for any α (and we fix such isomorphisms once and for
all) and that the action of T on Xα corresponds to the action of multiplication of
T on itself. We let dα := nα + r be the dimension of Xα. Let also jα : Xα →֒ X
be the inclusion map.
The isomorphism classes of irreducible local systems on Xα are in bijection with
elements of T∨
k
: more precisely, the pullback along the map Xα
∼
−→ T × Anα
pr
−→
T gives an equivalence Loc(T, k) ∼= Loc(Xα, k). For any t ∈ T
∨
k
, we obtain an
irreducible local system L˜ αt . We then set L
α
t := L˜
α
t [dα], so that L
α
t is perverse
on Xα.
We also denote
∆αt = (jα)! L
α
t and ∇
α
t := (jα)∗ L
α
t .
Note that the jα’s are affine maps (indeed, the Xα’s are affine and X is a separated
scheme), so that ∆αt and ∇
α
t are perverse. Note also that thanks to lemma 2.13
and lemma 4.2, these objects are in PΛ(X , k)[t]. Finally, let IC
α
t := (jα)!∗ L
α
t be
the intermediate extension of L αt .
The ∆αt ’s and ∇
α
t ’s for various α and t are called standard and costandard
objects respectively. (The justification for these names will be given in the next
subsection.)
Note that the pullback under the isomorphism Xα ∼= T × A
nα of the perverse
sheaf L αt on Xα is the perverse sheaf L
T
t [dα] ⊠ kAnα . Then the pullback of L
α
t
under the action map T ×Xα → Xα is L
T
t ⊠L
T
t [dα]⊠ kAnα . Since for n divisible
by the order of t we have e∗n L
T
t = kT , it follows easily that L
α
t is T -equivariant for
the action “twisted” by en. It is then immediate that L
α
t [−r] is in P
LY
T,Λ(Xα, k)L Tt .
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It follows that ∆αt [−r], ∇
α
t [−r] and IC
α
t [−r] define objects in P
LY
T,Λ(X , k)L Tt . In
order to be consistent with [LY], we set
∆αt := ∆(α)L Tt [−r], ∇
α
t := ∇(α)L Tt [−r], IC
α
t := IC(α)L Tt [−r]
when we consider these objects in PLYT,Λ(X, k)L Tt . The forgetful functor P
LY
T,Λ(X , k)L Tt
→ PΛ(X , k)[t] maps ∆(α)L Tt to ∆
α
t and similarly for the ∇’s and IC’s.
5.2. The case of a single stratum. If we apply the equivalence of proposition
4.10 to the case where X = Xα (i.e. a stratified space with only one stratum), we
obtain an equivalence
PLYT,Λ(Xα, k)L Tt ←→ PΛ(Xα, k)[t].
Once again, the shifted pullback along the map Xα
∼
−→ T × Anα → T gives an
equivalence PΛ(Xα, k) ∼= Loc(T, k) (since Loc(Xα, k) ∼= Loc(T, k)) and obviously
PΛ(Xα, k)[t] ∼= Loc(T, k)[t].
We showed previously (see lemma 4.2) that for local systems the canonical mor-
phism of monodromy (which defines an action of k[X∗(T )]) coincides with the action
of k[X∗(T )] on the associated k[X∗(T )]-module. In particular, we have an equiva-
lence
Loc(T, k)[t] ∼= k[X∗(T )]/〈e
λ − λ(t)〉 -mod ∼= k -mod .
As k is a field, this last category is semi-simple, and we deduce that PLYT,Λ(Xα, k)L Tt
is semi-simple as well.
5.3. Highest weight categories. We recall here the definition of a highest weight
category. Our main reference is [R, §7]. Let A be a finite-length K-linear abelian
category with K a field such that for any objects M,N ∈ A, the K-vector-space
HomA(M,N) is finite-dimensional. Let S be the set of isomorphism classes of
irreducible objects in A and assume that we have a partial order ≤ on S. For any
s ∈ S, fix a representative Ls. Assume also that we have objects ∆s,∇s together
with morphisms
∆s → Ls and Ls → ∇s .
For any subset S ′ ⊆ S, let AS′ be the Serre subcategory generated by the Ls with
s ∈ S ′. We say that S ′ is an ideal for the order ≤ if (s ∈ S ′ and t ≤ s) implies
(t ∈ S ′).
Definition 5.1. The data (A, (S,≤), Ls,∆s → Ls, Ls → ∇s) defines a highest
weight category with weight poset (S,≤) if the following conditions hold:
(1) for any s ∈ S, the subset {t ≤ s | t ∈ S} is finite,
(2) for each s ∈ S, we have HomA(Ls, Ls) = K,
(3) for any ideal S ′ ⊆ S such that s is maximal in S ′, ∆s → Ls is a projective
cover in AS′ and Ls → ∇s is an injective hull in AS′ ,
(4) the kernel of ∆s → Ls and the cokernel of Ls → ∇s are in A<s,
(5) for any s, t ∈ S, we have Ext2A(∆s,∇t) = 0.
The objects ∆s for s ∈ S are called standard objects; the∇s’s are called costandard.
We almost always forget part of the data above and just refer to A as a highest
weight category.
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5.4. Highest weight structure. This section and the arguments that follow are
faithfully inspired from [BGS, §3.2 and 3.3]. The set Λ is a poset for the order ≤
defined by
(α ≤ α′) ⇔ (Xα ⊆ Xα′).
Theorem 5.2. The category PΛ(X , k)[t] together with the natural morphisms
∆αt ։ IC
α
t →֒ ∇
α
t and with weight poset the pair (Λ,≤) is a highest-weight cat-
egory.
Proof. For the sake of simplicity (of notations) we will set, for the duration of this
proof, PΛ(X , k)[t] = C. According to definition 5.1, we have 5 points to check. The
first one is clear (since Λ itself is finite). Using the fact that (jα)!∗ : Loc(Xα, k)→
PΛ(X , k) is fully faithful and the equivalence Loc(Xα, k) ∼= Loc(T, k), one gets
HomC(IC
α
t , IC
α
t ) = HomPΛ(X ,k)(IC
α
t , IC
α
t ) = HomLoc(T,k)(L
T
t ,L
T
t ) = k .
Now consider an ideal I ⊂ Λ. Assume that α is a maximal element in I. We
have to show that the canonical morphism ∆αt → IC
α
t is the projective cover of IC
α
t
in the category CI . We must show that
(5.1) HomCI (∆
α
t , IC
β
t ) =
{
k if α = β
0 otherwise
and that
(5.2) Ext1CI (∆
α
t , IC
β
t ) = 0
for any β ∈ I. We use the equivalence
PΛ(X , k)[t] ∼= P
LY
T,Λ(Xα, k)L Tt
of lemma 4.7. In the latter category, we have Ext1PLYT,Λ(X,k)LT
t
(∆(α)L Tt , IC(β)L Tt ) =
HomDLYT,Λ(X,k)LT
t
∆(α)L Tt , IC(β)L Tt [1]) (see [BBD, Remarque 3.1.17 (ii)], this is a
standard feature of t-structure). We can then use adjunction and we deduce (5.1)
and (5.2) in the case α 6= β. We treat the case α = β. Using the equivalence above
two times and adjunction, we obtain an isomorphism:
Ext1PΛ(Xα,k)[t](L
α
t ,L
α
t )
∼= Ext1Loc(T,k)[t](L
T
t ,L
T
t ).
Now the category Loc(T, k)[t] is semisimple as we saw in §5.2. so this Ext space
vanishes. This concludes the verification of (5.2). We check similarly that ICαt →
∇αt is an injective hull in CI .
The fact that the kernel (resp. the cokernel) of ∆αt → IC
α
t (resp. of IC
α
t → ∇
α
t )
lies in C<α comes from the facts that these objects are supported on Xα = ⊔β≤αXβ
and that this morphism is an isomorphism once restricted to Xα.
We check that Ext2C(∆
α
t ,∇
β
t ) = 0 for any α, β ∈ Λ. We have
Ext2PΛ(X ,k)[t](∆
α
t ,∇
β
t )
∼= Ext2PLY
T,Λ(Xα,k)LTt
(∆(α)L Tt ,∇(β)L Tt ).
Now we know PLYT,Λ(Xα, k)L Tt is the heart of the perverse t-structure on the category
DLYT,Λ(X , k)L Tt . Thanks to [BBD, Remarque 3.1.17 (ii)], we have an injection
Ext2PLYT,Λ(Xα,k)LT
t
(∆(α)L Tt ,∇(β)L Tt ) →֒ HomDLYT,Λ(X ,k)LTt
(∆(α)L Tt ,∇(β)L Tt [2]).
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We use adjunction; the only case that still needs work is the case α = β. What we
need to consider is now
HomDLY
T,Λ(Xα,k)LTt
(L αt ,L
α
t [2]).
Recall that we denoted Kn the kernel of the n-th power map T → T . We have an
isomorphism T ∼= T˜ /K ∼= T˜ ×Kn {pt} where the last space is the quotient under
the action of Kn by multiplication on T˜ . We also denote by Repk(Kn) the category
of finite dimensional k-representation of Kn. One has the following sequence of
equivalences of categories:
Db
T˜
(T, k) ∼= DbT˜ (T˜ ×
Kn {pt}, k) ∼= DbKn({pt}, k)
∼= Db(Repk(Kn)).
and this last category is the derived category of a semisimple abelian category (since
the cardinality of Kn is prime to ℓ). Now D
LY
T,Λ(Xα, k)L Tt is a full subcategory of
Db
T˜ ,Λ
(Xα, k) and the pullback functor D
b
T˜ ,Λ∗
(T, k)→ Db
T˜ ,Λ
(Xα, k) is fully faithful,
so we see that the above Hom-space vanishes and we get the result. 
Corollary 5.3. The realization functor DbPLYT,Λ(X , k)L Tt → D
LY
T,Λ(X , k)L Tt is an
equivalence of categories.
Proof. This can be proved using the arguments of [BGS, Corollaries 3.2.2 and
3.3.2]. 
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