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A graph is minimal asymmetric if it is asymmetric (i.e., has no non-trivial 
automorphism) and contains no proper non-trivial asymmetric induced subgraph. 
The induced length of a graph is the length of a longest induced path. We show 
that there exist seven minima1 asymmetric graphs M,, . . . . M, such that for any 
connected graph G of induced length n > 5 the following holds: G contains an M, 
as an induced subgraph, or G has a non-trivial clump (i.e., a set S of vertices all 
of whose members have the same neighbours outside S), or G has an involution 
(automorphism of order 2). More precise forms of this statement can be given 
depending on the value of n. This is used to show that (i) there are no minima1 
asymmetric graphs of induced length greater than 5, and (ii) there are exactly two 
such graphs of induced length 5. These are the asymmetric tree on 7 vertices, and 
the graph consisting of two 4-cycles C, D having exactly one common edge, with a 
pendant edge attached to one of the vertices not in Cn D. The same statements 
hold if “minimal asymmetric” is replaced by “minimal involution-free.” 0 1991 
Academic Press, Inc. 
1. INTRODUCTION 
A (non-oriented, finite or infinite) graph is asymmetric if it has no non- 
trivial automorphism. Let us call an asymmetric graph minimal if it con- 
tains no proper non-trivial induced subgraph which is asymmetric (a graph 
being trivial if it has at most one vertex; such graphs clearly are asym- 
metric). Denote by 21Zmin the class of all (isomorphism types of) minimal 
asymmetric graphs. Note that 21Cmin is closed under complementation: if 
GE ~lmin, then the complement G likewise belongs to 21Zmin. Also, the 
graphs in ‘21Zmin are connected. Figure 1 shows examples of minimal asym- 
metric graphs. 
It is a conjecture of J. NeSetfil (personal communication) that %min is 
finite. In this paper we prove part of this conjecture. A useful parameter for 
classifying the graphs G in 91Zmin (at least the finite ones) is the induced 
length A of G, i.e., the length of a longest induced path in G. Of the graphs 
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FIG. 1. For M,, M,, M,, the second figure shows Mi embedded in a neighbourhood 
graph (see Section 2). 
in Fig. 1, M, and M, are of induced length 5, M,, Ma, MS of induced 
length 4, and M,, M, of induced length 3. It is well known (folklore) that 
there are no asymmetric graphs of induced length ~2. In the present paper 
we establish that there are no minimal asymmetric graphs of induced 
length >6, and determine those whose induced length is 5. 
1.1. THEOREM. There are no minimal asymmetric graphs containing an 
induced path of length 26. There are exactly two minimal asymmetric 
graphs of induced length 5, viz. M, and M, of Fig. 1. 
M, is the only minimal asymmetric tree (in connection with asymmetric 
trees, see NeSetfil [4]). No finiteness assumptions are made on the graphs 
under consideration. 
It becomes apparent from the proof of Theorem 1.1 that there is a 
second, closely related theorem. An involution of a graph G is an 
automorphism of order 2. Call G involution-free or bilaterally asymmetric if 
it has no involution. Denote by Bjmin the class of (isomorphism types of) 
minimal involution-free graphs (in the sense that no proper non-trivial 
induced subgraph is involution-free). Clearly, every asymmetric graph is 
involution-free. This does not mean a priori that every minimal asymmetric 
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graph G is also minimal involution-free (it is conceivable that G contains a 
proper subgraph none of whose automorphisms is an involution). Note, 
however, that the minimal asymmetric graphs M, of Fig. 1 also belong 
t0 ~jmin, i.e., all their proper non-trivial induced subgraphs have an 
involution. It turns out that Theorem 1.1 remains true when the word 
“asymmetric” is replaced by “involution-free”: 
1.2. THEOREM. There are no minimal involution-free graphs containing an 
induced path of length 26. The only minimal involution-free graphs of 
induced length 5 are M, and M,. 
Both theorems are corollaries of some considerably stronger results 
which we shall state after introducing some further terminology. 
Theorems 1.1 and 1.2 leave open the question of minimal asymmetric (or 
minimal involution-free) graphs of induced length 3 or 4. There are good 
reasons to believe that NeSetfl’s conjecture is true in the stronger sense 
that Cumin and Bjmin are the same set of graphs and that this set is finite 
(indeed quite small). In [S] it is shown that this conjecture is true for ,? = 4 
provided one considers only finite graphs: there are exactly 7 minimal 
asymmetric graphs of induced length 4 and they coincide with the minimal 
involution-free graphs of induced length 4. A subsequent paper will deal 
with the remaining case i = 3. 
In the last section of this paper we consider the related problem of deter- 
mining minimal asymmetric and minimal involution-free graphs, where the 
word “minimal” refers to the usual graph inclusion (i.e., G c G’ if and only 
if V(G) c V(G’) and E(G) c E(G’)). We shall use the term edge-minimal 
asymmetric for an asymmetric graph having no proper non-trivial asym- 
metric subgraph in this sense. To determine these graphs is an almost 
trivial exercise: there are only two, M, and M,, and again “asymmetric” 
can be replaced by “involution-free.” 
1.3. DEFINITIONS, NOTATION. All graphs are non-oriented without 
multiple edges or loops. If two vertices X, y of a graph G are adjacent, we 
write xEy, otherwise xE;y. Occasionally the expression xEy will be used to 
denote the edge joining x and y. For x E V(G), VX will denote the 
neighbourhood of x in G, i.e., V, := ( y E I’(G) :xEy }. 
Except in Section 5 the words “subgraph” or “is contained in” will 
always refer to inclusion as an induced subgraph. If A c V(G), (A ) denotes 
the subgraph of G induced by A. ({xi, . . . . x,} ) is abbreviated by 
(x, . ..x.). 
A path is either a path in the usual sense (i.e., finite) or a ray (l-way 
infinite path) or a double ray (2-way infinite path). The induced length of 
G is 1= sup 1 E(P)/, the supremum taken over all induced paths in G. Note 
that ,l= GO does not, in general, imply the existence of an induced ray. 
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A clump’ in G [ 1, 21 is a proper subset S of V(G) all of whose elements 
have the same exterior neighbourhood, i.e., 
v,\s = V!\S for any x, y E S. 
G is clumpless if all its clumps are trivial (either empty or singletons), 
Clumps are point-like in the sense that every automorphism of (S) can 
be extended to an automorphism of G which is the identity on V(G)\S. It 
follows that any minimal asymmetric or minimal involution-free graph is 
clumpless. 
Note that if G is disconnected, then the vertex-set of any component of 
G is a clump. Hence any clumpless graph is connected, or else it consists 
of two isolated vertices. 
The graphs M,, M,, M, have a unique hamiltonian path. The vertices of 
these graphs will always be listed in the order in which they occur on this 
path. 
The following are the main results of this paper. 
1.4. THEOREM. If G is a connected graph containing an induced path of 
length A 2 I, then (i) G contains one of the minimal asymmetric graphs 
M,, M,, M,, M,, or (ii) G has a non-trivial clump, or (iii) G is a path 
(of length i if 1 is finite) or a (A + 2)-cycle. 
1.5. THEOREM. If G is a connected graph of induced length 6, then (i) G 
contains one of the minimal asymmetric graphs M, , M,, M,, M,, M,, or 
(ii) G has a non-trivial clump, or (iii) G is a path of length 6 or an 8-cycle, 
or it consists of two pentagons with exactly one common edge. 
1.6. THEOREM. If G is a connected graph of induced length 5, then (i) G 
contains one of the minimal asymmetric graphs Mi, i= 1, . . . . 7, or (ii) G has 
a non-trivial clump, or (iii) G has an involution. 
There is an intrinsic difference between the situations described in 
Theorems 1.4 and 1.5 on the one hand, and Theorem 1.6 on the other. The 
first two theorems say that for a given induced length 2 > 6 there are only 
two clumpless graphs (three if il= 6) which contain none of the Mls. For 
induced length 5, however, there are infinitely many, both finite and infinite 
ones. An example are the graphs of Fig. 2 in which 1 U, 1 = 1 U, 1 may be any 
cardinal number. 
Theorems 1.1 and 1.2 follow immediately from 1.4, 1.5, 1.6. Consider a 
minimal asymmetric graph G of induced length I, 6 < 3, < cc. Since 
’ Apparently, clumps go back to Gallai [3] who did not, however, give them a name. The 
terms homogeneous set and interval also occur in the literature. 
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FIGURE 2 
. P 
L(Mi) < 5 for all i, G cannot contain Mi (the inclusion would be proper). 
As already pointed out, no minimal asymmetric (or minimal involution- 
free) graph has a non-trivial clump, and by definition it does not have a 
non-trivial automorphism. Hence by Theorem 1.4 or 1.5 (depending on A), 
G must be a ray. But rays are not minimal asymmetric as they properly 
contain isomorphic copies of themselves. Thus 1.4 and 1.5 imply 1.1 for 
;1> 6. If G is minimal involution-free the argument is similar. Condi- 
tion 1.4(i) does not hold since the Mls are also minimal involution-free, 
and neither does condition (ii); so (iii) must hold. But then G has an 
involution except when it is a ray, and rays are not minimal involution- 
free. Thus for II > 6, 1.4 and 1.5 also imply 1.2. For 2 = 5, Theorems 1.1 and 
1.2 follow in the same way from Theorem 1.6 if one takes into account that 
M, and M, are the only Mls which are of induced length 5. 
The proof of the three main theorems is basically quite straightforward. 
It involves, however, an uncommonly large number of details. Suppose (for 
the purpose of this outline) that G is a connected graph of finite induced 
length Iz < 5 which contains none of the “forbidden” minimal asymmetric 
graphs Mi. Choose a maximal induced path P in G and consider the 
neighbours of P, i.e., the vertices x E V(G)\ V(P) whose trace on P, 
V, n V(P), is non-void. Partition them into equivalence classes (called 
neighbourhood types) according to their trace. For x of a given type con- 
sider the induced graph P, := ( V(P) u {x} ). The condition that P, con- 
tains no path of length L + 1 or any of the forbidden M,‘s eliminates certain 
subsets of V(P) from being the trace of a neighbour of P. If 12 7, at most 
21+ 4 neighbourhood types can occur; if 2 = 5 or 6, there are at most 21 
and 17, respectively. These will be called admissible types. Similarly, taking 
two vertices x, y of different types, the interdiction of the forbidden sub- 
graphs in ( V(P) u (x, y > ) provides information about the adjacency of x 
and y. Checking these details is a rather mechanical process. For 12 6 it 
is carried out in Section 2 and Appendix 1, for 1= 5 in Section 4 and 
Appendices 2, 3. 
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The information obtained in this way is precise enough to show that the 
vertices of some of the types form clumps. When 126 those types for 
which this is not the case can be paired and combined with vertices of P 
in such a way that the larger aggregates form clumps. This means that if 
one imposes the further condition that G is clumpless, then the paired types 
can all be eliminated, and the unpaired ones are reduced to at most one 
vertex. This is the essential step in proving condition 1.4(iii). For 1= 5 the 
pairing of the non-clumping types does not always work and considerable 
refinements must be made to the clumping procedure. 
Various corollaries of Theorems 1.4-1.6 can be obtained by making 
assumptions about the cycles of G. One such result is: 
1.7. THEOREM. Any connected graph of girth 2 5 has an involution or it 
contains the minimal asymmetric tree M, as an induced subgraph. 
For a graph G of girth r 2 7 this is trivial since G is either an r-cycle or 
it contains an M,. If G is of girth 6 the situation is similar: either G 
contains an MI or its structure can be determined explicitly by a 
straightforward argument, and the existence of an involution can be seen 
directly from the structure. Essentially, therefore, Theorem 1.7 is a state- 
ment about graphs of girth 5. For the proof we need two lemmas the first 
of which is obvious. 
1.8. LEMMA. Let G be a graph without isolated vertices having a non- 
trivial clump S. Then S consists of pendant vertices with the same vertex 
of attachment or G is of girth ~4. 
1.9. LEMMA. Zf G is a connected graph of girth 2 5 and induced length 
1< 4, then it is either a tree or one of the graphs of Fig. 3. Consequently G 
has an involution. 
FIGURE 3 
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ProoJ Suppose G is not a tree. Then it must contain a pentagon or a 
hexagon. Assume first that there is a hexagon C, = (x0x1 . . .x5) (necessarily 
induced). Either G = C, or there is a vertex x E V(G)\ V(C,) adjacent to x,,, 
say. Then xExi for some i # 0, otherwise 1 Z 5, and for reasons of girth, 
i= 3. That is, any neighbour of C, is adjacent to exactly two vertices of C, 
and these form a diametrical pair. Moreover, any pair of diametrical ver- 
tices of C, can have at most one neighbour not on C,. Hence if there are 
no vertices at distance 2 from C,, then G is one of the first four graphs of 
Fig. 3. For reasons of induced length there are no vertices at distance 3 
from C,, but there may be some at distance 2 and they must be placed as 
shown in the fifth, sixth, or seventh graph of Fig. 3. 
If G contains no hexagon, then there must be a pentagon C,. Either 
G = C, or every vertex not on C, is adjacent to exactly one vertex of C,. 
If x, y $ I’( C,), then their neighbours on C, are equal or adjacent because 
if not, then either A > 5 (if x,?y) or there is a hexagon (if xEy), contrary to 
assumption. Therefore at most two vertices of C, can have neighbours not 
on C,. It follows that G is the last graph of Fig. 3. [ 
The proof of Theorem 1.7 is then clear. Let G be connected of girth > 5. 
If G has a non-trivial clump S, then by Lemma 1.8 every permutation of S 
is an automorphism of G, and so G has an involution. Hence we may 
assume that G has no non-trivial clump. Moreover, by Lemma 1.9 we may 
further assume that G is of induced length 2 5. Applying Theorems 1.4-1.6 
it follows that G contains one of M,, . . . . M,. But all of these, except M,, 
contain a cycle of length ~5. 1 
Incidentally, Lemma 1.9 represents a special case of the situation of 
graphs of girth > n having induced length <n. As n increases there are 
even fewer such graphs than for n = 5. For it 2 7 the only graphs with this 
property are obtained by taking an n-cycle C and attaching any number of 
pendant vertices (possibly none) at various vertices of C which are spaced 
at least 3 units apart. For n = 6 there is one other type formed by a family 
of at least three independent paths of length 3 joining two vertices a, b, at 
which one may attach any number of pendant vertices. 
2. NEIGHBOURH~~D TYPES 
Let P be a path with V(P)= {pi: iEZ}, where Z= (0, . . . . n} if P is of 
finite length n, and Z= N or Z if P is a ray or double ray, respectively. For 
a c Z, CI # a, denote by P, the graph consisting of P together with some 
vertex u not belonging to P and the edges joining u with the vertices pi, 
i E c(. The set c( will be called a (neighbourhood-) type, P, the neighbourhood 
graph of type c(. Given a set 5 of non-isomorphic graphs, call a type a 
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admissible (with respect to 5) if P, contains no subgraph isomorphic to 
a graph in 3. The members of 5 will be referred to as the forbidden 
subgraphs. 
Consider first the case where P is of finite length n > 6 and the forbidden 
subgraphs are those of Theorems 1.4 and 1.5. In order to remain within the 
class of graphs of induced length n we also have to include the path of 
length n + 1 among the forbidden subgraphs. It will be denoted by M,. 
If CI c Z, a block of c1 is a maximal subset of consecutive integers in c(, a 
gap in M is a block of Z\a. 
2.1. LEMMA. Suppose P is of finite length n 2 6, and let 5 = 
{MO, MI, M,, M4, Me} or {MO, Ml, M3, M,, M,,M,} according as 
n > 7 or n = 6. Then CI c (0, . . . . n} is admissible with respect to 5 if and only 
if it is one of the following: 
MO= (1); cli= {i- 1, i+ l}, i= 1, . . . . n- 1; a,=(n-l}; 
Bo= (0, I>; Bi={i-l,i,i+l},i=l ,..., n-l; 8,={n-Ln); 
yI = (0, . . . . n}, Y2= {O, n>, and y,={0,3,6}forn=6. 
Proof: It is immediate from Fig. 4 that if c( is one of the above types, 
then P, contains none of the forbidden M;s. Consequently, c( is admissible. 
In order to eliminate all other neighbourhood types we have to check all 
u ” ” 
.T . . . + .- . . . A . . . + e . . . i. 
Pl 'i-1 'i+l P n-1 
aO 
= (1) ai 
= (i-:,itl), 1 2 i 2 n-l a 
n 
= {n-l) 
u u II /I . . . -. .- ... A . . . 4 .- ... n PO Pl ‘i-1 pi 'it1 P n-1 PI3 
PO = {O,l) pi = [i-l,i,itl), 1 2 i S n-l P, = In-l,nl 
AAA 
PO p3 P6 PO Pl p* PO P" 
"f0 
= (0,3,6) (n=6 only) Y, = (O,...,n) Y, = IO,n) 
FIGURE 4 
58?b/S3/1-4 
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neighbourhood graphs P, for the presence of a forbidden subgraph. If a 
is a non-empty proper subset of Z= (0, . . . . n}, let p be a block of a of 
maximum size, say m. We distinguish a number of cases according to the 
value of m. 
Case 1. m > 5. Since a #I there is a gap on at least one side of /I. 
Hence P, contains an M,. 
Case 2. m = 4. (2.1) There is a gap of size 22 on one side of /?:M,. 
(2.2) There is a gap of size 1 on either side of /?:M,. (2.3) There is no gap 
on one side of fl and the gap on the other side is of size 1 :M, for any n > 6, 
M, for n > 7. 
Case 3. m = 3. If a = 8, then a =/Ii for some i, 1 <i< n - 1. We may 
therefore assume that a\/? # 0. (3.1) There is a gap on either side of 
p:M,,M,.(3.2)ThereisnogapononesideofB,sayB={0,1,2}.Ifi~5 
for some i E a, then there is an M, and an M,. If a = {0, 1,2,4} there is an 
M, and an MS. 
Case 4. m = 2. (4.1) There is a gap on either side of /I:M,. (4.2) a #/? 
and there is no gap on one side of B, say /3 = (0, 1 }. If i 2 4 for some in a, 
then there is an M,. If a= (0, 1, 3) there is an M,. (4.3) a=jl and there 
is no gap on one side of fl. In this case, a = PO or b,. 
In the remaining cases all blocks are singletons. 
Case 5. a= {i}. (5.1) If i=O or n, then P, is an M,. (5.2) If i= 1 or 
n-l, then a=aO or a,. (5.3)For 2<idn-2 there is an M,. 
Case 6. a={i,j}, where jai++, O<i<n-2. (6.1)If j-i=2, then 
a=ai+l. (6.2) If 3 Gj-i<n, then there is an M,. (6.3) If j-i=n, i.e., 
i=O,j=n, then a=?,. 
Case 7. a = {i, j, k, . . . }, where Z > i + 2, k > j + 2, etc. (7.1) If the dif- 
ference between some pair of consecutive elements is 2, then P, contains an 
M,. (7.2) If all differences are 2 3, then either n = 6 and i = 0, j = 3, k = 6, 
i.e., a = yO, or n > 7 and there is an M,. 1 
If P is a ray or a double ray, the preceding arguments apply just as in 
the finite case. The situation is even slightly simpler because P has only one 
endpoint or none at all. We obtain: 
2.2. LEMMA. Let 5 = (M,, M,, M4, M,}. Zf P is a ray, then the 
admissible neighbourhood types are 
ao= {l>, ai= {i- 1, i+ l), iE N\(O), 
Bo= (0, 11, pi= {i- 1, i, i+ l}, iE N\(O), 
YI = N and E = (0). 
MINIMAL ASYMMETRIC GRAPHS 49 
‘ i a. 1t1 
. . . 
. . . 
FIG. 5. The compatibility graph r for 6 in < co (vertex y1 omitted). (5.1) 7 <n < 03. 
(5.2) n = 6. (5.3) P= ray. (5.4) P = double ray. 
If P is a double ray, the admissible types are 
tli= {i- 1, i+ l}, j3i={i-1,i,i+1},iEZ, and yl=z. 
As will be seen in Section 3 we need not concern ourselves with the 
exceptional type E. By convention it will not be considered an admissible 
We. 
Now consider two neighbourhood types simultaneously. Let ~1, b be two 
distinct non-empty subsets of I and U, v two distinct vertices not belonging 
to the path P. By P,, denote the graph formed by P and the edges uEp,, 
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ie CI, and vEpj, je /I. QB will denote the graph P,, with the additional edge 
uEv. Given a set 5 of forbidden subgraphs we shall say that a and b are 
edge-compatible (w.r. to 5) if Qap has no subgraph isomorphic to a member 
of 5; similarly, a and /? are gap-compatible (w.r. to 3) if P,, has no 
subgraph belonging to 3. 
2.3. LEMMA. Let 6 <n < co and 5 as in Lemmas 2.1 and 2.2, depending 
on n. Then y1 is edge-compatible but not gap-compatible with all other 
admissible types. The compatibility relations between C(~, pi, yO, y2 are given 
by the graph Z of Fig. 5 in which adjacency of two vertices has the following 
meaning: 
dashed edge: CI and /3 are both edge- and gap-compatible; 
solid edge: c1 and /3 are edge-compatible but not gap-compatible; 
no edge: GI and p are gap-compatible but not edge-compatible; 
dotted edge (n = 6 only): CI and B are neither edge- nor gap-compatible. 
This is proved by considering all possible pairs ~1, j3 of admissible types 
and testing P,, and QEp for the existence of a forbidden subgraph. Details 
are given in Appendix 1. As a matter of convenience only the case of finite 
n is considered there. The infinite case is completely analogous. 
The possibility that both P,, and Qap contain a forbidden subgraph 
(incompatibility between CI and b) never occurs for n > 7. In the case n = 6 
there is exactly one pair of incompatible types, viz. y0 and y2. As will be 
seen in Section 4 there are several such pairs for n = 5. 
3. INDUCED LENGTH 26 
In this section we prove Theorems 1.4 and 1.5. Before doing so, however, 
we introduce some further notation and make some general comments 
which apply equally to Sections 3 and 4. Unless otherwise stated G is an 
arbitrary connected graph. 
Let P be a maximal induced path in G. Denote the vertices of P by pi, 
ieZ, where Z= (0, . . . . n} ifPisoffinitelengthn,andZ=fV orZifPisa 
ray or a double ray, respectively. Note that any induced double ray, if it 
exists, is automatically a maximal induced path. Put 
U, := {XE V(G):dist(x, P)=k}, k3 1. 
For x E U,, the (neighbourhood) type of x is the set tl = { iE Z:p, E Vr}. 
A restatement of this definition, used frequently in the sequel, is that for 
any XE U1 and ieZ, 
XE V,,oxisoftypeccwithiEcc. (1) 
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Note that IX is always non-void. The neighbourhood graph of x is 
P., := ( V(P) u (x} ). 
If x is of type a, then P, is isomorphic in an obvious way to the graph P, 
defined at the beginning of Section 2. 
Now suppose that a set iJ of forbidden subgraphs is given, and let G be 
a graph which contains no member of 3, Then given any XE U1 the 
neighbourhood graph P, likewise contains no member of 5, where c( is the 
type of x. In other words, if G has no forbidden subgraph, then the 
neighbourhood types of the vertices in UI are admissible with respect to 5. 
We now consider the adjacency of neighbours of P in a graph G without 
forbidden subgraphs. If x, y E Ui are two vertices of different types, a 
and p, say, then in the notation of Section 2 the induced graph 
(V)u {-%YD is isomorphic to P,, if x,&?y, and to Q,, if xEy. Since G 
has no forbidden subgraphs, neither does P,, or Q%,, as the case may be. 
We therefore obtain the following interpretation of edge-compatibility and 
gap-compatibility: 
3.1. LEMMA. Let 3 be a set of forbidden subgraphs, c( and p two 
admissible neighbourhood types, and suppose that G contains no forbidden 
subgraph. Then the following implications hold 
(i) tf CI and /I are edge-compatible but not gap-compatible, then in G 
every vertex of type c( is adjacent to every vertex of type /?; 
(ii) if u and /I are gap-compatible but not edge-compatible, then in G 
no vertex of type c( is adjacent to any vertex of type 8; 
(iii) if u and fl are neither edge- nor gap-compatible (incompatibility), 
then G cannot contain vertices of both types c1 and b. 
No information is obtained when c( and /I are both edge- and gap- 
compatible. 
For the remainder of this section assume that 6 <n < co. The forbidden 
subgraphs will be M,, M,, M,, M4, M,, 44, if n = 6; M,, M,, M,, M4, 
M, if 7<n<co; and Mi, M3, M4, M, if P is a ray or a double ray. 
In terms of the conventions established in Lemma 2.3 (Fig. 5), 
Lemma 3.1 amounts to saying that if two admissible types CI, /? are joined 
in the compatibility graph r by a solid edge [are not joined in r], then 
G contains all edges [no edges] between vertices of type CI and vertices of 
type /X If CL and /I are joined in r by a dashed edge, then in G some (type 
a, type /I)-edges may exist while others may not. Thus, the structure of G 
is to a large extent reflected by that of r. 
By Ai, B,, Ck denote the sets of vertices in U, which are of types 
cli, /I,, Yk, respectively, these being the admissible types determined in 
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Lemmas 2.1 and 2.2. Note that if P is a ray, no vertex in U, is of type E, 
because if x is such a vertex, then P, is a ray which properly contains P, 
contrary to the maximality of P. For this reason, E was excluded from the 
admissible types. 
3.2. LEMMA. Let G be a connected graph containing a maximal path P of 
length n, 6 <n < 00. Zf G is clumpless and contains no forbidden subgraph, 
then U2 = C1 = 0. That is, every vertex of G-P is adjacent to some vertex 
of P but no vertex of G-P is adjacent to all vertices of P. 
ProoJ Take any UEU2, VE V,n U,, and consider HI= 
( V(P) u {u, v} ). By Lemmas 2.1 and 2.2, v belongs to one of the 
admissible types cli, pi, yl, yZ (and yO if n = 6). Inspection of all cases shows 
that if v 4 C,, then H has a forbidden subgraph, viz. M3 if v E B,, and M, 
otherwise (Fig. 6). Hence 
{wEU,:V,,nU,#IZ/}CC,. (2) 
Note that Fig. 6, drawn for finite n, is equally valid when the base path P 
is infinite, provided it is kept in mind that in this case P has at most one 
endpoint. 
Now consider S := V(P) u U,\C,. From Lemma 2.3 we have that every 
XE U1\C1 is adjacent to every vertex in CI, and by (2), V,\Sc C,. 
Therefore 
v,\s = Cl for all x E U,\C, (3) 
and the same is true if x E V(P) by the definition of the type yl. Hence (3) 
holds for all x E S. This means that S = V(G), otherwise S would be a non- 
trivial clump, a contradiction. Thus 
V(P)uU1\C,=V(G)=V(P)uU1uUzu ... 
whence C1=Uk=@, k>2. I 
3.3. Proof of Theorem 1.4 and 1.5. We may assume that G is a con- 
nected clumpless graph of induced length n > 6 which contains no 
forbidden subgraph. By Lemma 3.2, V(G) = V(P) u U, . We claim that 
U, is empty except possibly for CZ and CO, the latter only if n = 6. 
The proof is based on the observation that { cli, Si}, iE Z, is a clump in the 
compatibility graph r (see Fig. 5). This will be seen to imply that 
Si:=Aiu Biu {pi}, i E Z, 
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" E A,,: MI " E Ai, 1 5 i 5 [n/21: Mi 
. . J!L . . 
VEA [n/21 : Ml 
v E B,,: M3 v E Bi, 1 5 i S [n/2]: Mg 
v E C,,: MI v E c,: "cl Mi v E C2: Ml 
FIGURE 6 
is a clump in G. The assumption that G is clumpless then immediately gives 
that Si= {pi}, i.e., 
Ai=Bi=@, iE I. 
Clearly Si is a proper subset of V(G). Hence we must show that all its 
vertices have the same exterior neighbourhood. We distinguish a number of 
(very similar) cases. 
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Suppose first that 7<n< cc and 1 <i<n- 1. Then 
v.~\s~=s~-~usi+I for any x E Si. (4) 
Since (V,\S,)n V(P)= V,n V(P)= {~~-~,p~+~} for any XES,, we must 
show that 
(T/,\S~)nU,=Ai~,uBi-,UAi+,UBj+, for any x E Si. (5) 
If x E Ai u Bi this is immediate from the compatibility graph fY If x = pi, 
(5) follows from (1) since the only admissible types which contain i are 
tl r-19 ai+l9 Pi&13 Pi9 Pi+13 and y1 ; however, pi must be excluded since in 
(5) we consider only neighbours of pi not in Sj. y1 also contributes nothing 
by Lemma 3.2. 
The same kind of argument yields that if i = 0, then 
v,\sl= s, u c2 for any x E So, (6) 
and symmetrically, V,\S, = S,- I u C2 for any x E S,. Equation (4) is valid 
also for n = 6 and i E ( 1,2,4, 5 }. The remaining cases for n = 6 are 
Vx\S,=S,uC,uC2 if XES,, V,\S3=S2uSquCo if xcS3, and 
V,\S, = Ss u Co u C, if x l ‘S6. Thus for 6 < n < co every Si is a clump, as 
claimed. 
Returning to n 2 7 we have that V,\C, = (pO, p,} for any x E C,. This 
means that C, is a clump and hence consists of at most one vertex. If 
C2 = 0, then G = P, i.e., G is a path. If C, # @ let c2 be its unique element. 
Then G is the neighbourhood graph of the vertex c2, i.e., an (n +2)-cycle 
(cf. last diagram of Fig. 4). This completes the proof of Theorem 1.4 for 
finite n. 
If n is infinite, the type y2 does not occur. On the other hand, (4) holds 
for any i if I= H, and for i > 0 if I= N. In the latter case V,\S, = S, for any 
x E S,. Thus Ai = Bj= fa for all ie Z, as in the finite case. In other words, 
G = P. 
Now consider the case n = 6. Here the two types y0 and y2 are incom- 
patible, i.e., at most one of Co, C2 is non-empty (dotted edge in Fig. 5.2). 
It follows that C, and C, are clumps and hence consist of at most one 
vertex. If C, = C2 = @, then G is a path; if C, # 0, then C, = % and G is 
an 8-cycle; if Co # 0, then C2 = @ and G is the neighbourhood graph of 
the unique vertex in C,, i.e., G consists of two pentagons with exactly one 
common edge (cf. first diagram in the last row of Fig. 4), proving 
Theorem 1.5. 1 
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4. INDUCED LENGTH 5 
In this section we give a proof of Theorem 1.6. The idea is basically the 
same as for Theorems 1.4 and 1.5; the details, however, are considerably 
more involved. We first investigate which neighbourhood types (i.e., sub- 
sets of (0, . . . . 5)) give rise to a forbidden minimal asymmetric graph and 
which ones are admissible. Then we determine the compatibility relations 
between the admissible types, and finally show that these relations can only 
be satisfied in a graph having a non-trivial clump or an involution. The 
first two parts of this program provide the raw material for the subsequent 
argument and are no more than mechanical checking of numerous cases. 
Mathematics is confined to the third part which represents the lion’s share 
of this section. 
To the forbidden subgraphs Mi, . . . . M, of Theorem 1.6 we have to add 
M, := path of length 6 in order to remain within the class of graphs of 
induced length 5. The word “admissible” will always refer to these 8 
forbidden subgraphs. 
Given a neighbourhood type a c (0, . . . . 5}, its reflection is the type 
obtained by the involution i ++ 5 - i. By checking all possible cases (see 
Appendix 2) it is seen that the admissible types are precisely those shown 
in Fig. 7-which we denote by aI, . . . . a,,-together with their reflections, 
denoted by aI*, . . . . a,2*. Of these, aI, a2, a3 are symmetric so that there is 
a total of 21 admissible types. Note that a,, a3 correspond to yi, yz for 
nB6; a4, as, a6 and their reflections are the old aO, . . . . a,; a,, a*, a9 and 
their reflections are &,, . . . . /Is; whereas a2, alo, alI, cllz and their reflections 
have no counterpart for n >/ 6. 
Next, all possible pairs of admissible types are tested for compatibility 
(Appendix 3). The results are given in Table I, where the entry in row i and 
column j (i,jE (1, . . . . 12,4*, . . . . 12*}) has the following meaning: 
0: ai and aj are neither gap- nor edge-compatible; 
blank: ai and aj are gap-compatible but not edge-compatible; 
1: ai and aj are edge-compatible but not gap-compatible; 
2: ai and aj are both edge- and gap-compatible. 
Since entry ij* equals entry ji * for all i, j, the rows for a4., . . . . ai2* have 
been omitted. 
AS for n > 6, it is convenient to represent Table I graphically. We shall 
use three graphs r,,, rl, r,, one for each type of entry, i.e., two admissible 
types ai, aj are adjacent in r, if and only if the g-entry in Table I is k 
(Fig. 8). In the figure, the graph r1 is shown without the vertex ai which 
is adjacent to all others. Also omitted are the vertices as, ag, age, age as 
5A*Gx*A 
Pl p4 PO P5 
al = co,...,51 a2 = Cl,41 4 = CO,51 
/LA 
Pl PO p2 0 Pl P3 
a4 = 11) a!3 = fO,2) a6 = Cl,31 
PO PI 
a, = fO,ll 
PO Pl P2 % p2 p3 
alI = (:0,1,2) as = f1,2,31 
&&A 
PO P3 PO p4 PO p2 P5 
010 = t0,3i a 11 = IO,41 a 12 = 10,2.5) 
FIG. 7. Admissible neighbourhood types for n = 5. 
these can be eliminated at once by the argument used in 3.3 (see below, 
Step 2). 
Let Hl, H2, H3 be the following hypotheses: 
H 1. G contains none of the forbidden subgraphs M,, M, , . . . . M, ; 
H2. G is clumpless; 
H3. G does not have an involution. 
Theorem 1.6 is the statement that there is no graph G of induced length 
5 satisfying Hl, H2, H3. The proof is divided into several steps for each of 
which we indicate which of the three hypotheses are being used. Steps l-10 
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TABLE I 
Compatibility of the Admissible Types for n = 5 
1 2 3 4 5 6 7 8 9 10 11 12 4* 5* 6* 7* 8* 9* lO* ll* 12* 
1 111111111111 1 1 1 1 1 1 1 1 
2 0 2 1 0 2 1 0 
3 1 1 000 1 1 0 0 0 
4 1 2 1 1212 2 2 
5 1 1 2 1 2 1 
6 1 2 1 1 1 1 
7 1 1 1 1 1 
8 1 1 
9 1 1 1 1 
10 0 0 1 1 1 0 0 
11 1 1 0 0 
12 2 1 0 0 0 
only use Hl and H2 and may therefore be read as theorems about graphs 
satisfying these conditions. 
For the remainder of this section G will be a connected graph of induced 
length 5. We shall use the notation and concepts introduced at the 
beginning of Section 3, using as base path an arbitrary but fixed path 
P=(pcl aaOp=,) of length 5. In particular, for any vertex adjacent to P the 
notion of type is defined with respect to P as in Section 3. Put 
A,:= {xEU, :typex=cri) 
i, jE { 1, . . . . 12, 4*, . . . . 12*}. 
The following can be deduced from ri and r2 (this uses Hl alone): 
Let i,jC (1, . . . . 12, 4*, . . . . 12*}. Zf aiaj is an edge in r, [Z~-IX,CX~ is not an 
edge in r, or r,], then G contains all [no] A,Aj-edges. 
If aiaj is an edge in r,, then A,A,-edges may or may not exist. It is the 
size of r, and the resulting lack of information which makes the proof of 
the case n = 5 considerably more difficult than for n 2 6. 
An edge aiaj in r, means that at least one of Ai, Aj is empty. 
Contrary to the situation which prevails in the case n 2 6 it is possible 
that U2 # 0 for n = 5 (see Lemma 3.2): 
Step 1 (Hl, H2). (i) A, =@. 
(ii) Any vertex in U2 is a pendant vertex of G whose vertex of attach- 
ment belongs to AZ, and no two distinct vertices in U2 have the same vertex 
58 GERT SABIDUSSI 
11’ 11 
rl without the vertices G(,, q,, c+, +, Q. 
r2 rO 
FIG. 8. The compatibility graphs for n = 5. 
of attachment. The vertices of attachment form an independent set (see 
Fig. 2). 
(iii) U, = 0. 
(iv) If U2 = 0, then A, consists of at most one vertex a,. 
(v) Zf one also assumes H3, then (U, 1 d 1. 
For the proof it will be convenient to use the notation V,+ := V, n lJ2 
for any x E U, . Call V,: the upper neighbourhood of x. 
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: MI WE A 12 : Ml 
FIGURE 9 
Claim 1. W:={WEU,:V:#~~>~A,UA,. In other words, the only 
vertices in U1 which may have upper neighbours are those in A, and A,. 
Take any WE W, UE V:. By inspection of all cases it can be seen that if 
w C$ A, u A,, then ( V(P) u {u, w} ) contains a forbidden subgraph, viz. M3 
if w E Ai, i = 7, 8, 9, 7*, 8*, 9*, and M, otherwise. Figure 9 shows the types 
not already covered in Fig. 6, i.e., az, alo, till, aIZ. 
Now consider the set 
Claim 2. A, c V, for any x E Vi. 
W.1.o.g. assume that A, # $3. Let XE Vi, YE V,n AZ, ZE A,. Then yEz 





PO p4 p5 
FIGURE 10 
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Claim 3. A,=@ and U;=U2. 
Let S := V(P) v U,\A, v U;. We show that 
K\S = A 1 for any x E S. (7) 
By H2 this will imply that S = V(G) whence A, = 0. U; = U2 then follows 
at once from Claim 1. 
Equation (7) is trivial for XE V(P). If XE U,\A,, then V,n U1 3 A, 
because the first row of Table I consists entirely of 1’s. By Claim 1, 
V, n U2 = @ except when x E W, in which case V, n CT, c U; c S so that 
(7) is again satisfied. We may therefore assume x E 17;. 
Let y E V, n U, and take any w E V, n A,. If y 4 U;, then wi?y, hence 
<P~P~P~P~WXY) is an Ml. Thus 
V,n U2c V,n Uzc ULCS. (8) 
By Claims 1 and 2, 
V,nU,=A,u(V,nA,) (9) 
and V, n A, c UI\A, c S. Finally 
V,n U3=0, (10) 
for if there is a y,c I’, n U3, then as above, (pop1 p2p3 wxy) is an M,. 
Relations (8), (9X (10) together imply (7). 
Claim 4. U2 is an independent set. 
Let x E U, (= U;). By (8), if y E U2 and xEy, then V, r> V, n A2 and 
y E U;. By symmetry between x and y, V, n A, = V, n AZ. Since A, is 
empty this means that V, n U, = V, n U, , which together with (10) implies 
that the vertex-set of any component of ( U, ) is a clump. Therefore by H2 
every component is an isolated vertex; i.e., U2 is independent. 
Claim 4 and (10) say that V, c U1 for any x E U2. In fact, V, c W. 
Claim 5. For any x E A,, 
vx= {Pl~P&-J(VX n AZ) u A, u As* u As,2 u A,.,, u V: . (11) 
In rr the neighbours of a2 are u,, cl*, and cr,.; in r, the neighbours are 
t15 and c+. Keeping in mind that A, = 0 it follows that for any XE A,, 
Vx\u,= {PI,P&JA~ uA,.u(VxnA,)u(V,nA,,). 
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Clearly V,nA,cA,,,. For the reverse inclusion suppose that there is a 
ZEA~,~\V,. Take any YE V,nA,. If xEy, then (pOzyxp,p,) is an M,; if 
xEy then (pop, p3 p4xyz) is an Mz. Thus V, n A, = A,,, and similarly for 
V,nA,,. 
From (11) it follows at once that if U, = 0 then A, is a clump and this 
implies (iv). 
Claim 6. W is independent. 
We use (11). Let XE W. Then VxnAA,c W, for if there is a 
z E (V, n AZ)\ W, then (uxzp,p, p2) is an M,, where u is any upper 
neighbour of x. Furthermore, if x, y are two adjacent vertices in W, then 
v: = v-:. Otherwise there is a WE V,+\V, and (wxyp,p,p,) is an M,. 
By (11) the vertex-set of any component of ( W) is a clump and hence a 
singleton. 
We now prove (ii). The independence of W together with the non- 
existence of ( W, AZ\ W)-edges (established in the proof of Claim 6) means 
that 
v,= {PlYP4)” V; (12) 
for any w E W. Suppose w has two distinct upper neighbours x, y. Then 
xEy since U, is independent, and by H2, V, # V,,; w.1.o.g. there is a 
v E V,\ V,. As noted after Claim 4, v E W, hence &w and ( p3 p2 pI vxwy ) 
is a path of length 6. This shows that any w E W has a unique upper 
neighbour. Moreover, by (12) and H2, no two distinct vertices in W have 
the same upper neighbour; i.e., U2 consists of pendant vertices. 
Statement (iii) immediately follows from (ii). Statements (i), (ii), (iii) 
together say that (V(P) u Wu U,) has the structure shown in Fig. 2. 
Clearly, if 1 U, 1 > 2, then there is an involution, proving (iv). 
Step 2 (Hl, H2). A 6=A9=Ag.=A9.=@ 
By symmetry it suffices to show that A, = A, = 0. The proof of this is 
exactly the same as in 3.3; i.e., one uses the fact that {ah, a9} is a clump 
in Z-i. Let S := {p2} u A, u A,. From Table I the two types ~1~ and ug have 
exactly the same neighbours in r,, viz. ai, i= 1, 5, 8, 12, 6*, 9*, lo*. In TZ, 
aga9 is an isolated edge. Hence, taking into account that A, = @ 
(Step l(i)), it follows that 
Vx\S= {PI,PJ u A, uA,uA,,uA,.uA,.uA,,. 
for any x E A, u A,. This also holds for x = p2 since by ( 1 ), p2 is adjacent 
to all vertices in U, whose neighbourhood type contains 2. These are the 
types ai, i= 1,5, 8, 9, 12, 6*, 9*, lo*. Thus S is a clump so that by H2, 
A,uA,=QJ. 
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Step 3 (Hl ). As already pointed out, if aiaj is an edge in r,, then 
edges between Ai and Ai may or may not exist. In the following cases (and 
their reflections) more precise information can be obtained: 
If u E Ad, then either all or no uA ,,-edges exist; in other words, A,, c V, 
for any XEA,,,,. Similarly, A,,,c V, for any XEA~.,~*, and A,c V, for 
any XE A,,,. 
Let UEA,, v, u’EA~~, uEv, u.!?v’. If vi%‘, then (pop1 p4 psuvv’) is an 
M,; if vEv’, then (p, uvv’pp, ps) is an M,. 
Let UEA~, v, v’EA~~., uEv, ui%‘. If vi%, then (pop, pzp5uvv’) is an 
M,; if vEv’, then (p4psu’vxpl) is an M,. 
The last case is part of Step 1, Claim 5. 
Concerning the formulation of the above statement note that 
Ajc V, for all x~A~oA,c Vu for all UEA~. 
Step 4 (Hl, H2). A, = A,. = 0. 
By symmetry it suffices to show that A, = 0. Let S := {p,,} u A, u B, 
where B := A,, 11 u A,, 12.. 
Claim. S is a clump with 
K\S= {PI> uA, uA,uA,uA,,uA,,uA,,uA,,. (13) 
for any x E S. H2 will then imply A, u B = 0, establishing Step 4. We shall 
carry out the proof of (13) in detail as it is typical of some of the other 
steps as well. By Step 1, Claim 1, V, c V(P) u U, for any x E S. 
(i) Let XE A,. Then V,\S= (pl} u (V, n U,)\A, as x has no 
upper neighbours. In order to determine V, n U, we have to consider the 
neighbours of a, in r1 and r,. These are 
in r2 the only neighbour is CQ. Hence, keeping in mind that A, = 0, 
V,xnA,cA,cS, and by (14) 
V,nAj=Ai, i=3, 5, 8, 10, 11, 12, 12*. 
This means that V,\S has the form (13) provided we show that V, n A, 
is contained in S. To see this, note that V, n A, c A,,,; we show that 
A, 47cB. Take UGA,,,, UE V,nA,, weA,,uA,,.. Then vEw since u,a,, 
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and CX~LX~~. are edges in r,. Suppose u $ B. Then ui& and ( pz p1 uvwp,) or 
(pz p, uowp,) is an M, depending on whether w E A r1 or w E A,,. . 
(ii) Now let XE B and consider ( Jfyn U,)\S. Since Bc A4 we have 
to consider the neighbours of DL~ in r1 and r,. These are 
Therefore 
a79 a119 u4.9 a5*, a12* in r,. 
V,={p,}uu {V,nAi:i=3,4,5,7,8,10,11, 12,4*,5*,12*}. 
BY (1% 
V.xnAi=Ai, i= 3, 5, 8, 10,12. 
Next, V,nA,,= V,nA,,=@. Otherwise take YE VxnA4*, 
ZE V,n(A,,uA12~). If ZEA,,, then yEz and (pop,p4p5xyz) is an M,; 
if ZE A12*, then yEz and ( p4 yzxp, p2) is an M,. In an analogous way 
(also using M, and M3) one shows that V, n A,. = @. 
To establish that V,\S is given by (13) it therefore remains to show that 
A,, c V, and A12. c V,v. If XEA~,~~, then the first inclusion is part of 
Step 3. The other one is obtained by noting that c~iic1i~* is an edge in r,, 
so that A,, 2 V, n A,, # 0 implies A,,. = 0. The same argument works if 
x~A,,,,*. 
(iii) The types containing 0 are 
ai, i= 1, 3, 5, 7, 8, 10, 11, 12, 12*. (16) 
Hence (13) also holds for x = po. 
Step 5 (Hl, H2). A,=A,.=@. 
For UEA,,, denote by Q, the set of vertices of the component of (A,) 
which contains U, and let Q be the union of all Q,‘s, u E A,,,. We shall 
showthatS:={p,)uA,uQisaclumpwith 
V.x\S= {PO,P&JAGJA&JA,I* for any x E S. (17) 
Clearly, (17) holds for x = p1 since the types containing 1 are ai, 
i=l,2,4,6,7,8,9,11*andbyStepsl(i),2,4,A,=A,=A7=A,=0. 
If xsA,, then from r, and r,, 
V,nU,=A,uA,u(V,nA,)uA,u(V,nA,)uA,,.. 
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V.xnA,cA,,, c S and obviously the same holds for V, n A,. Since A, has 
no upper neighbours, V,\S again has the form (17). 
Claim. Let UEA~,*, XEQ,. Then 
A2 c L and V, I-I A,. = /zr. (18) 
We show first that this holds when x = U. Suppose there is a w E AZ\ V,. Let 
VE V,nA,. Then UEW from ri and (uup, wp4p5) is an M3. Hence 
A, c VU. To get the second statement assume that there is a w E VU n A,.. 
Then with v as before, UEW and (wuvp, pz p3 ) is an M,. 
Now let x, y be adjacent vertices in A,. If A, is contained in V,, then it 
is also contained in V,, for otherwise there is a z E AZ\ V, and then XEZ and 
(zxp, yp, p3) is an M,. An equally simple argument (using M3) shows 
that if one of V,, V,, is disjoint from A4+, then both are. These observations 
prove the claim. 
Now consider an x E Q, Since Q c A,, we have from r1 and I’, that 
VxnU,=(VxnA,)uA,u(V,nA,) 
u(V,nA,)u(V,nA,*)uA,,.. (19) 
XEQ, for some ueA,,,, hence VxnA,cQ,cS. Of course V,nA,cS. 
Together with (18) this proves that V,\S has the form (17). 
Step 6 (Hl, H2). There are no edges between the following pairs of sets: 
A, and A,, A, and A,,, A, and Al**, and their rejlections. 
For A,, A,, and A,, A,,, this follows from the proof of Step 4 where it 
is shown that B = A,, ,I u A,, 12. = $3. 
To prove that A,,,= @ it suffices to show that S := {pl} u A,,, is a 
clump satisfying (17). Let x E A,,,. Then V, n U, is given by (19) and since 
A, = 121 we only have to consider V, n A, and V, n A,.. The latter is easily 
seen to be empty for if there is a z E V, n A,. , then given any y E V, n A, 
we have from r1 and r, that y.!?z and ( pop1 p4 psxyz) is an M,. 
V, n A5 c A5,2 for if zE (V, n A,)\A,,,, then yEz for any y as before, and 
hence (yxp,zp,p,) is an M,. 
Step 7 (Hl, H2). A, = fa or G is a 7-cycle. Hence if one also assumes 
H3, then A, = 0. 
Assume A3 Z 0. BY the previous steps Ai = 0 for 
i = 6, 7, 8, 9, 6*, 7*, 8*, 9*, and from r,, Ai = 0 for 
i= 2, 10, 11, 12, lo*, ll*, 12*. Hence the only Ais which are possibly non- 
empty are A,, A,, A,, A,., A,.; i.e., G has the structure shown in Fig. 11 
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FIGURE 11 
(a solid line between two sets of vertices A, B indicates that G contains all 
AB-edges, a dashed line that edges may or may not exist). 
Next note that none of the dashed edges exist. For if there is an edge 
xEy with XE A,, ye A4., take any ZE Aj, then xEz, yEz by f i and 
(pOzxyp,p3) is an M,. Likewise, if xEy where XEA~, yeA,., take z as 
before, then xEz, yi?z, and ( pO p, p2 psxyz ) is an M,. 
The absence of the dashed edges implies { pI} u A, is a clump, whence 
A, = 0. This in turn implies that { pO) u A, is a clump, i.e., A, = 0. By 
symmetry, A,. = As. = 0. Thus V(G) = V(P) u A, which means that A, is 
a clump, i.e., a singleton. In order words, G is a 7-cycle. 
Step 8 (Hl, H2). A,, = A,,,* = $3, or G is one of the graphs of Fig. 12. 
Hence if one also assumes H3, then Alo = A,,, = 0. 
Assume A,, # 0. Then from r,, 
YO alO %o* 
*m 
(20) 
IAl01 = 1, IA1O*i = 0 lilol = iAlO*I = 1 
FIGURE 12 
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We show first that A, = @ by establishing that S5 := (pr } u A, is a clump 
with 
Let XEA,. Then x has no upper neighbours, and from (18), (19), and 
Step 5, 
V,n u, =A4u(VxnA,)u(v~ynA4*). 
To see that V, n A,. = @ suppose there is a ye V, n A,.. By hypothesis 
there is a z E A iO. The compatibility relations then imply that xi?z, yEz, and 
hence (pop2p4p5xyz) is an M,, proving (21) for XEA,. 
If x=pi, then by (20), Vp,n U,=A,, so that (21) also holds forp,. 
Next, we show that S4 := {p,,} u A, is a clump in order to get that 
A, = 0. If x E A,, then the only neighbours of x which are left over are of 
type K,, K,., and uiO. Hence V,\S,= {pl} u(V,nA,.)uA,,. But 
V, n A,. = @ for if not, then for any y E V, n A,, and z E A,, we must 
have xEz, yEz, whence (pi p2p4p5xyz) is an M,. It follows that 
V,\S,= {p,] uA,, for XEA,. The same is true for x = p0 as is readily 
seen from (16), (20), and the previous steps. 
In a similar way one shows that A,* = A,. = fa using S5. := { p4} u A,. 
and S4. := {p5} u A4*, respectively. A separate argument is needed here 
because the hypothesis A,, # @ is not symmetric. 
Summing up, we have established that V(G) = V(P) u A,, u A,,,. By r,, 
G contains all Alo A ,,.-edges. This implies that A,, and A lo. are clumps, 
whence A,, is a singleton, Alo = {a,,}, and A,,,* has at most one element 
a,,,. Accordingly, G is one of the graphs of Fig. 12 both of which have an 
involution. 
Figure 13 shows what is left of r, and r2 after Steps 2-8, i.e., after the 
elimination of Ai, i = 1, 3, 6, 7, 8, 9, 10, and their reflections. Solid lines 
represent edges in r, , dashed lines those in Tz. 
FIG. 13. rl and r2 after Step 8. 
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Step 9 (Hl, H2). Each of the sets A,,, A,,., Al2, A,,. has at most one 
element (denoted by a,,, a,,., etc.). 
From Fig. 13 it is immediate that V, = {p,,, p4} u A,. for any u E A ,, , 
and V,= (pO,pj,ps} uA, for any UEA,,. Hence A,, and A,, are clumps, 
and by symmetry the same holds for A,,* and A,,,. 
Step 10 (Hl, H2). A, and A,. are independent sets. 
From Fig. 13 the remaining neighbours of a4 in r, are ad* and as*. It 
suffices to show that if x is of one of these types and Q the vertex-set of a 
component of (Ad), then G contains either all or no xQ-edges. In other 
words, Q is a clump and hence a singleton; i.e., A, is independent. 
Let XEA,., Y, Y’ E A,, YEY’, and suppose that xEy, xi?y’. Then 
( pO p, y’yxp,) is an M,. Likewise, if x E ASS, then (pop, y’yxp5) is an 
M3. 
Steps l-10 were carried out on the strength of Hl and H2 alone. In 
the remainder of the proof we shall make use of H3, i.e., that G has no 
involution. We have to distinguish a number of cases. 




Hence up to symmetry there are four possibilities: 
case 1: A,,#0, A,,.#0; 
case2:A,,f0,Alz#0; 
case3:A,,#@,All.=A,,=A,,.=0; 
case 4: A,, = A,,, = 0. 
Step 11 (Hl, H2, H3). Consider first the cases in which A,, #@, 
i.e., cases 1, 2, 3. From the information derived in Steps l-9 we conclude 
that G must have the structure exhibited in Fig. 14. In the figure, the edges 
joining vertices in sets shown as circles have been omitted as they do not 
influence the bilateral symmetry of G (these are the edges of 
(A, u A, u A, u A,. u A,. )). Also omitted is the unique vertex belonging 
to U,; if it exists, it is adjacent to A2 and hence it also has no influence on 
the symmetry of G (see Step l(ii), (iv)). In all three cases G has an involu- 
tion, viz. po~ul,*, ps+-+all in case 1, and pO++pz, p3t*a,, in cases 2 
and 3. This contradicts (H3). 
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case 1 case 2 
FIGURE 14 
case 3 
In case 4 the edges of (A, u A4 u A, u A,. u A,.) must be taken into 
account, and more information about them is needed. From now on 
(Steps 12-15) it will be assumed that A,, = A,,. = @. 
Step 12 (Hl, H2. H3). G contains no A,A,.-edges. 
Consider the sets B := A4,4*, B* := A4*,4. We have to show that B = 0. 
Let x E B. Then 
I/,nA,= V,.nA, for any y, y’ E V, n A,.. (22) 
We shall denote this set by B,. To see that (22) holds suppose that there 
exists a pair of vertices y, y’ E V, n A 4* and an x’ E (V, n A+,)\ V,,. Then 
(pop, P+‘YY’) is an M,. 
From (22) and Step 10 it follows that S, := V, n A4. is a clump with 
Vy\Sx=Vy={p4}uA5~uA12~uBx forany YES,. 
Since S, # 0 by definition of B, we obtain that S, consists of a single 
vertex x*. 
Now note that B, = V,, n A, = {w E B:w* =x*}. Hence B, is a clump 
with 
V,,,\B,= V,,,={p,,x*}uA,uA,, for all w E B,, 
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B* 
FIG. 15. Edges between sets shown as circles are immaterial and have been 
and this implies that B, = {x}. Therefore 
c= {P1,x*}ubJ4*, v,*= {X,p4}uA5*uA12* 
for any x E B. On the other hand, 
vp*= (PlvP3) uA,uA,,, V,,={p*,p,}uA,*uA,,*. 
This means that given any x E B the map xc, p2, x* c) p3 is an involu- 
tion of G, a contradiction. Hence B = 0 as claimed (see Fig. 15). 
Step 13 (Hl, H2, H3). G contains no A,A,.-edges and, by symmetry, 
no A, A,.-edges. 
The proof is similar to that of Step 12 but more involved. Put C := A4.5*, 
C* := A5.,4, and by way of contradiction assume that Cf 0. 
(i) A,, = 0, because if A,, = {a12}, then a,,Ex and a,*i?y for any 
x~Cand ~EV,~A,,, whence <~~p~p~p~a~~xy) is an M2. 
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(ii) There are no A, A,.-edges. Take x E C, y E V, n A,, and suppose 
there exists an x’ E A,. which is adjacent to some y’ E AS. Then xEy’, x’Ey, 
yEy’, and by Step 12, xi&‘. Therefore ( pO pi ps xyx’y’ ) is an M, . 
(iii) A,* = 0. Consider S := {ps} u A,.. If x E Ad., then 
V.,\V(P)=(V,nA,)u(V,nA,)uA,~uA,,.=A,,uA,,. 
by Step 12 and (ii). If x = ps then by (i), 
Hence S is a clump which establishes the claim. 
(iv) The A,A,.-edges are isolated edges of (A4 u A,,). Let x E C. 
Put S, := V, n A,, and take y E S,. Then 
V, n A, is empty by Step 6. V, n A,, is contained in V,, and hence in S,; 
otherwise there is a z E (V, n A,.)\ V, and then ( p4 pszyxpl ) is an M,. As 
to Vy n A, we have that 
V),nA,= VYSnA, for any y, y’ E S, 
(denote this set by C,). For if not, then there exist y, y’ E S, and 
X’E (V, n A4)\b$ and therefore (pop1 psxx’yy’) is an M,. 
Thus we obtain that S, is a clump with exterior neighbourhood 
tP,;p;} u C,. Hence S, consists of a single vertex x*. This implies 
Xf 5* c S, = {x*}, i.e., 
V,, n ASS = a. (23) 
Using that V,. is a clump we get that C, = {x}, and this together with (23) 
and the fact that A, is independent says that xEx* is an isolated edge of 
(A,uA,.). 
To finish the proof of Step 13 we distinguish three cases. 
Case 13.1. A,,. # a, i.e., A12. = {alz.}. Then G has the structure given 
in Fig. 16.1. Hence given any x E C the map p,, c) x, a12* c* x* is an involu- 
tion of G. (In this case actually U, = @ but this is immaterial.) 
Case 13.2. A ,*. = 0, A, = 0. The hypothesis that A,,, = @ together 
with (i) implies that {p,,) u (A4\C) is a clump. Hence C= A4. Similarly, 
A, = 0 implies that (p4} u (A5.\C*) is a clump, whence C* = A,.. There- 




fore G has the form of Fig. 16.2. This means that if A, has two distinct 
elements x, y, then x c, y, x* ++ y* is an involution of G, a contradiction. 
Hence IA, ( = IA,. I= 1. But then p2 c) a4, p3 c) at, p4 -p5 is an involu- 
tion, where a4 is the unique vertex in A,. 
Case 13.3. A ,2* = @, A, # 0. As in the preceding case, C= A,. 
Furthermore, by Step 6 there are no A,C*-edges (recall that 
A 5. 3 C* # 0). This implies U, = 0, for if UE Uz, then by Step 1 (ii) its 
unique neighbour u belongs to A, and hence for any YE AS., 
(uup, pzp3 yp5) is a path of length 6. By Step l(iv) we then have 
A, = {Q}. On the other hand, G contains all a,A,-edges for if there exists 
an XEA, with xj?a,, then for any yeA,., (xp,p,a,p,p, y> is a path of 
length 6. Again by Step 6 this implies that A5 = 0. 
.Tt follows from the preceding that G is given by Fig. 16.3. As in Case 13.2 
we must have ) A, ( = 1, and hence a4 +-+ u2, at c* p4 is an involution of G, 
where, as before, A4 = {ad}. 
A contradiction is therefore reached in all cases. 
From Steps 6, 12, 13 it is clear that G has the structure shown in Fig. 17. 
One sees immediately that A, and A4. are clumps, hence IA, I < 1, 
IA,. 1 < 1; u4, u4. will denote the unique elements of the two sets. From r, 
at most one of the sets A,, and A,,. is non-empty. Hence w.1.o.g. there are 
two possibilities: A 12 = 0, A,2*#0 and A,,=A,,*=@. 
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FIGURE 17 
Step 14 (Hl, H2, H3). Consider the case A,,= 12/, Ar2*= (a,*,}. 
These assumptions immediately give that {pS} u A4* is a clump with 
exterior neighbourhood {p4, a,,.} u A,. . Hence A,. = 0. We distinguish 
two subcases. 
Case 14.1. A, = 0. Then {pl} u A, and {p4} u AS. are clumps, hence 
A, = A,, = 0 and G is the graph of Fig. 18.1. 
Case 14.2. A, # 0. Note first that u2 = 0 otherwise 
(PoP1P4P5a12gu~) is an Ml, where UE U, and u E A, is its unique 
neighbour. Hence by Step l(iv), A, = {u2}. Next, A, = 0 for if there is an 
x E AS, then xEa, by Step 6; also xEa,,, and hence (p2xpoa12* ps p4a,) is 
a path of length 6. 
Furthermore, there are no a,A,.-edges (again by Step 6). Hence G 
has the form given in Fig. 18.2. In both cases G has an involution, a 
contradiction. 
Step 15 (Hl, H2, H3). The last case is A,,= Al*.= 0. Here we get 
that { po} u A, and { p5} u A4* are clumps so that A, = A,, = 0. 
If AZ = 0, then {pl } u A5 and {p4} u A,. are clumps, whence also 
A, = A,, = 0. Thus G = P, a contradiction. 





(18.1) (18.2) \_/ 
There remains the case that A2 #@. The argument here is much the 
same as in Case 13.3. U2 must be empty because otherwise A, = A,, = 0, 
which means that V(G) = V(P) u A, u U2 and the natural involution of P 
can be extended to an involution of G, a contradiction. Therefore 
A, = (a,}, and since there are no (u2, A5 u A,.)-edges, A5 and A,. are 
clumps and hence consist of at most one vertex. One of the two sets is 
empty, otherwise there is a path of length 6; w.l.o.g., A,. = a. Thus G is 




A5 r As* = 0 A5 1 0, As* = 0 
FIGURE 19 
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5. EDGE-MINIMAL ASYMMETRIC GRAPHS 
The problem of determining those asymmetric graphs which are minimal 
in the usual sense (i.e., with respect to inclusion of both vertices and edges) 
is considerably easier to handle than that for induced subgraphs. 
5.1. THEOREM. The only edge-minimal asymmetric or edge-minimal 
involution-free graphs are M, and M,. 
We shall need the following auxiliary result which is well known. 
5.2. LEMMA. The only 2-connected graphs not containing a cycle of 
length 2 5 are K3, K4, K2,n and Ktn (i.e., KZ.n plus the edge joining the two 
vertices in the 2-element colour class), n z 2. 
Note that each of these graphs has an involution. 
Proof of Theorem 5.1. Let G be an edge-minimal asymmetric or edge- 
minimal involution-free graph. 
Claim 1. G contains no cycle of length 25. 
Suppose there is an n-cycle Cc G with n > 6. Then G is hamiltonian. For 
if not, there is an e E E(G)\,?(C) having exactly one endpoint in C, and 
then e together with an appropriately placed path P c C of length 5 forms . . an M,, a contradiction. 
If C has a diagonal of length 2, say e, (the length of a diagonal e of C 
is the length of a shortest path in C joining the two endpoints of e), then 
e, together with an appropriate path P c C of length 5 forms an M,. Hence 
all diagonals of C are of length > 3. For n 2 7 this means that G properly 
contains an M,. For n = 6 one has that G must be a hexagon with one, 
two, or three diagonals joining opposite vertices, and such a graph has an 
involution. 
A similar argument disposes of 5-cycles. Let Cc G be such a cycle. Then 
V(G)\ V(C) # Qr since no graph of order 5 is asymmetric (in fact, it has an 
involution). Every edge of G\C is incident with some vertex of C, otherwise 
G properly contains an M, . This implies that V, c V(C) for every x 4 V(C). 
Also, C has no diagonal, because if it did there would be an M,. Moreover, 
if x, y are two distinct vertices not in C, then V,= VY = a single vertex 
(again because of M,), so that xo y would be an involution. Hence G 
consists of C with a single vertex attached to it, but again, this is a graph 
having an involution. This establishes the claim. 
It follows from Lemma 5.2 that G is not 2-connected, and that each 
block of G is one of K,, K3, K4, K,,,, K:,, n > 2. 
Claim 2. Any block of G is a single edge or a triangle. 
Let B be a block of G. We consider three cases. 
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Case 1. Br K4. If two vertices of B are cutpoints of G, then G properly 
contains an M3. Hence exactly one vertex of B is a cutpoint, but then G 
has an automorphism whose action on B is an involution, and which is the 
identity elsewhere. 
Case 2. Br K,,, or K&, n > 3. Let U, u be the vertices of maximum 
degree in B. If B contains two cutpoints x, y of G and {x, y > # {u, u}, then 
G properly contains an Mr. If U, u are the only cutpoints of G belonging 
to B, then the other vertices of B can be permuted at will, i.e., G has an 
involution. Hence as in Case 1 at most one cutpoint of G lies in B, and this 
means again that G has an involution. 
Case 3. Br K2,2 or K&. Then because of M, at most two vertices of 
B are cutpoints of G, and by involution-freeness there are exactly two. 
Hence if G\B contains a path of length 2, then G properly contains Mr. It 
follows that G is of one of the types in Fig. 20 and therefore that it has an 
involution, completing the proof of Claim 2. (Depending on whether B is 
Kc2 or K,., the dashed edge is or is not present.) 
Now consider an arbitrary triangle A c G. Since G is involution-free, A 
cannot be an end-block and hence contains at least two cutpoints. This 
implies that if G\d contains a path of length 2, then G 3 M, and hence 
G = M3. If there is no path of length 2 in G\A, then G has the same form 
as the graphs of Fig. 20 except that A replaces B. Such a graph, however, 
has an involution and hence this latter possibility cannot arise. 1 
APPENDIX 1: COMPATIBILITY OF ADMISSIBLE TYPES FOR n > 6 
The following list contains compatibility information for all combina- 
tions c$ of admissible neighbourhood types for II 2 6, taking into account 
the natural involution of the path P = (p. . . .p,). Two entries are given, the 
first referring to P,,, the second to QaP. The symbols preceding the colon 
are the subscripts of the vertices of P which together with u and u induce 
an 44,; the number after the colon is i (recall that M0 designates a path of 
582b/53/1-6 
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length y1+ 1). II indicates that no Mi is present. For example, the entry in 
column yz line cli is 
ll;O,i-l,i,n-1,n:l 
which means that Pylor, contains no forbidden subgraph, and that the sub- 
graph of Qyza, induced by p,,, pip r, pi, pnP ,, pn, U, u is an Mr. In many 
cases more than one Mi is present but only one is given in the list. The con- 
vention introduced in Section 1 of writing the vertices of M,, M4, M, by 
following the hamiltonian path is not applied here. 
Yl Y2 y. (n = 6 only) 
ao,B,, 1235:6; 0 
a,,/?, 2346:6; 0 
a2,b2 0345:6; 0 
4, P, i-3, i-2, i- 1, i+2:6; 0 
3<i<n/2 
Y2 0125:6; II 
a, 12...n:O; 0 
a, 0; 12345:l 
a2 II; 0,2,3,n-1,n:l 
a, 0; O,i-l,i,n-l,n:l 
3<i<n/2 
/lo 12...n:o; II 
fl, Cl; 123n:3 
p, 0; 1, i, i+ 1, i+2:3 
2<i<n/2 
a0 12345:l; 0 
a, 0; 0156:3 
a2. 0; 2356:3 
aj 02356:l; 0 
/lo 12345:l; 0 
8, 0; 0256:3 
/I2 cl; 1345:3 
p3 1236:3; 0 
y, 1235:6; 0 
y2 12346:1;0134:3 
a0 a,, i> 1 
a, 12345:l; 0 
a2 0; 23456:l 
a3 0; 13456:l 
a4 0; 01356:l 
ai 0; 0,1,2,3,i+l:l 
5<i<n-1 
a, 0; 0, 1, 2, 3, n - 1 : 1 
Bo 0; 0 
/?, 1234:3; 0 
p2 0; 0134:3 
j?3 0; 3456:3 
b4 Cl; 1456:3 
8, 0; 0, 1,2,3, i+ 1:l 
5&i<n-1 












0; i-l, i+ 1, i+3, i+4,:3 0; 0345:3 
1 <i<n-4 pi 0; O,i-2,i-l,i:3 




mirror image of aOan ~, /Ii, i3 1 
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APPENDIX 2: ADMISSIBILITY OF 
THE NEIGHB~URHOOD TYPES FOR INDUCED LENGTH 5 
The following table shows for every subset CI of (0, . . . . 5} (to within 
reflection) whether or not u is admissible with respect to 3 = {M,, . . . . M,}, 
where M0 is a path of length 6. The numbers to the left of the bars are the 
elements of c1 in lexicographic order. A number in parentheses, say (i), 
means that u is the admissible type cli. If CI is inadmissible, the numbers 
after the bar indicate which forbidden subgraph occurs in P,. For example, 
in the second row, 1 l(4) means that { 1 } is the admissible type a,; 
013101234:5 means that (0, 1, 3) is inadmissible, the subgraph of PIo,l,jj 
induced bypO,pl,pZ,p3,p4,~ being anM5. 
0 012345:O 
1 (4) 



























0235 01235 : 7 
1234 01245:3 
01234 02345 : 6 
01235 02345 : 7 
01245 01235:6 
012345 (1) 
APPENDIX 3: COMPATIBILITY OF 
ADMISSIBLE TYPES FOR n = 5 
The same conventions apply as for Appendix 1. Thus the entry in 
column a4, line 5, is 12345: 1; Cl, meaning that the subgraph of Porqors n 
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a6 
5 12345:l; 0 
6 0; 0134.: 
7 II;0 
8 1234:3; 0 
9 0; 0134:3 
10 12345:l; 0 
11 Ll;o 
12 01345:o; 0 
4* 0; 0 
5* 0; 0 
6* 0; 01234:2 
7* 0; 2345:3 
8* 0; 2345:6 
9* 0; 1345:3 
10* 0; 01345:o 
11* 0; 0145:3 


















































10 0; 0345:3 
11 0; 01345:2 01245:1;0145:3 
12 0234:3; II 01245:4;0145:3 0; 0134:3 
9* 0124:3; 0 
lO* 0125:3; II 01245:O; 0 
11* 0; 0145:3 01245:1;01245:4 0; 01245:2 
12* 0; 0234:6 01345:2; 0145:3 02345:4; 0124:3 01245:2;0134:3 
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