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A POINTWISE CUBIC AVERAGE FOR TWO COMMUTING
TRANSFORMATIONS
SEBASTI ´AN DONOSO AND WENBO SUN
Abstract. Huang, Shao and Ye recently studied pointwise multiple aver-
ages by using suitable topological models. Using a notion of dynamical
cubes introduced by the authors, the Huang-Shao-Ye technique and the
Host machinery of magic systems, we prove that for a system (X, µ, S , T )
with commuting transformations S and T , the average
1
N2
N−1∑
i, j=0
f0(S ix) f1(T jx) f2(S iT jx)
converges a.e. as N goes to infinity for any f0, f1, f2 ∈ L∞(µ).
1. Introduction
1.1. Pointwise convergence for cube averages. A system (X,X, µ, S , T )
with two commuting transformations S and T is a probability space (X,X, µ)
endowed with two commuting measure preserving transformations S , T :
X → X. In this paper, we study the pointwise convergence of a cubic aver-
age in such a system.
The existence of the limit in L2 of the averages
(1.1) lim
N→∞
1
N2
N−1∑
i, j=0
f0(T ix) f1(T jx) f2(T i+ jx)
was proved by Bergelson [3] and was generalized in [10] and [11] to higher
orders averages. There are two possible generalizations of these averages
to systems with commuting transformations: one is to study averages of the
form
(1.2) lim
N→∞
1
N2
N−1∑
i, j=0
f0(S ix) f1(T jx) f2(Ri+ jx)
for commuting transformations S , T and R. Another is to study averages of
the form
(1.3) lim
N→∞
1
N2
N−1∑
i, j=0
f0(S ix) f1(T jx) f2(S iT jx)
1
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for commuting transformations S and T .
The existence of the pointwise limit of (1.2) was proved by Assani [1]
for three transformations and it was generalized to an arbitrary number of
transformations by Chu and Frantzikinakis [6]. It is worth noting that in
fact no assumption of commutativity of the transformations is required.
In contrast, the average (1.3) has a very different nature. Leibman [16]
showed that convergence of (1.3) fails (even in L2) without commutativity
assumptions. When the transformations commute, the L2 convergence of
(1.3) (and its higher order versions) was first proved by Austin [2] based
on the work of Tao [17] and then by Host [9] using a different method. In
order to prove this result, Host introduced the notion of magic extensions,
which allows one to study such averages in an extension system with con-
venient properties. It is natural to ask if the averages in (1.3) converges in
the pointwise sense. In this paper, we prove:
Theorem 1.1. Let (X, µ, S , T ) be an ergodic measure preserving system with
commuting transformations S and T . Then the average
1
N2
N−1∑
i, j=0
f0(S ix) f1(T jx) f2(S iT jx)
converges a.e. as N goes to infinity for any f0, f1, f2 ∈ L∞(µ).
Recently Huang, Shao and Ye [13] proved the pointwise convergence of
multiple averages for a single transformation on a distal system. So a natu-
ral question arises from Theorem 1.1: If (X, µ, S , T ) is an ergodic measure
preserving system with commuting transformations S and T , does the aver-
age
1
N
N−1∑
i=0
f0(S ix) f1(T ix)
converge in the pointwise sense as N goes to infinity? Very little is known
towards this question up to now. In [7], Demeter and Thiele obtained the
pointwise convergence a variation of this average. The case when S and T
are powers of some ergodic transformation was solved by Bourgain [4], but
no further results were known.
1.2. Strict ergodicity for dynamical cubes. The main ingredient in prov-
ing Theorem 1.1 is to find a suitable topological model for the original sys-
tem. This means finding a measurable conjugacy to a space with a con-
venient topological structure. Jewett-Krieger’s Theorem states that every
ergodic system has a strictly ergodic model (see Section 2.2 for definitions)
and it is known that one can add some additional properties to the topolog-
ical model.
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In this paper, we are interested in the strict ergodicity property of the
dynamical cube space of a topological model. Let X be a compact metric
space and S , T : X → X be two commuting homeomorphisms. The dynam-
ical cube space QS ,T (X) is defined to be
QS ,T (X) = {(x, S ix, T jx, S iT jx) : x ∈ X, i, j ∈ Z}.
This object was introduced in [8] motived by Host’s work [9] and results
in a useful tool to study products of minimal systems and their factors. A
classical argument using Birkhoff Ergodic Theorem (see, for example, the
proof of Theorem 5.1) shows that the strict ergodicity property of QS ,T (X)
is connected to pointwise multiple convergence problems such as Theorem
1.1 and Theorem 5.1. We ask the following question:
Question 1.2. For any ergodic system (X, µ, S , T ) with two commuting trans-
formations S and T , is there a topological model (X̂, Ŝ , T̂ ) of X such that
(QS ,T (X̂),GŜ ,T̂ ) is strictly ergodic? Here GŜ ,T̂ is the group of action gener-
ated by id × Ŝ × id × Ŝ , id × id × T̂ × T̂ and R̂ × R̂ × R̂ × R̂, where R̂ = Ŝ or
T̂ .
Huang, Shao and Ye [12] gave an affirmative answer to this question for
the case S = T . Although this question remains open in the general case,
such a model always exists in an extension system of the original one. We
prove the following theorem, which is the main tool to study Theorem 1.1:
Theorem 1.3. For any ergodic system (X, µ, S , T ) with two commuting trans-
formations S and T , there exists an extension system (Y, ν, S , T ) of X and a
topological model (Ŷ , Ŝ , T̂ ) of Y such that (QS ,T (Ŷ),GS ,T ) is strictly ergodic.
It is worth noting that since every measurable function on the original
system can be naturally lifted to a function on the extension system, this
result is already sufficient for our purposes.
1.3. Proof Strategy and organization. Conventions and background ma-
terial are in Section 2. To prove Theorem 1.3, we refine the technique of
Host in [9] to find a suitable magic extension of the original system in Sec-
tion 3. Then we use the method of Huang, Shao and Ye [12] to find a
desired model for this extension system in Section 4. The announced point-
wise convergence result (Theorem 1.1) follows from Theorem 1.3, and we
explain how this is achieved in Section 5.
2. Background Material
2.1. Measure preserving systems. A measure preserving system is a 4-
tuple (X,X, µ,G0), where (X,X, µ) is a probability space and G0 is a group
of measurable, measure preserving transformations acting on X. When
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there is no confusion, we omit the σ-algebra X and assume without lose
of generality that the probability space is standard.
A measure preserving system (X, µ,G0) is ergodic if any G0-invariant set
of X has measure 0 or 1.
If T : X → X is an invertible, measurable, measure preserving transfor-
mation, we let (X, µ, T ) denote the measure preserving system (X, µ, {T i :
i ∈ Z}). If S : X → X and T : X → X are two commuting measure preserv-
ing transformations of X (i.e S T = TS ), we write (X, µ, S , T ) to denote the
measure preserving system (X, µ, {S iT j : i, j ∈ Z}).
A factor map between the measure preserving systems (Y, ν,G0) and (X, µ,
G0) is a measure preserving map π : Y → X such that π ◦ g = g ◦ π for all
g ∈ G0. If π is a bi-measurable bijection, we say that π is an isomorphism
and that (Y, ν,G0) and (X, µ,G0) are isomorphic.
2.2. Topological dynamical systems and models. A topological dynami-
cal system is a pair (X,G0), where X is a compact metric space and G0 is a
group of homeomorphisms of the space X. A topological system (X,G0) is
minimal if for any x ∈ X, its orbit {gx : g ∈ G0} is dense in X.
If S : X → X and T : X → X are two commuting homeomorphisms
of X, we write (X, T ) to denote (X, {T n : n ∈ Z}) and (X, S , T ) to denote
(X, {S nT m : n,m ∈ Z}). Since we deal with both measure preserving sys-
tems and topological dynamical systems, we always write the measure for
a measure preserving system to distinguish them.
Convention 2.1. Throughout this paper, when we consider a system (mea-
surable or topological) (X, µ, S , T ) with commuting transformations S and
T , we always use G  Z2 to denote the group generated by S and T.
A (topological) factor map between the topological dynamical systems
(Y,G0) and (X,G0) is an onto, continuous map π : Y → X such that π ◦ g =
g ◦ π for all g ∈ G0. We say that (Y,G0) is an extension of (X,G0) or
that (X,G0) is a factor of (Y,G0). When π is bijective, we say that π is
an (topological) isomorphism and that (Y,G0) and (X,G0) are (topological)
isomorphic.
By the Krylov-Bogolyubov Theorem, every topological dynamical sys-
tem (X,G0) admits an invariant measure. When this measure is unique,
we say that (X,G0) is uniquely ergodic. In addition, we say that (X,G0) is
strictly ergodic if it is minimal and uniquely ergodic.
We state here a well known theorem for the case when G0 is spanned by
d commuting transformations T1, . . . , Td.
Theorem 2.2. Let (X,G0) be a topological dynamical system. The following
are equivalent
(1) (X,G0) is uniquely ergodic.
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(2) For any continuous function f , the average
1
Nd
∑
i1 ,...,id∈[0,N−1]
f (T i11 · · ·T idd x)
converges uniformly to ∫ f dµ as N goes to infinity.
A deep connection between measure preserving systems and topological
dynamical systems is the Jewett-Krieger Theorem [14, 15] which asserts
that every ergodic system (X, µ, T ) is isomorphic to a strictly ergodic topo-
logical dynamical system (X̂, µ̂, T̂ ), where µ̂ is the unique ergodic measure
of (X̂, T̂ ). We say that (X̂, T̂ ) is a topological model for (X, µ, T ).
Further refinements have been given to the Jewett-Krieger Theorem. We
state the one which is useful for our purposes.
Definition 2.3. Let (X, µ,G0) be a measure preserving system. We say that
G acts freely on X (or the system (X, µ,G0) is free) if any non-trivial g ∈ G
defines a transformation different from the identity transformation on X.
Particularly, we say that a system (X, µ, S , T ) with commuting trans-
formations is free if S iT j is not the identity transformation on X for any
(i, j) , (0, 0).
Theorem 2.4 (Weiss-Rosenthal [18]). Let G0 be an amenable group and
let π : Y → X be a factor map between two measure preserving systems
(Y, ν,G0) and (X, µ,G0). Suppose that (X, µ,G0) is free and (X̂, Ĝ0) is a
strictly ergodic model for (X, µ,G0). Then there exits a strictly ergodic
model (Ŷ ,G0) for (Y, ν,G0) and a topological factor map π̂ : Ŷ → X̂ such
that the following diagram commutes:
X X̂
Y × W Ŷ × Ŵ
π
Φ
π̂
φ
Here we mean that Φ and φ are measure preserving isomorphisms and
π ◦ Φ = φ ◦ π̂.
In this case, we say that π̂ : Ŷ → X̂ is a topological model for π : Y → X.
2.3. Host magic extensions. The Host magic extension was first intro-
duced in [9] to prove the L2 convergence of multiple ergodic averages for
systems with commuting transformations. Then Chu [5] used this tool to
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study the recurrence problems in the same setting of systems. We recall
that this construction is valid for an arbitrary number of transformations,
but for convenience we state it only for two transformations S and T .
2.3.1. The Host measure.
Definition 2.5. For any measure preserving transformation R of the system
(X,X, µ), we let IR denote the σ-algebra of R-invariant sets.
Let X∗ denote the space X4. Let µS be the relative independent square of
µ over IS , meaning that for all f0, f1 ∈ L∞(µ) we have∫
X2
f0(x0) f1(x1)dµS =
∫
X
E( f1|IS )E( f1|IS )dµ,
where E( f |IS ) is the conditional expectation of f on IS . It is obvious that
µS is invariant under id × S and g × g for g ∈ G.
Let µS ,T denote the relative independent square of µS over IT×T . Hence
for all f0, f1, f2, f3 ∈ L∞(µ) we have that∫
X4
f0(x0) f1(x1) f2(x2) f3(x3)dµS ,T =
∫
X2
E( f0 ⊗ f1|IT×T )E( f2 ⊗ f3|IT×T )dµS .
The measure µS ,T is invariant under id×S × id×S , id× id×T ×T and under
g × g × g × g for all g ∈ G.
Let S ∗ and T ∗ denote the transformations id × S × id × S and id × id ×
T × T respectively. Then (X∗, µS ,T , S ∗, T ∗) is a system with commuting
transformations S ∗ and T ∗. Let π denote the projection (x0, x1, x2, x3) → x3
from X∗ to X. Then π defines a factor map between (X∗, µS ,T , S ∗, T ∗) and
(X, µ, S , T ). We remark that the system (X∗, µS ,T , S ∗, T ∗) may not be ergodic
even if (X, µ, S , T ) is ergodic.
2.3.2. The Host seminorm. Let f ∈ L∞(µ). The Host seminorm [9] is de-
fined to be the quantity
||| f |||µ,S ,T =
(∫
X4
f (x0) f (x1) f (x2) f (x3)dµS ,T
)1/4
.
We have
Proposition 2.6 ([9], Proposition 2).
(1) For f0, f1, f2, f3 ∈ L∞(µ), we have∫
X4
f0 ⊗ f1 ⊗ f2 ⊗ f3dµS ,T ≤ ||| f0|||µ,S ,T ||| f1|||µ,S ,T ||| f2|||µ,S ,T ||| f3|||µ,S ,T
(2) |||·|||µ,S ,T is a seminorm on L∞(µ).
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We recall some standard notation. For any two σ-algebras A and B of X,
let A∨B denote the σ-algebra generated by {A∩ B : A ∈ A, B ∈ B}. If f is
a measurable function on (X,X, µ) and A is a sub-algebra of X, let E( f |A)
denote the conditional expectation of f over A.
Definition 2.7. Let (X, µ, S , T ) be a measure preserving system with com-
muting transformations S and T . We say that (X, µ, S , T ) is magic if
E( f |IS ∨ IT ) = 0 if and only if ||| f |||µ,S ,T = 0.
The connection between the Host measure µS ,T and magic systems is:
Theorem 2.8 ([9], Theorem 2). The system (X∗, µS ,T , S ∗, T ∗) defined in Sec-
tion 2.3.1 is a magic extension system of (X, µ, S , T ).
2.4. Dynamical cubes. The following notion of dynamical cubes for a sys-
tem with commuting transformations was introduced and studied in [8]:
Definition 2.9. Let (X, S , T ) be a topological dynamical system with com-
muting transformations S and T . We let GS ,T denote the subgroup of G4
generated by id × S × id × S , id × id × T × T and g × g × g × g, g ∈ G.
For any R ∈ G, let GR denote the subgroup of G2 generated by id × R and
g × g, g ∈ G.
Definition 2.10. Let (X, S , T ) be a topological dynamical system with com-
muting transformations S and T and let R ∈ G. We define
QS ,T (X) = {(x, S ix, T jx, S iT jx) : x ∈ X, i, j ∈ Z};
QR(X) = {(x,Rix) ∈ X : x ∈ X, i ∈ Z}.
3. The existence of free magic extensions
In this section, we strengthen Theorem 2.8 for our purposes by requiring
the magic extension to be also ergodic and free. We remark that there are a
lot of interesting systems with commuting transformations where the action
is not free. For example, the system (X, µ, S , S i), where S is an ergodic
measure preserving transformation of X and i ∈ Z, i , 1. However, we have
Theorem 3.1. Let (X, µ, S , T ) be an ergodic system with commuting trans-
formations S and T . Suppose that S i and T j are not the identity for any
i, j ∈ Z \ {0}. Then there exists a magic extension (X̂, ν, S ∗, T ∗) where the
action of Z2 is free and ergodic.
Remark 3.2. By Theorem 2.8, (X∗, µS ,T , S ∗, T ∗) is a magic extension of X,
but since (X∗, µS ,T , S ∗, T ∗) may not be ergodic, we need to decompose the
measure µS ,T in order to get an ergodic magic extension of X.
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Proof. Consider the measure µS ,T on X∗ = X4. We claim that µS ,T ({~x :
S ∗iT ∗ j~x , ~x}) = 1 for every i, j ∈ Z. Let A∗i, j denote the set {~x : S ∗iT ∗ j~x ,
~x}. Then the complement of A∗i, j is included in the union of the sets X ×A×
X × X and X × X × B × X, where A = {x : S ix = x} and B = {x : T jx = x}.
Since the projection of µS ,T onto any coordinate equals µ, we have that
µS ,T (A∗ci, j) ≤ µ(A) + µ(B) = 0. Therefore, writing A∗ =
⋂
i, j∈Z A∗i, j, we have
that µS ,T (A∗) = 1.
Let
µS ,T =
∫
µS ,T,~xdµS ,T (~x)
be the ergodic decompositions of µS ,T under S ∗ and T ∗. Then we have that
µS ,T,~x(A∗) = 1 for µS ,T -a.e. ~x ∈ X̂. By Proposition 3.13 of [5], for µS ,T -
almost every ~x ∈ X̂, the system (X∗, µS ,T,~x, S ∗, T ∗) is a magic extension of
(X, µ, S , T ). Hence, we can pick ~x0 ∈ A∗ such that (X∗, µS ,T,~x0 , S ∗, T ∗) is a
magic extension. This is a magic ergodic free extension of (X, µ, S , T ). 
We prove some properties for later use. In the rest of this section, we
assume that (X, µ, S , T ) is a free magic ergodic measure preserving system.
Let W denote the σ-algebra IS ∨ IT and let ZS ,T be the factor associated
to this σ-algebra.
Lemma 3.3. ZS ,T is isomorphic to the product of two ergodic systems.
Proof. Let A ∈ IT and B ∈ IS . We have that limN→∞ 1N2
∑N−1
i, j=0 1A ◦ S i ◦ T j
converges in L2(µ) to µ(A). Since A is invariant under T , we have that
limN→∞ 1N
∑N−1
j=0 1A ◦S j converges to µ(A). Similarly limN→∞ 1N
∑N−1
j=0 1B ◦S j
converges to µ(B). It follows that
lim
N→∞
1
N2
N−1∑
i, j=0
1A∩B ◦ S i ◦ T j = lim
N→∞
1
N2
N−1∑
i, j=0
1A1B ◦ S i ◦ T j = µ(A)µ(B).
Since (X, µ, S , T ) is ergodic, this limit equals µ(A ∩ B) and therefore µ(A ∩
B) = µ(A)µ(B).
We conclude that the map A ∩ B → A × B defines a measure preserving
isomorphism between (X,IT ∨ IS , µ, S , T ) and (X × X,IT ⊗ IS , µ ⊗ µ, S ×
id, id × T ).

For convenience, we write (ZS ,T , S , T ) = (Y × W, σ × id, id × τ).
Lemma 3.4. The σ-algebra of (T ×T )-invariant sets on (X2, µS ) is measur-
able with respect to W2.
Proof. We follow the proof of Proposition 4.7 of [11]. It suffices to show
that
E( f0 ⊗ f1|I(T × T )) = E(E( f0|W) ⊗ E( f1|W)|I(T × T )).
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It suffices to to prove this equality when E( fi|W) = 0 for i = 0 or 1. By
Proposition 2.6, we have that
∫
f0⊗ f1⊗ f0⊗ f1dµS ,T =
∫
|E( f0⊗ f1|I(T ×T )|2dµS ≤ ||| f0||| ||| f1||| ||| f0||| ||| f1||| ,
which implies that E( f0 ⊗ f1|I(T × T )) = 0 whenever ||| fi||| = 0 for i = 0 or
1. Since the system is magic, this is equivalent to E( fi|W) = 0 for i = 0 or
1, and we are done.

4. Strict ergodicity for dynamical cubes
This section is devoted to the proof of Theorem 1.3. By Theorem 3.1, it
suffices to prove the following theorem:
Theorem 4.1. For any free ergodic magic system (X, µ, S , T ) with two com-
muting transformations S and T , there exists a topological model (X̂, Ŝ , T̂ )
of X such that (QS ,T (X̂),GS ,T ) is strictly ergodic.
4.1. A special case: product systems. We start by proving a special case
of Theorem 4.1.
Lemma 4.2. Let (Y, σ) and (W, τ) be two strictly ergodic systems with unique
measures ρY and ρW . Then (Y × W, σ × id, id × τ) is strictly ergodic with
measure ρY ⊗ ρW .
Proof. Let λ be an invariant measure on Y×W. Since Y is uniquely ergodic,
the projection onto the first coordinate of λ is ρY . Using the disintegration
with respect to Y , we have that
λ =
∫
Y
δy × λydρY .
Since λ is invariant under id × τ, we have that
(id × τ)λ = λ =
∫
Y
δy × τλydρY .
By the uniqueness of the disintegration, we get that τλy = λy ρY-a.e.
Since (W, τ) is uniquely ergodic, a.e. we have that λy = ρW and therefore
λ =
∫
Y
δy × ρWdρY = ρY ⊗ ρW .

The next corollary follows immediately from Lemma 4.2:
Corollary 4.3. Let ((Xi, Ti))ni=1 be strictly ergodic systems with measures
(ρi)ni=1. The system (
∏
Xi,⊗Ti) is strictly ergodic with measure ⊗ρi.
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We are now ready to prove Theorem 4.1 for the case when the system is
a product:
Proposition 4.4. Let (Y, σ) and (W, τ) be two strictly ergodic systems with
unique measures ρY and ρW . Then Qσ×id,id×τ(Y×W) is uniquely ergodic with
measure νσ×id,id×τ, where ν = ρY ⊗ ρW . Particularly, (Qσ×id(Y × W),Gσ×id)
is strictly ergodic with measure νσ×id.
Proof. By definition, we deduce that
Qσ×id,id×τ(Y × W) = {((y,w), (y′,w), (y,w′), (y′,w′)) : y, y′ ∈ Y,w,w′ ∈ W}
and Gσ×id,id×τ is the group spanned by
(σ × id) × (σ × id) × (σ × id) × (σ × id)
(id × τ) × (id × τ) × (id × τ) × (id × τ)
(id × id) × (σ × id) × (id × id) × (σ × id)
(id × id) × (id × id) × (id × τ) × (id × τ).
We may identify Qσ×id,id×τ(Y ×W) with Y × Y ×W ×W under the map φ((y,w), (y′,w), (y,w′), (y′,w′)) 7→ (y, y′,w,w′).
We remark that Gσ×id,id×τ is mapped to the group spanned by
σ×σ× id× id, id× id× τ× τ, id×σ× id× id and id× id× id× τ.
This is the same as the group spanned by
σ× id× id× id, id× id× τ× id, id×σ× id× id and id× id× id× τ.
By Corollary 4.3, this system is uniquely ergodic with measure ρY⊗ρY⊗ρW⊗
ρW . Since νσ×id,id×τ is an invariant measure on Qσ×id,id×τ(Y×W), we have that
it is the unique invariant measure and it coincides with φ−1(ρY⊗ρY⊗ρW⊗ρW).

4.2. Proof of the general case. Throughout this section, we consider (X, µ,
S , T ) as a fixed system which is magic, ergodic and free, and we follow the
notations in the previous section. By Lemma 3.3, the factor associated to
the σ-algebra W = IS ∨ IT has the form (Y × W, σ × id, id × τ), where
(Y, σ) and (W, τ) are ergodic systems.
Lemma 4.5. There exists a strictly ergodic topological model for the factor
map π : X → Y × W.
Proof. By the Jewett-Krieger Theorem, we can find strictly ergodic models
(Ŷ , σ̂) and (Ŵ, τ̂) for (Y, σ) and (W, τ), respectively. Let ρY and ρW denote
the unique ergodic measures on these systems. By Lemma 4.2, (Ŷ × Ŵ, σ̂×
id, id × τ̂) is a strictly ergodic model for (Y × W, σ × id, id × τ) with unique
invariant measure ρY ⊗ ρW .
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By Theorem 2.4, there exists a strictly ergodic model π̂ : X̂ → Ŷ × Ŵ for
π : X → Y × W. 
We are now ready to prove Theorem 4.1:
Proof of Theorem 4.1. For any free ergodic magic system (X, S , T ), let π :
X → (Y × W, σ × id, id × τ) be the factor map associated to the σ-algebra
W = IS ∨ IT . Let π̂ : X̂ → Ŷ × Ŵ be the topological model given by
Lemma 4.5. We claim that (QS ,T (X̂),GS ,T ) is strictly ergodic.
To simplify the notation, we replace X̂, Ŵ , Ŷ , etc by X, W, Y etc. It was
proved in Proposition 3.14 of [8] that (QS ,T (X),GS ,T ) is a minimal system.
So it suffices to show unique ergodicity.
Claim 1: (QS (X),GS ) is uniquely ergodic with measure µS .
We recall that the factor of X corresponding to IS is (W, id, τ).
Suppose that the ergodic decomposition of µ under S is
µ =
∫
W
µωdρW(ω).
Then
µS =
∫
W
µω × µωdρW(ω).
Let πW : X → W be the factor map and let λ be a GS -invariant measure on
QS (X). For i = 0, 1, let pi : (QS (X),GS ) → (X,G) be the projection onto the
i-th coordinate. Then piλ is a G-invariant measure of X. Therefore, piλ = µ.
Hence we may assume that
λ =
∫
X
δx × λxdµ(x)
is the disintegration of λ over µ. Since λ is (id × S )-invariant, we have that
λ = (id × S )λ =
∫
X
δx × λS xdµ(x).
The uniqueness of disintegration implies that λS x = λx for µ-a.e. x ∈ X. So
the map
F : X → M(X) : x 7→ λx
is an S -invariant function. Hence we can write λx = λπW (x) for µ-a.e. x ∈ X.
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Then we have
λ =
∫
X
δx × λxdµ(x) =
∫
X
δx × λπW (x)dµ(x)
=
∫
W
∫
X
δx × λωdµω(x)dρW(ω)
=
∫
W
(
∫
X
δxdµω(x)) × λωdρW(ω)
=
∫
W
µω × λωdρW(ω).
Recall that Qid(W) = ∆W and Gid is spanned by (τ, τ). Therefore (Qid(W),
Gid) is isomorphic to (W, τ). Particularly, it is uniquely ergodic and for
convenience we let PW denote its invariant measure.
Let π2Y : (QS (X),GS ) → (Qid(W),Gid) be the natural factor map. We have
that
π2W(λ) = PW .
Thus
π(µω) = π(λω) = δω.(4.1)
On the other hand, p1(λ) = p2(λ) = µ implies that
µ =
∫
W
µωdρW(ω) =
∫
W
λωdρW(ω).(4.2)
By (4.1), (4.2) and the uniqueness of disintegration, we have that λω =
µω, ρW-a.e. ω ∈ W. So
λ =
∫
W
µω × µωdρW(ω) = µS .
This finishes the proof of Claim 1.
Claim 2: (QS ,T (X),GS ,T ) is uniquely ergodic with unique measure µS ,T .
Let λ be a GS ,T -invariant measure on QS ,T (X). Let p1, p2 : (QS ,T (X),GS ,T )
→ (QS (X),GS ) be the projection onto the first two and last two coordinates,
respectively. Then piλ is a GS -invariant measure of QS (X) and therefore,
piλ = µS . Hence we may assume that
λ =
∫
QS (X)
δx × λxdµS (x)
is the disintegration of λ over µS . Since λ is (id × id × T × T )-invariant, we
have that
λ = (id × id × T × T )λ =
∫
QS (X)
δx × λ(T×T )xdµS (x).
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The uniqueness of disintegration implies that λ(T×T )x = λx for µS -a.e. x ∈
QS (X). So the map
F : QS (X) → M(X4) : x 7→ λx
is a (T × T )-invariant function and therefore F is IT×T -measurable.
Let (ΩS ,T , P) be the factor of (X × X, µS ) corresponding to the subalge-
bra IT×T and let φ denote the corresponding factor map. Suppose that the
ergodic decomposition of µS under T × T is
µS =
∫
ΩS ,T
µS ,ωdP(ω).
Then
µS ,T =
∫
ΩS ,T
µS ,ω × µS ,ωdP(ω).
Hence we can write λx = λφ(x) for µS -a.e. x ∈ QS (X). Then we have
λ =
∫
QS (X)
δx × λxdµS (x) =
∫
QS (X)
δx × λφ(x)dµS (x)
=
∫
ΩS ,T
∫
QS (X)
δx × λωdµS ,ω(x)dP(ω)
=
∫
ΩS ,T
(
∫
QS (X)
δxdµS ,ω(x)) × λωdP(ω)
=
∫
ΩS ,T
µS ,ω × λωdP(ω).
Recall that π : X → Y × W is the factor map. Let
π4 : (QS ,T (X),GS ,T ) → (Qσ×id,id×τ(Y × W),Gσ×id,id×τ)
be the natural factor map. By Lemma 3.4, there exists a factor map α : (Y ×
W)2 → ΩS ,T such that α ◦ π2 = φ2.
Let ν = ρY ⊗ ρW denote the unique invariant measure on Y × W. By
Proposition 4.4, we have that (QS ,T (Y × W),Gσ×id,id×τ) is uniquely ergodic
and νS ,T is its unique invariant measure.
Suppose that the ergodic decomposition of νS under T × T is
νS =
∫
ΩS ,T
νS ,ωdP(ω).
Then we have
νS ,T =
∫
ΩS ,T
νS ,ω × νS ,ωdP(ω).
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Since π4λ is an invariant measure on Qσ×id,id×τ(Y × W), we have that
π4(λ) = νS ,T =
∫
ΩS ,T
νS ,ω × νS ,ωdP(ω).
Since φ2 = α ◦ π2, we have that
φ2(µS ,ω) = φ2(λω) = α(νS ,ω) = δω.(4.3)
On the other hand, p1(λ) = p2(λ) = µ implies that
µS =
∫
ΩS ,T
µS ,ωdP(ω) =
∫
ΩS ,T
λωdP(ω).(4.4)
By (4.3), (4.4) and the uniqueness of disintegration, we have that λω =
µS ,ω, P-a.e. ω ∈ ΩS ,T . So
λ =
∫
ΩS ,T
µS ,ω × µS ,ωdP(ω) = µS ,T .
Thus (QS ,T (X),GS ,T ) is strictly ergodic with unique measure µS ,T . 
5. Applications to pointwise results
We apply results in previous sections to deduce some convergence re-
sults. We remark that if S i is the identity for some i , 0, the averages
we consider in this section reduce to the Birkhoff ergodic theorem. So the
difficult case is when the systems (X, µ, S ) and (X, µ, T ) are free, and we
make this assumption throughout this section. Since the averages we con-
sider can be deduced by proving them in an extension of X, by Theorem 3.1
we may assume that (X, µ, S , T ) is a magic free ergodic system. By Theo-
rem 4.1, we may take a strictly topological model (X̂, Ŝ , T̂ ) for X such that
(QS ,T (X̂),GŜ ,T̂ ) is strictly ergodic. So (omitting the symbol ̂ to simplify
notation), throughout all this section we assume that (X, µ, S , T ) is a magic
free ergodic system and that (QS ,T (X),GS ,T ) is strictly ergodic.
Theorem 5.1. Let (X, µ, S , T ) be an ergodic measure preserving system. Let
f0, f1, f2, f3 ∈ L∞(µ). Then
lim
N→∞
1
N4
N−1∑
i, j,k,p=0
f0(S iT jx) f1(S i+kT jx) f2(S iT j+px) f3(S i+kT j+px)
converges almost everywhere to
∫
f0 ⊗ f1 ⊗ f2 ⊗ f3dµS ,T .
Proof. Since it suffices to prove the result in any extension system of X,
by Theorem 3.1, we may assume that (X, µ, S , T ) is a magic free ergodic
system. By Theorem 4.1, we may take a strictly topological model (X̂, Ŝ , T̂ )
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for X such that (QS ,T (X̂),GŜ ,T̂ ) is strictly ergodic. To simplify the notation,
we omit the symbol ̂ in the sequel.
Recall that GS ,T is a Z4-action spanned by S × S × S × S , T × T × T × T ,
id × S × id × S and id × id × T × T .
Let f0, f1, f2, f3 ∈ L∞(µ) and fix ǫ > 0. Let f̂0, f̂1, f̂2, f̂3 be continuous
functions on X such that ‖ fi − f̂i‖1 < ǫ for i = 0, 1, 2, 3. We can assume that
all functions are bounded by 1 in L∞ norm. For simplicity, denote
I(h0, h1, h2, h3) =
∫
h0 ⊗ h1 ⊗ h2 ⊗ h3dµS ,T
and
EN(h0⊗h1⊗h2⊗h3)(x) = 1N4
N−1∑
i, j,k,p=0
h0(S iT jx)h1(S i+kT jx)h2(S iT j+px)h3(S i+kT j+p x)
for x ∈ X, h0, h1, h2, h3 ∈ L∞(µ). By the telescoping inequality, we have
|EN( f0 ⊗ f1 ⊗ f2 ⊗ f3)(x) − I( f0, f1, f2, f3)|
≤
∣∣∣∣EN( f0 ⊗ f1 ⊗ f2 ⊗ f3)(x) − EN( f̂0 ⊗ f̂1 ⊗ f̂2 ⊗ f̂3)(x)∣∣∣∣
+
∣∣∣∣EN( f̂0 ⊗ f̂1 ⊗ f̂2 ⊗ f̂3)(x) − I( f0, f1, f2, f3)∣∣∣∣
≤
1
N2
∑
i, j
| f0(S iT jx) − f̂0(S iT jx)| + 1N3
∑
i, j,k
| f1(S i+kT jx) − f̂1(S i+kT jx)|
+
1
N3
∑
i, j,p
| f2(S iT j+px) − f̂2(S iT j+px)| + 1N4
∑
i, j,k,p
| f3(S i+kT j+p x) − f̂3(S i+kT j+px)|
+
∣∣∣∣EN( f̂0 ⊗ f̂1 ⊗ f̂2 ⊗ f̂3)(x) − I( f̂0, f̂1, f̂2, f̂3)∣∣∣∣ + ∣∣∣∣I( f0, f1, f2, f3) − I( f̂0, f̂1, f̂2, f̂3)∣∣∣∣ .
Since (QS ,T (X),GS ,T ) is uniquely ergodic, we have that∣∣∣∣EN( f̂0 ⊗ f̂1 ⊗ f̂2 ⊗ f̂3)(x) − I( f̂0, f̂1, f̂2, f̂3)∣∣∣∣
converges to 0 for every x ∈ X as N goes to infinity.
On the other hand, by Birkhoff ergodic theorem, we have that the four
first terms of the last inequality converge a.e. to ‖ f0 − f̂0‖1, ‖ f1 − f̂1‖1,
‖ f2 − f̂2‖1 and ‖ f3 − f̂3‖1, respectively.
Finally, by the telescoping inequality and the fact that the marginals of
µS ,T are equal to µ we deduce that∣∣∣∣I( f0, f1, f2, f3) − I( f̂0, f̂1, f̂2, f̂3)∣∣∣∣ ≤ ‖ f0− f̂0‖1+‖ f1− f̂1‖1+‖ f2− f̂2‖1+‖ f3− f̂3‖1.
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Therefore, we can find N large enough and a subset XN ⊂ X with measure
larger than 1 − ǫ such that for every x ∈ XN ,
|EN( f0 ⊗ f1 ⊗ f2 ⊗ f3)(x) − I( f0, f1, f2, f3)| ≤ 13ǫ.
Since ǫ is arbitrary, we conclude that EN( f0 ⊗ f1 ⊗ f2 ⊗ f3) converges to
I( f0, f1, f2, f3) a.e. as N goes to infinity.

Since (QS ,T (X),GS ,T ) is uniquely ergodic, we also have:
Lemma 5.2. Let f̂0, f̂1, f̂2, f̂3 be continuous functions on X. Then
1
N4
N−1∑
i, j=0
N−1−i∑
k=−i
N−1− j∑
p=− j
f0(S iT jx) f1(S i+kT jx) f2(S iT j+px) f3(S i+kT j+px)
converges to I( f̂0, f̂1, f̂2, f̂3).
Proof. Suppose that the averages does not converge to I( f̂0, f̂1, f̂2, f̂3). Then
there exist x ∈ X, a sequence Nm → ∞ and ǫ > 0 such that the Nm-average
at x and the integral differs at least ǫ. Take any weak∗-limit of the sequence
1
N4
Nm−1∑
i, j=0
Nm−1−i∑
k=−i
Nm−1− j∑
p=− j
(S iT j × S i+kT j × S iT j+p × S i+kT j+p)δ(x,x,x,x) .
Such a limit is clearly invariant under GS ,T and therefore it equals to µS ,T by
unique ergodicity. Hence,
1
N4m
Nm−1∑
i, j=0
Nm−1−i∑
k=−i
Nm−1− j∑
p=− j
f0(S iT jx) f1(S i+kT jx) f2(S iT j+px) f3(S i+kT j+px)
converges to I( f̂0, f̂1, f̂2, f̂3) as m goes to infinity, a contradiction. 
For any N ∈ N, denote
AN ≔ {(i, j, k, p) ∈ Z4 : i, k ∈ [0, N−1], k ∈ [−i, N−1−i], p ∈ [− j, N−1− j]}.
Let (X, µ, S , T ) be a measure preserving system with commuting transfor-
mations S and T . For any f ∈ L∞(X) and any x ∈ X, denote
S N( f , x) ≔
∣∣∣∣ 1N4
∑
(i, j,k,p)∈AN
f (S iT jx) f (S i+kT jx) f (S iT j+px) f (S i+kT j+px)
∣∣∣∣.
Lemma 5.3. Let (X, µ, S , T ) be a measure preserving system with commut-
ing transformations S and T and let f1, f2, f3 ∈ L∞(X) with ‖ fi‖∞ ≤ 1, i =
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1, 2, 3. Then there exists a universal constant C, such that for any x ∈ X
and any N ∈ N, we have that
( 1
N2
N−1∑
i=0
N−1∑
j=0
f1(S ix) f2(T jx) f3(S iT jx)
)4
≤ C|S N( f3, x)|.
Proof. By Cauchy-Schwartz inequality and the boundedness of f1, the ex-
pression inside the parenthesis on the left hand side is bounded by a multiple
of the square of
1
N
N−1∑
i=0
( 1
N
N−1∑
j=0
f2(T jx) f3(S iT jx)
)2
=
1
N3
N−1∑
j=0
N−1− j∑
h=− j
N−1∑
i=0
f2(T jx) f2(T j+px) f3(S iT jx) f3(S iT j+px).
(5.1)
By Cauchy-Schwartz inequality and the boundedness of f2, the square of
(5.1) is bounded by a multiple of
1
N
N−1∑
j=0
1
N
N−1− j∑
p=− j
( 1
N
N−1∑
i=0
f3(S iT jx) f3(S iT j+px)
)2
=
1
N
N−1∑
j=0
1
N
N−1− j∑
h=− j
1
N
N−1∑
i=0
1
N
N−1−i∑
k=−i
f3(S iT jx) f3(S iT j+p x) f3(S i+kT jx) f3(S i+pT j+px)
= S N( f3, x).

Now we are able to prove the main result:
Theorem. Let f1, f2, f3 ∈ L∞(µ). Then
lim
N→∞
1
N2
N−1∑
i, j=0
f1(S ix) f2(T jx) f3(S iT jx)
converges a.e.
Proof. We may assume without loss of generality that all the functions are
bounded by 1 in L∞ norm. Suppose first that f3 = h3h′3, where h3 is mea-
surable with respect to IS and h′3 is measurable with respect to IT . In this
case, we have that f3(S iT jx) = h3(S ix)h′3(T jx) and thus
1
N2
N−1∑
i, j=0
f1(S ix) f2(T jx) f3(S iT jx) = 1N2
N−1∑
i, j=0
f1(S ix)h3(S ix) f2(T jx)h′3(T jx),
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and so the average converges by Birkhoff Theorem. Therefore the average
converges a.e. for any f3 in the subspace L spanned by those kind of func-
tions. Any function f3 measurable with respect to W can be approximated
in the L1 norm by functions in L. So, for f3 measurable with respect to W
we can take a sequence (gk)k∈N in L that converge to f3 in L1 norm. By
Birkhoff Theorem, there exists a set A of full measure such that
lim sup
N→∞
∣∣∣∣∣∣∣ 1N2
N−1∑
i, j=0
f1(S ix) f2(T jx)( f3(S iT jx) − gk(S iT jx))
∣∣∣∣∣∣∣ ≤ ‖ f3 − gk‖1
for every x ∈ A and k ∈ N. Again by Birkhoff Theorem, let B be a set of
full measure such that the average
1
N2
N−1∑
i, j=0
f1(S ix) f2(T jx)gk(S iT jx)
converges for all x ∈ B and all k ∈ N. It is easy to check that for x ∈
A∩B, the sequence AN = 1N2
∑N−1
i, j=0 f1(S ix) f2(T jx) f3(S iT jx) forms a Cauchy
sequence and therefore it converges.
We then suppose that E( f3|W) = 0. Let ǫ > 0 and let f̂3 be a continuous
function on X such that ‖ f3 − f̂3‖1 < ǫ. We have that
(5.2)∣∣∣∣∣∣∣ 1N2
N−1∑
i, j=0
f1(S ix) f2(T jx)( f3(S iT jx) − f̂3(S iT jx))
∣∣∣∣∣∣∣ ≤ 1N2
N−1∑
i, j=0
∣∣∣∣ f3(S iT jx) − f̂3(S iT jx)∣∣∣∣ .
By Birkhoff Theorem, the right hand side converges a.e. to ‖ f3 − f̂3‖1 as N
goes to infinity. On the other hand, by Lemma 5.3, we have
( 1
N2
N−1∑
i=0
N−1∑
j=0
f1(S ix) f2(T jx) f̂3(S iT jx)
)4
≤ |S N( f̂3, x)|.
By Lemma 5.2, the right hand side converges to∣∣∣∣∣∣∣∣∣∣∣∣ f̂3∣∣∣∣∣∣∣∣∣∣∣∣4
µ,S ,T
≤
(∣∣∣∣∣∣∣∣∣∣∣∣ f̂3 − f3∣∣∣∣∣∣∣∣∣∣∣∣
µ,S ,T
+ ||| f3|||µ,S ,T
)4
≤ ‖ f3 − f̂3‖41 ≤ ǫ
as N goes to infinity. We deduce that a.e.
lim sup
N→∞
∣∣∣∣∣∣∣ 1N2
N−1∑
i, j=0
f1(S ix) f2(T jx) f3(S iT jx)
∣∣∣∣∣∣∣ ≤ 2ǫ.
Since ǫ is arbitrary, we have that this average goes to 0 a.e. 
Appendix A. Facts about measure preserving systems
In this appendix, we describe some concepts we use through the paper.
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A.1. Ergodic decomposition of a measure. Let (X, µ,G0) be measure pre-
serving system and let I be the σ-algebra of invariant sets. Let x → µx be a
regular version of conditional measures with respect to I. This means that
the map x 7→ µx is I-measurable and
E( f |I)(x) =
∫
f dµx µa.e. x ∈ X
The ergodic decomposition of µ under G0 is µ =
∫
X µxdµ(x) and µ a.e.
the system (X, µx,G0) is ergodic.
A.2. Conditional expectation and disintegration of a measure. Let π : Y
→ X be a factor map between the measure preserving systems (Y, µ,G0) and
(X, ν,G0) and let f ∈ L2(µ). The conditional expectation of f with respect
to X is the function E( f |X) ∈ L2(ν) defined by the equation∫
X
E( f |X) · gdν =
∫
Y
f · g ◦ πdµ for every g ∈ L2(ν).
Theorem A.1. Let π : Y → X be a factor map between the measure pre-
serving systems (Y, µ,G0) and (X, ν,G0). There exists a unique measurable
map X → M(Y), x 7→ µx such that
(A.1) E( f |X)(x) =
∫
f dµx
for every f ∈ L1(µ).
We say that µ =
∫
X µxdν(x) is the disintegration of µ over ν.
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