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Resumen: 
Con la globalización de los mercados y el aumento de la competitividad, la coordinación se ha 
convertido en un punto estratégico en la gestión de la cadena de suministro. De hecho, cada 
actor de la cadena de suministro ya no debe tomar decisiones sin considerar todos los eslabones, 
sean proveedores, proveedores de proveedores o clientes y estos internos o externos a la 
organización. Las cadenas de suministro son cada vez más complejas y distribuidas, compuestas 
por múltiples organizaciones con diferentes objetivos y políticas. La coordinación se puede 
lograr utilizando uno de estos dos enfoques para la toma de decisiones coordinadas: 
centralizada o descentralizada con un mecanismo de coordinación. Pero, las empresas son 
reacias a compartir información, ya sea por la confidencialidad de los datos o porque los 
modelos centralizados resultantes son de gran complejidad que dificultan su manejo y 
actualización. Además, aquellas empresas que buscan tomar decisiones en tiempo real 
requieren de modelos ligeros y ágiles, que, con toda la información local y coordinada con el 
resto, permitan tomar decisiones rápidas. Las empresas interesadas en la coordinación 
descentralizada con un mecanismo de coordinación esperan obtener mejores resultados con 
respecto a la no coordinación, aunque deberían asumir tener peores resultados que con la 
coordinación centralizada. 
Para ello en esta tesis, se han estudiado los distintos mecanismos de coordinación para la toma 
de decisiones descentralizada, dentro de un entorno del procedimiento de horizontes rodantes 
y con herramienta de planificación y programación de las operaciones basada en el concepto de 
stroke, que extiende el concepto de lista de materiales más allá de las estructuras tradicionales. 
Estos permiten desarrollar la formulación de la programación matemática y los mecanismos de 
coordinación necesarios para resolver los problemas de planificación de operaciones. 
Esta tesis se presenta como una secuencia de capítulos, con el objeto de analizar y presentar la 
propuesta de mecanismo de coordinación distribuido con unos recursos compartidos. Los 
distintos capítulos han servido de base para la preparación de artículos científicos. Estos 
artículos han sido presentados en congresos de la materia y remitidos a revistas científicas. 
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Title: Models and Coordination Algorithms for the Planning of Operations based on the Stroke 
concept in Distributed Supply Networks and with alternatives 
PRESENTED BY: D. Gregorio Rius-Sorolla 
DIRECTED BY: Dr. D. José Pedro Garcia-Sabater and Dr. D. Julien Maheut 
Abstract: 
With the globalization of markets and the increase of competitiveness, coordination has become 
a strategic point in the management of the supply chain. In fact, each actor in the supply chain 
must no longer make decisions without considering all the links, whether suppliers, sub-
suppliers or customers and those internal or external to the organization. Supply chains are 
increasingly complex and distributed, composed of multiple organizations with different 
objectives and policies. Coordination can be achieved using one of these two approaches to 
coordinate decision making: centralized or decentralized with a coordination mechanism. 
However, companies are reluctant to share information, either because of the confidentiality of 
the data or because the resulting centralized models are of great complexity that make their 
management and update them. In addition, those companies that seek to make decisions in real 
time require lightweight and agile models, which, with all the local information and coordinated 
with the rest, allow quick decisions. Companies interested in decentralized coordination with a 
coordination mechanism expect to obtain better results regarding non-coordination although 
they should assume to have worse results than with centralized coordination. 
To this end, in this thesis, the different coordination mechanisms for decentralized decision 
making have been studied, within an environment of rolling horizons and with tools for planning 
and scheduling operations based on the concept of stroke, which extends the concept of list of 
materials beyond traditional structures. These allow to develop the formulation of the 
mathematical programming and the coordination mechanisms necessary to solve the 
operations planning problems. 
This thesis is presented as a sequence of chapters, in order to analyse and present the proposal 
of distributed coordination mechanism with shared resources. The different chapters have 
served as the basis for the preparation of scientific articles. These articles have been presented 
at congresses of the subject and submitted to scientific journals. 
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Títol: Models i Algoritmes de Coordinació per a la Planificació d'Operacions basada en el 
concepte Stroke en Xarxes de Subministrament distribuïdes i amb alternatives  
PRESENTADA PER: D. Gregorio Rius-Sorolla  
DIRIGIDA PER: Dr. D. José Pedro Garcia-Sabater i Dr. D. Julien Maheut  
Resum: 
Amb la globalització dels mercats i l'augment de la competitivitat, la coordinació s'ha convertit 
en un punt estratègic en la gestió de la cadena de subministrament. De fet, cada actor de la 
cadena de subministrament ja no ha de prendre decisions sense considerar totes les baules, 
siguen proveïdors, sub-proveïdors o clients i aquests interns o externs a l'organització. Les 
cadenes de subministrament són cada vegada més complexes i distribuïdes, compostes per 
múltiples organitzacions amb diferents objectius i polítiques. La coordinació es pot aconseguir 
utilitzant un d’aquests dos enfocaments per a la presa de decisions coordinades: centralitzat o 
descentralitzat amb un mecanisme de coordinació. Però, les empreses són poc inclinades a 
compartir informació, ja siga per la confidencialitat de les dades o perquè els models 
centralitzats resultants són de gran complexitat que dificulten el seu maneig i actualització. A 
més, aquelles empresa que busquen prendre decisions en temps real requereixen de models 
lleugers i àgils, que, amb tota la informació local i coordinada amb la resta, permeten prendre 
decisions ràpides. Les empreses interessades en la coordinació descentralitzada amb un 
mecanisme de coordinació esperen obtindre millors resultats respecte de la no coordinació 
encara que haurien d’assumir tindre pitjors resultats que amb la coordinació centralitzada. 
Per a això en aquesta tesi, s'han estudiat els diferents mecanismes de coordinació per a la presa 
de decisions descentralitzada, dins d'un entorn d'horitzons rodant i amb eines de planificació i 
programació de les operacions basada en el concepte de stroke, que estén el concepte de llista 
de materials més enllà de les estructures tradicionals. Aquests permeten desenvolupar la 
formulació de la programació matemàtica i els mecanismes de coordinació necessaris per a 
resoldre els problemes de planificació d'operacions. 
Aquesta tesi es presenta com una seqüència de capítols, a fi d'analitzar i presentar la proposta 
de mecanisme de coordinació distribuït amb uns recursos compartits. Els diferents capítols han 
servit de base per a la preparació d'articles científics. Aquests articles han sigut presentats en 
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Capítulo 1: Introducción general de la tesis doctoral 
1.1 Presentación 
Desde la primera aparición del concepto Cadena de Suministro (CdS) en 1982, según identifican 
Cooper et al. (1997), se señala que la competencia no es tanto entre las empresas, sino entre las 
distintas CdS. Por lo tanto, la coordinación dentro del ámbito de la CdS va adquiriendo un papel 
más relevante. Las mejoras deben coordinarse entre los miembros de la CdS. Los objetivos y las 
actividades de las organizaciones dentro de la CdS deben vincularse para lograr la optimización 
global, en lugar de buscar solo la optimización miope de los resultados locales. Por lo que la 
coordinación de las decisiones en la CdS se ha convertido en un punto estratégico en la dirección 
de operaciones en las CdS. 
Además, con la globalización de los mercados, la liberación de sus barreras, la digitalización, el 
e-business, e-commerce, e-logistics y Big Data es cada vez más necesaria la especialización y la 
colaboración en la CdS (Kumar et al., 2016). Al mismo tiempo, las organizaciones son más 
complejas, con más procesos y decisiones que deben ser coordinadas (Tang et al., 2016a), y 
proveen a mercados exigentes que reclaman a sus productos o servicios mejores calidades, 
costes y fiabilidad. Por consiguiente, es necesaria una mayor cooperación entre las 
organizaciones que conforman la CdS (Badole et al., 2012). La CdS debe coordinar sus acciones 
cuando los usuarios finales no necesitan conocer la ubicación o las características de los recursos 
requeridos (Attanasio et al., 2006). Estas organizaciones que conforman la CdS pueden 
pertenecer a una misma organización distribuida (Behnamian, 2014) o a organizaciones 
diferentes dentro o no de un clúster (Qu et al., 2015) o en varias CdS.  
La coordinación se puede lograr utilizando dos enfoques para la toma de decisiones: 
centralizado o descentralizado con un mecanismo de coordinación (Ogier et al., 2015), dado que 
sin un mecanismo de coordinación la descentralización se caracteriza por una descoordinación. 
La coordinación mediante la centralización de la información permite aportar soluciones 
óptimas al conjunto aunque puedan no ser lo más interesante para cada miembro individual de 
la CdS (Li et al., 2007). En la coordinación descentralizada, cada miembro individual de la CdS 
debe velar por tomar las acciones más adecuadas en su ámbito de influencia con la información 
que tenga disponible. Dado que la información no es siempre compartida en su totalidad entre 
las distintas organizaciones que conforman la CdS, la situación es identificada como de asimetría 
en la información. Por lo tanto, estos decisores en la coordinación descentralizada deben 
colaborar en la toma de decisiones, en situaciones de asimetría en la información, donde ningún 
decisor dispone de toda la información necesaria (Jeong et al., 2002), al ser miembros de 
diferentes organizaciones con diferentes objetivos y políticas.  
Dentro de las distintas herramientas de gestión de la dirección de operaciones, se selecciona en 
esta tesis la programación matemática por sus cualidades para resolver problemas reales de 
planificación de producción (Pochet et al., 2006; Tolio et al., 2011). Por otro lado, es necesario 
elaborar mecanismos para que los modelos de programación matemática, de cada decisor, se 
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alineen en las actividades necesarias para la creación de valor en el producto o servicio ofrecido 
a los clientes de la CdS (Stadtler, 2007).  
La coordinación se puede realizar en un único momento o en una serie de instantes sucesivos y 
los parámetros de cada uno de los miembros coordinados pueden variar entre los distintos 
instantes. Al ampliar los periodos de análisis, pueden aparecer incertidumbres sobre la 
información futura y una mayor complejidad a la hora de identificar las sucesivas acciones más 
adecuadas para una coordinación de la CdS en cada periodo. El procedimiento de horizontes 
rodantes facilita solucionar esta planificación de operaciones en los modelos multiperiodo. El 
procedimiento de horizontes rodantes es una herramienta habitualmente utilizada en la 
industria (Stadtler, 2000) y es usada en esta tesis. 
En esta tesis doctoral, mediante la aplicación de un protocolo sistemático de revisión de la 
literatura, se ha podido identificar algunos de los mecanismos de coordinación existentes en 
modelos de programación matemática para la toma de decisiones descentralizadas. Se ha 
propuesto y se ha aplicado un marco de referencia para el análisis de los mecanismos de 
coordinación identificados. De dicho análisis se han podido resaltar diferentes oportunidades en 
los trabajos sobre mecanismos de coordinación de la CdS. Se destaca la falta de trabajos que 
utilicen una representación de las estructuras de producto diferente a la de Gozinto y la 
necesidad de analizar la descomposición de Lagrange en el modelado Generic Materials and 
Operations Planning (GMOP) (Garcia-Sabater et al., 2013). Por dicho motivo, la tesis presenta 
un análisis de la aplicación de la relajación Lagrangiana en la formulación GMOP. Y, por último, 
expone y analiza una propuesta de un mecanismo de coordinación de operaciones distribuidas 
con un recurso compartido con el concepto strokes en un entorno de horizontes rodantes en 
redes de suministro distribuidas incluyendo estructuras de producto con alternativas. 
Para validar la propuesta, la tesis presenta un banco de instancias para la gestión de la cadena 
de suministro bajo el procedimiento de horizontes rodantes, multiproducto, multinivel, 
multiproceso para el modelado de la planificación de operaciones capacitadas con strokes. Dicho 
banco de instancias amplia la propuesta realizada por Coronado-Hernández (2016) al incluir la 
modelización de procesos alternativos, elemento diferencial de la modelización con strokes, la 
modelización de una demanda estacional decreciente y la inclusión de un factor de la capacidad 
de recursos disponible. Además, el banco de instancias utiliza una estructura de ponderación de 
los costes con tal de evitar las simetrías que presentaba su estructura de costes. Sus diferentes 
comportamientos y caracterización del banco de instancias se presentan. Una serie de instancias 
de este banco permite validar la propuesta del mecanismo de coordinación distribuido expuesta 
en la tesis. 
El resto del capítulo está estructurado de la siguiente manera: en primer lugar, se presenta el 
objetivo y metodología de la investigación de la tesis; en segundo lugar, se presenta la estructura 
de la tesis doctoral. 
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1.2 Objetivos y metodología de la investigación 
Esta tesis doctoral aborda el problema de la planificación de las operaciones en entorno 
multiempresa proponiendo una metodología de mecanismo de coordinación bajo el modelo 
strokes que permite el uso compartido de un conjunto de recursos bajo decisores 
independientes, distribuidos, cada uno con su propio objetivo y modelo propio de negocio, sin 
ninguna prevalencia de poder entre las entidades. Este proyecto de tesis doctoral y las 
publicaciones científicas desarrolladas a partir de este documento, surgen de la carrera 
profesional del autor de esta tesis, D. Gregorio Rius-Sorolla, con distintos puestos de 
responsabilidad en la industria de automóvil y en el sector logístico, como gerente de un 3PL y 
un Tier 0.5 en el sector de automoción. Igualmente, el continuo contacto del director de la tesis, 
Prof. Dr. D. José Pedro García-Sabater y del co-director Dr. D. Julien Maheut con empresas del 
sector del automóvil y empresas del sector de bienes de consumo ha permitido el desarrollo de 
este trabajo.  
Durante los años de trabajo en las empresas y a partir de la revisión del estado del arte realizado 
sobre las publicaciones científicas de estas herramientas, se han detectado varias oportunidades 
de líneas de investigación. De ellas, esta tesis se ha centrado en entender los mecanismos de 
coordinación distribuidos en entornos industriales bajo el procedimiento de horizontes rodantes 
para que el método presentado de coordinación de la planificación y programación de las 
operaciones pudieran ser adaptado a cualquier sector industrial en entornos globalizados. 
En esta tesis se van a estudiar las distintas herramientas de coordinación distribuida 
identificadas y proponer la aplicación sobre una estructura de datos genérica, basada en el 
concepto de stroke que extiende el concepto de lista de materiales más allá de las estructuras 
tradicionales presentes en las herramientas comerciales existentes. Esto permite dar soporte a 
la planificación y programación de manera más generalizada, multiempresa, con decisores 
distribuidos, pudiendo abarcar cualquier operación. Por último, se presentan los resultados de 
la simulación de tres entidades que comparten la capacidad de sus recursos, sin ninguna 
prevalencia de poder, al aplicar la planificación de sus operaciones con una coordinación 
distribuida. 
1.3 Estructura de la tesis doctoral 
La tesis está estructurada en ocho capítulos. Seguidamente se presenta un breve resumen de 
los capítulos que siguen a esta introducción. 
 Capítulo 2. Protocolo de revisión sistemática de literatura sobre los mecanismos de 
coordinación en los modelos de programación matemática para la toma de decisiones 
descentralizadas y selección de trabajos. En el mismo se presenta el protocolo de 
investigación utilizado para la realización de la revisión sistemática de literatura sobre 
los mecanismos de coordinación en los modelos de programación matemática, para la 
toma de decisiones descentralizadas sobre la planificación y programación de las 
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operaciones, entre plantas de la misma empresa o entre plantas de diferentes 
empresas. 
 
 Capítulo 3. Revisión sistemática de literatura sobre los mecanismos de coordinación 
en modelos de programación matemática para la toma de decisiones descentralizada. 
El aumento en la complejidad de las cadenas de suministro requiere mayor esfuerzo 
para alinear las actividades de todos sus miembros a fin de mejorar la creación de valor 
de sus productos o servicios ofrecidos a los clientes. En general, la información es 
asimétrica, cada miembro tiene su propio objetivo y limitaciones que pueden estar en 
conflicto con los de otros miembros. Las gerencias de operaciones enfrentan al desafío 
de coordinar las actividades de tal manera que la cadena de suministro en su conjunto 
se mantenga competitiva, mientras que cada miembro mejore al cooperar. Este capítulo 
tiene como objetivo ofrecer una revisión sistemática de la planificación colaborativa en 
la última década sobre los mecanismos de coordinación en los modelos de 
programación matemática que permitan posicionar los conceptos existentes e 
identificar las áreas donde se necesita más investigación. 
 Capítulo 4. Relajación Lagrangiana del modelo de Planificación de Operaciones y 
Materiales Genéricos. La gestión de la cadena de suministro requiere cada vez de más 
propuestas para la planificación de operaciones que reúnan sus singularidades 
especiales. Los modelos de programación matemática deben permitir resolver 
productos coexistentes y procesos alternativos o subproductos. La formulación de 
Planificación de Operaciones y Materiales Genéricos (GMOP) permite operar con 
diferentes materiales y listas de procesos. El capítulo presenta un procedimiento para 
resolver el versátil modelo GMOP mediante la relajación de Lagrange. El método de 
actualización del subgradiente del multiplicador de Lagrange se compara con otro 
método de actualización lineal. El método de subgradiente permite obtener un límite 
inferior más rápido en comparación a un método lineal, pero este otro método 
proporciona mejores soluciones después de ciertas iteraciones. 
 Capítulo 5. Banco de instancias para la gestión de la cadena de suministro bajo 
horizontes rodantes, multiproducto, multinivel, multiproceso para el modelado de la 
planificación de operaciones capacitada con strokes. En este capítulo, se presenta un 
método generador de banco de instancias y una base de datos de instancias para el 
análisis con el procedimiento de horizontes rodantes de productos con varias 
estructuras de producto, multiproducto, multistroke, capacidad múltiple con diferentes 
patrones de demanda estocástica para el modelado de programación matemática con 
costes de las operaciones, preparación de pedido, almacenamiento y retrasos para la 
gestión de las operaciones con strokes. 
 Capítulo 6. Caracterización del banco de instancias y sus diferentes comportamientos. 
Las instancias generadas en el capítulo anterior son usadas bajo la formulación GMOP 
para caracterizar y analizar su comportamiento bajo los medibles y parámetros 
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seleccionados. Este análisis es realizado mediante la comparación con las aportaciones 
realizadas por Omar & Bennell (2009) y por Coronado-Hernández (2016) en sus 
diferentes bancos de instancias. 
 Capítulo 7. Planificación de las operaciones distribuidas con un recurso crítico 
compartido y coordinado con la relajación Lagrangiana con el procedimiento de 
horizontes rodantes. Un desafío de la gestión de las operaciones es alinear las 
actividades dentro de su cadena de valor, ya sea de producto o de servicio. Tal cadena 
de suministro puede incluir miembros tanto inter organizacionales como intra 
organizacionales y cada miembro generalmente tiene sus propios objetivos y 
limitaciones. La gerencia debe establecer mecanismos de coordinación adecuados, a 
pesar de la asimetría de la información, para que la cadena en su conjunto pueda ser 
competitiva ante las posibles situaciones del mercado. Además, los mecanismos de 
coordinación deben establecerse en situaciones en las que sus miembros compitan en 
diferentes cadenas de suministro y tengan capacidad disponible. Este capítulo analiza la 
propuesta de unos recursos críticos compartidos entre diferentes organizaciones en su 
comportamiento en ciertas situaciones de demanda, incertidumbre, producto y 
complejidad. El capítulo presenta una mejora competitiva para todos los miembros, 
tanto en el uso del exceso de capacidad como en la planificación de sus operaciones. 
Para esto, se ha aplicado un mecanismo de coordinación distribuida en modelos de 
programación matemática con objetivos independientes. El mecanismo está basado en 
la relajación Lagrangiana de la formulación GMOP, con el procedimiento de horizontes 
rodantes, que comparten solo su capacidad disponible. 
 Capítulo 8. Conclusiones. Este último capítulo de la tesis recoge las conclusiones 
alcanzadas tras la realización del trabajo. A lo largo de la tesis se han tenido que ir 
tomando decisiones, dejando líneas de investigación para futuros trabajos. Así, se 
pretende finalizar esta tesis doctoral presentando las más interesantes. 
Esta tesis se plantea como una colección de capítulos que amplían y completan los artículos 
científicos presentados en diferentes congresos y revistas sobre la materia donde las 
limitaciones de espacio impedían desarrollar. El capítulo segundo ha servido para la realización 
y publicación del artículo científico “Protocol: Systematic Literature Review on coordination 
mechanisms for the mathematical programming models in production planning with 
decentralized decision making” en la revista “WPOM-Working Papers on Operations 
Management” (Rius-Sorolla et al., 2017). El tercer capítulo fue presentado en el 11th 
International Conference on Industrial Engineering and Industrial Management celebrado en 
Valencia en 2017 recibiendo el reconocimiento como Best Paper Award en el área de Operation 
Research, Modelling and Simulation y ha servido para la realización de un artículo científico 
“Coordination mechanisms with mathematical programming models for decentralized decision-
making, a literature review”, publicado en la revista “Central European Journal of Operations 
Research (CEJOR)” (Rius-Sorolla et al., 2018b). El cuarto capítulo fue presentado también en el 
11th International Conference on Industrial Engineering and Industrial Management celebrado 
en Valencia en 2017 y ha servido para la realización de un artículo científico, publicado en la 
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revista “Central European Journal of Operations Research (CEJOR)” (Rius-Sorolla et al., 2018a). 
El quinto capítulo fue presentado en el 12th International Conference on Industrial Engineering 
and Industrial Management celebrado en Girona en 2018, recibiendo el reconocimiento como 
Best Paper Award en el área de Supply Chain Management and Logistics y ha servido para la 
realización del artículo científico “Supply Chain Management test bed under rolling horizons, 
multiproduct, multiechelon, multiprocess for capacitated production planning modelling with 
strokes”, remitido a la revista “Central European Journal of Operations Research (CEJOR)”. El 
sexto capítulo fue presentado en el 29th European Conference on Operational Research (EURO 
2018) celebrada en Valencia, España, Julio 8-11, 2018 (Rius-Sorolla et al., 2018c). 
  
Modelos y Algoritmos de Coordinación para la Planificación de Operaciones basada en el 
concepto Stroke en Redes de Suministro distribuidas y con alternativas 
 
GREGORIO RIUS-SOROLLA Página 33 
 
Capítulo 2: Protocolo de revisión sistemática de 
literatura sobre los mecanismos de coordinación en 
los modelos de programación matemática para la 
toma de decisiones descentralizadas y selección de 
trabajos1 
2.1 Introducción 
Con la globalización de los mercados, la liberación de sus barreras, la digitalización, el e-business, 
e-commerce, e-logistics y Big Data es cada vez más necesaria la especialización y la colaboración 
en la Cadena de Suministro (CdS) (Kumar et al., 2016). Al mismo tiempo, las organizaciones son 
más complejas, con más procesos y decisiones que deben ser coordinadas (Tang et al., 2016a). 
Y proveen a mercados exigentes que reclaman a sus productos o servicios mejores calidades, 
menores costes y mayor fiabilidad, necesitando por lo tanto, una mayor cooperación entre las 
organizaciones que conforman la CdS (Badole et al., 2012). Pero la decisión que sugiere la 
coordinación mediante la centralización de la información, aún permitiendo encontrar una 
solución óptima, no es siempre la de mayor interés para cada miembro individual de la CdS (Li 
et al., 2007). Esto se debe a que cada miembro de la cadena de suministro dispone de su propia 
información, con diferentes objetivos y limitaciones, que tal vez no desee compartir en su 
totalidad. Esta descentralización de la información implica que la toma de decisiones debe 
descentralizarse a lo largo de la cadena de suministro, coordinada a través de algún protocolo 
de negociación (Walsh, 2001). Estos decisores descentralizados deben colaborar en la toma de 
decisiones, en situaciones de asimetría en la información, donde ningún decisor dispone de toda 
la información necesaria (Jeong et al., 2002). Estos decisores pueden pertenecer a una misma 
organización distribuida (Behnamian, 2014) o a organizaciones diferentes dentro o no de un 
clúster (Qu et al., 2015) o en varias CdS. Por lo tanto, es necesario elaborar mecanismos para 
que los modelos de programación matemática, de cada decisor, se alineen en las actividades 
necesarias para la creación de valor en el producto o servicio ofrecido a los clientes (Stadtler, 
2007). Este trabajo se centra en los mecanismos de coordinación para la toma de decisiones 
sobre la planificación de las operaciones, donde las decisiones son tomadas a través de modelos 
de programación matemática. 
El capítulo plasma el protocolo utilizado para la realización de una revisión sistemática de 
literatura que trate de identificar los mecanismos de coordinación para la asignación de recursos 
                                                          
1 Una versión previa de este capítulo ha servido para la realización y publicación del trabajo “Protocol: 
Systematic Literature Review on coordination mechanisms for the mathematical programming models in 
production planning with decentralized decision making” en la revista “WPOM-Working Papers on 
Operations Management” (Rius-Sorolla et al., 2017) 
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en la planificación de las operaciones entre unidades descentralizadas de la CdS dentro de la 
programación matemática. Al utilizar el procedimiento de revisión sistemática de literatura se 
permite responder a la necesidad de disponer de un protocolo que permita realizar una revisión 
de la literatura replicable, transparente y sistemática. El periodo que abarca la revisión es desde 
el año 2006 hasta el 2016, dado que se va a considerar como punto de inicio la revisión de los 
mecanismos de coordinación presentada por Stadtler (2007). 
Para la realización de este protocolo se ha seguido la propuesta de procedimiento de revisión 
sistemática de literatura (SLR), presentada y utilizada por Marín et al. (2015) y Medina-López et 
al. (2010). Este procedimiento recomienda los siguientes pasos: establecer un objetivo, 
seleccionar el tipo de referencias y la base de datos donde buscar, identificar los filtros de 
búsqueda y selección, administrar las referencias, extraer la información de las referencias 
seleccionadas y finalmente escribir el informe. 
Este protocolo de revisión sistemática sobre los mecanismos de coordinación e incentivos para 
la planificación colaborativa de las operaciones entre unidades descentralizadas y autónomas 
dentro de la programación matemática se centra en los trabajos con demandas determinadas 
exógenamente, independiente de los costes. Estas limitaciones dejan entre otras la posibilidad 
para futuras líneas de investigación los casos donde la demanda podrían ser dependiente de los 
precios, donde el objetivo sería maximizar las ventas asumiendo que los costes de las 
operaciones e inventario son independientes de los precios (Li et al., 2007), pero serían 
mecanismos de coordinación en las áreas de marketing que se aleja del objetivo de esta tesis. 
Además, se excluyen también los mecanismos de coordinación referidos a las áreas de 
economía, la teoría de juegos, modelados del vendedor de periódicos, protocolos de contratos 
y los trabajos de líneas de investigación centradas en la programación en base a agentes por 
entenderse ajenos a esta tesis. 
El resto del capítulo está estructurado de la siguiente manera: primero se presentan los 
antecedentes, en segundo lugar, aparecen los criterios de inclusión, en tercer lugar, se exponen 
los criterios de exclusión, en cuarto lugar, se plantean los términos de búsqueda, en quinto lugar, 
se expone el filtrado de artículos, en sexto lugar se presenta el marco de referencia para la 
revisión de los trabajos y finalmente se exponen las conclusiones. 
2.2 Antecedentes para la revisión sobre mecanismos de coordinación 
Se pueden encontrar diferentes revisiones de literatura sobre la coordinación en la Cadena de 
Suministro. Jeong & Leon (2002) presentan el protocolo llamado Cooperative Interaction vía 
Coupling Agents (CICA) y una revisión de la literatura inicial. En esa revisión, los autores analizan 
los métodos de coordinación, clasificándolos en: primero descomposición matemática (Dantzig-
Wolfe, Benders y Lagrangian Relaxation) donde asimilaban que todos ellos necesitan de un 
coordinador centralizado; segundo las subastas como herramientas de coordinación y tercero 
los trabajos con multiagentes denominados como “Constraint-directed Heuristic Search”. Li et 
al. (2007) realizan una revisión de los mecanismos de coordinación en el área de los contratos 
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que gestionan estas relaciones en función de la estructura de la decisión y la naturaleza de la 
demanda. Arshinder et al. (2008, 2011) ofrecen una clasificación general de la coordinación de 
la cadena de suministro y hacen referencia a los mecanismos de coordinación, con una visión 
global, sin entrar en detalles de las distintas opciones para la programación matemática. 
Frayret & Member (2009) realizan una revisión sobre la coordinación de la cadena de suministro 
distribuida, agrupándola en tres enfoques. Un enfoque basado en la coordinación heurística 
donde se realiza una coordinación parcial al compartir cierta información, como en la 
coordinación aguas arriba. Un enfoque centrado en la coordinación basado en agentes donde 
los clasifican según sea por compartir información o por el resultado de una subasta. Y, por 
último, el enfoque de las coordinaciones basadas en las descomposiciones matemáticas donde 
listan trabajos basados en la descomposición de Lagrange y en la descomposición de Benders. 
Badole et al. (2012) realizan una revisión de los distintos tipos de modelado de la cadena de 
suministro, pero no entran en el detalle de los mecanismos de coordinación en los modelos 
distribuidos. Kumar et al. (2016) realizan una revisión de la literatura sobre los modelos de 
coordinación de la cadena de suministro respecto de los mecanismos utilizados en las relaciones 
contractuales en las cadenas de suministro de dos o tres niveles, como los descuentos por 
cantidad, el crédito comercial, los descuentos en el precio, los descuentos en volúmenes y los 
periodos de reposición. Tang et al. (2016) realizan una revisión de los trabajos que integran 
diferentes áreas de la cadena de suministro. La revisión agrupa los trabajos según el número de 
productos, los tipos de objetivos (coste, beneficio o mixto), los tipos de demanda y enfoques de 
resolución empleado, pero sin analizar en detalle los mecanismos de coordinación utilizados. 
Estas revisiones de literatura (Arshinder et al., 2008, 2011; Badole et al., 2012; Frayret et al., 
2009; Jeong et al., 2002; Kumar et al., 2016; Li et al., 2007; Tang et al., 2016a) no se las puede 
identificar como SLR. Además, de acuerdo al mejor de mi conocimiento, se debe identificar como 
la más reciente revisión de la literatura que específicamente profundiza en los mecanismos de 
coordinación en modelos de programación matemática y en cadenas de suministro 
descentralizada el trabajo de Stadtler (2007). Por todo lo anterior, se plantea la necesidad de 
realizar una revisión sistemática de literatura desde 2006 sobre los mecanismos de coordinación 
determinista descentralizada. 
Jeong & Leon (2002) establecen como organizaciones que se coordinan, aquellas organizaciones 
autónomas que pueden ser lógica o físicamente diferentes entre sí, pero que cooperan entre sí 
para lograr un objetivo global y con la necesidad de compartir información, aún siendo limitada 
debido a la privacidad de los agentes. Por otro lado, Arshinder et al. (2008) resaltan en su 
revisión de la literatura que la definición de coordinación más comúnmente aceptada en la 
literatura es el acto de gestionar las dependencias entre entidades y el esfuerzo conjunto de 
entidades que trabajan juntas para lograr objetivos mutuamente definidos de Crowston et al. 
(1994). Sahin & Robinson (2002) identificaron que una cadena de suministro está totalmente 
coordinada cuando todas las decisiones se alinean para lograr los objetivos globales del sistema 
y que existe una falta de coordinación cuando los responsables de la toma de decisiones 
Modelos y Algoritmos de Coordinación para la Planificación de Operaciones basada en el 
concepto Stroke en Redes de Suministro distribuidas y con alternativas 
 
GREGORIO RIUS-SOROLLA Página 36 
 
disponen de una información incompleta o persiguen incentivos que no son compatibles con los 
objetivos de todo el sistema.  
Por otro lado, en el ámbito profesional, destaca el Council of Supply Chain Management 
Professional (CSCMP) la necesidad de la coordinación y colaboración en su definición de la 
dirección de la cadena de suministro. “La gestión de la cadena de suministro abarca la 
planificación y la gestión de todas las actividades relacionadas con el aprovisionamiento y la 
adquisición, la conversión y todas las actividades de gestión logística. Es importante destacar 
que también incluye la coordinación y colaboración con los socios de canal, que pueden ser 
proveedores, intermediarios, proveedores de servicios a terceros y clientes. En esencia, la gestión 
de la cadena de suministro integra la gestión de la oferta y la demanda dentro y entre las 
empresas” (CSCMP, 2017).  
Stadtler (2007) menciona la alineación de las actividades futuras de los miembros como forma 
de lograr la coordinación. Por lo tanto, hacen falta mecanismos de coordinación e incentivos 
para alinear los planes de acción y favorecer que se comparta la información necesaria para que 
los responsables de la toma de decisiones descentralizadas puedan actuar en el mejor interés 
de su unidad y del sistema (Li et al., 2007). Para la coordinación se entiende, que se está 
asumiendo la existencia de una voluntad de cooperar y de contribuir a la generación de un plan 
aceptable por los miembros de la CdS (Stadtler, 2007). Dichos mecanismos de coordinación 
pueden reasignar los beneficios de la coordinación, a fin de facilitar la cooperación y solucionar 
posibles conflictos entre los objetivos y las restricciones de cada unidad (Jung et al., 2008). 
En el intento por llegar a un acuerdo de plan conjunto, se encuentran las subastas como 
mecanismo de coordinación. Las subastas pueden ser de un solo producto o servicio o la 
combinación de varios servicios o productos, subastas combinatorias. Uno de los inconvenientes 
de las subastas combinatorias es su elevado número de combinaciones posibles, para n 
productos, hay 2n combinaciones de productos que pueden pujarse (Wellman et al., 2001), 
incrementando las necesidades computacionales. En las subastas, puede pujar solo una entidad 
o varias entidades a la vez. En las subastas donde solo puja una de las entidades, la entidad en 
silencio tiende a obtener mejores condiciones que la entidad que puja (Attanasio et al., 2006). 
En una situación equivalente se encuentran los mecanismos de coordinación jerárquicos, donde 
una de las partes informa de sus necesidades y es la otra parte quien puede ofrecer alternativas 
o pujas. Uno de los principales desafíos en la eficiencia computacional del mecanismo de las 
subastas es su baja velocidad de convergencia (Lau et al., 2011). Una posible solución al desafío 
es utilizar los métodos de actualización de los multiplicadores de Lagrange de las 
descomposiciones matemáticas. Este proceso acelera la convergencia y sirve de mecanismo de 
coordinación (Ertogral et al., 2000; Kutanoglu et al., 1999) al aprovechar la descomposición 
matemática como mecanismo de coordinación. Otra alternativa para acelerar la búsqueda entre 
las alternativas de un plan conjunto es utilizar herramientas metaheurísticas como mecanismo 
de coordinación (Frayret et al., 2009). El recocido simulado (Buer et al., 2015; Dudek et al., 2007; 
Eslikizi et al., 2015; Ziebuhr et al., 2013, 2015) o el símil de las feromonas de las hormigas (Silva 
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et al., 2009) son herramientas metaheurísticas utilizadas que permiten agilar la identificación de 
una propuesta para la coordinación. 
Estos mecanismos de coordinación deben influir en las decisiones de los agentes independientes 
para evitar comportamientos oportunistas o aportes de información falsos que no permitan el 
correcto reparto de los beneficios generados por la colaboración (Lehoux et al., 2014). Los 
mecanismos deben desarrollar la confianza para construir la colaboración y así las mejoras 
locales en costes o en beneficios repercutirán en una mejora global de la cadena de suministro. 
Dado que minimizar los costes locales de cada agente y minimizar los costes globales de la 
cadena de suministro generalmente son objetivos contradictorios (Ziebuhr et al., 2015), los 
mecanismos de coordinación deben intentar que los objetivos locales tiendan igualmente a una 
mejora de la cadena de suministro en su conjunto.  
Albrecht (2010) define los mecanismos de coordinación como aquellos mecanismos con los 
cuales las entidades descentralizadas e interesadas puede lograr la implementación de 
estrategias óptimas para un resultado coordinado y no contradice la racionalidad individual de 
las partes participantes ni el balance presupuestario del sistema. Y llama planificación 
colaborativa a la negociación entre los agentes que permite desarrollar los mecanismos de 
coordinación. 
Stadtler (2007) define la planificación colaborativa como un proceso conjunto de toma de 
decisiones para alinear los planes de los miembros individuales de la cadena de suministro con 
el objetivo de lograr la coordinación a la luz de la asimetría de la información. Mejias-Sacaluga 
et al. (2003) proponen 4 niveles en la evolución de esta negociación: negociaciones amistosas, 
cooperación, coordinación y colaboración. Bajo esa perspectiva la coordinación es un paso 
previo de la colaboración. 
Kelly & Zyngier (2008) aportan en la evolución de la relación entre cooperadores, que a medida 
que cada cooperador encuentra una solución a su propio problema de toma de decisión, se 
esfuerza por llegar a un consenso con los cooperadores adyacentes en función de su solución 
local. El razonamiento colaborativo alcanza, en el mejor de los casos, la conformidad miope 
entre los cooperadores conectados. Esta coordinación permitiría mejorar respecto de un estado 
previo sin coordinación, definida como coordinación débil (Kovács et al., 2013). Por otro lado, 
Kovács et al. (2013) definen como coordinación fuerte cuando los óptimos locales conducen a 
un rendimiento óptimo en todo el sistema, o que el conjunto de óptimos de la cadena de 
suministro está en un equilibrio de Nash. El equilibrio de Nash es cuando ninguna empresa tiene 
una desviación unilateral rentable del conjunto de acciones óptimas de la cadena de suministro 
(Cachon, 2003). 
Respecto de las prácticas comerciales de las empresas y los mecanismos de coordinación, VICS 
(2004) recoge las directrices CPFR (Collaborative Planning, Forecasting and Replenishment) 
diseñadas para conducir la negociación y mejorar el flujo de mercancías desde los proveedores 
de materias primas, pasando por los fabricantes, hasta los estantes de los minoristas. De 
acuerdo con la literatura sobre las cadenas de suministro colaborativas, CPFR cuenta con tres 
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niveles según la información compartida: básico, en desarrollo y nivel avanzado. El CPFR 
avanzado es cuando la información es compartida de forma transparente (Ramanathan et al., 
2014). Pero el modelo CPFR no está totalmente automatizado (Jia et al., 2016) ni tampoco 
desarrollan los mecanismos de coordinación o incentivos de una planificación colaborativa. 
Respecto a la implantación de los mecanismos de coordinación, Barratt (2004) menciona la 
necesidad de establecer una cultura de colaboración basada en 4 elementos principales: 
confianza, beneficios mutuos, intercambio de información y comunicación. Y para la generación 
de esta cultura colaborativa, Vitasek et al. (2013) proponen cinco reglas básicas: Centrarse en 
los resultados a largo plazo y no en las transacciones, focalizarse en el “qué” y no en el “cómo”, 
consensuar y establecer un acuerdo claro de los medibles que valorarán el resultado, modelo 
de precios basados en incentivos y estructura de gobierno que aporte conocimiento y no solo 
control o supervisión. Ramanathan & Gunasekaran (2014) resaltan 7 dimensiones para la 
colaboración, siendo estas el intercambio de información, congruencia de objetivos, 
sincronización de decisiones, alineación de incentivos, uso compartido de recursos, 
comunicación y creación conjunta de conocimiento. Estos elementos deberán acompañar a los 
mecanismos de coordinación si se desea establecer una planificación colaborativa. 
Estos antecedentes de coordinación, mecanismos, descentralizados, deterministas y tipos de 
relaciones permiten determinar los criterios de inclusión y los de exclusión que se van a utilizar 
en esta revisión sistemática de literatura. 
2.3 Criterios de inclusión en esta revisión sistemática 
Los criterios de inclusión deben ser lo suficientemente amplios para asegurar que no se excluye 
ninguna referencia, pese a que esta decisión pueda generar numerosos falsos positivos, para 
ello: 
- Los trabajos deberán cumplir el objetivo de la revisión sistemática, de presentar y/o 
utilizar mecanismos de coordinación, aplicados o propuestos para situaciones 
asimétricas de información, descentralizados, en el área de operaciones y con 
demandas determinadas exógenamente. 
- La búsqueda será en la bases de datos Scopus®, Web Of Science® de acceso para la 
comunidad científica desde el portal del Ministerio de Economía y Competitividad 
(https://www.recursoscientificos.fecyt.es/ ) y se seleccionarán aquellos trabajos a los 
que se tiene acceso desde la Universitat Politècnica de València, por ser desde donde se 
realizará la revisión sistemática. 
- Las fechas de publicación de los trabajos seleccionados serán entre el 2006 al 2016, dado 
que se parte del trabajo previo, como punto de inicio, la revisión de los mecanismos de 
coordinación presentada por Stadtler (2007). 
- Los trabajos incluidos serán aquellos escritos en inglés, castellano o francés, al ser 
idiomas que son comprendidos por el equipo de la revisión sistemática. 
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2.4 Criterios de exclusión en esta revisión sistemática 
A los artículos encontrados se les va a aplicar los siguientes criterios de exclusión, afines al 
objetivo y refinados después de un primer muestreo: 
- Se excluirán las reflexiones sobre los beneficios de la coordinación que no introduzcan 
mecanismos de coordinación. 
- Las revisiones literarias no serán incluidas, pero sí identificadas dado que permiten 
identificar posibles fallos en la revisión sistemática. 
- Respecto de las áreas de aplicación, se van a excluir la generación de energía, la 
cartografía o la comunicación entre sensores donde no haya una negociación asimétrica 
de la información, sino una búsqueda de economizar la comunicación entre agentes y 
no aporten un mecanismo de coordinación distribuido de información asimétrica. 
- También se van a descartar los trabajos que se basan en la búsqueda de coeficientes, 
valores o funciones de equilibrio basados en la teoría de juegos o en la teoría de 
contratos. Estos trabajos están realizados con una perspectiva teórica diferente al 
objetivo de la investigación. 
- Los trabajos con demandas desconocidas o no discretas, aquellos que estudian sus 
consecuencias sobre los puntos de equilibrio y no presentan mecanismos de 
coordinación para llegar a dichos puntos no serán incluidos. Ello es debido a que el 
objetivo es identificar mecanismo de coordinación más que identificar los puntos de 
equilibrio. 
- Los trabajos que solo aborden el problema con una coordinación centralizada sin 
comparar con otros enfoques son descartados.  
- Los trabajos que proponen soluciones algebraicas como “Joint Economic Lot Size 
Models” (JELS) serán excluidos. En dichos trabajos, se trabajan las formulaciones para 
lograr lotes económicos conjuntos, pero no en la búsqueda de mecanismos de 
coordinación distribuido, objetivo de la investigación. 
- Aquellos trabajos en programación dinámica que no profundicen en los mecanismos de 
coordinación para la toma de decisiones en situaciones asimétricas de información, 
descentralizados y en las áreas de operaciones o programación de las operaciones con 
demandas determinadas exógenamente serán excluidos.  
- Finalmente, los estudios de propuestas CPFR, sin mecanismos de coordinación, serán 
excluidos. 
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2.5 Términos de búsqueda y proceso de búsqueda 
Para seleccionar los términos de búsqueda y asegurar que se contemplan todas las referencias 
afines a este objetivo, se ha utilizado un diccionario de sinónimos (Collins, 2018). Además, se 
han incluido términos utilizados en ciertos trabajos para definir situaciones afines. Por ejemplo, 
Simatpung (2006) hace referencia a “colaboración” cuando se utilizan medios y esfuerzos para 
acciones en común, entre dos o más partes en el CdS, con el fin de mejorar respecto de actuar 
por separado. Albrecht (2010) incide en que para existir “coordinación” se requiere de 
“colaboración”, aunque Mejias-Sacaluga et al. (2003) comentan que la “coordinación” es un 
paso previo de la “colaboración”. Del mismo modo, los términos "cooperación" o "integración" 
son similares a la “coordinación”, aunque cada uno tiene una connotación (Crowston et al., 
1994). En la Tabla 2-1 se presenta un resumen de los términos utilizados para la búsqueda. 
Tabla 2-1: Tabla de elementos de búsqueda y términos afines. 
Elemento de búsqueda Elementos de búsqueda complementados con términos 
adicionales afines. 
Coordination (“coordination” OR “collaboration” OR “collaborate” OR 
“cooperation” OR “cooperate” OR “balanced” OR “coordinate” OR 
“participate” OR “collude” OR “conspire” OR “cooperate” OR “ join 
force” OR “ combine”) 
Mechanism (“mechanism” OR “method” OR “system” OR “technique” OR 
“procedure” OR “instrument”) 
Decentral (decentral OR “asymmetric”) 
Production (“production” OR ”scheduling”) 
Deterministic (“Integer” OR “deterministic”) 
 Fuente: Elaboración propia. 
Como se puede observar, se tiene intención de no excluir ningún trabajo afín a la búsqueda que 
pudiera significar un falso negativo. Las órdenes de búsqueda finales se pueden ver en la Tabla 
2-2. 
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Tabla 2-2: Órdenes de las primeras búsquedas utilizadas en cada base de datos. 
Web of  
Science1 
TS=(("coordination" OR "collaboration" OR "collaborate" OR "cooperation" OR "cooperate" OR 
"balanced" OR "coordinate" OR "participate" OR "collude" OR "conspire" OR "cooperate" OR " join 
force" OR " combine")  
AND ("mechanism" OR "method" OR "system" OR "technique" OR "procedure" OR "instrument")  
AND ("production" OR "scheduling") AND ("deterministic" OR "integer") AND (decentral* OR 
"asymmetric")) 
Time frame=2006-2016 Search language=Auto  
Scopus1 
ALL (("coordination" OR "collaboration" OR "collaborate" OR "cooperation" OR "cooperate" OR 
"balanced" OR "coordinate" OR "participate" OR "collude" OR "conspire" OR "cooperate" OR " join 
force" OR " combine")  
AND ("mechanism" OR "method" OR "system" OR "technique" OR "procedure" OR "instrument")  
AND ("production" OR "scheduling") AND ("deterministic" OR "integer") AND (decentral* OR 
"asymmetric"))  
AND PUBYEAR > 2005 AND ( LIMIT-TO(DOCTYPE, "ar" ) )  
AND ( LIMIT-TO(LANGUAGE, "English" ) OR LIMIT-TO(LANGUAGE, "Spanish" ) OR LIMIT-
TO(LANGUAGE, "French" ) )  
AND PUBYEAR < 2017 
 Fuente: Elaboración propia. 
Con estas órdenes de búsqueda han quedado preseleccionados 1.143 artículos en Scopus® y 35 
en WoS® de los cuáles hay 24 duplicados. 
Se entiende que la diferencia entre los dos comandos de búsqueda es debida a la diferencia 
entre el término “TS” de WoS® que busca los términos “Searches the Topic fields in all databases 
in your subscription. Topic fields include Titles, Abstracts, Keywords and Indexing fields such as 
Systematics, Taxonomic Terms and Descriptors” (WoS, 2017) y el término “ALL” de Scopus® que 
busca en los campos “ABS, AFFIL, ARTNUM, AUTH, AUTHCOLLAB, CHEM, CODEN, CONF, DOI, 
EDITOR, ISBN, ISSN, ISSUE, KEY, LANGUAGE, MANUFACTURER, PUBLISHER, PUBYEAR, REF, 
SEQBANK, SEQNUMBER, SRCTITLE, VOLUME, and TITLE” (Scopus, 2017). Por lo que, se ha 
decidido definir una segunda búsqueda en WoS® menos restrictiva. 
Para ello, a partir de los trabajos seleccionados como relevantes de acuerdo con el objeto de la 
investigación del primer grupo de preselección, se ha definido una nueva búsqueda en la base 
de datos de WoS® que preseleccione al menos dichos trabajos. Este segundo rastreo se ha 
definido mediante la modificación de la orden de búsqueda previa. El análisis de los términos 
que aparecen en cada uno de los metadatos de las primeras referencias ha permitido redefinir 
la orden de selección de registros. Se han eliminado filtros “AND” y se han incrementado 
términos de búsqueda “OR”, con la siguiente propuesta de la Tabla 2-3. Además, como se puede 
observar, se ha refinado la prospección con la no inclusión de ciertos idiomas y áreas de 
investigación ajenas a este objetivo. Quedando preseleccionados 2.918 trabajos de la base de 
datos WoS® con esta segunda orden de búsqueda en Web of Science.  
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Tabla 2-3: Órdenes utilizadas en la segunda búsqueda en WoS®. 
 (TS=("coordination" OR coordinat* OR "collaboration" OR "collaborate" OR "cooperation" OR "cooperate" OR "balanced" OR 
"coordinate" OR "participate" OR "collude" OR "conspire" OR "cooperate" OR "join force" OR " combine" OR separate* OR 
cluster*))  
AND (TS= (mechanism* OR "method" OR "system" OR "technique" OR "procedure" OR "instrument" OR “algorithm” OR 
method*))  
AND (TS= ("production" OR "scheduling" OR “sequence”))  
AND (TS= (decentral* OR "asymmetric" OR "asymmetry" OR interchang* OR separate* OR decouple* OR exchang*))  
AND (PY=(2006-2016))  
AND (SU=(Engineering OR Mathematics OR “Operations Research & Management Science” OR “Computer Science” OR 
“Automation & Control Systems” OR Agriculture OR Forestry)) 
Refined by: RESEARCH AREAS: ( ENGINEERING OR AGRICULTURE OR FORESTRY OR MATHEMATICS OR COMPUTER SCIENCE OR 
OPERATIONS RESEARCH MANAGEMENT SCIENCE OR AUTOMATION CONTROL SYSTEMS )  
AND [excluding] Databases: ( MEDLINE ) AND DOCUMENT TYPES: ( ARTICLE )  
AND [excluding] RESEARCH AREAS: ( VETERINARY SCIENCES OR GASTROENTEROLOGY HEPATOLOGY OR SPECTROSCOPY OR 
PLANT SCIENCES OR MICROBIOLOGY OR IMMUNOLOGY OR PATHOLOGY OR NUCLEAR SCIENCE TECHNOLOGY OR 
EVOLUTIONARY BIOLOGY OR ENTOMOLOGY OR CRYSTALLOGRAPHY OR ENDOCRINOLOGY METABOLISM OR ANATOMY 
MORPHOLOGY OR EDUCATION EDUCATIONAL RESEARCH OR ROBOTICS OR PARASITOLOGY OR REPRODUCTIVE BIOLOGY 
OR OCEANOGRAPHY OR THERMODYNAMICS OR PHYSICAL GEOGRAPHY OR PHYSICS OR POLYMER SCIENCE OR 
ASTRONOMY ASTROPHYSICS OR DEVELOPMENTAL BIOLOGY OR REMOTE SENSING OR BIOCHEMISTRY MOLECULAR 
BIOLOGY OR METALLURGY METALLURGICAL ENGINEERING OR PSYCHOLOGY OR GENETICS HEREDITY OR MINING MINERAL 
PROCESSING OR SOCIAL ISSUES OR MARINE FRESHWATER BIOLOGY OR PHYSIOLOGY OR GEOLOGY OR PALEONTOLOGY OR 
BIODIVERSITY CONSERVATION OR PUBLIC ENVIRONMENTAL OCCUPATIONAL HEALTH OR NEUROSCIENCES NEUROLOGY OR 
MYCOLOGY OR NUTRITION DIETETICS OR CARDIOVASCULAR SYSTEM CARDIOLOGY OR MINERALOGY OR ZOOLOGY OR 
GEOCHEMISTRY GEOPHYSICS OR ARCHAEOLOGY OR BIOTECHNOLOGY APPLIED MICROBIOLOGY OR GEOGRAPHY OR 
DERMATOLOGY OR TOXICOLOGY OR HISTORY OR METEOROLOGY ATMOSPHERIC SCIENCES OR PHARMACOLOGY 
PHARMACY OR SOCIOLOGY OR MATHEMATICAL COMPUTATIONAL BIOLOGY OR BIOPHYSICS OR FISHERIES OR HEALTH 
CARE SCIENCES SERVICES OR RADIOLOGY NUCLEAR MEDICINE MEDICAL IMAGING OR FILM RADIO TELEVISION OR OPTICS 
OR ANTHROPOLOGY OR WATER RESOURCES OR GOVERNMENT LAW OR URBAN STUDIES OR TELECOMMUNICATIONS OR 
SURGERY OR LIFE SCIENCES BIOMEDICINE OTHER TOPICS OR IMAGING SCIENCE PHOTOGRAPHIC TECHNOLOGY OR 
MICROSCOPY OR ACOUSTICS OR ELECTROCHEMISTRY OR CELL BIOLOGY OR ANESTHESIOLOGY OR INFECTIOUS DISEASES )  
AND [excluding] DOCUMENT TYPES: ( EDITORIAL OR RETRACTED PUBLICATION OR OTHER OR MEETING OR ABSTRACT OR 
REPORT OR BOOK )  
AND [excluding] LANGUAGES: ( GERMAN OR CHINESE OR UKRAINIAN OR KOREAN OR POLISH OR TURKISH OR RUSSIAN OR 
CROATIAN OR SERBO CROATIAN OR SLOVENIAN OR PORTUGUESE OR JAPANESE OR UNSPECIFIED OR SERBIAN ) 
Timespan: 2006-2016. Search language=Auto  
Fuente: Elaboración propia. 
Además, con el fin de asegurar que han sido seleccionados todos los artículos afines, se realiza 
una nueva búsqueda siguiendo una nueva estrategia. Esta nueva prospección identifica las 
referencias que hayan incluido el trabajo con el que se ha iniciado esta revisión de los 
mecanismos de coordinación de Stadtler (2007), en las bases de datos de Scopus®, WoS® y 
Google Scholar®. Con esta búsqueda, 10 trabajos coinciden con la primera búsqueda en Scopus® 
y se incorporan 95 nuevas referencias de la base de datos Scopus® que se puede apreciar en la 
Tabla 2-4 en “3ª Scopus”. Esta estrategia ha permitido incorporar 10 trabajos obtenidos 
exclusivamente por esta estrategia de búsqueda que se puede apreciar en la Tabla 2-6. En la 
Tabla 2-4 se pueden ver todos los artículos preseleccionados y aquellos coincidentes entre las 
distintas estrategia de búsqueda. 
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Tabla 2-4: Resumen de órdenes de búsqueda, trabajos preseleccionados y los duplicados. 
 1ª SCOPUS 1ª WOS 2ª WOS 3ª SCOPUS 3ª WOS 3ª Scholar 
1ª SCOPUS 1.143 24 74 10 5 9 
1ª WOS 24 35 19 0 0 0 
2ª WOS 74 19 2918 6 7 5 
3ª SCOPUS 10 0 6 105 62 89 
3ª WOS 5 0 7 62 69 60 
3ª Scholar 9 0 5 89 60 186 
 Fuente: Elaboración propia sobre Mendeley©. 
Todas estas estrategias de búsqueda dan un total de 4.187 trabajos preseleccionados sin 
duplicados. 
Un vez seleccionadas las referencias, se realiza un esquema visual de las relaciones entre las 
referencias preseleccionadas a partir de la repetición cruzada de las “Author keywords” que se 
puede apreciar en la Figura 2-1. Esta representación permite identificar agrupaciones de líneas 
de investigación. Para obtener esta imagen se han seguido los trabajos de Peset-Mancebo et al. 
(2013) y de Waltman et al. (2010). En esta representación se agrupan las distintas palabras claves 
de autor que más aparecen repetidas entre las distintas referencias y con qué otras palabras 
aparecen al mismo tiempo en dichos trabajos. Esta figura es una representación gráfica de los 
clústeres de concurrencia de las palabras claves de autor entre los distintos trabajos con el 
programa Pajek 5.01 (Pajek, 2017). Las palabras clave de autor con mayor presencia en los 
trabajos preseleccionados son: “Supply Chain”, “Collaborative Planning”, “Game Theory”, 
“Information Sharing”, “Lot Sizing”, “Scheduling”, “Decision Making”, etcétera. Las palabras con 
más interconexiones representan palabras clave de autor que aparecen más veces 
conjuntamente en las diferentes publicaciones. Las palabras aisladas y no interconectadas 
representan posibles líneas futuras de investigación que relacionen estas áreas de 
conocimiento. Por ejemplo, se puede observar posibles carencias de líneas de investigación 
entre mecanismos de coordinación en la programación de producción (puntos en rojo) 
relacionados con las directrices CPFR (puntos en rosa), por la falta de líneas de conexión entre 
las dos agrupaciones de trabajos con estas palabras claves. 
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Figura 2-1: Clúster de palabras clave de autor relacionadas de la selección de referencias. 
 
Fuente: Elaboración propia con Pajek© 5.01. 
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2.6 Filtrado de artículos 
Los metadatos bibliográficos preseleccionados de las bases de datos a partir de los distintos 
métodos de búsqueda han sido incorporados a una base de datos dentro de la herramienta 
Mendeley Desktop® para su revisión. Una vez descargados, el propio programa permite realizar 
una búsqueda de duplicados antes de iniciar la revisión. Se pasan de las 4.456 referencias 
obtenidas de cada estrategia de búsqueda a los 4.187 trabajos al eliminar los duplicados. 
Para la selección de trabajos, primero se descartan aquellos que por sus títulos se identifica que 
están fuera del objetivo al cumplir algún criterio de exclusión de los presentados en este 
capítulo. Si se tienen dudas con la lectura de su título, se leerá su resumen y si aún hay dudas se 
identificarán para ser descargados los artículos completos posteriormente. De los metadatos 
pre-seleccionados para leer su artículo, algunos de ellos no podrán ser incluidos por falta de 
acceso al documento desde nuestra institución y se identificarán como “NO ACCESO”. En la Tabla 
2-5 se recoge el número de artículos de las revistas que no han podido ser consultadas por 
completo de estos 29 trabajos.  
En estos dos pasos, se han descartado un total de 3.736 referencias de las 4.187 analizadas. 
Como se puede observar, se ha tenido la intención de no excluir ningún trabajo afín a la 
búsqueda que pudiera significar un falso negativo, aunque se hayan preseleccionado tantos 
falsos positivos. Finalmente, en el caso de tener acceso al artículo completo, se realiza su 
descarga para que con la lectura preliminar se permita confirmar su selección. Han sido 
descargados 451 artículos, de los cuales han sido excluidos 405 trabajos, por cumplir algún 
criterio de exclusión, dejado 46 referencias seleccionadas. 
De acuerdo con el tiempo disponible, se realizan auditorías del proceso de identificación y 
selección de artículos por los colaboradores de la SLR. 
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Tabla 2-5: Revistas de los trabajos a las cuales no se han tenido acceso. 
Título de la revista Nº artículos 
International Journal of Production Research 11 
International Journal of Logistics Systems and Management 4 
European J. of Industrial Engineering 1 
International Journal of Computer Integrated Manufacturing 1 
International Journal of Industrial and Systems Engineering 1 
International Journal of Information Systems and Supply Chain Management 1 
International Journal of Information Technology & Decision Making 1 
International Journal of Services, Economics and Management 1 
International Journal of Systems Science 1 
Journal of Southeast University (English Edition) 1 
Journal of Systems Engineering and Electronics 1 
Journal of the Operational Research Society 1 
Lecture Notes in Economics and Mathematical Systems 1 
Operations Research 1 
Supply Chain Forum 1 
Transactions of Nanjing University of Aeronautics and Astronautics 1 
 Fuente: Elaboración propia. 
En la Tabla 2-6 se puede observar la eficacia de las distintas estrategias de búsqueda a partir de 
los trabajos finalmente seleccionados. 
Tabla 2-6: Referencias bibliográficas seleccionadas. 
 1º SCOPUS 1º WOS 2º WOS 3º SCOPUS 3º WOS 3º Scholar 
1º SCOPUS 25 1 11 1 1 1 
1º WOS 1 2 1 0 0 0 
2º WOS 11 1 22 2 2 2 
3º SCOPUS 1 0 2 12 10 12 
3º WOS 1 0 2 10 10 10 
3º Scholar 1 0 2 12 10 12 
 Fuente: Elaboración propia. 
Posteriormente, con los 46 trabajos seleccionados se ha realizado una revisión de sus 
bibliografías. Esta nueva estrategia de prospección permite identificar referencias incluidas en 
los trabajos seleccionados, pero no identificadas previamente por no cumplir con todos los 
términos de las órdenes de búsqueda utilizadas.  
Mediante esta nueva estrategia de búsqueda se han incorporado 13 trabajos, quedando un total 
de 59 trabajos seleccionados. En la Figura 2-2 se puede observar un resumen de todo el proceso 
de gestión de referencias mediante el flujograma propuesto por PRISMA© (“Prisma,” 2015). 
Modelos y Algoritmos de Coordinación para la Planificación de Operaciones basada en el 
concepto Stroke en Redes de Suministro distribuidas y con alternativas 
 
GREGORIO RIUS-SOROLLA Página 47 
 
Figura 2-2: Evolución de las referencias, mediante la forma estandarizada de PRISMA® flow diagram. 
 
Fuente: Forma estandarizada de PRISMA flow diagram® 
En la Tabla 2-7 se enumeran los trabajos seleccionados que permitirán realizar el informe con el 
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Tabla 2-7: Referencias seleccionadas. 
(Agnetis et al., 2006) (Attanasio et al., 2006) (Dash et al., 2007) (Dudek et al., 2007) 
(Pibernik et al., 2007) (Pittman et al., 2007) (Cheng et al., 2008) (Feng et al., 2008) 
(Jung et al., 2008) (Kelly et al., 2008) (Nie et al., 2008) (Nishi et al., 2008) 
(Walther et al., 2008) (Jeong et al., 2009) (Pukkala et al., 2009) (Silva et al., 2009) 
(Frazzon et al., 2010) (Gaudreault et al., 2010) (Gunnerud et al., 2010) (Homberger, 2010) 
(Homberger et al., 2010) (Lee et al., 2010) (Lehoux et al., 2010a) (Lehoux et al., 2010b) 
(Homberger et al., 2011) (Homberger, 2011) (Lau et al., 2011) (Mouret et al., 2011) 
(Singh et al., 2011) (Lu et al., 2012) (Buer et al., 2013) (Kovács et al., 2013) 
(Taghipour et al., 2013) (Thomas et al., 2013) (Ziebuhr et al., 2013) (Behnamian, 2014) 
(Kong et al., 2014) (Lehoux et al., 2014) (Reiss et al., 2014) (Sokoler et al., 2014) 
(Thomas et al., 2014) (Acar et al., 2015) (Albrecht et al., 2015) (Buer et al., 2015) 
(Eslikizi et al., 2015) (Harb et al., 2015) (Homberger et al., 2015) (Mason et al., 2015) 
(Qu et al., 2015) (Thomas et al., 2015) (Ziebuhr et al., 2015) (Agnetis et al., 2016) 
(Bajgiran et al., 2016) (Jia et al., 2016) (Singh et al., 2016) (Tang et al., 2016b) 
(Wenzel et al., 2016b) (Wenzel et al., 2016b) (Zoghlami et al., 2016)  
 Fuente: Elaboración propia. 
2.7 Marco de referencia para la revisión de los trabajos 
Una vez que se tienen identificados los artículos seleccionados, se realizará el análisis respecto 
de cada uno de los elementos del presente marco de referencia. El marco de referencia 
permitirá analizar las limitaciones de los distintos mecanismos de coordinación e incentivos 
presentados en los trabajos seleccionados. Estas limitaciones facilitarán identificar posibles 
oportunidades de líneas de investigación por desarrollar. Este marco de referencia se basa en la 
combinación de los trabajos de Stadtler (2007) y Mula et al. (2010) con los siguientes apartados, 
clasificados como internos y externos: 
 
2.7.1. Nivel temporal de la decisión coordinada (externo) 
2.7.2. Estructura y relación entre los miembros de la CdS (externo) 
2.7.3. Tipo de relación entre los miembros de la CdS (externo) 
2.7.4. Objetivos de la coordinación (externo) 
2.7.5. Modelos y pasos en la colaboración (interno) 
2.7.6. Características de la implantación del mecanismo (interno) 
2.7.7. Calidad y novedades de las soluciones identificadas(interno) 
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2.7.1 Nivel temporal de la decisión coordinada (externo) 
Las decisiones de coordinación son clasificadas en función de su alcance temporal. Se le 
denominará estratégico o de largo plazo, de más de 6 meses, a las decisiones tales como la 
selección de la ubicación de los centros de producción, almacenamiento y distribución, la 
subcontratación de parte de las operaciones, fijación de precios, aplazamiento, asignación de 
capacidad, asignación de instalaciones (Huang et al., 2003). Se define como táctico, medio plazo, 
de 2 semanas a 6 meses, a las decisiones de stock de seguridad, plan de envío, planificación de 
requerimientos de material y plan de operaciones. Y finalmente, se identificará como 





2.7.2  Estructura y relación entre los miembros de la CdS (externo) 
Este elemento del marco de referencia intenta identificar el número de niveles de CdS donde se 
aplica la propuesta de mecanismos de coordinación. Para clasificar las CdS se recogerán el 
número de miembros en cada nivel y el área de negocio que se intenta coordinar. También se 
incluirá si la coordinación es inter, entre organizaciones diferentes, o intra dentro de una misma 
organización. Así “2, 1-n, producción, inter” es decir dos niveles, un proveedor con varios 
clientes y la coordinación es realizada en el área de producción, entre organizaciones diferentes.  
- Nº de niveles (1,2… n) 
- Nº de miembros por nivel (1-1, 1-n, n-1, n-n, n…) 
- Función de negocio (producción, distribución, ventas) 
- Intra o Inter 
2.7.3 Tipo de relación entre los miembros de la CdS (externo) 
Dentro de este elemento del marco de referencia se recogen cinco características de la relación 
entre los miembros de la CdS. Por un lado, se observará si hay una relación de poder entre los 
miembros. Además, se analizará si el tipo de comportamiento que se espera entre los miembros, 
o las asunciones de comportamiento, son oportunista o de equipo. Por otro lado, se observará 
si se evalúan las posibles consecuencias de los comportamientos oportunistas. En otro orden de 
ideas, los posibles efectos del aprendizaje en la negociación. Y, por último, si se proponen 
mecanismos de coordinación o incentivos que se repitan en cada nuevo tramo en el que se 
planifica.  
En la relación de poder, se deberá intentar identificar si hay un desequilibrio de poder en la 
relación y el lado donde se encuentra. No todos los trabajos hacen mención explícita al 
concepto, por lo que se intentará, en la medida de las posibilidades, identificarlo.  
Respecto al comportamiento, en muchos trabajos se asume el comportamiento colaborativo, 
conocido también como “de equipo” o cooperativo, aunque no se explicita. Este tipo de 
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comportamiento se caracteriza en que las unidades organizativas actúan por separado, pero 
comparten el mismo objetivo y distribuyen información veraz. Esta perspectiva contrasta con 
una perspectiva más oportunista donde las unidades toman las decisiones separadamente con 
información privada y objetivos individuales, compartiendo información que no siempre es 
veraz, dado que velan por asegurar sus objetivos locales. Así mismo, se identificará si se analizan 
las consecuencias de dicho comportamiento, dado que permite identificar si se avanza en los 
incentivos adecuados para proveer con información verdadera en la negociación y los factores 
que influyen en ella (Wang et al., 2016).  
Respecto del concepto del aprendizaje en la relación entre los miembros, se desea valorar si se 
tiene en cuenta dicho factor en los mecanismos de coordinación en las sucesivas negociaciones.  
Stadtler (2007) destacó la carencia de trabajos en entornos de horizontes rodantes, donde las 
negociaciones se repiten en cada nuevo horizonte de negociación y las partes pueden aprender 
de las negociaciones previas. Dado que en el procedimiento de horizontes rodantes se 
recalculan las planificaciones multiperiodo en cada nuevo tramo en el que se planifica, las 
sucesivas negociaciones deben contemplar las repercusiones que tienen los cambios en la 
planificación respecto de los costes y del nerviosismo generado en las organizaciones. Se debe 
recordar que los entornos de horizontes rodantes son una realidad habitual en la industria 
(Stadtler, 2007). En consecuencia, se deberían contemplar el procedimiento de horizontes 
rodantes en los mecanismos de coordinación si se desea una colaboración cooperativa en la CdS 
multiperiodo. En este elemento se identificará si los mecanismos de coordinación son 
contemplados en entornos de horizontes rodantes dentro de modelos multiperiodo, para 
posteriormente poder evaluar si hay aprendizaje entre cada tramo en el que se planifica. 
- Poder (proveedor, comprador..) 
- Comportamiento (oportunista, colaborativo…) 
- Análisis del oportunismo (si, no)  
- Aprendizaje (si, no) 
- Horizontes rodantes (si, no) 
2.7.4 Objetivos de la coordinación (externo) 
Los mecanismos de coordinación se pueden establecer para distintos objetivos. Un primer 
objetivo es desear la alinealidad de los requerimientos, conseguir que el proveedor pueda 
satisfacer los requerimientos del cliente. Otro objetivo podría ser buscar una solución óptima a 
la CdS, es decir, buscar el máximo beneficio o mínimo coste del acumulado de todos los 
miembros que conformen la CdS, que se obtendría en un cálculo centralizado con toda la 
información de todas las entidades de la CdS (Pibernik et al., 2007). En estos casos, se debe 
identificar los mecanismos de compensación entre los miembros, dado que los óptimos globales 
no siempre son la suma de los óptimos locales. Los peores resultados de unas entidades al 
coordinarse deben ser compensados con los beneficios globales de la coordinación.  Por último, 
se deben identificar los casos de objetivos de una solución que reparta los beneficios de la 
coordinación de forma justa. El término justo es muy amplio, se puede interpretar como el 
reparto de los beneficios o costes en función del riesgo que asume cada eslabón de la CdS en la 
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cooperación (Vitasek et al., 2013). Pero igualmente el termino riesgo puede referirse a los costes 
de oportunidad de la cooperación o a los costes que asume cada miembro para realizar esta 
propuesta de coordinación (Stadtler, 2007), en cada caso se intentará identificar el sentido 
utilizado.  
- Tipo de objetivo (alineación, búsqueda del óptimo, solución justa) 
2.7.5 Modelos y pasos en la colaboración (interno) 
En este elemento del marco de referencia se analizará el modelo de colaboración. Se identificará 
el tipo de modelo de matemático utilizado para coordinar. Se indicará la fase en la que se plantea 
la negociación. Es decir, se identificará que se está en la fase diseño cuando se está colaborando 
para definir los elementos que conforman la CdS. En la fase de planificación, la colaboración 
estará centrada en las compras, la producción o en los planes de distribución. En la fase de 
ejecución, se distinguirá si se modifica el plan propuesto o si se admiten órdenes parciales. Y en 
la fase de evaluación, se identificará si se evalúan las ejecuciones anteriores en las nuevas 
negociaciones. 
Por otro lado, se recogerá la información que se debe compartir para llegar a una colaboración. 
Y al mismo tiempo, se recogerá cuál es la información que se oculta. Dado que no se plantean 
soluciones centralizadas donde un decisor tiene acceso a toda la información relevante para la 
toma de decisiones, las partes deben definir qué información intercambiar para mejorar su 
estatus respecto de la no cooperación. 
Esto va enlazado con cuál es el objetivo del modelado matemático de la coordinación, si es de 
incrementar beneficios, minimizar coste, calidad de servicio o reducir atrasos globalmente. Por 
otro lado, se identificará cual es el objetivo local de cada uno de los miembros que intervienen 
en la coordinación. 
Otro punto que se identificará es la forma utilizada para representar la estructura de las 
operaciones en los modelos. Las cadenas de suministro son cada vez más complejas con 
alternativas, co-productos, embalajes comunes, de más fácil representación mediante el 
concepto de los strokes que con las estructuras basadas en Gozinto (Maheut, 2013). Los strokes 
representan cualquier operación de transformar, transportar o consumir y permiten que el 
modelado pueda optimizar las alternativas de operaciones más adecuadas. La estructura 
Gozinto es la forma de asociar todos los productos necesarios (producto hijos) y los recursos a 
inmovilizar, para la obtención de un único producto denominado “producto padre”, es una 
adaptación lingüística de “the part that goes into” (Vazsonyi, 1954). 
- Modelo de decisión (lineal, entero, mixto, cuadrático…) 
- Fase de colaboración (diseño, planificación, ejecución, evaluación) 
- Información oculta (costes, capacidades…) 
- Información compartida (costes, capacidades…) 
- Objetivo global (beneficios, coste, servicio…) 
- Objetivos locales (beneficios, coste, nivel de servicio...) 
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- Modelado estructura de producto (gozinto, strokes…) 
2.7.6 Características de la implantación del mecanismo (internos) 
En este elemento del marco de referencia se recoge el mecanismo de coordinación utilizado y 
sus características. Los mecanismos de coordinación se identificarán como subastas, jerárquicos, 
descomposiciones matemáticas y metaheurísticas. 
Las subastas son importantes mecanismos de coordinación, utilizados desde los primeros 
tiempos para la asignación de bienes y servicios (Attanasio et al., 2006). La coordinación 
jerárquica se puede entender como una extensión de las subastas, donde solo una de las partes 
puja. En los mecanismos de coordinación jerárquicos una entidad informa de su plan de 
necesidades y las otras entidades pueden ofrecer alternativas con una compensación. La entidad 
superior evalúa las alternativas o pujas y confirma su plan de necesidades u oferta. Pero estas 
necesidades pueden ser de varios productos o servicios combinados, lo que se conoce como 
subastas combinatorias. En las subastas combinatorias las alternativas se incrementan por lo 
que se incrementa los requerimientos computacionales. Para solucionar dicho problema se 
identifican dos enfoques. Por un lado, utilizar los distintos métodos de las descomposiciones 
matemáticas y, por otro lado, aplicar métodos heurísticos con el fin de encontrar la combinación 
más adecuada al objetivo perseguido.  
Los métodos de descomposición matemática permiten que el problema se divida en 
subproblemas coordinados para encontrar una solución conjunta al problema. Por lo tanto, 
ofrecen un mecanismo de coordinación alternativo, dado que los subproblemas pueden 
asimilarse a cada una de las entidades de la CdS y el problema conjunto a la propia CdS.  
Los multiplicadores de Lagrange se utilizan para separar el modelo en subproblemas 
independientes al relajar las restricciones que los conectan. Estos subproblemas se pueden 
resolver de forma independiente. Dentro de estas descomposiciones se encuentran los métodos 
propuestos por Dantzig-Wolfe (1960) y la descomposición de Benders (1962). Este último autor 
propone dualizar la función y luego relajar algunas restricciones para generar subproblemas 
separables y un problema central. El problema central contiene las restricciones y la parte de la 
función que no se pueden descomponer. La entidad coordinadora debe agregar las soluciones 
propuestas de cada subproblema para resolver el problema central. El método de Dantzig-Wolfe 
(1960) utiliza los multiplicadores de Lagrange para coordinar, aumentando los precios de los 
recursos compartidos cuando los subproblemas solicitan más recursos. El método de Benders 
solicita los precios propuestos por los subproblemas para reducir o aumentar los recursos 
compartidos. Otro planteamiento es la descomposición de Lagrange. La descomposición de 
Lagrange (DL) propone duplicar un conjunto de variables y relajar estas restricciones que 
correlacionan estas duplicaciones. Por lo tanto, DL permite dividir los problemas con la 
duplicación de las variables de conexión (Lidestam et al., 2011). Los problemas divididos por DL 
permiten la computación paralela (Jeet et al., 2007). Guignard et al. (1987) demostraron que DL 
establece conjuntos más reducidos de soluciones que aplicando LR. 
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Además, se evaluará si es necesaria la figura de un mediador. Muchos mecanismos llevan 
implícita la necesidad de la figura de un mediador, el cual tiene acceso a parte de la información 
de las entidades. El mediador, de forma ajena y sin predisposición por ninguna de las partes, 
gestiona la información. 
Por otro lado, las negociaciones o búsquedas de soluciones quedan afectadas por las propuestas 
iniciales que sirven de base para la negociación. Se identificará quien origina o aporta la primera 
propuesta. Y también se registrarán los planes que hacen falta intercambiar para llegar a una 
solución.  
Además, se anotará si se plantean compensaciones con el fin de poder acercarse al óptimo. Estas 
compensaciones permiten compensar el empeoramiento de unos al aceptar la propuesta de 
planificación.  
Por último, se identificarán los criterios utilizados para considerar finalizada la negociación. Estos 
criterios pueden ser una combinación de los siguientes criterios: el número de iteraciones 
realizadas, el gap requerido, el límite a los tiempos computacionales y los propios parámetros 
definidos en la metaheurística. 
- Mecanismo (subasta, jerárquico, descomposición matemática, metaheurísticos) 
- Mediador (si, no) 
- Solución inicial (aguas arriba, aguas abajo, mediador…) 
- Nº de planes intercambiados (1,2,… pocos, muchos) 
- Pagos compensatorios (si, no) 
- Criterios de finalización de la negociación (iteraciones, gap…) 
2.7.7 Novedades de las soluciones identificadas 
En este apartado se recogerá la forma en que los trabajos evalúan las soluciones propuestas. Se 
identificará la calidad de los resultados en función de si aportan una demostración de la 
convergencia del método, realizan la simulación de un caso de estudio, o parten de un banco de 
instancias, dado que la evidencia del método se circunscribirá a esta situación.  
Por otro lado, se intentará recoger la aportación destacable que cada investigación aporta sobre 
los mecanismos de coordinación o a los incentivos aplicados. 
- Evaluación de la calidad de la propuesta (demostración, simulación, banco de instancias) 
- Aportación destacable 
2.8 Conclusiones 
En este capítulo se ha presentado un protocolo para la realización del SLR y el marco de 
referencia para el análisis de los artículos seleccionados. En dicho protocolo se han tenido que 
tomar decisiones, descartando alternativas que abren posibilidades a futuras líneas de 
investigación. El elemento básico del SLR es que el proceso sea sistemático, transparente y 
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replicable. Para ello el proceso utilizado esta predeterminado antes de su inicio, compartido y 
auditado por el equipo de investigación.  
En el momento de inicio de la revisión, a finales del 2016, no todos los trabajos estaban 
incorporados en las bases de datos. Por lo tanto, se han ido haciendo actualizaciones de las 
búsquedas con el paso del tiempo para poder incorporar las nuevas referencias bibliográficas a 
medida que avanzaba el trabajo. 
En la Tabla 2-6 se puede observar la eficacia de las distintas estrategias de búsqueda. Se puede 
destacar que la primera estrategia de búsqueda logra mayor número de trabajos seleccionados, 
pero a costa de un mayor número de trabajos analizados. Habría que destacar la revisión de las 
bibliografías por el número de artículos seleccionados respecto de los artículos analizados. Pero, 
para una completa revisión bibliográfica ambos métodos deben completarse, dada la dificultad 
de determinar correctamente los términos de búsqueda, para que no generen falsos negativos 
y al mismo tiempo el número de trabajos preseleccionados sea asumible. 
Hay que mencionar que siempre hay un posible error humano en la revisión de los trabajos 
preseleccionados, pese a las auditorías y revisiones, que pueden haber descartado ciertos 
trabajos, pero al compartir el protocolo se garantiza que el proceso sea sistemático, 
transparente y replicable. 
Se han excluido los mecanismos de coordinación referidos a las áreas de economía, la teoría de 
juegos, modelados del vendedor de periódicos, protocolos de contratos o las demandas 
dependientes de los precios que permiten abrir futuras líneas de investigación que una estas 
áreas con los mecanismos de coordinación del área de operaciones. Además, se han excluido 
los trabajos de líneas de investigación centradas en la programación en base a agentes, pero 
que puede abrir posibilidades para trasladar los mecanismos de coordinación de operaciones en 
su aplicación automatizada al asimilar los agentes a las entidades de la CdS. 
En la Tabla 2-7 se enumeran los trabajos seleccionados que permitirán realizar el informe con el 
marco de referencia del apartado anterior en el siguiente capítulo. 
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Capítulo 3: Revisión sistemática de literatura sobre 
los mecanismos de coordinación en modelos de 
programación matemática para la toma de 
decisiones descentralizada2 
3.1 Introducción 
Las CdS son cada vez más complejas y distribuidas, compuestas por múltiples organizaciones con 
diferentes objetivos y políticas. Por lo tanto, la CdS debe coordinar su actividad para mejorar su 
competitividad aún cuando los usuarios finales no necesitan conocer la ubicación o las 
características de los recursos requeridos (Attanasio et al., 2006). 
Desde la primera aparición del concepto CdS en 1982 (Cooper et al., 1997), se identificó que la 
competencia no era tanto entre las empresas, sino entre las distintas CdS, que debían 
coordinarse. De hecho, las organizaciones tienen que gestionar la mejora entre los miembros de 
CdS. Por lo tanto, es necesario vincular los objetivos y las actividades entre las organizaciones 
de la CdS, para lograr la optimización global, en lugar de buscar solo la optimización de los 
resultados locales. 
La coordinación puede ser entre empresas independientes de la CdS o dentro de los clústeres 
(Qu et al., 2015) o incluso dentro de cada organización (Behnamian, 2014). Stank (1999) estudió 
los procesos de coordinación dentro de las empresas, que se caracterizaron por una 
comunicación efectiva, intercambio de información, asociación y monitorización del 
desempeño. Dado que la información no está igualmente disponible para todas las partes, es 
decir, es asimétrica, se necesitan mecanismos para garantizar que la información esencial se 
comparte para tomar las decisiones correctas (McAfee et al., 1987). 
La coordinación no solo es necesaria cuando las fábricas se encuentran en lugares diferentes o 
con culturas diferentes (Maheut et al., 2014a), sino también entre diferentes periodos de tiempo 
(Maheut et al., 2014b). Estos y otros elementos afectan en la toma de decisiones sobre la 
ubicación de almacenamiento y distribución, los programas de producción o distribución, etc. 
Además, se pueden involucrar diferentes niveles dentro de las organizaciones que constituyen 
                                                          
2 Una versión previa de este capítulo fue presentada en el 11th International Conference on Industrial 
Engineering and Industrial Management celebrado en Valencia en 2017 recibiendo el reconocimiento 
como Best Paper Award en el área de Operation Research, Modelling and Simulation. Y ha servido para la 
realización de un artículo científico “Coordination mechanisms with mathematical programming models 
for decentralized decision-making, a literature review”, publicado en la revista “Central European Journal 
of Operations Research (CEJOR)” (Rius-Sorolla et al., 2018b). 
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la CdS, los cuales deben estar igualmente coordinados. Todos ellos, con el objetivo de tomar 
decisiones operativas óptimas para su organización y también para la CdS (Ertogral et al., 2000). 
Los mecanismos de coordinación distribuidos en situaciones asimétricas son necesarios en 
organizaciones donde los sistemas de decisión centralizados son impracticables porque su 
modelado es no-lineal e intratable, dada la complejidad de sus instalaciones (Lu et al., 2012). 
Igualmente, en las organizaciones que requieren sistemas de toma de decisión en tiempo real 
(Ouelhadj et al., 2009) o cuando las organizaciones son reticentes a compartir toda la 
información necesaria para la toma de decisiones en la CdS (Kutanoglu et al., 1999), los 
mecanismos de coordinación ayudan a identificar soluciones. 
Sahin y Robinson (2002) examinando la literatura sobre integración en la CdS propusieron que 
el intercambio de información y la coordinación entre los miembros eran los principales 
impulsores del desempeño de la CdS. La gestión efectiva de la información puede generar una 
notable mejora en la CdS (Zhou et al., 2007). Algunos trabajos muestran la correlación entre la 
mejora de beneficios y el intercambio de información y/o el alineamiento de incentivos y/o la 
sincronización de decisiones (Sridharan et al., 2009). 
Para asegurar la coordinación, se han creado contratos o mecanismos (Whang, 1995) que 
permiten tomar decisiones localmente, es decir, donde sea que la información esté disponible, 
pero teniendo en cuenta los intereses globales. La presente tesis se centra en los mecanismos 
que permiten la planificación local autónoma y al mismo tiempo alinean los intereses globales a 
través de modelos de programación matemática. 
Estos mecanismos deben ser los adecuados para alinear los objetivos entre los diferentes 
actores (Fan et al., 2003). Entre ellos se encuentran repartos proporcionales de los beneficios 
globales (Ben-Daya et al., 2008), precios de transferencia, recompra, entrega flexible y 
reembolso (Mahdiraji et al., 2015), descuento por cantidad (Lehoux et al., 2014), periodos de 
crédito (Arkan et al., 2012), compartir el riesgo, flexibilizar las cantidades de entrega (Jeong, 
2012), derechos de franquicia (Chakraborty et al., 2015) etc. La colaboración solo continuará si 
se percibe que la cooperación trae beneficios o mayor valor a cada parte (Cheng, 2011). Una 
solución totalmente integrada puede dar como resultado un rendimiento óptimo para el sistema 
(Buxmann et al., 2008), pero tal solución no siempre beneficia a cada miembro del sistema (Li 
et al., 2007). Por lo tanto, aunque en teoría la mejor solución significa la óptima, en la práctica 
con que los resultados de la coordinación hayan mejorado el resultado general en comparación 
con la falta de coordinación (Stadtler et al., 2008) deben considerase como mecanismos de 
coordinación. 
Desde los trabajos de Dantzig-Wolfe (1960) y Benders (1962), se han ideado diferentes 
soluciones con respecto a la coordinación de la CdS. Pudiéndose encontrar importantes 
revisiones sobre la literatura (Arshinder et al., 2008, 2011; Badole et al., 2012; Frayret et al., 
2009; Jeong et al., 2002; Kumar et al., 2016; Li et al., 2007; Tang et al., 2016a) que analizan 
diferentes percepciones sobre el concepto de coordinación y de CdS. Entre todas se destaca la 
revisión de la literatura de Stadtler (2007) por su enfoque centrado en los mecanismos de 
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coordinación de la programación matemática. Y es por eso que se va a comenzar la investigación 
a partir de 2006, centrándose en la coordinación con mecanismo de coordinación basados en la 
programación matemática, tal y como se ha visto en el protocolo presentado en el capítulo 
anterior. 
La principal contribución de este capítulo es presentar una revisión de los artículos relacionados 
con los mecanismos de coordinación sobre programación matemática en los últimos 10 años y 
revisados siguiendo el marco de referencia presentado en el capítulo anterior. 
El resto del capítulo está estructurado de la siguiente manera: primero, se presenta una breve 
descripción del proceso de revisión; segundo, se presenta una breve discusión de los resultados; 
finalmente, el capítulo termina con una conclusión y líneas futuras de investigación. 
3.2 Proceso de revisión 
La revisión se llevó a cabo siguiendo el protocolo sistemático de revisión de la literatura 
presentado por Rius-Sorolla et al. (2017) y una ampliación del mismo se puede encontrar en el 
capítulo anterior. 
Al aplicar dicho protocolo se han seleccionado un total de 59 artículos para su revisión. La 
mayoría de los artículos se han encontrado en revistas (89,7%), el resto en publicaciones de 
congresos (10,3%) (ver Tabla 3-2). 6 revistas representan el 39,7% de las citas: International 
Journal of Production Economics, International Journal of Production Research Computers & 
Chemical Engineering, European Journal of Operational Research, IEEE Transactions on 
Automation Science and Engineering and Operations Research. La Tabla 3-1 muestra la 
distribución de las fechas de publicación de los artículos respecto de los mecanismos de 
coordinación aplicados. En los 59 artículos revisados, 18 se basan en la descomposición 
Lagrangiana (LR) con diferentes heurísticas para actualizar el multiplicador, 13 utilizan diferentes 
Metaheurísticas (MH) para encontrar situaciones de coordinación, 16 utilizan un protocolo 
jerárquico (HBP), 7 utilizan el método Dantzig-Wolfe (DW) (1960), 4 utilizan un mecanismo de 
subasta (AM) para actualizar la asignación y 1 utiliza el método de Benders (1962). 
Tabla 3-1: Mecanismo de coordinación de las referencias seleccionadas. 
Mecanismo 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 Total 
Benders                 1     1 
AM 1 1    1     1 4 
DW   1 1   1       1 3   7 
HBP 1 1 3  4   2 1 1 3 16 
MH   1   1 2 2   2 1 4   13 
LR   3 2 1 2 1 1 2 2 4 18 
Total 2 4 7 3 8 5 1 5 6 10 8 59 
Benders enfoque de descomposición de Benders (1962), AM mecanismos de subasta, DW como Dantzig-Wolf (1960), HBP 
Protocolo basado en la jerarquía, MH Metaheurístico LR Descomposición de Lagrangian 
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Tabla 3-2: Revista o conferencia de las referencias seleccionadas. 
Publicación Referencias % Total 
International Journal of Production Economics 9 15% 
International Journal of Production Research 4 7% 
Computers & Chemical Engineering 3 5% 
European Journal of Operational Research 3 5% 
Computers & Industrial Engineering 2 3% 
IEEE Transactions on Automation Science and Engineering 2 3% 
Operations Research Letters 2 3% 
2010 International Conference on Systems Sciences 1 2% 
2010 World conference on Transport Research 1 2% 
2013 International Conference on Advanced Logistics and Transport, ICALT 2013 1 2% 
2014 IEEE Computational Intelligence in Production and Logistics Systems 1 2% 
2015 48th Hawaii International Conference on System Sciences 1 2% 
2015 IEEE Symposium Series on Computational Intelligence (IEEE Ssci) 1 2% 
2016 European Control Conference, ECC 2016 1 2% 
Agricultural Systems 1 2% 
Applied Soft Computing 1 2% 
Automatisierungstechnik 1 2% 
Building and Environment 1 2% 
Canadian journal of forest 1 2% 
Computers and Chemical Engineering 1 2% 
Discrete Applied Mathematics 1 2% 
Electronic Commerce Research 1 2% 
European J. of Industrial Engineering 1 2% 
Forest Science 1 2% 
IEEE Transactions on Systems, Man, and Cybernetics  1 2% 
IFAC-Papers Online 1 2% 
International Journal of Computer Integrated Manufacturing 1 2% 
International Journal of Industrial Engineering: Theory Applications and Practice 1 2% 
International Journal of Information Processing and Management 1 2% 
International Journal of Information Technology & Decision Making 1 2% 
International Journal of Shipping and Transport Logistics 1 2% 
International Transactions in Operational Research 1 2% 
Journal of Engineering and Technology Management 1 2% 
Journal of Manufacturing Systems 1 2% 
Journal of Operations Research Quarterly  1 2% 
Journal of Process Control 1 2% 
Journal of the Operational Research Society 1 2% 
Lecture Notes in Computer Science 1 2% 
Logistics Management 1 2% 
Parallel Computing 1 2% 
Production Planning & Control 1 2% 
Fuente: Elaboración propia. 
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3.3 Mecanismos de coordinación desde el marco de referencia externo 
En el capítulo anterior, se ha presentado el marco de referencia para analizar los diferentes 
mecanismos de coordinación presentados en los trabajos seleccionados. Los apartados del 
marco de referencia son agrupados en internos y externos. Los apartados del marco de 
referencia externos permiten evaluar los mecanismos de coordinación desde un punto de vista 
externo al propio mecanismo de coordinación, como el nivel temporal de las decisiones de 
coordinación, la estructura y relación entre los miembros de la CdS y los objetivos que se tienen 
para esa coordinación. A continuación, se presenta el análisis de los trabajos seleccionados al 
aplicar los apartados del marco de referencia externo. 
3.3.1 Nivel temporal de la toma coordinada de decisiones  





En los 59 documentos, los plazos o el nivel de las decisiones no siempre son definidos por los 
autores. Albrecht et al. (2015) presentan una propuesta para un mecanismo de coordinación 
genérico para Ventas y Planificación de Operaciones (S&OP), que podría ser tanto de nivel 
estratégico como táctico, pero se opta por el táctico ya que actúan más en la planificación de 
producción (ver Tabla 3-3). Un caso particular es el trabajo de Feng et al. (2008) que aparece 
como estratégico, táctico y operacional. Este trabajo presenta una coordinación de una empresa 
de tableros de fibra orientada de Quebec (Canadá) con varias plantas y centros logísticos entre 
comercial-producción y distribución-compra, tomando decisiones en todos los niveles 
temporales. Por un lado, se encuentran decisiones estratégicas como la asignación de capacidad 
a las distintas plantas de molinos en Canadá y EEUU o los proveedores seleccionados en cada 
periodo. Pero, por otro lado, llegan a decisiones operacionales de decidir las entregas a los 
clientes. Los niveles temporales de la toma de decisiones identificados en los trabajos son 
recogidos en la Tabla 3-3. 
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Tabla 3-3: Nivel temporal de la toma coordinada de decisiones en los trabajos seleccionados. 
Referencia Estratégico Táctico Operacional 
(Agnetis et al., 2006)   x 
(Attanasio et al., 2006)   x 
(Dash et al., 2007)  x  
(Dudek et al., 2007)  x  
(Pibernik et al., 2007)  x  
(Pittman et al., 2007)  x  
(Cheng et al., 2008)   x 
(Feng et al., 2008) x x x 
(Jung et al., 2008)   x 
(Kelly et al., 2008)   x 
(Nie et al., 2008)  x  
(Nishi et al., 2008)   x 
(Walther et al., 2008)  x  
(Jeong et al., 2009)   x 
(Pukkala et al., 2009)  x  
(Silva et al., 2009)  x x 
(Frazzon et al., 2010)   x 
(Gaudreault et al., 2010)  x  
(Gunnerud et al., 2010)   x 
(Homberger, 2010)  x  
(Homberger et al., 2010)  x  
(Lee et al., 2010)  x  
(Lehoux et al., 2010a)  x  
(Lehoux et al., 2010b)   x  
(Homberger et al., 2011)  x  
(Homberger, 2011)  x  
(Lau et al., 2011)   x 
(Mouret et al., 2011)   x 
(Singh et al., 2011)   x 
(Lu et al., 2012) x x  
(Buer et al., 2013)  x  
(Kovács et al., 2013)  x  
(Taghipour et al., 2013)  x  
(Thomas et al., 2013)  x  
(Ziebuhr et al., 2013)  x  
(Behnamian, 2014)  x x 
(Kong et al., 2014) x x  
(Lehoux et al., 2014)  x  
(Reiss et al., 2014)  x  
(Sokoler et al., 2014)   x 
(Thomas et al., 2014)  x x 
(Acar et al., 2015)  x x 
(Albrecht et al., 2015)  x  
(Buer et al., 2015)  x  
(Eslikizi et al., 2015)  x  
(Harb et al., 2015)  x  
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(Homberger et al., 2015)  x  
(Mason et al., 2015)  x  
(Qu et al., 2015) x x  
(Thomas et al., 2015)  x x 
(Ziebuhr et al., 2015)  x  
(Agnetis et al., 2016)  x x 
(Bajgiran et al., 2016)  x  
(Jia et al., 2016)  x  
(Singh et al., 2016)  x x 
(Tang et al., 2016b)   x 
(Wenzel et al., 2016a)    x 
(Wenzel et al., 2016b)    x 
(Zoghlami et al., 2016)  x  
Fuente: Elaboración propia. 
Como se puede observar en la Tabla 3-3, solo 4 de los estudios consideran la coordinación en 
decisiones a largo plazo, donde 2 de ellos están relacionados con problemas forestales y la 
industria de la madera (Feng et al., 2008; Kong et al., 2014) ya que los periodos de crecimiento 
forestal óptimo son alrededor de 25 años. En otro trabajo con decisiones a largo plazo, Lu et al. 
(2012) plantean un problema de localización, con una coordinación libre de mediadores basada 
en el sistema inmune humano. Los emplazamientos son asignados a cada empresa según las 
necesidades de cada una de ellas, en un proceso de negociación entre las mismas simulando al 
sistema inmunológico. En el último de estos 4 trabajos con decisiones a largo plazo, Qu et al. 
(2015) resuelven un problema de configuración de un clúster mediante el método de Lagrange 
Aumentado, donde el multiplicador de Lagrange es actualizado mediante una función 
cuadrática. La estructura de proveedores dentro del clúster es una combinación entre 
proveedores habituales y proveedores puntuales. 
3.3.2 Estructura y relación entre los miembros de la CdS 
Las características de las estructuras y relación entre los miembros de la CdS identificados de los 
artículos seleccionados, se puede observar en la Tabla 3-4 y se agrupan en: 
- Nº de niveles (1,2… n) 
- Nº de miembros por nivel (1-1, 1-n, n-1, n-n, n…) 
- Función de negocio (producción, distribución, ventas) 
- Intra o inter 
 
La estructura de la CdS es uno de los factores principales en la complejidad de alinear los planes 
de las diferentes organizaciones para lograr la coordinación (Stadtler, 2007). Tal complejidad 
influirá en el tipo de información compartida, la generación de confianza y la calidad de la 
información compartida. Se define la estructura de la CdS (ver Tabla 3-4) por el número de 
niveles, miembros en cada nivel, el área de negocios que se coordinará y si la coordinación se 
realiza entre diferentes organizaciones inter o dentro de la misma organización intra. 
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Tabla 3-4: Estructura y relación entre los miembros de la CdS en los trabajos seleccionados. 
Referencia Nº de 
niveles 




Intra o inter 
(Agnetis et al., 2006) 2 1-n Prod Inter 
(Attanasio et al., 2006) 2 n-1 Prod Inter 
(Dash et al., 2007) 2 n-n Prod Inter 
(Dudek et al., 2007) 2 1-n Prod Inter 
(Pibernik et al., 2007) 2 n-n Prod, distr Inter 
(Pittman et al., 2007) 1 n Prod Intra 
(Cheng et al., 2008) 1 n Prod Intra 
(Feng et al., 2008) 3 n-n-n Prod, distr, sales Intra 
(Jung et al., 2008) 2 1-1 Prod, distr Inter 
(Kelly et al., 2008) 2 n-n Prod Intra 
(Nie et al., 2008) n n Prod Inter 
(Nishi et al., 2008) 2 1-n Prod Inter 
(Walther et al., 2008) 2 n-1 Prod, distr Inter 
(Jeong et al., 2009) 1 1-1 Prod Intra 
(Pukkala et al., 2009) 1 n Prod Intra 
(Silva et al., 2009) 2 n-1 Prod, distr Inter 
(Frazzon et al., 2010) 2 1-1 Prod, distr Inter 
(Gaudreault et al., 2010) 3 1-1-1 Prod Intra 
(Gunnerud et al., 2010) 1 n Prod Intra 
(Homberger, 2010) n 1-1-1 Prod Inter 
(Homberger et al., 2010) n 1-1-1 Prod Inter 
(Lee et al., 2010) 2 1-n Distr Inter 
(Lehoux et al., 2010a)  2 1-1 Prod, distr Inter 
(Lehoux et al., 2010b) 2 1-1 Prod, distr Inter 
(Homberger et al., 2011) n 1-1-1 Prod Inter 
(Homberger, 2011) n 1-1-1 Prod Inter 
(Lau et al., 2011) 1 1-n Prod Intra 
(Mouret et al., 2011) 1 1-1 Prod Intra 
(Singh et al., 2011) 2 1-n Prod Inter 
(Lu et al., 2012) 1 n - - 
(Buer et al., 2013) n 1-1-1 Prod Inter 
(Kovács et al., 2013) 2 1-1 Prod Inter 
(Taghipour et al., 2013) 2 1-1 Prod Inter 
(Thomas et al., 2013) 2 1-n Prod, distr Inter 
(Ziebuhr et al., 2013) n 1-1-1 Prod Inter 
(Behnamian, 2014) 2 n-1 Prod, distr - 
(Kong et al., 2014) 2 1-n Prod, distr Intra 
(Lehoux et al., 2014) 2 1-1 Prod, distr Inter 
(Reiss et al., 2014) n 1-1-1 Prod Inter 
(Sokoler et al., 2014) 1 1-n Prod - 
(Thomas et al., 2014) 2 1-n Prod, distr Inter 
(Acar et al., 2015) 2 n-n Prod, distr Intra 
(Albrecht et al., 2015) 2 n-1 Prod - 
(Buer et al., 2015) 2 n-1 Prod Inter 
(Eslikizi et al., 2015) 2 n-1 Prod Inter 
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(Harb et al., 2015) 2 n-1 Prod Inter 
(Homberger et al., 2015) n 1-1-1 Prod Inter 
(Mason et al., 2015) 2 n-1 Prod Inter 
(Qu et al., 2015) 2 n-1 Prod Inter 
(Thomas et al., 2015) 2 1-n Prod, distr Inter 
(Ziebuhr et al., 2015) 2 n-1 Prod Inter 
(Agnetis et al., 2016) 2 1-1 Prod, distr Inter 
(Bajgiran et al., 2016) 3 1-n-n Prod, distr Inter 
(Jia et al., 2016) 2 1-1 Prod, distr Inter 
(Singh et al., 2016) 2 n-1 Prod Inter 
(Tang et al., 2016b) 1 n Prod Intra 
(Wenzel et al., 2016a)  2 1-n Prod Intra 
(Wenzel et al., 2016b) 2 1-n Prod Intra 
(Zoghlami et al., 2016) 2 1-n Prod Inter 
n número de miembros, 1-1 un miembro en cada nivel n-n-n número de miembros en cada nivel, prod producción, distr 
distribución, - desconocido, intra dentro de la entidad, inter entre entidades de diferentes organizaciones.  
De los artículos, se puede destacar los pocos trabajos de intra coordinación, un 28%, tal y como 
se puede observar de la Tabla 3-4. Esta coordinación intra se presenta en empresas donde la 
planificación centralizada no es adecuada, debido al volumen de información y el 
mantenimiento de la información (Araujo et al., 2007) o la necesidad de reaccionar en tiempo 
real a los cambios (Ouelhadj et al., 2009). En estas empresas, la planificación distribuida es 
necesaria para tomar decisiones localmente coordinadas con el resto de la organización. Dentro 
de estos trabajos, se encuentran varios casos de empresas petroquímicas multicentro 
(Gunnerud et al., 2010; Mouret et al., 2011), otros en la industria de la madera (Feng et al., 2008; 
Gaudreault et al., 2010; Pukkala et al., 2009) y el caso de una coordinación en tiempo real de 
sistemas de control distribuidos (Cheng et al., 2008).  
Con respecto al número de niveles coordinados dentro de la CdS, la mayoría de los trabajos se 
enfocan en dos niveles que se puede apreciar en la Tabla 3-4. Luego, se identifican aquellos 
trabajos que corresponden con n en la columna del número de niveles, donde el número de 
niveles involucrados no se puede delimitar. Pero, se han identificado solo tres trabajos de 
coordinación entre tres niveles de la CdS (Bajgiran et al., 2016; Feng et al., 2008; Gaudreault et 
al., 2010). Los tres trabajos con tres niveles de coordinación están dentro de la industria de la 
madera que se puede observar en la Tabla 3-6.  
Si se observa el número de miembros por nivel junto con el número de niveles coordinados, se 
puede entender que la colaboración más simple es aquella que se establece entre dos niveles y 
dos agentes, una entidad en cada nivel, 1-1 (Jeong et al., 2009; Jia et al., 2016). El siguiente nivel 
de complejidad es considerar situaciones de varias entidades, 1-n, un proveedor con varios 
clientes, que sería una CdS denominada divergente (Dudek et al., 2007; Zoghlami et al., 2016). 
También se pueden incluir los casos n-1, donde varios proveedores dan servicio a un único 
cliente, que sería una CdS convergente (Wenzel et al., 2016a, 2016b). También deberían incluirse 
los casos intra compañía, donde no hay un cliente o proveedor. En estos casos es necesario la 
coordinación dentro de las organizaciones. En esta situación se encuentra la negociación entre 
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distintos centros de trabajo para realizar las tareas necesarias para el cumplimiento de los 
pedidos, tal y como es propuesto por Ziebuhr et al. (2013). Las subastas entre trabajos para la 
programación de producción (Tang et al., 2016b) es otro caso. Y otra situación es cuando varios 
agentes tienen que ponerse de acuerdo sobre cómo compartir un recurso común sin la figura 
de un coordinador o mediador (Lu et al., 2012).  
Las situaciones identificadas como n-n, hacen referencia a cuando varios proveedores y varios 
clientes buscan coordinar sus necesidades conjuntamente, por ejemplo a través de una subasta 
(Dash et al., 2007). También se incluye a empresas en red que se coordinan para establecer una 
CdS (Acar et al., 2015). Dentro de esta situación está también la coordinación de las empresas 
dentro de un clúster (Qu et al., 2015). Además, aquellos casos donde las unidades de fabricación 
deben coordinarse con varias unidades de logística (Pibernik et al., 2007), son también 
identificados como n-n.  
Respecto de las áreas de negocio afectadas, las propuestas de coordinación pueden referirse a 
problemas de producción  (Tang et al., 2016b), como los relacionados con la asignación de tareas 
o capacidad. En otros casos, los trabajos se centran en problemas de coordinación de la 
producción con otras áreas de las organizaciones, como la distribución y las ventas (Feng et al., 
2008). Y otro problema estudiado es sobre la coordinación de las plantas productivas con sus 
proveedores de servicios logísticos, en varios de estos casos con un 3PL (Agnetis et al., 2016; Jia 
et al., 2016; Jung et al., 2008). 
3.3.3 Tipo de relación entre los miembros de la CdS  
Las características del tipo de relación entre los miembros de la CdS identificados de los artículos 
seleccionados se agrupan en: 
- Poder (proveedor, comprador...) 
- Comportamiento (oportunista, colaborativo…) 
- Análisis del oportunismo (sí, no)  
- Aprendizaje (sí, no) 
- Horizontes rodantes (sí, no) 
 
En este apartado, se analiza el tipo de relación de los agentes dentro de la CdS. Dentro de la 
relación se incluye el análisis del comportamiento, la necesidad de generar confianza para 
facilitar la coordinación (Manrodt et al., 2004), o la búsqueda de herramientas que permitan 
verificar que la información compartida sea correcta sin ningún tipo de oportunismo. 
El poder en la coordinación es un elemento importante en la relación entre los miembros de la 
CdS, tiene un importante efecto disuasorio en la generación de confianza en las relaciones de 
colaboración (Vitasek, 2016). Por lo tanto, en la Tabla 3-5 se ha intentado identificar si una de 
las partes en la coordinación ostenta más poder y si el comportamiento es oportunista o de 
equipo en esta relación. En pocos de los trabajos seleccionados, se hace referencia explícita al 
poder en esas relaciones y si hay desequilibrios en el mismo o si se ejerce. Por lo tanto, en 
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algunos de los trabajos se ha dejado en blanco las características del tipo de relación. En otros, 
se ha podido interpretar en función del tipo de mecanismo propuesto o la capacidad de resolver 
discrepancias. Aunque en general el comportamiento de equipo o de confianza es asumido en 
muchos de los trabajos científicos, según comentan Chen et al. (2004). En las subastas (Dash et 
al., 2007), como herramienta de coordinación, no es necesario asumir la necesidad de un 
comportamiento de equipo, ya que el comportamiento oportunista se corrige implícitamente.  
Por otro lado, pocos de estos trabajos presentan las consecuencias de un posible 
comportamiento oportunista, aunque en varios de ellos se sugiere como línea de investigación 
futura (Buer et al., 2013; Dash et al., 2007; Dudek et al., 2007; Lehoux et al., 2014; Pittman et 
al., 2007). El comportamiento oportunista puede ser propio de una relación o puede aparecer 
por el aprendizaje que realizan las partes en las negociaciones sucesivas en el tiempo, dado que 
la información compartida puede permitir llegar a estimar informaciones privadas, no 
compartidas, como ocurre en situaciones de planificación de las operaciones con el 
procedimiento de horizontes rodantes. Existen pocos estudios que analicen o mencionen el 
aprendizaje de la negociación (Albrecht et al., 2015; Dash et al., 2007). Los incentivos adecuados 
para proporcionar información verdadera sobre la negociación y los factores que influyen para 
evitar comportamientos oportunista son áreas para futuras líneas de investigaciones (Wang et 
al., 2016). Estas diferentes líneas de investigación deberían considerarse al definir posteriores 
preguntas al presente trabajo de definir un algoritmo de coordinación para la planificación de 
operaciones basada en el concepto stroke de esta tesis. 
Dentro de este apartado de relación entre los miembros de la CdS, se identifican los trabajos de 
posibles renegociaciones debido a cambios en la planificación de operaciones por el 
procedimiento de horizontes rodantes. En cada nuevo tramo en el que se planifica, se pueden 
generar adelantos, modificaciones o cancelaciones de las operaciones previamente planificadas 
entre los miembros de la CdS. Las consecuencias de estos cambios deben ser contempladas en 
los mecanismos de coordinación. Los efectos tales como el nerviosismo en la CdS o los 
incrementos de costes deben evaluarse dentro de las posibles compensaciones para mitigarlos 
(Stadtler, 2007). El procedimiento de horizontes rodantes son una realidad habitual en la 
industria para lidiar con la incertidumbre (Stadtler, 2007), donde el plan existente se actualiza y 
se extiende, lo que implica la necesidad de una renegociación entre los miembros de la CdS y 
debería contemplarse en los mecanismo de coordinación. Sin embargo, las consecuencias de 
dichos cambios no se consideran en la mayoría de los modelos (Stadtler, 2007). En esta selección 
de artículos, solo 4 estudios utilizaron el procedimiento de horizontes rodantes (Frazzon et al., 
2010; Lehoux et al., 2010a, 2010b, 2014) como una forma de abordar la realidad de la industria. 
Pero ninguno de estos trabajos propone una renegociación que compense los posibles prejuicios 
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Tabla 3-5: Relaciones entre los miembros de la CdS de los trabajos revisados. 




(Agnetis et al., 2006) - T    
(Attanasio et al., 2006) - T    
(Dash et al., 2007) - Oppor x x  
(Dudek et al., 2007) S T x   
(Pibernik et al., 2007) - T x   
(Pittman et al., 2007) - T    
(Cheng et al., 2008) - T    
(Feng et al., 2008) - T    
(Jung et al., 2008) B T    
(Kelly et al., 2008) - T    
(Nie et al., 2008) - T    
(Nishi et al., 2008) S T    
(Walther et al., 2008) B T    
(Jeong et al., 2009) - T    
(Pukkala et al., 2009) - T    
(Silva et al., 2009) B T    
(Frazzon et al., 2010) B T   x 
(Gaudreault et al., 2010) - T    
(Gunnerud et al., 2010) - T    
(Homberger, 2010) - T    
(Homberger et al., 2010) - T    
(Lee et al., 2010) S T    
(Lehoux et al., 2010a) B T   x 
(Lehoux et al., 2010b)  B T   x 
(Homberger et al., 2011) - T    
(Homberger, 2011) - T    
(Lau et al., 2011) - T    
(Mouret et al., 2011) - T    
(Singh et al., 2011) S T    
(Lu et al., 2012) - T    
(Buer et al., 2013) - T x   
(Kovács et al., 2013) B T    
(Taghipour et al., 2013) B T    
(Thomas et al., 2013) S T    
(Ziebuhr et al., 2013) - T    
(Behnamian, 2014) - T    
(Kong et al., 2014) S T    
(Lehoux et al., 2014) B T x  x 
(Reiss et al., 2014) - T    
(Sokoler et al., 2014) - T    
(Thomas et al., 2014) S T    
(Acar et al., 2015) B T    
(Albrecht et al., 2015) B T  x  
(Buer et al., 2015) B T    
(Eslikizi et al., 2015) B T    
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(Harb et al., 2015) B T    
(Homberger et al., 2015) - T    
(Mason et al., 2015) B T    
(Qu et al., 2015) B T    
(Thomas et al., 2015) S T    
(Ziebuhr et al., 2015) B T    
(Agnetis et al., 2016) B T    
(Bajgiran et al., 2016) B T    
(Jia et al., 2016) B T    
(Singh et al., 2016) B T    
(Tang et al., 2016b) - T    
(Wenzel et al., 2016a)  S T    
(Wenzel et al., 2016b) S T    
(Zoghlami et al., 2016) B T    
B Comprador, S Proveedor, T Equipo, Oppor oportunista. Fuente: Elaboración propia. 
3.3.4 Objetivos de la coordinación 
Los objetivos de la coordinación entre los miembros de la CdS identificados de los artículos 
seleccionados que se pueden apreciar en la Tabla 3-6, se agrupan en: 
- De alineación 
- Búsqueda del óptimo  
- Solución justa 
 
En este apartado se analizan las pretensiones de los mecanismos de coordinación (ver Tabla 
3-6). Los objetivos perseguidos por la coordinación pueden ser de desear satisfacer los 
requerimientos de la demanda, o buscar una solución óptima a la CdS o avanzar en una solución 
justa de reparto de los beneficios generados por la coordinación. Alinear los requerimientos es 
buscar que los proveedores puedan satisfacer los requerimientos de sus clientes. Buscar una 
solución óptima a la CdS hace referencia a acercarse al máximo beneficio o mínimo coste del 
acumulado de todos los miembros que conformen la CdS, que se obtendría en un cálculo 
centralizado con toda la información de todas las entidades de la CdS (Pibernik et al., 2007). Por 
último, el reparto de los beneficios generados de forma justa hace referencia al reparto de los 
beneficios o costes en función del riesgo que asume cada eslabón de la CdS en la cooperación. 
Dicho riesgo puede referirse a los costes de oportunidad de la cooperación o a los costes que 
asume cada miembro para realizar esta coordinación.  
Los mecanismos de coordinación pueden ayudar a lograr estos objetivos o simplemente 
mejorarlos con respecto a una situación de descoordinación. Los mecanismos de coordinación 
jerárquicos, sin compensaciones o con renegociaciones, tanto aguas arriba como aguas abajo, 
logran una mejor alineación de los flujos de material en la CdS y reducen los costes totales con 
respecto a una situación sin coordinación (Agnetis et al., 2016). En la Tabla 3-6 se identifican 
como "alignment" esos mecanismos. Otros mecanismos de coordinación buscan acercarse al 
objetivo de una solución óptima de la CdS, aunque los resultados de alguno de sus participantes 
pueden ser peores que los obtenidos de una situación sin coordinación. Por lo tanto, para 
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asegurar el interés de todos los participantes en la coordinación, se tienen que realizar 
compensaciones o descuentos que compensen estas pérdidas locales (Eslikizi et al., 2015). En la 
Tabla 3-6, se identifican como "near opt.". Se puede observar que el 49% de los artículos 
incluidos tratan de encontrar una solución óptima, incluso cuando el comportamiento de equipo 
no es necesariamente común en la industria, y es requerido en casi todos los mecanismos. En 
otros casos, se persigue una solución justa que no busca necesariamente el óptimo global 
(Lehoux et al., 2010a), en estos casos se identifican como "fair" en la Tabla 3-6. Diferentes 
definiciones del término justo se puede encontrar en Stadtler (2007) o Katok & Pavlov (2013) 
pero se alejan del trabajo de la tesis.  
Tabla 3-6: Solución requerida, resultados y sector de los trabajos revisados. 
Referencia Tipo de objetivo Sector 
(Agnetis et al., 2006) Alignment - 
(Attanasio et al., 2006) Near opt. Computational grid 
(Dash et al., 2007) Near opt. - 
(Dudek et al., 2007) Fair - 
(Pibernik et al., 2007) Fair - 
(Pittman et al., 2007) Near opt. Wood industry 
(Cheng et al., 2008) Near opt. Chemical industry 
(Feng et al., 2008) Alignment Wood industry 
(Jung et al., 2008) Alignment 3PL 
(Kelly et al., 2008) Alignment Chemical industry 
(Nie et al., 2008) Near opt. - 
(Nishi et al., 2008) Near opt. Chemical industry 
(Walther et al., 2008) Near opt. Recycling industry 
(Jeong et al., 2009) Near opt. - 
(Pukkala et al., 2009) Near opt. Wood industry 
(Silva et al., 2009) Alignment - 
(Frazzon et al., 2010) Alignment 3PL 
(Gaudreault et al., 2010) Alignment Wood industry 
(Gunnerud et al., 2010) Near opt. Chemical industry 
(Homberger, 2010) Fair * 
(Homberger et al., 2010) Fair * 
(Lee et al., 2010) Near opt. - 
(Lehoux et al., 2010a) Fair Wood industry 
(Lehoux et al., 2010b) Fair Wood industry 
(Homberger et al., 2011) Fair * 
(Homberger, 2011) Fair * 
(Lau et al., 2011) Near opt. Container Terminal Operations 
(Mouret et al., 2011) Near opt. Chemical industry 
(Singh et al., 2011) Near opt. Mining industry 
(Lu et al., 2012) Near opt. - 
(Buer et al., 2013) Fair * 
(Kovács et al., 2013) Fair - 
(Taghipour et al., 2013) Fair - 
(Thomas et al., 2013) Near opt. Mining industry 
(Ziebuhr et al., 2013) Fair * 
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(Behnamian, 2014) Near opt. - 
(Kong et al., 2014) Near opt. Wood industry 
(Lehoux et al., 2014) Fair Wood industry 
(Reiss et al., 2014) Alignment * 
(Sokoler et al., 2014) Near opt. Energy industry 
(Thomas et al., 2014) Near opt. Mining industry 
(Acar et al., 2015) Alignment Chemical industry 
(Albrecht et al., 2015) Near opt. - 
(Buer et al., 2015) Fair * 
(Eslikizi et al., 2015) Fair * 
(Harb et al., 2015) Near opt. Heating industry 
(Homberger et al., 2015) Fair * 
(Mason et al., 2015) Near opt. Farm industry 
(Qu et al., 2015) Near opt. - 
(Thomas et al., 2015) Near opt. Mining industry 
(Ziebuhr et al., 2015) Fair * 
(Agnetis et al., 2016) Fair 3PL 
(Bajgiran et al., 2016) Near opt. Wood industry 
(Jia et al., 2016) Fair 3PL 
(Singh et al., 2016) Near opt. - 
(Tang et al., 2016b) Fair - 
(Wenzel et al., 2016a) Near opt. Chemical industry 
(Wenzel et al., 2016b) Near opt. Chemical industry 
(Zoghlami et al., 2016) Fair - 
near opt. cerca del optimo, - no definido, * estructura de producto es conocida por todas las entidades (i.e. automóvil). Fuente: 
Elaboración propia. 
3.4 Mecanismos de coordinación desde el marco de referencia interno 
El análisis de los trabajos seleccionados se presenta a continuación al aplicar los apartados del 
marco de referencia interno. Los apartados del marco referencia agrupados como internos 
incluyen los elementos propios de los mecanismos de coordinación utilizados. En dichos 
apartados, se identifican los modelados utilizados, las características de los mecanismos de 
coordinación aplicados y la calidad de los mismos. 
3.4.1 Modelos y pasos en la colaboración 
Los modelos y pasos en la colaboración entre los miembros de la CdS identificados de los 
artículos seleccionados  que se puede apreciar en la Tabla 3-7, se agrupan en: 
- Modelo de decisión (lineal, entero, mixto, cuadrático…) 
- Fase de colaboración (diseño, planificación, ejecución, evaluación) 
- Información oculta (costes, capacidades…) 
- Información compartida (costes, capacidades…) 
- Objetivo global (beneficios, coste, servicio…) 
- Objetivos locales (beneficios, coste, nivel de servicio...) 
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- Modelado estructura de producto (gozinto, strokes…) 
 
En este apartado se trata de analizar el modelado utilizado por los diferentes trabajos (ver Tabla 
3-7). Se identifica la forma utilizada para representar la estructura de las operaciones en los 
modelos. De los trabajos seleccionados no todos incluyen una estructura del producto en sus 
modelos. En los casos de coordinación de unidades independientes que comparten un recurso 
común no es necesario incluir en el modelo la estructura de los productos o servicios. En los 
casos de programación de tareas se pueden definir dependencias y estructuras de operaciones, 
pero no se han encontrado en los trabajos seleccionados. De la Tabla 3-7 se observa que en 29 
de los casos se utiliza la representación Gozinto, pero sin estructuras de operaciones con 
alternativas, co-productos o embalajes comunes.  
La mayoría de los trabajos analizados utiliza un enfoque de modelado de programación lineal 
con elementos binarios o enteros (Programación lineal de enteros mixtos MILP), excepto 4 que 
utilizan programación lineal (LP). Por otro lado, hay 4 que aplican programación cuadrática (QP). 
Finalmente, la modelización quasi-linear se puede observar en el trabajo de Dash et al. (2007) 
para poder aplicar los mecanismos de Vickrey-Clarke-Groves (VCG). 
La fase en la que surge la coordinación es en la mayoría de los casos en la fase de planificación, 
cuando se asignan cargas o lotes a las entidades. Solo en 4, están en la fase de diseño, al 
determinar interlocutores y capacidad. El resto, 14, están en la fase de ejecución, cuando se 
establece la secuencia, dado que las cargas ya fueron asignadas. Por otro lado, no se han 
encontrado trabajos que realicen la coordinación en la fase de evaluación. En la revisión 
realizada en su momento por Stadtler (2007) tampoco encontró trabajos en esta fase. La fase 
de evaluación hace referencia en este trabajo, a las situaciones cuando se revisan y evalúan las 
operaciones ya realizadas y sirven para futuras negociaciones, tal y como lo realiza Stadtler 
(2007). 
Con respecto a qué información está oculta y cuál es compartida, es necesario remarcar que se 
ocultan los costes locales en todos los trabajos seleccionados. Cada entidad hace sus propios 
cálculos localmente y comparte solo los precios por los recursos compartidos, por el uso de dicho 
recurso o por la aceptación de diferentes propuestas de planificación. Por otro lado, es 
importante reseñar el uso de un protocolo de seguridad para compartir la información. Dicho 
protocolo permite compartir la información de todos los miembros de la CdS pero sin difundir 
de que miembro de la CdS es el dato compartido (Singh et al., 2016). La información compartida 
está directamente relacionada con el mecanismo de coordinación utilizado. 
Los objetivos locales perseguidos por las entidades no siempre coinciden con el objetivo global. 
En ciertos casos tanto los objetivos locales como los globales buscan minimizar los costes, pero 
los costes incluidos difieren entre ambos. Behnamian (2014) combina los objetivos de cada 
entidad de minimizar costes, en este caso distintas factorías, con el objetivo conjunto de mejorar 
las fechas de entrega en el modelado logístico que relaciona con su mecanismo de coordinación.  
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(Agnetis et al., 
2006) 
MILP Execution Local costs Schedule, buffer 
capacity, storage cost 
MC MC - 
(Attanasio et al., 
2006) 





(Dash et al., 2007) auction 
/ Quasi-
linear 
Planning Local costs Quantity, price MRA MP - 
(Dudek et al., 2007) MILP Planning Local costs Differential cost form 
their optimal value 
MC MC Gozinto 
(Pibernik et al., 
2007) 
MILP Planning Local costs Demand MC MC Gozinto 
(Pittman et al., 
2007) 
MILP Planning Local harvest 
restriction 
Internal price MNPV MNPV - 
(Cheng et al., 2008) LP Execution Local 
chemical 
parameters 
Internal price for shared 
steam 
MC MC - 
(Feng et al., 2008) MILP Planning Local cost Sales, lot size MP MC Gozinto 
(Jung et al., 2008) LP Execution Local costs Preferred plan MC MC Gozinto 
(Kelly et al., 2008) MILP Execution Local 
restriction 
Resource, regulation, 
register, offers and 
obstacles-offsets-
outages 
MC MC - 
(Nie et al., 2008) MILP Planning Local costs Internal price MC MC Gozinto 
(Nishi et al., 2008) MILP Planning Local costs Internal price MC MC - 
(Walther et al., 
2008) 
MILP Planning Local costs Internal price MP MP Gozinto 
(Jeong et al., 2009) MILP Execution Processing 
time and 
routings on 
Machine use  MTCi MTCi - 
(Pukkala et al., 
2009) 
MILP Planning Local grow 
conditions 
Internal price MFG MFG - 
(Silva et al., 2009) MILP Execution Local costs Pheromone matrix MC MC - 
(Frazzon et al., 
2010) 
MILP Execution Local cost Provision date of orders, 
demand 
MC MC - 
(Gaudreault et al., 
2010) 
MILP Planning Local costs Demand MC MC Gozinto 
(Gunnerud et al., 
2010) 
MILP Execution Local costs Internal price MC MC - 
(Homberger, 2010) MILP Planning Local costs Proposed contracts and 
agents votes 
MV MC Gozinto 
(Homberger et al., 
2010) 
MILP Planning Local costs Proposed contracts and 
agents votes 
MV MC Gozinto 
(Lee et al., 2010) MILP Planning Local costs Order periods, demand, 
warehouse cost/orders 
periods 
MC MC - 
(Lehoux et al., 
2010a) 
MILP Planning Local costs Orders MP MP Gozinto 
(Lehoux et al., 
2010b)  
MILP Planning Local costs Orders/inventory cost MP MP Gozinto 
(Homberger et al., MILP Planning Local costs Proposed contracts and MV MC Gozinto 
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2011) agents votes 
(Homberger, 2011) MILP Planning Local costs Proposed contracts and 
agents votes 
MV MC Gozinto 





(Mouret et al., 
2011) 
MILP Execution Local costs Internal price MP MP - 
(Singh et al., 2011) MILP Execution Local 
requirements 
Internal price MTWT MTWT - 
(Lu et al., 2012) LP Planning Local costs Use of common 
resources and internal 
prices 
MP MP - 
(Buer et al., 2013) MILP Planning Local costs Proposed contracts and 
agents votes 
MV MC Gozinto 
(Kovács et al., 
2013) 
MILP Planning Local costs Proposal contract 
interest and financial 
incentives,  
MP MP - 
(Taghipour et al., 
2013) 
MILP Planning Local costs Proposal contract 
interest and financial 
incentives,  
MP MP Gozinto 
(Thomas et al., 
2013) 
MILP Planning Local costs Internal price MC MC  
(Ziebuhr et al., 
2013) 
MILP Planning Local costs Proposed contracts and 
agents votes 
MV MC Gozinto 
(Behnamian, 2014) MILP Planning Local capacity Feasibility MC Due 
date 
- 
(Kong et al., 2014) MILP Planning Local costs Internal price MP MP Gozinto 
(Lehoux et al., 
2014) 
MILP Planning Local costs Demand MP MP Gozinto 
(Reiss et al., 2014) MILP Planning Local costs Proposed contracts and 
agents variation of the 
local production cost 
MC MC Gozinto 
(Sokoler et al., 
2014) 
LP - QP Planning Local costs Internal price MC MC - 
(Thomas et al., 
2014) 
MILP Planning Local costs Internal price MC MTWT - 
(Acar et al., 2015) MILP Planning Local plan Demand, cost, capacity MC MC Gozinto 
(Albrecht et al., 
2015) 
LP Planning Local costs Assignments and cost 
differential 
MP MP Gozinto 
(Buer et al., 2015) MILP Design/Pl
anning 




agents votes, total local 
cost and savings 
MV MC Gozinto 
(Eslikizi et al., 2015) MILP Design/Pl
anning 




agents votes, total local 
cost and savings 
MV MC Gozinto 
(Harb et al., 2015) MILP Planning Local costs Internal price MC MC - 
(Homberger et al., 
2015) 
MILP Planning Local costs Proposed contracts, 
agent voting and agents 
variation of the local 
production cost 
MV MC Gozinto 
(Mason et al., 
2015) 
MILP Planning Local costs Internal price MP MP Gozinto 
(Qu et al., 2015) QP Design/Pl
anning 
Local costs Internal price MP MP - 
(Thomas et al., MILP Planning Local costs Internal price and MC MC - 
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2015) resource availability or 
production capacity 




Local costs Proposed contracts, 
agents votes 
MV MC Gozinto 
(Agnetis et al., 
2016) 
MILP Execution Local cost, 
capacities 





(Bajgiran et al., 
2016) 
MILP Planning Local costs Internal price MP MC Gozinto 
(Jia et al., 2016) MILP Planning Local cost, 
capacities 
 Planning proposed and 
compensation 
MP MP Gozinto 
(Singh et al., 2016) MILP Planning Local costs Internal price MC MC - 





(Wenzel et al., 
2016a)  
QP Planning Local costs Internal price MC MC - 
(Wenzel et al., 
2016b) 
QP Planning Local costs Internal price MC MC - 
(Zoghlami et al., 
2016) 
MILP Planning Local costs Proposed contract 
interest and discount 
incentives 
MP MP Gozinto 
MILP Mixed Integer Linear Programming, LP Linear Programming, QP Quadratic Programming, MC Minimize cost, MCman 
Minimize makespan, MRA Maximize resource allocation, MP Maximize profit, MTCi Minimize total completion time, MFG 
Maximize forest grow, MV Maximize voting, MNPV Maximize net present value of income, MTWT Minimize total weighted 
tardiness, - No aplica. Fuente: Elaboración propia. 
3.4.2 Características de la implantación del mecanismo  
Los mecanismos de coordinación identificados de los artículos seleccionados que se pueden 
apreciar en la Tabla 3-8, se agrupan en: 
- Mecanismo (subasta, jerárquico, descomposición matemática, metaheurísticos) 
∙Subastas (AM) 
∙Jerárquica (HBP) 
∙Descomposición matemática (LR, DW, B) 
∙Metaheurísticas (MH) 
- Mediador (si, no) 
- Solución inicial (aguas arriba, aguas abajo, mediador…) 
- Nº de planes intercambiados (1,2,… pocos, muchos) 
- Pagos compensatorios (si, no) 
- Criterios de finalización de la negociación (iteraciones, gap…) 
Subastas (Auction Mechanism, AM) 
Hay trabajos que pretenden que los agentes pujen y ofrezcan la mejor combinación según sus 
intereses locales. Dash et al. (2007) utilizan una Subasta Doble Continua (CDA) como extensión 
de la subasta de Vickrey-Clarke-Groves (VCG), donde se alienta a los agentes a informar 
honestamente de su capacidad y costes. Otras subastas utilizan el enfoque de modelado de la 
programación matemática no lineal (Tang et al., 2016b). Otros trabajos presentan una subasta 
combinatoria del problema de la asignación de máquinas para ajustar el precio de asignación 
con el método del subgradiente (Lau et al., 2011). Attanasio et al. (2006) proponen alternativas 
al método del subgradiente, asimilando a las subastas, para acelerar la convergencia de los 
precios de asignación. 
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Jerárquica (Hierarchy Based Protocol, HBP) 
En el mecanismo jerárquico de coordinación se comparte la previsión de necesidades entre los 
miembros. Este mecanismo de coordinación simple genera mejores resultados que la 
desinformación o la no coordinación. En la no coordinación, los proveedores deben hacer 
pronósticos de la demanda según datos históricos u otros medios. El mecanismo de 
coordinación jerárquico puede iniciarse mediante propuestas sin negociaciones posteriores 
aguas abajo (Acar et al., 2015), aguas arriba (Agnetis et al., 2006; Frazzon et al., 2010), con 
contrapropuestas (Gaudreault et al., 2010), con negociaciones (Kelly et al., 2008) y con 
compensaciones (Taghipour et al., 2013). En los mecanismos jerárquicos no se tienen en cuenta 
los efectos de las decisiones sobre todos los socios localmente, por lo que pueden producir 
planes inferiores al óptimo en comparación con la coordinación centralizada (Bhatnagar et al., 
1993). Dudek & Stadtler (2005) compararon la planificación en sentido aguas arriba con la 
planificación centralizada, observando un promedio de diferencias del 14,1% en los costes 
totales de la CdS. No se han identificado otros trabajos que comparen el resto de situaciones. 
Finalmente, se han incluido otros métodos de coordinación jerárquicos, como las propuestas 
CFPR® (planificación colaborativa, previsión y reabastecimiento) (VICS, 2004), asimilándolos a 
una previsión de demanda compartida, o VMI (Inventario gestionado por el vendedor), o 
reposición regular (Lehoux et al., 2010b). 
Descomposición matemática (Lagrangian Relaxation, LR; Dantzig-Wolfe, DW; Benders, B) 
De la revisión se puede destacar el uso de la descomposición matemática con el método del 
subgradiente (Fisher, 1985; Held et al., 1970, 1971) para actualizar el multiplicador de Lagrange 
en 7 de los artículos (Attanasio et al., 2006; Jeong et al., 2009; Kong et al., 2014; Lau et al., 2011; 
Lu et al., 2012; Pukkala et al., 2009; Walther et al., 2008).  
Pero el método del subgradiente tiende a oscilar en sus resultados (Singh et al., 2011) y en su 
velocidad de convergencia (Nie et al., 2008) especialmente cuando el tamaño de salto es 
pequeño (Thomas et al., 2013). Por lo que ciertos autores proponen otros métodos para 
actualizar el multiplicador como con Volume Algorithm (Singh et al., 2011, 2016) y la 
combinación con otros algoritmos como Wedelin Algorithm (Thomas et al., 2015, 2013). Otras 
alternativas utilizadas son la combinación de algoritmos basados en planos de corte, 
subgradiente y boxstep aplicados por Mouret et al. (2011). Otra línea es la actualización del 
multiplicador de Lagrange por Column Generation (Sokoler et al., 2014) o la estabilización por 
elementos ponderados propuestos por Thomas et al. (2014). 
El multiplicador también se puede actualizar utilizando el método Augmented Lagrangian, 
donde se utiliza una función cuadrática para actualizar el multiplicador. Esta función cuadrática 
puede transformarse, para mantener el modelado lineal (Nishi et al., 2008), o mantenerse 
dentro de un modelado no lineal (Qu et al., 2015) resolviendo una función cuadrática (Lee et al., 
2010; Wenzel et al., 2016a, 2016b). 
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Otra herramienta utilizada es la descomposición de Lagrange por el método de Dantzig-Wolfe 
(1960) que se encuentra en 7 trabajos (Tabla 3-8). En estos trabajos, el mediador centralizado 
actualiza el precio interno asignado al uso del recurso compartido o precio sombra (Harb et al., 
2015; Mason et al., 2015) buscando cumplir con las restricciones relajadas ajustando el precio. 
Este mediador deberá elevar los precios internos de los recursos compartidos cuando las 
entidades soliciten más recursos que los disponibles. Este método tiende a la solución óptima 
del sistema, como ocurre con la actualización de los multiplicadores de Lagrange con el método 
del subgradiente en modelos lineales (Polyak 1969). 
Benders (1962) propone dualizar la función y luego relajar las restricciones para generar 
subproblemas o agentes separables, donde un problema centralizado debe agregar el valor 
óptimo de cada subproblema con restricciones y funciones que no se pueden descomponer. El 
método de Benders solicitará los precios propuestos por los agentes para reducir o aumentar la 
capacidad compartidas (Behnamian, 2014). 
Metaheurísticas (MH) 
Se observan como mecanismos de coordinación metaheurísticos, la colonia de hormigas (Silva 
et al., 2009) o el recocido simulado (Buer et al., 2015; Dudek et al., 2007; Eslikizi et al., 2015; 
Ziebuhr et al., 2013, 2015) o la búsqueda de vecindad variable (Reiss et al., 2014) que permiten 
buscar una mejor coordinación de acuerdo con sus reglas preestablecidas pero sin garantías de 
optimalidad. La búsqueda del multiplicador también aparece mediante combinaciones con 
metaheurísticas como los algoritmos genéticos (Nie et al., 2008) o los sistemas inmunológicos 
(Lu et al., 2012) o heurísticas específicas para el problema (Bajgiran et al., 2016). Bajgiran et al. 
(2016) aplican un algoritmo heurístico específico del problema, con nuevas restricciones, con el 
fin de mejorar las soluciones encontradas con la relajación de Lagrange. 
En otros casos con modelados con soluciones finitas, se votan o ponderan las distintas 
soluciones y se identifica una mejor solución aplicando una metaheurística de búsqueda por 
vecindad (Homberger et al., 2015). Estos votos han sido evaluados por la regla Borda Maximin 
Voting Rule junto con la metaheurística de colmenas (Homberger et al., 2011, 2010) o con 
algoritmos evolutivos (Homberger, 2011). También han sido aplicadas otras reglas de votación 
y metaheurística como Metropolis acceptance criterion y la metaheurística de recocido simulado 
(Homberger, 2010) o con la regla de votación Rawls o Min-Max y la metaheurística de las 
feromonas de las hormigas (Buer et al., 2013).  
Otros elementos del marco de referencia 
Otro elemento en los mecanismos de coordinación son las compensaciones, donde se realizan 
pagos compensatorios de las perdidas locales para permitir una mejor solución global. Se han 
identificado 12 trabajos con pagos compensatorios, que se pueden ver en la Tabla 3-8. Los pagos 
compensatorios permiten compensar los óptimos locales entre los agentes y alcanzar mejores 
soluciones globales cercanas a la solución óptima centralizada. 
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El concepto de mediador se refiere a una figura independiente de la CdS que tiene acceso a la 
información y gestiona la búsqueda de la solución global. Por lo tanto, el mediador es una 
entidad de confianza que no tiene sesgo en la mediación. Esta figura se utiliza en la literatura 
científica, aunque se considera poco realista en una red de suministro (Hellingrath et al., 2011). 
Es posible que los agentes no deseen compartir valores específicos, como los costes, con un 
tercero (Lang et al., 2014). Por lo tanto, la figura del mediador se ha evitado en varios de los 
trabajos al proponer un mecanismo de coordinación sin la necesidad de dicho mediador. De los 
trabajos identificados sin la figura del mediador hay tres que intentan alcanzar resultados 
cercanos a los óptimos globales (Albrecht et al., 2015; Lee et al., 2010; Lu et al., 2012), aunque 
carecen de casos reales aplicados. Los otros casos sin mediador son procesos jerárquicos, donde 
solo intervienen los agentes de la CdS y ninguno de ellos tiene acceso a toda la información. En 
algunos de los trabajos jerárquicos, se realizan compensaciones con el fin de llegar a mejores 
soluciones globales de la CdS (Jia et al., 2016; Kovács et al., 2013; Lehoux et al., 2010a, 2014; 
Pibernik et al., 2007; Silva et al., 2009; Taghipour et al., 2013; Zoghlami et al., 2016). 
La estimación del número de planes intercambiados necesarios para llegar a la propuesta del 
plan conjunto coordinado es definida como un indicador de los requerimientos computacionales 
del mecanismo de coordinación propuesto. Este se puede observar en la Tabla 3-8. Los 
mecanismos con menos de 30 propuestas intercambiadas son identificados como “pocos”, 
siendo estos el 24% de los trabajos. El 59% de los trabajos son identificados como “muchos”, al 
definirse en los mecanismos de coordinación la necesidad de más iteraciones, superiores a 30. 
Estos mecanismos requieren de más consumo computacional para poder llegar al plan de 
conjunto coordinado. En los mecanismos de coordinación jerárquicos aparecen casos sin 
negociación, donde solo se intercambia una propuesta o con una posible segunda propuesta, 
por lo tanto, con dos o menos iteraciones.  
También se han registrado los criterios de finalización de las negociaciones en los distintos 
trabajos. Estos criterios van desde el número de iteraciones previstas, tolerancia en las 
soluciones admisibles, tiempo computacional o según los parámetros propios de la 
metaheurística. 
Tabla 3-8: Mecanismo de coordinación de los trabajos revisados. 



















HBP Hierarchical, no negotiation  D 1  - 
(Attanasio et 
al., 2006) 
AM Auction, Lagrangian-based 
decomposition 
x D Muchos  IN or MG 
(Dash et al., 
2007) 
AM Continuous Double Auction  D Muchos  DA 
(Dudek et 
al., 2007) 
MH Shared cost increase and 
Simulated Annealing  
 U Pocos x SA 
(Pibernik et HBP Partially centralized with a  U 1 x - 
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DW Dantzig–Wolfe decomposition x L Muchos  IN or MG 
(Cheng et 
al., 2008) 
DW Dantzig–Wolfe decomposition x L Muchos  IN or MG 
(Feng et al., 
2008) 
HBP Hierarchical, no negotiation  D 1  - 
(Jung et al., 
2008) 
HBP Hierarchical, negotiation  D Pocos  DA 
(Kelly et al., 
2008) 
HBP Hierarchical, weight 
adjustment 
 D Pocos  CT 
(Nie et al., 
2008) 
LR Lagrangian relaxation and 
multiplier update with Genetic 
Algorithms 
x D Muchos  IN or MG 
(Nishi et al., 
2008) 
LR Augmented Lagrangian 
linearized 
x L Muchos  IN or MG 
(Walther et 
al., 2008) 
LR Lagrangian relaxation and 
multiplier update with a linear 
function 
x U Muchos  IN or MG 
(Jeong et al., 
2009) 
LR Lagrangian relaxation and 
multiplier update with 
modified subgradient 
x L Muchos  IN or MG 
(Pukkala et 
al., 2009) 
LR Lagrangian relaxation, 
subgradient 
x L Muchos  IN  
(Silva et al., 
2009) 
MH Pheromone matrix  D Pocos  IN  
(Frazzon et 
al., 2010) 
HBP Hierarchical, no negotiation  U 1  - 
(Gaudreault 
et al., 2010) 
HBP Hierarchical, negotiation  B 2  - 
(Gunnerud 
et al., 2010) 
DW/LR DW, Lagrangian 
decomposition 
x L Pocos  MG 
(Homberger, 
2010) 
MH Metropolis acceptance 
criterion and Simulated 
annealing method 
x R Muchos  SA 
(Homberger 
et al., 2010) 
MH Borda Maximin voting rule and 
Pheromone matrix 
x R Muchos  IN 
(Lee et al., 
2010) 
LR Augmented Lagrangian with 
Alternating Direction Method 
and Diagonal Quadratic 
Approximation Method  
x L Muchos  IN 
(Lehoux et 
al., 2010a) 
HBP Hierarchical, no negotiation  D 1 x - 
(Lehoux et 
al., 2010b)  
HBP Vendor Managed Inventory  D 1  - 
(Homberger 
et al., 2011) 
MH Borda Maximin voting rule and 
Pheromone matrix 
x R Muchos  IN 
(Homberger, 
2011) 
MH Borda Maximin voting rule and 
Evolutionary Algorithms  
x R Muchos  IN 
(Lau et al., 
2011) 
AM Combinatorial auction – 
Lagrangian relaxation 
x U Pocos  IN 
(Mouret et 
al., 2011) 
LR Lagrangian decomposition, 
multiplier is updated with 
cutting planes, subgradient, 
and boxstep 
x D Pocos  IN or MG 
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(Singh et al., 
2011) 
LR Lagrangian relaxation, 
multiplier is updated with 
Volume Algorithm 
x D Muchos  IN or MG 
(Lu et al., 
2012) 
LR Lagrangian relaxation and 
immunity-inspired 
coordination (LR-ICI) 
 L Muchos  IN or MG 
(Buer et al., 
2013) 
MH Modification of Borda 
Maximin voting rule and 
Pheromone matrix 
x R Muchos  IN 
(Kovács et 
al., 2013) 
HBP Hierarchical, shared benefits  D Pocos x 2º 
(Taghipour 
et al., 2013) 
HBP Hierarchical, shared discount   D Pocos x 2º 
(Thomas et 
al., 2013) 
LR Lagrangian relaxation, with 
Volume and Wedelin 
Algorithms. 
x U Muchos  CTor MG 
(Ziebuhr et 
al., 2013) 
MH Metropolis acceptance 
criterion and Simulated 
annealing method extended 
by a part-way reset procedure 
x R Muchos  SA 
(Behnamian, 
2014) 
B Benders decomposition x D Muchos  CT or 
feasible 
(Kong et al., 
2014) 
LR Lagrangian decomposition, 
subgradient 
x D Muchos  CT or MG 
(Lehoux et 
al., 2014) 
HBP Hierarchical, shared benefits  D 1 x - 
(Reiss et al., 
2014) 
MH Increases of the local 
production cost and variable 
neighbourhood search 
x R Muchos  CT 
(Sokoler et 
al., 2014) 
DW Dantzig-Wolfe decomposition x L Muchos  CT or MG 
(Thomas et 
al., 2014) 
DW Column Generation, internal 
price stabilisation with 
multiple columns stored 
x U Muchos  CT 
(Acar et al., 
2015) 
HBP Hierarchical, no negotiation  D 1  - 
(Albrecht et 
al., 2015) 
DW Dantzig-Wolfe modification  D Pocos x MG 
(Buer et al., 
2015) 
MH Metropolis acceptance 
criterion, Simulated annealing 
method extended by a part-
way reset procedure and side-
payments 
x R Muchos x SA 
(Eslikizi et 
al., 2015) 
MH Metropolis acceptance 
criterion, Simulated annealing 
method extended by a part-
way reset procedure and side-
payments 
x R Muchos x SA 
(Harb et al., 
2015) 
DW Dantzig-Wolfe decomposition x D Muchos  CT or MG or 
IN 
(Homberger 
et al., 2015) 
MH Voting-based solution 
acceptance criteria, 
Neighbourhood search, and 
side-payments to avoid local 
solutions 
x R Muchos x IN 
(Mason et 
al., 2015) 
DW Dantzig-Wolfe decomposition x U Pocos  IN or MG 
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(Qu et al., 
2015) 
LR Augmented Lagrangian  x U Muchos  IN or MG 
(Thomas et 
al., 2015) 
LR Lagrangian relaxation, Volume 
and Wedelin Algorithms. 
Secure-sum for lower bound 
update 




MH Simulated annealing extended 
by a part-way reset procedure 
x R Muchos  SA 
(Agnetis et 
al., 2016) 
HBP Hierarchical, no negotiation, 
fair schedule using the 
weighted Tchebycheff norm  
 U/ D 2  - 
(Bajgiran et 
al., 2016) 
LR Lagrangian relaxation with 
subgradient and heuristics to 
ensure a feasible solution in 
the primal problem 
x U Muchos  IN 
(Jia et al., 
2016) 
HBP Hierarchical, convergence of 
planning counter proposals 
with a penalty function on 
each iteration 
 U Pocos x IN 
(Singh et al., 
2016) 
LR Lagrangian relaxation, 
subgradient, Secure-sum 
Protocol and a primal heuristic 
x U Muchos  CTor MG 
(Tang et al., 
2016b) 
AM Auction x L Muchos  IN 
(Wenzel et 
al., 2016a)  
LR Lagrangian decomposition, 
subgradient, Recursive 
Quadratic Approximation 
x D Pocos  CTor MG 
(Wenzel et 
al., 2016b) 
LR Lagrangian decomposition, 
subgradient, Recursive 
Quadratic Approximation 
x D Muchos  CTor MG 
(Zoghlami et 
al., 2016) 
HBP Shared discount from supplier 
to an alternative planning 
 D Pocos x IN 
HBP jerárquico, DW como Dantzig-Wolf (1960), LR Lagrangian relajación, B descomposición según propuesta de Benders (1962), 
MH metaheurísticos, AM subastas, D aguas abajo, U aguas arriba, L local, B cuello de botella, R plan de mediador aleatorio, pocos 
definido ≤ 30, IN número de iteraciones, MG gap mínimo, DA demanda asignada, SA recocido simulado, CT tiempo de 
computación. Fuente: Elaboración propia. 
3.4.3 Novedades de las soluciones identificadas 
La calidad y las novedades en la colaboración entre los miembros de la CdS identificados de los 
artículos seleccionados se puede encontrar en las Tabla 3-9, Tabla 3-10, Tabla 3-11, Tabla 3-12 
y Tabla 3-13, se agrupan en: 
- Evaluación de la calidad de la propuesta (demostración, simulación, banco de 
instancias) 
- Aportación destacable 
 
En este apartado, se recoge la forma en que los trabajos evalúan las soluciones y las novedades 
propuestas. Respecto de las soluciones propuestas se identifica si se aporta demostración de la 
convergencia, si se realiza la simulación de un caso de estudio, o se parte de un banco de 
instancias. Se puede observar en el Tabla 3-9 que en 3 casos se hace una demostración cómo de 
la convergencia del mecanismo propuesto. En 24 de los trabajos se realiza una simulación, a 
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partir de casos reales, de la aplicación de los mecanismos de coordinación propuestos. En el 
resto, se llevan a cabo una serie de pruebas computacionales para verificar la adecuación del 
mecanismo de coordinación utilizado. Estas pruebas, simulaciones y demostraciones permiten 
identificar las condiciones, situaciones, caso específico de empresa, entorno o sector en las que 
se extiende el análisis del comportamiento de los mecanismos de coordinación. Stadtler (2007) 
recomendó realizar pruebas computacionales para proporcionar mayores conocimientos sobre 
la calidad de las soluciones. 
Tabla 3-9: Evaluación de la calidad de la propuesta 
Referencia Calidad de la propuesta 
(Agnetis et al., 2006) Demostración 
(Attanasio et al., 2006) Banco de instancias 
(Dash et al., 2007) Banco de instancias 
(Dudek et al., 2007) Banco de instancias 
(Pibernik et al., 2007) Banco de instancias 
(Pittman et al., 2007) Simulación 
(Cheng et al., 2008) Simulación 
(Feng et al., 2008) Simulación 
(Jung et al., 2008) Banco de instancias 
(Kelly et al., 2008) Simulación 
(Nie et al., 2008) Banco de instancias 
(Nishi et al., 2008) Simulación 
(Walther et al., 2008) Simulación 
(Jeong et al., 2009) Banco de instancias 
(Pukkala et al., 2009) Simulación 
(Silva et al., 2009) Simulación 
(Frazzon et al., 2010) Simulación 
(Gaudreault et al., 2010) Simulación 
(Gunnerud et al., 2010) Simulación 
(Homberger, 2010) Banco de instancias 
(Homberger et al., 2010) Banco de instancias 
(Lee et al., 2010) Banco de instancias 
(Lehoux et al., 2010a) Simulación 
(Lehoux et al., 2010b) Simulación 
(Homberger et al., 2011) Banco de instancias 
(Homberger, 2011) Banco de instancias 
(Lau et al., 2011) Simulación 
(Mouret et al., 2011) Simulación 
(Singh et al., 2011) Banco de instancias 
(Lu et al., 2012) Banco de instancias, demostración 
(Buer et al., 2013) Banco de instancias 
(Kovács et al., 2013) Banco de instancias 
(Taghipour et al., 2013) Banco de instancias 
(Thomas et al., 2013) Banco de instancias 
(Ziebuhr et al., 2013) Banco de instancias 
(Behnamian, 2014) Banco de instancias 
(Kong et al., 2014) Simulación 
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(Lehoux et al., 2014) Simulación 
(Reiss et al., 2014) Banco de instancias 
(Sokoler et al., 2014) Simulación 
(Thomas et al., 2014) Banco de instancias 
(Acar et al., 2015) Simulación 
(Albrecht et al., 2015) Demostración 
(Buer et al., 2015) Banco de instancias 
(Eslikizi et al., 2015) Banco de instancias 
(Harb et al., 2015) Simulación 
(Homberger et al., 2015) Banco de instancias 
(Mason et al., 2015) Simulación 
(Qu et al., 2015) Simulación 
(Thomas et al., 2015) Banco de instancias 
(Ziebuhr et al., 2015) Banco de instancias 
(Agnetis et al., 2016) Banco de instancias 
(Bajgiran et al., 2016) Simulación 
(Jia et al., 2016) Banco de instancias 
(Singh et al., 2016) Banco de instancias 
(Tang et al., 2016b) Banco de instancias 
(Wenzel et al., 2016a) Simulación 
(Wenzel et al., 2016b) Simulación 
(Zoghlami et al., 2016) Banco de instancias 
Simulación test con datos de un caso real, banco de instancias test hecho con un banco de instancias, demostración la 
convergencia del mecanismo de coordinación es aportada. Fuente: Elaboración propia. 
Respecto de las novedades aportadas por los trabajos analizados, estos se han agrupado en 
función del tipo de problema planteado. En la Tabla 3-10 están recogidos los trabajos referentes 
a la programación de la producción. En estos trabajos se presentan diferentes problemas de 
asignar las tareas a las distintas máquinas, en algunos casos con distintas ubicaciones. Pero en 
ninguno de ellos se presenta la estructura del producto. 
Tabla 3-10: Aportaciones de los trabajos revisados en programación de la producción. 
Referencia Novedades 
(Agnetis et al., 
2006) 
Presentan algoritmos de programación basados en las propuestas de los programas de los compradores, la 
capacidad del buffer y el coste del buffer. El coste total del sistema se reduce solo cuando se proporciona 
el coste del buffer intermedio. 
(Attanasio et al., 
2006) 
Presentan resultados equivalentes a los obtenidos por un mecanismo de subasta basado en una heurística 
de Lagrange progresiva a los proporcionados por una heurística Max-Min centralizada. 
(Jeong & Yim, 
2009) 
Minimizan el tiempo total de finalización en máquinas compartidas mientras mantienen la mayor 
autonomía posible de los subsistemas de producción. El multiplicador de Lagrange se actualiza con una 
modificación del método de subgradiente, solo con información local. 
(Frazzon et al., 
2010) 
Analizan a partir de un caso de prueba práctico de programación de producción y transporte que la 
coordinación jerárquica sin negociación empeora hasta un máximo del 12% respecto de la solución 
calculada mediante un sistema centralizado. 
(Lau et al., 2011) Presentan un procedimiento adaptativo de ajuste de precios para la relajación Lagrangiana que muestra 
mejores propiedades de convergencia que el ajuste de precios con el método del subgradiente 
convencional. 
(Singh & Ernst, 
2011) 
Presentan una combinación convexa de los subgradientes actuales y previos para incorpora en cada 
iteración la dirección del movimiento en la solución de la relajación de Lagrange. 
(Thomas et al., 
2013) 
Proponen añadir una nueva restricción a cada subproblema, como versión de la restricción relajada, para 
asegura que las soluciones encontradas por los individuos sean factibles con respecto a la restricción 
relajada. 
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Aplica la descomposición de Benders para una programación multifábrica. 
(Thomas et al., 
2014) 
Muestran mediante experimentos computacionales que la Generación de Columnas supera a la Relajación 
Lagrangiana, pero los principales inconvenientes son su baja convergencia y la alta oscilación de los precios 
duales. 
(Thomas et al., 
2015) 
Proponen diferentes algoritmos para evitar la figura del mediador y verificar el impacto del intercambio de 
información. Destacan que la información de la disponibilidad de recursos tiene un impacto mayor que la 
información de la capacidad de producción. 
(Agnetis et al., 
2016) 
Presentan un calendario de equidad entre las propuestas de planificación aguas arriba y aguas abajo 
usando la norma ponderada de Tchebycheff, que coincide con la solución igualitaria, es decir, la solución 
que maximiza el pago mínimo entre las entidades. 
(Singh & O’Keefe, 
2016) 
Proponen un método seguro en el método de subgradiente para intercambiar información entre las 
entidades con el fin de actualizar el paso con la información agregada de todos los usuarios. Una heurística 
es usada para asegurar una solución a la función principal a partir de las propuestas relajadas. 
(Tang et al., 2016) Expresan que cada célula de producción puede actuar como un subastador o un postor con ofertas de 
franjas horarias en las máquinas de otras células de trabajo para procesar sus propias piezas. 
Fuente: Elaboración propia. 
En otros trabajos, se ha buscado coordinar distintas unidades o entidades que tienen una 
restricción o un solo recurso compartido que las relaciona entre sí. Estos trabajos se centran en 
el recurso compartido sin analizar las operaciones de cada entidad. Sus novedades se pueden 
ver en la Tabla 3-11. 
Tabla 3-11: Aportaciones de los trabajos revisados con restricción común. 
Referencia Novedades 
(Pittman et al., 
2007) 
Utilizan la descomposición de Dantzig-Wolfe o la generación de columnas como mecanismo para coordinar 
la gestión local en la industria forestal, con casos simulados a partir de datos reales, redujeron los tiempos 
de computación en un problema centralizado. 
(Cheng et al., 
2008) 
Presentan un mecanismo de coordinación por la descomposición de Dantzig-Wolfe de Autonomous Model 
Predictive Control en plantas químicas, logrando resultados equivalentes a un modelo centralizado. 
(Kelly & Zyngier, 
2008) 
Proponen una nomenclatura estandarizada para describir la comunicación, coordinación y cooperación 
entre dos capas jerárquicas de un problema descompuesto. 
(Pukkala et al., 
2009) 




Presentan a partir de un caso de estudio una comparativa entre la descomposición de Lagrange, una 
extensión de la descomposición de Dantzig-Wolfe que lineariza el problema (restricciones lineales y 
variables continuas) y el modelo centralizado. En los problemas más complejos, los dos métodos de 
descomposición consiguen soluciones con gaps inferiores al 0,5% en menos tiempo de calculo que el 
modelo centralizado.  
(Lee & Jeong, 
2010) 
Utilizan la relajación aumentada de Lagrange que se actualiza con dos procedimientos, uno que requiere 
un coordinador y otro que requiere una comunicación jerárquica entre los agentes. 
(Mouret et al., 
2011) 
Exponen una combinación de planos de corte, el Boxstep y el subgradiente para la actualización del 
multiplicador de Lagrange que no requiere de la generación de actualizaciones heurísticas de los 
parámetros durante las iteraciones. 
(Lu et al., 2012) Presentan un algoritmo distribuido donde los subsistemas resuelven sus subproblemas a través de la 
optimización local, intercambian información parcial (dependiendo de los problemas específicos) con solo 
subsistemas vecinos y luego auto coordina sus subproblemas al computar los multiplicadores de Lagrange 
localmente con la información renovada recibida al comunicarse con sus vecinos, un proceso de toma de 
decisiones sincronizado, iterativo y distribuido inspirado en el sistema inmune humano. 
(Kovács et al., 
2013b) 
Destacan que el proveedor puede abusar del mecanismo, generar deliberadamente un plan de referencia 
que sea inaceptable para el comprador y asignar costes de compensación masivos frente a cualquier otra 
alternativa. 
(Sokoler et al., 
2014) 
Presentan un algoritmo de descomposición con el método de Dantzig-Wolfe, iniciado en caliente, para el 
Model Predictive Control de subsistemas desacoplados dinámicamente. Además, por simulación muestran 
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que funciona más rápido que CPLEX®, Gurobi® y MOSEK® y es capaz de manejar problemas mucho más 
grandes que los solucionadores de propósito general. 
(Harb et al., 
2015) 
Expresan que el modelo centralizado tiene mejores resultados, pero cuando aumenta el número de 
agentes, es más apropiado la gestión descentralizada, aunque mantiene un control centralizado 
(descomposición de Dantzig-Wolfe), dado que no se sobrecarga al aumentar con nuevos agentes. 
(Qu et al., 2015) Aplican un Augmented Lagrange a un proceso de selección de recursos y servicios dentro de clúster de una 
cadena de suministro, con el método de un bucle interno inexacto y un algoritmo de coordinación por 
bloques. 
(Wenzel, Paulen, 
Krämer, et al., 
2016)  
Presentan una técnica de aproximación cuadrática para la actualización del precio interno que muestra una 
tasa de convergencia mejorada en comparación con el método basado en subgradiente. Comienzan con el 
método de subgradiente para recopilar puntos de solución a fin de crear una función cuadrática que 




Exponen inicialmente una actualización del precio interno por el método de subgradiente y 
posteriormente extrapolan a una regresión cuadrática de la restricción relajada, ya que son vértices de 
solución de la función dual; por lo tanto, su mínimo permite encontrar el nuevo precio interno. 
Fuente: Elaboración propia. 
En la Tabla 3-12 se recogen los trabajos con modelos de planificación de las operaciones con 
situaciones de limitación de capacidad, multiproducto (excepto el trabajo de Dash et al. (2007) 
pero que no establecen la limitación de que todas las entidades conozcan las estructuras de 
todos los productos como en la Tabla 3-13. Ambas tablas recogen las novedades de los trabajos 
analizados que tratan la planificación de las operaciones. 
Tabla 3-12: Aportaciones de los trabajos revisados con limitación de capacidad, multiproducto. 
Referencia Novedades 
(Dash et al., 
2007) 
Realizan una asignación de la demanda continuamente sin la necesidad de un agente con la información 




Presentan un mecanismo de coordinación para un único proveedor y varias negociaciones de compradores 
con información reducida intercambiada. Los ahorros de los proveedores y la compensación de los 
compradores son recogidos en los términos contractuales. El mecanismo está cerca de la solución óptima, 
con un gap de 6,2% y busca una distribución justa. 
(Pibernik & Sucky, 
2007) 
Presentan la planificación parcial centralizada y aguas arriba para mejorar un dominio de planificación 
aguas abajo. Generan solo un plan maestro localmente óptimo sin considerar las consecuencias para los 
dominios aguas arriba. 
(Feng et al., 2008) Comparan diferentes formas de realizar la coordinación jerárquica entre la centralización de ventas y 
operaciones mediante la descentralización de las compras y la distribución, centralizando las ventas con 
respecto a la capacidad disponible y descentralizando la producción, distribución y compras en cada 
centro, recomendando este último en un análisis de sensibilidad. 
(Jung et al., 2008) Proporcionan un marco descentralizado de planificación de la cadena de suministro para la asociación 3PL, 
centrándose en el lado operativo de la eficiencia de planificación de la cadena de suministro desde una 
perspectiva descentralizada. 
(Nie et al., 2008) Presentan una combinación del método de relajación Lagrangiana y los algoritmos genéticos para la 
planificación colaborativa, y los resultados de la simulación muestran una desviación promedio del óptimo 
central de 1,47%. 
(Nishi et al., 
2008) 
Utilizan el Augmented Lagrangian como mecanismos de coordinación, reemplazando el término de la 
penalización cuadrática por un término de penalización lineal. El gap entre la solución descentralizada y 
una solución centralizada óptima se sitúa dentro del 3% en sus casos. 
(Walther et al., 
2008) 
Actualizan el multiplicador de Lagrange mediante una función lineal inversamente proporcional a las 
iteraciones, solo con datos locales y diferentes condiciones. Los precios internos obtenidos de la simulación 
se aproximan a los precios reales para coordinar las actividades. 
(Silva et al., 2009) Proponen como herramienta de coordinación extender las matrices de feromonas, utilizadas por cada 
miembro para encontrar su mejor solución local mediante la heurística de colonias, para coordinar los 
distintos miembros de la CdS.  
(Gaudreault et 
al., 2010) 
Proponen una variación de la coordinación jerárquica al transmitir directamente la demanda externa del 
cliente al cuello de botella de la CdS, en lugar de pasar por la entidad aguas abajo o aguas arriba para 
proponer la planificación inicial. 
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et al., 2010) 
Presentan una coordinación aguas abajo jerárquica mejorada con el reparto del ahorro en transporte, lo 
que permite acercar los resultados a una coordinación central como la propuesta CPFR. 
(Lehoux, 
D’Amours, & 
Langevin, 2010)  
Analizan un beneficio compartido para alentar a los socios a unirse a un CPFR. Dado que, con el modo de 
inventario gestionado por el proveedor, el productor es responsable del inventario de su cliente y debe 
mantener existencias suficientes en el sitio del minorista para garantizar un alto nivel de servicio. Este 
modo permite mejorar el coste del transporte al proveedor. El CPFR genera la mayor ganancia para el 
productor, mientras que el modo de reposición regular es la estrategia más rentable para el minorista.  
(Taghipour & 
Frayret, 2013) 




Presentan como herramienta de coordinación para la industria forestal, establecer los precios internos por 
el método del subgradiente, para darle al administrador la comprensión de los valores de los registros en 
las diferentes áreas y tiempos. 
(Lehoux et al., 
2014) 
Exponen que los beneficios obtenidos de una mejor sincronización de las actividades no necesariamente se 
distribuyen equitativamente. Dado que los socios pueden tener dificultades para evaluar los costes fijos 
asociados con la implementación de colaboraciones, los ahorros generados a partir de una mejor 
coordinación no se reparten en todos los casos. 
(Acar & Atadeniz, 
2015) 
Concluyen que cuanto mayor sea el nivel de incertidumbre de la demanda, mayores serán los beneficios de 
la integración y proponen una planificación centralizada para la programación táctica y local. 
(Albrecht & 
Stadtler, 2015) 
Proponen un enfoque para manejar un modelo S&OP de periodo múltiple con Programación Lineal sin la 
necesidad de información dual requerida en la descomposición de Dantzig-Wolfe. 
(Mason & 
Villalobos, 2015) 
Presentan una coordinación descentralizada de producto fresco a partir de la descomposición de Dantzig-
Wolfe. Sin embargo, desafortunadamente, esta formulación puede no ser tan atractiva para los 
agricultores debido a su transparencia reducida, la percepción de falta de control por parte de los 
agricultores que permite que el subastador defina la asignación final, y que los precios de compensación 
del mercado no están claramente determinados. 
(Bajgiran et al., 
2016) 
Implementan un algoritmo para superar el problema habitual del método de subgradiente que la solución 
propuesta en el dual no es válida en el principal. También concluye que, si se aumentan los puntos de 
desacoplamiento, los resultados se deterioran con respecto a una solución centralizada. 
(Jia et al., 2016) Coordinan mediante la generación de diferentes planes, el de mejor beneficio y el de mejor servicio, donde 
el operador de transporte evalúa si su propio beneficio puede aumentarse al proponer un plan de 
recogidas distinto del plan de entrega solicitado por el fabricante. El 3PL comparte sus beneficios con el 
fabricante y los autores agregan una función de penalización para garantizar la convergencia a un plan 
conjunto. 
(Zoghlami et al., 
2016) 
Presentan la coordinación entre un plan de aguas abajo y el plan de aguas arriba con un plan de descuento 
ponderado por la variación solicitada por cada cliente. 
Fuente: Elaboración propia. 
La Tabla 3-13 incluye un grupo de contribuciones basadas en el hecho de que todos los 
miembros de la CdS conocen las estructuras de todos los productos. Esta situación suele darse 
en la industria automotriz, donde la estructura del producto es conocida por toda la CdS. Estos 
trabajos destacan por aplicar metaheurística para seleccionar una propuesta entre las distintas 
alternativas planteadas. Excepto el trabajo de Reiss et al. (2014) donde se plantea una limitación 
de la capacidad disponible de los recursos utilizados, el resto plantea modelos sin limitación de 
capacidad. 





Desarrolla un método de recocido simulado basado en una codificación binaria redundante para el MLULSP  
(Homberger et 
al., 2010) 
Presentan una matriz de feromonas conjunta como método de coordinación, las feromonas representan el 
ranking de la valoración de las propuestas con la regla de votación Borda Maximin. 
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Presentan la regla de votación Borda Maximin que maximiza el nivel de bienestar del miembro más 
desfavorecido del grupo para seleccionar propuestas y logra evitar un estancamiento temprano del 
proceso de negociación. 
(Homberger, 
2011) 
Utiliza como mecanismo de coordinación un algoritmo de evolución junto con el criterio de Rawls para 
evaluar los votos de los agentes a las propuestas hechas por un mediador. 
(Buer et al., 2013) Presentan un gráfico de búsqueda simplificado para las distintas soluciones codificadas que mejora en 
comparación con trabajos anteriores. 
(Ziebuhr et al., 
2013) 
Presentan como herramienta de coordinación un procedimiento de restablecimiento parcial en el recocido 
simulado para poder superar los desacuerdos entre las entidades de manera más fácil, reiniciando la 
búsqueda de vez en cuando a soluciones anteriores y discriminando aleatoriamente a algunos agentes 
durante el proceso de negociación. 
(Reiss & Buer, 
2014) 
Presentan un enfoque de coordinación que supera a la planificación aguas arriba en pruebas 
computacionales, pero destacan algunas deficiencias cuando se consideran los tiempos de preparación. 
(Buer et al., 2015) Introducen una coordinación mediante pagos compensatorios a partir del valor de Shapley, en un 
problema de tamaño de lote entre organizaciones, donde algunas entidades pueden producir los mismos 
artículos. Funciona mejor para instancias pequeñas y medianas. 
(Eslikizi et al., 
2015) 
Presentan el recocido simulado para organizar el proceso de negociación y para evitar una solución o 
negociación local óptima. Integran pagos compensatorios calculados a partir del valor de Shapley. El 
problema permite que más de una entidad pueda suministrar los productos. 
(Homberger et 
al., 2015) 
Proponen un método de pagos compensatorios a través de un procedimiento de votación modificado, que 
acepta temporalmente soluciones que no mejoran, y negocia pagos adicionales que conducen a soluciones 
superiores para todas las entidades. 
(Ziebuhr et al., 
2015) 
Utilizan la heurística de recocido simulado para asignar productos a entidades rivales y coordinar planes de 
producción entre diferentes proveedores. 
Fuente: Elaboración propia. 
De entre las diferentes herramientas presentadas para actualizar el multiplicador de Lagrange 
se destaca unas contribuciones que combinan la heurística del método de subgradiente con una 
regresión cuadrática lineal de la restricción relajada (Wenzel et al., 2016a, 2016b). Por otro lado, 
la contribución que propone una modificación de la descomposición de Dantzig-Wolfe (Albrecht 
et al., 2015) sin la necesidad de la figura del mediador. Otros trabajos destacan por extrapolar 
normas o sistemas a mecanismos de coordinación, como la aplicación de la norma de 
Tchebycheff (Agnetis et al., 2016) o la extensión de la coordinación del sistema inmune a la 
cadena de suministro (Lu et al., 2012).  
Del análisis de estos trabajos sobre los mecanismos de coordinación, se comienza a vislumbrar 
su aplicación industrial en ciertos sectores. Los mecanismos de coordinación parecen estar 
pasando de ser un tema de investigación a un producto comercial. Algunos de los trabajos 
encontrados describen posibles aplicaciones de mecanismos de coordinación en dichos 
entornos, pero sin llegar a ser investigación empírica que describa los resultados de la 
implantación y del uso. 
Hay cuestiones que están pendientes, como pueden ser el análisis de la distribución de 
beneficios de modo equitativo entre los miembros de la cadena de suministro, el 
comportamiento organizacional, los aspectos culturales en el diseño de la CdS, la renegociación 
de planificaciones en el procedimiento de horizontes rodantes o el concepto de cubrir varias 
fases de la colaboración con los mecanismos de coordinación que no se han identificado en la 
revisión de la literatura realizada. La declaración de Stadtler de que "las empresas son reacias a 
compartir información y considerar la compensación a los miembros de la CdS como 
requerimiento para lograr una situación de beneficio mutuo del resultado de la coordinación" 
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permite abrir otra línea de investigación que confirme la afirmación y ayude a identificar 
acciones adecuadas para la aplicación de los mecanismos de coordinación en las empresas. 
3.5 Conclusiones y futuros trabajos 
Este capítulo presenta el resultado de una revisión sistemática de literatura de modelos de 
programación matemática con un mecanismo de coordinación para la toma de decisiones 
descentralizada desde el 2006 hasta 2016. La mayoría de los modelos revisados solo tienen en 
cuenta los niveles tácticos y operativo. Además, los trabajos revisados buscan principalmente 
una solución que se acerque a la solución encontrada con una coordinación centralizada. Por 
otro lado, se debe destacar la importante presencia de trabajos que han utilizado el mecanismo 
de coordinación con el requisito de un mediador o un agente neutral. Pocos de ellos han aplicado 
una coordinación bajo el procedimiento de horizontes rodantes. Los mecanismos de 
coordinación se han estudiado principalmente sin un sector específico, excepto algunos trabajos 
para la industria de la madera, el sector petroquímico y automoción. Los resultados han sido 
probados principalmente en casos específicos, por lo tanto, existe la oportunidad de extender 
los mecanismos de coordinación a una propuesta general y aplicarlos a otros sectores 
industriales. 
Del análisis se resalta la falta de trabajos con estructuras de producto complejas y 
representaciones diferentes a Gozinto. No se ha identificado ningún trabajo que estudie los 
mecanismos de coordinación o de incentivos con estructura de producto o procesos 
alternativos, como aporta el modelado Generic Materials and Operations Planning (GMOP) 
(Garcia-Sabater et al., 2013). Por lo tanto, se abre la posibilidad de aplicar la modelización 
basada en strokes en los distintos tipos de mecanismos de coordinación identificados (subastas, 
jerárquicos, descomposición matemática y metaheurísticas).  
Las subastas, como por ejemplo el mecanismo de VCG (second-Price sealed-bid, Vickery–Clarke–
Groves auction (Vickrey, 1961)) muestran susceptibilidad a la colusión y otras patologías que lo 
hacen indeseable en la práctica, según afirman Mason et al. (2015). Por otro lado, las subastas 
combinatorias requieren de mayor requerimiento computacional que la descomposición 
matemática o la metaheurística. Los mecanismos jerárquicos presentan resultados sesgados en 
función de la primera propuesta realizada, aunque implican una mejora respecto de la no 
coordinación. Por lo que, para el desarrollo de esta tesis, se selecciona las descomposiciones 
matemáticas con los modelados basados en stroke para seguir avanzando en esta investigación, 
dejando la aplicación de metaheurística para futuras líneas de investigación.  
Por otro lado, dentro de la descomposición matemática, se destaca la importancia de la 
descomposición de Lagrange como herramienta para generar modelos matemáticos 
susceptibles de gestionar subproblemas y generar mecanismos de coordinación distribuidos 
según se desprende de su alta presencia en los trabajos estudiados. Por otro lado, no se ha 
encontrado su desarrollo en la formulación GMOP. Por lo que, para el desarrollo de esta tesis, 
se selecciona su análisis, reservando para futuras líneas de investigación las otras diferentes 
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herramientas identificadas de realizar la descomposición matemática (Dantzig-Wolfe, Benders, 
etcétera) 
La revisión sistemática de literatura sobre mecanismos de coordinación distribuida identifica la 
oportunidad de estudiar la aplicación de la descomposición de Lagrange en la formulación 
GMOP, como línea de trabajo para lograr generar un adecuado mecanismo de coordinación.  
Otras líneas futuras de investigación permanecen abiertas, como ampliar la investigación sobre 
mecanismos de coordinación a nivel estratégico, las situaciones de más de dos niveles y la 
evaluación de posibles comportamientos oportunistas en los mecanismos de coordinación 
propuestos. Además, los mecanismos de coordinación deben tener en cuenta los planes 
propuestos en los tramos anteriores en los que se planifica en cada nueva coordinación.  
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Capítulo 4: Relajación Lagrangiana del modelo de 
Planificación de Operaciones y Materiales Genérico3 
4.1 Introducción 
Este capítulo presenta el estudio sobre la aplicación de la relajación de Lagrange en la 
formulación GMOP (Garcia-Sabater et al., 2013). El capítulo anterior destaca el uso de la 
descomposición de Lagrange en los mecanismos de coordinación. Pero según el mejor de 
nuestros conocimientos, no hay una publicación científica que recoja una aplicación de la 
relajación Lagrangiana para la formulación de GMOP. Por lo que se procede a realizar su análisis 
antes de continuar con la generación de un mecanismo de coordinación en entornos de redes 
distribuidas. 
Kelly y Zyngier (2008) propusieron la descomposición como una forma natural de lidiar con 
problemas grandes. La idea detrás de la descomposición es dividir el problema general en una 
serie de subproblemas más pequeños, que son más fáciles de resolver y coordinar estos 
subproblemas a través de un problema maestro (Kong et al., 2014). Un método bien estudiado 
de descomposición mediante la aplicación de la “Lagrangian Relaxation” (LR) (Fisher, 1985).  
El resto del capítulo está estructurado de la siguiente manera: primero, se presenta una breve 
introducción a la formulación GMOP; segundo, se presenta una descripción de la relajación de 
Lagrange; tercero, se presenta el método del subgradiente aplicado para la formulación GMOP; 
en cuarto lugar, se presentan los resultados experimentales y finalmente, el capítulo finaliza con 
las conclusiones y propuestas de trabajos futuros. 
4.2 Introducción a la formulación GMOP  
Una visión global de la cadena de suministro incluye la selección de alternativas entre 
ubicaciones, productos, procesos, transportes y proveedores (Stadtler et al., 2008). Estas 
alternativas se pueden modelar con la formulación de la Planificación de operaciones y 
materiales genéricos (GMOP) (Garcia-Sabater et al., 2013). Por lo tanto, un modelado con 
strokes permite gestionar conjuntamente la lista de materiales (BOM) y la lista de procesos 
(BOP). Permite la representación de problemas con procesos paralelos, la gestión alternativa de 
envases, la descomposición de productos y otras posibilidades inherentes al uso de strokes. Es 
más versátil que la estructura de Gozinto, según aporta Maheut (2013). Es un MLCLSP 
(multinivel, capacitado, problema de tamaño de lote) donde se incorpora la estructura del 
producto y el proceso. 
                                                          
3 Una versión previa de este capítulo fue presentada en el 11th International Conference on Industrial 
Engineering and Industrial Management celebrado en Valencia en 2017. Y ha servido para la realización 
de un artículo científico “Lagrangian relaxation of the generic materials and operations planning model”, 
publicado en la revista “Central European Journal of Operations Research (CEJOR)”(Rius-Sorolla et al., 
2018a).  
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La formulación del GMOP es una representación del problema de lotificación, multinivel,  
multiestructura, multiperiodo, con capacidad limitada (Garcia-Sabater et al., 2013). Supera la 
limitación de la estructura de Gozinto con el uso de los strokes (Coronado-Hernández et al., 
2010; Maheut, 2013). Y dado que los problemas de tamaño de lote con capacidad limitada han 
demostrado ser NP-Hard, incluso para el caso de un solo producto (Bitran et al., 1982), la 
formulación GMOP es probablemente un problema NP-Hard.  
En cuanto a la flexibilidad de la formulación GMOP, se debe destacar que permite detallar 
procesos alternativos, así como la ubicación del producto con el empaquetado o el tipo de 
embalaje utilizado (Maheut, Garcia-Sabater, & Mula, 2012). Permite evaluar procesos 
alternativos, estructuras de productos alternativas (Coronado-Hernández et al., 2017; Maheut, 
2013), co-productos (Coronado-Hernández, 2016) o recursos alternativos (Coronado-Hernández 
et al., 2010). Y según el mejor de nuestros conocimientos, no se ha tratado de resolver los 
problemas con la formulación GMOP mediante la relajación Lagrangiana. En otros tipos de 
modelados equivalentes, la relajación Lagrangiana se ha utilizado satisfactoriamente (Attanasio 
et al., 2006; Jeong et al., 2009; Kong et al., 2014; Lau et al., 2011; Lu et al., 2012; Pukkala et al., 
2009; Walther et al., 2008). 
La lista de índices, parámetros y variables utilizados en GMOP se pueden ver en la Tabla 4-1. La 
función principal es un equilibrio entre los costes del mantenimiento de inventario, las 
penalizaciones por demoras en el servicio, la preparación del lote y las operaciones, como se 
muestra en la Ecuación (4.1). Bajo las restricciones en las Ecuaciones (4.2) - (4.5). Las 
restricciones de las Ecuaciones (4.2) son el equilibrio de stock y conecta la parte logística (stocks, 
retrasos y demanda) con las operaciones (consumo de componentes y creación de nuevos 
productos). Las restricciones de las Ecuaciones (4.3) definen la limitación de capacidad de los 
recursos. Las restricciones de las Ecuaciones (4.4) establecen el requisito de preparación de lote 
cuando se fabrica en el periodo t con el stroke k. Finalmente, el conjunto de restricciones de las 
Ecuaciones (4.5) establecen los requisitos para las variables. 
Tabla 4-1: Índices, parámetros y variables utilizados en GMOP. 
Índice  
𝑖 Índice de SKU (incluye producto, embalaje y ubicación) 
𝑡 Índice de periodos de planificación 
𝑟 Índice de recursos 
𝑘 Índice de strokes 
j Índice de actualización del multiplicador de Lagrange 
Parámetros  
𝐷𝑖,𝑡 Demanda de SKU i en periodo t 
𝐻𝑖,𝑡 Coste de almacenar una unidad de SKU i en el periodo t 
𝐶𝑂𝑘,𝑡  Coste del stroke k en periodo t 
𝐶𝑆𝑘,𝑡 Coste de preparación del stroke k en el periodo t 
𝐶𝐵𝑖,𝑡 Coste de compra SKU i en periodo t 
𝑆𝑂𝑖,𝑘 Número de unidades del SKU i que genera el stroke k 
𝑆𝐼𝑖,𝑘 Número de unidades del SKU i que consume el stroke k 
𝐿𝑇𝑘 Tiempo de espera del stroke k 
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𝐾𝐴𝑃𝑟,𝑡 Capacidad disponible del recurso r en el periodo t (en unidades de tiempo) 
M Un número suficientemente grande 
𝑇𝑂𝑘,𝑟  Capacidad del recurso r requerida para realizar una unidad del stroke k (en unidades de tiempo) 
𝑇𝑆𝑘,𝑟 Capacidad requerida del recurso r para la preparación del stroke k (en unidades de tiempo) 
𝜎𝑗  Constante utilizada para calcular el multiplicador de Lagrange 
Variables  
𝑧𝑘,𝑡 Cantidad de strokes k que se ejecuta en el periodo t 
𝛿𝑘,𝑡  =1 si stroke k se realiza en el periodo t (0 en caso contrario) 
𝑤𝑖,𝑡 Cantidad de compra de SKU i en el periodo t 
𝑥𝑘,𝑡 Nivel de inventario de SKU i disponible al final del periodo t 
𝑢𝑟,𝑡
𝑗   Multiplicadores de Lagrange 
Fuente: Elaboración propia basado en Garcia-Sabater et al. (2013). 
𝑍𝑃: 𝑚𝑖𝑛 ∑ ∑ 𝐻𝑖,𝑡𝑥𝑖,𝑡 +
𝑖𝑡














≤ 𝐾𝐴𝑃𝑟  ∀𝑟, 𝑡 (4.3) 
𝑧𝑘,𝑡 − 𝑀𝛿𝑘,𝑡 ≤ 0, ∀𝑘, 𝑡 
(4.4) 
𝑥𝑖,𝑡 ≥ 0; 𝑤𝑖,𝑡 ≥ 0, ∀𝑖, 𝑡;  𝑧𝑘,𝑡 ∈ ℤ
+;  𝛿𝑘,𝑡 ∈ {0,1} ∀𝑘, 𝑡 
(4.5) 
 
La aplicación de la relajación de Lagrange en la formulación GMOP puede facilitar la resolución 
del modelo y también, puede generar mecanismos de coordinación entre los subproblemas. La 
eliminación de ciertas restricciones debe permitir un modelado de mayor facilidad de 
resolución, pero también la descomposición del modelado en subproblemas relacionados. Estos 
subproblemas pueden entenderse como las entidades independientes que deben coordinarse. 
En este capítulo se analizará el comportamiento de los multiplicadores de Lagrange calculados 
con diferentes métodos. En capítulos posteriores se presenta la transformación de la 
formulación GMOP con la relajación de Lagrange en un mecanismo de coordinación distribuido. 
4.3 Relajación de Lagrange 
La relajación de Lagrange permite eliminar ciertas restricciones del modelado mediante la 
penalización de sus incumplimientos en la función objetivo. Los incumplimientos de las 
restricciones son ponderados en la función objetivo mediante coeficientes. Estos coeficientes 
son denominados multiplicadores de Lagrange.  
Con el fin de presentar el procedimiento de aplicación de la relajación de Lagrange, se presenta 
una formulación genérica. La formulación consta de una función objetivo que se puede apreciar 
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en la Ecuación (4.6), y un conjunto de restricciones, expresadas con las Ecuaciones (4.7) a (4.9). 
Esta es una formulación primal o principal tal y como es explicada por Conejo et al. (2006). 






𝑠. 𝑡. ∑ 𝐴𝑖𝑥𝑖𝑘
𝑚
𝑖=1




≤ 𝑐𝑖; 𝑖 = 1, . . , m (4.8) 
𝑥𝑖𝑘 ≥ 0 𝑎𝑛𝑑 𝑖𝑛𝑡𝑒𝑔𝑒𝑟 (4.9) 
Las n restricciones de las Ecuaciones (4.7) son las que se desean relajar o eliminar con tal de 
tener un problema más fácil. Se debe entender que la formulación sin estas restricciones es de 
más fácil solución (Lemaréchal, 2001). Estas restricciones son eliminadas de la formulación a 
cambio de introducir una penalización de su incumplimiento en la nueva función objetivo. Esta 
nueva formulación representa el problema primal descompuesto (Conejo et al., 2006), 𝑍𝐷(𝑢
𝑗), 
o de Lagrange (Fisher, 2004) que consta de las Ecuaciones (4.8), (4,9), (4.10) y (4.11) para cada 
iteración j. El conjunto de multiplicadores de Lagrange de cada iteración j para las n restricciones 
relajadas son 𝑢𝑗 = ( u1
j
, , , un
j
). Fisher (1985) aporta que se pueden interpretar los 
multiplicadores de Lagrange como los costes que pagará la función objetivo por el 
incumplimiento de las restricciones eliminadas. 
𝑍𝐷(𝑢















𝑗 ≥ 0;  𝑘 = 1, . . , 𝑛; (4.11) 
La solución del problema primal descompuesto permite encontrar una cota inferior al problema 
primal, tal y como se recoge en la Ecuación (4.15). Si existe una solución óptima a la Ecuación 
(4.6), constituida por un conjunto de valores de xjk, llamados x*jk, que cumple con todas las 
restricciones, Ecuaciones (4.7)-(4.9). Esta solución óptima tiene un valor de Z definido en la 
Ecuación (4.12). Esos valores x*jk aplicados en la Ecuación (4.13) dan una cota inferior o igual a 
Z. Esta condición se cumple ya que los términos añadidos son siempre negativos. Los 
multiplicadores de Lagrange son siempre positivos y las penalizaciones de las restricciones 
relajadas serán menores o iguales a 0 ya que todos los x*jk cumplen con esas restricciones 
relajadas. 𝑍𝐷(𝑢
𝑗) es el mínimo valor de la función primal descompuesta para unos 
multiplicadores de Lagrange dados que se puede apreciar en la Ecuación (4.10). Por lo tanto, se 
cumple la Ecuación (4.14). Para concluir, se puede afirmar que el valor mínimo de la función 
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primal descompuesta será una cota inferior de la función primal, para todo conjunto de posibles 
multiplicadores de Lagrange que se recoge en la Ecuación (4.15).  













































𝑗)  (4.15) 
Una adecuada propuesta de multiplicadores de Lagrange permite que el valor de la función 
primal descompuesta 𝑍𝐷(𝑢
𝑗) sea una mejor cota inferior o incluso iguale a la función primal, Z 
tal y como se recoge en la Ecuación (4.17).  En las sucesivas iteraciones de actualización de los 
multiplicadores de Lagrange con índice j se intenta identificar aquellos multiplicadores que 
logren encontrar el máximo valor a la función objetivo primal descompuestas que se puede 
apreciar en la Ecuación (4.16). Este problema es llamado dual de Lagrange (Gupta et al., 1999) 




𝑗)  =  max
𝑗














𝑍 ≥ 𝑍𝐷 ≥ 𝑍𝐷(𝑢
𝑗)  (4.17) 
A partir del teorema de dualidad, tal y como recogen Conejo et al. (2006), se establece que si 
existe una solución mínima al problema primal el valor de la función objetivo es igual al valor de 
la función objetivo del problema dual, ZD, obtenido a partir de la mejor propuesta de 
multiplicadores de Lagrange que se refleja con la Ecuación (4.18). 
𝑍 = 𝑍𝐷  (4.18) 
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El teorema de la dualidad débil establece que en el caso de que el conjunto de soluciones del 
problema primal no sean diferenciables, el valor de la función objetivo en la solución del 
problema dual proporciona un límite inferior al valor de la función objetivo en la solución del 
problema primal , tal y como recogen Conejo et al. (2006), que se refleja en la Ecuación (4.19). 
Esta diferencia se llama brecha de dualidad o gap (Conejo et al., 2006) que se define en la 
Ecuación (4.20). 





Los multiplicadores de Lagrange se pueden actualizar por varios procedimientos (Conejo et al., 
2006). En este capítulo se utilizan 2 métodos dentro del procedimiento del subgradiente, al ser 
el procedimiento más utilizado en la investigación científica (Fisher, 2004). Para las funciones no 
diferenciables, los subgradientes juegan equivalente papel que los gradientes en las funciones 
diferenciables. La definición del concepto de subgradiente se puede encontrar en Conejo et al. 
(2006). En el procedimiento del subgradiente los multiplicadores son actualizados, en cada 
iteración j, con el valor mayor de 0 de su valor previo más la multiplicación de un paso sj y el 
incumplimiento hjk de la restricción relajada k. Esta actualización de los multiplicadores de 
Lagrange se puede observar en la Ecuación (4.21). Los pasos sj deben cumplir las condiciones de 
las Ecuaciones (4.22). La convergencia del procedimiento del subgradiente se puede encontrar 
en el trabajo de Held et al. (1974) y en el trabajo de Polyak (1969). 
𝑢𝑘
𝑗+1 = max {0, 𝑢𝑘
𝑗 + 𝑠𝑗hk
j
} = max {0, 𝑢𝑘
𝑗 + 𝑠𝑗 (∑ 𝐴𝑖𝑥𝑖𝑘
𝑚
𝑖=1
− 𝑏𝑘)} ∀ 𝑘 (4.21) 
lim
𝑗→∞




Una propuesta como método de actualización del paso sj que cumple con las condiciones de las 
Ecuaciones (4.22), se puede encontrar en el trabajo de Conejo et al. (2006) con la Ecuación 
(4.23). El paso se actualiza en cada iteración de j, con unos coeficientes a y b constantes. Conejo 
et al. (2006) proponen como valores para estos coeficientes, el valor de uno para a y una décima 





Held et al. (1974) proponen como método de actualización del paso sj con la Ecuación (4.24). 
Fisher (2004) remarca que es el método más comúnmente utilizado de la revisión de la literatura 
que realiza. 𝜎𝑗 es un coeficiente que debe satisfacer la condición 0 < 𝜎𝑗 ≤ 2 ∀𝑗. 𝑍
∗ es una cota 
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superior de la función objetivo del problema primal recogido en la Ecuación (4.12). Y 𝑍𝐷(𝑢
𝑗) es 
el valor de la función objetivo de la formulación del problema primal descompuesto reflejado 
en la Ecuación (4.10), para el conjunto de multiplicadores de Lagrange uj, en la iteración j y 












Respecto del valor de 𝜎𝑗, Held et al. (1974) recomiendan como regla general, establecer 𝜎𝑗 = 2 
para 2p iteraciones iniciales, donde p es una cuantificación del tamaño del problema, y luego 
reducir sucesivamente a la mitad 𝜎𝑗 y el número de iteraciones, hasta un número de iteraciones 
predefinidas. Entonces, 𝜎𝑗 se reduce a la mitad en cada iteración hasta que 𝑠
𝑗 alcanza un valor 
pequeño predefinido. Held et al. (1974) señalaron que este método no cumple la segunda 
restricción de las Ecuaciones (4.22) de ∑ 𝑠𝑗 → ∞ 𝑞𝑗=0  y que casi nunca converge al óptimo, pero 
genera buenos límites a la función principal. Guignard (2003) comenta que la convergencia del 
método del subgradiente es impredecible y que en algunos problemas converge rápidamente, 
con suficiente fiabilidad, mientras que en otros problemas tiene un comportamiento errático. 
Fisher (2004) aconseja comenzar con 𝜎1 = 2 y reducir a la mitad 𝜎j siempre que 𝑍𝐷(𝑢
𝑗) no haya 
podido mejorar el límite inferior en un número fijo de iteraciones. Esta regla tampoco garantiza 
satisfacer los requisitos de la Ecuación (4.22) pero funciona bien empíricamente pese a su 
simplicidad, según comenta dicho autor. 
El método del subgradiente tiene varias desventajas. En primer lugar, en general, no genera 
soluciones para la función principal, al menos, soluciones factibles cercanas a la solución óptima. 
Las soluciones propuestas para la función dual generalmente no son válidas en la función primal, 
ya que la condición relajada generalmente no se cumple (Sherali et al., 1996). La razón es que 
los cambios marginales en los multiplicadores de Lagrange pueden llevar a valores enteros 
diferentes y luego a cambios en la función objetivo dual (Gunnerud et al., 2010). En segundo 
lugar, generalmente al principio, hay un zigzagueo y luego una convergencia lenta, más notable 
con valores altos de 𝜎𝑗. Boyd et al. (2008) estudiaron los efectos de 𝜎𝑗 cuando toma los valores 
de 0,05, 0,01 y 0,005. Dentro de sus conclusiones informan que cuando los valores son altos, el 
método tiene una convergencia más rápida pero mayores oscilaciones iniciales y converge hacia 
un gap mayor. Finalmente, es necesaria inicialmente una cota superior de la función objetivo 
primal, por lo que se debe usar una heurística para obtener el valor inicial de F*. Sabiendo que 
Held et al. (1974) observaron que el resultado final no parecía depender de este valor. Pero el 
método del subgradiente tiene la ventaja de que su formulación matemática permite controlar 
la convergencia todo el tiempo y tiene la bondad de la solución encontrada (Araúzo et al., 2015). 
Además, es simple y funciona en la mayoría de los problemas (Pukkala et al., 2009). 
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Para aplicar la relajación de Lagrange con el procedimiento del subgradiente se deben seguir 
una serie de pasos: 
1. Se deben seleccionar las restricciones a relajar.  
2. Se debe seleccionar el método de actualización del paso 𝑠𝑗. En caso de aplicar el método 
recogido por Fisher (2004), se tiene que definir una cota superior inicial de la función 
principal, Z*, el valor de inicio de 𝜎𝑗 y el número de iteraciones antes de reducirlo a la mitad. 
En caso de aplicar el método propuesto por Conejo et al. (2006) los valores de los 
coeficientes a y b de su formulación. 
3. Se tienen que establecer los criterios de finalización, tales como el número de iteraciones 
totales q o el gap dual mínimo deseado (en el método recogido por Fisher (2004) se puede 
establecer el valor más pequeño de 𝜎𝑗 para finalizar el proceso. Valores pequeños de 𝜎𝑗 
implican variaciones muy pequeñas en los multiplicadores de Lagrange). 
4. Se debe dar unos valores iniciales a los multiplicadores de Lagrange. Una alternativa es que 
sean 0 y permitir al método que calcule el primer valor de la función objetivo 𝑍𝐷(𝑢
1) de la 
Ecuación (4.6) y las siguientes propuestas para los multiplicadores de Lagrange. 
En el siguiente apartado se aplica la relajación de Lagrange a la formulación GMOP. Se 
comparará la actualización del paso entre el método recogido por Fisher (2004)  con el método 
propuesto por Conejo et al. (2006). La propuesta de actualización de Conejo et al. (2006) cumple 
las condiciones de convergencia de Held et al. (1974) y el método recogido por Fisher (2004) 
funciona empíricamente, pero no cumple las condiciones de convergencia. 
4.4 Aplicación de la relajación Lagrangiana a la formulación GMOP 
Para la aplicación de la LR a la formulación GMOP, el primer paso es seleccionar el conjunto de 
restricciones a relajar de la formulación GMOP que permita generar un modelo más fácil de 
solucionar. Las distintas restricciones del modelo GMOP se comentan a continuación, a fin de 
seleccionar las restricciones a las que se aplicará la restricción de Lagrange, que son:  
Balance de inventario, Ecuaciones (4.2) 
Limitación de capacidad, Ecuaciones (4.3) 
Requisito de preparación, Ecuaciones (4.4) 
Limitaciones de las variables, Ecuaciones (4.5) 
 
Las primeras relajaciones posibles son las restricciones de los balances de inventario, Ecuaciones 
(4.2). Estas relajaciones permiten descomponer el problema en subproblemas, algunos 
relacionados con la producción de componentes y otros con la administración logística de 
satisfacer la demanda. 
Otra alternativa es la relajación de las limitaciones de la capacidad, Ecuaciones (4.3). Estas 
relajaciones simplifican el problema al desacoplar cada recurso y periodo, de modo que los 
diferentes productos no tienen la restricción conjunta de compartir el recurso, lo que permite 
ver el problema como un conjunto de subproblemas de un producto, mono-recurso o mono-
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localidad. Gupta & Maranas (1999) concluyen que en el modelo de McDonald y Karimi (1997), 
al relajar las limitaciones de capacidad, estos subproblemas no son NP-Hard.  
La siguiente alternativa es la relajación de las restricciones que aparece en las Ecuaciones (4.4). 
Estas relajaciones desconectarán el requisito de preparación, por lo que los costes de 
preparación no se tendrán en cuenta al optimizar la función. La función recomendará la 
operación solicitada por la demanda sin demora o almacenamientos siempre que haya 
capacidad disponible (Ecuaciones 4.3).  
Por último, la relajación de las restricciones expresadas en las Ecuaciones (4.5) permitiría valores 
no enteros en las cantidades producidas, en las operaciones a realizar o strokes y las variables 
de preparación. Se deben añadir nuevas restricciones con tal de limitar que estas variables 
tomen valores no negativos. El modelado será entonces totalmente continuo, solucionable con 
el método simplex (Nelder et al., 1965).  
Gupta y Maranas (1999) comentan que obtienen límites mejores con la relajación de las 
limitaciones de la capacidad disponible de los recursos, que la relajación de las otras 
restricciones del modelo de planificación de producción a medio plazo de McDonald y Karimi 
(1997), en ciertos experimentos numéricos. 
En este trabajo, se selecciona aplicar la relajación a las restricciones de limitación de la capacidad 
disponible de cada recurso y cada periodo, Ecuaciones (4.3). Se deja para futuras investigaciones 
analizar los resultados que se obtendrían con la relajación de las otras restricciones. La 
formulación de la función dual se puede observar en la Ecuación (4.25), manteniéndose las 
restricciones de las Ecuaciones (4.2), (4.4), (4.5) y añadiendo el conjunto de restricciones de las 
Ecuaciones (4.26).  
𝑍𝑑: max
𝑢
𝑚𝑖𝑛 ∑ ∑ 𝐻𝑖,𝑡𝑥𝑖,𝑡 +
𝑖𝑡
∑ ∑(𝐶𝑆𝑘,𝑡𝛿𝑘,𝑡 + 𝐶𝑂𝑘,𝑡𝑧𝑘,𝑡)
𝑘𝑡
+ ∑ ∑ 𝐶𝐵𝑖,𝑡𝑤𝑖,𝑡
𝑖𝑡











≥ 0; ∀ 𝑗, 𝑟, 𝑡  (4.26) 
La actualización de los multiplicadores de Lagrange ujrt se hace con el procedimiento del 
subgradiente, Ecuaciones (4.27). Siendo sj el paso en cada interacción j y ℎ𝑟𝑡
𝑗
 es el 
incumplimiento de cada restricción relajada, Ecuaciones (4.3), de cada periodo y recursos, en 
cada iteración j. Tal y como se puede observar en las Ecuaciones (4.28). 
𝑢𝑟,𝑡
𝑗+1 = max{0, 𝑢𝑟,𝑡
𝑗 + 𝑠𝑗hr,t
j
} ∀ 𝑟, 𝑡 
(4.27) 
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𝑗 ) = [∑ 𝑇𝑆𝑘,𝑟𝛿𝑘,𝑡 + ∑ 𝑇𝑂𝑘,𝑟𝑧𝑘,𝑡 − 𝐾𝐴𝑃𝑟,𝑡
𝑘𝑘
] ∀𝑟, 𝑡, 𝑗 (4.28) 
El término sj de las Ecuaciones (4.27) se puede calcular mediante la Ecuación (4.29), por el 
método del subgradiente (Fisher, 2004), o por el método propuesto por Conejo et al. (2006) con 
la Ecuación (4.23). En la Ecuación (4.29), el paso aumenta con la diferencia entre el mejor valor 
conocido de la función objetivo primal y el valor de la función primal descompuesto de la 
Ecuación (4.25) en la iteración j. El paso disminuye por la suma de los cuadrados del 






∑ [∑ 𝑇𝑆𝑘,𝑟𝛿𝑘,𝑡𝑘 + ∑ 𝑇𝑂𝑘,𝑟𝑧𝑘,𝑡𝑘 − 𝐾𝐴𝑃𝑟,𝑡]r,t
2 
(4.29) 
0 ≤ 𝜎𝑗 ≤ 2, ∀j 
(4.30) 
En este trabajo, se selecciona iniciar el parámetro 𝜎𝑗  con el valor de 2 y si después de 10 
iteraciones el resultado no mejora en la Ecuación (4.25), se actualiza el valor de 𝜎𝑗 a su mitad, 
siguiendo las recomendaciones de Fisher (2004).  
A continuación, se presentan pruebas numéricas para poder analizar el comportamiento de las 
actualizaciones de los multiplicadores de Lagrange con los 2 métodos. 
4.5 Experimentos numéricos  
Para evaluar los dos métodos, se han implementado los algoritmos en programación C# que 
recopilan datos aleatorios dentro de los rangos de la Tabla 4-2, generados en una hoja MS 
EXCEL®, y ejecutan el programa solucionador de optimización comercial, Gurobi Optimizer 7.0®. 
Todos estos programas se procesan en una máquina virtual de 16 núcleos de procesamiento. 
Los resultados con la relajación de Lagrange son comparados con la solución óptima propuesta 
por Gurobi®. Se han generado aleatoriamente 10 conjuntos de datos (disponibles en el Anexo 
1), para evaluar ambos métodos de actualización del paso para el cálculo de los multiplicadores 
de Lagrange por el procedimiento del subgradiente. Se busca identificar el comportamiento de 
ambos métodos y no se pretende realizar un análisis de sensibilidad de cada uno de los 
parámetros que exigiría mayor número de ensayos. La Tabla 4-2 muestra los valores de los 
parámetros que se usan para generar los datos aleatorios.  
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𝐷𝑖,𝑡  Aleatorio uniforme de [100,1.000] 
𝐻𝑖,𝑡 Aleatorio uniforme de [10,20] 
𝐶𝑂𝑘,𝑡 Aleatorio uniforme de [5,8] 
𝐶𝑆𝑘,𝑡 Aleatorio uniforme de [5,10] 
𝐶𝐵𝑖,𝑡 Aleatorio uniforme de [10,20] 
𝑆𝑂𝑖,𝑘 Aleatorio uniforme de [35,50] 
𝑆𝐼𝑖,𝑘 Aleatorio uniforme de [4,8] 
𝐿𝑇𝑘 Aleatorio uniforme de [1,2] 
𝐾𝐴𝑃𝑟,𝑡 Aleatorio uniforme de [400,500] 
M 100.000 
𝑇𝑂𝑘,𝑟 Aleatorio uniforme de [2,5] 
𝑇𝑆𝑘,𝑟 Aleatorio uniforme de [5,10] 
Fuente: Elaboración propia. 
Los pasos para la aplicación de la relajación de Lagrange con el procedimiento del subgradiente 
descritos en este capítulo son: 
1. Se deben seleccionar las restricciones a relajar. En este caso se selecciona las restricciones 
de la capacidad disponible de cada recurso r en cada uno de los periodos t. Por lo tanto, se 
relajan 50 restricciones de los 5 recursos en los 10 periodos. 
2. Se debe seleccionar el método de actualización del paso 𝑠𝑗. En este caso, se utilizan los dos 
métodos, Met1 según la propuesta de Fisher (2004) y el Met2 según la propuesta de Conejo 
et al. (2006). La Tabla 4-3 enumera los valores de los parámetros utilizados para los dos 
métodos. 
a. En el Met1 se establece como cota superior inicial de la función principal, Z*, el valor 
de 300.000 unidades. Este valor es identificado por una resolución previa 
aproximada de las instancias. El valor inicial de 𝜎𝑗 es de 2 y después de 10 iteraciones 
se divide a la mitad si no se ha identificado una mejor cota inferior. 
b. En el Met2 se establecen los coeficientes de a y de b con la unidad y una décima de 
unidad respectivamente. 
3. Se tienen que establecer los criterios de finalización, tales como el número de iteraciones 
totales q o el gap dual mínimo deseado. En este caso se establece un total de 1.000 
iteraciones para la actualización de los multiplicadores de Lagrange en cada método y se 
selecciona un gap dual del 1% como punto de referencia. 
4. Se debe dar unos valores iniciales a los multiplicadores de Lagrange. En este caso se 
establece que tengan el valor de 0. 
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Tabla 4-3: Parámetros para los métodos de actualización de los multiplicadores de Lagrange. 
Parámetros Valores 
Máximo número de iteraciones de j 1.000 
𝜎𝑚 (Met1) Valor inicial de 2 
Número máximo de iteraciones antes de dividir por la mitad 𝜎𝑚 (Met1) 10 
Valor Primal inicial (Met1) 300.000 
Valor inicial del multiplicador (Met1 y Met2) 0 
𝑎 (Met2) 1 
𝑏 (Met2) 0,1 
Met1 método propuesto por Fisher (2004), Met2 método propuesto por Conejo et al. (2006) . Fuente: Elaboración propia. 
Para comparar las soluciones a las 10 instancias generadas por la relajación de Lagrange, 
calculadas con el procedimiento del subgradiente y con los dos métodos propuestos, Met1 y 
Met2, se van a utilizar 4 criterios: 
- El número de iteraciones requeridas para reducir el gap definido en la Ecuación (4.20), 
a menos del 1% en ambos métodos, denominados "It1% (Met1)" y "It1% (Met2)". 
- El número de iteraciones en el que se produce la diferencia máxima entre los gaps de 
cada método, denominado como "ItMax". 
- El número de iteraciones requeridas para que el método propuesto por Conejo et al. 
(2006) obtenga un gap menor que el obtenido con la propuesta de Fisher (2004), 
denominado como "ItConejo". 
- La distancia que se obtiene entre el límite superior (UB) y la solución óptima (OP), que 
se define en la Ecuación (4.31) y se denomina “UGAP”. La distancia que se calcula entre 
el límite inferior (LB) y la solución óptima (OP), que se define en la Ecuación (4.32) y se 
denomina “LGAP”. Se registran los valores cuando las iteraciones son de 10, 50, 100, 












Los resultados se pueden ver en la Tabla 4-4, la Tabla 4-5 y la Tabla 4-6. 
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Tabla 4-4: Rendimientos de los procedimientos aplicados para la relajación de Lagrange. 
Instancias It1%(Met1) It1%(Met2) ItMax. ItConejo 
1 12 372 27 972 
2 17 232 43 247 
3 6 569 170 718 
4 - - 48 111 
5 - - 82 - 
6 - 999 83 102 
7 11 687 18 - 
8 - - 79 431 
9 2 354 4 944 
10 - - 26 155 
It1%(Met1) iteración cuando el gap con el método recogido por Fisher (2004) vale 1%, It1%(Met2) Iteración cuando el gap con el 
método de Conejo et al. (2006) vale 1%, ItMax iteración en la que se produce la máxima diferencia entre los gaps de los dos 
métodos, ItConejo iteración cuando el método propuesto por Conejo et al. (2006) tiene menor gap que el método del 
subgradiente, - cuando no se alcanza el gap o menor gap dentro de las 1.000 iteraciones . Fuente: Elaboración propia. 
En la Tabla 4-4 se puede observar cómo el método recogido por Fisher (2004) requiere de menos 
iteraciones para reducir el gap por debajo del 1% en comparación con el método propuesto por 
Conejo et al. (2006), en las instancias que logran hacerlo. Se aprecia que después de varias 
iteraciones el método propuesto por Conejo et al. (2006) puede mejorar el gap obtenido por el 
método recogido por Fisher (2004), excepto en las instancias 5 y 7. En las instancias 5 y 7, el 
método propuesto por Conejo et al. (2006) no llega a reducir el gap respecto del obtenido con 
el método recogido por Fisher (2004) después de 1.000 iteraciones. El promedio de iteraciones 
necesarias para que el método propuesto por Conejo et al. (2006) obtenga menor gap que el 
obtenido con el método recogido por Fisher (2004), en las instancias en que ocurre antes de las 
1.000 iteraciones, es de 458 iteraciones. 
En la instancia 6 el método recogido por Fisher (2004) no logra reducir el gap por debajo del 1% 
en las 1.000 iteraciones, pero si lo logra el método propuesto por Conejo et al. (2006), en la 
iteración 999. En la instancia 6, el método propuesto por Conejo et al. (2006) consigue menor 
gap en comparación con el método recogido por Fisher (2004) a partir de la iteración 102. En las 
instancias 4, 5, 8 y 10 ninguno de los dos métodos consigue reducir el gap por debajo del 1% 
antes de las 1.000 iteraciones, y es marcado con “-“. 
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Tabla 4-5: UGAP y LGAP de las instancias con el método del subgradiente. 
 UGAP10 UGAP50 UGAP100 UGAP500 UGAP1000 LGAP10 LGAP50 LGAP100 LGAP500 LGAP1000 
1 Met1 0,58% 0,41% 0,41% 0,41% 0,41% 0,44% 0,21% 0,17% 0,14% 0,14% 
2 Met1 27,53% 0,47% 0,47% 0,47% 0,47% 0,57% 0,30% 0,25% 0,10% 0,10% 
3 Met1 0,03% 0,03% 0,03% 0,03% 0,03% 0,13% 0,11% 0,09% 0,03% 0,02% 
4 Met1 22,35% 6,51% 6,51% 6,51% 6,51% 4,39% 0,35% 0,23% 0,19% 0,19% 
5 Met1 3,32% 1,69% 1,69% 1,69% 1,69% 0,54% 0,21% 0,14% 0,07% 0,07% 
6 Met1 2,38% 2,38% 2,38% 2,38% 2,38% 0,30% 0,15% 0,13% 0,12% 0,12% 
7 Met1 0,65% 0,28% 0,28% 0,21% 0,21% 0,36% 0,15% 0,14% 0,12% 0,12% 
8 Met1 11,88% 3,93% 3,93% 3,93% 3,93% 0,81% 0,23% 0,17% 0,15% 0,15% 
9 Met1 0,14% 0,14% 0,14% 0,14% 0,14% 0,13% 0,08% 0,07% 0,06% 0,06% 
10Met1 5,43% 5,43% 5,43% 5,43% 5,43% 0,35% 0,12% 0,11% 0,10% 0,10% 
AvgMet1 7,43% 2,13% 2,13% 2,12% 2,12% 0,80% 0,19% 0,15% 0,11% 0,11% 
UGAP10 Gap superior en la iteración 10, LGAP10 Gap inferior en la iteración 10, 1 Met1 aplicado el método recogido por Fisher 
(2004) en la primera instancia, AvgMet1 valores medios del gap con el método recogido por Fisher (2004). Fuente: Elaboración 
propia. 
Tabla 4-6: UGAP y LGAP de las instancias con el método propuesto por Conejo et al. (2006) 
  
UGAP10 UGAP50 UGAP100 UGAP500 UGAP1000 LGAP10 LGAP50 LGAP100 LGAP500 LGAP1000 
1 Met2 6,90% 3,07% 3,07% 0,45% 0,41% 6,43% 6,43% 4,58% 0,33% 0,13% 
2 Met2 6,34% 5,52% 5,17% 0,47% 0,47% 6,73% 6,73% 1,10% 0,10% 0,10% 
3 Met2 1,33% 1,33% 1,33% 0,70% 0,03% 1,21% 1,21% 1,21% 0,43% 0,02% 
4 Met2 8,11% 8,11% 7,04% 4,54% 4,54% 5,32% 5,32% 2,34% 0,68% 0,26% 
5 Met2 3,32% 3,32% 3,32% 2,02% 1,69% 9,54% 9,54% 3,10% 0,56% 0,17% 
6 Met2 2,38% 2,38% 1,70% 1,16% 0,82% 6,83% 6,83% 2,27% 0,30% 0,20% 
7 Met2 6,32% 4,12% 3,10% 0,82% 0,29% 10,31% 10,31% 10,31% 0,32% 0,16% 
8 Met2 7,87% 7,67% 5,41% 1,05% 1,05% 22,62% 22,62% 12,84% 0,34% 0,19% 
9 Met2 1,36% 0,91% 0,91% 0,14% 0,14% 0,77% 0,77% 0,77% 0,11% 0,06% 
10 Met2 5,43% 3,86% 3,86% 3,86% 3,86% 11,49% 11,49% 11,49% 0,40% 0,16% 
AvgMet2 4,94% 4,03% 3,49% 1,52% 1,33% 8,12% 8,12% 5,00% 0,36% 0,14% 
UGAP10 Gap superior en la iteración 10, LGAP10 Gap inferior en la iteración 10, 1 Met2 aplicado el método propuesto por Conejo 
et al. (2006), AvgMet2 valores medios del gap con dicho método. Fuente: Elaboración propia. 
La Tabla 4-5 muestra que el método recogido por Fisher (2004) puede reducir el UGAP hasta la 
iteración 50, pero su mejora se estabiliza en las siguientes iteraciones. Por otro lado, el UGAP 
con el método propuesto por Conejo et al. (2006) que se puede apreciar en la Tabla 4-6, se 
reduce progresivamente en cada iteración y puede mejorar al método recogido por Fisher 
(2004) en torno a las 500 iteraciones. El UGAP aporta los casos en que las soluciones propuestas 
en la función dual cumplen con las restricciones relajadas y son válidas en la función primal. 
Además, la Tabla 4-5 muestra que el LGAP se reduce drásticamente con el método recogido por 
Fisher (2004) antes de las 50 iteraciones. El método propuesto por Conejo et al. (2006) tarda 
más iteraciones para obtener un LGAP equivalente y no logra superar en resultados al método 
recogido por Fisher (2004) en las 1.000 iteraciones de promedio respecto del LGAP que se puede 
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apreciar en la Tabla 4-6. El LGAP destaca las propuestas de solución de la función dual a partir 
de los distintos multiplicadores propuestos por cada método. Por lo tanto, el método recogido 
por Fisher (2004) consigue más rápidamente mayores valores de la función objetivo dual, cota 
inferior, en comparación con el método propuesto por Conejo et al. (2006) que requiere de más 
iteraciones. 
Con el fin de ayudar a visualizar las observaciones realizadas en las tablas, se muestran las 
representaciones gráficas de dos de las instancias. La Figura 4-1 muestra los resultados del dual 
y primal de la formulación GMOP de la primera instancia con el procedimiento del subgradiente 
con el método recogido por Fisher (2004) en las cien primeras iteraciones. En la Figura 4-1, se 
puede observar la rápida actualización de la cota inferior, Dual, y los únicos tres saltos que se 
actualiza la cota superior, Primal. Al mismo tiempo se pueden observar las distancias que tienen 
tanto la cota superior como la inferior respecto de una solución óptima propuesta por el 
programa Gurobi®, Objetivo.  
Figura 4-1: Resultados del Dual y Primal del GMOP con el método del subgradiente recogido por Fisher (2004) de la 
primera instancia. 
 
Objetivo valor de la función objetivo primal a partir de la propuesta óptima de Gurobi®, Primal valor de la función objetivo primal 
obtenida por la solución propuesta al problema dual que cumple las restricciones relajadas, Dual valor de la función objetivo dual 
obtenida en cada iteración. Fuente: Elaboración propia. 
En la Figura 4-2 se pueden observar los resultados de la octava instancia. Esta instancia es una 
de las instancias donde ambos métodos no logran reducir el gap por debajo del 1% en las 1.000 
iteraciones. En la figura, se ven las oscilaciones iniciales en las propuestas del problema dual, 
Dual y el salto único en la cota superior, Primal. La propuesta Primal no mejora a lo largo de las 
iteraciones excepto el salto sobre la iteración veinte con lo que el gap no se reduce por debajo 
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Figura 4-2: Resultados del Dual y Primal del GMOP con el método del subgradiente recogido por Fisher (2004) de la 
octava instancia. 
 
Objetivo valor de la función objetivo primal a partir de la propuesta óptima de Gurobi®, Primal valor de la función objetivo primal 
obtenida por la solución propuesta al problema dual que cumple las restricciones relajadas, Dual valor de la función objetivo dual 
obtenida en cada iteración. Fuente: Elaboración propia. 
Por otro lado, se puede observar a partir de las dos instancias seleccionadas como el método 
recogido por Fisher (2004) consigue una convergencia en los multiplicadores de Lagrange en las 
sucesivas iteraciones. Esta convergencia se observa tanto en la primera instancia con una rápida 
convergencia de la cota inferior o en el gap inferior al 1%, como en la octava instancia que 
presenta oscilaciones y ninguno de los dos métodos consigue un gap inferior al 1% en las 1.000 
iteraciones.  
En la Figura 4-3 se pueden ver los valores de los multiplicadores de Lagrange de la primera 
instancia a lo largo de las cien iteraciones. La Figura 4-3 representa la evolución de los valores 
que toman los 50 multiplicadores de Lagrange de la primera instancia en cada iteración. Los 50 
multiplicadores de Lagrange son de los 5 recursos relajados en los 10 periodos. Muchos de los 
multiplicadores toman valores nulos, dado que estas restricciones de capacidad no se 
sobrepasan. Por lo que no se necesita penalizar la función objetivo en dichos casos. Otros 
multiplicadores de Lagrange evolucionan hasta la convergencia a sus valores. Estos 
multiplicadores penalizan los requerimientos de los recursos más demandados, con el fin de no 
sobrepasar el uso de la capacidad de dichos recursos. En la Figura 4-4 y Figura 4-5 se pueden 
apreciar detalles de los multiplicadores de los recursos relajados en un periodo determinado. 
Los multiplicadores del periodo 9 de los 5 recursos se pueden ver en la Figura 4-4 y los 
multiplicadores del periodo 10 se pueden ver en la Figura 4-5. Los multiplicadores únicamente 
toman valores distintos a cero en los periodos 9 y 10. En el resto de periodos hay capacidad 
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Figura 4-3: Evolución de los multiplicadores de Lagrange con el método del subgradiente recogido por Fisher (2004) de la 
primera instancia en los diez periodos del modelo. 
Cada línea representa los valores que toma cada multiplicador de Lagrange en cada iteración para los recursos relajados en todos 
los periodos del modelo. Fuente: Elaboración propia 
 
Figura 4-4: Evolución de los multiplicadores de Lagrange con el método del subgradiente recogido por Fisher (2004) de la 
primera instancia en el periodo 9. 
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Figura 4-5: Evolución de los multiplicadores de Lagrange con el método del subgradiente recogido por Fisher (2004) de la 
primera instancia en el periodo 10. 
 
Cada línea representa los valores que toma cada multiplicador de Lagrange en cada iteración. Fuente: Elaboración propia 
En la Figura 4-6 se reflejan nuevamente los multiplicadores de Lagrange de la primera instancia 
pero visualizando hasta las 1.000 iteraciones del índice j. En esta figura se puede apreciar como 
cada uno de los multiplicadores de Lagrange convergen en unos valores. Los multiplicadores del 
de los recursos 1 y 2 en el periodo 9 y los multiplicadores de los recursos 3, 4 y 5 en el periodo 
10 son los que tienen un valor estable distinto de cero después de las 1.000 iteraciones. 
Figura 4-6: Evolución de los multiplicadores de Lagrange con el método del subgradiente recogido por Fisher (2004) de la 
primera instancia, con más iteraciones. 
 
Cada línea representa los valores de cada uno de los 50 multiplicador de Lagrange de la Figura 4-3 pero en las 1.000 iteraciones de 
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En la Figura 4-7 se representa la evolución de los valores de los multiplicadores de Lagrange en 
las 1.000 iteraciones realizadas de la octava instancia con el método recogido por Fisher (2004). 
De esta Figura 4-7, se pueden observar las oscilaciones iniciales en la actualización de los 
multiplicadores de Lagrange para luego converger tres de ellos a valores distintos de cero. 
Figura 4-7: Evolución de los multiplicadores de Lagrange con el método del subgradiente recogido por Fisher (2004) de la 
octava instancia, con más iteraciones. 
 
Cada línea representa los valores de cada uno de los multiplicador de Lagrange de la octava instancia, equivalente a lo observado 
en la Figura 4-3. Fuente: Elaboración propia 
La Figura 4-8 muestra los valores que toma el objetivo del dual y primal de la formulación GMOP 
de la primera instancia con el método propuesto por Conejo et al. (2006). En la Figura 4-9 se ha 
reducido el rango del eje Y con el fin de poder apreciar los detalles tanto de los máximos de los 
resultados de la función dual, como los saltos en la función principal. En este caso, se puede 
apreciar las oscilaciones de la cota inferior y su mejor valor obtenido en la iteración 78. Además, 
la cota superior mejora incluso cuando el límite inferior no está mejorando. Con más iteraciones, 
las propuestas de soluciones de la función dual cumplen las restricciones relajadas. Hay un 
mayor número de mejoras en el límite superior que las que se aprecian al utilizar el método 
recogido por Fisher (2004) para esta instancia. Se aprecian más saltos en los valores que toman 
los objetivos de la función principal al aplicar el método propuesto por Conejo et al. (2006). 
Representaciones equivalentes se obtienen con la octava instancia que se pueden apreciar en 
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Figura 4-8: Resultados del Dual y Primal del GMOP con el método del subgradiente propuesto por Conejo et al. (2006) 
de la primera instancia. 
 
Objetivo valor de la función objetivo primal a partir de la propuesta óptima de Gurobi®, Primal valor de la función objetivo primal 
obtenida por la solución propuesta al problema dual que cumple las restricciones relajadas, Dual valor de la función objetivo dual 
obtenida en cada iteración. Fuente: Elaboración propia. 
Figura 4-9: Detalle de los resultados del Dual y Primal del GMOP con el método del subgradiente propuesto por Conejo 
et al. (2006) de la primera instancia. 
 
Objetivo valor de la función objetivo primal a partir de la propuesta óptima de Gurobi®, Primal valor de la función objetivo primal 
obtenida por la solución propuesta al problema dual que cumple las restricciones relajadas, Dual valor de la función objetivo dual 
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Figura 4-10: Resultados del Dual y Primal del GMOP con el método del subgradiente propuesto por Conejo et al. (2006) 
de la octava instancia. 
 
Objetivo valor de la función objetivo primal a partir de la propuesta óptima de Gurobi®, Primal valor de la función objetivo primal 
obtenida por la solución propuesta al problema dual que cumple las restricciones relajadas, Dual valor de la función objetivo dual 
obtenida en cada iteración. Fuente: Elaboración propia. 
Figura 4-11: Detalle de los resultados del Dual y Primal del GMOP con el método del subgradiente propuesto por Conejo 
et al. (2006) de la octava instancia 
 
Objetivo valor de la función objetivo primal a partir de la propuesta óptima de Gurobi®, Primal valor de la función objetivo primal 
obtenida por la solución propuesta al problema dual que cumple las restricciones relajadas, Dual valor de la función objetivo dual 
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En la Figura 4-12 se pueden observar los valores que toman los multiplicadores de Lagrange con 
el método propuesto por Conejo et al. (2006) para la primera instancia en las cien primeras 
iteraciones. En ella se aprecia que los multiplicadores van oscilando sin llegar a una estabilidad 
en los valores, como si se ha apreciado en el método recogido por Fisher (2004) en la Figura 4-6. 
Una representación equivalente se obtiene en la octava instancia que se puede apreciar en la 
Figura 4-13. En la Figura 4-14 se pueden observar los valores que toman los multiplicadores 
cuando se amplían las iteraciones para la primera instancia. En ella se observan igualmente las 
oscilaciones sin llegar a una estabilidad en los valores, como si se ha observado en la Figura 4-6. 
En la Figura 4-15, se añade el detalle de las iteraciones 950 a 1.000, y en dicho detalle se aprecia 
que los multiplicadores de Lagrange siguen oscilando sin converger a unos valores 
determinados. 
Figura 4-12: Evolución de los multiplicadores de Lagrange con el método del subgradiente propuesto por Conejo et al. 
(2006) de la primera instancia. 
 
Cada línea representa los valores de cada multiplicador de Lagrange. Fuente: Elaboración propia  
Figura 4-13: Evolución de los multiplicadores de Lagrange con el método del subgradiente propuesto por Conejo et al. 
(2006) de la octava instancia. 
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Figura 4-14: Evolución de los multiplicadores de Lagrange con el método del subgradiente propuesto por Conejo et al. 
(2006) de la octava instancia, con más iteraciones 
 
Cada línea representa los valores de cada multiplicador de Lagrange. Fuente: Elaboración propia  
Figura 4-15: Detalle de la evolución de los multiplicadores de Lagrange con el método del subgradiente propuesto por 
Conejo et al. (2006) de la octava instancia, con más iteraciones 
 
Cada línea representa los valores de cada multiplicador de Lagrange. Fuente: Elaboración propia  
La Figura 4-16 muestra la evolución de los gaps obtenidos por los dos métodos a lo largo de las 
iteraciones para la primera instancia. En ella se aprecia la rápida reducción del gap obtenido con 
el método recogido por Fisher (2004) en las primeras iteraciones. Además, se aprecia como con 
el método propuesto por Conejo et al. (2006) requiere de más iteraciones para reducir a gaps 
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más bajo que el obtenido con el método recogido por Fisher (2004) después de muchas 
iteraciones. De la Tabla 4-4 se puede recoger que en la iteración 972 es cuando el método 
propuesto por Conejo et al. (2006) obtiene un gap inferior al obtenido por el método recogido 
por Fisher (2004) en la primera instancia. Representaciones equivalentes se obtienen en la 
instancia octava que se puede apreciar en la Figura 4-17 y como ninguno de los dos métodos 
consigue un gap inferior al 1% en las 1.000 iteraciones, recogido la Tabla 4-4. 
Figura 4-16: Comparación de convergencia entre el método recogido por Fisher (2004) y el método propuesto por 
Conejo et al. (2006) de la primera instancia 
 
 Gap de dualidad con el método recogido por Fisher (2004), Gap de dualidad con el método propuesto por Conejo et al. (2006). 
Fuente: Elaboración propia. 
Figura 4-17: Comparación de convergencia entre el método recogido por Fisher (2004) y el método propuesto por 
Conejo et al. (2006) de la octava instancia. 
 
Gap de dualidad con el método recogido por Fisher (2004), Gap de dualidad con el método propuesto por Conejo et al. (2006). 
Fuente: Elaboración propia. 
4.6 Conclusiones y futuros trabajos 
La principal contribución de este capítulo es presentar la metodología de aplicación de la 
relajación Lagrangiana para la formulación GMOP con el procedimiento del subgradiente y un 
análisis comparativo de dos propuestas para el recalculo del paso de actualización del 
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actualización del subgradiente con el método recogido por Fisher (1985), ampliamente utilizado 
en la investigación científica, pero que no cumple los criterios de convergencia según 
presentaron Held et al. (1974). Por otro lado, se analiza la propuesta de Conejo et al. (2006), de 
variación constante del paso, que cumple los criterios de convergencia que presentaron Held et 
al. (1974). 
El método recogido por Fisher (1985) ha mostrado, con los experimentos numéricos realizados, 
su rápida reducción del LGAP después de un número reducido de iteraciones en comparación al 
otro método utilizado. El método recogido por Fisher (1985) encuentra límites inferiores, por 
debajo del 1% en LGAP, en menos de 10 iteraciones en promedio. El método propuesto por 
Conejo et al. (2006) muestra una convergencia más lenta, pero puede mejorar al método 
recogido por Fisher (1985) después de muchas iteraciones. Por otro lado, el método propuesto 
por Conejo et al. (2006) muestra una mejor generación de soluciones válidas para la función 
principal, obteniendo en la mayoría de las instancias mejores resultados UGAP a partir de las 
500 iteraciones que con el método recogido por Fisher (1985). Por el contrario, el método 
propuesto por Conejo et al. (2006) solo propone cotas inferiores, LGAP, cercanos a los generados 
con el método del subgradiente después de 1.000 iteraciones. 
En conclusión, el método recogido por Fisher (1985) proporciona una convergencia más rápida 
de reducción del gap, generando en pocas iteraciones ajustadas cotas inferiores, en 
comparación al método propuesto por Conejo et al. (2006). Pero, dicho método presenta una 
carencia en la generación de soluciones validas en el problema primal, que debe resolverse con 
otras heurísticas. Por otro lado, el método recogido por Fisher (1985), una vez estabilizado, es 
más lento en proponer mejoras tanto en el LGAP como en el UGAP, en las sucesivas iteraciones.  
Por otro lado, se debe destacar que el método de actualización de los multiplicadores de 
Lagrange recogido por Fisher (1985) tiende a una convergencia en contraposición a las 
oscilaciones que presenta el método propuesto por Conejo et al. (2006), como se pueden 
observar en las Figura 4-3, Figura 4-6, Figura 4-7, Figura 4-12, Figura 4-13 y Figura 4-14. Por lo 
tanto, si se aplica el multiplicador de Lagrange como precio por el recurso compartido, el método 
recogido por Fisher (1985) tiende a unos precios estables para dichos recursos. 
Como se ha comentado, otras restricciones podrían también relajarse, pero se reserva para 
futuras líneas de investigación confirmar si las conclusiones de Gupta y Maranas (1999) son 
aplicables a la relajación de la formulación GMOP. 
Este capítulo se ha centrado en la relajación de Lagrange y su aplicación en la formulación 
GMOP. Se ha dejado para futuras investigaciones desarrollar otras descomposiciones como el 
método Dantzig-Wolfe (1960) o los cortes de Benders (1962) en la formulación GMOP.  
La tesis se centra en la descomposición de Lagrange aplicada a la formulación GMOP como base 
para desarrollar la herramienta de coordinación distribuida que se presenta en el capítulo 
séptimo. Esta descomposición puede permitir una coordinación distribuida sin la necesidad de 
un agente coordinador, frente al método de Dantzig-Wolfe (1960) o de Benders (1962) que 
Modelos y Algoritmos de Coordinación para la Planificación de Operaciones basada en el 
concepto Stroke en Redes de Suministro distribuidas y con alternativas 
 
GREGORIO RIUS-SOROLLA Página 114 
 
requieren de una unidad mediadora con acceso a la información compartida y a las restricciones 
de conexión. 
Por otro lado, en este capítulo se ha presentado la formulación GMOP aplicada a un banco de 
diez instancias para centrarse en analizar la relajación de Lagrange y los métodos de 
actualización de los multiplicadores. En el siguiente capítulo se profundizará en generar un 
banco de instancias suficientemente amplio para poder analizar las distintas opciones de la 
cadena de suministro en un futuro y extraer suficientes instancias para aplicar la propuesta de 
mecanismo de coordinación distribuido que se presenta en el capítulo séptimo. 
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Capítulo 5: Banco de instancias para la gestión de la 
cadena de suministro bajo horizontes rodantes, 
multiproducto, multinivel, multiproceso para el 
modelado de la planificación de operaciones 
capacitadas con strokes4 
5.1 Introducción  
En este capítulo se presenta un generador de instancias que permite observar el 
comportamiento de los modelos de programación matemática para la coordinación de las 
operaciones con el procedimiento de horizontes rodantes. Este banco de instancias debe ser lo 
suficientemente amplio tal que recoja las distintas situaciones que deben estudiarse, tanto para 
analizar su comportamiento individual, como su interacción entre las distintas situaciones. 
En la literatura, se encuentran repertorios de instancias, tal como recoge Stadtler (2000), quien 
incorpora nuevas situaciones en su trabajo posterior (Stadtler, 2003). Específicamente 
preparados para la modelización con strokes, propuesto en capítulos anteriores, están los 
experimentos disponibles de Coronado-Hernández (2016). Esa propuesta de banco de instancias 
se va a completar, en este capítulo, con la inclusión de: 
 Una estructura de producto con procesos alternativos. 
 Una demanda estacional decreciente. 
 Un factor del nivel de disponibilidad de la capacidad de los recursos. 
El procedimiento denominado de horizontes rodantes es una herramienta habitual en la 
planificación de las operaciones en la industria y en los entornos académicos (Tiacci et al., 2012). 
Este procedimiento permite dar respuesta a problemas de gestión de inventarios, planificación 
de la producción, secuenciación, localización y un largo contenido de problemas (Chand et al., 
2002). El uso del procedimiento de horizontes rodantes ayuda a tomar decisiones en entornos 
de incertidumbre y al mismo tiempo a descomponer grandes problemas en pequeños tramos 
en los que se planifica (Garcia-Sabater et al., 2009; Lv et al., 2017; Ramezanian et al., 2017; 
Rodriguez et al., 2017; Zulkafli et al., 2017). Se debe tener en cuenta que las propuestas de 
planificación de las operaciones que se encuentren en el modelado de cada horizonte temporal 
de planificación no son necesariamente la misma propuesta de planificación de operaciones que 
se encontraría en la solución al modelado del problema que incluya todo el horizonte temporal 
                                                          
4 Una versión previa de este capítulo fue presentada en el 12th International Conference on Industrial 
Engineering and Industrial Management celebrado en Girona en 2018, recibiendo el reconocimiento 
como Best Paper Award en el área de Supply Chain Management and Logistics. Y ha servido para la 
realización de un artículo científico “Operations Planning test bed under rolling horizons, multi-product, 
multi-echelon, multi-process for capacitated production planning modelling with strokes”, presentado en 
la revista “Central European Journal of Operations Research (CEJOR)”. 
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(Cao, 2015). Este banco de instancias está diseñado para la aplicación del procedimiento de 
horizontes rodantes. 
Además, con el fin de evitar ciertas simetrías en la estructura de costes en el eje temporal como 
entre los productos de cada instancia, se realiza una modificación en los costes. La simetría 
puede generar que equivalentes soluciones puedan ser intercambiadas (Bohlin et al., 2016), 
donde para el mismo valor objetivo se proponen soluciones diferentes (Zamarripa et al., 2016). 
Este hecho es importante en entornos de aplicación del procedimiento de horizontes rodantes. 
Los programas que intentan solucionar los modelos de programación matemática proponen 
soluciones, dentro del gap o tolerancia admitida o tiempo de cálculo, que pueden variar de un 
equipo de computación a otro. Estas diferentes soluciones pueden implicar grandes diferencias 
en los siguientes tramos en los que se planifica en el procedimiento de horizontes rodantes.  
Sahin et al. (2013) destacan, en su revisión sobre horizontes rodantes, la necesidad de más 
estudios en entornos con demanda estocástica. Por ello, el repertorio de instancias recoge las 
situaciones de inestabilidad en la demanda, tanto por variaciones conocidas, variaciones 
posibles como por variaciones desconocidas, tal y como proponen Rafiei et al. (2012) respecto 
de las variaciones en la demanda.  
En este capítulo, se presenta un generador de instancias junto con una base de datos de 
instancias. Se parte del trabajo de Coronado-Hernández (2016), completándolo con una nueva 
estructura de producto, tipología de demanda estacional decreciente y factor del nivel de 
capacidad de los recursos disponible. La estructura de costes es modificada con tal de evitar las 
simetrías que presentaba. Esta nueva base de datos de instancias se comparará con los 
resultados obtenidos en el trabajo de Coronado-Hernández (2016) en el siguiente capítulo, de 
acuerdo con los medibles propuestos. Las instancias están diseñadas para entornos con 
horizontes rodantes, con varios patrones de demanda, con incertidumbre en la demanda, 
multiproducto, multinivel, multistroke y con varias limitaciones de capacidad. Cada instancia 
incluye la información necesaria de costes de almacenaje, preparación de procesos, realización 
de procesos y penalización por retrasos. 
El resto del capítulo está estructurado de la siguiente manera: En primer lugar, se presenta una 
breve introducción al procedimiento de horizontes rodantes; en segundo lugar, se describen los 
elementos comunes de la propuesta de generación de instancias; en tercer lugar, se introducen 
los elementos independientes en cada instancia; posteriormente, se presenta la estructura de 
los ficheros que contienen las instancias generadas. El capítulo finaliza con las conclusiones y 
propuestas de trabajos futuros. 
5.2 Procedimiento de horizontes rodantes, conceptos básicos y 
terminología 
El procedimiento de horizontes rodantes simplifica los cálculos seleccionando solo la 
información de unos periodos iniciales y en el siguiente paso del procedimiento se incluye 
información de más periodos junto con los resultados del cálculo del paso previo.  
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Los primeros trabajos académicos explícitos sobre Rolling Horizon (RH) son de 1977 (Baker, 
1977), según describe Cao (2015). Baker (1977) contribuyó que, en el cálculo con el 
procedimiento de horizontes rodantes, incluir más periodos de demanda en el horizonte de cada 
planificación no genera necesariamente un mejor resultado. De algún modo las propuestas de 
las operaciones planificadas para los periodos iniciales, aquellos que se ejecutan, contemplan 
únicamente los requerimientos de la demanda de los periodos cercanos. Ello es probablemente 
debido al equilibrio entre la capacidad disponible y los costes almacenaje. Por lo tanto, incluir 
más periodos en la demanda no necesariamente influye en la planificación de los periodos a 
ejecutar con la planificación. Baker (1977) concluyó que para perfiles de demanda constantes o 
de tendencia sin efectos estacionales, el Planning Horizon más apropiado debe ser superior a un 
múltiplo entero del tiempo derivado del EOQ (Economy Order Quantity). A continuación se 
pueden observar los elementos esenciales en los RH en la Figura 5-1. 
Figura 5-1: Elementos del procedimiento de horizontes rodantes. 
 
Fuente: Adaptado de Sahin et al. (2013). 
El término Long-Term Replenishment (LT) hace referencia a la totalidad del horizonte de 
planificación que se desea analizar (Sahin et al., 2013). Dicho periodo es de duración tal que su 
modelado puede no ser asumible con la capacidad computacional disponible en el tiempo 
requerido a la toma de decisiones a realizar (Araujo et al., 2007) o incluye información futura de 
baja fiabilidad o con alta incertidumbre (Karimi et al., 2003) o ser muy grande e innecesario 
tomar decisiones que se volverán a tomar. Por lo que se selecciona una cantidad inferior de 
periodos para el cálculo de cada tramo. 
La cantidad de periodos que se desea incluir en el cálculo de cada tramo, se le denomina 
Planning Horizon (PH). La extensión de dicho número de periodos es importante, ya que influye 
en los costes totales. Cuando más extenso es el PH, más bajos pueden ser los costes de la 
Planning Horizon  
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planificación, pero puede haber más posibilidades de que haya inestabilidad en la planificación 
según proponen Sahin et al. (2013) y aumentan los requisitos de capacidad de cálculo.  
Al incrementar los periodos de análisis en el PH, es posible evitar futuras rupturas de stock o 
retrasar decisiones de fabricación, logrando posibles reducciones de costes. Pero, dado que se 
está planificando periodos más lejanos en el momento de la toma de decisión, las demandas 
pueden estar sujetas a más incertidumbre y por lo tanto la reducción de costes es incierta. La 
planificación de las operaciones propuesta para los periodos distantes puede ser diferente de la 
planificación propuesta en los tramos en los que se planifica cercanos a esos periodos. Estos 
cambios de planificación para un periodo dado, entre los diferentes tramos en los que se 
planifica, genera nerviosismo debido a los cambios en la planificación.  
En los casos de demanda estocástica, Wang (2009) recomienda extender el horizonte de cálculo. 
Pero Lalami et al. (2017) resaltan que su prolongación mejora el rendimiento cuando la demanda 
es determinista mientras que lo degrada cuando la demanda es incierta. Extender los periodos 
permite adecuar la planificación a futuras necesidades. Pero, por otro lado, si la demanda es 
incierta, se pueden tomar decisiones inadecuadas a la realidad que ocurrirá cuando se ejecuten 
dichos periodos. Xie et al. (2003) recomiendan extender el PH, dado que mejora los costes 
totales de planificación, la estabilidad y el nivel de servicio cuando hay limitación de capacidad, 
incertidumbre en la demanda y multiproducto. Nedaei & Mahlooji (2014) recogen que el 
horizonte de planificación debe ser de al menos 5 veces el ciclo de orden natural (EOQ). 
Por otro lado, otros autores consideran que dada la incertidumbre en la previsión de la demanda 
y que la herramienta de los RH es una heurística, es recomendable que se seleccionen menos 
tramos de demanda en cada horizonte de planificación (PH), en favor de una mayor simplicidad 
y agilidad en los modelos (Araujo et al., 2007). Esta mayor simplicidad permite proponer 
acciones en tiempo real, como la propuesta de Hsu et al. (2017) sobre planificación de 
producción en una línea productiva de neumáticos. 
La elección del PH conlleva que los modelos matemáticos interpretan, que pasados los tramos 
de demanda, ya no hay necesidad de stock ni de planificar sus operaciones. A este efecto se le 
denomina "truncated horizon effect" (Federgruen et al., 1994). Para disminuir dicho efecto, 
Stadtler (2000) propone ajustar los costes fijos de reposición en los periodos finales del PH. 
Fisher et al. (2001) agregan el requisito de un stock final. Maheut et al. (2011) proponen que ese 
nivel de stock final se obtenga resolviendo la planificación agregada, para mantener la 
consistencia entre planes intentando no desviarse de los resultados de la planificación de orden 
superior. 
 Narayanan et al. (2010) indican que hay otros elementos de decisión en RH que tienen impacto 
en los costes totales además del horizonte de planificación (PH), como el intervalo congelado. El 
intervalo de periodos en el que no se modificará la propuesta de planificación, 
independientemente de la posible nueva información que pueda aparecer, se denomina “Frozen 
interval” (FI). La planificación de estos periodos se utiliza en la industria para el cálculo de los 
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requerimientos de materiales, de modo que permite remitir pedidos en firme a la cadena de 
suministro (Sahin et al., 2013).  
La definición del intervalo congelado es un equilibrio entre la estabilidad en la planificación, los 
costes totales y el nivel de servicio (Lalami et al., 2017). La congelación de la planificación puede 
referirse a la congelación de órdenes durante ciertos periodos o a la congelación de ciertas 
órdenes de planificación durante sus periodos de realización (Nedaei et al., 2014) que pueden 
durar distintos periodos. La congelación de órdenes durante ciertos periodos hace referencia a 
que las ordenes no se modifican, aunque nueva información sugiera cambiar las órdenes en esos 
periodos congelados. La congelación de ciertas órdenes de planificación durante sus periodos 
de ejecución se refiere a que ciertas ordenes no sean modificadas durante la totalidad de los 
periodos de realización de las operaciones de esas órdenes. Omar et al. (2009) recogen que los 
costes serán mayores si se utiliza el método basado en congelar las órdenes durante ciertos 
periodos que con el método de congelar órdenes durante sus periodos de ejecución en caso de 
largos intervalos congelados. Pero recomiendan implementar el método basado en congelar 
periodos porque es más fácil de implementar, ya que cada orden puede tener un tiempo de 
elaboración muy diferente. 
El término “Re-planning periodicity” RP hace referencia a los periodos que hay entre tramos de 
planificación. En cada nuevo tramo se incorporará nueva información de la demanda, los 
pedidos, intervalos congelados y el estado de ejecución del anterior tramo de planificación. 
Habitualmente, en la industria, se vuelve a planificar semanalmente o incluso diariamente con 
el fin de incorporar nuevos pedidos (Rafiei et al., 2012) pese a que hay estudios académicos que 
indican que el mejor equilibrio entre costes y nivel de servicio debe estar en periodos superiores, 
en todo tipo de nivel de volatilidad en la demanda (Barrett et al., 1991). Sin embargo, hay 
investigación empírica que muestra que las empresas que reprograman con más frecuencia 
obtienen mejores resultados (Hozak et al., 2009). Este proceso de replanificación continuo 
permite anticipar las demandas futuras en las decisiones del periodo actual, al tiempo que 
pospone las necesidades futuras lo más tarde posible. Aunque una periodicidad de 
replanificación más corta puede generar más cambios en la planificación entre diferentes los 
tramos en los que se planifica. La magnitud de la inestabilidad se amplifica a medida que los 
requisitos de demanda de los productos se vuelven más volátiles. Xie et al. (2003) concluyen que 
el RP debe ser igual al FI para conseguir un mejor comportamiento, en multiproducto, 
capacitado y con incertidumbre en la demanda. Además, Omar et al. (2009) comentan que para 
las estructuras de costes afines entre costes unitarios y de preparación, con patrones de 
demanda poco volátiles, la frecuencia de replanificación no afecta tanto a los costes totales del 
sistema, como cuando los costes unitarios y los de preparación son muy diferenciados, donde 
los costes totales aumentan significativamente con el incremento de los periodos de 
replanificación. 
Para finalizar, se observa que en la planificación de operaciones se suele buscar reducir los 
costes totales. Los costes incluidos en las funciones objetivo de la formulación son los asociados 
a las operaciones, los de la preparación de la operación, almacenaje, atraso y de compra, tal 
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como lo hace la formulación del Generic Materials and Operations Planning (GMOP) (Garcia-
Sabater et al., 2013). Otros modelos incluyen otros costes como los costes asociados a la 
realización de la previsión de la demanda, con el fin de que el propio modelado permita 
encontrar el equilibrio entre el adecuado horizonte de planificación y los costes asociados a la 
búsqueda de más periodos en la previsión de la demanda (Sethi et al., 1991), pero salen del 
alcance del trabajo. 
5.3 Propuesta de generación de instancias: elementos comunes 
En esta sección, se presentan los diferentes elementos comunes utilizados para la propuesta del 
generador del banco de instancias. Los experimentos se plantean para un horizonte total de 
planificación (LT) de 52 periodos, con un horizonte de planificación (PH) de 8 periodos, 
actualizados en cada periodo con un nuevo periodo de previsión de la demanda, periodo de 
replanificación (RP).  
Dada la importancia que tienen los stocks iniciales (Behnamian et al., 2014), se añaden 12 
periodos previos, con un stock inicial de 2 periodos de demanda en cada nivel de producto. Se 
han elegido 12 periodos previos con tal de que los stocks iniciales planteados en cada instancia 
no tengan repercusiones en los 52 periodos posteriores de análisis. En dichos 12 periodos, los 
stocks iniciales son utilizados para cubrir las demandas de los primeros periodos y hay 
suficientes periodos para que las propuestas de planificación de operaciones puedan ajustar los 
stocks antes de comenzar a contabilizar el primer periodo de los 52 periodos de estudio. Al 
mismo tiempo, para que el modelo de simulación perciba una continuidad y al final de la 
simulación no deje los stocks a 0, se añaden 7 periodos más en el último tramo de planificación. 
Los 7 periodos añadidos son para que el último periodo, de los 52 periodos de estudio, tenga un 
total de 8 periodos de demanda que cubrir, como han tenido todos los PH previos.  
En resumen, para el análisis de 52 periodos, se aportan un total de 71 periodos de demanda, de 
los que habrá que ejecutar 64 tramos en los que se planifica. 
La planificación buscará minimizar la suma de los costes de almacenar, realizar las operaciones, 
preparaciones de las operaciones y penalizaciones por retraso en las entregas. Los costes 
comunes a todas las instancias están afectados según sea la cercanía a la toma de decisión. El 
índice de periodos de planificación es identificado a lo largo de la tesis con la letra t. Pero, se 
identifica con t’[1-8] a esos mismos periodos cuando son observados desde ciertos periodos 
previos. Los costes son diferentes en función de la cercanía temporal al periodo de planificación 
de las operaciones. La dirección de la planificación de las operaciones tiene más opciones de 
encontrar alternativas si tiene un margen de varios periodos para reaccionar. Por ello, se plantea 
ponderar los costes entre los periodos según la cercanía a la toma de decisión y ponderar 
también los productos finales, tal y como plantean DeYong et al. (2016) como costes creciente 
y decrecientes. Los costes de almacenaje, retraso, preparación y realización del stroke se pueden 
ver en la Tabla 5-1, en unidades monetarias, y son modificados en función de la Tabla 5-2, en 
función de t’[1-8] y del SKU[i] (Stock Keeping Unit). El coeficiente de unidades necesarias de 
subproducto para generar un producto es unitario en todos los casos.  
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Tabla 5-1: Costes y parámetros comunes en Unidad Monetaria. 
Nivel Costes de almacenaje (Hi) 
Coste de preparación 
(SCk) 
Coste del Stroke (COk) 
Coste de los atrasos 
(CBi) 
1 1 8.000 2 3.680 
2 0,1 4.000 1 1.840 
3 1 18.000 5 920 
4 2 4.000 1 460 
5 1 8.000 2 3.680 
Fuente: Elaboración basada en trabajos previos (Prasad et al., 2001) modificados según los niveles definidos.  
Tabla 5-2: Factores multiplicadores de los costes. 
t'1 t'2 t'3 t'4 t'5 t'6 t'7 t'8   
1,5 1,43 1,36 1,29 1,21 1,14 1,07 1   
          
SKU1 SKU2 SKU3 SKU4 SKU5 SKU6 SKU7 SKU8 SKU9 SKU10 
1,5 1,44 1,39 1,33 1,28 1,22 1,17 1,11 1,06 1 
Fuente: Elaboración propia para reducir la simetría. 
Cada instancia tiene 10 productos finales con demanda. Los productos finales requieren de 4 
componentes. La demanda de los productos finales es la que determina los requerimientos de 
los componentes.  
Cada proceso requiere consumir 1 unidad de tiempo (TOkr) por unidad procesada de producto, 
en UT (unidades de tiempo) por periodo del recurso utilizado que se puede observar en la Tabla 
3. El tiempo de preparación (TSkr) consume entre 5-10 UT del recurso utilizado R1- R5, pero 
independiente de la secuencia de las operaciones, se puede apreciar en la Tabla 3. El tiempo de 
entrega (LTk) o necesario para realizar todas las operaciones es de un periodo en cada recurso 
que se puede observar en la Tabla 5-3.  
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Tabla 5-3: Parámetros de procesado. 
Recursos 
Tiempo requerido del recurso r por el stroke k 
(TOkr) 




R1 1 5 1 
R2 1 5 1 
R3 1 5 1 
R4 1 5 1 
R5 1 10 1 
 Fuente: Elaboración basada en el trabajo de Coronado-Hernández (2016). 
5.4 Propuesta de generación de instancias: elementos independientes  
Las variables independientes introducidas en las distintas instancias del banco son agrupadas en 
internas a cada entidad y en elementos externos de cada entidad. Dentro de los elementos 
internos a cada entidad se definen las variables independientes de “complejidad del producto 
por la lista de materiales (BOM) y procesos” y la de “saturación de recursos”. En los elementos 
externos a cada entidad se incluyen las variables independientes de “tipo de demanda”, 
“distribución irregular de la demanda (Pareto)” e “incertidumbre en la demanda”. A 
continuación, son presentadas, con más detalle, cada una de estas variables independientes o 
factores del banco de instancia. 
5.4.1 Factor de complejidad del producto por la lista de materiales (BOM) y 
procesos 
El factor de complejidad del producto recoge los distintos componentes necesarios para definir 
el SKU del producto final, incluyendo su embalaje y su ubicación física. Se definen 6 tipos en el 
factor de complejidad de producto que se pueden observar en la Figura 5-2. Cada instancia tiene 
uno de los tipos del factor de complejidad de producto para sus 10 productos finales. Los 5 
primeros tipos de estructuras (P1-P5) presentan una única composición posible para ensamblar 
sus productos finales. Cada una de estas instancias con estructura de producto (P1-P5) tiene 50 
strokes u operaciones para realizar todos sus procesos. La sexta estructura (P6) tiene una 
estructura alternativa para un mismo producto final, por lo que sus instancias tienen 60 strokes 
u operaciones posibles.  
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Figura 5-2: Estructuras de los distintos tipos de productos. 
 
Fuente: Elaboración basada en el trabajo previo de Coronado-Hernández (2016) y elaboración propia. 
Estas estructuras de producto que se pueden apreciar en la Figura 5-2, están basadas en el 
trabajo previo de Coronado-Hernández (2016) al cual se le ha añadido la configuración P6, 
donde el producto final puede ser realizado por el stroke 1 o por el stroke 6. En la Figura 5-2 
están representados los strokes con cuadrados y los SKUs con círculos. Los strokes de compras 
son los cuadrados sombreados que no consumen recursos propios. Los recursos propios 
disponibles son R1, R2, R3, R4 y R5, con capacidad limitada que es definida posteriormente. El 
factor cualitativo independiente del BOM puede tomar los valores de P1, P2, P3, P4, P5 y P6. 
5.4.2 Factor de saturación de los recursos disponibles 
Este factor identifica el nivel de capacidad disponible de los recursos. Dichos recursos permiten 
realizar los distintos tipos de strokes del modelo. Los strokes hacen referencia a las distintas 
operaciones del modelo, como aquellas de producción, compras o transporte (Maheut et al., 
2011). La limitación de la capacidad disponible combinada con el horizonte de planificación (PH) 
y los periodos congelados (FI) elegidos tienen una importante influencia en la planificación de 
las operaciones y de los costes (Xie et al., 2003). En este factor, la capacidad disponible de todos 
los recursos se multiplica por los siguientes valores: 100%, 75%, 50%, 30%. La capacidad 
disponible para cada recurso en cada periodo (R1, R2, R3, R4, R5) toman los valores de 2.000 
UT, 1.500 UT, 1.000 UT, 600 UT en cada nivel del factor. Por lo tanto, los niveles del factor 
cualitativo independiente de la saturación se identifican por R00, R75, R50 y R30 
respectivamente.  
5.4.3 Factor del tipo de demanda 
Este factor identifica los patrones del comportamiento de la demanda a lo largo de los periodos. 
En este factor independiente se incluyen los patrones de la demanda como son los de demanda 
constante (CC), tendencia creciente (TT), estacionalidad (SS), estacionalidad más una tendencia 
creciente (ST) y estacionalidad más una tendencia decreciente (SD) que amplía las opciones 
presentadas en el trabajo de Coronado-Hernández (2016). Estos patrones se pueden observar 
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en la Tabla 5-4. Este factor es afín a otros trabajos previos (Carlson et al., 1982; Omar et al., 
2009). 
Tabla 5-4: Tipos de demandas. 
Tipo de 
demanda 
  Función 
CC Constante Dt= μt + Zt 
TT Tendencia creciente Dt= μt + 50/100(t/52)μt + Zt 
SS Estacionalidad Dt= μt(1+sin(2πt/52+π/2)) + Zt 
ST Estacionalidad con tendencia creciente  Dt= μt(1+sin(2πt/52+π/2)) + 50/100(t/52)μt + Zt  
SD Estacionalidad con tendencia decreciente Dt= μt(1+sin(2πt/52+π/2)) - 50/100(t/52)μt + Zt  
Fuente: Formulaciones basada en trabajos previos de (Carlson et al., 1982; Coronado-Hernández, 2016; Omar et al., 2009) y 
elaboración propia. 
En la Tabla 5-4 μt es la demanda media de cada periodo t, fijada en 500 unidades. Zt es el ruido 
calculado por una función aleatoria de tipo uniforme, de ±5 unidades. La tendencia en la 
demanda es definida como la variación constante, periodo a periodo, con pendiente constante, 
llegando a una variación del 50% al final de 52 periodos. El factor cualitativo independiente del 
tipo de demanda podrá tomar los valores de CC, TT, SS, ST, SD en función del tipo de demanda 
seleccionada para los 10 productos finales en cada instancia. 
5.4.4 Factor de distribución irregular de la demanda (Pareto) 
Este factor refleja las diferencias en la demanda entre los 10 productos finales de cada instancia, 
para que los productos finales puedan tener diferentes niveles de demanda entre ellos. 
Mediante el uso de la ley de Zipf (Newman, 2004) definida en la Ecuación (5.1) se permite, en 
función de los valores que toma la variable α, realizar diferentes distribuciones de la demanda 
entre los productos finales. De esta manera, se puede plantear un ABC con respecto a la 
demanda entre los productos finales. En la Ecuación (5.1), la variable x representa a cada uno 
de los productos finales y D representa la demanda definida para el conjunto de productos 
finales de cada instancia. La variable α toma los valores de 0, 0.5, 1, 1.5, 2 y 2.5, que definen las 
alternativas de este factor. El factor cualitativo independiente de Pareto puede tomar los valores 
de Par00, Par05, Par10, Par15, Par20 y Par25. Se puede observar en la Figura 5-3 la influencia 
del valor que tome el factor α en las demandas de los diez productos finales . 
d(x) = D𝑥−𝛼 (5.1) 
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Figura 5-3: Representación del reparto de la demanda según la ley Zipf (Newman, 2004). 
 
Fuente: Elaboración propia. 
Para Par00 (α=00) se puede observar que el reparto de la demanda es homogéneo entre las 10 
SKUs de cada instancia. A medida que aumenta el valor de α, aumenta la diferencia entre la 
demanda de la SKU 1 y la demanda de la SKU 10. 
5.4.5 Factor de incertidumbre en la demanda (CV) 
La incertidumbre en la demanda es uno de los factores más importantes en la inestabilidad de 
la cadena de suministro (Lee et al., 1997). Para incluirla en los experimentos, se ha añadido una 
función de variación aleatoria normal centrada en la demanda de cada periodo. Esta variación 
aleatoria normal tendrá la desviación estándar de la demanda y un coeficiente de incertidumbre 
según la Ecuación (5.2). Esta propuesta se basa en la solución utilizada por Coronado-Hernández 
(2016) de aplicar una función aleatoria uniforme y la propuesta de Carlson, Beckman, & Kropp 
(1982) de un patrón de demanda normal y bimodal-normal. Se asume que la distribución normal 
está más cerca de la distribución de la incertidumbre en la demanda. 
dt′
ro = Max (0, Dn−(n+8)(1 + Coef. Incert.× Normal_Box_Muller[0,1])); dt′
ro ∈ ℤ+  (5.2) 
𝑁𝑜𝑟𝑚𝑎_𝐵𝑜𝑥_𝑀𝑢𝑙𝑙𝑒𝑟[0,1] = √−2 ln 𝑎1 sin(2𝜋𝑎2) ;  
𝑎1, 𝑎2 are uniform random; 𝑎1, 𝑎2 < 1; 𝑎1, 𝑎2 ≥ 0 
(5.3) 
Para poder obtener una distribución aleatoria normal se utiliza la propuesta de Lee et al. (2006) 
que se presenta en las Ecuación (5.2) y (5.3).  𝑑1
𝑟𝑜 es la demanda del primer periodo del tramo 
en el que se planifica ro. 𝑑2
𝑟𝑜 − 𝑑8
𝑟𝑜 son las previsiones de la demanda en los restantes 7 periodos 
en el tramo en el que se planifica ro. Dn−(n+8) es la demanda según sea el tipo de demanda. 
”Coef.Incert.” es el coeficiente de incertidumbre y puede tomar los siguientes valores (0, 10%, 
20%, 30%, 40% y 50%). “Normal_Box_Muller[0,1]” aporta los números aleatorios normales 
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son 2 números aleatorios uniformes (Lee et al., 2006). El factor cualitativo independiente de 
incertidumbre en la demanda podrá tomar los valores de CV00, CV10, CV20, CV3, CV40 y CV50 
en función del coeficiente de incertidumbre seleccionado. 
5.5 Codificación de instancias 
Se han creado 125 instancias con cada una de las combinaciones posibles de los factores 
independientes. Las diferencias entre las 12 instancias radican en los valores de los parámetros 
aleatorios introducidos en el ruido de la demanda (dentro del factor del tipo de demanda) y en 
la incertidumbre (dentro del factor de incertidumbre en la demanda). El resumen de todas las 
instancias se puede observar en la Tabla 5-5. La codificación de las instancias recoge cada 
combinación empleada, sea por ejemplo “Par00_CC_CV00_P1_R00_9” que se interpreta como 
Parxx el tipo de distribución irregular de la demanda o Pareto, CC el tipo de demanda, CVxx el 
tipo de incertidumbre en la demanda, Px tipo de estructura de producto, Rxx nivel de saturación 
de los recursos y 9 el número de la instancia.  
Tabla 5-5: Factores de las instancias. 




CC, TT, SS, ST, SD 
CV00, CV10, CV20, 
CV3, CV40, CV50 
P1, P2, P3, P4, P5, 
P6 
R00, R75, R50, R30 
1, 2, 3, 4, 5, 6, 7, 8, 
9, 10, 11, 12 
Fuente: Elaboración propia. 
5.6 Estructura de los ficheros del banco de instancias 
Las instancias están creadas en ficheros de texto, con extensión .csv. Cada campo del fichero 
está separado por un punto y coma o por un salto de línea. En el anexo 2 se puede observar el 
contenido de uno de ellos. Las 51.840 instancias están disponibles en 
http://personales.upv.es/greriuso/TEST_BED_GMOP.rar 
Las instancias presentan los datos según una estructura uniforme de: 
- Descripción de los parámetros seleccionados de la Tabla 5-5 para esta instancia, se encuentran 






                                                          
5 Hair et al. (1999) recomiendan genéricamente entre nueve y quince instancias, ya que es más importante 
validar los resultados que aumentar el número de observaciones. Debido a que aún se desconoce la 
distribución de los medibles y su varianza que permitirían ajustar el número de muestras para un nivel de 
error tipo II dado, por lo que se selecciona una muestra de 12 instancias para cada combinación de 
factores. 
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Instancia;1 
- Características y parámetros de cálculo propuestos para la instancia, se encuentran entre las 











- Demanda prevista, Dn calculada para todos los periodos y productos finales, se encuentra entre 
las líneas 17 a 27 de cada fichero. 
- Demandas para cada uno de los 10 productos finales en cada uno de los ocho periodos de cada 
tramo en el que se planifica, se encuentran entre las líneas 28 a 731 de cada fichero. El primer 
periodo es la demanda confirmada y el resto de periodos son las previsiones de la demanda. 
- Stocks iniciales para cada producto de la instancia, se encuentran entre las líneas 732 a 733 de 
cada fichero. 
- Costes de almacenamiento para cada producto y en cada uno de los ocho periodos de cada 
tramo en el que se planifica, se encuentran entre las líneas 734 a 742 de cada fichero. 
- Costes de preparación de cada stroke en cada uno de los ocho periodos de cada tramo en el 
que se planifica, se encuentran entre las líneas 743 a 751 de cada fichero. 
- Costes de cada stroke en cada uno de los ocho periodos de cada tramo en el que se planifica, 
se encuentran entre las líneas 752 a 760 de cada fichero. 
- Capacidad disponible de cada uno de los recursos, se encuentra entre las líneas 761 a 762 de 
cada fichero. 
- Tiempos de entrega o necesario para realizar cada operación, se encuentran entre las líneas 
763 a 764 de cada fichero. 
- Matriz de productos resultantes de cada una de las operaciones o strokes, se encuentra entre 
las líneas 765 a 815 de cada fichero. 
- Matriz de productos consumidos por cada una de las operaciones o strokes, se encuentra entre 
las líneas 816 a 866 de cada fichero. 
- Matriz de los recursos requeridos para la preparación de cada una de las operaciones o strokes, 
se encuentra entre las líneas 867 a 872 de cada fichero. 
- Matriz de los recursos requeridos para la realización de cada una de las operaciones o strokes, 
se encuentra entre las líneas 873 a 878 de cada fichero. 
Modelos y Algoritmos de Coordinación para la Planificación de Operaciones basada en el 
concepto Stroke en Redes de Suministro distribuidas y con alternativas 
 
GREGORIO RIUS-SOROLLA Página 128 
 
- Matriz de los costes o penalizaciones por retraso de cada uno de los productos, en cada 
periodo, se encuentra entre líneas 879 a 887 de cada fichero. 
5.7 Conclusiones y futuros trabajos 
La planificación a través del procedimiento de horizontes rodantes es común en la industria 
(Sahin et al., 2013) y en la investigación académica, como una herramienta para resolver grandes 
problemas de programación matemática, de manera que los simplifique y los reduzca a tamaños 
asequibles a la capacidad computacionales disponibles. La disposición de un banco de instancias, 
facilita futuras investigaciones, dado que el comportamiento de esta heurística en situaciones 
estocásticas no está tan desarrollado como en situaciones deterministas (DeYong et al., 2016; 
Sahin et al., 2013). 
El repertorio de instancias presentado en el capítulo permite investigaciones en modelos de 
programación matemática basados en strokes. Además, posibilita analizar el comportamiento 
de la heurística del procedimiento de horizontes rodantes con respecto a las 5 variables 
independientes introducidas y las variables de diseño del procedimiento de horizontes rodantes 
(PH, FI, RP, regla de tamaño de lote).  
El banco de instancias posibilita observar cómo diferentes patrones de la demanda influyen en 
los costes de la planificación de operaciones, destacando aquellos que son más exigentes, como 
la tendencia estacional. Por otro lado, permite analizar cómo la combinación de factores influye 
en las propuestas de planificación, ya que el patrón de demanda estacional con tendencia 
decreciente puede verse influenciado de manera desigual por el factor de Pareto. Más aún, 
posibilita evaluar la incidencia de la complejidad del producto o las alternativas de operaciones 
en la re-planificación de las operaciones o en las preparaciones de las operaciones, con respecto 
a diferentes niveles de recursos disponible o incertidumbre en la demanda. 
En este capítulo, se han seleccionado una serie de factores para generar el banco de instancias, 
se reserva para futuras líneas de investigación incorporar otros elementos y factores relevantes 
para la planificación de las operaciones. La demanda puede presentar cambios bruscos 
puntuales y saltos en la demanda que pudieran incluirse como factor de incertidumbre en la 
demanda. 
En el siguiente capítulo se realiza una caracterización del banco de instancias propuesto en este 
capítulo y sus diferentes comportamientos con el fin de ayudar a analizar como los diferentes 
factores y sus combinaciones afectan a las variables de decisión. Posteriormente este banco de 
instancias permitirá seleccionar ciertas instancias para presentar la propuesta de mecanismo de 
coordinación distribuido.   
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Capítulo 6: Caracterización del banco de instancias y 
sus diferentes comportamientos 
6.1 Introducción  
En el capítulo anterior se ha presentado un amplio banco de instancias que representan 
diferentes configuraciones de la cadena de suministro. Dicho banco de instancias permite 
analizar el comportamiento de la propuesta de coordinación que se presenta en el siguiente 
capítulo. Esta propuesta de coordinación surge de la identificación del comportamiento de la 
relajación de Lagrange en la formulación GMOP identificado en el capítulo cuarto de la tesis.  
En este capítulo se presenta el análisis del comportamiento de las propuestas de planificación 
para las instancias del banco presentado respecto de sus distintos factores. Los factores 
independientes se agrupan en externos e internos en el banco de instancia. Siendo los factores 
externos aquellos relativos a los distintos tipos de demanda, la incertidumbre en la demanda y 
la distribución irregular de la demanda entre los distintos productos de la empresa. Y los factores 
internos aquellos relativos a la complejidad del producto y la disponibilidad o saturación de los 
recursos necesarios para su realización. Para la modelización de las distintas instancias 
presentadas se utilizará el modelo GMOP contemplando posibles penalizaciones por 
incumplimientos o retrasos en la demanda solicitada, que se introduce a continuación. 
El resto del capítulo está estructurado de la siguiente manera: En primer lugar, se presenta el 
modelo GMOP con retrasos; en segundo lugar, se describen los medibles recopilados sobre las 
propuestas de planificación; en tercer lugar, se introduce el análisis de la normalidad y los 
medios utilizados para la resolución de las instancias; posteriormente, se presentan los análisis 
de los comportamientos de las distribuciones de los costes totales, los nerviosismos tipo I, los 
nerviosismos tipo II y los niveles de servicio de las propuestas de planificación obtenidas. El 
capítulo finaliza con las conclusiones y propuestas de trabajos futuros. 
6.2 Modelo GMOP con retrasos 
En la capítulo cuarto se ha presentado el modelo GMOP (Garcia-Sabater et al., 2013) en una 
variante que no contempla atrasos en la satisfacción de los requerimientos. En este capítulo se 
presenta el modelo incluyendo la posibilidad de los retrasos, tal y como contemplan las 
instancias propuestas en el banco de instancias. La formulación del GMOP es una representación 
del problema del tamaño del lote, multinivel, multisubproceso y multipostproceso, 
multiestructura, multiperiodo, con capacidad limitada. La lista de índices, parámetros y variables 
del modelo se puede observar en la Tabla 6-1. La función a minimizar es el objetivo de incluir los 
costes de almacenar, las penalizaciones por retraso, el coste de preparación de los strokes y los 
costes de los strokes ejecutados, según se puede observar en la Ecuación (6.1) con las 
restricciones de las Ecuaciones (6.2) - (6.5).  
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Las restricciones que representan las Ecuaciones (6.2) son los de continuidad de inventario y 
conecta la parte logística (stocks, retrasos y demanda) con las operaciones (consumo de 
productos y creación de nuevos productos). Las restricciones de las Ecuaciones (6.3) definen las 
limitaciones de la capacidad de los recursos disponibles. Las restricciones de las Ecuaciones (6.4) 
establecen los requisitos de preparación de las operaciones cuando se realizan estas 
operaciones en el periodo t con el stroke k. Finalmente, el conjunto de restricciones de las 
Ecuaciones (6.5) establecen los dominios para las variables. 
Tabla 6-1: Índices, parámetros y variables usadas in GMOP con retrasos. 
Índices  
𝑖 Índice de SKU (incluye producto, embalaje y ubicación) 
𝑡 Índice de periodos de planificación 
𝑟 Índice de recursos 
𝑘 Índice de strokes 
Parámetros  
𝐷𝑖,𝑡  Demanda del SKU i para el periodo t 
𝐻𝑖,𝑡 Coste de almacenar una unidad de SKU I en el periodo t 
𝐶𝑂𝑘,𝑡 Coste del stroke k en el periodo t 
𝐶𝑆𝑘,𝑡 Coste de preparación del stroke k en el periodo t 
𝐶𝐵𝑖,𝑡 Coste del retraso del SKU i en el periodo t 
𝑆𝑂𝑖,𝑘 Número de unidades del SKU i que genera el stroke k 
𝑆𝐼𝑖,𝑘 Número de unidades del SKU i que consume el stroke k 
𝐿𝑇𝑘 Tiempo de espera del stroke k 
𝐾𝐴𝑃𝑟,𝑡 Capacidad disponible del recurso r en el periodo t (en unidades de tiempo) 
M Número suficientemente grande 
𝑇𝑂𝑘,𝑟 Capacidad del recurso r requerida para realizar una unidad del stroke k (en unidades de tiempo) 
𝑇𝑆𝑘,𝑟 Capacidad del recurso r requerida para la preparación del stroke k (en unidades de tiempo) 
Variables  
𝑧𝑘,𝑡  Cantidad de strokes k que se ejecutan en el periodo t 
𝛿𝑘,𝑡 =1 si stroke k se realiza en el periodo t (0 en caso contrario) 
𝑓𝑖,𝑡  Cantidad de SKU i en retraso en el periodo t 
𝑥𝑘,𝑡 Nivel de inventario del SKU i disponible al final del periodo t 
Fuente: Elaboración propia basado en Garcia-Sabater et al. (2013). 
𝑚𝑖𝑛 ∑ ∑(𝐻𝑖,𝑡𝑥𝑖,𝑡) +
𝑖𝑡














≤ 𝐾𝐴𝑃𝑟  ∀𝑟, 𝑡 (6.3) 
𝑧𝑘,𝑡 − M ∗ 𝛿𝑘,𝑡 ≤ 0, ∀𝑘, 𝑡 
(6.4) 
𝑥𝑖,𝑡 ≥ 0; 𝑤𝑖,𝑡 ≥ 0, ∀𝑖, 𝑡; 𝑧𝑘,𝑡 ∈ ℤ
+;  𝛿𝑘,𝑡 ∈ {0,1} ∀𝑘, 𝑡 
(6.5) 
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6.3 Propuesta de medibles sobre las propuestas de planificación de 
operaciones obtenidas a partir del banco de instancias 
En esta sección, se recopilan diferentes medibles que permiten comparar las propuestas de 
planificación de las operaciones que se pueden obtener para cada una de las instancias de la 
base de datos presentada. En el modelo de la planificación de operaciones, el objetivo es reducir 
los costes totales a partir de unas variables de decisión. En cada periodo de decisión, se realiza 
una nueva propuesta de planificación que actualiza la propuesta previa. Estos planes definen las 
operaciones a realizar en cada periodo para satisfacer el objetivo establecido en el modelo. Los 
medibles propuestos a continuación permiten comparar las distintas propuestas de 
planificación que se obtendrán en relación a las variables independientes planteadas en la base 
de instancias en función de los costes, cambios de planificación o cumplimiento de la demanda. 
Los medibles propuestos se han establecido a partir de los trabajos de Coronado-Hernández 
(2016) y de Omar et al. ( 2009). Se propone recoger los costes generados por las propuestas de 
planificación, la inestabilidad en la planificación entre los diferentes tramos en los que se 
planifica y el nivel de servicio respecto del cumplimiento de la demanda solicitada. Además, se 
añaden otros medibles del proceso llevado a cabo por el software de optimización utilizados. El 
termino inestabilidad en la planificación hace referencia a los cambios en la planificación en cada 
tramo en el que se planifica para cada periodo. La inestabilidad recoge tanto el criterio de si la 
operación se ejecuta o no, como de las cantidades ejecutadas. 
La propuesta de medibles es la siguiente: 
1. Respecto de los costes generados por la propuesta de planificación se propone: 
- Recoger los costes totales de las propuestas de planificación de los periodos en análisis, 
52 periodos en estas instancias. Los costes totales hacen referencia a los distintos costes 
recogidos en la función objetivo propuesta por el modelo. Las instancias permiten incluir 
los costes de las operaciones planificadas, de las preparaciones de las operaciones, del 
almacenaje y de las penalizaciones por retrasos en el cumplimento de la demanda en la 
función objetivo. 
- Obtener el ratio de variación de los costes totales respecto de un patrón, propuesta de 




2. Respecto de la inestabilidad en la planificación o también llamado nerviosismo generado 
por las propuestas de planificación, se proponen los siguientes medibles basándose en el 
trabajo de Narayanan et al. (2010): 
- Nerviosismo tipo I, hace referencia a la medición de la inestabilidad provocada por 
los cambios en el tiempo de las preparaciones de lote. El medible propuesto se 
puede observar en la Ecuación (6.7). La ecuación refleja el número de ocasiones en 
que una preparación de lote planificada en un periodo de decisión anterior se 
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ejecuta o no en el periodo previsto con respecto al número total de preparaciones 
de lote realizadas en los 52 periodos de análisis. t’ es igual a 1 en los periodos en 
que se ejecutan las preparaciones de los lotes. δk, ro, t es igual a 1, si el stroke k se 
realiza en el tramo en el que se planifica ro, en el periodo t y 0 en caso contrario. 
𝐼𝑆𝑅1 =
∑ ‖𝛿𝑘,𝑟𝑜,𝑡 − 𝛿𝑘,𝑟𝑜−1,𝑡+1‖𝑘,𝑟𝑜,𝑡
∑ 𝛿𝑘,𝑟𝑜,𝑡′=1𝑘,𝑟𝑜
 (6.7) 
- Nerviosismo Tipo II, hace referencia a la medición de la inestabilidad provocada por 
los cambios en el tiempo del número de unidades de strokes planificadas, como un 
cociente respecto del número total de unidades en toda la planificación que se 
ejecutan en la simulación de los 52 periodos de análisis, definido en la Ecuación 
(6.8). 𝑧𝑘,𝑟𝑜,𝑡 es la cantidad de strokes k planificada para ejecutarse en el tramo en el 
que se planifica ro y en el periodo t. 
𝐼𝑆𝑅2 =
∑ ‖𝑧𝑘,𝑟𝑜,𝑡 − 𝑧𝑘,𝑟𝑜−1,𝑡+1‖𝑘,𝑟𝑜,𝑡
∑ 𝑧𝑘,𝑟𝑜,𝑡′=1𝑘,𝑟𝑜
 (6.8) 
3. Respecto del nivel de satisfacción de la demanda, se propone medir el nivel de demanda 
insatisfecha de acuerdo con la demanda solicitada en los 52 periodos de análisis. En las 
instancias de este banco solo los productos finales tienen demanda. El medible propuesto 
se recoge en la Ecuación (6.9). Este medible se basa en las propuestas de Yıldırım et al. (2005) 
para medir el nivel de servicio. El termino 𝑓𝑖,𝑟𝑜,𝑡 es la cantidad de demanda insatisfecha del 
producto i en el tramo en el que se planifica ro y en el periodo t. Y el termino 𝑑𝑖,𝑟𝑜,𝑡 es la 










4. Con respecto a los medibles en el proceso llevado a cabo por el software de optimización 
del modelado, se propone recopilar el tiempo de ejecución del programa informático en 
proponer una solución. Este tiempo es aportado por el propio programa optimizador e 
incluye tiempos de cálculo como los tiempos de lectura y escritura de los datos. Este tiempo 
depende de variables no controladas como la temperatura del servidor, saturación del 
servidor, memoria disponible, fragmentación de la memoria y otros elementos, pero 
proporciona un cierto rango de magnitud. 
 
6.4 Resolución de las instancias y análisis de normalidad 
Para la búsqueda de la mejor solución a las 51.840 instancias del banco presentado en el capítulo 
anterior según el modelo descrito, se ejecuta el programa comercial GUROBI® en el Rigel clúster, 
un clúster basado en la arquitectura grid y un PC multinúcleo de la Universitat Politécnica de 
Valéncia, que incluye 72 nodos Fujitsu BX920S3 instalados en el chasis BX900S2. Cada nodo 
incluye 2 procesadores Intel Xeon E5-2450 (8 núcleos / 16 hilos, 2.1-2.5 GHz) y 64 GB de RAM 
DDR3. Los nodos están unidos por 2 interfaces Ethernet de 10 GB. El clúster ejecuta un sistema 
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operativo CentOS 6 y Sun Grid Engine administra su carga. El PC multinúcleo ejecuta un sistema 
operativo CentOS 6.4 en un procesador Intel Core i5-4670 (4 núcleos / 4 hilos, 3.4 GHz), con 8 
GB de RAM DDR3 (ASIC, 2018) con el programa de búsqueda de la solución exacta GUROBI® 
7.0.2 64bits para Linux. 
Las instancias se resolvieron con las especificaciones de gap admisible inferior al 1% 
(GRB.DoubleParam.MIPGap=0,01). Los cálculos para cada instancia son realizados en un solo 
núcleo (GRB.IntParam.Threads=1). El límite de cálculo de cada tramo en el que se planifica es de 
3.000 segundos (GRB.DoubleParam.TimeLimit=3.000).  
De las propuestas de planificación obtenidas para las instancias, se recopilan, para los 52 tramos 
en los que se planifica de estudio, el coste total de los periodos ejecutados, el nerviosísimo tanto 
de tipo I (Ecuación 6.7), como de tipo II (Ecuación 6.8) y el nivel de servicio (Ecuación 6.9). El 
tiempo de ejecución no se ha considerado relevante para este análisis, ya que depende de 
factores que no se pudieron controlar (temperatura del servidor, saturación servidor, etcétera) 
aunque se haya recopilado. Los valores obtenidos se pueden observar en el fichero disponible 
en: http://personales.upv.es/greriuso/Resumen de propuesta de solución.xlsx 
Los resultados obtenidos son comparados con los resultados presentados en los trabajos de 
Coronado-Hernández (2016) y los de Omar et al. (2009). En ambos trabajos se han realizado 
pruebas de métodos paramétricos sobre los resultados obtenidos, como herramienta para 
describir el comportamiento de las variables independientes. En dichos trabajos se han realizado 
análisis de la varianza (ANOVA). Esta prueba de método paramétrico se basa en el supuesto de 
que las muestras son aleatorias y se seleccionan de una población normal (Walpole et al., 1999), 
por lo que la muestra también debe presentar una distribución normal.  
Los resultados de la resolución de las 51.840 instancias propuestas no presentan una 
distribución normal en los 4 medibles recogidos. La distribución de los costes totales de los 
periodos ejecutados (TCR_52) se pueden ver en la Figura 6-1 y la Tabla 6-2, donde tanto el sesgo 
estandarizado como la curtosis estandarizada están fuera del rango -2 a +2 esperado de una 
distribución normal como es indicado por el programa estadístico Statgraphics Centurion XVII©. 
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Figura 6-1: Gráfico de probabilidad normal de los costes totales 
  
TCR_52 costes totales en los 52 periodos de análisis. Fuente: Elaboración propia con el programa Statgraphics Centurion XVII©. 




Desviación Estándar 2,39282E7 




Sesgo Estandarizado -389,152 
Curtosis Estandarizada 767,461 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII©. 
Aplicando la transformación logarítmica en base 10 a los costes totales con el fin de acercarse a 
una distribución normal, se mejoran los resultados de sesgo estandarizado y curtosis 
estandarizada, pero sin lograr una distribución normal como se puede apreciar en la Tabla 6-3 y 
en la Figura 6-2. También se han probado otras transformaciones 1/x o Sqrt(x) o ln(x+1) y 
eliminado outliers de los resultados, pero sin lograr un sesgo estandarizado y una curtosis 
estandarizada dentro del rango de -2 a +2, esperado para una distribución normal. 




Desviación Estándar 0,313769 




Sesgo Estandarizado 18,3974 
Curtosis Estandarizada -19,1428 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
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Figura 6-2: Gráfico de probabilidad normal Log10(TCR_52 ) 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
Equivalentes resultados presentan la distribución del nerviosísimo tanto de tipo I (Ecuación 6.7) 
(ISR1), como de tipo II (Ecuación 6.8)(ISR2) y el nivel de servicio (Ecuación 6.9)(NSR) que se 
pueden apreciar en la Tabla 6-4 y Figura 6-3, Figura 6-4 y Figura 6-5. 
Tabla 6-4: Resumen estadístico ISR1, ISR2, NSR 
 ISR1 ISR2 NSR 
Recuento 51840 51840 51840 
Promedio 3,72212 3,13005 0,946738 
Mediana 3,99592 3,3193 0,957885 
Desviación Estándar 1,33224 0,966161 0,0486918 
Coeficiente de Variación 35,79% 30,87% 5,14% 
Mínimo 0,97541 0,922183 0,704043 
Máximo 7,88596 8,52369 1 
Rango 6,91055 7,60151 0,295957 
Sesgo Estandarizado 72,9702 91,5066 224,164 
Curtosis Estandarizada -21,5483 -10,8556 96,6549 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
Figura 6-3: Gráfico de probabilidad normal ISR1 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
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Figura 6-4: Gráfico de probabilidad normal ISR2 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
Figura 6-5: Gráfico de probabilidad normal NSR 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
Dado que los requisitos de los métodos paramétricos no se cumplen, se utilizarán métodos no 
paramétricos o métodos de distribución libre. En los métodos no paramétricos, el conocimiento 
de la distribución de la población no se asume (Walpole et al., 1999). Las pruebas de métodos 
no paramétricos no requieren de supuestos, excepto suponer de una forma razonable que la 
distribución de su población es continua (Pérez-López, 1998). Se pueden identificar estas 
distribuciones continuas al observar las Figura 6-1, Figura 6-3, Figura 6-4 y Figura 6-5. La 
comparación de las medianas se realiza, como una prueba de método no paramétrico, para 
poder identificar la tendencia central de cada nivel u opciones en los distintos factores 
independientes, en los 4 medibles definidos. Se selecciona el análisis de las medianas, ya que no 
es recomendable analizar las medias cuando no se identifica la distribución de la que proviene 
la muestra (Pérez-López, 1998).  
La prueba de método no paramétrico de medianas, de Mood, es realizada con el programa 
Statgraphics Centurion XVII®. Esta prueba permite el análisis de los efectos causados por cada 
factor y evalúa la hipótesis nula de que las medianas de los distintos niveles u opciones de cada 
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factor son iguales. Esta prueba se realiza contando el número de observaciones en cada 
muestra, a cada lado de la mediana global y que el valor-P de la prueba de chi-cuadrada es menor 
que 0,05. Por lo tanto, las medianas de los niveles u opciones de cada factor son 
significativamente diferentes con un nivel de confianza del 95%. También se incluyen los 
intervalos del 95% de confianza para las medianas, basados en los estadísticos de orden de cada 
factor (Pérez, 2002). Además, se realizan las pruebas de análisis de la varianza con tal de poder 
mostrar equivalentes representaciones gráficas a las obtenidas en los trabajos de Coronado-
Hernández (2016) y los de Omar et al. (2009). Los análisis y las conclusiones se realizarán de los 
resultados de las pruebas de la mediana de Mood. 
6.5 Análisis del comportamiento de la distribución de los costes totales 
de las propuestas de planificación obtenidas 
En primer lugar, se analizaron los efectos de los diferentes factores y sus niveles u opciones 
sobre los costes totales, suma de los costes de los periodos ejecutados dentro de los 8 periodos 
de planificación, en los 52 tramos en los que se planifica seleccionados.  
En la Tabla 6-5 se puede observar el análisis de la varianza de los costes totales (TCR_52) y las 
contribuciones de cada factor eliminando los efectos de los demás factores. Se destaca el mayor 
impacto de la saturación y de la incertidumbre sobre los costes totales y la combinación de los 
factores de tipo de demanda y saturación por el mayor valor de sus Razón-F. Comparando los 
valores de Razón-F obtenidos con los resultados del trabajo de Coronado-Hernández (2016), se 
puede observar que después del factor de saturación, un elemento no incluido en su análisis, la 
incertidumbre también se encuentra como el factor con el mayor impacto. 
Tabla 6-5: Análisis de la varianza de los costes totales - Suma de Cuadrados Tipo III  
Fuente Suma de 
Cuadrados 
Gl Cuadrado Medio Razón-F Valor-P 
EFECTOS PRINCIPALES      
 A:Pareto 2,37E17 5 475,6E14 278 0,0000 
 B:Tipo_demanda 21,15E17 4 5.287,7E14 3.101 0,0000 
 C:Incertidumbre 69,69E17 5 13.938,9E14 8.174 0,0000 
 D:BOM 33,09E17 5 6.618,9E14 3.881 0,0000 
 E:Saturación 46,71E17 3 15.571,1E14 9.131 0,0000 
INTERACCIONES      
 AB 0,28E17 20 14,1E14 8 0,0000 
 AC 1,09E17 25 43,6E14 25 0,0000 
 AD 0,15E17 25 6,3E14 3 0,0000 
 AE 0,34E17 15 22,8E14 13 0,0000 
 BC 2,15E17 20 107,6E14 63 0,0000 
 BD 2,62E17 20 131,1E14 76 0,0000 
 BE 23,29E17 12 1.941,3E14 1.138 0,0000 
 CD 2,64E17 25 105,8E14 62 0,0000 
 CE 0,13E17 15 9,1E14 5 0,0000 
 DE 6,93E17 15 462E14 271 0,0000 
RESIDUOS 88,02E17 51.625 1,7E14   
TOTAL (CORREGIDO) 300,72E17 51.839    
Todas las razones-F se basan en el cuadrado medio del error residual, GI grados de libertad del factor. Fuente: Elaboración propia 
con el programa Statgraphics Centurion XVII. 
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La representación gráfica de los resultados permite observar las interacciones entre los distintos 
tipos de demanda, la estructura de producto (BOM), factor de Pareto, incertidumbre sobre la 
demanda en cada nuevo tramo en el que se planifica y la saturación de los recursos, sobre el 
coste de los 52 periodos de estudio (TCR_52).  
En la Figura 6-6 se puede observar el comportamiento de los distintos tipos de estructura de 
producto y de los diferentes tipos de demanda respecto de los costes totales. Se destaca que la 
estructura de producto tipo (P6), con una alternativa de proceso, está menos influenciada por 
los diferentes tipos de patrones de demanda con respecto a los costes totales y presenta los 
costes totales más bajos, tal y como se puede apreciar en la Figura 6-8.  
La Figura 6-7 recoge los resultados equivalentes del trabajo de Coronado-Hernández (2016), que 
destaca el patrón de demanda estacional (SS) con un coste total más alto que el que se observa 
en la Figura 6-9. En las instancias de este trabajo, el patrón de la demanda estacional creciente 
(ST) es el que presenta los costes totales más altos que se puede apreciar en la Figura 6-9. Las 
diferencias que justifican este resultado se encuentran en el trabajo de Coronado-Hernández 
(2016), en el que los patrones de las demandas presentan diferentes multiplicadores, el patrón 
de la demanda estacional (SS) es multiplicado por 1.4 y la demanda estacional creciente (ST) por 
1.2, en comparación con un valor constante de 1 en las instancias utilizadas en este trabajo. Los 
diferentes tipos de demandas de este trabajo se puede apreciar en la Tabla 5-4. De ambos 
trabajos, se destaca cómo la estacionalidad genera un aumento en los costes totales, aunque es 
de magnitud menor que el aumento generado por las estructuras de producto. 
Figura 6-6: Interacciones entre tipo de demanda y estructura de producto sobre los costes totales y 95% de Fisher LSD 
 
TCR_52 costes totales en los 52 periodos de análisis, BOM tipo de producto. Fuente: Elaboración propia con el programa 
Statgraphics Centurion XVII. 
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Figura 6-7: Interacciones entre tipo de demanda y estructura de producto sobre los costes totales y 95% del Fisher LSD 
(Coronado-Hernández, 2016) 
 
TCR costes totales. DEM tipo de demanda, BOM tipo de estructura de producto. Fuente: Extraído del trabajo de Coronado-
Hernández (2016). 
La Figura 6-8 permite observar cómo los costes totales de la estructura de producto (P6) son 
cercanos a la estructura de producto (P1), siendo estos los de menores costes totales. Además, 
permite observar que la estructura de producto (P5) genera los mayores costes totales en 
comparación con el resto de estructuras. La estructura de producto (P5) es la estructura con más 
niveles de subproductos. Equivalentes condiciones se encuentra en el trabajo de Coronado-
Hernández (2016) que se puede apreciar en la Figura 6-7, con su estructura de producto (P5).  
En la Figura 6-9 se analiza exclusivamente la influencia de los patrones de demanda con los 
costes totales y se observa cómo el patrón de demanda estacional creciente (ST) presenta los 
costes más altos en las instancias presentadas en este capítulo. El patrón de demanda estacional 
decreciente (SD) es el que genera los costes totales más bajos en las distintas instancias, por 
debajo de la demanda constante (CC). Las instancias se han resuelto buscando minimizar la 
función objetivo de los costes totales para cada tramo en el que se planifica. Por lo tanto, en un 
patrón de demanda decreciente, las incertidumbres se compensan con los stocks decrecientes. 
Los costes por retrasos son de mayor importancia que los costes de preparación o 
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Figura 6-8: Gráfico de medianas de opciones del factor tipo de producto respecto los costes totales con intervalos del 
95% de confianza 
 
TCR_52 costes totales en los 52 periodos de análisis, BOM tipo de producto. Fuente: Elaboración propia con el programa 
Statgraphics Centurion XVII. 
Figura 6-9: Gráfico de medianas de opciones del factor tipo de demanda respecto los costes totales con intervalos del 
95% de confianza. 
 
TCR_52 costes totales en los 52 periodos de análisis. Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
La Figura 6-10 y la Figura 6-11 muestran la relación entre el patrón de la demanda y la 
distribución irregular de la demanda (Pareto). Se puede apreciar cómo todos los patrones de la 
demanda presentan un incremento en los costes totales a medida que aumenta la distribución 
irregular de la demanda. Por otro lado, se observa la afinidad de comportamiento en los costes 
totales del patrón de la demanda constante (CC) y el de patrón estacional decreciente (SD) o 
estacional (SS) o creciente (TT) con respecto a la distribución irregular de la demanda. En la 
Figura 6-11 del trabajo de Coronado-Hernández (2016) se observa que también aumentan sus 
costes con el aumento de la distribución irregular de la demanda. De ambos trabajos, se destaca 
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como el tipo de demanda, especialmente la estacional, genera mayores costes totales que los 
aumentos de costes generados por la distribución irregular de la demanda (Pareto). 
Figura 6-10: Interacciones entre factor de Pareto y tipo de demanda sobre los costes totales y 95% de Fisher LSD 
 
TCR_52 costes totales en los 52 periodos de análisis, Pareto factor de Pareto. Fuente: Elaboración propia con el programa 
Statgraphics Centurion XVII. 
Figura 6-11: Interacciones entre tipo de demanda y factor Pareto sobre los costes totales y 95% del Fisher LSD 
(Coronado-Hernández, 2016) 
 
DEM tipo de demanda, ABC factor de Pareto, TCR coste totales. Fuente: Extraído del trabajo de Coronado-Hernández (2016). 
En la Figura 6-12 se puede observar el comportamiento específico de la influencia del factor de 
la distribución irregular de la demanda (Pareto) en los costes totales, donde los costes aumentan 
a medida que aumenta la irregularidad, aunque sus diferentes distribuciones tienen costes 
totales afines dentro de los intervalos de confianza del 95%. Se observan diferencias 
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significativas entre la distribución de los resultados de dos niveles del factor. Por ejemplo, entre 
Par00 y Par10 hay diferencias estadísticas significativas con intervalos de confianza del 95%, 
pero no entre Par00 y Par05. Por otro lado, la variación en los costes totales no es apreciable 
cuando se compara entre los últimos niveles del factor, entre Par20 con respecto a Par25. Las 
variaciones en los costes totales debido a la distribución irregular de la demanda no son tan 
importantes como las variaciones de costes encontradas entre los distintos tipos de producto. 
Se puede apreciar en la Figura 6-8 respecto de la Figura 6-9 como las variaciones entre los tipos 
de producto presentan mayores diferencias que las variaciones entre los tipos de distribución 
irregular de demanda. 
Figura 6-12: Gráfico de medianas de niveles del factor Pareto respecto los costes totales con intervalos del 95% de 
confianza. 
 
TCR_52 costes totales en los 52 periodos de análisis, Pareto factor de Pareto. Fuente: Elaboración propia con el programa 
Statgraphics Centurion XVII. 
Al estudiar la interacción de la incertidumbre de la demanda (CV) en los costes totales en la 
Figura 6-13, se puede concluir que el incremento en la incertidumbre provoca un claro 
incremento en los coste totales. El factor de incertidumbre presenta las mayores diferencias en 
los costes totales. La incertidumbre tiene una mayor repercusión en los costes por retraso. Estos 
son de mayor importancia que los costes de preparación o almacenamiento. Si se observa la 
interacción que existe entre el factor del patrón de la demanda (Tipo_demanda) y la 
incertidumbre de la demanda (CV) en la Figura 6-14 y la Figura 6-15, se destaca que el patrón de 
la demanda estacional decreciente (SD) está menos influenciado por la incertidumbre que el 
resto de patrones.  
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Figura 6-13: Gráfico de medianas de niveles del factor incertidumbre respecto los costes totales con intervalos del 95% 
de confianza. 
 
TCR_52 costes totales en los 52 periodos de análisis, Incertidumbre niveles de incertidumbre. Fuente: Elaboración propia con el 
programa Statgraphics Centurion XVII. 
Figura 6-14: Interacciones entre tipo de demanda y la incertidumbre sobre los costes totales y 95% de Fisher LSD. 
 
TCR_52 costes totales en los 52 periodos de análisis, Incertidumbre niveles de incertidumbre. Fuente: Elaboración propia con el 
programa Statgraphics Centurion XVII. 
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Figura 6-15: Interacciones entre tipo de demanda e incertidumbre sobre los costes totales y 95% del Fisher LSD 
(Coronado-Hernández, 2016) 
 
DEM tipo de demanda, CV nivel de incertidumbre, BOM tipo de producto, TCR Costes totales. Fuente: Extraído del trabajo de 
Coronado-Hernández (2016). 
Los efectos de la incertidumbre (CV) varían en función del tipo de producto (BOM). Se puede 
observar en la Figura 6-16 y Figura 6-17 que las estructuras de producto (P6), con alternativas, 
y (P1) presentan un menor incremento de costes totales con el aumento de la incertidumbre. 
Por el contrario, la estructura de producto (P5), con más niveles de subproductos o periodos 
necesarios para realizar todas las operaciones necesarias para obtener los SKUs finales, presenta 
mayores incrementos de costes totales con el aumento de la incertidumbre.  
Figura 6-16: Interacciones entre el factor del tipo de producto y la incertidumbre sobre los costes totales y 95% de Fisher 
LSD. 
 
TCR_52 costes totales en los 52 periodos de análisis, BOM tipo de producto. Fuente: Elaboración propia con el programa 
Statgraphics Centurion XVII. 
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Figura 6-17: Interacciones entre incertidumbre y el factor de tipo de producto sobre los costes totales y 95% del Fisher 
LSD (Coronado-Hernández, 2016) 
 
CV incertidumbre, BOM tipo de producto, TCR Costes totales. Fuente: Extraído del trabajo de Coronado-Hernández (2016). 
En la Figura 6-18 se puede evaluar la influencia de la saturación de la capacidad disponible de 
todos los recursos. Para niveles de capacidad disponible del 30% (R30) es cuando se producen 
los mayores costes totales del sistema, principalmente por las penalizaciones por retrasos a los 
requerimientos de la demanda. La falta de recursos disponible (R30) genera los mayores costes 
totales en comparación a los otros factores como el tipo de demanda, la distribución de la 
demanda, el tipo de producto o la incertidumbre. Solo niveles de incertidumbre del 50% llegan 
a acercarse a los niveles de costes totales generados por la falta de recursos disponibles. La falta 
de recursos disponibles imposibilita cumplir con los requerimientos de la demanda generando 
grandes costes por retraso.  
Por otro lado, no se destacan variaciones significativas entre la disposición del 100% de la 
capacidad (R00) y el 75% de disponibilidad (R75). Esta reducción del 25% aún deja niveles 
suficientes de capacidad disponible en los recursos para poder satisfacer las demandas 
solicitadas. Sólo con una reducción del 50% (R50) se aprecian incrementos, estadísticamente 
significativos en confianza del 95%, en los costes totales. Y cuando la reducción es del 70% (R30), 
afecta significativamente los costes totales, principalmente en los costes por retraso, ya que 
estos son de mayor peso relativo que los costes de producción o almacenaje.  
En la instancia Par00_ST_CV10_P1_R30_1 los costes totales debidos a la penalización por rotura 
de stock son del 89% frente al 10% por los costes de preparación o set up y en la instancia 
Par00_ST_CV10_P1_R00_1 son del 23% de penalizaciones por rotura de stock frente al 69% de 
set up. Por lo tanto, se puede observar cómo la falta de recursos (R30) implica un incremento 
en los costes por rotura de stock respecto de los costes de preparación. 
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Figura 6-18: Gráfico de medianas de niveles del factor saturación respecto los coste totales con intervalos del 95% de 
confianza. 
 
TCR_52 costes totales en los 52 periodos de análisis, R00 100% de la capacidad disponible, R75 75% de la capacidad disponible en 
todos los recursos. Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
Se puede entender que en entornos con patrones de la demanda estacional creciente (ST), se 
presentan los costes más altos, similares a los resultados de Omar et al. (2009) y se diferencia 
del trabajo de Coronado-Hernández (2016) por presentar otros multiplicadores. Del mismo 
modo, cuando el factor de tipo de producto es con más niveles, tipo P5, los costes totales 
aumentan. La incertidumbre en la demanda tiene una relación directa con el incremento de los 
costes, debido a la generación de mayores penalizaciones por retrasos en el servicio, dado que 
el sistema no tiene existencias disponibles de subproductos para satisfacer esas variaciones o 
incrementos en la demanda. Por otro lado, una mayor distribución irregular entre los SKUs 
finales, factor de Pareto, genera mayores costes en el sistema, una conclusión equivalente se 
encuentra en el trabajo de Coronado-Hernández (2016).  
Por último, la reducción de la capacidad disponible de los recursos genera más retrasos por la 
insuficiencia de capacidad para satisfacer las demandas, provocando un incremento en los 
costes totales de los 52 periodos en análisis. Este factor de la saturación no es analizado en el 
trabajo de Coronado-Hernández (2016) ni en el de Omar & Bennell (2009). 
6.6 Análisis del comportamiento del nerviosismo tipo I de las 
propuestas de planificación obtenidas 
En este apartado se presenta el análisis del nerviosismo tipo I en la cadena de suministro debido 
a los distintos efectos de los factores y niveles de estudio. Para medir el nerviosismo, en este 
apartado, se utiliza la Ecuación 6.7, que evalúa los cambios de las órdenes de preparación de los 
strokes entre tramos en los que se planifica, como un cociente respecto del número de órdenes 
de preparación totales que se ejecutan en la simulación de los 52 periodos de análisis.  
En la Tabla 6-6 se puede observar el análisis de la varianza sobre el nerviosismo tipo I (ISR1) y las 
contribuciones de cada factor, eliminando los efectos de los demás factores. El peso de la 
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incertidumbre sobre el nerviosismo de tipo I se destaca por los valores de “Razón-F”. El mayor 
valor de la “Razón-F” indica que las variaciones de la incertidumbre generan los mayores 
incrementos del nerviosismo tipo I. El análisis del nerviosismo tipo I no se encuentra en el trabajo 
de Coronado-Hernández (2016) o de Omar & Bennell (2009), realizándose únicamente el análisis 
del nerviosismo tipo II que se analiza más adelante. 
Tabla 6-6: Análisis de la varianza para ISR1 - Suma de Cuadrados Tipo III 
Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
EFECTOS PRINCIPALES      
 A:Pareto 1.944 5 388,9 5.948 0,0000 
 B:Tipo_demanda 214 4 53,6 820 0,0000 
 C:Incertidumbre 68.793 5 13758,7 210.389 0,0000 
 D:BOM 13.424 5 2684,9 41.056 0,0000 
 E:Saturación 198 3 66,1 1.011 0,0000 
INTERACCIONES      
 AB 31 20 1,5 24 0,0000 
 AC 343 25 13,7 209 0,0000 
 AD 266 25 10,6 163 0,0000 
 AE 186 15 12,4 190 0,0000 
 BC 131 20 6,5 100 0,0000 
 BD 114 20 5,7 87 0,0000 
 BE 107 12 8,9 136 0,0000 
 CD 2.269 25 90,7 1.388 0,0000 
 CE 504 15 33,6 514 0,0000 
 DE 99 15 6,6 101 0,0000 
RESIDUOS 3.376 51.625 0,06   
TOTAL (CORREGIDO) 92.006 51.839    
Todas las razones-F se basan en el cuadrado medio del error residual, GI grados de libertad del factor. Fuente: Elaboración propia 
con el programa Statgraphics Centurion XVII. 
En la Figura 6-19 y la Figura 6-20 se puede observar que la complejidad del producto afecta al 
nerviosismo tipo I, donde las estructuras con más niveles de subproductos tipo (P5) tienen 
menos variaciones en la planificación, con respecto de arrancar o no la producción en ese 
periodo. Esto se debe al hecho de que los valores más bajos en (ISR1), definido en la Ecuación 
6.7, indican una mayor estabilidad en la planificación. Por otro lado, las estructuras de producto 
(P6), con operaciones alternativas, donde los cambios se pueden hacer más fácilmente en la 
planificación para lograr el mismo resultado, afectan negativamente la estabilidad de la 
planificación, nerviosismo tipo I. Del mismo modo, la estructura de producto con un solo nivel 
de subproductos (P1) presenta altos niveles de nerviosismo tipo I.  
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Figura 6-19: Interacciones entre tipo de demanda y estructura de producto sobre ISR1 y 95% de Fisher LSD. 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
Figura 6-20: Gráfico de medianas de opciones del factor tipo de producto respecto ISR1 con intervalos del 95% de 
confianza 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
En la Figura 6-21 y la Figura 6-22, se observa que cuando la demanda se concentra en unos pocos 
productos (Par25), hay menos cambios posibles en la planificación, de modo que se reduce el 
nerviosismo tipo I. Por el contrario, en las distribuciones de la demanda homogéneas entre los 
productos finales (Par00, Par05), donde hay simetría en el reparto de la demanda entre los 10 
productos finales de cada instancia, son más habituales los cambios de planificación entre 
productos en los distintos periodos en cada tramo en el que se planifica. Al comparar la Figura 
6-22 con los resultados de la Figura 6-12 con respecto a los costes totales, se observa un 
comportamiento opuesto, mayores diferencias entre los factores (Par25) y (Par20) que entre 
(Par00) y (Par05). Hay diferencias significativas mayores del 95% entre la distribución de las 
medianas con el factor de Pareto (Par25) y aquellas instancias con el factor de Pareto (Par20) en 
el nerviosismo tipo I. Por otro lado, no se encuentran diferencias significativas entre (Par00) y 
(Par05) en el nerviosismo tipo I y sí se encontraban con respecto a los costes totales. 
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Figura 6-21: Interacciones entre factor de Pareto y tipo de demanda sobre ISR1 y 95% de Fisher LSD 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
Figura 6-22: Gráfico de medianas de niveles del factor Pareto respecto ISR1 con intervalos del 95% de confianza 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
En la Figura 6-23 y en la Figura 6-24 se observa que la mayor incertidumbre en la demanda 
(CV50) da como resultado un mayor nerviosismo tipo I, independientemente del patrón de la 
demanda, pero inferior al nerviosismo tipo I de las estructuras de producto (P6) que se apreciaba 
en la Figura 6-20 . Este incremento del nerviosismo tipo I con respecto al incremento en la 
incertidumbre en la demanda que se observar de la Figura 6-24, sigue una curva logarítmica de 
base mayor que la unidad. La curva presenta mayores diferencias entre (CV00) y (CV10) que 
entre (CV40) y (CV50). 
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Figura 6-23: Interacciones entre tipo de demanda y la incertidumbre sobre ISR1 y 95% de Fisher LSD 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
Figura 6-24: Gráfico de medianas de niveles del factor incertidumbre respecto ISR1 con intervalos del 95% de confianza. 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
En la Figura 6-25 se observa que las medianas de las muestras no son significativamente 
diferentes con un nivel de confianza del 95% ( el Valor-P es igual a 0,100655) con respecto al 
nerviosismo tipo I y los niveles del factor de saturación de los recursos disponibles. Por lo tanto, 
se puede concluir que los niveles del factor de saturación no tienen una repercusión especifica 
en el nivel de nerviosismo tipo I. La saturación de los recursos disponibles tiene la mayor 
repercusión en los costes totales, como se ha visto con el nivel (R30) en la Figura 6-18. Pero 
destaca que no presenta diferencias significativas en el nerviosismo tipo I. La saturación de los 
recursos impide cumplir los requerimientos de la demanda, lo que aumenta los costes por 
retraso y con ello los costes totales, pero no conlleva modificaciones en la planificación entre 
distintos periodos de planificación que implicaría un incremento del nerviosismo tipo I.  
Modelos y Algoritmos de Coordinación para la Planificación de Operaciones basada en el 
concepto Stroke en Redes de Suministro distribuidas y con alternativas 
 
GREGORIO RIUS-SOROLLA Página 151 
 
Figura 6-25: Gráfico de medianas de niveles del factor saturación respecto ISR1 con intervalos del 95% de confianza. 
 
 Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
La Figura 6-26 muestra que con las demandas constante (CC) o creciente (TT) se dan los casos 
de mayor nerviosismo tipo I con respecto al tipo de demanda. La homogeneidad de los patrones 
de la demanda constante (CC) y demanda creciente (TT) repercute en mayores cambios en las 
órdenes de operaciones, iniciar o no la orden según el periodo, generando mayor nerviosismo 
tipo I frente a demandas estacionales (SD, SS, ST). En las demandas estacionales hay un patrón 
de crecimiento y decrecimiento que marca la necesidad de arrancar las ordenes en ciertos 
periodos específicos frente a las demandas (CC) y (TT) que hay más libertad de arrancar en un 
periodo o en otro las operaciones. Pero el rango de nerviosismo tipo I que se recoge con los 
distintos tipos de demanda es inferior al rango de nerviosismo tipo I que se presenta con los 
distintos niveles de la incertidumbre que se puede apreciar en la Figura 6-24, o con la estructura 
de producto (P6) que se puede apreciar en la Figura 6-20. 
Figura 6-26: Gráfico de medianas de opciones del factor tipo de demanda respecto ISR1 con intervalos del 95% de 
confianza 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
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Se puede observar, en entornos con estructuras de productos con menos niveles (P1), donde las 
operaciones de los productos finales se realizan en un solo periodo, o con alternativas (P6) los 
cambios en la planificación son más frecuentes, lo que afecta a mayores niveles de nerviosismo 
tipo I. Igualmente, las distribuciones de las demandas homogéneas entre los productos finales, 
(Par00), muestran mayores cambios en la planificación de un producto a otro, nerviosismo tipo 
I. Los niveles de la incertidumbre presentan las mayores diferencias en el nerviosismo tipo I, 
pero destaca sobre todos los niveles que las estructuras de producto (P6) tienen las mayores 
repercusiones sobre el nerviosismo tipo I. Cuando se encuentran más alternativas equivalentes 
en los sistemas se generan mayores nerviosismo tipo I. Por otro lado, destaca que la limitación 
de la capacidad disponible no tiene influencia significativa en el nerviosismo tipo I, en la decisión 
de arrancar o no en un periodo.  
6.7 Análisis del comportamiento del nerviosismo tipo II de las 
propuestas de planificación obtenidas 
En este apartado se presenta el análisis del nerviosismo tipo II en la cadena de suministro por 
los distintos efectos de los factores y niveles de estudio. Para medir el nerviosismo tipo II, en 
este apartado, se utiliza la Ecuación (6.8), que evalúa los cambios en el número de operaciones 
reprogramadas como un cociente respecto del número total de operaciones en toda la 
planificación que se ejecutan en la simulación de los 52 periodos de análisis. 
 En la Tabla 6-7 se puede observar el análisis de la varianza de los nerviosísimos tipo II (ISR2) y 
las contribuciones de cada factor eliminando los efectos de los demás factores. Se destaca el 
peso que tiene la incertidumbre sobre el nerviosismo tipo II por los valores de “Razón-F”.  
Este nerviosismo tipo II es similar al evaluado en el trabajo de Coronado-Hernández (2016) o en 
el de Omar & Bennell (2009), pero en vez de ponderar las diferencias de cantidades de strokes 
planificados entre diferentes horizontes de planificaciones en cada periodo por el total de 
strokes ejecutados, se pondera por el número de periodos planificados, definido en la Ecuación 
(6.10). La propuesta utilizada para el nerviosismo tipo II permite reducir el efecto del número de 
strokes ejecutados, y poder comparar nerviosismo tipo II, aunque el número de strokes sea 
diferente. En este banco de instancias todas las instancias tienen el mismo número de periodos 





 ; siendo S el número total de periodos de planificación (6.10) 
En el trabajo de Coronado-Hernández (2016), el factor con mayor contribución en el nerviosismo 
es el factor del tipo de demanda seguido de la incertidumbre. Comparando ambos indicadores, 
se observa que al ponderar por el número de periodos planificados no se está reduciendo la 
influencia del factor de patrón de la demanda como sí se observa en el indicador utilizado en 
este trabajo. En este trabajo el nerviosismo tipo II se obtiene ponderado por el número de 
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operaciones realizadas, definido en la Ecuación (6.8), por lo que se reduce el indicador cuando 
más operaciones son requeridas en ciertos tipos de demandas. 
Tabla 6-7: Análisis de la varianza para ISR2 - Suma de Cuadrados Tipo III. 
Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
EFECTOS PRINCIPALES      
 A:Pareto 145,61 5 29,12 321 0,0000 
 B:Tipo_demanda 101,52 4 25,38 279 0,0000 
 C:Incertidumbre 39.496,30 5 7.899,25 87.128 0,0000 
 D:BOM 879,07 5 175,81 1.939 0,0000 
 E:Saturación 1.030,07 3 343,35 3.787 0,0000 
INTERACCIONES      
 AB 121,61 20 6,08 67 0,0000 
 AC 39,67 25 1,58 17 0,0000 
 AD 85,79 25 3,43 37 0,0000 
 AE 877,46 15 58,49 645 0,0000 
 BC 35,49 20 1,77 19 0,0000 
 BD 22,37 20 1,11 12 0,0000 
 BE 29,48 12 2,457 27 0,0000 
 CD 737,75 25 29,51 325 0,0000 
 CE 81,738 15 5,44 60 0,0000 
 DE 26,00 15 1,733 19 0,0000 
RESIDUOS 4.680,45 51.625 0,09   
TOTAL (CORREGIDO) 48.390,4 51.839    
Todas las razones-F se basan en el cuadrado medio del error residual, GI grados de libertad del factor. Fuente: Elaboración propia 
con el programa Statgraphics Centurion XVII. 
En la Figura 6-27 y la Figura 6-28 se puede observar que estructuras con más niveles de 
subproductos tipo (P5) o con menos niveles de subproducto tipo (P1) o con estructuras 
alternativas (P6) están sujetas a mayores cambios en la planificación de cantidades de strokes 
como recoge el nerviosismo tipo II. Las estructuras con alternativas de operaciones (P6)  
presentan niveles altos de nerviosismo tipo I, tal y como se apreciaba en la Figura 6-20, y tienen 
igualmente altos de nerviosismo tipo II. La no realización del arranque de las órdenes de 
operaciones que recoge el nerviosismo tipo I, implica igualmente la no realización de las 
cantidades de stroke que en esas órdenes se incluían, por lo tanto, los niveles altos de 
nerviosismo tipo I implican niveles altos de nerviosismo tipo II. Un caso equivalente es la 
estructura de producto (P1). Por otro lado, la estructura de producto tipo (P5) tenía bajos niveles 
de nerviosismo tipo I, pero en el caso del nerviosismo tipo II aparece con altos niveles. Se 
entiende que los productos tipo (P5), implican una estabilidad en la necesidad de iniciar las 
órdenes de operaciones, pero que las cantidades varían según las variaciones de la demanda 
entre los tramos en los que se planifica y amplificadas debido a que se deben planificar los 
subproductos teniendo en cuenta más periodos en la previsión de la demanda.  
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Figura 6-27: Interacciones entre el factor Pareto y la estructura de producto sobre ISR2 y 95% de Fisher LSD. 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
Figura 6-28: Gráfico de medianas de opciones del factor tipo de producto respecto ISR2 con intervalos del 95% de 
confianza. 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
Figura 6-29: Interacciones entre el factor Pareto y la estructura de producto sobre ISR* y 95% del Fisher LSD (Coronado-
Hernández, 2016) 
 
ISR* afín al ISR2.Fuente: Extraído del trabajo de Coronado-Hernández (2016). 
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Por otro lado, se observa de la Figura 6-30, del trabajo de Omar & Bennell (2009), que cuando 
los costes unitarios o los costes de preparación bajan, el indicador de nerviosismo sube y los 
costes unitarios son más importantes para definir el nivel de nerviosismo. Pero ese trabajo no 
contempla el número de periodos necesarios para llevar a cabo las distintas operaciones. En el 
trabajo de Omar & Bennell (2009), el nerviosismo ISR* se mide de acuerdo con la Ecuación 
(6.10). Por lo tanto, este trabajo establece que cuando se necesitan más periodos para la 
realización de las distintas operaciones de un producto o servicio, el nerviosismo tipo I 
disminuye, pero el nerviosismo tipo II aumenta. Los productos que requieren más periodos para 
su completa realización tendrán una estabilidad con respecto a la necesidad de preparación de 
las ordenes de cada subproducto, el nerviosismo tipo I baja (ISR1), pero estarán sujetos a 
mayores cambios en las cantidades de strokes que se ejecutan en los sucesivos tramos en los 
que se planifica, el nerviosismo tipo II aumenta (ISR2). 
Figura 6-30: Suma de niveles nerviosismo ISR* en diferentes patrones de demanda con respecto a los costes unitarios y 
los costes de preparación. 
 
ISR* afín al ISR2, LS low setup, HS high setup, LUC low unit cost, HUC high unit cost. Fuente: A partir del trabajo de Omar & Bennell 
(2009) 
En la Figura 6-31, Figura 6-33 y la Figura 6-35 se observa que cuando la demanda se concentra 
en unos pocos productos según el factor Pareto (Par25), o se distribuye por igual (Par00), se 
produce un efecto de reducción en el nerviosismo tipo II. Pero en los valores intermedios del 
factor de Pareto (Par15) se encuentran los valores máximos de nerviosismo tipo II que se puede 
apreciar en la Figura 6-31. En los productos con igual distribución de la demanda (Par00), el 
índice de nerviosismo tipo II presenta valores bajos a pesar de que su nerviosismo tipo I tiene 
valores altos, ya que su distribución es igual entre los productos que se apreciaba en la Figura 
6-22. Hay que destacar que son pequeñas las diferencias encontradas entre las medianas 
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en las distribuciones que toman los valores de nerviosismo tipo II respecto de los niveles Par00, 
Par15 y Par25 que se puede apreciar en la Figura 6-34.  
Figura 6-31: Gráfico de medianas del factor Pareto respecto ISR2 con intervalos del 95% de confianza. 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
Figura 6-32: Gráfico de medianas del factor tipo de demanda respecto ISR2 con intervalos del 95% de confianza. 
. 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
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Figura 6-33: Interacciones entre factor de Pareto y tipo de demanda sobre ISR2 y 95% de Fisher LSD 
 
 Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
Figura 6-34: Distribución de valores ISR2 respecto del factor Pareto 
  
ISR2 par00 nivel de nerviosismo tipo II con distribución irregular de la demanda (Pareto) con α igual a 0. Fuente: Elaboración 
propia. 
En el trabajo de Coronado-Hernández (2016), se aprecia una cierta reducción del nerviosismo 
(ISR*) con el incremento de la desigualdad entre productos del factor de Pareto que se puede 
observar en la Figura 6-29, y que los patrones de demanda con estacionalidad aumentan la 
inestabilidad (ISR*) que se puede observar en la Figura 6-35. Por el contrario, en la Figura 6-32 
de este trabajo, se aprecia el incremento del nerviosismo tipo II con el incremento de la 
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cálculo del nerviosismo tipo II recogida en la Ecuación (6.8). La influencia de la estacionalidad es 
reducida al incluir en el dividendo de la ecuación el total de strokes ejecutados. Pero, el 
crecimiento de la demanda está sujeto a un mayor factor de incertidumbre en la demanda (CV), 
según la ecuación definida en este trabajo con la Ecuación (5.2), de distribución normal centrada 
en la demanda media prevista. Por lo tanto, el incremento en la demanda (TT y ST) conlleva un 
mayor factor de incertidumbre en la demanda y consecuentemente un mayor nerviosismo tipo 
II. 
Figura 6-35: Interacciones entre tipo de demanda y factor de Pareto sobre ISR* y 95% del Fisher LSD (Coronado-
Hernández, 2016) 
 
ISR* afín al ISR2.Fuente: Extraído del trabajo de Coronado-Hernández (2016). 
En la Figura 6-36 y Figura 6-37 se observa la relación directa del incremento del nerviosismo tipo 
II, (ISR2), con el incremento de la incertidumbre. La variación de la incertidumbre en la demanda 
entre (CV00) y (CV10) tiene efecto directo sobre el nerviosismo tipo II y en el tipo I que se puede 
apreciar en la Figura 6-24. Pero, la variación de la incertidumbre entre (CV40) y (CV50) no tiene 
los efectos tan acusados en el nerviosismo tipo I y II (curva logarítmica base mayor de 1). Sin 
embargo, la variación de la incertidumbre tienen una relación directa con el incremento de los 
costes totales en todos sus niveles, como se puede apreciar en la Figura 6-13. En el trabajo de 
Coronado-Hernández (2016) se aprecian resultados afines a los observados en este trabajo, con 
el incremento del nerviosismo respecto del factor de incertidumbre (CV), como se puede 
observar entre la Figura 6-38 y la Figura 6-36. 
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Figura 6-36: Interacciones entre tipo de demanda y la incertidumbre sobre ISR2 y 95% de Fisher LSD 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
Figura 6-37: Gráfico de medianas de niveles del factor incertidumbre respecto ISR2 con intervalos del 95% de confianza. 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
Figura 6-38: Interacciones entre tipo de demanda y nivel de incertidumbre sobre ISR y 95% del Fisher LSD (Coronado-
Hernández, 2016) 
 
ISR* afín al ISR2.Fuente: Extraído del trabajo de Coronado-Hernández (2016). 
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En la Figura 6-39 y la Figura 6-40 se puede observar la influencia de la saturación de la capacidad 
disponible de todos los recursos con respecto al nerviosismo tipo II. Para niveles de capacidad 
disponible del 30% (R30) es cuando se producen los niveles más altos de nerviosismo tipo II, 
mayores cambios en la cantidad de strokes programados por la falta de capacidad para satisfacer 
todos los requerimientos. Pero, a pesar de esta falta de capacidad, esta situación no tiene 
efectos apreciables en el nerviosismo tipo I, como se puede apreciar en la Figura 6-25. Por otra 
parte, se aprecian diferencias estadísticamente significativas con una confianza del 95% entre la 
disposición del 100% de la capacidad (R00) y la disponibilidad del 75% (R75) en el nerviosismo 
tipo II, aunque variaciones significativas en el coste total no se destacaron en la Figura 6-18. Esta 
reducción del 25% todavía deja niveles suficientes de capacidad disponible para poder satisfacer 
las demandas solicitadas. Pero requiere cambios en las cantidades de operaciones planificadas 
entre los diferentes tramos en los que se planifica. Estas reprogramaciones implican un 
incremento del nerviosismo tipo II.  
Figura 6-39: Interacciones entre tipo de demanda y la saturación sobre ISR2 y 95% de Fisher LSD. 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
Figura 6-40: Gráfico de medianas de niveles del factor saturación respecto ISR2 con intervalos del 95% de confianza. 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
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A partir del análisis del nerviosismo tipo II, se puede afirmar que en entornos con estructuras de 
productos con menos niveles (P1) o con alternativas (P6), los cambios en la planificación son 
más frecuentes. Por lo tanto, estas estructuras también presentan cambios en las cantidades de 
strokes planificados, que afectan a niveles más altos de nerviosismo tipo I y tipo II. El modelo 
utilizado no penaliza el nerviosismo en su función objetivo y las pequeñas variaciones de un 
periodo de planificación a otro conllevan fácilmente a cambios en la planificación de este tipo 
de productos. Por otro lado, los productos complejos, con varios niveles de subproductos (P5), 
presentan cambios en la cantidad de strokes planificados en cada periodo, pero no en el 
lanzamiento o la preparación de las operaciones. Por lo tanto, los productos tipo (P5) presentan 
altos niveles de nerviosismo tipo II, pero bajos de tipo I. 
La incertidumbre tiene una mayor incidencia en los primeros rangos de los niveles del factor con 
respecto al nerviosismo tipo I y tipo II pese a que su influencia en los costes totales sea de 
proporcionalidad constante.  
En cuanto a los tipos de demanda, se aprecia el incremento del nerviosismo tipo II con el 
incremento de la demanda (ST y TT), a pesar de que el indicador incluye en el denominador el 
número de operaciones realizadas. Este hecho se explica por el incremento en la incertidumbre, 
ya que es proporcional al aumento de la demanda que tiene un efecto directo sobre el 
nerviosismo tipo II. El nerviosismo tipo I aumenta con la estabilidad en la demanda reduciéndose 
con las demandas estacionales. 
Los primeros niveles del factor de saturación (R00 y R75) no tienen diferencias significativas en 
las medianas de los costes totales, pero si provocan un incremento significativo en el 
nerviosismo tipo II. La reducción de la capacidad disponible en un 25% (R75) no impide cumplir 
con los requerimientos de la demanda, pero a costa de mayores cambios en el número de 
operaciones que deben realizarse entre diferentes tramos en los que se planifica. Por el 
contrario, la variación de la capacidad disponible no tiene efectos significativos sobre el 
nerviosismo tipo I. La decisión de iniciar o no las operaciones no está sujeta a la capacidad 
disponible. Pero la capacidad disponible influye en la cantidad de operaciones que se realizan 
con dicho arranque, en estas instancias. 
En el trabajo de Omar & Bennell (2009) se destaca que cuando hay mayor igualdad entre los 
costes de operaciones y los de preparación, alternativas equivalentes, se producen los niveles 
más altos de inestabilidad en el sistema. Este capítulo complementa ese trabajo, con que cuando 
se necesitan más periodos para la realización de las distintas operaciones de un producto o 
servicio, el nerviosismo tipo I disminuye, pero el nerviosismo tipo II aumenta. 
6.8 Análisis del comportamiento del nivel de servicio de las propuestas 
de planificación obtenidas 
En este apartado se presenta el comportamiento del nivel de servicio en la cadena de suministro 
por los distintos efectos de los factores y niveles de estudio. Para medir el nivel de servicio, en 
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este apartado, se utiliza la Ecuación (6.9), que evalúa el nivel de la demanda final insatisfecha en 
función de la demanda solicitada en los 52 periodos de estudio.  
En la Tabla 6-8 se puede observar el análisis de la varianza de los niveles de servicio (NSR) y las 
contribuciones de cada factor, eliminando los efectos de los demás factores. Se destaca el peso 
que tiene la saturación y la incertidumbre sobre el nivel de servicio por los valores de “Razón-
F”. Comparando los valores obtenidos con los resultados del trabajo de Coronado-Hernández 
(2016), se puede observar que después del factor de saturación, un elemento no incluido en su 
análisis, se encuentra igualmente la incertidumbre como factor con mayor impacto en el nivel 
de servicio.  
Tabla 6-8: Análisis de la varianza para NSR - Suma de Cuadrados Tipo III. 
Fuente Suma de Cuadrados Gl Cuadrado Medio Razón-F Valor-P 
EFECTOS PRINCIPALES      
 A:Pareto 0,181 5 0,036 149 0,0000 
 B:Tipo_demanda 5,908 4 1,477 6.085 0,0000 
 C:Incertidumbre 26,348 5 5,269 21.712 0,0000 
 D:BOM 11,172 5 2,234 9.206 0,0000 
 E:Saturación 40,731 3 13,577 55.940 0,0000 
INTERACCIONES      
 AB 0,193 20 0,009 39 0,0000 
 AC 0,025 25 0,001 4 0,0000 
 AD 0,040 25 0,001 6 0,0000 
 AE 0,081 15 0,005 22 0,0000 
 BC 0,707 20 0,035 145 0,0000 
 BD 1,129 20 0,056 232 0,0000 
 BE 16,436 12 1,369 5.643 0,0000 
 CD 0,844 25 0,033 139 0,0000 
 CE 0,165 15 0,011 45 0,0000 
 DE 6,409 15 0,427 1.760 0,0000 
RESIDUOS 12,529 51.625 0,0002   
TOTAL (CORREGIDO) 122,905 51.839    
Todas las razones-F se basan en el cuadrado medio del error residual, GI grados de libertad del factor. Fuente: Elaboración 
propia con el programa Statgraphics Centurion XVII. 
Del trabajo de Coronado-Hernández (2016) se puede observar que los niveles de servicio medios 
toman valores que van desde 0,27 a 1 en la Figura 6-51. En la Figura 6-41 se presentan los valores 
que toman los niveles de servicio en este trabajo y se puede observar que los valores van desde 
0,7 a 1. Se entiende que esta diferencia entre los dos trabajos se produce por el efecto de la 
ponderación de la estructura de costes en función de la lejanía a la toma de decisiones, 
propuesta en la Tabla 5-2. Los periodos más cercanos al periodo donde se realiza la planificación 
de operaciones, presentan mayores costes que los periodos lejanos. Estas diferencias de 
resultados son apreciables en los rangos de los niveles de servicio entre ambos trabajos, pero 
no es destacable entre los rangos que toman los valores de los costes totales de ambos trabajos. 
En el trabajo de Omar & Bennell (2009) no se analiza el nivel de servicio. 
En la Figura 6-42 se pueden identificar, a partir de una instancia, la importancia relativa de los 
distintos elementos de la función objetivo, para la instancia Par00_ST_CV10_P1_R00_1. En ella 
se destaca el peso predominante de los costes de preparación de lote y los costes por demora, 
pero que en ningún caso se generan niveles de servicio inferiores al 92%. Por lo que se identifica, 
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como una oportunidad para futuras líneas de investigación, analizar las consecuencias 
provocadas por las variaciones en las ponderaciones de la Tabla 5-2.  
Figura 6-41: Distribución de los valores de NSR. 
  
Fuente: Elaboración propia. 
Figura 6-42: Descomposición de costes y nivel de servicio. 
 
Mat. Inventarios coste del mantenimiento del inventario en cada periodo, Preparación lote coste de las preparaciones de los lotes, 
Realización Stroke coste de la ejecución de los strokes, Demoras coste de las demoras, NSR nivel de servicio medio en dicho 
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En la Figura 6-43 y la Figura 6-44 se puede observar cómo la complejidad del producto (BOM) 
afecta al nivel de servicio (NSR). La distribución del nivel de servicio (NSR) en cada uno de los 
tipos de producto se puede observar en la Figura 6-44, destacándose los peores niveles de 
servicio con las estructuras tipo (P5) frente a las estructuras con alternativas de operaciones (P6) 
y estructuras más simples como (P1). Equivalentes observaciones se encuentran en el trabajo 
de Coronado-Hernández (2016) con respecto a las estructuras de producto (P1) y (P5) que se 
pueden apreciar en la Figura 6-45 y en la Figura 6-51. La estructura de producto (P6), introducida 
en este trabajo, permite acercarse a un nivel de servicio cercano a la unidad y es capaz de dar 
niveles de servicio altos independientemente del tipo de demanda a la que esté sometida.  
Figura 6-43: Interacciones entre tipo de demanda y estructura de producto sobre NSR y 95% de Fisher LSD. 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
Figura 6-44: Gráfico de medianas del factor tipo de producto respecto NSR con intervalos del 95% de confianza. 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
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Figura 6-45: Interacciones entre el tipo de producto y tipo de demanda sobre NSR y 95% del Fisher LSD (Coronado-
Hernández, 2016) 
 
NSR nivel de servicio, BOM estructura de producto, DEM tipo de demanda. Fuente: Extraído del trabajo de Coronado-Hernández 
(2016). 
En la Figura 6-46 y la Figura 6-47 se observa que el reparto de la demanda entre los productos 
que aporta el factor de Pareto tiene una baja influencia en el nivel de servicio, con peores niveles 
de servicio a niveles altos del factor de distribución irregular de la demanda. El patrón de la 
demanda estacional decreciente (SD) tiene un comportamiento diferenciado con respecto al 
resto de los tipos de demandas con respecto al factor de Pareto, ya que el nivel de servicio 
empeora más rápidamente con el aumento del factor de Pareto. Este comportamiento desigual 
se entiende, dado que la estacionalidad de la demanda en niveles altos del factor de Pareto se 
acentúa en un solo producto y que las demandas de tipo estacional presentan niveles de servicio 
peores.  
Figura 6-46: Interacciones entre factor de Pareto y tipo de demanda sobre NSR y 95% de Fisher LSD 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
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Figura 6-47: Gráfico de medianas de niveles del factor Pareto respecto NSR con intervalos del 95% de confianza. 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
En la Figura 6-48 y la Figura 6-49 se puede observar cómo la incertidumbre afecta de forma 
significativa al nivel de servicio. En ausencia de incertidumbre en la demanda, hay un mejor nivel 
de servicio independientemente del patrón de demanda. Pero a medida que aumentan los 
niveles de incertidumbre, los niveles de servicio comienzan a empeorar siguiendo una curva de 
proporcionalidad constante que se puede apreciar en la Figura 6-49. Es de destacar que la 
demanda estacional decreciente (SD) tiene un comportamiento diferente al resto de tipos de 
demandas. Con el tipo de demanda estacional decreciente, el nivel de servicio empeora menos 
con respecto al incremento de la incertidumbre que con el resto de los tipos de demandas. Esto 
se debe al hecho de que, a demandas menores, presentes en demandas decrecientes, el efecto 
de la incertidumbre es menos importante. Hay que recordar que el factor de incertidumbre en 
la demanda se ha definido en este trabajo como una función de variación aleatoria normal 
centrada en la demanda de cada periodo, definida con la Ecuación (5.2). Se encuentran 
equivalentes resultados en el trabajo de Coronado-Hernández (2016) que se pueden apreciar en 
la Figura 6-50 y en la Figura 6-51. 
Figura 6-48: Interacciones entre tipo de demanda y la incertidumbre sobre NSR y 95% de Fisher LSD. 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
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Figura 6-49: Gráfico de medianas de niveles de incertidumbre respecto NSR con intervalos del 95% de confianza. 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
Figura 6-50: Interacciones entre nivel de incertidumbre y tipo de demanda sobre NSR y 95% del Fisher LSD (Coronado-
Hernández, 2016) 
 
NSR nivel de servicio, CV incertidumbre en la demanda, DEM tipo de demanda. Fuente: Extraído del trabajo de Coronado-
Hernández (2016). 
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Figura 6-51: Interacciones entre nivel de incertidumbre y tipo de producto sobre NSR y 95% del Fisher LSD (Coronado-
Hernández, 2016) 
 
NSR nivel de servicio, CV incertidumbre en la demanda, DEM tipo de demanda. Fuente: Extraído del trabajo de Coronado-
Hernández (2016). 
En la Figura 6-52 y la Figura 6-53 se puede observar cómo el factor de saturación afecta al nivel 
de servicio (NSR) . De estos, destaca la diferencia estadísticamente significativa de tener solo el 
30% (R30) de la capacidad de todos los recursos al generar los peores niveles de servicio. Una 
distribución equivalente de los efectos del factor de la capacidad disponible se encuentra en los 
costes totales que se han podido observar en la Figura 6-18. No se han encontrado diferencias 
significativas en los primeros niveles del factor de capacidad disponible, R00 y R75, tanto en los 
costes totales como en los niveles de servicio.  
Figura 6-52: Interacciones entre tipo de demanda y la saturación sobre NSR y 95% de Fisher LSD. 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
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Figura 6-53: Gráfico de medianas de niveles del factor saturación respecto NSR con intervalos del 95% de confianza. 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
Con respecto a los tipos de demanda, se observan en la Figura 6-54 y Figura 6-48 que el nivel de 
servicio empeora con las demandas mayores, tanto las demandas estacionales (SD), (SS) y (ST) 
como con las demandas crecientes (TT). Con respecto al patrón de la demanda estacional 
decreciente (SD), se observa que tiene un comportamiento diferenciado con respecto al resto 
de tipos de demandas, ya que el nivel de servicio empeora más rápidamente con el incremento 
de la distribución de Pareto que se puede apreciar en la Figura 6-46. El nivel de servicio empeora 
menos con el incremento de la incertidumbre como se puede apreciar en la Figura 6-48. Este 
comportamiento del tipo de demanda estacional decreciente se explica por su composición. Por 
un lado, la existencia de la estacionalidad que conlleva peores niveles de servicio por la falta de 
capacidad para hacer frente a las variaciones en la demanda. Por otro lado, el decrecimiento de 
la demanda que conlleva un mejor nivel de servicio al poder asegurar mejor los requerimientos 
de la demanda con la capacidad de los recursos y stocks disponibles.  
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Figura 6-54: Gráfico de medianas de opciones del factor tipo de demanda respecto NSR con intervalos del 95% de 
confianza 
 
Fuente: Elaboración propia con el programa Statgraphics Centurion XVII. 
Con respecto al análisis del nivel de servicio, se puede afirmar que en entornos con estructuras 
de producto con menos niveles (P1), que se realizan en un solo periodo las operaciones de los 
productos finales, o con alternativas (P6) son más frecuentes los cambios en la planificación. Los 
niveles de nerviosismo tipo I y II, en estas estructuras, son mayores. Pero en esas mismas 
estructuras de producto, los niveles de servicio son mejores y los costes totales son menores. 
Los sistemas son capaces de adaptarse mejor a los requerimientos de la demanda a menor coste 
en estas estructuras de producto (P1) y (P6). Por otro lado, productos complejos, con varios 
niveles de subproductos (P5), presentan peores niveles de servicio, de costes totales y de 
nerviosismo tipo II. Pero presentan mejores resultados de nerviosismo tipo I. Estos productos 
requieren de mayor número de periodos de previsión en la demanda para la programación de 
sus operaciones, por lo que tienen mayor estabilidad en cuando arrancar o no, pero tienen que 
soportar las variaciones en la demanda de más periodos, provocando mayores cambios en las 
cantidades de operaciones a ejecutar, mayores costes y mayores incumplimientos de servicio. 
La estructura de producto (P6), con alternativas, permite acercarse a un nivel de servicio cercano 
a la unidad con unos costes totales menores. 
Respecto del factor de Pareto, se observa que a medida que aumenta la diferencia de demandas 
entre los productos se presentan peores niveles de servicio y mayores costes totales.  
El nivel de servicio, al igual que se encontró en los costes totales, presenta una evolución de 
proporcionalidad constante con la incertidumbre, tal que al incrementarse la incertidumbre 
empeora el nivel de servicio y los costes totales. Aunque la incertidumbre hace empeorar más 
el nerviosismo tipo I y el tipo II entre los primeros niveles del factor y menos entre los niveles 
finales del factor. 
Los peores niveles de servicio respecto del tipo de demanda se encuentran en las demandas 
estacionales y demandas crecientes. Por otro lado, se destaca un comportamiento desigual en 
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el patrón de la demanda estacional decreciente (SD) con respecto al resto de tipos de demandas 
al variar el factor de Pareto o la incertidumbre. El nivel de servicio de la demanda estacional 
decreciente empeora más que el resto de tipos de demandas al incrementarse el factor de 
Pareto y empeora menos que el resto de tipos de demandas al incrementarse el factor de la 
incertidumbre.  
Por último, la mayor reducción de capacidad disponible (R30) del factor de saturación conlleva 
un empeoramiento del nivel de servicio y mayores costes totales, acrecentado cuando los 
patrones del tipo de demanda son de mayores demandas, como en la demanda estacional 
creciente (ST). Todo ello debido a la incapacidad de satisfacer dichos requerimientos de la 
demanda. 
6.9 Conclusiones y futuros trabajos 
La planificación mediante el procedimiento de horizontes rodantes es habitual en la industria 
(Sahin et al., 2013), igualmente en la investigación académica como herramienta para poder 
solucionar grandes problemas de programación matemática, tal que permite simplificarlos, 
reducirlos a tamaños asequibles a la capacidad computacionales disponible o trabajar solo con 
aquellos datos disponibles o de mayor confianza. La disposición de un banco importante de 
instancias permite futuras investigaciones, dado que el comportamiento de esta heurística en 
situaciones estocásticas no está tan desarrollado (DeYong et al., 2016; Sahin et al., 2013). En el 
siguiente capítulo será utilizado el banco de instancias para el objetivo de la tesis, el estudio de 
la coordinación distribuida en la formulación GMOP.  
Las consecuencias de los factores independientes analizados han sido evaluadas mediante los 
medibles de los costes totales de los 52 periodos en estudio ejecutados, las inestabilidades en 
la planificación nerviosismo tipo I, referida a la ejecución o no de las órdenes, como la 
inestabilidad en la planificación nerviosismo tipo II, referida a la cantidad ejecutada y, por 
último, la capacidad de la cadena de suministro en satisfacer la demanda en cada periodo y 
producto. El programa comercial Statgraphics Centurion XVII© ha permitido la representación 
gráfica de los distintos resultados de forma segregada, permitiendo visualizar las distintas 
consecuencias de los distintos factores y sus niveles. 
De dicho análisis se ha podido concluir lo siguiente: 
- En entornos con patrones de la demanda estacional y creciente se presentan los mayores 
costes.  
- Se destaca un comportamiento desigual en el tipo de demanda estacional decreciente (SD) con 
respecto al resto de tipos de demanda y los factores de Pareto y de incertidumbre. El tipo de 
demanda estacional decreciente presenta un mayor empeoramiento del nivel de servicio con el 
aumento del factor de Pareto y un menor empeoramiento del nivel de servicio con el incremento 
de la incertidumbre. Estos efectos son producidos por su doble componte de estacionalidad y 
demanda decreciente.  
Modelos y Algoritmos de Coordinación para la Planificación de Operaciones basada en el 
concepto Stroke en Redes de Suministro distribuidas y con alternativas 
 
GREGORIO RIUS-SOROLLA Página 172 
 
- El factor de tipo de producto con más niveles, tipo (P5), tiene los costes totales mayores y 
peores niveles de servicio. Además, presentan cambios en la cantidad de strokes planificados en 
cada periodo entre tramos de planificación, pero no en el lanzamiento o preparación de las 
operaciones. Por lo tanto, los productos tipo (P5) presentan elevados niveles de nerviosismo 
tipo II, pero bajos de tipo I. 
- Las estructuras de productos con menos niveles (P1), que se realizan en un solo periodo las 
operaciones de los productos finales, o con alternativas (P6) son más frecuentes los cambios en 
la planificación. Por lo tanto, son también los cambios en las cantidades de strokes entre tramos 
de planificación, afectando a mayores niveles de nerviosismo tipo I y tipo II. Pero estas 
estructuras de producto conllevan mejores niveles de servicio y menores costes totales. Las 
estructuras de producto (P6) permiten acercarse a un nivel de servicio cercano a la unidad. 
- La incertidumbre en la demanda tiene una relación directa y proporcionalidad constante con 
el incremento de costes totales y peores niveles de servicio. Encontrando en estos casos 
mayores penalizaciones por retrasos en el servicio dada la falta de stocks disponibles de 
subproductos o capacidad para satisfacer estas variaciones o incrementos en la demanda. Los 
mayores niveles de incertidumbre en la demanda (CV50) genera mayores niveles de nerviosismo 
tipo I y II.  El nerviosismo tipo I y el nerviosismo tipo II presentan una mayor variación entre los 
primeros niveles del factor de la incertidumbre (CV00, CV10) que entre los últimos niveles 
analizados (CV40 y CV50). 
- Una mayor distribución irregular de la demanda genera mayores costes en el sistema y peores 
niveles de servicio, pero mejores niveles de nerviosismo tipo I.  
- Omar & Bennell (2009) concluyen que cuanto menores son los costes de las operaciones y los 
costes de las preparaciones se producen los niveles más altos de inestabilidad en el sistema. En 
estas condiciones se presentan las menores penalizaciones a realizar cambios. Además, afirman 
que los costes unitarios tienen mayor importancia en esta inestabilidad del sistema. Este trabajo 
añade que cuando son necesarios más periodos para la realización de las distintas operaciones 
de un producto, el nerviosismo tipo I disminuye, pero el nerviosismo tipo II aumenta. 
- La reducción de la capacidad disponible de los recursos, factor de saturación, genera más 
retrasos debido a la capacidad insuficiente para satisfacer las demandas, causando un aumento 
en los costes totales. Además, esta saturación conduce a niveles más altos de nerviosismo tipo 
II y peores niveles de servicio, que aumentan cuando los patrones de la demanda son 
estacionales y con demandas crecientes. El factor de saturación no presenta efectos 
significativos en el nerviosismo tipo I.  
- Los niveles menores de reducción de la capacidad disponible (R00 y R75), factor de saturación, 
no tienen diferencias significativas en los costes totales o en el nivel de servicio, pero si respecto 
del nerviosismo tipo II. La reducción de capacidad disponible de los recursos es compensada con 
mayores cambios en las cantidades de strokes a procesar, pero mantienen los niveles de costes 
totales y niveles de servicio. 
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- La ponderación de la estructura de costes, que varía en función de la cercanía temporal a la 
planificación de las operaciones, propuesta en la Tabla 5-2, genera una mejora significativa en 
los niveles de servicio en comparación con el trabajo de Coronado-Hernández (2016). En dicho 
trabajo los costes son independientes de la cercanía temporal al momento de la planificación de 
las operaciones. 
En este capítulo se han analizado las consecuencias de los distintos factores independientes 
introducidos en el banco de instancias. Se reserva para futuros trabajos el análisis de las 
variables de diseño del procedimiento de horizontes rodantes (PH, FI, RP, reglas de generación 
de lotes). Al mismo tiempo se reserva para futuros trabajos, el análisis de las consecuencias de 
los niveles de ponderación temporal de las estructuras de costes en función de la lejanía a la 
toma de decisión, que se ha introducido en este banco de instancias. También, el análisis a partir 
de otros medibles diferentes, como la inestabilidad entre más tramos de planificación para cada 
periodo, ponderada por los periodos analizados o por la totalidad de operaciones a realizar en 
cada tramo de planificación. 
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Capítulo 7: Planificación de operaciones distribuidas 
con un recurso crítico compartido y coordinado con 




Los diferentes actores de la CdS deberían tomar sus propias decisiones considerando la 
información relativa a todos los eslabones de la CdS, sean proveedores, proveedores de 
proveedores o clientes, internos o externos a la organización. La coordinación de las decisiones 
de todos los eslabones de la CdS se convierte en un punto estratégico en la dirección de 
operaciones. Esta coordinación se puede lograr utilizando uno de los dos enfoques para la toma 
de decisiones coordinadas: centralizada o descentralizada con un mecanismo de coordinación 
(Ogier et al., 2015).  
La coordinación en la planificación de las operaciones puede realizarse en un momento 
determinado o en varios periodos sucesivos. Por otro lado, al incluir varios periodos, pueden 
aparecer incertidumbre sobre la información futura, en los periodos más distantes. Además, se 
requiere más capacidad de computación para poder identificar la propuesta de planificación de 
operaciones más adecuada para cada periodo, al tener que analizar la información de todos los 
periodos involucrados. El procedimiento de horizontes rodantes es habitual para resolver esta 
dificultad en la planificación de las operaciones con los modelos multiperiodos (Stadtler, 2000). 
De la revisión de la literatura sobre mecanismos de coordinación para la toma de decisiones 
descentralizada presentada en el tercer capítulo de esta tesis doctoral, se destaca la falta de 
trabajos que analicen la coordinación cuando se está aplicando el procedimiento de horizontes 
rodantes. Por otro lado, de la revisión de la literatura sobre horizontes rodantes, se extrae la 
falta de trabajos de investigación sobre la toma coordinada de decisiones bajo decisores 
independientes en entorno de horizontes rodantes (Sahin et al., 2013). 
En el capítulo cuarto se destaca que la relajación Lagrangiana, al ofrecer una descomposición 
del modelado de la cadena de suministro en subproblemas vinculados, puede en ciertos casos 
convertirse en una herramienta de coordinación. La relajación Lagrangiana permite eliminar 
restricciones del modelado incorporándolas a la función objetivo. Estas restricciones eliminadas 
                                                          
6 Una versión previa de este capítulo fue presentada en 29th European Conference on Operational 
Research (EURO 2018) celebrada en Valencia, España, Julio 8-11, 2018. Ha servido para la realización del 
artículo científico “Capacity sharing in production networks: a dynamic and distributed production 
planning approach based on Lagrangian relaxation”, remitido a la revista “The European Journal of 
Operational Research (EJOR)”. 
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permiten descomponer el modelo relajado en submodelos relacionados. Estas 
descomposiciones permiten en ciertos casos segregar el modelado en su totalidad y en otros 
casos segregar el modelado parcialmente. Estos subproblemas pueden coordinarse a través de 
las partes no descompuestas (Kong et al., 2014), según lo propuesto por Dantzig-Wolfe (1960), 
la propuesta de Benders (1962) u otras. En el caso de que el modelo sea descompuesto en su 
totalidad, la coordinación entre los subproblemas se puede hacer con el procedimiento 
propuesto por Singh et al. (2016) de “secure multiparty computations procedure”. Estos 
subproblemas pueden coordinarse con la elección adecuada de los multiplicadores de Lagrange, 
presentes en los subproblemas al aplicar la relajación Lagrangiana.  
Una propuesta para el cálculo adecuado de los multiplicadores de Lagrange se encuentra con el 
método del subgradiente recogido por Fisher (2004) y analizado en el cuarto capítulo de esta 
tesis. En el análisis se destaca que el método del subgradiente recogido por Fisher (2004) ofrece 
una convergencia en los multiplicadores de Lagrange con el número de iteraciones. Se puede 
observar en la Figura 4-6 como los multiplicadores de Lagrange convergen a unos valores en las 
sucesivas iteraciones del cálculo de los multiplicadores. 
La modelización de la cadena de suministro MLCLSP (Multilevel, capacitated, lot-sizing problem) 
se va a realizar con la versátil formulación Planificación de Operaciones y Materiales Genéricos 
(GMOP) (Garcia-Sabater et al., 2013). El modelo utiliza strokes para representar a las 
operaciones. GMOP permite gestionar conjuntamente la lista de materiales (BOM) y la lista de 
procesos (BOP). La formulación GMOP requiere la centralización de la información para el 
cálculo de la planificación de operaciones de varias entidades que se desean coordinar. Esta 
centralización de la información requiere que las entidades compartan su información, por lo 
que puede generar ciertas reticencias por parte de las entidades. Se proponen dos 
procedimientos para calcular la planificación de operaciones sin compartir toda la información, 
por una parte, cuando cada entidad calcula su planificación de operaciones por separado sin 
compartir ninguna información y, por otra parte, cuando la planificación de operaciones es 
calculada por cada entidad compartiendo solo cierta información. 
Para realizar el análisis comparativo entre los diferentes procedimientos en diferentes 
situaciones, se asume para este capítulo que las instancias del banco de instancias del capítulo 
quinto recopilan los datos que definen a entidades independientes. Se entiende que las 
entidades son independientes y pueden planificar sus operaciones de forma aislada. Este 
proceso de cálculo de la planificación de operaciones en el que cada entidad calcula su 
planificación sin compartir ninguna información se denomina, en el desarrollo de este capítulo, 
planificación descentralizada-descoordinada.  
Estas entidades tienen, cada una de ellas, capacidad disponible de recursos que se puede 
compartir. Los recursos compartidos permiten que se realicen una serie de operaciones en todas 
las entidades, y cuando se comparten, permiten que cada entidad reduzca sus costes totales. 
Por lo que se entiende, para el desarrollo de este capítulo, como planificación con coordinación 
centralizada, cuando las entidades ceden toda la información a un tercero independiente para 
que este genere las propuestas de planificación de operaciones para cada una de las entidades. 
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Este tercero independiente buscará minimizar los costes acumulados de todas las entidades a 
coordinar y permitirá el uso compartido de los recursos que puedan ser compartidos por cada 
una de las entidades involucradas. 
En este capítulo se entiende como planificación con coordinación distribuida, cuando cada 
entidad planifica sus operaciones de manera independiente, pero coordina un uso compartido 
de la capacidad de ciertos recursos compartiendo únicamente cierta información. Esta 
capacidad se comparte para realizar operaciones o strokes de cualquiera de las entidades 
coordinadas, a fin de minimizar los costes que cada una de ellas tiene por separado. 
La principal contribución de este capítulo es presentar la metodología de aplicación del 
mecanismo de coordinación con el procedimiento de horizontes rodantes mediante la 
descomposición de Lagrange de la formulación GMOP para la planificación de las operaciones 
con coordinación distribuida, donde los multiplicadores de Lagrange se actualizan con el método 
del subgradiente recogido por Fisher (2004). En el capítulo, se realiza un análisis comparativo de 
tres procedimientos de planificación de las operaciones (centralizada, descentralizada-
descoordinada y distribuida) en diferentes situaciones, dentro del banco de instancias 
presentado en capítulos previos. Según el mejor de nuestros conocimientos, esta es la primera 
investigación conocida de la integración de los mecanismos de coordinación distribuidos en la 
planificación de las operaciones con la formulación GMOP. 
Aunque este capítulo no pretende analizar un caso real, la situación analizada se puede 
extrapolar a empresas en clúster, empresas que comparten vehículos de transporte, hornos de 
procesado por lotes (soldadura, recocidos, vulcanizados...), etcétera. Entidades que deciden 
compartir la capacidad excedente de sus recursos, sin una situación de poder, con el fin de 
mejorar sus ingresos mediante el uso de la capacidad cedida o nivel de servicio.  
En el capítulo se utiliza la situación de tres entidades, cada una con sus propias demandas, que 
disponen de recursos con características equivalentes. Estas entidades deciden 
voluntariamente, sin ninguna prevalencia de poder entre ellas, compartir uno de sus recursos 
dentro de un entorno  multiperiodo, con inestabilidad en la demanda y aplican el procedimiento 
habitual en la industria de los horizontes rodantes (Araujo et al., 2013). La inestabilidad en la 
demanda se identifica con las variables introducidas en el capítulo quinto de variaciones 
conocidas, variaciones posibles como por variaciones desconocidas. 
En este capítulo, se propone un comportamiento colaborativo, también conocido como “de 
equipo” (Stadtler, 2007), donde las entidades comparten información veraz. El comportamiento 
colaborativo es modificado al final del capítulo planteando ciertos comportamientos 
oportunistas por una de las entidades. Se entiende en este capítulo por oportunista cuando una 
de las entidades comparte información que no es del todo veraz. Por ejemplo, una entidad 
informa de una capacidad inferior a la capacidad de sus recursos que puede ceder a las otras 
entidades o que rebaja la reducción de costes que logra mediante el uso compartido de la 
capacidad disponible. 
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El resto del capítulo está estructurado de la siguiente manera: en primer lugar, se presenta una 
breve descripción de la descomposición de Lagrange; en segundo lugar se presentan las tres 
formulaciones utilizadas para el cálculo de la planificación de operaciones con la formulación 
GMOP; en tercer lugar, se presentan el procedimiento para el cálculo de la planificación con 
coordinación distribuida; en cuarto lugar, se expone el diseño de experimento utilizado; en 
quinto lugar se realiza el análisis de los resultados de los experimentos numéricos de la 
planificación con coordinación centralizada y la planificación descentralizada-descoordinada, 
para compararla luego con la planificación con coordinación distribuida; posteriormente se 
analizan distintos efectos oportunistas. El capítulo finaliza con las conclusiones y propuestas de 
trabajos futuros. 
7.2 Breve aproximación a la descomposición de Lagrange  
En esta sección se va a introducir primero la descomposición de Lagrange para el problema 
multientidad; posteriormente se presenta la modelización multientidad con la formulación 
GMOP; por último, se expone la propuesta del procedimiento para la coordinación de la 
capacidad compartida, entre distintas entidades como extensión al capítulo previo de la 
aplicación de la relajación de Lagrange multiproducto, multiproceso, multiperiodo y 
multirecurso a una sola entidad. 
El multiplicador de Lagrange permite eliminar o relajar ciertas restricciones de la formulación a 
cambio de penalizar su incumplimiento en la función objetivo, logrando una simplificación del 
problema, tal y como ha sido presentado en el capítulo cuarto. La nueva función objetivo que 
incluirá las penalizaciones de las restricciones eliminadas, se le denomina problema dual de la 
función principal (Conejo et al., 2006) o función relajada. El valor óptimo de la función relajada, 
para un valor dado no negativo del multiplicador de Lagrange, aporta un límite inferior (en las 
funciones con objetivo de minimizar) al problema principal, dado que simplemente se agrega un 
término negativo a la función objetivo (Fisher, 1985). La relajación de ciertas restricciones puede 
permitir generar un modelo dual de mayor facilidad de resolución (Fisher, 2004).  
En ciertos problemas, la relajación de Lagrange permite la descomposición de un problema en 
una serie de subproblemas coordinados. De hecho, al relajar ciertas restricciones, ciertas partes 
de la función principal y de las restricciones se pueden resolver por separado. Estos 
subproblemas están vinculados entre sí, por los elementos de la función principal y de las 
restricciones que no se han descompuesto. Estos elementos no descompuestos son aquellos 
que relacionan los diferentes subproblemas. Cada subproblema puede entenderse como una 
entidad independiente (Dantzig et al., 1960), coordinada por una entidad central, con la que 
comparten cierta información (Mason et al., 2015). Estos elementos no descompuestos, de la 
función principal y de las restricciones, permiten generar nuevas propuestas para los 
multiplicadores de Lagrange. Los subproblemas permiten generar propuestas para las variables 
de decisión a partir de unos valores dados a los multiplicadores de Lagrange. La entidad central, 
basándose en los valores de las variables de decisión de cada subproblema, actualiza los valores 
de los multiplicadores de Lagrange que permiten el cumplimiento de las restricciones no 
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descompuestas y se adaptan mejor a la función objetivo de la entidad central. Este proceso de 
negociación se repite hasta la estabilización de los valores que adapten las variables de decisión. 
La relajación de las restricciones puede generar, en ciertos casos, subproblemas totalmente 
independientes que únicamente están coordinados por la adecuada selección de los 
multiplicadores de Lagrange para cumplir con la función objetivo y las restricciones del 
problema. En estos casos, la descomposición es completa entre los subproblemas, quedando 
pendiente el método de cómo encontrar el valor más adecuado para los multiplicadores de 
Lagrange. El método debe permitir que las mejores propuestas de solución a cada subproblema 
conlleven al mismo tiempo la mejor propuesta de solución al problema global y a la vez se 
cumpla con las restricciones relajadas. De esta manera, el método consigue la coordinación de 
los subproblemas. 
Los multiplicadores de Lagrange se pueden obtener de diferentes maneras y específicamente 
mediante el método del subgradiente (Fisher, 2004). Este método requiere compartir la 
información del valor óptimo de cada subproblema, con la aplicación de las penalizaciones por 
los incumplimientos de las restricciones relajadas y el óptimo sin aplicar estas penalizaciones. Es 
decir, las entidades deberán compartir el resultado de su optimización local y la parte que influye 
respecto del cumplimiento de las restricciones relajadas cada conjunto de valores de los 
multiplicadores de Lagrange.  
En el intercambio de información, se puede establecer la figura de un tercer agente coordinador 
independiente que recopile toda la información y recalcule los multiplicadores de Lagrange 
(Kong et al., 2014). Pero, dado que únicamente es necesaria la información agregada de todas 
las entidades para el cálculo de los nuevos valores de los multiplicadores de Lagrange, también 
se puede establecer un protocolo de intercambio de información seguro, sin la necesidad del 
agente coordinador independiente. Por ejemplo, la primera entidad informa a las otras 
entidades de los valores necesarios añadiendo una cantidad aleatoria. Luego, el resto de 
entidades agregan sus datos locales a estos datos para generar el acumulado de todas las 
entidades. Posteriormente, el primer agente substrae la cantidad aleatoria cuando se le 
devuelven los datos finales de todas las entidades (Singh et al., 2016). Además, la figura del 
agente coordinador independiente no sería necesaria si la información está disponible al mismo 
tiempo para todas las entidades. Lu et al. (2012) definen este proceso como toma de decisiones 
distribuido iterativo.  
En ciertos problemas, la solución propuesta para el modelado dual, que tiene ciertas 
restricciones relajadas, proporciona una solución que no es válida para el modelado principal 
(Fisher, 2004). Una forma de hacer que las soluciones propuestas a los subproblemas sean 
válidas en el modelado principal es agregar nuevas restricciones (Bajgiran et al., 2016). Estas 
nuevas restricciones reducen las posibles opciones de solución, de modo que las soluciones 
propuestas a los subproblemas cumplen con las restricciones relajadas y la función objetivo. 
Estas nuevas restricciones añadidas permiten descartar soluciones a los subproblemas que no 
son válidas globalmente, en el modelado principal. A continuación, se presentan los tres 
procedimientos que se van a utilizar con la formulación GMOP. 
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7.3 Procedimientos utilizados para el cálculo de la planificación de 
operaciones con la formulación GMOP 
7.3.1 Planificación de las operaciones descentralizada-descoordinada 
En relación con la modelización GMOP, esta permite la representación de procesos paralelos, la 
descomposición de productos, co-productos (Coronado-Hernández, 2016; Vidal-Carreras et al., 
2012), procesos alternativos (Coronado-Hernández et al., 2010, 2017; Maheut, 2013) y otras 
posibilidades inherentes al uso de strokes (Maheut, Garcia-Sabater, & Mula, 2012), de más fácil 
representación mediante el concepto de los strokes que con las estructuras basadas en Gozinto 
(Maheut, 2013). La lista de índices, parámetros y variables se puede observar en la Tabla 7-1, 
con penalizaciones por demora en multientidad.  
En el GMOP presentado, la función principal tiene el objetivo de minimizar los costes de 
mantenimiento de los inventarios, las penalizaciones por demoras en el servicio, las 
preparaciones de los lotes y los costes de las operaciones de cada entidad, según se puede 
observar en la Ecuación (7.1). Las restricciones de las Ecuaciones (7.2) son el equilibrio de stock 
y conectan la parte logística (stocks, retrasos y demanda) con las operaciones (consumo de 
componentes y creación de nuevos productos) de cada entidad. Las restricciones de las 
Ecuaciones (7.3) definen la limitación de la capacidad de los recursos disponibles en cada 
entidad y periodo. Las restricciones de las Ecuaciones (7.4) establecen el requisito de 
preparación del lote cuando se fabrica en el periodo t con el stroke k en cada entidad. 
Finalmente, el conjunto de restricciones de las Ecuaciones (7.5) establecen los requisitos para 
las variables. 
Tabla 7-1: Índices, parámetros y variables usadas en GMOP multientidad. 
Índices  
𝑖 Índice de SKU (incluye producto, embalaje y ubicación) 
𝑡 Índice de periodos de planificación de 1 a T 
𝑟 Índice de recursos 
𝑘 Índice de strokes 
𝑐 Índice de entidades 
𝑗 Índice de iteración de Lagrange  
Parámetros  
𝐷𝑖,𝑡,𝑐 Demanda del SKU i para el periodo t para la entidad c 
𝐻𝑖,𝑡,𝑐 Coste de almacenar una unidad de SKU i en el periodo t para la entidad c 
𝐶𝑂𝑘,𝑡,𝑐 Coste de stroke k en el periodo t para la entidad c 
𝐶𝑆𝑘,𝑡,𝑐 Coste de preparación del stroke k en el periodo t para la entidad c 
𝐶𝐵𝑖,𝑡,𝑐 Coste del retraso del SKU i en el periodo t para la entidad c 
𝑆𝑂𝑖,𝑘,𝑐 Número de unidades del SKU i que genera el stroke k en la entidad c 
𝑆𝐼𝑖,𝑘,𝑐 Número de unidades del SKU i que consume el stroke k en la entidad c 
𝐿𝑇𝑘,𝑐 Tiempo de espera del stroke k en la entidad c 
𝐾𝐴𝑃𝑟,𝑐 Capacidad disponible del recurso r en el periodo t para la entidad c (en unidades de tiempo) 
𝐾𝐴𝑃𝑟=1,𝑐 Capacidad disponible del recurso 1 en el periodo t para la entidad c (en unidades de tiempo) 
𝐾𝐴𝑃′𝑟=1,𝑐 Capacidad disponible del recurso 1 con coordinación en el periodo t para la entidad c (en 
unidades de tiempo) 
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𝑀𝑐 Número suficientemente grande para la entidad c 
𝑇𝑂𝑘,𝑟,𝑐 Capacidad del recurso r requerida para realizar una unidad del stroke k en la entidad c (en 
unidades de tiempo) 
𝑇𝑆𝑘,𝑟,𝑐 Capacidad del recurso r requerida para la preparación del stroke k en la entidad c (en unidades 
de tiempo) 
Variables  
𝑧𝑘,𝑡,𝑐 Cantidad de stroke k que se ejecutan en el periodo t en la entidad c 
𝛿𝑘,𝑡,𝑐 =1 si stroke k se realiza en el periodo t (0 en caso contrario) en el entidad c 
𝑓𝑖,𝑡,𝑐 Cantidad de SKU i en retraso en el periodo t en la entidad c 
𝑥𝑘,𝑡,𝑐 Nivel de inventario del SKU i de la entidad c disponible al final del periodo t 
Fuente: Elaboración propia. 
La formulación del GMOP para cada entidad c se establece como: 
𝐹𝑐 = 𝑚𝑖𝑛 ∑ ∑ 𝐻𝑖,𝑡,𝑐𝑥𝑖,𝑡,𝑐 +
𝑖𝑡
∑ ∑(𝐶𝑆𝑘,𝑡,𝑐𝛿𝑘,𝑡,𝑐 + 𝐶𝑂𝑘,𝑡,𝑐𝑧𝑘,𝑡,𝑐)
𝑘𝑡
















≤ 𝐾𝐴𝑃𝑟,𝑐 ∀𝑟, 𝑡, 𝑐 (7.3) 
𝑧𝑘,𝑡,𝑐 − 𝑀𝑐𝛿𝑘,𝑡,𝑐 ≤ 0, ∀𝑘, 𝑡, 𝑐 
(7.4) 
𝑥𝑖,𝑡,𝑐 ≥ 0; 𝑤𝑖,𝑡,𝑐 ≥ 0, ∀𝑖, 𝑡, 𝑐;  𝑧𝑘,𝑡,𝑐 ∈ ℤ
+;  𝛿𝑘,𝑡,𝑐 ∈ {0,1} ∀𝑘, 𝑡, 𝑐 
(7.5) 
 
La planificación descentralizada-descoordinada (Fdes) del conjunto de entidades se calcula con la 
formulación GMOP con la función objetivo de la Ecuación (7.6) y con las restricciones de las 
Ecuaciones (7.2), (7.3), (7.4), (7.5).  
𝐹𝑑𝑒𝑠 = ∑ 𝐹𝑐
𝑐
 (7.6) 
El cálculo de la planificación de las operaciones descentralizada-descoordinada se puede realizar 
por cada entidad sin compartir información. Las entidades únicamente deberán informar del 
valor de la función objetivo si desean calcular el valor de la función objetivo de la propuesta de 
planificación descentralizada-descoordinada de todas las entidades. 
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7.3.2 Planificación de las operaciones con coordinación centralizada 
Para el desarrollo de este capítulo, se define que solo un recurso de cada entidad es el 
compartido. Se establece que el primer recurso de las tres entidades independientes es el 
compartido (r=1). Esta selección se puede realizar con otros recursos compartidos o con más 
recursos, pero por facilidad de representación matemática, se selecciona el primero. Esta 
limitación deja la posibilidad para futuras líneas de investigación de variar las combinaciones de 
recursos que pueden compartirse.  
La formulación para la planificación con coordinación centralizada (Fcen) de las tres entidades 
tiene la función objetivo de la Ecuación (7.7), con las restricciones de las Ecuaciones (7.2), (7.4) 
y (7.5) y las restricciones de las Ecuaciones (7.8) y Ecuaciones (7.9). 
𝐹𝑐𝑒𝑛 = min ∑ (∑ ∑ 𝐻𝑖,𝑡,𝑐𝑥𝑖,𝑡,𝑐 +
𝑖𝑡
∑ ∑(𝐶𝑆𝑘,𝑡,𝑐𝛿𝑘,𝑡,𝑐 + 𝐶𝑂𝑘,𝑡,𝑐𝑧𝑘,𝑡,𝑐)
𝑘𝑡𝑐

















≤ 𝐾𝐴𝑃𝑟,𝑐 ∀𝑡, 𝑐, 𝑟 ≠ 1 (7.9) 
 
La programación matemática de la planificación con coordinación centralizada buscará en la 
función objetivo definida en la Ecuación (7.7), minimizar el acumulado de las funciones objetivo 
de todas las entidades. Todas las entidades deberán ceder toda la información para que se 
puede realizar la planificación de operaciones con coordinación centralizada. Todos los strokes 
que consuman el recurso compartido tendrán la limitación de la suma de la capacidad del 
recurso compartido de todas las entidades, asimilándolo a un recurso único. 
7.3.3 Planificación de las operaciones con coordinación distribuida. 
Descomposición de Lagrange en GMOP 
En este planteamiento, las restricciones definidas en las Ecuaciones (7.8) son las únicas que 
relacionan las tres entidades. Por lo tanto, la función para la planificación con la relajación de 
las restricciones definidas en las Ecuaciones (7.8), se define mediante la Ecuación (7.10), donde 
se penalizan los incumplimientos con los T multiplicadores de Lagrange. Se establece un 
multiplicador de Lagrange para cada una de las restricciones de las Ecuaciones (7.8), por lo tanto, 
un multiplicador de Lagrange para cada uno de los periodos. 
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𝐹𝐷
𝑐𝑒𝑛 = min ∑ (∑ ∑ 𝐻𝑖,𝑡,𝑐𝑥𝑖,𝑡,𝑐 +
𝑖𝑡
∑ ∑(𝐶𝑆𝑘,𝑡,𝑐𝛿𝑘,𝑡,𝑐 + 𝐶𝑂𝑘,𝑡,𝑐𝑧𝑘,𝑡,𝑐)
𝑘𝑡𝑐














El siguiente paso es seleccionar los adecuados multiplicadores de Lagrange que permitan que la 
resolución de la función objetivo de las entidades con las restricciones relajadas (𝐹𝐷
𝑐𝑒𝑛) se 
aproxime o iguale a la resolución de las funciones objetivo (𝐹𝑐𝑒𝑛) de todas las entidades 
coordinadas. A partir del teorema de dualidad (Conejo et al., 2006) se establece que si existe 
una solución mínima al problema primal, función objetivo (𝐹𝑐𝑒𝑛) de todas las entidades 
coordinadas, el valor de la función objetivo es igual al valor de la función objetivo del problema 
dual, formulado a partir de la función objetivo (𝐹𝐷
𝑐𝑒𝑛), obtenido a partir de la mejor propuesta 
para los multiplicadores de Lagrange. La función objetivo del cálculo de la planificación con 
coordinación distribuida base (Fdis_B) es el máximo valor de la función objetivo (𝐹𝐷
𝑐𝑒𝑛) obtenida 




min ∑ (∑ ∑ 𝐻𝑖,𝑡,𝑐𝑥𝑖,𝑡,𝑐
𝑖𝑡𝑐

















Ahora, el modelado para la planificación con las restricciones relajadas puede descomponerse 
en modelos para cada entidad (𝐹𝑐
𝑑𝑖𝑠_𝐵) según el conjunto formado por la función objetivo 
expresada en la Ecuación (7.12), las restricciones de las Ecuaciones (7.13) y manteniéndose las 
restricciones de las Ecuaciones (7.2), (7.4), (7.5) para cada entidad, coordinados con los 
multiplicadores de Lagrange. Cada entidad c, con la restricción de la capacidad relajada, podrá 
encontrar su óptimo local para cada conjunto de valores de los multiplicadores de Lagrange ujt.  
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𝐹𝑐
𝑑𝑖𝑠_𝐵 =  max
𝑢𝑡
𝑗
𝑚𝑖𝑛 ∑ ∑ 𝐻𝑖,𝑡,𝑐𝑥𝑖,𝑡,𝑐 +
𝑖𝑡
∑ ∑(𝐶𝑆𝑘,𝑡,𝑐𝛿𝑘,𝑡,𝑐 + 𝐶𝑂𝑘,𝑡,𝑐𝑧𝑘,𝑡,𝑐)
𝑘𝑡













≤ 𝐾𝐴𝑃𝑟,𝑐 ∀𝑡, c, 𝑟 ≠ 1 (7.13) 
 
La función objetivo de la planificación con coordinación distribuida base (7.14) se puede 
expresar como la suma de las funciones objetivo de cada entidad (7.12) coordinadas con la 
adecuada selección de los multiplicadores de Lagrange.  




El cálculo de la planificación de las operaciones con coordinación distribuida base se puede 
realizar por cada entidad compartiendo únicamente los multiplicadores de Lagrange. Las 
entidades podrán compartir el valor de la función objetivo si desean calcular el valor de la 
función objetivo de la propuesta de planificación con coordinación distribuida base de todas las 
entidades. Además, deberán compartir la información de todos aquellos elementos necesarios 
para el cálculo de los multiplicadores de Lagrange. 
En el capítulo cuarto, se observa como el método del subgradiente recogido por Fisher (2004) 
presenta una rápida convergencia de los multiplicadores de Lagrange a unos valores y de la 
función dual a una posible solución. Por lo tanto, la actualización de los multiplicadores de 
Lagrange se propone que se realice con el método del subgradiente recogido por Fisher (2004).  
Los T multiplicadores son calculados a partir de las Ecuaciones (7.15), donde se selecciona para 
cada periodo, el mayor valor entre 0 y el valor del multiplicador previo más el incumplimiento 
de las restricciones relajadas, afectado por el paso sj que se calcula a partir de la Ecuación (7.16). 
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𝑢𝑡
𝑗+1 = max {0, 𝑢𝑡
𝑗



















En la Ecuación (7.16), 𝜎𝑗 es un escalar que debe satisfacer la condición de  0 < 𝜎𝑗 ≤ 2 ∀𝑗. 𝐹
𝑐𝑒𝑛∗ 
es el menor coste de planificación de todas las entidades que cumple con las restricciones 
relajadas disponible. 𝐹𝐷
𝑐𝑒𝑛(𝑢𝑗) es el valor del coste de planificación de todas las entidades 
penalizado con el incumplimiento de las restricciones de los recursos compartidos y los 
multiplicadores de Lagrange ujt.  
En el cuarto capítulo, se observó cómo el método del subgradiente recogido por Fisher (2004) 
presentaba una mala convergencia en la función principal. Las propuestas para las variables de 
decisión que se obtenían al encontrar la solución a la función relajada para cada conjunto de 
multiplicadores de Lagrange no cumplían con las restricciones relajadas.  
Para mejorar la convergencia en la función principal, se propone realizar la planificación de las 
operaciones en dos fases, tal y como se refleja en la Figura 7-1. En la primera fase se obtiene la 
propuesta de planificación de la resolución del modelo de programación recogido en las 
Ecuaciones (7.2), (7.4), (7.5), (7.14), (7.13), (7.15) y (7.16) como propuesta de planificación con 
coordinación distribuida base. En una segunda fase, las propuestas de planificación de cada 
entidad se calculan de nuevo, añadiendo las restricciones con respecto al recurso compartido 
en cada entidad y periodo, Ecuaciones (7,17). La resolución del modelo de programación 
expresado con las Ecuaciones (7.1), (7.2), (7.4), (7.5), (7.9) y (7.17) es realizada para cada entidad 





≤ 𝐾𝐴𝑃′𝑟=1,𝑐,𝑡 ∀𝑡, 𝑐 (7.17) 
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Figura 7-1: Diagrama de flujo del método de resolución aplicado para cada tramo en el que se planifica 
 
Fuente: Elaboración propia. 
Las Ecuaciones (7.17) añaden nuevas restricciones a la formulación de cada entidad con respecto 
a la capacidad del recurso compartido en cada periodo. Los nuevos límites a la capacidad 
disponible para cada entidad y periodo, KAP’r=1,c,t, se establecen en función de la propuesta de 
planificación con coordinación distribuida base. En aquellas entidades que consumen menos de 
la capacidad de la entidad, se define KAP’ r=1,c,t como la capacidad utilizada en la propuesta de 
planificación con coordinación distribuida base. Las entidades que no requieren de toda su 
capacidad ahora tienen este nuevo límite de capacidad, reservando la capacidad no utilizada 
para las otras entidades. Las entidades con necesidades mayores que la capacidad de sus 
recursos, dispondrán de más capacidad proveniente de la capacidad de los recursos de las otras 
entidades no utilizada. La capacidad de los recursos no utilizada de las otras entidades es 
distribuida proporcionalmente al uso de los recursos propuesto en la propuesta de planificación 
con coordinación distribuida base.  
Las restricciones definidas en las Ecuaciones (7.17) aseguran las necesidades de aquellas 
entidades que utilizan una fracción de la capacidad de su recurso, según la solución de partida. 
En la siguiente etapa ofrecen la capacidad sobrante del recurso compartido a las otras entidades 
proporcionalmente a la capacidad solicitada por la propuesta de planificación con coordinación 
distribuida base. Se entiende que este reparto ocurre solo cuando al menos una entidad tiene 
excedente de capacidad disponible del recurso compartido en dicho periodo y al menos otra 
entidad requiere capacidad de dicho recurso compartido para ese periodo. La suma total de la 
nueva capacidad disponible, KAP’ r=1,c,t, será menor o igual a la capacidad total de los recursos. 
Las entidades volverán a calcular sus planificaciones según la nueva propuesta de capacidad 
disponible, utilizando para ello las Ecuaciones (7.14). Las entidades que han tenido disponible 
mayor capacidad en el periodo ejecutado deben compensar a las otras entidades con el 
resultado de multiplicar la cantidad extra ofrecida por los multiplicadores de Lagrange 
establecidos. 
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Los multiplicadores de Lagrange pueden entenderse como la compensación unitaria por el 
derecho de uso de la capacidad del recurso compartido. Y al multiplicar los multiplicadores de 
Lagrange por la capacidad ofrecida por cada entidad, estos pueden ser asimilados a la 
compensación que las entidades deben realizar por el derecho de usar la capacidad adicional. 
Esta compensación se refiere al derecho de uso y no al uso. Se entiende que los costes asociados 
por el uso de los recursos para llevar a cabo las operaciones planificadas deben ser soportados 
por la entidad que hace uso de los recursos compartidos. El coste de ejecución de los strokes 
realizados con esos recursos compartidos es de la entidad que requiere de esas operaciones. 
Por otro lado, se debe tener en cuenta que cuando se seleccionan unos valores en los 
multiplicadores de Lagrange como base y la capacidad asignada a cada entidad es variada según 
el total de capacidad disponible, la situación de la capacidad asignada respecto de un punto de 
equilibrio se está modificando. El resultado podrá tender a otros costes, alejándose del resultado 
de la planificación con coordinación centralizada. Pero, se está garantizando su viabilidad, al 
asegurar que no se sobrepasa el uso de la capacidad total disponible de los recursos 
compartidos.  
El procedimiento subsana los incumplimientos de las restricciones relajadas del método del 
subgradiente al forzar un reparto proporcional de la capacidad en función de la mejor propuesta 
realizada en la convergencia de los multiplicadores de Lagrange del método del subgradiente 
recogido por Fisher (2004). 
En esta nueva situación, las entidades que necesiten más recursos en ciertos periodos tendrán 
una mayor disponibilidad de capacidad, dependiendo de la utilización de los recursos de las 
otras entidades, pero sancionadas por las compensaciones admitidas. Las entidades que han 
reservado capacidad para ceder a otras entidades pueden volver a planificar, incluyendo las 
compensaciones que perciben de las otras entidades.  
En el siguiente apartado se presentan los resultados de una serie de experimentos con los 
procedimientos expuestos. Estos experimentos intentan validar la hipótesis de que la 
planificación con coordinación distribuida presentada, se aproxima a la planificación con 
coordinación centralizada y mejora con respecto a la planificación descentralizada-
descoordinada. 
7.4 Diseño de experimentos, selección de instancias 
Para validar el procedimiento de coordinación propuesto, se van a comparar los costes totales 
y el cumplimiento de servicio de cada entidad bajo el procedimiento de horizontes rodantes, 
entre la planificación con coordinación centralizada, la planificación descentralizada-
descoordinada y la propuesta de planificación con coordinación distribuida. Los costes totales 
se van a calcular como la suma de los costes de los 52 periodos analizados y ejecutados, tal y 
como es explicado en el capítulo sexto de esta tesis. El nivel de servicio se va a definir como el 
nivel de demanda insatisfecha en función de la demanda solicitada en los 52 periodos de estudio 
según la Ecuación (6.9).  
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En este capítulo, se seleccionan una serie de instancias del banco del capítulo quinto. La 
selección intenta ser un equilibrio entre una representación del banco de instancias y la 
capacidad de poder presentar un estudio detallado del mecanismo de coordinación expuesto. 
Para ello, se seleccionan las estructuras de producto P1, P4, P5 y P6 que se pueden ver en la 
Figura 7-2. Esta selección es realizada intentando escoger los diferentes extremos de los 
medibles del nivel de servicio y del coste total que se pueden apreciar en la Figura 6-8 y en la 
Figura 6-44, definidos y analizados en el capítulo anterior respecto del banco de instancias. La 
demanda se distribuye entre los 10 productos según el factor de Pareto, Par00, en el cual, todos 
los productos de cada instancia tienen demandas afines. Con respecto a la demanda, se 
seleccionan las instancias con el patrón de demanda creciente TT y el patrón de demanda 
estacional creciente ST, ambos se pueden ver en la Tabla 7-2. Estos patrones de demanda son 
seleccionados por ser aquellos que presentaban mayores costes totales en el banco de 
instancias que se puede apreciar en la Figura 6-9. Las demandas están constituidas por una 
demanda media de μt para cada periodo t, establecida en 500 unidades, un ruido Zt calculado 
por una función aleatoria de tipo uniforme de +/- 5 unidades y una función lineal creciente con 
pendiente constante por periodo. 
Figura 7-2: Estructuras de productos seleccionados. 
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Tabla 7-2: Tipos de demanda seleccionados. 
Tipo de demanda    Función 
Tendencia creciente (TT)  Dt= μt + 50/100(t/52)μt + Zt 
Estacional + creciente(ST) Dt= μt(1+sin(2πt/52+π/2)) + 50/100(t/52)μt + Zt  
μ t demanda media según Pareto, Bt crecimiento proporcional a los periodos, Zt ruido. Fuente: Elaboración propia. 
Para esta experimentación se va a seleccionar que la incertidumbre tenga una desviación 
estándar del 10 por ciento sobre la demanda media del periodo, CV10. La incertidumbre es 
simulada como una variación aleatoria normal (Lee et al., 2006) centrada en la demanda de cada 
producto en cada tramo en el que se planifica.  
Finalmente, en la Figura 7-2 se pueden ver los distintos recursos disponibles para cada tipo de 
strokes. Las operaciones sombreadas no consumen capacidad de los recursos de la entidad, se 
entienden que son compradas a otras entidades. En este capítulo, se van a seleccionar las 
disponibilidades de capacidad del 30% (R30), del 75% (R75) y 100% (R00) de todos los recursos. 
Se seleccionan estos niveles por presentar valores extremos en los costes que se puede apreciar 
en la Figura 6-18, y en el nivel de servicio que se puede apreciar en la Figura 6-53. 
En total, se van a utilizar 288 instancias del banco de instancias presentado en el capítulo quinto. 
Todos los factores seleccionados se pueden ver en la Tabla 7-3. Por simplificación para este 
capítulo, la codificación de las instancias seleccionadas se identificará con los elementos 
diferenciales seleccionados para este capítulo. Sea, por ejemplo, la instancia 
“Par00_TT_CV10_P1_R00_9” que se interpreta como Parxx el tipo de distribución irregular de 
la demanda o Pareto, CC el tipo de demanda, CVxx el tipo de incertidumbre en la demanda, Px 
tipo de estructura de producto, Rxx nivel de saturación de los recursos y 9 el número de la 
instancia, se identificará en este capítulo como TTP1R00_9. Y al conjunto de instancias con esta 
misma combinación de factores como TTP1R00 que incluye “Par00_TT_CV10_P1_R00_1”, 
“Par00_TT_CV10_P1_R00_2”, “Par00_TT_CV10_P1_R00_3”, “Par00_TT_CV10_P1_R00_4”, 
“Par00_TT_CV10_P1_R00_5”, “Par00_TT_CV10_P1_R00_6”, “Par00_TT_CV10_P1_R00_7”, 
“Par00_TT_CV10_P1_R00_8”, “Par00_TT_CV10_P1_R00_9”, “Par00_TT_CV10_P1_R00_10”, 
“Par00_TT_CV10_P1_R00_11” y “Par00_TT_CV10_P1_R00_12”. 
Tabla 7-3: Factores seleccionados. 
Pareto Demanda Incertidumbre BOM Saturación Instancias 
Par00  TT, ST CV10 P1, P4, P5, P6 R30, R75, R00 
1, 2, 3, 4, 5, 6, 
7, 8, 9, 10, 11, 
12 
Fuente: Elaboración propia. 
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7.5 Análisis de los resultados conseguidos de las propuestas de 
planificación con coordinación centralizada y planificación 
descentralizada-descoordinada 
Para calcular la planificación con coordinación centralizada, se establece que las tres entidades 
ceden toda la información a un tercero independiente para que genere las propuestas de 
planificación de operaciones para cada una de ellas. Este tercero independiente buscará 
minimizar los costes acumulados de todas las entidades coordinadas y permitirá el uso 
compartido de la capacidad de los recursos que pueden ser compartidos por cada una de las 
entidades involucradas. Se establece que el recurso R1 de las tres entidades independientes es 
el compartido. El recurso R1 de las tres entidades se puede utilizar para la preparación y 
realización de los strokes que requieran del recurso R1 en las tres entidades. Los recursos R1 de 
las tres entidades tienen iguales características, por lo que puede ser utilizados indistintamente 
por las tres entidades. La formulación para la planificación con coordinación centralizada de las 
tres entidades se modeliza con la función objetivo de la Ecuación (7.7) y con las restricciones de 
las Ecuaciones (7.2), (7.4), (7.5), (7.8) y (7.9).  
Se asume que cada instancia del banco de instancias recopila los datos que definen a cada una 
de las entidades. Para llevar a cabo estos experimentos numéricos, las instancias se seleccionan 
de forma alfanumérica, de modo que TTP1R00_1, TTP1R00_2, TTP1R00_3 son las tres instancias 
a partir de las cuales se buscará la propuesta de planificación con coordinación centralizada. Esta 
selección implica que otras posibles combinaciones de instancias puedan realizarse, pero se 
desea analizar cuando las entidades son equivalentes dejando para futuras investigaciones otras 
posibles combinaciones entre entidades. En el Anexo 5 se pueden ver los resultados positivos 
en el caso de tres entidades diferentes STP1R30, STP4R30 y TTP5R30. Las tres entidades mejoran 
en costes y en nivel de servicio con la propuesta de planificación con coordinación distribuida 
frente a la propuesta de planificación descentralizada-descoordinada. Por lo que se decide 
centrar este capítulo en las combinaciones de entidades afines. 
La planificación descentralizada-descoordinada se entiende, para este capítulo, como la 
propuesta de planificación que se obtiene del modelado con la función objetivo de la Ecuación 
(7.6) y con las restricciones de las Ecuaciones (7.2), (7.3), (7.4) y (7.5), para cada una de las 
instancias. 
Para el cálculo de las propuestas de planificación para las diferentes situaciones, se aplica el 
procedimiento heurístico de horizonte rodantes, habitual tanto en la industria como a nivel 
académico (de Sampaio et al., 2017). El procedimiento de horizontes rodantes se define con un 
horizonte de planificación de ocho periodos y un periodo congelado, es decir, solo se ejecuta el 
primer periodo, tal y como fue realizado en el capítulo quinto. Esta selección permite comparar 
con los resultados de la experimentación del banco de instancias realizados en el capítulo 
anterior. En cada periodo, se calcula la planificación a partir de los resultados de la ejecución de 
la planificación previa y la actualización de la previsión de la demanda para los ocho nuevos 
periodos. Los resultados del periodo ejecutado se convierten en las situaciones de inicio en el 
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siguiente tramo en el que se planifica, las existencias iniciales, los retrasos y las órdenes 
lanzadas.  
La búsqueda de la mejor propuesta de planificación de operaciones en cada tramo en el que se 
planifica se realiza con el programa de optimización comercial GUROBI® 7.0.2 64bits para Linux, 
seleccionado en base a su rendimiento superior (Meindl et al., 2012) ejecutado en el clúster 
“Rigel” (ASIC, 2018). Se define un gap del 1%, un límite de procesamiento de cada tramo en el 
que se planifica de 3.000 segundos y de 125 horas para cada instancia.  
La distribución de los resultados obtenidos de los costes totales para los 52 periodos de análisis 
de las propuestas de planificación descentralizada-descoordinada y de las propuestas de 
planificación con coordinación centralizada de las instancias seleccionadas con demanda 
creciente (TT), se pueden observar en la Figura 7-3. De ella se destaca que cuando menores son 
las capacidades disponibles, las propuestas de planificación con coordinación centralizada 
presentan menores costes que las propuestas de planificación descentralizada-descoordinada. 
En las instancias TTP1R30, TTP4R30 y TTP5R30 se aprecian las mayores diferencias entre las 
distribuciones de los costes totales de los 52 periodos de análisis de las dos formas de obtener 
las propuestas de planificaciones. En las instancias TTP6R30, la alternativa de proceso de la 
estructura (P6) permite disponer de capacidad suficiente, por lo que no se aprecia una mejora 
con respecto a los costes asociados de la propuesta de planificación centralizada. En las 
instancias con tipos de producto (P6), las entidades tienen alternativas de procesos y de 
productos que permiten compensar la reducción de recursos de (R30). 
Figura 7-3: Comparativa de costes totales de los 52 periodos de estudio entre descentralizada-descoordinada y 
coordinación centralizada donde cada tres entidades comparten la capacidad del primer recurso, para tipos de demanda 
creciente. 
 
TTP1R00 demanda creciente, estructura producto P1, Recursos disponibles al 100%; TCR_52_Centralized valores de costes totales 
de los 52 periodos analizados con las tres entidades centralizadas en el recurso compartido; TCR_52_Decoordinated valores de 
costes totales de los 52 periodos analizados con las entidades descentralizada-descoordinadas. Fuente: Elaboración propia. 
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La Figura 7-4 muestra los costes totales para los 52 periodos de análisis de las propuestas de 
planificación descentralizada-descoordinada y de las propuestas de planificación con 
coordinación centralizada de las instancias seleccionadas con demanda estacional creciente 
(ST). En este caso se observa que el compartir el recurso (R1) no permite identificar una 
reducción de costes claramente entre las propuestas de planificación con coordinación 
centralizada y los costes de las propuestas de planificación descentralizada-descoordinada. 
Figura 7-4: Comparativa de costes totales de los 52 periodos de estudio entre descentralizada-descoordinada y 
coordinación centralizada donde cada tres entidades comparten la capacidad del primer recurso, para tipos de demanda 
estacional creciente. 
  
STP1R00 demanda estacional creciente, estructura producto P1, Recursos disponibles al 100%; TCR_52_Centralized valores de 
costes totales de los 52 periodos analizados con las tres entidades centralizadas en el recurso compartido; TCR_52_Decoordinated 
valores de costes totales de los 52 periodos analizados con las entidades descentralizada-descoordinadas. Fuente: Elaboración 
propia. 
El cumplimiento de servicio en los 52 periodos de análisis de las propuestas de planificación 
descentralizada-descoordinada y de las propuestas de planificación con coordinación 
centralizada de las instancias seleccionadas con demanda creciente (TT), se pueden observar en 
la Figura 7-5. En ella se puede observar cómo la distribución de los niveles de servicio del grupo 
de instancias TTP1R30, TTP4R30 y TTP5R30 presentan una distribución con mejor nivel de 
servicio con las propuestas de planificación con coordinación centralizada que con las 
propuestas de planificación descentralizada-descoordinada. 
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Figura 7-5: Comparativa del nivel de servicio de los 52 periodos de estudio entre descentralizada-descoordinada y 
coordinación centralizada donde cada tres entidades comparten las capacidades del primer recurso, para tipos de 
demanda creciente. 
  
 TTP1R00 demanda creciente, estructura producto P1, Recursos disponibles al 100%; NSR_Centralized valores del nivel de servicio 
de los 52 periodos analizados con las tres entidades centralizadas en el recurso compartido; NSR_Decoordinated valores del nivel 
de servicio de los 52 periodos analizados con las entidades descentralizada-descoordinadas. Fuente: Elaboración propia. 
El cumplimiento de servicio en los 52 periodos de análisis de las propuestas de planificación 
descentralizada-descoordinada y de las propuestas de planificación con coordinación 
centralizada de las instancias seleccionadas con estacional creciente (ST), se pueden observar 
en la Figura 7-6. En ella se observa que no hay una destacada mejora del nivel de servicio entre 
las propuestas de planificación con coordinación centralizada y los niveles de servicio de las 
propuestas de planificación descentralizada-descoordinada en patrones de demanda estacional 
creciente. 
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Figura 7-6: Comparativa del nivel de servicio de los 52 periodos de estudio entre descentralizada-descoordinada y 
coordinación centralizada donde cada tres entidades comparten las capacidades del primer recurso, para tipos de 
demanda estacional creciente. 
 
STP1R00 demanda estacional creciente, estructura producto P1, Recursos disponibles al 100%; NSR_Centralized valores del nivel 
de servicio de los 52 periodos analizados con las tres entidades centralizadas en el recurso compartido; NSR_Decoordinated 
valores del nivel de servicio de los 52 periodos analizados con las entidades descentralizada-descoordinadas. Fuente: Elaboración 
propia. 
La Figura 7-3 y la Figura 7-4 aportan la distribución de los costes totales de las instancias 
seleccionadas, 12 instancias en cada combinación de factores. La Figura 7-5 y la Figura 7-6 
aportan el nivel de servicio de las 12 instancias en cada combinación de factores. De las 4 figuras 
se puede destacar que las restricciones de capacidad (R75) no tienen efectos apreciables 
respecto de disponer del 100% de la capacidad (R00) en las estructuras de producto (P1), (P4), 
(P5) y (P6). Las demandas requeridas pueden ser suministradas con la capacidad disponible y no 
aporta una ventaja el compartir la capacidad del recurso (R1). Pero, es apreciable que, si la 
capacidad disponible es del (R30) y las estructuras de producto son (P1), (P4) y (P5), compartir 
la capacidad del recurso (R1) entre las entidades permite un ahorro en los costes totales y una 
mejora en el nivel de servicio en las demandas tipo (TT), pero no es apreciable en las demandas 
(ST) aunque presentan mayores costes como se podía apreciar en la Figura 6-9.  
Al evaluar los valores de TTP1R30 entre pares por el test de los signos de sus medianas respecto 
de los costes totales de las propuestas de planificación con coordinación centralizada y de los 
costes de las propuestas de planificación descentralizada-descoordinada se observa que la 
hipótesis nula, que sean iguales, puede ser rechazada con una fiabilidad superior al 95% (Valor-
P =0.00937). Por lo que se puede afirmar que en las instancias TTP1R30 la propuesta de 
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planificación con coordinación centralizada genera unos costes diferenciados respecto de los 
costes de las propuestas de planificación descentralizada-descoordinadas. 
No se ha observado una reducción generalizada de los costes por haber compartido capacidades 
entre las propuestas de planificación con coordinación centralizada y las propuestas de 
planificación descentralizada-descoordinada, excepto en las instancias con la combinación 
TTP1R30, TTP4R30 y TTP5R30. En estas instancias se observa una mejora tanto en la distribución 
de costes como en la distribución del nivel de servicio entre las propuestas de planificación 
descentralizada-descoordinada y las propuestas de planificación con coordinación centralizada. 
A continuación, se realiza la comparación y análisis entre la planificación con coordinación 
centralizada, planificación descentralizada-descoordinada y el método propuesto para la 
planificación con coordinación distribuida. 
7.6 Detalle de la aplicación del procedimiento para el cálculo de las 
propuestas de planificación con coordinación distribuida  
En la planificación de las operaciones con coordinación distribuida, al igual que con la 
coordinación centralizada, tres entidades comparten la capacidad de sus primeros recursos, 
(R1). Sin embargo, estas entidades establecen una compensación unitaria interna por el derecho 
al uso de estos recursos compartidos en cada periodo, como herramienta para obtener la 
propuesta de planificación con coordinación distribuida.  
La operativa intenta aproximarse a una posible realidad industrial. Las entidades se informan 
mutuamente de su previsión de capacidad sobrante o necesidad de capacidad adicional para los 
próximos periodos, junto con la suma de los ahorros de todas las entidades que implica disponer 
de más capacidad. Posteriormente, con esta información disponible, todas las entidades pueden 
calcular los multiplicadores de Lagrange o compensación por el derecho de uso de la capacidad 
compartida en cada periodo. Una vez conocidos los multiplicadores de Lagrange para cada 
periodo, cada entidad puede actualizar su situación de capacidad sobrante o necesidad de 
capacidad adicional en cada periodo del tramo en el que se planifica con estas compensaciones. 
También pueden actualizar el diferencial de todas las entidades de los ahorros obtenidos con las 
nuevas compensaciones. La planificación con coordinación distribuida permite disponer de una 
capacidad extra, pero con un coste por el derecho de uso que aportan los multiplicadores de 
Lagrange. Luego, con esta nueva información disponible, todas las entidades pueden volver a 
calcular los multiplicadores de Lagrange para cada periodo. Estos pasos se repiten hasta que 
alcanzan una situación estable en los multiplicadores de Lagrange para todos los periodos de 
planificación en cada tramo en el que se planifica.  
Tal y como fue planteado en el capítulo cuarto, para el cálculo de los multiplicadores de Lagrange 
se empezará con 𝜎0 igual a 2 y se reducirá a la mitad, si el resultado de la suma de las funciones 
objetivo de cada entidad con el multiplicador de Lagrange no ha mejorado el límite inferior 
después de 10 iteraciones. El número de iteraciones en la actualización del multiplicador de 
Lagrange antes de finalizar el proceso, se define en 300 iteraciones de actualización. 
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En la Figura 7-7 se puede observar una de las evoluciones de los multiplicadores de Lagrange 
para cada restricción del recurso compartido, para los ocho periodos del horizonte de 
planificación, entre tres instancias. En las iteraciones iniciales se observan las oscilaciones de los 
multiplicadores de Lagrange. En las primeras iteraciones distintas propuestas de 
compensaciones se calculan hasta tender a una convergencia de las compensaciones en las 
sucesivas iteraciones. En las últimas iteraciones se aprecia una estabilidad en los valores 
propuestos para los multiplicadores de Lagrange. Los multiplicadores de Lagrange de los 
periodos séptimo y octavo toman valores nulos. Equivalente evolución de los multiplicadores se 
observó en los cálculos presentados en el capítulo cuarto que se puede apreciar en la Figura 4-6. 
Figura 7-7: Representación de los multiplicadores de Lagrange en las primera 300 iteraciones, en el tramo en el que se 
planifica el periodo 49, en la instancia STP1R30_4 que comparte capacidad con STP1R30_5 y STP1R30_6 
 
STP1R30_4 Demanda estacional creciente estructura de producto P1 capacidad disponible al 30% y la instancia 4 que se coordina 
con las instancias 5 y 6. Fuente: Elaboración propia 
Los multiplicadores de Lagrange penalizan en la función objetivo cada restricción relajada, en 
este caso, la limitación de la capacidad total disponible en cada periodo. El multiplicador de 
Lagrange aumenta su valor cuando las entidades necesitan más capacidad que la disponible para 
ese periodo y tiende a 0 si hay capacidad suficiente para satisfacer las necesidades de todas las 
entidades en ese periodo. Cuando se aplica el método del subgradiente recogido por Fisher 
(2004), los multiplicadores tienden a converger con las sucesivas iteraciones a unos valores, 
donde los costes totales de la planificación de las operaciones se acercan a los costes totales 
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Las entidades que requieren de más capacidad de la que tienen disponible deben evaluar entre 
los costes asociados al uso de las capacidades penalizadas por los multiplicadores de Lagrange y 
los costes de otras alternativas posibles. Las entidades adelantan o atrasan las operaciones que 
consumen la capacidad de esos recursos, con el fin de evitar las penalizaciones. Estas 
modificaciones en la planificación de operaciones implican costes inferiores a los costes 
asociados a las penalizaciones que soportarían por el uso de la capacidad de los recursos 
compartidos. Algunas entidades liberan capacidad que otras entidades pueden necesitar con 
mayor urgencia, dispuestas a soportar unos sobrecostes con tal de evitar costes mayores. Los 
multiplicadores de Lagrange tienden a unos valores de equilibrio entre las compensaciones y la 
modificación de la planificación en cada periodo. Algunas entidades utilizan más de la capacidad 
que aportan, por lo que la penalización que soportan debe compensar a las entidades que 
utilizan menos de la capacidad que aportan y están cediendo parte de su capacidad.  
Una vez que los multiplicadores de Lagrange se han estabilizado, se selecciona la propuesta de 
planificación que genera el menor diferencial acumulado entre los coste totales de la propuesta 
de planificación y las propuestas de planificación con penalizaciones al uso de los recursos 
compartidos, siguiendo el método del subgradiente recogido por Fisher (2004). Estas propuestas 
se identifican en este capítulo como propuestas de planificación con coordinación distribuida 
base.  
Sin embargo, debe recordarse que la suma de las capacidades requeridas en estas propuestas 
de planificación generalmente requiere de una capacidad mayor que la capacidad total de los 
recursos compartidos por las tres entidades, como se identifica en el capítulo cuarto de esta 
tesis. Las soluciones generadas para la función relajada no son generalmente válidas en la 
función principal con el método del subgradiente recogido por Fisher (2004).  
Estas penalizaciones y propuestas de uso de la capacidad total en cada entidad para cada 
periodo permiten añadir las nuevas restricciones a cada entidad, Ecuaciones (7.17). Estas nuevas 
restricciones reparten proporcionalmente la capacidad total según la propuesta seleccionada 
como base por entidad y periodo. Esta distribución prioriza a aquellas entidades que han 
previsto en la planificación con coordinación distribuida con base el uso de menos capacidad 
que la capacidad que tienen y distribuye proporcionalmente las capacidades sobrantes en 
función de la propuesta de planificación con coordinación distribuida base. Este planteamiento 
asume que las entidades primero reservan su capacidad para sus requerimientos previstos en la 
planificación con coordinación distribuida base y si tienen previsión de capacidad sobrante en la 
planificación con coordinación distribuida base permitirán el uso del recurso sobrante por otra 
entidad. Esta selección implica que se alejan de una planificación con coordinación centralizada, 
pero se acercan al planteamiento de entidades independientes. Las entidades independientes 
primero asegurarán sus necesidades antes de plantearse ceder capacidad a otras entidades. Por 
lo tanto, en los periodos en los que hay alguna entidad dispuesta a ceder capacidad y alguna que 
necesite capacidad adicional, las capacidades cedidas se ajustan proporcionalmente a la 
capacidad solicitada según la planificación con coordinación distribuida base, tal que la 
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capacidad total cedida es menor o igual a la capacidad total no reservada por cada entidad a su 
recurso. 
La Tabla 7-4 muestra los valores que toman los multiplicadores de Lagrange y la capacidad 
requerida por cada entidad en cada periodo, en la propuesta de planificación con coordinación 
distribuida base para la coordinación distribuida entre unas instancias, en un tramo en el que se 
planifica. El primer periodo será el ejecutado y el resto de periodos que aparecen son previsiones 
para los siguientes periodos. La tabla también muestra los valores de KAP’ r=1,c,t, de las Ecuaciones 
(7.17), utilizados para la segunda fase del cálculo de la planificación de las operaciones con 
coordinación distribuida, junto con las penalizaciones que cada entidad soporta por la capacidad 
extra que dispone o las bonificaciones por la capacidad cedida. La última columna de cada 
entidad identifica el uso de la capacidad disponible que las entidades realizan de los recursos 
compartidos. Como se puede observar la propuesta de planificación con coordinación 
distribuida presentada, se acerca al uso completo de la capacidad disponible de los tres recursos 
1.799un, pero sin llegar a sobrepasar la capacidad máxima disponible, que en estas instancias 
es de 1.800un (600+600+600). La propuesta de planificación con coordinación distribuida base 
requiere de una capacidad superior a la disponible (737+793+428=1.958 un >1.800un). 
Tabla 7-4: Multiplicadores de Lagrange, capacidades y costes en las instancia STP1R30_4, STP1R30_5 y STP1R30_6 en el 
tramo en el que se planifica el periodo 27 en la planificación con coordinación distribuida 
Multiplicador de Lagrange para la restricción de capacidad compartida en el periodo 27 en el tramo en el que se planifica del 
periodo 27 de la mejor propuesta a la función relajada como solución base. Fuente: Elaboración propia 
Las entidades primero intentarán cubrir sus necesidades antes de ceder capacidad. Cuando los 
requerimientos de todas las entidades crecen, las entidades deben ponderar otros costes para 
liberar capacidad y poderla compartir a cambio de compensaciones por cederla. Por lo tanto, las 
entidades incrementarán sus costes, por ejemplo, adelantando la planificación con mayores 
costes de almacenaje, pero perciben compensaciones por la capacidad que liberan que otra 
entidad puede requerir con más necesidad. Las entidades que obtienen capacidad extra pueden 
realizar operaciones, pero deben compensar por la capacidad extra recibida. Los costes de las 
compensaciones son inferiores a los costes que incurrirían si no dispusieran de esta capacidad 
extra. Un ejemplo es un incremento de la demanda en el periodo a ejecutar que puede generar 
elevados costes de penalizaciones por retraso.  
Este método de actualización de los multiplicadores de Lagrange puede provocar en las 
























27 87,75 737 671 6.230 670 793 701 67.670 701 428 428 -120.572 428 1799
28' 11,49 447 519 -931 494 637 637 18.278 637 644 644 28.028 644 1775
29' 2,08 521 596 -8 521 610 610 5.210 598 492 594 -3.588 492 1611
30' 121 600 231 600 109 109 600 109 449
31' 90 600 80 600 80 600 80
32' 600 600 600
33' 600 600 600
34' 600 600 600
STP1R30_4 STP1R30_5 STP1R30_6
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serán reacias a incrementar mucho sus costes, aunque las compensaciones sean igualmente 
muy altas. En situaciones de altas compensaciones, las entidades tendrán igualmente altos 
requerimientos para cada una de las entidades, por lo que primero intentarán cubrir sus 
necesidades antes de ceder capacidad a cambio de una compensación alta de otras entidades. 
El método de cálculo de los multiplicadores de Lagrange tiende a elevar el valor de los 
multiplicadores cuando más necesidad hay de esos recursos compartidos. Este incremento 
busca encontrar un punto de equilibrio entre cumplir la restricción relajada y el resto de costes 
de cada entidad. 
A compensaciones unitarias altas las entidades serán reacias a compartir capacidad, dado que 
implicaría altos costes en las operaciones de la entidad, aunque pudieran tener compensaciones 
de otras entidades. Si no comparten su capacidad, podrán disponer de planificaciones con 
menores costes para atender las necesidades de la entidad y con los únicos riesgos de la entidad. 
Las compensaciones unitarias con las cuales se quiere establecer la coordinación deben ser 
inferiores al límite aceptado por las entidades. Este límite de compensación unitario se refiere 
al hecho de que las entidades no desearán compartir sus recursos propios en situaciones de alta 
demanda, dado que priorizarán primero sus propios requerimientos, evitado penalizaciones por 
demoras presentes o futuras, antes de ceder capacidad a cambio de una posible compensación 
por el recurso compartido con otra entidad. En estos experimentos, el límite para los 
multiplicadores de Lagrange se define en 300 unidades monetarias. Esta elección abre la 
posibilidad de futuras líneas de investigación entre los límites y compensaciones que pueden 
llegar a tener entre las entidades. El límite a los multiplicadores de Lagrange aleja la propuesta 
de planificación de la que se obtendría de una planificación con coordinación centralizada, pero 
se entiende que las entidades primero buscarán satisfacer sus necesidades altas antes de 
plantear compartir capacidad. En el ANEXO 6 se adjunta una comparativa en el caso de que no 
se establezcan límites a los multiplicadores de Lagrange, llegando a compensaciones elevadas, 
del 23,4% respecto del valor de la función objetivo en un tramo en el que se planifica. 
Una vez que se hayan establecido las propuestas de capacidad cedida y compensaciones 
unitarias, las entidades pueden volver a calcular su planificación de operaciones, pero con las 
nuevas restricciones añadidas a cada entidad, Ecuaciones (7.17). Las compensaciones unitarias 
establecidas permiten definir los costes adicionales por el derecho de uso de los recursos 
compartidos que las entidades están dispuestas a compensar durante cada periodo. Las 
entidades con capacidad excedente pueden volver a calcular su planificación ajustando a la 
capacidad disponible de las restricciones añadidas, Ecuaciones (7.17), junto con la 
compensación por los derechos de uso de la capacidad del recurso compartido. Este proceso 
que se puede apreciar en la Figura 7-1, y se repite en cada tramo en el que se planifica. 
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7.7 Análisis de los resultados conseguidos de las propuestas de 
planificación con coordinación distribuida  
En las Figura 7-8 se puede observar cómo los costes totales de la propuesta de planificación con 
coordinación distribuida se acercan a los costes totales de la propuesta de planificación con 
coordinación centralizada bajo el procedimiento de horizontes rodantes con demanda 
creciente, mejorando respecto de la descentralizada-descoordinada, en TTP1R30, TTP4R30 y 
TTP5R30. Respecto del nivel de servicio entre las distintas propuestas de planificación se observa 
equivalente comportamiento en la Figura 7-9. Los niveles de servicio de las propuestas de 
planificación con coordinación distribuida superan a los niveles de servicio de las propuestas de 
planificación descentralizada-descoordinada y se acercan a los niveles de servicio de las 
propuestas de planificación centralizada.  
Figura 7-8: Representación gráfica comparativa de los costes totales de la coordinación centralizada, descentralizada-
descoordinada y la distribuida. 
 
TTP1R30 demanda creciente, estructura producto P1, Recursos disponibles al 30%; TCR_52_Centralized valores de costes totales 
de los 52 periodos analizados con las tres entidades centralizadas en el recurso compartido; TCR_52_Decoordinated valores de 
costes totales de los 52 periodos analizados con las entidades descentralizada-descoordinadas, TCR52_Coor_dist valores de costes 
totales de los 52 periodos analizados con las tres entidades que comparten un recurso coordinadas por la compensación unitaria 
por el uso de dichos recursos compartidos y aplican una coordinación distribuida. Fuente: Elaboración propia. 
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Figura 7-9: Representación gráfica comparativa del nivel de servicio respecto de la coordinación centralizada, 
descentralizada-descoordinada y la distribuida, con demanda creciente. 
 
TTP1R30 demanda creciente, estructura producto P1, Recursos disponibles al 30%; NSR_Centralized valores del nivel de servicio de 
los 52 periodos analizados con las tres entidades centralizadas en el recurso compartido; NSR_Decoordinated valores del nivel de 
servicio de los 52 periodos analizados con las entidades descentralizada-descoordinadas; NSR_Coor_dist valores del nivel de 
servicio de los 52 periodos analizados con las tres entidades que comparten un recurso coordinadas por la compensación unitaria 
por el uso de dichos recursos compartidos y aplican una coordinación distribuida. Fuente: Elaboración propia. 
En la Figura 7-10 se puede observar la distribución del número de periodos ejecutados que se 
está compartiendo capacidad entre las entidades. De esta figura se entiende que en las 
instancias con mayor número de periodos en los cuales las entidades comparten capacidad, 
TTP1R30, TTP4R30 y TTP5R30, la planificación con coordinación distribuida puede conseguir 
mejores resultados que con la planificación descentralizada-descoordinada donde no se 
comparte capacidad. 
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Figura 7-10: Número de periodos ejecutados que se comparte capacidad entre las entidades 
 
En el Anexo 4 están disponibles los valores. Fuente: Elaboración propia. 
En la Figura 7-11 se observan las distribuciones de los costes totales de las propuestas de 
planificación descentralizada-descoordinada, con coordinación distribuida, con coordinación 
centralizada, en situaciones con demanda estacional creciente, sin apreciar diferencias en las 
distribuciones de costes. Respecto del nivel de servicio entre estas propuestas de planificación 
se observa equivalente comportamiento en la Figura 7-12.  
Figura 7-11: Representación gráfica comparativa de los costes totales de la coordinación centralizada, descentralizada-
descoordinada y la distribuida con demanda estacional creciente. 
. 
Fuente: Elaboración propia. 
Modelos y Algoritmos de Coordinación para la Planificación de Operaciones basada en el 
concepto Stroke en Redes de Suministro distribuidas y con alternativas 
 
GREGORIO RIUS-SOROLLA Página 203 
 
Figura 7-12: Representación gráfica comparativa del nivel de servicio respecto de la coordinación centralizada, 
descentralizada-descoordinada y la distribuida, con demanda estacional creciente. 
 
Fuente: Elaboración propia. 
En la Figura 7-13 se pueden observar los promedios de los costes de los 52 periodos analizados 
de las planificaciones de las operaciones propuestas para las instancias agrupadas en distintos 
conjuntos de factores. Las instancias TTP1R30, TTP4R30 y TTP5R30 presentan mejoras en los 
promedios de costes con las propuestas de planificación con coordinación distribuida y 
planificación centralizada respecto de las planificaciones descentralizada-descoordinada. Sin 
embargo, en las instancias STP1R30, STP4R30 y STP5R30 estas mejoras no se aprecian debido a 
las menores reducciones de costes. Conclusiones equivalentes se observan respecto de los 
niveles de servicio en la Figura 7-14. 
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Figura 7-13: Costes medidos totales de las instancias agrupadas en las diferentes planificaciones de operaciones 
propuestas. 
 
Fuente: Elaboración propia. 
Figura 7-14: Niveles de servicio medios de las instancias agrupadas en las diferentes planificaciones de operaciones 
propuestas. 
 
Fuente: Elaboración propia. 
Se puede concluir que las propuestas de planificación con la coordinación distribuida 
presentadas tienen costes totales cercanos a los costes que se obtendrían con las planificaciones 
con coordinación centralizada, confirmando la hipótesis de este análisis. Conclusiones 
equivalentes presentan el análisis de los niveles de servicio. La coordinación distribuida facilita 
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de servicio afines a los que se obtendrían con una planificación con coordinación centralizada. 
Los resultados de todas las instancias están disponibles en el Anexo 3. En los siguientes dos 
apartados se analizan con detalle dos conjuntos de instancias coordinadas. En el Anexo 7, se 
pueden encontrar más conjuntos de instancias analizadas con detalle. 
 
7.8 Análisis de las propuestas de planificación de las entidades 
STP5R30_4, STP5R30_5 y STP5R30_6 con coordinación distribuida  
Las instancias STP5R30 son las que presentan los mayores costes en los 52 periodos analizados 
de las propuestas de planificación descentralizada-descoordinada según se ha observado en el 
capítulo anterior, tal y como se puede observar en la Figura 6-8, la Figura 6-9 y la Figura 6-18, 
por lo que se procede a su análisis más detallado. En las Figura 7-15 y Figura 7-16 se pueden 
observar los detalles del comportamiento de la entidad STP5R30_4 que comparte su capacidad 
R1 con STP5R30_5 y STP5R30_6. En la Figura 7-15 se puede observar que las entidades 
comparten capacidades en los periodos con demanda intermedia. En los periodos de fuerte 
demanda las entidades utilizan sus capacidades para satisfacer sus propios requerimientos, por 
lo que ninguna puede ceder capacidad. En los periodos de baja demanda ninguna de las 
entidades tiene necesidad de capacidad extra. En los periodos con demandas intermedias son 
donde se pueden observar la capacidad compartida. En total las 3 entidades comparten 
capacidad en 6 de los periodos ejecutados. 
Figura 7-15: Representación gráfica de la demanda agregada de los productos de las entidades STP5R30_4, 5, 6 y las 
capacidades compartidas entre entidades. 
 
STP5R30_4 demanda estacional creciente, estructura producto P1, Recursos disponibles al 30%, instancia 4.  
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Si se observa la Figura 7-16, se puede apreciar que, en los periodos de baja demanda, la 
capacidad agregada de las 3 entidades es suficiente para las demandas puntuales, por lo que la 
compensación por el derecho de uso es nula. En los periodos 28, 29 y 47 se cede capacidad, pero 
las compensaciones son nulas. En el periodo 27 es donde se realizan las mayores 
compensaciones por el derecho de uso de los recursos compartidos, con demanda decreciente 
en las tres entidades. 
Figura 7-16: Representación gráfica del recurso compartido en el periodo ejecutado y los intercambios de las 
compensaciones por los recursos compartidos entre las entidades STP5R30_4, 5, 6. 
 
Shared Capacity, recursos compartidos entre las entidades; Coordination Cost, compensación realizada entre entidades por los 
recursos compartidos. Fuente: Elaboración propia. 
La Tabla 7-5 muestra las compensaciones por unidad de los recursos compartidos que se han 
establecido por la entidad STP5R30_4 con las otras entidades STP5R30_5 y STP5R30_6. Las 
compensaciones pueden encontrarse en los 8 periodos planificados en cada uno de los tramos 
en los que se planifica. En la tabla se presentan las compensaciones unitarias de los tramos en 
los que se planifica para los periodos entre el periodo 42 y el periodo 49. Las compensaciones 
sombreadas de azul identifican los periodos en los cuales la entidad prevé ceder capacidad y con 
el sombreado en naranja los periodos en los que la entidad prevé necesitar una capacidad 
superior a la de su recurso propio. La fila identificada con t recopila las compensaciones por 
unidad de los periodos que se ejecutan y el resto de filas son los datos relacionados con los 
siguientes periodos en ese tramo en el que se planifica. Las compensaciones con valor 0 no 
aparecen en la tabla. 
Se puede observar de la Tabla 7-5 que las entidades han definido tanto las compensaciones por 
el uso de las capacidades en el periodo en el que se ejecutan las operaciones, el primer periodo, 
como las compensaciones previstas en los siguientes periodos en cada tramo en el que se 
planifica. Por lo tanto, las compensaciones previstas alientan a las entidades a trasladar 
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aumentan cuando aumentan los requerimientos de capacidad de los recursos compartidos. Esta 
variación en las operaciones se refleja en las compensaciones fijadas en cada tramo en el que se 
planifica. En los periodos de mayor requerimiento aumentan las compensaciones para que las 
operaciones sean trasladadas a periodos de menor compensación. En el total de periodos 
ejecutados, 64 periodos, las entidades comparten capacidades en 6 periodos, pero solo en 3 de 
esos periodos se fijan compensaciones unitarias. En 3 de los periodos ejecutados, las 
capacidades se comparten sin compensaciones unitarias por el derecho de utilizarlas. 
Tabla 7-5: Compensaciones unitarias por el derecho de uso de los recursos compartidos de la entidad STP5R30_4 
 42 43 44 45 46 47 48 49 
t             124   
t+1       120 166   
t+2   30   23 182 96   
t+3 65  41 68 57 124 127   
t+4    29 70 4 111 118   
t+5       83 60   
t+6           
t+7                 
Sombreado naranja los periodos previstos de coordinación en los que se requiere capacidad de otra entidad, sombreado azul los 
periodos previstos de coordinación en los que se cede capacidad a las otras entidades y las cifras son las compensaciones 
unitarias. Fuente: Elaboración propia. 
En la Tabla 7-6, se presentan los costes totales de los 52 periodos de análisis de las instancias 
STP5R30_4, STP5R30_5 y STP5R30_6. Se observa que la suma de los costes de las propuestas de 
planificación del periodo a ejecutar con coordinación distribuida para las tres instancias no se 
reduce con respecto a los costes de las propuestas de planificación descentralizada-
descoordinada. La suma de costes de las propuestas de planificación con coordinación 
distribuida es mayor que los costes de la propuesta de planificación con coordinación 
centralizada y descentralizada-descoordinada. Si se observan las entidades por separado, no 
todas ellas consiguen una reducción de costes. La instancia STP5R30_5 y STP5R30_6 presenta 
costes superiores con la planificación con coordinación distribuida que con la propuesta de 
planificación descentralizada-descoordinada. Pero debe recordarse que la entidad, STP5R30_5, 
ha conseguido capacidad de las otras entidades en 3 periodos y ha cedido capacidad en 3 
periodos. La propuesta de planificación con coordinación distribuida de la instancia STP5R30_5 
cede capacidad en 2 periodos sin ninguna compensación y en un periodo obtiene capacidad 
extra sin tener que soportar ningún sobrecoste. La entidad realiza una compensación total de 
6.837 u.m. para lograr capacidad de 2 periodos y recibe una compensación de 811 u.m. por el 
periodo que cede capacidad, dando un saldo de 6.204 u.m. Por lo tanto, aunque inicialmente la 
entidad asimilada a la instancia STP5R30_5 pudiera no estar interesada en la coordinación 
distribuida, por el incremento de costes calculados, esta coordinación le permite compartir 
capacidades y la diferencia es inferior al 2%. En la Figura 7-17 se pueden observar los periodos 
en los que la entidad prevé requerir capacidad, sombreados en naranja y los periodos en los que 
prevé ceder capacidad, sombreado en azul en cada tramo en el que se planifica. 
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La Tabla 7-7 presentan los niveles de servicio de las mismas instancias con las diferentes 
propuestas de planificación de operaciones, sin observar una variación superior al 1% entre 
ellas, por lo que no se puede llegar una conclusión en ningún sentido. 
Tabla 7-6: Costes totales de los 52 periodos analizados de las instancias STP5R30_4, STP5R30_5, STP5R30_6 
  












STP5R30_4 76.828.251 75.441.069 -9.246 77.057.587 
STP5R30_5 73.893.687 75.498.609 6.204 73.385.037 
STP1R30_6 69.277.404 70.286.625 3.042 67.618.069 
Sumatorio 219.999.342 221.226.303  218.060.692 
Fuente: Elaboración propia. 
 
Tabla 7-7: Nivel de servicio de los 52 analizados de las instancias STP5R30_4, STP5R30_5 y STP5R30_6 
  
Nivel de servicio 
descentralizada-
descoordinadas 
Nivel de servicio 
Coordinación distribuida 
Nivel de servicio 
Coordinación 
centralizada 
STP5R30_4 0,82 0,82 0,82 
STP5R30_5 0,83 0,83 0,82 
STP5R30_6 0,83 0,83 0,83 
Promedio 0,83 0,83 0,82 
Fuente: Elaboración propia. 
Se pueden observar en la Figura 7-18 las variaciones de la demanda en los 64 tramos en los que 
se planifica. En la Figura 7-18 se presenta cómo la demanda acumulada de los 10 productos 
finales varía en cada tramo en el que se planifica, lo que implica variaciones en la planificación 
para atender esos cambios. En la Figura 7-19 se puede observar cómo los valores de la función 
objetivo de la planificación con coordinación centralizada presenta en ciertos tramos en los que 
se planifica un mayor valor que los valores de la función objetivo obtenidos con la planificación 
descentralizada-descoordinada. Las variaciones imprevistas en la demanda no permiten en 
todos los casos que la propuesta de planificación con coordinación centralizada sea la solución 
más adecuada para el siguiente tramo en el que se planifica. 
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Figura 7-17: Periodos con cesión de capacidad en la planificación con coordinación distribuida de la instancia STP530_5 
con las instancias STP5R30_4 y STP5R30_6 
 
Sombreado naranja ”r”  los periodos previstos de coordinación en los que se requiere capacidad, sombreado azul “c” los periodos 
previstos de coordinación en los que se cede capacidad. Fuente: Elaboración propia. 
Por otro lado, en la Figura 7-17 se puede observar cómo en el periodo 49 no se comparte 
capacidad por haberse superado el valor unitario límite fijado en las penalizaciones unitarias. En 
la planificación del tramo del periodo 48 se preveía que en el periodo 49 esta entidad dispondría 
de capacidad extra procedente del resto de entidades. Esta capacidad no coordinada en el 
siguiente tramo en el que se planifica ha implicado incrementos de costes en la planificación con 
coordinación distribuida respecto de la planificación descentralizada-descoordinada. En la 
planificación centralizada si se comparte la capacidad en el periodo 49, tal y como se puede 
observar en la Figura 7-19, donde los valores de la función objetivo de la planificación con 
coordinación centralizada son inferiores que los valores de la función objetivo de la planificación 
descentralizada-descoordinada en los tramos en los que se planifica el periodo 49. 
Figura 7-18: Evolución de la demanda de la instancia STP5R30_5 en cada tramo en el que se planifica frente a la 
demanda del periodo ejecutado 
 
Fuente: Elaboración propia. 
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Figura 7-19: Evolución de los costes de la función objetivo en cada tramo en el que se planifica de la instancia 
STP5R30_5. 
 
La función objetivo es la suma de los costes de los ocho periodos. Fuente: Elaboración propia. 
En la Figura 7-20 se puede observar cómo la heurística del procedimiento de horizontes rodantes 
genera diferentes propuestas de planificación de operaciones entre la coordinación distribuida 
y la planificación descentralizada-descoordinada dentro del gap admitido, que a partir del 
horizonte 10 presentan destacables diferencias de costes en la función objetivo. Ambas 
deberían tener planificación de operación con valores en la función objetivo dentro del gap 
admitido, al menos hasta el tramo en el que se planifica el periodo 24, en la previsión para el 
periodo 27 como se puede apreciar en la Figura 7-17, cuando aparece la primera cesión de 
capacidades. Pero, se observan diferencias destacables entre los valores que toman las 
funciones objetivo desde el primer periodo. Como se ha comentado, las diferentes alternativas 
que se pueden calcular dentro de la tolerancia admitida, en cada tramo en el que se planifica, 
pueden generar diferencias importantes en los siguientes tramos en los que se planifica.  
Por otro lado, se puede observar en la Figura 7-20 cómo la planificación con coordinación 
centralizada tiene menores costes en los tramos en los que se planifica para los periodos 49 a 
57 con respecto a la planificación con coordinación distribuida. Pero, la planificación con 
coordinación distribuida presenta mayores costes con respecto a la planificación 
descentralizada-descoordinada, ya que se previó una cesión de capacidad que no se llevó a cabo 
en el periodo 49, debido a los elevados valores de los multiplicadores de Lagrange. En este caso, 
la limitación de los multiplicadores de Lagrange de no superar un umbral para que se compartan 
recursos ha perjudicado a la entidad STP5R30_5. Esta entidad ha cedido recursos en el periodo 
previo con previsión de obtener recursos de las otras entidades en el periodo 49, pero al 
calcularse los multiplicadores en el periodo 49 por los recursos compartidos, estos superan el 
umbral, lo que implica que no se comparten los recursos. 
De la Tabla 7-6 se observa que la diferencia de costes está alrededor del 2% entre las 
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la heurística del procedimiento de horizontes rodantes, dado que las propuestas de planificación 
con coordinación distribuida permiten a las entidades poder compartir su capacidad sobrante 
sin tener que compartir toda la información que necesitaría una planificación con coordinación 
centralizada. 
 Figura 7-20: Relación de costes de la función objetivo de la planificación de operaciones de la instancias STP5R30_5 en 
cada tramo en el que se planifica respecto de la planificación descentralizada-descoordinada, frente a los tramos en los 
que se planifica con algún periodo en el que se comparta capacidad. 
 
Fuente: Elaboración propia. 
 
7.9 Análisis de las propuestas de planificación de las entidades 
STP1R30_4, STP1R30_5 y STP1R30_6 con coordinación distribuida  
En las Figura 7-21 y Figura 7-22 se pueden observar los detalles del comportamiento de la 
entidad STP1R30_4 que comparte la capacidad de su recurso (R1) con STP1R30_5 y STP1R30_6. 
En la Figura 7-21 se puede observar que las entidades comparten capacidades en los periodos 
con demanda intermedia. En los periodos de fuerte demanda las entidades utilizan sus 
capacidades para satisfacer sus propias demandas, por lo que ninguna puede ceder capacidad. 
En los periodos de baja demanda ninguna de las entidades tiene necesidad de capacidad extra. 
Además, se puede observar que, en periodos con demanda decreciente, las entidades parten de 
situaciones de stock más holgadas por lo que requieren de menos capacidad extra. En los 
periodos de demanda creciente es donde se puede observar la mayor cantidad de capacidad 
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Figura 7-21: Representación gráfica de la demanda agregada de los productos de las entidades STP1R30_4, 5, 6 y las 
capacidades compartidas entre entidades. 
 
STP1R30_4 demanda estacional creciente, estructura producto P1, Recursos disponibles al 30%, instancia 4.  
Fuente: Elaboración propia. 
Si se observa la Figura 7-22, se puede apreciar que la capacidad agregada de las tres entidades 
es suficiente para demandas puntuales en los periodos de baja demanda, por lo que la 
compensación por el derecho de uso es 0. En los periodos 28, 29 y 45 se cede capacidad, pero 
las compensaciones son nulas. En el periodo 49 es donde se realizan las mayores 
compensaciones por el derecho de uso de los recursos compartidos, con demanda creciente en 
las 3 entidades. La situación es cercana a las compensaciones por el derecho de uso de los 
recursos compartidos en el periodo 26, con demandas altas en las 3 entidades. 
Figura 7-22: Representación gráfica del recurso compartido en el periodo ejecutado y los intercambios de las 
compensaciones por los recursos compartidos entre las entidades STP1R30_4, 5, 6. 
 
Shared Capacity, recursos compartidos entre las entidades; Coordination Cost, compensación realizada entre entidades por los 
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La Tabla 7-8 muestra las compensaciones por unidad de los recursos compartidos que se han 
establecido por la entidad STP1R30_4 con las otras entidades STP1R30_5 y STP1R30_6. Las 
compensaciones pueden encontrarse en los 8 periodos planificados en cada uno de los tramos 
en los que se planifica. En la tabla se presentan las compensaciones unitarias de los tramos en 
los que se planifica para los periodos entre el periodo 42 y el periodo 49. Las compensaciones 
sombreadas de azul identifican los periodos en los cuales la entidad prevé ceder capacidad y con 
el sombreado en naranja los periodos en los que la entidad prevé necesitar una capacidad 
superior a la de sus recursos propios. La fila identificada con t recopila las compensaciones por 
unidad de los periodos que se ejecutan y el resto de filas son los datos relacionados con los 
siguientes periodos en ese tramo en el que se planifica. Las compensaciones con valor 0 no 
aparecen en la tabla. 
Se puede observar de la Tabla 7-8 que las entidades han definido tanto las compensaciones por 
el uso de las capacidades en el periodo en el que se ejecutan las operaciones, el primer periodo, 
como las compensaciones previstas en los siguientes periodos en cada tramo en el que se 
planifica. Por lo tanto, las compensaciones previstas alientan a las entidades a trasladar 
operaciones a periodos en los que las compensaciones sean menores. Las compensaciones 
aumentan cuando aumentan los requerimientos de capacidad de los recursos compartidos. Esta 
variación en las operaciones se refleja en las compensaciones fijadas en cada tramo en el que se 
planifica. En los periodos de mayor requerimiento aumentan las compensaciones para que las 
operaciones sean trasladadas a periodos de menor compensación. En el total de periodos 
ejecutados, 64 periodos, las entidades comparten capacidades en 9 periodos, pero solo en 6 de 
esos periodos se fijan compensaciones unitarias. En 3 de los periodos ejecutados, las 
capacidades se comparten sin compensaciones unitarias por el derecho de utilizarlas. 
Tabla 7-8 : Compensaciones unitarias por el derecho de uso de los recursos compartidos de la entidad STP1R30_4 
 42 43 44 45 46 47 48 49 
t         20 16 147 131 
t+1    11 10 44 49 129 124 
t+2    2 5 53 25 103   
t+3     10 11 32 87   
t+4        79 66 
t+5        56 43 
t+6           
t+7                 
Sombreado naranja los periodos previstos de coordinación en los que se requiere capacidad de otra entidad, sombreado azul los 
periodos previstos de coordinación en los que se cede capacidad a las otras entidades y las cifras son las compensaciones 
unitarias. Fuente: Elaboración propia. 
En la Tabla 7-9, se presentan los costes totales de los 52 periodos de análisis de las instancias 
STP1R30_4, STP1R30_5 y STP1R30_6. Se observa que la suma de los costes de las propuestas de 
planificación del periodo a ejecutar con coordinación distribuida para las tres instancias se 
reduce con respecto a los costes de las propuestas de planificación descentralizada-
descoordinada. La suma de costes de las propuestas de planificación con coordinación 
Modelos y Algoritmos de Coordinación para la Planificación de Operaciones basada en el 
concepto Stroke en Redes de Suministro distribuidas y con alternativas 
 
GREGORIO RIUS-SOROLLA Página 214 
 
distribuida es menor que los costes de la propuesta de planificación con coordinación 
centralizada. Pero si se observan las entidades por separado, no todas ellas consiguen una 
reducción de costes. La instancia STP1R30_5 presenta costes superiores con la planificación con 
coordinación distribuida y con la planificación con coordinación centralizada que con la 
propuesta de planificación descentralizada-descoordinada. Pero debe recordarse que la 
entidad, STP1R30_5, ha conseguido capacidad de las otras entidades en 3 periodos y ha cedido 
capacidad en 6 periodos. La propuesta de planificación con coordinación distribuida de la 
instancia STP1R30_5 cede capacidad en 2 periodos sin ninguna compensación y en 1 periodo 
obtiene capacidad extra sin tener que soportar ningún sobrecoste. La entidad percibe una 
compensación total de 59.938 u.m. para reducir sus costes. Por lo tanto, aunque inicialmente la 
entidad asimilada a la instancia STP1R30_5 pudiera no estar interesada en la coordinación 
distribuida o en la coordinación centralizada, por el incremento de costes calculados, esta 
coordinación le permite compartir capacidades y la diferencia es inferior al 2,52%. En la Figura 
7-23 se pueden observar los periodos en los que la entidad prevé requerir capacidad, 
sombreados en naranja y los periodos en los que prevé ceder capacidad, sombreado en azul en 
cada tramo en el que se planifica. 
La Tabla 7-10 presentan los niveles de servicio de las mismas instancias con las diferentes 
propuestas de planificación de operaciones, sin observar una ellas, por lo que no se puede llegar 
una conclusión en ningún sentido. 
Tabla 7-9: Costes totales de los 52 periodos analizados de las instancias STP1R30_4, STP1R30_5, STP1R30_6 
  












STP1R30_4 63.525.363 61.762.080 -72.311 60.939.399 
STP1R30_5 62.088.659 63.650.293 -59.938 62.325.850 
STP1R30_6 63.637.198 60.699.475 132.249 59.147.473 
Sumatorio 189.251.220 186.111.848  182.412.722 
Fuente: Elaboración propia. 
Tabla 7-10: Nivel de servicio de los 52 analizados de las instancias STP1R30_4, STP1R30_5 y STP1R30_6 
  
Nivel de servicio 
descentralizada-
descoordinadas 
Nivel de servicio 
Coordinación 
centralizada 
Nivel de servicio 
Coordinación 
distribuida 
STP1R30_4 0,83 0,83 0,84 
STP1R30_5 0,83 0,83 0,83 
STP1R30_6 0,82 0,83 0,84 
Promedio 0,83 0,83 0,83 
Fuente: Elaboración propia. 
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Se debe recordar que los cálculos son realizados con la heurística del procedimiento de 
horizontes rodantes, con 8 periodos en cada horizonte de planificación, ejecutándose solo el 
primer periodo, con incertidumbre en la demanda y con un gap del 1% en el cálculo de cada uno 
de los 64 tramos en los que se planifica, para comparar con las diferencias encontradas en los 
costes totales de las diferentes propuestas de planificación. Se pueden observar en la Figura 
7-24 las variaciones de la demanda en los 64 tramos en los que se planifica. En la Figura 7-24 se 
presenta como la demanda acumulada de los 10 productos finales va variando en cada tramo 
en el que se planifica, implicando variaciones en la planificación de las operaciones cuando se 
dispone de capacidad. En la Figura 7-25 se pueden observar cómo los valores de la función 
objetivo de la planificación con coordinación centralizada de cada tramo en el que se planifica 
presenta en ciertos tramos en los que se planifica un mayor valor que los valores de la función 
objetivo obtenidos con la planificación descentralizada-descoordinada. Las variaciones 
imprevistas en la demanda no permiten en todos los casos que la propuesta de planificación con 
coordinación centralizada sea la solución más adecuada para el siguiente tramo en el que se 
planifica. 
Figura 7-23: Periodos con cesión de capacidad en la planificación con coordinación distribuida de la instancia STP130_5 
con las instancias STP1R30_4 y STP1R30_6 
 
Sombreado naranja ”r”  los periodos previstos de coordinación en los que se requiere capacidad, sombreado azul “c” los periodos 
previstos de coordinación en los que se cede capacidad. Fuente: Elaboración propia. 
Por otro lado, en Figura 7-23 se puede observar cómo en el periodo 50 no se comparte capacidad 
por haberse superado el valor unitario límite fijado en las penalizaciones unitarias. En la 
planificación del tramo en el que se planifica del periodo 49 se preveía que en el periodo 50 esta 
entidad dispondría de capacidad extra procedente del resto de entidades. Esta capacidad no 
coordinada en el siguiente tramo en el que se planifica ha implicado incrementos de costes en 
la planificación con coordinación distribuida respecto de la planificación descentralizada-
descoordinada. En la planificación centralizada si se comparte la capacidad en el periodo 50, tal 
y como se puede observar en la Figura 7-25, donde los valores de la función objetivo de la 
planificación con coordinación centralizada son inferiores que los valores de la función objetivo 
de la planificación descentralizada-descoordinada en los tramos en los que se planifica del 
periodo 50. 
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Figura 7-24: Evolución de la demanda de la instancia STP1R30_5 en cada tramo en el que se planifica frente a la 
demanda del periodo ejecutado 
 
Fuente: Elaboración propia. 
Figura 7-25: Evolución de los costes de la función objetivo en cada tramo en el que se planifica de la instancia 
STP1R30_5. 
 
La función objetivo es la suma de los costes de los ocho periodos. Fuente: Elaboración propia. 
En la Figura 7-26 se puede observar cómo la heurística del procedimiento de horizontes rodantes 
genera diferentes propuestas de planificación de operaciones entre la coordinación distribuida 
y la planificación descentralizada-descoordinada dentro del gap admitido, que a partir del 
periodo 10 presentan destacables diferencias de costes en la función objetivo. Ambas 
planificaciones deberían tener planificación de operaciones equivalentes y con valores en la 
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planifica el periodo 23, cuando aparece la primera previsión de cesión de capacidad para el 
periodo 28 que se puede apreciar en la Figura 7-23 (periodo 23 en previsión para el periodo 28). 
Pero, se observan diferencias destacables entre los valores que toman las funciones objetivo a 
partir del periodo 10. Las diferentes alternativas que se pueden calcular dentro de la tolerancia 
admitida, en cada tramo en el que se planifica, pueden generar diferencias importantes en los 
siguientes tramos en los que se planifica.  
Por otro lado se puede observar en la Figura 7-25 cómo la planificación con coordinación 
centralizada tiene menores costes en los tramos en los que se planifica para los periodos 50 
hasta el 59 respecto de la planificación descentralizada-descoordinada. Pero, la planificación con 
coordinación distribuida presenta mayores costes frente a la planificación descentralizada-
descoordinada, ya que se previó una cesión de capacidad que no se realizó en el periodo 50, por 
los elevados valores de los multiplicadores de Lagrange. En este caso, la limitación de los 
multiplicadores de Lagrange de no superar un umbral para que se compartan recursos ha 
perjudicado a la entidad STP1R30_5. Esta entidad ha cedido recursos en el periodo previo con 
previsión de obtener recursos de las otras entidades en el periodo 50, pero al calcularse los 
multiplicadores en el periodo 50 por los recursos compartidos, estos superan el umbral, lo que 
implica que no se comparten los recursos.  
De la Tabla 7-9 se observa que el incremento de costes no supera 2,17% entre las alternativas, 
por lo que debe asociarse estos peores resultados a la heurística del procedimiento de 
horizontes rodantes, dado que las propuestas de planificación con coordinación distribuida 
permiten a las entidades poder compartir su capacidad sobrante sin tener que compartir toda 
la información que se necesitaría en una planificación con coordinación centralizada. 
 Figura 7-26: Relación de costes de la función objetivo de la planificación de operaciones de la instancias STP1R30_5 en 
cada tramo en el que se planifica respecto de la planificación descentralizada-descoordinada, frente a los tramos en los 
que se planifica con algún periodo en el que se comparta capacidad. 
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7.10  Planificación con coordinación distribuida donde una de las 
entidades tiene un comportamiento oportunista 
Con el fin de completar el análisis de la propuesta de planificación con coordinación distribuida, 
se evalúan posibles comportamientos oportunistas de alguna de las entidades. El análisis de las 
consecuencias de las actuaciones que buscan posibles mejoras locales sin interesarse por las 
consecuencias globales, permite evitarlos (Vitasek et al., 2013). Se identifican dos posibles 
situaciones.  
La primera situación de comportamiento oportunista, que se va a simular, es cuando las 
entidades que tengan capacidad disponible para compartir, decidan no informar de la 
disponibilidad total de la misma. Esta situación reduce la capacidad disponible para compartir 
entre las entidades. La reducción de los recursos compartidos debería provocar el 
encarecimiento del multiplicador de Lagrange para poder llegar al punto de equilibrio. Por lo 
tanto, la hipótesis que se desea analizar es si el comportamiento oportunista tiene 
consecuencias en los costes totales y en el nivel de servicio, en la entidad y en el conjunto de 
entidades que están compartiendo capacidad.  
Para realizar la simulación, se establece que la segunda entidad reduce en un 20% la capacidad 
sobrante del recurso compartido que informa a las otras entidades como disponible. Esta 
selección implica que se abre una línea para futuras investigaciones en determinar la relación 
entre el nivel de reducción planteado o el número de entidades que reducen sus recursos y las 
consecuencias generadas.  
En la Figura 7-27 se puede observar que la reducción del 20% no produce consecuencias 
apreciables en algunas de las posibles combinaciones y sí en otras situaciones. Se destaca que 
aquellas instancias que tienen un mayor número de periodos en los que se realiza la 
coordinación, que se puede apreciar en la Figura 7-10, presentan mayores cambios entre la 
planificación con coordinación distribuida respecto de la planificación con coordinación 
distribuida con esta primera opción de comportamiento oportunista. Se destacan las instancias 
TTP1R30, TTP4R30 y TTP5R30. 
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Figura 7-27: Representación gráfica comparativa de la distribución de los costes totales de los 52 periodos analizados 
respecto de las distintas propuesta de planificación. 
 
TCR_52_Decoordinated costes totales de los 52 periodos de análisis de cada instancia, TCR_52_Centralized costes totales de cada 
instancia cuando se ha compartido el primer recurso entre tres entidades y han realizado una coordinación centralizada, 
TCR52_Coor_dist mediante la coordinación distribuida propuesta, TCR52_Coor_dist_OP1, la primera entidad oculta capacidad 
sobrante, TCR52_Coor_dist_OP2 la primera entidad oculta reducciones de costes que obtiene cuando le ceden recursos. Fuente: 
Elaboración propia. 
Si se comparan los costes totales de los 52 periodos analizados de cada entidad, según las 
diferentes propuesta de planificación obtenidas, se puede observar cómo este comportamiento 
oportunista de la segunda entidad, identificado en la Tabla 7-11 con (Op1), le permite reducir 
sus costes totales respecto de los costes de la planificación con coordinación distribuida o la 
planificación descentralizada-descoordinada y encarecer los costes de una de las otras 
entidades. Este comportamiento además provoca un incremento de los costes conjuntos de las 
tres entidades respecto de la coordinación distribuida, que no llega a los costes de la 
planificación descentralizada-descoordinada. La entidad que oculta capacidad consigue 
menores costes, pero incrementa los costes del conjunto. Esta capacidad no compartida por la 
segunda entidad le permite realizar operaciones ante variaciones en la demanda y evitar 
posibles penalizaciones por demora. Equivalentes observaciones se pueden decir del análisis de 
los niveles de servicio que se puede apreciar en la Tabla 7-12. En la Figura 7-28 se pueden 
observar los periodos en los que la entidad prevé requerir capacidad, equivalente a lo que se 
puede apreciar en la Figura 7-17 de la planificación con coordinación distribuida. Los resultados 
obtenidos de todas las instancias están disponibles en el Anexo 3. 
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Tabla 7-11: Comparativa costes con oportunismos 
  

















STP1R30_4 63.525.363 61.762.080 60.939.399 65.382.381 60.566.055 
STP1R30_5 62.088.659 63.650.293 62.325.850 60.786.589 62.082.798 
STP1R30_6 63.637.198 60.699.475 59.147.473 60.995.158 60.627.663 
 189.251.220 186.111.848 182.412.722 187.164.129 183.276.516 
Fuente: Elaboración propia. 
Tabla 7-12: Comparativa de niveles de servicio con oportunismos 
  





















STP1R30_4 0,83 0,83 0,84 0,82 0,84 
STP1R30_5 0,83 0,83 0,83 0,84 0,83 
STP1R30_6 0,82 0,83 0,84 0,83 0,83 
 0,83 0,83 0,83 0,83 0,83 
Fuente: Elaboración propia. 
 
Figura 7-28: Periodos con cesión de capacidad en la planificación con coordinación distribuida con la primera opción 
analizada de oportunismo de la instancia STP130_5 con las instancias STP1R30_4 y STP1R30_6 
 
Sombreado naranja los periodos previstos de coordinación en los que se requiere capacidad de otra entidad, sombreado azul los 
periodos previstos de coordinación a los que se cede capacidad a las otras entidades. Fuente: Elaboración propia. 
La segunda situación de comportamiento oportunista que se va a simular es cuando las 
entidades informan a las otras entidades que su variación de costes con la coordinación es 
menor que la que realmente conseguirían. De tal manera que las entidades no informan de la 
totalidad de la reducción de costes que obtendrían al disponer de mayor capacidad. La hipótesis 
que se desea analizar es si este comportamiento tiene consecuencias en los costes totales y en 
el nivel de servicio, en la entidad y en el conjunto de entidades que están compartiendo 
capacidad.  
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Para realizar la simulación, se establece que la segunda entidad reduce en un 20% la variación 
de costes totales que la entidad logra con la coordinación. Esta selección implica que se abre 
una línea para futuras investigaciones en determinar la relación entre el nivel de reducción 
planteado o el número de entidades que varían su reducción de costes y las consecuencias 
generadas.  
Debe recordarse que la variación en costes totales para la actualización de los multiplicadores 
de Lagrange, está relacionada con los costes totales acumulados de los periodos incluidos en 
cada tramo en el que se planifica, donde en algunos periodos la entidad puede estar ofreciendo 
capacidad disponible a otras entidades y en otros periodos estar requiriendo capacidad de otra 
entidad.  
En la Figura 7-27, se puede observar que hay un marcado cambio de distribución de los costes 
totales en las instancias con más periodos con coordinación. Si se comparan los costes totales 
de cada entidad, según las diferentes propuestas de planificación obtenidas, se puede observar 
cómo este comportamiento oportunista de la segunda entidad, identificado en la Tabla 7-11 con 
(Op2,) tiene una reducción de costes respecto de la planificación descentralizada-descoordinada 
en la entidad que ha modificado sus costes, pero también una reducción de costes en las otras 
entidades y para el conjunto de las tres entidades mejores costes que los obtenidos de la 
planificación con coordinación distribuida y acercandose a la centralizada.  
En la Figura 7-29, se pueden observar los periodos en los que hay intercambio de capacidad 
como sombreada. Dado que esta variación afecta al numerador en el cálculo de los 
multiplicadores de Lagrange por el método del subgradiente, se espera una reducción del valor 
de los multiplicadores de Lagrange. En la Figura 7-29 se representan los costes del periodo 
ejecutado para la instancia STP1R30_5 con las distintas formas de realizar la planificación de las 
operaciones. Los costes tanto con la planificación con coordinación distribuida, como con las dos 
opciones oportunistas analizadas son afines hasta el periodo 50. Después del periodo 50, los 
costes varían entre las distintas planificaciones encontrando un mayor coste en el periodo 59. 
El último periodo donde se ha realizado intercambio de capacidad es en el periodo 49 que se 
puede apreciar en la Figura 7-30. En la Tabla 7-13 se pueden observar los valores que toma la 
función objetivo en los 64 tramos en los que se planifica. En esta tabla se puede observar cómo 
la planificación centralizada obtiene los menores costes. 
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Figura 7-29: Comparativa de costes del periodo ejecutado con la instancia STP1R30_5 
 
TCR_52_Decoordinated costes totales de los 52 periodos de análisis de cada instancia, TCR_52_Centralized costes totales de cada 
instancia cuando se ha compartido el primer recurso entre tres entidades y han realizado una coordinación centralizada, 
TCR52_Coor_dist mediante la coordinación distribuida propuesta, TCR52_Coor_dist_OP1, la primera entidad oculta capacidad 
sobrante, TCR52_Coor_dist_OP2 la primera entidad oculta reducciones de costes que obtiene cuando le ceden recursos. Fuente: 
Elaboración propia. 
Figura 7-30: Periodos con cesión de capacidad en la planificación con coordinación distribuida con la segunda opción 
analizada de oportunismo de la instancia STP130_5 con las instancias STP1R30_4 y STP1R30_6 
 
Sombreado naranja los periodos previstos de coordinación en los que se requiere capacidad de otra entidad, sombreado azul los 
periodos previstos de coordinación en los que se cede capacidad a las otras entidades. Fuente: Elaboración propia. 
Tabla 7-13: Valores de la función objetivo en los 64 tramos planificados 
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STP1R30_4 1,851E+09 1,852E+09 1,882E+09 1,941E+09 1,828E+09 
STP1R30_5 1,917E+09 1,863E+09 1,956E+09 1,918E+09 1,930E+09 
STP1R30_6 1,919E+09 1,859E+09 1,876E+09 1,874E+09 1,838E+09 
 5,69E+09 5,57E+09 5,71E+09 5,73E+09 5,60E+09 
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En la Figura 7-31 se puede observar cómo esta segunda opción oportunista puede afectar al 
nivel de servicio. En las instancias TTP1R30 aumentan las instancias con peor nivel de servicio 
respecto de la planificación con coordinación distribuida, en la instancias TTP4R30 se amplia el 
rango de niveles de servicio y en las instancias TTP5R30 se obtiene equivalentes resultados que 
con la primera opción oportunista. 
Figura 7-31: Representación gráfica comparativa del nivel de servicio respecto de la coordinación distribuida oportunista 
de la primera y segunda opción. 
 
 NSR_Centralized nivel de servicio de cada instancia en los 52 periodos de análisis donde se ha buscado reducir los costes totales 
de las tres instancias que han compartido el primer recurso, NSR_Decoordinated nivel de servicio de los 52 periodos de análisis de 
cada instancia, NSR_Coor_dist mediante la coordinación distribuida propuesta, NSR_Coor_dist_OP1, la primera entidad oculta 
capacidad sobrante, NSR_Coor_dist_OP2 la primera entidad oculta reducciones de costes que obtiene cuando le ceden recursos. 
Fuente: Elaboración propia. 
Como se ha verificado, ambas opciones oportunistas logran una mejora en los costes y el nivel 
de servicio en las entidades que realizan dichos comportamientos. Pero, estos comportamientos 
oportunistas generan un incremento de costes y un peor nivel de servicio en las otras entidades 
y en el conjunto de las tres entidades.  
Para aplicar la coordinación distribuida presentada en este capítulo, se necesita transparencia 
tanto en la capacidad disponible de los recursos compartidos como en las reducciones de costes 
que se logran al disponer de mayor capacidad en las entidades. La alternativa es pre-establecer 
unos valores a los multiplicadores de Lagrange, coste unitario por la capacidad compartida, 
cercanos al máximo, para que no haya recalculo de los multiplicadores de Lagrange ni 
intercambio de información sobre costes. Solo se negociará que capacidad es la compartida. Se 
compartirá capacidad si alguna entidad tiene excedente y otra entidad necesita capacidad extra, 
a un coste unitario pre-establecido. Esta solución se aleja de la planificación con coordinación 
centralizada, pero mejorará respecto de una planificación descentralizada-descoordinada y 
Modelos y Algoritmos de Coordinación para la Planificación de Operaciones basada en el 
concepto Stroke en Redes de Suministro distribuidas y con alternativas 
 
GREGORIO RIUS-SOROLLA Página 224 
 
permite unos primeros pasos para generar confianza entre las entidades. Solo con la confianza 
es posible llegar a una sinceridad en los datos que necesita la coordinación (Vitasek et al., 2013). 
7.11 Conclusiones y futuros trabajos 
La coordinación distribuida de un recurso compartido mediante la fijación de una compensación 
interna ha sido analizada utilizando el procedimiento de horizontes rodantes, a partir de un 
banco de instancias. Los resultados trasladan una mejora media en los medibles de las entidades 
respectivas, sin tener que compartir información interna ni la necesidad de un agente 
centralizado independiente.  
El procedimiento planteado permite compartir capacidad entre entidades independientes, sin 
ninguna prevalencia de poder entre las entidades, partiendo de una situación descentralizada-
descoordinada. En el procedimiento de horizontes rodantes, el responsable de la planificación 
de operaciones busca en cada situación un plan que minimice sus costes para un horizonte 
limitado y móvil. El método de actualización de los multiplicadores de Lagrange por el 
subgradiente recogido por Fisher (2004) tiende a converger en las sucesivas iteraciones 
relajadas, aunque no logra obtener una propuesta de solución válida por su incumplimiento de 
las restricciones relajadas. El capítulo presenta un procedimiento para hacer cumplir las 
restricciones aprovechando la convergencia de las compensaciones unitarias, asegurando la 
capacidad para las necesidades internas de cada entidad y repartiendo la capacidad sobrante 
entre las entidades demandantes de mayor capacidad.  
Las entidades compartirán sus recursos cuando alguna entidad necesite más capacidad y otra 
disponga de capacidad sobrante. La capacidad sobrante se puede generar por falta de demanda 
o porque se avanzaron operaciones para liberar cierta capacidad de los recursos. Este esfuerzo 
de avanzar operaciones se compensa con los menores costes generados en las otras entidades 
con esta capacidad disponible liberada. Pero, cuando las necesidades de cada entidad son tales 
que las variaciones de planificación impliquen grandes costes, se espera que las entidades se 
resistan a compartir recursos. Se ha visto que la coordinación ocurre en requerimientos 
intermedios y principalmente en periodos de mayor demanda, donde las entidades adelantan 
operaciones a cambio de las compensaciones de otras entidades. En periodos de baja demanda 
no se necesita compartir recursos y en los periodos de altas demandas las compensaciones 
necesarias superan el umbral fijado. Se reserva para futuras investigaciones evaluar las 
consecuencias de variar el límite establecido a las compensaciones unitarias que impliquen 
reticencias a la coordinación por las entidades. 
El método planteado presenta coordinación con compensación cuando hay falta de recursos 
para las necesidades agregadas de las entidades, pero tiene una compensación nula en los casos 
que hay capacidad suficiente. Esta situación puede extrañar a las entidades que verán que en 
ciertas situaciones comparten capacidad con una compensación y en otras no obtienen 
compensación. Esta situación puede generar desconfianza en la relación, por lo que parece 
conveniente establecer una compensación mínima por el uso de los recursos ajenos. Esta 
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compensación mínima frenará, en ciertos casos, compartir capacidad, pero podría subsanar 
estas reticencias.  
El método presentado ofrece un sistema para poder compartir o utilizar capacidad sobrante 
entre entidades. Además, las entidades pueden adelantar las operaciones cuando hay previsión 
de saturación de los recursos compartidos gracias a la previsión de compensaciones mayores en 
los periodos de mayor requerimiento de todas las entidades, como se puede observar en la Tabla 
7-5. 
Las propuestas de planificación con la coordinación distribuida presentadas logran costes totales 
de las CdS cercanos a los costes que se obtendrían con los esquemas de planificación con 
coordinación centralizada. La coordinación distribuida facilita a las entidades compartir la 
capacidad de sus recursos y lograr unos costes totales y niveles de servicio cercanos a los que se 
obtendrían con una planificación con coordinación centralizada.  
Los experimentos se han llevado a cabo a partir de una selección de instancias del banco de 
instancias presentado en capítulos anteriores. Se reserva para futuras investigaciones analizar 
el comportamiento del nerviosismo en las entidades ante la planificación con coordinación 
distribuida, planificación con coordinación centralizada y planificación descentralizada-
descoordinada, además de otras instancias disponibles en el banco de instancias. 
En futuras investigaciones se podría analizar como los distintos parámetros que definen el 
procedimiento de horizontes rodantes afectan en la planificación de operaciones respecto de 
las distintas formas de coordinación. 
Se ha podido verificar cómo las opciones oportunistas pueden conseguir mejoras en costes y 
nivel de servicio en las entidades que realizan dichos comportamientos. Pero, estos 
comportamientos oportunistas pueden generar un incremento en los costes y un peor nivel de 
servicio en las otras entidades y por lo tanto al conjunto de las tres entidades. Por lo que, para 
poder aplicar la coordinación distribuida presentada en este capítulo, es necesario compartir 
capacidad disponible que aliente la confianza y la colaboración en la transmisión de información 
veraz de la capacidad disponible y los costes ahorrados con la nueva capacidad disponible. 
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Capítulo 8: Conclusiones y líneas futuras 
8.1 Introducción 
En este último capítulo de la tesis se recogen las conclusiones alcanzadas tras la realización del 
trabajo. Para ello se considera adecuado resumir cada una de las conclusiones extraídas y las 
distintas líneas de investigación abiertas para próximos trabajos. 
8.2 Resultados y conclusiones 
A continuación, se sintetizan los principales resultados y conclusiones obtenidos: 
 La revisión de la literatura científica ha permitido identificar carencias en las 
investigaciones existentes sobre los mecanismos de coordinación distribuidos entre las 
necesidades empresariales, su implantación y la literatura científica. 
 Se han podido identificar los distintos procedimientos para la búsqueda de soluciones 
factibles de coordinación distribuida frente a la descoordinación en situaciones de 
capacidad disponible para compartir y sin la figura de un mediador de la literatura 
científica. 
 No se ha identificado ningún trabajo que estudie los mecanismos de coordinación o de 
incentivos con estructura de producto con procesos alternativos, diferente a la 
estructura de producto Gozinto. 
 Ha sido presentada la aplicación de la relajación de Lagrange en la formulación GMOP, 
permitiendo tanto resolver problemas complejos como la coordinación de 
subproblemas. 
 Se ha podido observar como el método de actualización del multiplicador de Lagrange 
por el subgradiente tiende a una convergencia en los multiplicadores de Lagrange al 
aplicar el método recogido por Fisher (2004), en contraposición a las oscilaciones que 
presenta el método propuesto por Conejo et al. (2006) de actualización del paso. 
 Se ha desarrollado un banco de instancias disponibles suficientemente amplio para la 
formulación GMOP.  
 Se ha completado el conocimiento que cuando son necesarios más periodos para la 
realización de las distintas operaciones de un producto, el nerviosismo tipo I disminuye, 
pero el nerviosismo tipo II aumenta. 
 Se ha presentado el protocolo para la generación de propuestas de coordinación 
distribuida sin la necesidad de un agente independiente o mediador y sin la necesidad 
de un agente con mayor poder en la relación, bajo la formulación GMOP. 
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 Se ha podido observar como el mecanismo de coordinación distribuido en entornos del 
procedimiento de horizontes rodantes bajo las combinaciones de instancias analizadas 
consigue acercarse a la coordinación centralizada tanto en los costes totales de los 
periodos ejecutados como en el nivel de servicio respecto de las propuestas de 
planificación sin compartir recursos. 
 Se han identificado como los comportamientos oportunistas pueden generar beneficios 
locales, aunque peores resultados globales.  
8.3 Futuras líneas de investigación 
Algunas de las principales líneas de investigación futura, a partir de las limitaciones del trabajo 
realizado, se centran en: 
- Relativas a los problemas donde se aplican los mecanismos de coordinación: 
 Desarrollar mecanismos de coordinación distribuidos para resolver necesidades de 
colaboración en ámbitos estratégicos de la planificación. 
 Diseñar mecanismos de coordinación en áreas de marketing con la formulación GMOP, 
donde el objetivo sería maximizar las ventas asumiendo que los costes de las 
operaciones e inventario son independientes de los precios.  
 Analizar el comportamiento de los mecanismos de coordinación distribuido en la 
programación de las operaciones con estructuras dependientes y con alternativas 
aprovechando la versatilidad de la formulación GMOP. 
 Diseñar e implementar una herramienta de coordinación distribuida para la 
optimización de la planificación de las operaciones incorporando variables con 
incertidumbre borrosa (fuzzy). 
- Relativas a los multiplicadores de Lagrange y los mecanismos de coordinación: 
 Avanzar en el desarrollo de otros procedimientos de actualización de los multiplicadores 
de Lagrange adaptados a las características específicas de la formulación GMOP. 
 Desarrollar mecanismos de coordinación basados en subastas, jerárquicos, 
metaheurísticas y otras descomposiciones matemáticas con la formulación GMOP. 
- Relativas al banco de instancias: 
 Estudiar mecanismos de previsión de la demanda en relación al coste total, nerviosismo 
tipo uno y dos, como el nivel de servicio según los diferentes niveles de incertidumbre 
en la formulación GMOP, gracias al banco de instancias presentado. 
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 Analizar el comportamiento de la formulación GMOP en el procedimiento de horizontes 
rodantes basándose en las variables de diseño (PH, FI, RP, Lot Sizing rule) según el banco 
de instancias propuesto y los medibles presentados. 
 Desarrollar la formulación GMOP en el procedimiento de horizontes rodantes que 
incluya los costes asociados con la previsión de la demanda. Debe identificar el equilibrio 
entre las operaciones, los SKUs y los periodos de previsión de la demanda. 
 Analizar el comportamiento del procedimiento de horizontes rodantes con diferentes 
tolerancias en la aceptación de resultados validos en cada tramo en el que se planifica.  
 Analizar el comportamiento de otros posibles medibles, tal que se recoja el nerviosismo 
por los cambios acumulados de producto y por los totales de operaciones y preparación 
que se replanifican entre distintos tramos en los que se planifica.  
 Desarrollar y analizar procesos para reducir la simetría en el modelo GMOP dentro del 
procedimiento de horizontes rodantes. 
 Analizar propuestas de ponderación de las estructuras de costes respecto de la cercanía 
temporal a la toma de decisión en la planificación de las operaciones.  
- Relativa a otro concepto. 
 Desarrollar la coordinación a partir de protocolos de colaboración estratégicos como el 
método VESTED® (Vitasek et al., 2013) en la formulación GMOP (Garcia-Sabater et al., 
2013). 
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ANEXO 1: Instancias utilizadas en el capítulo cuarto 
























Di,t Hi,t COk,t CSk,t Cbi,t SOi,k SIi,k LTk KAPr,t TOk,r TSk,r
145 11 8 10 20 50 6 1 469 5 9
972 13 5 10 14 44 6 2 466 4 5
773 15 6 10 17 48 8 1 475 4 6
228 18 8 8 15 50 8 1 446 2 6
962 15 5 6 19 48 4 2 433 2 8
631 13 7 7 19 36 7 1 447 4 6
872 18 5 5 12 41 5 1 486 4 9
150 12 6 8 18 46 8 2 416 3 7
753 12 8 7 10 49 4 1 415 4 8
747 18 6 8 19 50 7 2 446 5 9
525 14 8 9 18 37 8 453 2 9
288 18 7 9 10 44 5 459 5 10
760 15 5 8 13 42 5 442 3 6
246 16 7 5 17 35 4 491 4 8
520 11 5 8 10 36 7 401 4 8
768 16 8 6 18 43 6 487 4 7
447 18 5 9 10 45 7 456 3 9
749 17 5 9 15 35 6 421 5 5
504 10 8 7 14 37 7 426 2 5
575 20 5 10 20 50 5 466 2 8
123 12 6 8 10 44 5 420 5 9
818 17 7 7 17 43 5 429 2 6
774 12 8 9 10 43 8 456 2 7
668 10 8 10 11 43 6 482 3 9
986 20 5 8 13 44 5 422 3 10
934 12 7 8 10 40 6 448 4 9
427 15 6 7 17 42 6 423 3 7
806 18 8 5 19 44 7 498 5 6
331 12 5 9 19 49 6 450 2 6
433 20 7 5 19 41 7 493 5 6
366 11 8 7 20 41 5 491 4 7
400 16 5 8 14 46 8 444 3 5
455 15 6 6 15 43 7 408 3 6
711 10 5 8 15 44 6 442 5 7
182 11 7 7 11 41 5 415 3 8
207 18 7 7 14 49 7 423 3 6
371 11 7 10 13 42 6 473 4 5
542 12 7 9 17 35 5 423 4 7
451 14 7 8 18 35 7 445 3 6
962 12 6 8 18 45 8 433 4 6
332 18 7 10 16 42 6 469 2 6
657 20 7 9 11 48 6 463 2 7
105 20 5 6 14 45 5 406 4 5
438 20 7 9 12 42 8 449 4 8
340 10 7 5 20 46 6 496 5 8
157 15 8 6 16 50 8 481 4 6
705 16 7 6 17 44 4 473 5 5
862 18 7 7 10 44 6 496 3 7
871 13 7 7 16 40 4 428 5 6
842 16 5 9 17 40 6 457 3 5
Continuación
Di,t Hi,t COk,t CSk,t Cbi,t SOi,k SIi,k
929 16 7 6 20 49 4
669 19 5 6 19 35 5
548 20 5 7 16 39 7
673 10 8 8 18 48 6
297 19 7 7 13 38 6
522 13 8 5 13 44 5
509 16 8 7 19 36 7
788 13 7 9 20 41 7
852 10 8 5 12 45 4
900 17 5 7 18 41 6
756 17 7 7 11 41 8
288 11 7 10 18 39 4
551 17 6 8 12 44 4
423 18 6 9 16 44 5
147 10 8 9 10 35 5
790 20 8 9 16 46 6
831 16 5 10 16 49 8
286 19 8 8 15 35 4
781 13 5 7 19 49 5
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Di,t Hi,t COk,t CSk,t Cbi,t SOi,k SIi,k LTk KAPr,t TOk,r TSk,r
226 17 6 5 11 46 4 1 490 5 5
320 11 6 5 17 41 4 2 486 4 8
122 15 7 6 19 44 6 1 496 5 10
478 18 5 10 18 49 6 2 467 3 9
310 15 7 9 11 48 7 2 453 2 5
150 12 5 10 20 50 4 1 467 4 10
391 18 7 7 14 40 8 1 444 5 7
570 12 5 10 19 44 5 1 469 4 5
272 12 7 9 13 47 7 2 468 5 6
266 17 5 10 11 47 5 2 499 2 7
889 13 6 5 10 50 5 405 2 6
652 17 6 5 13 41 7 411 5 7
223 14 7 10 16 40 8 496 4 9
610 14 6 7 11 36 7 437 5 5
828 20 8 6 15 36 6 466 4 6
175 17 6 9 13 46 5 452 4 6
755 19 7 7 15 48 5 421 5 8
156 18 7 7 19 38 5 487 2 5
812 11 7 5 18 41 6 491 3 5
883 10 8 8 13 37 4 430 3 8
600 15 5 7 13 49 4 404 2 8
394 19 6 6 20 48 4 413 4 6
349 14 7 7 14 48 7 440 3 7
243 12 7 8 15 47 5 460 5 8
561 11 8 6 16 49 8 494 5 9
509 13 6 6 14 44 5 420 5 8
904 17 5 5 10 46 5 496 5 6
382 20 8 9 12 49 5 469 2 5
808 14 8 6 12 38 4 421 4 5
910 10 6 9 12 46 7 464 3 5
842 12 7 10 13 46 5 462 2 6
144 17 5 6 18 35 8 416 4 10
199 16 6 10 10 47 6 481 5 5
455 12 5 6 12 48 6 413 2 6
827 12 7 10 18 46 5 487 4 8
852 19 7 5 10 37 7 495 5 5
115 12 7 8 10 46 6 444 2 5
286 13 6 6 13 40 5 495 2 6
195 15 7 6 14 39 6 416 4 5
705 13 6 5 14 50 7 404 5 6
977 19 6 7 13 46 6 440 3 5
401 10 7 7 18 36 6 434 3 7
750 10 8 10 10 49 5 478 5 5
182 10 6 6 19 47 4 420 2 8
984 11 6 9 16 35 6 468 3 8
802 16 7 10 12 38 4 452 5 6
393 18 6 9 13 49 5 445 2 5
549 19 7 6 17 48 6 467 5 7
559 14 6 6 12 44 4 500 3 6
530 17 8 8 13 44 6 428 4 6
Continuación
Di,t Hi,t COk,t CSk,t Cbi,t SOi,k SIi,k
617 17 6 10 16 36 5
357 20 5 10 15 39 5
235 10 8 5 12 43 8
361 11 7 7 15 35 6
886 20 6 6 20 41 6
210 14 8 9 19 35 6
197 18 7 5 14 42 7
476 18 6 7 16 48 7
540 15 7 10 18 36 4
588 11 8 6 13 48 6
443 11 7 5 18 47 4
877 16 7 10 13 45 4
239 11 6 8 18 35 4
110 12 6 9 11 50 5
736 15 8 9 17 41 5
422 14 5 9 11 36 7
463 10 6 9 14 39 4
819 13 8 7 12 41 4
412 19 6 7 16 40 5
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Di,t Hi,t COk,t CSk,t Cbi,t SOi,k SIi,k LTk KAPr,t TOk,r TSk,r
686 19 8 7 10 39 7 1 472 4 7
245 16 5 7 15 50 8 2 469 3 10
947 10 6 5 18 37 5 1 478 4 5
403 13 8 9 11 39 5 1 449 2 5
658 10 8 8 15 38 6 1 436 5 10
808 18 6 9 14 41 5 2 450 5 8
147 13 8 6 19 47 8 2 408 5 10
327 18 5 9 12 35 6 1 417 4 8
929 12 7 8 18 43 8 1 415 5 10
923 17 5 7 16 44 6 1 447 3 10
702 14 6 8 15 46 7 454 4 7
465 17 6 8 16 38 8 459 3 9
937 14 8 7 20 44 7 443 2 5
423 15 7 10 12 37 6 438 2 6
641 10 5 7 16 37 4 468 2 7
888 15 6 5 14 47 4 453 5 8
567 16 6 6 16 49 4 422 5 5
869 15 7 7 10 39 4 488 3 10
625 18 7 6 14 42 4 452 3 10
696 18 7 8 20 38 5 491 4 7
244 12 5 7 20 42 6 446 2 7
939 16 6 6 16 40 7 455 3 5
894 10 6 8 20 40 5 482 3 6
789 20 7 9 11 40 7 401 2 8
205 19 7 7 12 41 6 442 3 9
153 10 5 7 10 37 7 468 3 8
548 14 5 6 17 39 8 443 2 5
927 17 7 10 19 41 8 416 4 5
452 16 7 7 19 46 7 469 5 5
554 13 6 10 18 38 5 412 5 5
487 15 6 5 20 38 7 409 3 5
689 20 6 7 13 43 5 464 2 9
744 19 7 5 15 40 4 428 2 7
### 14 6 7 16 41 8 462 3 8
471 15 8 5 18 38 7 434 5 10
919 11 8 5 10 46 4 442 2 7
181 15 8 8 10 39 8 493 3 7
352 16 8 7 13 48 7 443 3 9
262 18 8 10 14 48 4 411 5 7
772 15 7 9 15 42 5 500 2 8
143 11 8 5 13 39 8 435 4 7
468 13 8 5 18 45 8 429 4 10
816 13 5 7 10 42 7 473 2 7
249 13 7 10 20 39 6 415 3 5
150 14 7 7 17 43 8 462 4 10
868 19 5 7 13 47 5 447 2 8
516 20 8 7 13 41 7 439 4 7
672 11 8 8 18 41 8 462 2 9
682 17 7 9 13 45 6 495 4 8
653 20 5 10 14 45 8 423 5 7
Continuación
Di,t Hi,t COk,t CSk,t Cbi,t SOi,k SIi,k
739 20 8 7 16 37 6
480 12 6 7 16 40 7
358 13 6 8 12 44 7
483 14 8 9 15 36 6
108 12 7 9 20 42 5
333 17 5 6 20 36 5
320 20 8 8 15 43 6
599 14 8 10 17 49 6
662 11 5 6 20 37 8
711 18 5 8 15 49 5
566 19 8 8 19 48 8
999 12 8 7 14 46 8
362 18 7 10 19 49 8
233 19 5 5 12 49 4
859 11 7 5 18 40 4
545 10 8 5 12 35 6
585 17 5 6 15 38 8
942 20 7 10 13 40 8
535 15 8 9 17 38 4
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Di,t Hi,t COk,t CSk,t Cbi,t SOi,k SIi,k LTk KAPr,t TOk,r TSk,r
719 11 8 10 13 39 5 1 404 4 10
955 19 8 10 11 43 6 1 483 3 6
813 10 5 5 16 43 5 2 499 3 5
998 20 5 5 13 46 6 2 450 5 10
886 20 6 6 13 49 7 2 443 2 5
558 18 5 5 13 38 5 2 438 2 6
376 11 6 6 10 40 5 2 402 2 8
612 10 7 8 12 46 4 1 456 2 6
145 11 5 5 10 45 6 2 461 3 7
195 15 7 6 19 38 8 2 473 3 10
228 16 5 5 17 39 6 487 2 10
948 18 5 9 17 47 7 473 5 5
347 11 5 8 18 43 8 463 3 7
312 15 8 7 17 41 4 493 4 10
586 10 5 5 11 50 7 428 3 6
665 13 6 9 14 45 6 495 3 5
823 10 7 7 14 44 6 471 3 9
956 10 7 8 20 39 8 417 3 6
346 12 5 9 19 43 8 427 3 10
671 12 5 10 13 48 6 449 3 8
275 20 6 6 10 39 5 410 5 10
547 20 7 10 15 43 8 400 2 8
342 17 5 10 15 44 6 433 4 8
293 16 6 10 17 36 8 406 5 7
442 10 8 7 11 35 7 428 5 8
869 20 7 5 20 43 8 460 3 6
194 13 8 9 17 46 8 417 2 7
150 14 6 5 19 49 8 425 4 5
886 13 6 7 11 39 7 430 3 9
144 20 8 10 14 40 4 480 2 9
555 16 7 7 13 45 7 405 5 8
586 14 6 9 10 35 4 466 3 10
697 14 8 9 18 45 7 411 5 9
785 15 7 5 14 35 6 451 2 10
734 13 5 10 19 45 8 405 4 10
591 15 6 10 14 38 6 419 2 6
332 17 6 9 12 39 6 422 4 6
559 19 7 10 10 38 6 454 3 9
301 19 8 8 11 35 8 482 2 9
388 11 6 9 10 38 6 451 3 8
489 11 5 6 14 35 4 440 5 10
870 13 5 5 17 38 6 415 5 7
797 19 6 6 10 44 5 418 5 9
961 17 6 7 15 38 7 442 2 10
440 13 6 7 20 43 5 442 4 9
990 16 7 7 17 44 7 407 2 10
694 18 7 5 10 39 8 406 3 9
682 14 8 5 15 36 7 410 3 10
747 18 6 6 19 41 4 449 2 9
296 11 6 10 14 46 6 431 2 10
Continuación
Di,t Hi,t COk,t CSk,t Cbi,t SOi,k SIi,k
212 14 5 6 18 47 4
430 18 7 8 15 35 5
619 17 7 10 15 36 6
322 12 5 5 19 45 8
679 11 8 5 19 40 7
481 14 7 7 17 50 6
778 12 5 8 18 50 7
213 20 5 9 17 45 7
755 12 5 9 10 42 4
642 11 6 5 11 35 4
554 12 5 8 13 43 5
819 15 5 5 20 39 6
660 10 6 9 17 50 7
363 17 5 6 11 41 6
622 18 8 7 14 41 5
562 18 5 10 14 50 5
659 17 5 9 17 46 6
593 16 6 8 14 40 6
916 14 7 9 13 45 6
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Di,t Hi,t COk,t CSk,t Cbi,t SOi,k SIi,k LTk KAPr,t TOk,r TSk,r
585 17 7 6 16 35 6 2 431 5 10
173 13 7 6 11 46 6 1 428 4 7
876 17 8 5 13 49 8 2 438 5 8
331 20 7 9 12 35 8 1 409 2 8
276 18 8 8 16 49 4 2 496 2 10
116 15 6 9 17 37 8 2 496 4 8
357 20 8 7 10 44 6 2 454 4 10
536 18 7 10 15 49 4 2 479 5 8
237 18 5 9 20 35 5 1 440 3 9
232 13 7 5 19 36 4 1 471 3 10
911 20 8 5 18 39 4 478 4 7
674 13 5 5 20 46 7 484 3 8
245 10 7 10 12 43 7 467 4 10
632 10 5 7 13 36 6 454 5 6
850 17 7 5 18 36 4 484 5 7
197 12 6 8 15 46 4 470 5 7
776 14 7 6 17 48 4 439 5 8
981 13 7 5 11 38 8 403 5 7
737 17 8 10 10 41 8 445 5 7
808 16 5 6 16 35 7 485 2 10
355 10 6 5 13 45 6 439 4 10
150 15 8 10 19 43 7 488 5 8
105 19 8 6 13 43 5 414 5 5
900 17 8 7 14 43 7 434 2 7
317 16 5 10 16 44 6 474 4 8
265 19 7 10 13 40 7 400 4 7
660 11 6 9 20 42 8 476 3 5
138 14 5 7 11 44 6 449 5 10
563 19 5 10 11 43 5 401 3 10
666 16 7 7 11 36 8 445 2 10
598 18 8 8 12 35 5 442 5 5
800 12 6 10 17 40 8 497 3 9
856 11 6 8 18 37 7 497 4 10
985 17 6 10 20 38 7 430 5 10
456 18 8 8 15 35 5 403 3 6
481 14 7 9 11 43 7 411 4 6
308 16 7 9 15 36 6 461 5 6
478 18 7 8 18 46 6 411 5 8
388 19 8 8 19 45 7 433 4 6
898 17 6 7 20 39 8 421 5 7
269 13 7 9 18 36 6 457 3 6
594 15 7 9 12 42 5 451 3 5
943 15 5 5 15 39 4 407 5 8
375 14 7 8 14 36 7 449 5 6
276 15 7 5 10 41 5 497 2 6
994 20 8 5 18 44 7 481 5 9
642 11 7 5 18 45 8 474 2 8
798 12 7 6 11 45 5 496 4 10
808 19 7 7 17 41 8 429 2 9
779 10 5 8 18 41 5 457 4 8
Continuación
Di,t Hi,t COk,t CSk,t Cbi,t SOi,k SIi,k
866 10 7 5 10 49 8
606 14 5 5 10 36 4
484 10 5 6 17 40 6
961 11 7 7 13 48 5
586 20 6 7 18 38 7
811 14 8 6 18 48 6
798 18 7 8 13 39 8
176 16 6 10 15 45 8
239 13 7 7 18 49 5
287 20 8 9 13 45 7
143 20 7 8 17 44 4
576 14 7 7 12 48 5
840 20 6 5 18 37 4
711 10 6 6 10 36 6
435 13 8 6 16 43 6
122 12 5 6 10 38 7
162 19 6 6 13 42 4
518 11 8 10 11 43 5
112 17 5 10 15 49 7
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Di,t Hi,t COk,t CSk,t Cbi,t SOi,k SIi,k LTk KAPr,t TOk,r TSk,r
256 16 5 10 10 35 6 1 468 2 5
774 13 6 10 15 44 5 1 480 2 6
800 17 5 10 17 36 7 1 465 4 6
340 15 5 10 16 42 6 1 420 2 9
239 16 5 10 18 49 7 2 453 3 7
805 13 6 8 12 43 5 1 496 2 6
725 11 8 10 20 45 6 1 493 2 6
297 19 6 8 13 48 5 1 488 3 5
937 15 5 9 11 35 6 1 455 4 5
985 19 5 7 15 42 6 1 477 5 7
749 10 5 10 18 43 6 460 4 5
509 10 5 5 16 48 6 476 3 7
487 10 8 5 16 39 7 486 5 10
221 11 6 5 18 38 4 494 3 10
530 12 7 5 13 41 4 412 2 8
770 20 8 7 19 46 5 440 4 5
389 17 6 6 19 50 4 406 3 5
643 11 6 8 13 43 4 489 5 6
384 15 8 10 19 49 4 469 2 5
442 14 7 10 18 42 7 496 5 9
526 19 8 7 10 48 7 433 2 5
695 11 7 7 13 37 6 419 2 10
330 11 5 8 19 44 5 498 5 5
757 15 7 6 14 35 5 402 4 10
810 10 7 8 17 48 4 477 5 10
557 14 8 9 16 37 8 428 2 10
515 20 7 9 11 44 4 404 4 8
968 16 5 7 14 47 7 489 4 10
554 15 8 8 16 48 6 420 5 5
237 10 7 10 10 50 4 445 4 5
520 10 7 9 16 41 6 457 2 5
481 19 5 10 20 45 8 458 5 10
613 10 8 5 17 38 7 470 2 5
435 14 8 7 19 37 6 420 2 9
396 11 5 5 17 39 5 469 4 9
511 20 8 7 13 43 4 426 5 10
730 13 8 8 12 40 6 414 5 8
732 15 6 6 13 36 7 447 5 8
423 19 8 5 11 42 6 457 4 10
589 10 8 9 14 35 4 413 5 7
562 16 8 9 17 48 6 469 5 6
915 10 7 9 12 40 5 472 4 6
245 19 8 8 14 40 8 440 2 10
668 16 7 8 17 50 7 481 2 10
213 18 6 9 12 47 5 488 2 5
278 15 6 10 16 47 5 402 2 7
603 12 8 9 12 45 6 484 4 9
870 18 7 6 18 41 6 491 4 8
158 10 5 7 18 49 7 443 2 5
168 19 5 8 11 37 6 450 5 8
Continuación
Di,t Hi,t COk,t CSk,t Cbi,t SOi,k SIi,k
931 17 5 5 18 47 5
104 18 6 6 18 46 4
493 16 6 10 20 37 8
651 20 6 7 10 40 5
154 14 7 5 20 47 4
138 20 6 5 14 44 8
862 11 5 6 19 40 6
946 13 7 7 10 44 4
791 13 6 10 11 49 6
262 20 8 7 20 44 7
627 19 8 9 12 49 6
294 12 8 5 12 46 4
339 16 6 5 14 44 4
738 18 6 8 10 44 7
198 15 7 10 13 37 8
941 15 5 7 16 44 8
189 16 5 10 10 48 6
298 13 5 6 16 42 5
624 10 7 10 18 49 4
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Di,t Hi,t COk,t CSk,t Cbi,t SOi,k SIi,k LTk KAPr,t TOk,r TSk,r
202 20 5 7 14 47 7 1 496 3 6
213 14 7 9 16 48 5 1 428 5 9
872 15 6 8 10 40 7 2 406 2 8
881 19 7 8 10 41 5 2 418 2 8
532 13 6 5 15 45 5 2 479 5 6
366 17 6 5 18 49 4 2 491 4 8
415 12 7 7 16 40 5 1 456 3 6
871 13 8 9 14 50 8 2 409 4 6
244 17 5 7 17 47 7 2 447 5 7
562 15 8 6 18 50 5 2 459 5 9
959 12 7 6 15 37 6 410 2 5
431 12 7 9 15 40 4 407 3 6
904 14 6 5 14 39 5 467 5 6
568 14 6 8 13 37 8 412 2 8
411 16 6 7 17 39 6 447 2 9
935 11 6 8 19 39 6 410 3 8
947 14 8 8 18 40 8 444 2 5
672 16 6 5 11 37 5 445 4 10
568 13 5 7 19 47 7 418 2 9
108 10 7 7 12 43 4 445 5 8
798 20 7 9 16 46 7 427 5 10
347 13 8 8 19 37 5 483 2 6
590 12 5 9 14 47 8 489 2 7
999 10 5 8 11 48 8 438 4 8
988 10 8 10 18 41 6 443 3 10
121 15 5 10 13 47 8 477 4 10
894 20 6 5 18 36 6 470 3 10
503 16 5 8 20 38 8 409 5 5
269 11 8 8 13 49 5 464 3 6
773 16 6 10 11 49 7 424 3 6
768 15 7 9 20 38 5 481 2 6
334 17 6 6 18 41 7 438 2 7
759 11 7 5 19 37 7 487 5 8
663 18 6 7 18 44 4 456 3 10
767 14 8 8 11 38 5 498 5 8
908 11 5 6 14 45 4 445 4 5
173 20 6 8 12 42 5 470 2 6
338 14 8 5 11 45 4 418 4 9
957 13 7 9 17 41 7 494 4 9
606 16 5 9 19 37 6 411 3 6
732 15 6 7 17 49 6 485 2 5
705 15 5 10 11 42 6 461 3 5
727 16 7 8 12 50 7 473 2 5
825 17 5 6 11 43 6 483 5 10
489 11 7 7 15 48 5 477 2 6
300 15 7 6 20 44 6 461 3 10
474 19 5 9 14 44 5 486 4 6
431 18 5 7 15 38 8 458 5 10
111 12 6 7 18 37 8 429 4 9
165 16 5 5 16 43 5 439 2 5
Continuación
Di,t Hi,t COk,t CSk,t Cbi,t SOi,k SIi,k
631 15 7 5 20 43 6
319 17 5 5 14 46 8
861 12 6 7 12 46 5
965 10 6 5 18 39 6
653 12 6 7 12 40 7
241 12 7 10 17 39 7
575 16 7 9 17 41 4
263 10 6 5 18 41 4
718 19 5 6 11 37 6
699 11 6 7 17 49 5
332 17 8 9 14 41 5
745 11 5 6 11 44 5
409 10 5 7 15 49 8
728 15 7 10 18 48 5
800 19 6 8 12 43 8
556 11 8 10 12 48 8
314 16 5 10 15 48 5
148 20 5 7 14 41 4
405 14 6 9 16 41 5
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Di,t Hi,t COk,t CSk,t Cbi,t SOi,k SIi,k LTk KAPr,t TOk,r TSk,r
498 11 8 9 12 37 6 2 491 2 10
477 15 8 8 13 47 5 2 486 3 6
273 10 7 10 12 49 7 2 448 5 7
591 17 6 8 10 40 8 1 488 5 10
988 17 5 9 13 35 8 2 443 5 6
457 11 6 6 16 42 7 2 490 4 6
931 18 7 7 12 37 8 2 474 3 6
172 15 8 6 11 42 4 2 495 4 5
676 10 7 8 15 36 5 1 423 5 7
964 15 7 9 20 36 5 1 411 4 8
314 18 8 7 16 37 8 419 2 5
941 14 8 7 20 42 8 499 5 6
413 12 7 10 20 45 8 447 5 6
852 15 7 6 13 37 4 452 5 9
402 16 7 5 18 43 5 429 4 7
852 11 8 10 18 46 4 415 2 7
193 14 8 10 16 36 6 449 3 5
127 15 8 8 10 50 8 472 2 9
116 15 6 6 11 46 4 477 2 7
150 20 6 5 17 36 8 437 5 5
501 11 8 7 11 50 6 457 5 10
334 15 8 7 11 43 7 464 4 10
785 19 8 10 18 41 6 490 3 8
219 20 8 9 17 46 4 405 2 8
861 11 6 5 12 44 8 435 5 8
202 13 6 8 11 39 4 447 2 9
168 15 6 6 10 35 7 448 2 8
510 11 5 5 11 37 7 418 5 9
120 18 5 10 15 35 8 400 5 10
740 15 6 7 18 42 7 400 5 7
200 16 8 10 20 40 4 425 3 8
589 19 7 10 13 43 5 400 4 7
561 20 7 6 10 38 8 402 3 10
857 15 6 8 15 39 8 473 5 5
561 14 6 10 10 46 5 447 2 10
309 14 6 9 15 47 6 476 4 7
798 10 7 7 17 37 6 455 4 9
600 14 5 8 10 49 8 498 5 10
743 11 5 9 17 35 6 420 2 5
962 13 5 8 19 39 7 470 5 6
909 14 7 6 14 39 4 495 3 5
189 13 6 9 14 39 4 421 5 7
729 20 5 8 10 47 5 491 3 8
349 15 7 8 18 46 4 428 4 5
814 14 5 8 11 38 8 418 2 9
925 10 5 6 16 47 6 497 3 10
327 16 6 9 13 40 8 414 5 8
206 16 7 10 14 45 8 433 3 10
118 11 7 6 17 42 5 455 2 5
129 16 7 6 18 37 7 415 3 7
Continuación
Di,t Hi,t COk,t CSk,t Cbi,t SOi,k SIi,k
460 12 5 5 16 50 7
571 11 8 9 11 50 7
366 14 6 6 15 35 6
108 15 8 6 10 39 8
389 20 7 9 16 38 8
576 14 5 7 20 48 6
888 12 7 7 13 48 6
559 18 5 5 17 41 5
856 20 5 7 11 47 5
875 11 5 9 14 43 7
632 15 7 6 13 47 5
458 16 5 7 15 44 7
293 17 6 6 18 37 8
127 10 7 5 10 45 4
654 16 7 7 20 35 7
634 18 7 5 17 41 7
429 10 8 7 11 42 6
973 19 6 8 10 42 6
241 17 8 6 18 49 5
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Di,t Hi,t COk,t CSk,t Cbi,t SOi,k SIi,k LTk KAPr,t TOk,r TSk,r
252 14 5 8 16 42 8 1 474 5 7
346 16 6 8 13 40 8 2 471 4 9
147 20 7 8 15 44 6 1 480 4 5
504 12 5 6 14 45 6 1 445 2 10
336 20 6 5 18 44 6 2 431 2 6
176 14 8 6 17 48 4 1 445 4 10
417 20 6 10 11 36 7 2 403 4 5
596 14 8 7 16 41 5 2 429 3 9
298 13 6 5 20 43 6 1 497 3 10
292 19 6 8 18 43 4 2 427 3 5
971 15 7 8 18 46 8 434 4 5
734 19 7 9 20 49 5 439 3 5
305 15 8 8 13 47 6 423 2 9
692 16 7 5 16 40 5 472 2 10
910 11 8 8 17 41 8 400 2 5
201 16 7 5 14 35 7 481 2 5
781 19 8 9 16 37 8 469 2 6
182 17 5 9 10 43 8 433 4 9
573 10 5 8 19 44 8 438 5 8
644 12 6 10 15 41 7 478 2 6
192 16 7 7 15 35 6 432 4 6
887 10 8 6 13 36 7 441 5 10
843 15 5 7 17 36 8 468 5 8
737 14 5 9 18 36 6 482 2 5
154 12 5 7 20 37 4 422 3 6
102 15 7 7 18 49 6 448 3 10
496 18 7 5 14 35 6 423 2 8
875 10 5 10 15 37 6 498 4 7
400 15 5 6 15 41 5 449 5 7
502 12 8 9 15 49 8 463 3 8
435 14 7 10 16 49 5 461 2 9
637 16 8 6 10 38 8 414 5 7
693 15 5 5 11 35 7 479 5 8
949 10 8 7 12 36 7 412 2 8
419 10 7 5 15 44 6 486 4 10
445 17 6 6 18 36 8 405 5 7
608 10 6 9 18 44 7 456 2 7
779 12 6 7 10 37 6 406 2 9
633 13 6 7 11 37 8 428 4 8
242 11 5 6 12 47 4 416 5 8
514 18 6 9 10 44 7 451 3 7
838 19 7 8 15 50 7 445 3 10
286 19 8 5 19 47 6 490 5 7
619 19 6 7 17 44 5 431 2 5
521 20 6 10 14 48 7 479 3 5
338 14 8 5 10 35 4 464 2 9
887 15 7 10 10 46 6 456 3 7
142 17 7 6 15 46 7 479 2 10
152 12 6 6 10 42 5 411 4 8
123 15 8 8 11 42 7 439 5 7
Continuación
Di,t Hi,t COk,t CSk,t Cbi,t SOi,k SIi,k
209 15 7 10 14 35 5
850 18 5 10 12 37 6
729 19 5 5 20 41 8
854 19 7 6 11 50 7
479 20 7 6 17 40 7
704 14 8 9 17 49 6
690 17 7 5 12 41 8
970 16 7 7 13 46 8
132 12 8 9 16 50 5
180 20 5 6 11 49 7
937 20 7 5 15 49 4
469 13 7 10 11 47 5
733 19 6 7 16 36 4
604 20 6 9 20 35 4
497 12 8 9 14 42 4
127 12 5 8 20 37 6
168 19 6 9 11 41 8
524 11 8 7 10 43 8
117 16 5 6 14 41 4
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Di,t Hi,t COk,t CSk,t Cbi,t SOi,k SIi,k LTk KAPr,t TOk,r TSk,r
909 16 8 7 11 36 8 2 410 5 8
188 10 5 10 16 40 6 1 462 3 10
790 13 7 9 10 47 6 2 434 4 7
784 16 5 5 11 43 4 2 465 2 6
563 12 6 9 11 47 4 2 472 5 6
565 16 5 10 14 38 6 2 459 4 7
192 13 7 9 14 37 7 2 442 2 9
340 12 6 6 18 46 6 1 491 3 5
558 17 7 8 20 46 4 1 446 3 6
144 15 5 6 20 37 4 2 405 2 5
484 14 7 6 11 44 8 482 3 6
857 13 6 10 13 45 8 473 2 9
374 18 6 8 12 48 8 451 5 8
684 17 7 5 19 45 7 472 2 6
893 11 5 10 12 39 7 453 4 6
688 15 6 9 16 42 8 435 5 10
643 10 7 10 20 42 4 462 5 6
593 11 6 6 13 42 6 482 2 7
911 19 6 10 12 43 6 449 3 8
859 10 8 10 18 47 8 455 2 5
353 12 8 7 14 49 7 430 5 9
971 15 6 7 17 36 7 403 3 10
989 19 6 10 17 45 7 456 5 10
190 20 5 5 16 50 4 499 4 10
123 11 7 7 18 50 7 404 3 5
325 11 7 10 14 39 5 432 2 8
620 10 8 6 11 40 5 402 2 7
637 16 6 10 12 41 8 436 3 8
164 19 8 7 19 38 6 409 2 6
189 12 5 9 11 43 8 416 2 7
352 16 5 10 10 47 7 467 2 7
763 10 5 8 14 45 6 444 3 9
433 20 5 7 15 40 7 420 5 8
791 18 7 7 16 35 4 408 2 9
161 13 8 9 14 36 7 444 5 8
726 15 5 9 19 43 7 438 4 5
835 16 6 6 12 36 6 482 2 6
267 14 7 10 10 37 6 423 4 6
408 15 7 5 18 41 8 471 4 10
281 12 8 6 12 37 4 483 2 8
830 10 5 5 13 48 5 481 4 8
747 12 5 6 17 36 8 403 2 10
756 18 8 8 12 44 5 409 5 8
728 10 6 9 13 44 8 438 5 9
814 10 7 5 16 36 5 480 3 10
554 13 7 5 18 39 6 482 5 10
433 14 5 6 12 43 7 400 2 8
558 14 8 9 15 35 6 419 5 9
183 13 8 7 12 41 6 409 3 6
647 18 6 10 20 35 5 466 2 6
Continuación
Di,t Hi,t COk,t CSk,t Cbi,t SOi,k SIi,k
394 10 8 6 15 42 7
673 20 8 10 20 48 7
737 16 5 5 19 40 4
785 12 5 7 14 48 7
641 13 8 8 10 36 8
173 17 5 6 14 50 4
676 12 7 10 11 39 4
308 13 7 10 12 50 5
933 16 5 8 17 41 6
859 18 6 8 12 36 7
660 10 7 9 14 39 4
115 13 5 7 13 41 4
849 10 7 6 17 40 5
689 18 5 7 14 45 7
930 13 7 5 19 50 5
208 18 8 8 13 38 8
811 17 6 6 18 41 4
636 12 8 8 16 41 8
415 19 5 8 15 44 8
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GREGORIO RIUS-SOROLLA Página 256 
 
ANEXO 2: Ejemplo de instancia del banco presentado en el capítulo 
quinto 
Adjunto se presentan los datos que se encuentran en el fichero de texto 
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Stock incial X0,i; 
;106;105;101;113;111;104;108;102;97;111;126;126;126;126;120;120;120;120;113;113;113;113;123;123;123;123;121;121;121;121;116;116;116;116;
118;118;118;118;112;112;112;112;115;115;115;115;124;124;124;124 
Coste de almacenamiento H_t_i; 
;2,25;2,166;2,084;1,999;1,917;1,833;1,751;1,666;1,584;1,5;0,225;0,225;0,225;0,225;0,217;0,217;0,217;0,217;0,208;0,208;0,208;0,208;0,2;0,2;0,2;0,2
;0,192;0,192;0,192;0,192;0,183;0,183;0,183;0,183;0,175;0,175;0,175;0,175;0,167;0,167;0,167;0,167;0,158;0,158;0,158;0,158;0,15;0,15;0,15;0,15 
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GREGORIO RIUS-SOROLLA Página 271 
 
ANEXO 3: Tablas comparativas de los costes total y los niveles de 
servicio, en los 52 periodos de análisis, de las distintas propuestas de 
planificación 
A continuación se presentan los resultados obtenidos con el medible de los costes totales y el 
nivel de servicio en los 52 periodos de análisis en las Tabla 0-1 y Tabla 0-2. 














7.031.686 7.006.685 6.986.858 6.787.983 6.973.251 
STP1R00
_2 
8.321.149 8.019.834 7.080.683 7.937.493 7.606.396 
STP1R00
_3 
6.905.001 7.317.040 7.417.667 7.363.695 7.481.707 
STP1R00
_4 
6.834.514 7.012.406 6.974.912 6.931.934 6.996.965 
STP1R00
_5 
8.864.497 9.096.974 9.141.836 9.047.717 9.476.895 
STP1R00
_6 
6.477.510 6.843.160 6.652.235 6.215.763 6.519.198 
STP1R00
_7 
8.473.687 9.089.200 9.076.550 9.573.479 9.089.200 
STP1R00
_8 
6.749.519 6.376.245 6.284.608 6.566.428 6.356.626 
STP1R00
_9 
8.862.071 9.327.638 9.250.295 9.425.517 9.250.961 
STP1R00
_10 
6.467.916 6.328.180 6.058.264 6.345.696 6.200.182 
STP1R00
_11 
6.805.546 7.325.679 7.325.679 7.291.282 7.325.679 
STP1R00
_12 
8.269.221 7.970.996 7.945.311 7.995.859 7.946.569 
STP1R30
_1 
61.753.291 61.547.017 60.931.933 61.049.193 62.840.475 
STP1R30
_2 
58.740.527 58.974.671 58.849.269 60.232.511 60.521.023 
STP1R30
_3 
57.053.873 56.589.925 53.898.672 55.189.299 53.582.074 
STP1R30
_4 
60.765.327 60.939.399 61.762.080 65.382.381 64.443.434 
STP1R30
_5 
63.340.461 62.325.850 63.650.293 60.786.589 62.082.798 
STP1R30
_6 
63.537.443 59.147.473 60.699.475 60.995.158 60.627.663 
STP1R30
_7 
55.560.156 59.742.386 54.111.032 53.536.373 55.779.655 
STP1R30
_8 
59.525.132 57.042.072 58.453.804 58.944.956 59.568.371 
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62.011.174 60.153.794 62.375.285 61.956.011 59.762.941 
STP1R30
_10 
58.461.608 58.370.727 60.435.238 61.128.004 58.589.858 
STP1R30
_11 
61.957.038 62.025.051 63.320.512 62.427.504 59.785.643 
STP1R30
_12 
58.823.351 58.322.155 57.271.461 58.530.889 60.475.907 
STP1R75
_1 
7.082.301 6.982.247 6.543.104 6.340.347 6.507.270 
STP1R75
_2 
6.585.665 6.304.861 6.753.061 6.528.726 7.702.698 
STP1R75
_3 
6.822.767 7.511.346 7.400.550 8.254.551 7.423.716 
STP1R75
_4 
9.185.944 8.707.967 8.991.490 8.873.743 9.145.492 
STP1R75
_5 
6.679.916 7.493.654 7.531.685 7.402.222 7.438.274 
STP1R75
_6 
7.692.230 8.868.744 7.995.475 6.937.981 8.700.603 
STP1R75
_7 
7.355.212 7.834.366 7.776.941 7.731.857 7.758.489 
STP1R75
_8 
7.132.255 7.753.913 8.073.025 8.006.072 8.163.178 
STP1R75
_9 
7.553.182 8.142.910 7.777.146 7.485.943 7.785.286 
STP1R75
_10 
9.321.741 9.423.772 9.492.549 10.256.438 9.709.742 
STP1R75
_11 
7.171.157 8.137.383 7.633.549 6.590.582 6.944.467 
STP1R75
_12 
6.696.731 7.540.878 8.066.684 7.066.848 6.315.012 
STP4R00
_1 
17.509.484 17.173.996 16.747.222 17.246.057 16.617.248 
STP4R00
_2 
17.281.631 17.421.015 17.456.047 17.381.819 17.522.804 
STP4R00
_3 
17.134.840 18.632.983 18.848.491 17.282.764 17.486.479 
STP4R00
_4 
16.683.808 17.664.683 17.671.285 17.915.220 17.671.285 
STP4R00
_5 
18.010.180 17.601.423 17.678.713 17.701.679 17.678.713 
STP4R00
_6 
15.975.995 16.362.623 16.474.623 16.328.466 16.474.623 
STP4R00
_7 
18.589.535 18.945.301 18.711.110 18.873.794 18.936.401 
STP4R00
_8 
15.145.632 16.956.132 15.981.466 16.756.360 16.560.705 
STP4R00
_9 
16.881.662 17.223.942 17.168.016 16.850.159 16.988.884 
STP4R00
_10 
18.505.186 17.454.150 17.330.147 17.374.055 17.310.711 
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17.470.680 18.018.024 18.364.378 18.323.853 17.742.469 
STP4R00
_12 
19.265.722 19.769.138 19.726.264 19.557.958 19.631.451 
STP4R30
_1 
70.957.736 70.063.791 69.651.044 70.769.802 69.713.388 
STP4R30
_2 
70.436.335 71.679.662 70.659.196 70.933.912 71.378.735 
STP4R30
_3 
67.324.306 69.298.332 69.280.139 69.647.947 68.178.647 
STP4R30
_4 
73.399.516 72.318.940 70.350.705 71.890.380 71.890.380 
STP4R30
_5 
70.749.484 71.034.596 69.786.534 72.602.416 72.602.416 
STP4R30
_6 
74.566.348 72.134.990 75.339.126 74.381.903 74.381.903 
STP4R30
_7 
70.623.773 72.267.657 72.568.684 70.365.650 71.101.424 
STP4R30
_8 
72.278.908 70.001.564 70.801.665 71.888.770 71.492.804 
STP4R30
_9 
64.797.376 65.369.895 62.817.578 62.717.910 64.444.610 
STP4R30
_10 
69.573.624 67.982.554 66.220.028 64.467.625 69.643.525 
STP4R30
_11 
65.199.740 64.151.386 65.873.448 65.806.846 63.894.827 
STP4R30
_12 
71.218.529 69.825.976 69.760.890 69.652.326 70.172.851 
STP4R75
_1 
18.694.746 18.828.024 17.253.544 16.637.005 17.217.032 
STP4R75
_2 
17.124.325 16.463.270 16.837.865 17.125.696 16.629.164 
STP4R75
_3 
16.211.695 17.061.209 16.454.788 16.983.813 17.126.225 
STP4R75
_4 
15.922.114 15.280.671 15.056.931 15.412.999 15.381.039 
STP4R75
_5 
16.455.502 15.498.581 16.277.441 15.640.020 15.379.341 
STP4R75
_6 
17.327.095 17.333.413 17.078.071 16.920.016 17.710.112 
STP4R75
_7 
25.384.764 24.938.247 25.621.174 24.838.856 24.784.931 
STP4R75
_8 
17.386.983 17.128.724 17.644.707 17.565.148 16.829.130 
STP4R75
_9 
17.889.620 17.053.255 17.656.782 17.508.396 17.195.741 
STP4R75
_10 
16.669.545 16.068.988 16.009.309 16.719.390 16.752.650 
STP4R75
_11 
16.221.923 16.534.339 17.202.237 16.345.269 16.960.063 
STP4R75
_12 
18.186.431 18.414.680 18.593.063 18.238.298 18.088.931 
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25.869.063 24.625.728 25.004.211 25.004.211 25.004.211 
STP5R00
_2 
25.559.081 25.002.291 25.309.589 25.309.589 25.309.589 
STP5R00
_3 
25.823.208 25.690.931 25.606.878 25.606.878 25.606.878 
STP5R00
_4 
27.905.800 28.067.246 28.088.475 28.002.174 28.002.174 
STP5R00
_5 
24.981.801 24.715.583 24.715.583 24.715.583 24.715.583 
STP5R00
_6 
25.648.768 25.947.091 25.766.380 25.809.215 25.809.215 
STP5R00
_7 
23.381.810 23.252.629 23.432.197 23.252.055 23.252.055 
STP5R00
_8 
25.848.316 26.337.756 26.489.830 25.800.814 25.800.814 
STP5R00
_9 
23.769.282 25.375.165 24.445.891 24.445.891 24.445.891 
STP5R00
_10 
37.731.177 50.374.132 35.780.084 36.108.417 36.108.417 
STP5R00
_11 
24.630.115 28.114.104 24.883.670 24.901.477 24.901.477 
STP5R00
_12 
27.267.623 28.423.403 27.396.328 27.395.907 27.395.907 
STP5R30
_1 
76.167.905 71.883.855 75.071.460 72.690.659 72.690.659 
STP5R30
_2 
76.215.218 77.147.931 78.178.941 77.503.920 77.503.920 
STP5R30
_3 
78.790.045 79.397.720 77.237.969 74.849.525 74.849.525 
STP5R30
_4 
76.796.133 77.057.587 75.441.069 77.174.070 77.174.070 
STP5R30
_5 
73.214.295 73.385.037 75.498.609 75.312.866 75.312.866 
STP5R30
_6 
69.277.404 67.618.069 70.286.625 70.928.132 70.928.132 
STP5R30
_7 
72.591.197 71.683.265 71.889.979 72.688.167 72.688.167 
STP5R30
_8 
81.412.325 79.608.092 81.311.022 79.850.404 79.850.404 
STP5R30
_9 
73.629.597 72.355.551 72.094.165 72.237.622 72.237.622 
STP5R30
_10 
77.592.002 75.768.027 76.139.074 75.354.707 75.354.707 
STP5R30
_11 
75.962.452 75.028.991 76.884.710 75.706.121 75.706.121 
STP5R30
_12 
76.650.542 74.282.625 77.490.401 76.396.556 76.396.556 
STP5R75
_1 
22.919.303 22.751.573 22.511.362 22.492.931 22.492.931 
STP5R75
_2 
26.239.299 26.748.896 27.070.212 27.070.779 27.070.779 
Modelos y Algoritmos de Coordinación para la Planificación de Operaciones basada en el 
concepto Stroke en Redes de Suministro distribuidas y con alternativas 
 




32.949.042 30.641.349 31.054.778 31.055.031 31.055.031 
STP5R75
_4 
23.169.208 24.173.434 23.636.868 23.694.379 23.694.379 
STP5R75
_5 
26.290.857 23.872.681 23.817.106 24.007.458 24.007.458 
STP5R75
_6 
26.541.857 26.587.321 26.137.755 25.722.887 25.722.887 
STP5R75
_7 
29.867.679 28.773.362 29.643.509 28.304.050 28.304.050 
STP5R75
_8 
26.334.568 27.375.448 25.897.756 27.103.152 27.103.152 
STP5R75
_9 
22.949.430 22.770.207 23.807.061 23.391.023 23.391.023 
STP5R75
_10 
23.621.503 23.721.099 24.135.510 23.525.619 23.525.619 
STP5R75
_11 
28.346.186 27.475.658 28.431.363 28.316.202 28.316.202 
STP5R75
_12 
25.238.220 25.246.340 26.091.112 25.784.577 25.784.577 
STP6R00
_1 
10.398.015 10.145.436 10.727.049 10.727.049 10.727.049 
STP6R00
_2 
9.224.088 9.408.213 9.612.128 9.612.128 9.612.128 
STP6R00
_3 
9.400.240 9.137.243 9.721.412 9.721.412 9.721.412 
STP6R00
_4 
10.154.725 11.126.863 10.553.123 10.553.123 10.553.123 
STP6R00
_5 
10.815.277 11.090.352 10.889.953 10.889.953 10.889.953 
STP6R00
_6 
9.385.165 10.461.598 9.876.267 9.876.267 9.876.267 
STP6R00
_7 
12.175.289 12.824.796 11.024.917 11.024.917 11.024.917 
STP6R00
_8 
12.426.653 13.382.731 12.328.914 12.328.914 12.328.914 
STP6R00
_9 
8.265.891 8.562.413 8.562.413 8.562.413 8.562.413 
STP6R00
_10 
10.677.607 10.473.632 10.451.868 10.451.868 10.451.868 
STP6R00
_11 
12.303.917 11.355.145 11.956.346 11.956.346 11.956.346 
STP6R00
_12 
10.127.335 10.606.870 10.577.122 10.577.122 10.577.122 
STP6R30
_1 
10.436.772 10.372.281 - - - 
STP6R30
_2 
15.780.348 16.677.409 - - - 
STP6R30
_3 
13.067.796 11.440.440 - - - 
STP6R30
_4 
12.969.000 12.848.336 - - - 
Modelos y Algoritmos de Coordinación para la Planificación de Operaciones basada en el 
concepto Stroke en Redes de Suministro distribuidas y con alternativas 
 




13.711.852 12.370.926 - - - 
STP6R30
_6 
10.931.813 11.140.827 - - - 
STP6R30
_7 
11.784.167 12.675.349 - - - 
STP6R30
_8 
11.820.236 10.992.359 - - - 
STP6R30
_9 
11.465.191 12.501.445 - - - 
STP6R30
_10 
11.478.322 11.396.898 - - - 
STP6R30
_11 
11.382.546 12.596.706 - - - 
STP6R30
_12 
13.671.769 11.355.746 - - - 
STP6R75
_1 
10.635.507 10.454.712 9.953.305 9.953.305 9.953.305 
STP6R75
_2 
11.691.009 11.603.802 10.238.711 10.238.711 10.238.711 
STP6R75
_3 
13.239.662 13.730.932 11.950.575 11.950.575 11.950.575 
STP6R75
_4 
10.239.320 10.252.908 10.093.770 10.093.770 10.093.770 
STP6R75
_5 
10.773.104 10.907.523 11.004.270 11.004.270 11.004.270 
STP6R75
_6 
10.565.469 10.491.465 10.697.543 10.697.543 10.697.543 
STP6R75
_7 
11.976.772 11.316.446 11.700.203 11.700.203 11.700.203 
STP6R75
_8 
9.847.486 11.006.153 10.356.185 10.356.185 10.356.185 
STP6R75
_9 
10.665.101 10.985.213 11.230.187 11.230.187 11.230.187 
STP6R75
_10 
9.918.448 10.516.302 10.711.079 10.711.079 10.711.079 
STP6R75
_11 
9.504.746 9.507.227 9.974.044 9.974.044 9.974.044 
STP6R75
_12 
10.924.711 10.680.828 11.459.605 11.459.605 11.459.605 
TTP1R00
_1 
8.344.421 8.003.511 8.168.470 8.168.470 8.168.470 
TTP1R00
_2 
6.634.791 6.764.416 6.547.368 6.547.368 6.547.368 
TTP1R00
_3 
6.476.835 6.650.989 6.636.225 6.636.225 6.636.225 
TTP1R00
_4 
6.866.972 6.893.731 6.903.970 6.813.613 6.903.970 
TTP1R00
_5 
7.346.970 7.614.851 7.391.564 7.391.564 7.391.564 
TTP1R00
_6 
7.906.139 7.890.336 7.877.941 7.877.941 7.877.941 
Modelos y Algoritmos de Coordinación para la Planificación de Operaciones basada en el 
concepto Stroke en Redes de Suministro distribuidas y con alternativas 
 




7.040.614 7.130.148 7.130.148 7.116.776 7.116.776 
TTP1R00
_8 
7.247.064 7.024.676 7.232.757 7.232.757 7.232.757 
TTP1R00
_9 
6.376.019 6.499.478 6.499.520 6.499.516 6.499.516 
TTP1R00
_10 
8.190.268 7.727.936 7.495.204 7.495.204 7.495.204 
TTP1R00
_11 
7.048.912 6.835.038 7.075.567 6.850.072 6.850.072 
TTP1R00
_12 
7.657.377 7.623.742 7.604.453 7.604.453 7.604.453 
TTP1R30
_1 
11.970.659 12.656.578 13.793.521 14.558.589 14.281.555 
TTP1R30
_2 
15.614.759 12.034.717 13.549.877 15.339.167 14.009.201 
TTP1R30
_3 
16.643.411 10.570.493 12.779.326 12.082.295 11.712.627 
TTP1R30
_4 
15.974.440 15.242.524 14.080.282 13.741.688 14.207.075 
TTP1R30
_5 
14.693.572 12.457.054 14.594.442 14.646.391 13.060.178 
TTP1R30
_6 
19.397.306 13.855.906 18.114.734 15.766.153 15.386.766 
TTP1R30
_7 
16.300.811 13.566.321 18.807.515 15.518.935 13.370.290 
TTP1R30
_8 
16.886.763 14.753.529 15.786.291 13.636.484 16.482.295 
TTP1R30
_9 
17.447.168 13.210.546 17.288.009 18.477.046 18.450.101 
TTP1R30
_10 
24.686.931 17.817.401 17.507.373 21.013.666 21.208.107 
TTP1R30
_11 
17.168.510 15.485.988 14.987.087 17.010.517 18.065.070 
TTP1R30
_12 
14.732.781 12.465.439 15.848.501 13.119.302 14.578.171 
TTP1R75
_1 
7.481.627 7.429.469 7.372.248 7.372.248 7.372.248 
TTP1R75
_2 
8.375.050 8.796.443 8.536.264 8.536.264 8.536.264 
TTP1R75
_3 
9.095.489 9.131.665 9.131.665 9.131.665 9.131.665 
TTP1R75
_4 
7.477.463 7.600.021 7.943.285 7.943.285 7.943.285 
TTP1R75
_5 
6.217.710 6.167.683 6.366.978 6.366.978 6.366.978 
TTP1R75
_6 
7.160.868 6.786.234 6.913.371 6.913.371 6.913.371 
TTP1R75
_7 
10.010.898 10.257.552 10.143.738 10.143.738 10.179.085 
TTP1R75
_8 
6.860.119 7.238.396 7.272.557 7.289.066 7.289.066 
Modelos y Algoritmos de Coordinación para la Planificación de Operaciones basada en el 
concepto Stroke en Redes de Suministro distribuidas y con alternativas 
 




7.854.951 8.900.495 8.907.279 8.907.412 8.907.412 
TTP1R75
_10 
6.908.171 6.888.022 6.888.022 7.039.977 6.888.022 
TTP1R75
_11 
5.999.165 7.017.646 7.017.646 7.017.646 7.017.646 
TTP1R75
_12 
10.216.819 10.677.236 10.677.236 10.677.236 10.677.236 
TTP4R00
_1 
18.288.361 18.103.735 18.288.378 18.288.378 18.288.378 
TTP4R00
_2 
18.888.569 18.827.490 18.888.569 18.888.569 18.888.569 
TTP4R00
_3 
17.706.667 17.883.204 17.825.045 17.825.045 17.825.045 
TTP4R00
_4 
17.971.710 17.951.681 17.742.045 17.742.045 17.742.045 
TTP4R00
_5 
16.783.826 16.669.873 16.783.826 16.783.826 16.783.826 
TTP4R00
_6 
17.384.453 17.699.630 17.421.404 17.421.404 17.421.404 
TTP4R00
_7 
18.980.188 18.980.198 18.980.188 18.980.188 18.980.188 
TTP4R00
_8 
16.733.195 16.741.310 16.733.195 16.733.195 16.733.195 
TTP4R00
_9 
17.454.432 17.457.764 17.393.877 17.393.877 17.393.877 
TTP4R00
_10 
17.863.242 17.863.242 17.863.242 17.863.242 17.863.242 
TTP4R00
_11 
16.013.291 16.337.052 16.357.434 16.357.434 16.357.434 
TTP4R00
_12 
15.983.693 16.173.289 16.090.323 16.090.323 16.090.323 
TTP4R30
_1 
30.634.944 27.163.574 29.095.398 28.800.544 28.742.981 
TTP4R30
_2 
25.191.213 26.260.183 25.271.405 25.025.064 25.163.260 
TTP4R30
_3 
29.992.798 26.046.980 27.840.014 28.911.349 30.069.766 
TTP4R30
_4 
28.526.775 26.668.891 30.250.204 28.648.711 27.441.222 
TTP4R30
_5 
29.564.320 26.807.083 25.533.681 27.783.171 27.219.504 
TTP4R30
_6 
32.571.963 28.432.064 29.144.219 28.132.783 29.749.294 
TTP4R30
_7 
26.064.258 24.227.938 27.122.206 27.122.206 26.305.396 
TTP4R30
_8 
28.111.377 25.634.821 25.398.209 25.398.209 23.425.312 
TTP4R30
_9 
26.239.943 24.142.110 25.702.060 25.702.060 26.132.074 
TTP4R30
_10 
27.702.294 24.455.724 25.425.418 25.606.293 25.795.315 
Modelos y Algoritmos de Coordinación para la Planificación de Operaciones basada en el 
concepto Stroke en Redes de Suministro distribuidas y con alternativas 
 




26.543.382 24.569.647 26.852.459 27.827.025 25.552.807 
TTP4R30
_12 
30.662.187 26.348.001 28.989.968 26.242.969 27.259.371 
TTP4R75
_1 
17.439.324 16.890.485 16.905.844 16.990.013 16.990.013 
TTP4R75
_2 
18.013.391 18.397.016 18.335.006 18.335.006 18.335.006 
TTP4R75
_3 
17.002.568 17.337.475 17.221.669 17.277.706 17.277.706 
TTP4R75
_4 
15.416.153 15.131.293 15.131.052 15.131.052 15.131.052 
TTP4R75
_5 
18.112.658 17.923.700 17.809.414 17.809.414 17.872.981 
TTP4R75
_6 
21.629.779 21.611.371 21.626.483 21.626.483 21.626.483 
TTP4R75
_7 
18.337.494 18.199.647 18.207.640 18.150.193 18.207.640 
TTP4R75
_8 
16.342.724 16.990.121 16.772.745 16.772.745 16.772.745 
TTP4R75
_9 
16.545.336 16.155.114 16.218.283 16.218.283 16.218.283 
TTP4R75
_10 
18.396.699 18.380.350 19.329.329 18.366.713 19.329.329 
TTP4R75
_11 
19.356.495 19.396.622 19.655.368 19.550.663 19.655.368 
TTP4R75
_12 
19.052.604 19.377.894 19.181.018 19.238.881 19.174.858 
TTP5R00
_1 
25.640.466 25.652.292 25.640.466 25.640.466 25.640.466 
TTP5R00
_2 
23.733.936 23.624.754 23.619.300 23.619.300 23.619.300 
TTP5R00
_3 
25.877.672 25.877.481 25.877.481 25.877.481 25.877.481 
TTP5R00
_4 
26.674.890 27.403.405 26.667.491 26.667.491 26.667.491 
TTP5R00
_5 
27.078.205 27.185.681 27.158.878 27.158.878 27.158.878 
TTP5R00
_6 
25.986.674 26.128.719 26.131.428 26.131.428 26.131.428 
TTP5R00
_7 
26.010.963 25.801.242 25.793.910 25.793.910 25.793.910 
TTP5R00
_8 
24.980.332 25.670.694 25.670.694 25.670.694 25.670.694 
TTP5R00
_9 
26.235.415 25.974.863 25.974.863 25.974.863 25.974.863 
TTP5R00
_10 
34.236.325 46.106.855 46.865.655 46.837.053 46.837.053 
TTP5R00
_11 
24.885.467 25.024.753 24.509.491 24.523.957 24.523.957 
TTP5R00
_12 
22.985.125 24.053.005 23.647.181 23.661.316 23.661.316 
Modelos y Algoritmos de Coordinación para la Planificación de Operaciones basada en el 
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36.439.581 31.975.515 31.110.071 33.710.692 33.710.692 
TTP5R30
_2 
31.314.673 31.063.563 31.072.489 31.154.755 31.154.755 
TTP5R30
_3 
31.843.481 30.864.790 33.744.253 32.267.112 32.267.112 
TTP5R30
_4 
33.762.328 33.706.689 31.163.550 34.428.065 34.428.065 
TTP5R30
_5 
35.847.735 32.600.476 34.047.713 35.046.460 35.046.460 
TTP5R30
_6 
36.412.060 35.333.307 37.866.732 37.893.678 37.893.678 
TTP5R30
_7 
39.781.442 35.549.326 37.451.704 38.138.782 38.138.782 
TTP5R30
_8 
37.290.590 37.258.206 37.552.785 37.484.512 37.484.512 
TTP5R30
_9 
39.973.488 38.382.853 40.083.093 40.165.704 40.165.704 
TTP5R30
_10 
36.187.071 36.341.735 37.368.550 37.191.623 37.191.623 
TTP5R30
_11 
36.438.749 35.112.041 33.899.435 35.331.445 35.331.445 
TTP5R30
_12 
44.416.638 38.118.942 40.896.213 40.133.077 40.133.077 
TTP5R75
_1 
25.425.956 25.425.956 25.425.956 25.425.956 25.425.956 
TTP5R75
_2 
28.170.581 28.124.454 28.124.454 28.124.454 28.124.454 
TTP5R75
_3 
25.993.605 26.266.508 26.263.236 26.263.236 26.263.236 
TTP5R75
_4 
25.657.760 25.784.201 25.784.201 25.784.201 25.784.201 
TTP5R75
_5 
27.972.183 27.940.842 27.940.842 27.940.842 27.940.842 
TTP5R75
_6 
23.555.832 23.457.337 23.457.337 23.457.337 23.457.337 
TTP5R75
_7 
46.402.657 50.086.131 50.086.131 50.086.131 50.086.131 
TTP5R75
_8 
23.274.230 23.270.814 23.266.764 23.266.764 23.266.764 
TTP5R75
_9 
25.619.215 25.668.441 25.707.161 25.707.161 25.707.161 
TTP5R75
_10 
24.782.844 24.850.102 24.850.102 24.850.102 24.850.102 
TTP5R75
_11 
26.060.390 26.051.146 26.060.390 26.060.390 26.060.390 
TTP5R75
_12 
29.790.925 29.746.104 29.790.925 29.790.925 29.790.925 
TTP6R00
_1 
10.932.771 10.425.858 10.665.416 10.665.416 10.665.416 
TTP6R00
_2 
11.818.404 11.697.386 11.818.404 11.818.404 11.818.404 
Modelos y Algoritmos de Coordinación para la Planificación de Operaciones basada en el 
concepto Stroke en Redes de Suministro distribuidas y con alternativas 
 




10.905.221 10.843.244 10.889.656 10.889.656 10.889.656 
TTP6R00
_4 
10.047.733 10.601.006 10.029.888 10.029.888 10.029.888 
TTP6R00
_5 
11.229.311 11.229.311 11.229.311 11.229.311 11.229.311 
TTP6R00
_6 
10.488.766 10.488.766 10.488.766 10.488.766 10.488.766 
TTP6R00
_7 
9.643.304 9.643.304 9.643.304 9.643.304 9.643.304 
TTP6R00
_8 
10.216.736 10.506.212 10.216.736 10.216.736 10.216.736 
TTP6R00
_9 
11.318.027 11.310.615 11.318.027 11.318.027 11.318.027 
TTP6R00
_10 
10.338.094 10.338.094 10.338.094 10.338.094 10.338.094 
TTP6R00
_11 
11.617.228 12.001.726 11.748.128 11.748.128 11.748.128 
TTP6R00
_12 
15.606.292 15.083.189 15.111.339 15.111.339 15.111.339 
TTP6R30
_1 
10.694.964 10.348.135 11.133.700 11.133.700 11.133.700 
TTP6R30
_2 
12.747.926 12.067.617 12.497.569 12.497.569 12.497.569 
TTP6R30
_3 
11.994.006 11.620.984 12.818.295 12.818.295 11.895.091 
TTP6R30
_4 
12.029.103 11.377.953 12.097.371 12.097.371 12.097.371 
TTP6R30
_5 
11.359.654 11.277.490 12.173.669 12.173.669 12.173.669 
TTP6R30
_6 
11.604.214 12.619.002 11.743.992 11.726.667 11.743.992 
TTP6R30
_7 
10.989.641 11.166.666 10.815.395 10.815.395 10.815.395 
TTP6R30
_8 
11.981.486 12.258.304 12.795.419 12.795.419 12.795.419 
TTP6R30
_9 
11.509.846 11.091.431 11.292.080 11.292.080 11.292.080 
TTP6R30
_10 
11.213.419 11.588.858 - 11.067.980 - 
TTP6R30
_11 
12.694.924 12.308.223 - 12.835.034 - 
TTP6R30
_12 
12.788.400 12.580.651 - 11.856.818 - 
TTP6R75
_1 
11.300.698 11.631.661 10.957.039 10.957.039 10.957.039 
TTP6R75
_2 
12.134.633 12.053.957 12.134.633 12.134.633 12.134.633 
TTP6R75
_3 
10.422.286 10.486.905 10.481.601 10.481.601 10.481.601 
TTP6R75
_4 
11.820.891 10.739.156 11.602.306 11.602.306 11.602.306 
Modelos y Algoritmos de Coordinación para la Planificación de Operaciones basada en el 
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10.515.673 10.541.464 10.515.673 10.515.673 10.515.673 
TTP6R75
_6 
9.796.858 10.299.915 10.159.600 10.159.600 10.159.600 
TTP6R75
_7 
10.087.685 11.600.596 10.086.996 10.086.996 10.086.996 
TTP6R75
_8 
10.950.483 10.867.597 10.956.135 10.956.135 10.956.135 
TTP6R75
_9 
10.086.189 10.180.675 10.086.189 10.086.189 10.086.189 
TTP6R75
_10 
10.115.779 9.828.903 9.947.225 9.947.225 9.947.225 
TTP6R75
_11 
10.522.787 10.357.760 10.522.787 10.522.787 10.522.787 
TTP6R75
_12 
11.169.024 10.636.229 11.169.024 11.169.024 11.169.024 
TCR_52_Decoordinated costes totales de los 52 periodos de análisis de cada instancia, TCR_52_Centralized costes de cada 
instancia que se ha buscado reducir los costes totales de las tres instancias que ha compartido el primer recurso, TCR52_Coor_dist 
mediante la coordinación distribuida propuesta, TCR52_Coor_dist_OP1, la primera entidad oculta capacidad sobrante, 
TCR52_Coor_dist_OP2 la primera entidad oculta reducciones de costes que obtiene cuando le ceden recursos, - no se ha 
encontrado solución dentro del límite de tiempo fijado. Fuente: Elaboración propia. 
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0,993 0,993 0,993 0,993 0,993 
STP1R00_
2 
0,989 0,990 0,992 0,990 0,991 
STP1R00_
3 
0,992 0,990 0,990 0,989 0,988 
STP1R00_
4 
0,995 0,994 0,994 0,993 0,993 
STP1R00_
5 
0,982 0,984 0,984 0,983 0,983 
STP1R00_
6 
0,994 0,994 0,993 0,995 0,994 
STP1R00_
7 
0,989 0,987 0,987 0,986 0,987 
STP1R00_
8 
0,993 0,996 0,996 0,995 0,997 
STP1R00_
9 
0,989 0,988 0,988 0,988 0,988 
STP1R00_
10 
0,991 0,994 0,994 0,993 0,994 
STP1R00_
11 
0,993 0,991 0,991 0,991 0,991 
STP1R00_
12 
0,990 0,991 0,991 0,991 0,991 
STP1R30_
1 
0,835 0,834 0,837 0,837 0,832 
STP1R30_
2 
0,837 0,837 0,835 0,830 0,829 
STP1R30_
3 
0,840 0,841 0,848 0,845 0,850 
STP1R30_
4 
0,838 0,837 0,834 0,823 0,826 
STP1R30_
5 
0,827 0,827 0,826 0,835 0,830 
STP1R30_
6 
0,823 0,836 0,829 0,831 0,834 
STP1R30_
7 
0,844 0,830 0,848 0,846 0,843 
STP1R30_
8 
0,839 0,843 0,842 0,839 0,838 
STP1R30_
9 
0,836 0,840 0,835 0,837 0,843 
STP1R30_
10 
0,837 0,838 0,828 0,828 0,833 
STP1R30_
11 
0,832 0,833 0,831 0,832 0,842 
STP1R30_
12 
0,839 0,838 0,838 0,837 0,831 
STP1R75_
1 
0,988 0,990 0,992 0,992 0,993 
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0,989 0,993 0,989 0,990 0,987 
STP1R75_
3 
0,992 0,992 0,992 0,990 0,990 
STP1R75_
4 
0,980 0,983 0,982 0,983 0,981 
STP1R75_
5 
0,991 0,989 0,988 0,989 0,989 
STP1R75_
6 
0,990 0,988 0,989 0,993 0,987 
STP1R75_
7 
0,988 0,985 0,985 0,985 0,986 
STP1R75_
8 
0,994 0,992 0,991 0,992 0,990 
STP1R75_
9 
0,987 0,985 0,985 0,986 0,985 
STP1R75_
10 
0,989 0,991 0,991 0,988 0,990 
STP1R75_
11 
0,989 0,989 0,988 0,993 0,990 
STP1R75_
12 
0,994 0,989 0,990 0,988 0,992 
STP4R00_
1 
0,987 0,989 0,990 0,988 0,990 
STP4R00_
2 
0,988 0,988 0,988 0,988 0,988 
STP4R00_
3 
0,988 0,985 0,985 0,988 0,988 
STP4R00_
4 
0,989 0,986 0,986 0,985 0,986 
STP4R00_
5 
0,988 0,990 0,989 0,989 0,989 
STP4R00_
6 
0,994 0,993 0,993 0,993 0,993 
STP4R00_
7 
0,986 0,985 0,985 0,986 0,985 
STP4R00_
8 
0,991 0,988 0,991 0,988 0,989 
STP4R00_
9 
0,990 0,989 0,988 0,989 0,989 
STP4R00_
10 
0,987 0,989 0,990 0,989 0,990 
STP4R00_
11 
0,987 0,985 0,984 0,984 0,986 
STP4R00_
12 
0,988 0,988 0,988 0,988 0,987 
STP4R30_
1 
0,829 0,832 0,831 0,829 0,833 
STP4R30_
2 
0,826 0,826 0,829 0,826 0,827 
STP4R30_
3 
0,833 0,832 0,831 0,829 0,832 
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0,812 0,813 0,817 0,817 0,817 
STP4R30_
5 
0,823 0,822 0,830 0,821 0,821 
STP4R30_
6 
0,822 0,821 0,821 0,820 0,820 
STP4R30_
7 
0,823 0,817 0,818 0,825 0,825 
STP4R30_
8 
0,826 0,832 0,830 0,824 0,826 
STP4R30_
9 
0,837 0,833 0,843 0,842 0,837 
STP4R30_
10 
0,828 0,835 0,839 0,841 0,833 
STP4R30_
11 
0,838 0,837 0,828 0,830 0,833 
STP4R30_
12 
0,832 0,835 0,841 0,835 0,838 
STP4R75_
1 
0,986 0,986 0,987 0,988 0,987 
STP4R75_
2 
0,989 0,990 0,990 0,989 0,989 
STP4R75_
3 
0,990 0,988 0,988 0,986 0,987 
STP4R75_
4 
0,988 0,989 0,989 0,987 0,987 
STP4R75_
5 
0,991 0,989 0,988 0,990 0,990 
STP4R75_
6 
0,986 0,986 0,987 0,987 0,984 
STP4R75_
7 
0,983 0,981 0,979 0,983 0,983 
STP4R75_
8 
0,986 0,986 0,986 0,987 0,987 
STP4R75_
9 
0,987 0,988 0,988 0,987 0,988 
STP4R75_
10 
0,988 0,988 0,991 0,987 0,987 
STP4R75_
11 
0,991 0,991 0,991 0,991 0,991 
STP4R75_
12 
0,986 0,986 0,985 0,987 0,987 
STP5R00_
1 
0,970 0,972 0,971 0,971 0,971 
STP5R00_
2 
0,976 0,978 0,978 0,978 0,978 
STP5R00_
3 
0,980 0,980 0,981 0,981 0,981 
STP5R00_
4 
0,974 0,974 0,974 0,974 0,974 
STP5R00_
5 
0,976 0,977 0,977 0,977 0,977 
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0,980 0,980 0,979 0,979 0,979 
STP5R00_
7 
0,979 0,978 0,977 0,979 0,979 
STP5R00_
8 
0,976 0,974 0,972 0,976 0,976 
STP5R00_
9 
0,987 0,985 0,986 0,986 0,986 
STP5R00_
10 
0,979 0,982 0,979 0,979 0,979 
STP5R00_
11 
0,979 0,975 0,978 0,978 0,978 
STP5R00_
12 
0,978 0,982 0,977 0,977 0,977 
STP5R30_
1 
0,819 0,830 0,816 0,822 0,822 
STP5R30_
2 
0,824 0,816 0,821 0,817 0,817 
STP5R30_
3 
0,814 0,815 0,815 0,824 0,824 
STP5R30_
4 
0,821 0,823 0,817 0,814 0,814 
STP5R30_
5 
0,827 0,820 0,825 0,826 0,826 
STP5R30_
6 
0,831 0,830 0,833 0,831 0,831 
STP5R30_
7 
0,827 0,831 0,830 0,827 0,827 
STP5R30_
8 
0,816 0,818 0,818 0,818 0,818 
STP5R30_
9 
0,827 0,824 0,829 0,833 0,833 
STP5R30_
10 
0,817 0,823 0,820 0,821 0,821 
STP5R30_
11 
0,818 0,819 0,823 0,822 0,822 
STP5R30_
12 
0,821 0,822 0,815 0,819 0,819 
STP5R75_
1 
0,986 0,986 0,986 0,986 0,986 
STP5R75_
2 
0,979 0,978 0,978 0,978 0,978 
STP5R75_
3 
0,972 0,975 0,974 0,974 0,974 
STP5R75_
4 
0,980 0,977 0,976 0,976 0,976 
STP5R75_
5 
0,978 0,983 0,983 0,981 0,981 
STP5R75_
6 
0,976 0,977 0,977 0,977 0,977 
STP5R75_
7 
0,968 0,972 0,971 0,972 0,972 
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0,976 0,976 0,978 0,975 0,975 
STP5R75_
9 
0,980 0,981 0,981 0,982 0,982 
STP5R75_
10 
0,984 0,985 0,983 0,985 0,985 
STP5R75_
11 
0,977 0,979 0,979 0,978 0,978 
STP5R75_
12 
0,977 0,981 0,978 0,982 0,982 
STP6R00_
1 
0,990 0,992 0,990 0,990 0,990 
STP6R00_
2 
0,998 0,997 0,997 0,997 0,997 
STP6R00_
3 
0,997 0,998 0,998 0,998 0,998 
STP6R00_
4 
0,995 0,992 0,994 0,994 0,994 
STP6R00_
5 
0,986 0,988 0,987 0,987 0,987 
STP6R00_
6 
0,998 0,997 0,997 0,997 0,997 
STP6R00_
7 
0,997 0,997 0,999 0,999 0,999 
STP6R00_
8 
0,994 0,990 0,993 0,993 0,993 
STP6R00_
9 
0,998 0,997 0,997 0,997 0,997 
STP6R00_
10 
0,993 0,993 0,989 0,989 0,989 
STP6R00_
11 
0,995 0,996 0,996 0,996 0,996 
STP6R00_
12 
0,994 0,991 0,994 0,994 0,994 
STP6R30_
1 
0,993 0,992 - - - 
STP6R30_
2 
0,988 0,988 - - - 
STP6R30_
3 
0,992 0,996 - - - 
STP6R30_
4 
0,992 0,990 - - - 
STP6R30_
5 
0,988 0,991 - - - 
STP6R30_
6 
0,995 0,992 - - - 
STP6R30_
7 
0,993 0,992 - - - 
STP6R30_
8 
0,991 0,990 - - - 
STP6R30_
9 
0,994 0,992 - - - 
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0,994 0,997 - - - 
STP6R30_
11 
0,992 0,988 - - - 
STP6R30_
12 
0,993 0,995 - - - 
STP6R75_
1 
0,996 0,995 0,994 0,994 0,994 
STP6R75_
2 
0,991 0,991 0,994 0,994 0,994 
STP6R75_
3 
0,984 0,984 0,987 0,987 0,987 
STP6R75_
4 
0,993 0,993 0,995 0,995 0,995 
STP6R75_
5 
0,996 0,995 0,995 0,995 0,995 
STP6R75_
6 
0,995 0,995 0,993 0,993 0,993 
STP6R75_
7 
0,993 0,994 0,994 0,994 0,994 
STP6R75_
8 
0,995 0,992 0,994 0,994 0,994 
STP6R75_
9 
0,996 0,994 0,995 0,995 0,995 
STP6R75_
10 
0,993 0,994 0,995 0,995 0,995 
STP6R75_
11 
0,997 0,999 0,996 0,996 0,996 
STP6R75_
12 
0,993 0,992 0,991 0,991 0,991 
TTP1R00_
1 
0,986 0,988 0,987 0,987 0,987 
TTP1R00_
2 
0,995 0,994 0,995 0,995 0,995 
TTP1R00_
3 
0,995 0,994 0,995 0,995 0,995 
TTP1R00_
4 
0,993 0,993 0,993 0,993 0,993 
TTP1R00_
5 
0,991 0,990 0,991 0,991 0,991 
TTP1R00_
6 
0,989 0,989 0,989 0,989 0,989 
TTP1R00_
7 
0,993 0,992 0,992 0,992 0,992 
TTP1R00_
8 
0,992 0,993 0,992 0,992 0,992 
TTP1R00_
9 
0,995 0,995 0,995 0,995 0,995 
TTP1R00_
10 
0,990 0,991 0,993 0,993 0,993 
TTP1R00_
11 
0,992 0,992 0,992 0,993 0,993 
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0,989 0,989 0,989 0,989 0,989 
TTP1R30_
1 
0,977 0,974 0,970 0,967 0,967 
TTP1R30_
2 
0,962 0,975 0,969 0,961 0,966 
TTP1R30_
3 
0,958 0,981 0,970 0,974 0,976 
TTP1R30_
4 
0,962 0,961 0,967 0,971 0,967 
TTP1R30_
5 
0,964 0,973 0,965 0,965 0,971 
TTP1R30_
6 
0,948 0,970 0,951 0,961 0,962 
TTP1R30_
7 
0,959 0,968 0,948 0,963 0,970 
TTP1R30_
8 
0,957 0,964 0,964 0,969 0,957 
TTP1R30_
9 
0,955 0,972 0,956 0,951 0,951 
TTP1R30_
10 
0,929 0,953 0,954 0,939 0,940 
TTP1R30_
11 
0,954 0,959 0,964 0,955 0,949 
TTP1R30_
12 
0,965 0,973 0,958 0,969 0,966 
TTP1R75_
1 
0,991 0,991 0,992 0,992 0,992 
TTP1R75_
2 
0,988 0,986 0,987 0,987 0,987 
TTP1R75_
3 
0,985 0,985 0,985 0,985 0,985 
TTP1R75_
4 
0,991 0,990 0,989 0,989 0,989 
TTP1R75_
5 
0,997 0,997 0,996 0,996 0,996 
TTP1R75_
6 
0,993 0,995 0,994 0,994 0,994 
TTP1R75_
7 
0,982 0,981 0,982 0,982 0,982 
TTP1R75_
8 
0,994 0,992 0,992 0,992 0,992 
TTP1R75_
9 
0,990 0,987 0,987 0,987 0,987 
TTP1R75_
10 
0,992 0,993 0,993 0,992 0,993 
TTP1R75_
11 
0,997 0,992 0,992 0,992 0,992 
TTP1R75_
12 
0,988 0,986 0,986 0,986 0,986 
TTP4R00_
1 
0,987 0,986 0,987 0,987 0,987 
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0,985 0,985 0,985 0,985 0,985 
TTP4R00_
3 
0,987 0,987 0,987 0,987 0,987 
TTP4R00_
4 
0,989 0,990 0,990 0,990 0,990 
TTP4R00_
5 
0,990 0,990 0,990 0,990 0,990 
TTP4R00_
6 
0,989 0,989 0,989 0,989 0,989 
TTP4R00_
7 
0,984 0,984 0,984 0,984 0,984 
TTP4R00_
8 
0,991 0,991 0,991 0,991 0,991 
TTP4R00_
9 
0,989 0,989 0,989 0,989 0,989 
TTP4R00_
10 
0,990 0,990 0,990 0,990 0,990 
TTP4R00_
11 
0,993 0,992 0,992 0,992 0,992 
TTP4R00_
12 
0,991 0,991 0,991 0,991 0,991 
TTP4R30_
1 
0,939 0,953 0,947 0,947 0,946 
TTP4R30_
2 
0,959 0,950 0,956 0,957 0,955 
TTP4R30_
3 
0,934 0,955 0,943 0,937 0,936 
TTP4R30_
4 
0,944 0,949 0,934 0,941 0,945 
TTP4R30_
5 
0,940 0,949 0,953 0,943 0,945 
TTP4R30_
6 
0,932 0,945 0,942 0,943 0,942 
TTP4R30_
7 
0,956 0,960 0,951 0,951 0,954 
TTP4R30_
8 
0,950 0,952 0,955 0,955 0,964 
TTP4R30_
9 
0,954 0,964 0,956 0,956 0,950 
TTP4R30_
10 
0,946 0,957 0,953 0,950 0,948 
TTP4R30_
11 
0,948 0,961 0,949 0,947 0,952 
TTP4R30_
12 
0,939 0,947 0,938 0,950 0,949 
TTP4R75_
1 
0,988 0,991 0,991 0,991 0,991 
TTP4R75_
2 
0,985 0,985 0,984 0,984 0,984 
TTP4R75_
3 
0,991 0,990 0,990 0,990 0,990 
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0,995 0,996 0,996 0,996 0,996 
TTP4R75_
5 
0,988 0,988 0,988 0,988 0,988 
TTP4R75_
6 
0,979 0,978 0,979 0,979 0,979 
TTP4R75_
7 
0,984 0,985 0,985 0,985 0,985 
TTP4R75_
8 
0,992 0,992 0,992 0,992 0,992 
TTP4R75_
9 
0,991 0,992 0,993 0,993 0,993 
TTP4R75_
10 
0,986 0,986 0,985 0,987 0,985 
TTP4R75_
11 
0,983 0,986 0,984 0,986 0,984 
TTP4R75_
12 
0,985 0,986 0,986 0,985 0,986 
TTP5R00_
1 
0,971 0,971 0,971 0,971 0,971 
TTP5R00_
2 
0,982 0,982 0,982 0,982 0,982 
TTP5R00_
3 
0,976 0,976 0,976 0,976 0,976 
TTP5R00_
4 
0,981 0,977 0,981 0,981 0,981 
TTP5R00_
5 
0,972 0,971 0,971 0,971 0,971 
TTP5R00_
6 
0,979 0,979 0,979 0,979 0,979 
TTP5R00_
7 
0,979 0,980 0,980 0,980 0,980 
TTP5R00_
8 
0,978 0,975 0,975 0,975 0,975 
TTP5R00_
9 
0,974 0,973 0,973 0,973 0,973 
TTP5R00_
10 
0,982 0,982 0,982 0,982 0,982 
TTP5R00_
11 
0,975 0,975 0,976 0,976 0,976 
TTP5R00_
12 
0,985 0,981 0,981 0,981 0,981 
TTP5R30_
1 
0,935 0,950 0,954 0,946 0,946 
TTP5R30_
2 
0,949 0,951 0,951 0,952 0,952 
TTP5R30_
3 
0,948 0,950 0,939 0,945 0,945 
TTP5R30_
4 
0,938 0,944 0,947 0,935 0,935 
TTP5R30_
5 
0,935 0,945 0,936 0,937 0,937 
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0,931 0,937 0,930 0,932 0,932 
TTP5R30_
7 
0,918 0,935 0,926 0,927 0,927 
TTP5R30_
8 
0,929 0,929 0,927 0,929 0,929 
TTP5R30_
9 
0,921 0,933 0,924 0,926 0,926 
TTP5R30_
10 
0,928 0,936 0,925 0,925 0,925 
TTP5R30_
11 
0,932 0,937 0,940 0,937 0,937 
TTP5R30_
12 
0,905 0,922 0,915 0,915 0,915 
TTP5R75_
1 
0,979 0,979 0,979 0,979 0,979 
TTP5R75_
2 
0,976 0,976 0,976 0,976 0,976 
TTP5R75_
3 
0,977 0,976 0,976 0,976 0,976 
TTP5R75_
4 
0,973 0,972 0,972 0,972 0,972 
TTP5R75_
5 
0,973 0,973 0,973 0,973 0,973 
TTP5R75_
6 
0,978 0,978 0,978 0,978 0,978 
TTP5R75_
7 
0,966 0,967 0,967 0,967 0,967 
TTP5R75_
8 
0,981 0,981 0,981 0,981 0,981 
TTP5R75_
9 
0,979 0,977 0,978 0,978 0,978 
TTP5R75_
10 
0,975 0,975 0,975 0,975 0,975 
TTP5R75_
11 
0,973 0,973 0,973 0,973 0,973 
TTP5R75_
12 
0,970 0,970 0,970 0,970 0,970 
TTP6R00_
1 
0,995 0,997 0,995 0,995 0,995 
TTP6R00_
2 
0,990 0,993 0,990 0,990 0,990 
TTP6R00_
3 
0,993 0,992 0,992 0,992 0,992 
TTP6R00_
4 
0,997 0,994 0,997 0,997 0,997 
TTP6R00_
5 
0,993 0,993 0,993 0,993 0,993 
TTP6R00_
6 
0,994 0,994 0,994 0,994 0,994 
TTP6R00_
7 
0,996 0,996 0,996 0,996 0,996 
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0,997 0,996 0,997 0,997 0,997 
TTP6R00_
9 
0,992 0,992 0,992 0,992 0,992 
TTP6R00_
10 
0,994 0,994 0,994 0,994 0,994 
TTP6R00_
11 
0,992 0,990 0,991 0,991 0,991 
TTP6R00_
12 
0,982 0,984 0,983 0,983 0,983 
TTP6R30_
1 
0,996 0,997 0,994 0,994 0,994 
TTP6R30_
2 
0,991 0,993 0,991 0,991 0,991 
TTP6R30_
3 
0,994 0,994 0,992 0,992 0,994 
TTP6R30_
4 
0,995 0,997 0,994 0,994 0,994 
TTP6R30_
5 
0,995 0,995 0,992 0,992 0,992 
TTP6R30_
6 
0,994 0,989 0,994 0,994 0,994 
TTP6R30_
7 
0,996 0,995 0,997 0,997 0,997 
TTP6R30_
8 
0,995 0,998 0,995 0,995 0,995 
TTP6R30_
9 
0,995 0,997 0,994 0,994 0,994 
TTP6R30_
10 
0,995 0,996 - 0,996 - 
TTP6R30_
11 
0,993 0,992 - 0,994 - 
TTP6R30_
12 
0,993 0,992 - 0,996 - 
TTP6R75_
1 
0,993 0,992 0,994 0,994 0,994 
TTP6R75_
2 
0,990 0,990 0,990 0,990 0,990 
TTP6R75_
3 
0,995 0,993 0,995 0,995 0,995 
TTP6R75_
4 
0,992 0,996 0,991 0,991 0,991 
TTP6R75_
5 
0,996 0,996 0,996 0,996 0,996 
TTP6R75_
6 
0,996 0,997 0,995 0,995 0,995 
TTP6R75_
7 
0,997 0,991 0,997 0,997 0,997 
TTP6R75_
8 
0,996 0,996 0,995 0,995 0,995 
TTP6R75_
9 
0,997 0,996 0,997 0,997 0,997 
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0,997 0,998 0,998 0,998 0,998 
TTP6R75_
11 
0,996 0,996 0,996 0,996 0,996 
TTP6R75_
12 
0,992 0,994 0,992 0,992 0,992 
 
NSR_Centralized nivel de servicio de cada instancia en los 52 periodos de análisis donde se ha buscado reducir los costes totales de 
las tres instancias que han compartido el primer recurso, NSR_Decoordinated nivel de servicio de los 52 periodos de análisis de 
cada instancia, NSR_Coor_dist mediante la coordinación distribuida propuesta, NSR_Coor_dist_OP1, la primera entidad oculta 
capacidad sobrante, NSR_Coor_dist_OP2 la primera entidad oculta reducciones de costes que obtiene cuando le ceden recursos, - 
no se ha encontrado solución dentro del límite de tiempo fijado. Fuente: Elaboración propia. 
Modelos y Algoritmos de Coordinación para la Planificación de Operaciones basada en el 
concepto Stroke en Redes de Suministro distribuidas y con alternativas 
 
GREGORIO RIUS-SOROLLA Página 295 
 
ANEXO 4: Tablas comparativas del número de periodos en los que se 
comparte capacidad entre las entidades 
 
Tabla 0-3: Número de periodos ejecutados que se comparte capacidad entre las entidades 
Instancia Coor_dist Coor_dist_Op1 Coor_dist_Op2 
STP1R00_1 10 8 10 
STP1R00_2 10 8 10 
STP1R00_3 10 8 10 
STP1R00_4 4 9 8 
STP1R00_5 4 9 8 
STP1R00_6 4 9 8 
STP1R00_7 5 10 3 
STP1R00_8 5 10 3 
STP1R00_9 5 10 3 
STP1R00_10 11 9 8 
STP1R00_11 11 9 8 
STP1R00_12 11 9 8 
STP1R30_1 9 8 8 
STP1R30_2 9 8 8 
STP1R30_3 9 8 8 
STP1R30_4 9 9 10 
STP1R30_5 9 9 10 
STP1R30_6 9 9 10 
STP1R30_7 10 9 11 
STP1R30_8 10 9 11 
STP1R30_9 10 9 11 
STP1R30_10 11 11 11 
STP1R30_11 11 11 11 
STP1R30_12 11 11 11 
STP1R75_1 18 18 16 
STP1R75_2 18 18 16 
STP1R75_3 18 18 16 
STP1R75_4 22 24 18 
STP1R75_5 22 24 18 
STP1R75_6 22 24 18 
STP1R75_7 17 22 14 
STP1R75_8 17 22 14 
STP1R75_9 17 22 14 
STP1R75_10 20 16 20 
STP1R75_11 20 16 20 
STP1R75_12 20 16 20 
STP4R00_1 6 6 7 
STP4R00_2 6 6 7 
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STP4R00_3 6 6 7 
STP4R00_4 9 8 9 
STP4R00_5 9 8 9 
STP4R00_6 9 8 9 
STP4R00_7 4 4 3 
STP4R00_8 4 4 3 
STP4R00_9 4 4 3 
STP4R00_10 5 5 5 
STP4R00_11 5 5 5 
STP4R00_12 5 5 5 
STP4R30_1 7 7 8 
STP4R30_2 7 7 8 
STP4R30_3 7 7 8 
STP4R30_4 7 9 9 
STP4R30_5 7 9 9 
STP4R30_6 7 9 9 
STP4R30_7 7 7 7 
STP4R30_8 7 7 7 
STP4R30_9 7 7 7 
STP4R30_10 8 8 7 
STP4R30_11 8 8 7 
STP4R30_12 8 8 7 
STP4R75_1 13 14 15 
STP4R75_2 13 14 15 
STP4R75_3 13 14 15 
STP4R75_4 17 16 17 
STP4R75_5 17 16 17 
STP4R75_6 17 16 17 
STP4R75_7 12 16 14 
STP4R75_8 12 16 14 
STP4R75_9 12 16 14 
STP4R75_10 12 14 12 
STP4R75_11 12 14 12 
STP4R75_12 12 14 12 
STP5R00_1 1 1 1 
STP5R00_2 1 1 1 
STP5R00_3 1 1 1 
STP5R00_4 4 4 4 
STP5R00_5 4 4 4 
STP5R00_6 4 4 4 
STP5R00_7 3 3 3 
STP5R00_8 3 3 3 
STP5R00_9 3 3 3 
STP5R00_10 3 5 5 
STP5R00_11 3 5 5 
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STP5R00_12 3 5 5 
STP5R30_1 6 8 8 
STP5R30_2 6 8 8 
STP5R30_3 6 8 8 
STP5R30_4 6 7 7 
STP5R30_5 6 7 7 
STP5R30_6 6 7 7 
STP5R30_7 8 8 8 
STP5R30_8 8 8 8 
STP5R30_9 8 8 8 
STP5R30_10 5 6 6 
STP5R30_11 5 6 6 
STP5R30_12 5 6 6 
STP5R75_1 12 11 11 
STP5R75_2 12 11 11 
STP5R75_3 12 11 11 
STP5R75_4 12 14 14 
STP5R75_5 12 14 14 
STP5R75_6 12 14 14 
STP5R75_7 18 17 17 
STP5R75_8 18 17 17 
STP5R75_9 18 17 17 
STP5R75_10 12 13 13 
STP5R75_11 12 13 13 
STP5R75_12 12 13 13 
STP6R00_1 0 0 0 
STP6R00_2 0 0 0 
STP6R00_3 0 0 0 
STP6R00_4 0 0 0 
STP6R00_5 0 0 0 
STP6R00_6 0 0 0 
STP6R00_7 0 0 0 
STP6R00_8 0 0 0 
STP6R00_9 0 0 0 
STP6R00_10 0 0 0 
STP6R00_11 0 0 0 
STP6R00_12 0 0 0 
STP6R30_1 - - - 
STP6R30_2 - - - 
STP6R30_3 - - - 
STP6R30_4 - - - 
STP6R30_5 - - - 
STP6R30_6 - - - 
STP6R30_7 - - - 
STP6R30_8 - - - 
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STP6R30_9 - - - 
STP6R30_10 - - - 
STP6R30_11 - - - 
STP6R30_12 - - - 
STP6R75_1 0 0 0 
STP6R75_2 0 0 0 
STP6R75_3 0 0 0 
STP6R75_4 0 0 0 
STP6R75_5 0 0 0 
STP6R75_6 0 0 0 
STP6R75_7 0 0 0 
STP6R75_8 0 0 0 
STP6R75_9 0 0 0 
STP6R75_10 0 0 0 
STP6R75_11 0 0 0 
STP6R75_12 0 0 0 
TTP1R00_1 0 0 0 
TTP1R00_2 0 0 0 
TTP1R00_3 0 0 0 
TTP1R00_4 1 1 1 
TTP1R00_5 1 1 1 
TTP1R00_6 1 1 1 
TTP1R00_7 3 3 3 
TTP1R00_8 3 3 3 
TTP1R00_9 3 3 3 
TTP1R00_10 0 0 0 
TTP1R00_11 0 0 0 
TTP1R00_12 0 0 0 
TTP1R30_1 43 43 47 
TTP1R30_2 43 43 47 
TTP1R30_3 43 43 47 
TTP1R30_4 40 44 46 
TTP1R30_5 40 44 46 
TTP1R30_6 40 44 46 
TTP1R30_7 38 33 38 
TTP1R30_8 38 33 38 
TTP1R30_9 38 33 38 
TTP1R30_10 45 43 42 
TTP1R30_11 45 43 42 
TTP1R30_12 45 43 42 
TTP1R75_1 3 3 3 
TTP1R75_2 3 3 3 
TTP1R75_3 3 3 3 
TTP1R75_4 5 5 5 
TTP1R75_5 5 5 5 
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TTP1R75_6 5 5 5 
TTP1R75_7 2 2 2 
TTP1R75_8 2 2 2 
TTP1R75_9 2 2 2 
TTP1R75_10 5 5 5 
TTP1R75_11 5 5 5 
TTP1R75_12 5 5 5 
TTP4R00_1 0 0 0 
TTP4R00_2 0 0 0 
TTP4R00_3 0 0 0 
TTP4R00_4 1 1 1 
TTP4R00_5 1 1 1 
TTP4R00_6 1 1 1 
TTP4R00_7 0 0 0 
TTP4R00_8 0 0 0 
TTP4R00_9 0 0 0 
TTP4R00_10 0 0 0 
TTP4R00_11 0 0 0 
TTP4R00_12 0 0 0 
TTP4R30_1 39 37 36 
TTP4R30_2 39 37 36 
TTP4R30_3 39 37 36 
TTP4R30_4 36 38 37 
TTP4R30_5 36 38 37 
TTP4R30_6 36 38 37 
TTP4R30_7 37 37 41 
TTP4R30_8 37 37 41 
TTP4R30_9 37 37 41 
TTP4R30_10 37 38 37 
TTP4R30_11 37 38 37 
TTP4R30_12 37 38 37 
TTP4R75_1 4 5 5 
TTP4R75_2 4 5 5 
TTP4R75_3 4 5 5 
TTP4R75_4 1 1 1 
TTP4R75_5 1 1 1 
TTP4R75_6 1 1 1 
TTP4R75_7 2 2 2 
TTP4R75_8 2 2 2 
TTP4R75_9 2 2 2 
TTP4R75_10 0 3 0 
TTP4R75_11 0 3 0 
TTP4R75_12 0 3 0 
TTP5R00_1 0 0 0 
TTP5R00_2 0 0 0 
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TTP5R00_3 0 0 0 
TTP5R00_4 0 0 0 
TTP5R00_5 0 0 0 
TTP5R00_6 0 0 0 
TTP5R00_7 0 0 0 
TTP5R00_8 0 0 0 
TTP5R00_9 0 0 0 
TTP5R00_10 1 1 1 
TTP5R00_11 1 1 1 
TTP5R00_12 1 1 1 
TTP5R30_1 40 37 37 
TTP5R30_2 40 37 37 
TTP5R30_3 40 37 37 
TTP5R30_4 32 33 33 
TTP5R30_5 32 33 33 
TTP5R30_6 32 33 33 
TTP5R30_7 28 36 36 
TTP5R30_8 28 36 36 
TTP5R30_9 28 36 36 
TTP5R30_10 33 35 35 
TTP5R30_11 33 35 35 
TTP5R30_12 33 35 35 
TTP5R75_1 2 2 2 
TTP5R75_2 2 2 2 
TTP5R75_3 2 2 2 
TTP5R75_4 2 2 2 
TTP5R75_5 2 2 2 
TTP5R75_6 2 2 2 
TTP5R75_7 3 3 3 
TTP5R75_8 3 3 3 
TTP5R75_9 3 3 3 
TTP5R75_10 0 0 0 
TTP5R75_11 0 0 0 
TTP5R75_12 0 0 0 
TTP6R00_1 0 0 0 
TTP6R00_2 0 0 0 
TTP6R00_3 0 0 0 
TTP6R00_4 0 0 0 
TTP6R00_5 0 0 0 
TTP6R00_6 0 0 0 
TTP6R00_7 0 0 0 
TTP6R00_8 0 0 0 
TTP6R00_9 0 0 0 
TTP6R00_10 0 0 0 
TTP6R00_11 0 0 0 
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TTP6R00_12 0 0 0 
TTP6R30_1 1 1 2 
TTP6R30_2 1 1 2 
TTP6R30_3 1 1 2 
TTP6R30_4 2 2 2 
TTP6R30_5 2 2 2 
TTP6R30_6 2 2 2 
TTP6R30_7 2 2 2 
TTP6R30_8 2 2 2 
TTP6R30_9 2 2 2 
TTP6R30_10 - 2 - 
TTP6R30_11 - 2 - 
TTP6R30_12 - 2 - 
TTP6R75_1 0 0 0 
TTP6R75_2 0 0 0 
TTP6R75_3 0 0 0 
TTP6R75_4 0 0 0 
TTP6R75_5 0 0 0 
TTP6R75_6 0 0 0 
TTP6R75_7 0 0 0 
TTP6R75_8 0 0 0 
TTP6R75_9 0 0 0 
TTP6R75_10 0 0 0 
TTP6R75_11 0 0 0 
TTP6R75_12 0 0 0 
Coor_dist mediante la coordinación distribuida propuesta, Coor_dist_OP1, la primera entidad oculta capacidad sobrante, 
Coor_dist_OP2 la primera entidad oculta reducciones de costes que obtiene cuando le ceden recursos, - no se ha encontrado 
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ANEXO 5: Comparativas entre las propuestas de planificación de las 
operaciones por los diferentes procedimientos de las instancias 
STP1R30_1, STP4R30_1 y TTP5R30_1 
La comparativa entre las diferentes propuestas de planificación de operaciones para las 
entidades STP1R30_1, STP4R30_1 y TTP5R30_1 se puede observar en la Figura 0-1 la 
representación de los costes de los 52 periodos analizados y en la Figura 0-2 la representación 
de los niveles de servicio de los 52 periodos analizados. Las 3 entidades mejoran en los medibles 
con la propuesta de planificación con la coordinación distribuida respecto de la planificación 
descentralizada-descoordinada. Es de resaltar, el mejor resultado en el coste acumulado con la 
propuesta de planificación con coordinación centralizada para las 3 entidades, pero esta implica 
una peor solución para la entidad TTP5R30_1 respecto de la planificación descentralizada-
descoordinada o la planificación con coordinación distribuida. El mejor nivel de servicio 
promedio de las tres entidades se logra con la propuesta de planificación con coordinación 
distribuida. La distribución de demandas se puede observar en la Figura 0-3 y en la Figura 0-4 se 
pueden observar las compensaciones fijadas. 
Figura 0-1: Comparativa de costes entre los distintos procedimientos de planificación de operaciones 
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Figura 0-2: Comparativa del nivel de servicio entre los distintos procedimientos de planificación de operaciones 
 
Fuente: Elaboración propia. 
Figura 0-3: Representación gráfica de la demanda agregada de los productos de las entidades STP1R30_1, STP4R30_1, 
TTP5R30_1 y las capacidades compartidas entre entidades. 
 
Fuente: Elaboración propia. 
Figura 0-4: Representación gráfica del recurso compartido en el periodo ejecutado y los intercambios de las 
compensaciones por los recursos compartidos entre las entidades STP1R30_1, STP4R30_1, TTP5R30_1. 
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ANEXO 6: Comparativas de la planificación de operaciones distribuida 
cuando no se establecen límites a los multiplicadores de Lagrange. 
En la Figura 0-5 se representan las distribuciones que toman los costes totales de los 52 periodos 
de análisis de las planificaciones de las operaciones con las distintas herramientas. En esa figura 
se puede observar que no fijar un límite a los multiplicadores genera costes cercanos a los 
valores de la planificación con coordinación centralizada, pero con una mayor dispersión. En la 
planificación de operaciones con coordinación distribuida sin limitación en los multiplicadores 
de Lagrange se aumenta el número de periodos en los que se comparte capacidad, tal y como 
se puede observar en la Figura 0-7 pero con mayor dispersión en los costes respecto de los otros 
procedimientos de planificación. Los niveles de servicio son equivalentes, tal y como se puede 
observar en la Figura 0-6.  
Esta no limitación en los multiplicadores de Lagrange implica planificaciones difícilmente 
aplicables industrialmente, tal y como en el periodo 18 se propone una compensación de 
11.131.782 u.m que se puede apreciar en la Figura 0-9, siendo esta el 23,4% del valor de la 
función objetivo en el tramo en el que se planifica del periodo 18 o si se compara con los costes 
totales de los 52 periodos de análisis de la planificación de operaciones con descentralizada-
descoordinada implica un 17,5% del mismo. En la Figura 0-8 se pueden observar los periodos 
donde se propone compartir capacidad. En la Figura 0-9 se pueden observar las compensaciones 
fijadas. Los valores de esta coordinación se pueden observar en las siguientes tablas : Tabla 0-4, 
Tabla 0-5, Tabla 0-6 y Tabla 0-7. 
Realizar la coordinación sin limitación en los multiplicadores consigue que la función objetivo 
acumulada de las tres entidades se acerque a los costes de la planificación con coordinación 
centralizada, pero propone propuestas de planificación a las entidades que no deberían ser 
asumibles por las entidades, al implicar compensaciones tan elevadas con respecto a los costes 
de planificación de la entidad. 
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Figura 0-5: Comparativa de costes totales de los 52 periodos de estudio entre la planificación descentralizada-
descoordinada y coordinación centralizada , distribuida y distribuida sin límite a los multiplicadores de Lagrange, donde 
cada tres entidades comparten la capacidad del primer recurso. 
 
Fuente: Elaboración propia. 
Figura 0-6: Comparativa del nivel de servicio de los 52 periodos de estudio entre la planificación descentralizada-
descoordinada y coordinación centralizada , distribuida y distribuida sin límite a los multiplicadores de Lagrange, donde 
cada tres entidades comparten la capacidad del primer recurso. 
 
Fuente: Elaboración propia. 
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Figura 0-7: Número de periodos ejecutados que se comparte capacidad entre las entidades 
 
Fuente: Elaboración propia. 
 
Figura 0-8: Representación gráfica de la demanda agregada de los productos de las entidades STP1R30_4, 5, 6 y las 
capacidades compartidas entre entidades, sin limitación en los multiplicadores de Lagrange. 
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Figura 0-9: Representación gráfica del recurso compartido en el periodo ejecutado y los intercambios de las 
compensaciones por los recursos compartidos entre las entidades STP5R30_4, 5, 6 , sin limitación en los multiplicadores 
de Lagrange. 
 
Fuente: Elaboración propia. 
Tabla 0-4: Costes totales de los 52 periodos analizados de las instancias STP1R30_4, STP1R30_5, STP1R30_6 sin limitación 
en los multiplicadores de Lagrange. 
  















STP1R30_4 63.525.363 71.669.081 11.436.240 60.939.399 
STP1R30_5 62.088.659 57.828.737 6.291.850 62.325.850 
STP1R30_6 63.637.198 60.135.086 -17.728.090 59.147.473 
Sumatorio 189.251.220 189.632.904 0 182.412.722 
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Tabla 0-5: Comparativa de los costes totales de los 52 periodos analizados de las instancias STP1R30_4, STP1R30_5, 
STP1R30_6 entre la planificación descentralizada-descoordinada y coordinación centralizada , distribuida y distribuida sin 
límite a los multiplicadores de Lagrange, donde cada tres entidades comparten la capacidad del primer recurso. 
  

















STP1R30_4 63.525.363 61.762.080 71.669.081 60.939.399 
STP1R30_5 62.088.659 63.650.293 57.828.737 62.325.850 
STP1R30_6 63.637.198 60.699.475 60.135.086 59.147.473 
Promedio 189.251.220 186.111.848 189.632.904 182.412.722 
Fuente: Elaboración propia. 
Tabla 0-6: Comparativa de los niveles de servicio en los 52 periodos analizados de las instancias STP1R30_4, STP1R30_5, 
STP1R30_6 entre la planificación descentralizada-descoordinada y coordinación centralizada , distribuida y distribuida sin 
límite a los multiplicadores de Lagrange, donde cada tres entidades comparten la capacidad del primer recurso. 
  
Nivel de servicio 
descentralizada-
descoordinadas 
Nivel de servicio 
Coordinación 
distribuida 






Nivel de servicio 
Coordinación 
centralizada 
STP1R30_4 0,84 0,83 0,83 0,84 
STP1R30_5 0,83 0,83 0,83 0,83 
STP1R30_6 0,82 0,83 0,82 0,84 
 0,83 0,83 0,83 0,83 
Fuente: Elaboración propia. 
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Tabla 0-7: Comparativa de los valores de la función objetivo en los 52 tramos planificados de las instancias STP1R30_4, 
STP1R30_5, STP1R30_6 entre la planificación descentralizada-descoordinada y coordinación centralizada , distribuida y 
distribuida sin límite a los multiplicadores de Lagrange, donde cada tres entidades comparten la capacidad del primer 
recurso. 
  



















STP1R30_4 1.850.684.343 1.881.983.722 1.870.512.729 1.852.258.925 
STP1R30_5 1.916.956.842 1.955.635.577 1.900.030.083 1.863.260.799 
STP1R30_6 1.918.839.907 1.876.004.961 1.932.404.272 1.859.264.853 
 5.686.481.091 5.713.624.260 5.702.947.084 5.574.784.576 
Fuente: Elaboración propia. 
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ANEXO 7: Análisis de las propuestas de planificación con coordinación 
distribuida de otras entidades. 
Las instancias STP1R75 son las que presentan los mayores intercambios de recursos en las 
demandas tipo (ST) en la Figura 7-10, por lo que se procede al análisis de las propuestas de 
planificación del conjunto de instancias STP1R75_4, STP1R75_5 y STP1R75_6 en este anexo. 
En la Figura 0-10 y en Figura 0-11 se pueden observar los detalles del comportamiento de la 
entidad STP1R75_4 que comparte su capacidad (R1) con las entidades STP1R75_5 y STP1R75_6. 
En la Figura 0-10 se pueden observar que las entidades comparten capacidades en los periodos 
con demanda creciente. En los periodos de baja demanda ninguna de las entidades tiene 
necesidad de capacidad extra. Además, se pueden observar que, en los periodos con demanda 
decreciente, las entidades parten de situaciones de stock más holgadas por lo que requieren de 
menos capacidad extra. En total las 3 entidades comparten capacidad en 22 de los periodos 
ejecutados. 
Figura 0-10: Representación gráfica de la demanda agregada de los productos de las entidades STP1R75_4, 5, 6 y las 
capacidades compartidas entre entidades. 
 
STP5R30_4 demanda estacional creciente, estructura producto P1, Recursos disponibles al 30%, instancia 4.  
Fuente: Elaboración propia. 
Si se observa la Figura 0-11, se puede apreciar que en la mayoría de periodos la capacidad 
acumulada de las 3 entidades es suficiente para las demandas acumuladas, por lo que la 
compensación por el derecho de uso es nula. En 18 periodos se cede capacidad siendo las 
compensaciones nulas. En el periodo 63 es donde se realizan las mayores compensaciones por 
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Figura 0-11: Representación gráfica del recurso compartido en el periodo ejecutado y los intercambios de las 
compensaciones por los recursos compartidos entre las entidades STP1R75_4, 5, 6. 
 
Shared Capacity, recursos compartidos entre las entidades; Coordination Cost, compensación realizada entre entidades por los 
recursos compartidos. Fuente: Elaboración propia. 
La Tabla 0-4 muestra las compensaciones por unidad de los recursos compartidos que se han 
establecido por la entidad STP1R75_4 con las otras entidades STP1R75_5 y STP1R75_6. Las 
compensaciones pueden encontrarse en los 8 periodos planificados en cada uno de los tramos 
en los que se planifica. En la tabla se presentan las compensaciones unitarias de los tramos en 
los que se planifica para los periodos entre el periodo 42 y el periodo 49. Las compensaciones 
sombreadas de azul identifican los periodos en los cuales la entidad prevé ceder capacidad y con 
el sombreado en naranja los periodos en los que la entidad prevé necesitar una capacidad 
superior a la de sus recursos propios. La fila identificada con t recopila las compensaciones de 
los periodos que se ejecutan y el resto de filas son los datos relacionados con los siguientes 
periodos en ese tramo en el que se planifica. Las compensaciones con valor 0 no aparecen en la 
tabla. 
Se puede observar de la Tabla 0-4 que las entidades han definido compensación unitaria igual a 
0 ya que disponen de suficiente capacidad entre las 3 entidades. En el total de periodos 
ejecutados, 64 periodos, las entidades comparten capacidad en 22 periodos, pero solo en 4 de 
esos periodos se fijan compensaciones unitarias. En 18 de los periodos ejecutados, las 
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Tabla 0-8: Compensaciones unitarias por el derecho de uso de los recursos compartidos entre las entidades STP1R75_4 
 42 43 44 45 46 47 48 49 
t                 
t+1           
t+2           
t+3           
t+4           
t+5           
t+6           
t+7                 
Sombreado naranja los periodos previstos de coordinación en los que se requiere capacidad de otra entidad, sombreado azul los 
periodos previstos de coordinación en los que se cede capacidad a las otras entidades y las cifras son las compensaciones 
unitarias. Fuente: Elaboración propia. 
En la Tabla 0-5, se presentan los costes totales de los 52 periodos de análisis de las instancias 
STP1R75_4, STP1R75_5 y STP1R75_6. Se observa que la suma de los costes de las propuestas de 
planificación del periodo a ejecutar con coordinación distribuida para las 3 instancias es inferior 
que la propuesta de planificación con coordinación centralizada. La suma de costes de las 
propuestas de planificación con coordinación centralizada es mayor que los costes de la 
propuesta de planificación con coordinación distribuida y descentralizada-descoordinada. Si se 
observan las entidades por separado, no todas ellas consiguen una reducción de costes. Pero 
debe recordar que la entidad STP1R75_5 ha conseguido capacidad de las otras entidades en 13 
periodos y ha cedido capacidad en 9 periodos. La propuesta de planificación con coordinación 
distribuida de la instancia STP1R75_5 cede capacidad en 2 periodos con una compensación y en 
2 periodos obtiene capacidad extra con un sobrecoste. La entidad realiza una compensación 
total de 21.644 u.m. para lograr capacidad de 2 periodos y recibe una compensación de 4.029 
u.m. por los periodos en que cede capacidad, dando un saldo de 17.615 u.m. Por lo tanto, 
aunque inicialmente la entidad asimilada a la instancia STP1R75_5 pudiera no estar interesada 
en la coordinación, por el incremento de costes calculados, esta coordinación le permite 
compartir capacidades. En la Figura 0-12 se pueden observar los periodos en los que la entidad 
prevé requerir capacidad, sombreados en naranja y los periodos en los que prevé ceder 
capacidad, sombreado en azul en cada tramo en el que se planifica. 
La Tabla 0-10 presentan los niveles de servicio de las mismas instancias con las diferentes 
propuestas de planificación de operaciones, sin observar una variación superior al 1% entre 
ellas, por lo que no se puede llegar a una conclusión en ningún sentido. 
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Tabla 0-9: Costes totales de los 52 periodos analizados de las instancias STP1R75_4, STP1R75_5, STP1R75_6 
  












STP1R75_4 9.185.944 8.991.490 -5.207 8.707.967 
STP1R75_5 6.679.916 7.531.685 17.615 7.493.654 
STP1R75_6 7.692.230 7.995.475 -12.407 8.868.744 
Sumatorio 23.558.090 24.518.650  25.070.365 
 Fuente: Elaboración propia. 
Tabla 0-10: Nivel de servicio de los 52 analizados de las instancias STP1R75_4, STP1R75_5, STP1R75_6 
  
Nivel de servicio 
descentralizada-
descoordinadas 
Nivel de servicio 
Coordinación 
distribuida 
Nivel de servicio 
Coordinación 
centralizada 
STP1R75_4 0,98 0,98 0,98 
STP1R75_5 0,99 0,99 0,99 
STP1R75_6 0,99 0,99 0,99 
Promedio 0,99 0,99 0,99 
Fuente: Elaboración propia. 
Se debe recordar que los cálculos son realizados con la heurística del procedimiento de 
horizontes rodantes, con 8 periodos en cada horizonte de planificación, ejecutándose solo el 
primer periodo, con incertidumbre en la demanda y con un gap del 1% en el cálculo de cada 
tramo en el que se planifica. Se pueden observar en la Figura 0-13 las variaciones de la demanda 
en los 64 tramo en el que se planifica. En la Figura 0-13 se presenta como la demanda acumulada 
de los 10 productos finales va variando en cada tramo en el que se planifica, implicando 
variaciones en la planificación, para dar servicio a dichos cambios, pudiéndose realizar cuando 
se dispone de más capacidad. En la Figura 0-14 se pueden observar cómo los valores de la 
función objetivo de la planificación con coordinación centralizada de cada tramo en el que se 
planifica presenta en ciertos tramos en los que se planifica un mayor valor que los valores de la 
función objetivo obtenidos con la planificación descentralizada-descoordinada. Las variaciones 
imprevistas en la demanda no permiten en todos los casos que la propuesta de planificación con 
coordinación centralizada sea la solución más adecuada para el siguiente tramo en el que se 
planifica. 
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Figura 0-12: Periodos con cesión de capacidad en la planificación con coordinación distribuida de la instancia STP175_5 
con las instancias STP1R75_4 y STP1R75_6 
 
Sombreado naranja ”r”  los periodos previstos de coordinación en los que se requiere capacidad, sombreado azul “c” los periodos 
previstos de coordinación en los que se cede capacidad. Fuente: Elaboración propia. 
Figura 0-13: Evolución de la demanda de la instancia STP1R75_5 en cada tramo en el que se planifica frente a la 
demanda del periodo ejecutado 
 
Fuente: Elaboración propia. 
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La función objetivo es la suma de los costes de los ocho periodos. Fuente: Elaboración propia. 
En la Figura 0-15 se puede observar cómo la heurística del procedimiento de horizontes rodantes 
genera diferentes propuestas de planificación de operaciones respecto de la planificación 
descentralizada-descoordinada dentro del gap admitido. Se observan diferencias destacables 
entre los valores que toman las funciones objetivo desde el primer periodo. Las diferentes 
alternativas que se pueden calcular dentro de la tolerancia admitida, en cada tramo en el que 
se planifica, pueden generar diferencias importantes en los siguientes tramos en los que se 
planifica.  
Figura 0-15: Relación de costes de la función objetivo de la planificación de operaciones de la instancias STP1R75_5 en 
cada tramo en el que se planifica respecto de la planificación descentralizada-descoordinada, frente a los tramos en los 
que se planifica con algún periodo en el que se comparte capacidad. 
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