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Introduction
Operads, introduced by Stasheff [18] and May [14], play essential roles in the
study of higher algebras. For example, the little disks operads present the levels
of higher commutativities. On the other hand, May and Thomason introduced
in their paper [15] the notion of categories of operators. In contrast to operads,
which are defined in an algebraic way, a category of operators is just a fibration
in an appropriate sense over the opposite Γop of the Segal’s category satisfying
certain conditions. They pointed out that every topological operad gives rise to
a topological category of operators and proved the equivalence of algebras over
them. The algebraic operations in operads are presented by certain universal
lifting properties of categories of operators. Hence, the relation of operads and
categories of operators is compared with that of G-spaces and fiber bundles over
the classifying space BG for a group G. This geometric nature of categories of
operators was made use of in the definition of ∞-operads by Lurie [12], which
is one of the well-used models of homotopy operads.
The original definition of categories of operators, however, only covers the
symmetric operads (or multicategories more generally). On the other hand,
Zhang introduced group operads [22] as generalizations of the operad S of sym-
metric groups. As pointed out by Gurski [8], a group operad G may have an
1
action on multicategories; namely, for a non-symmetric multicategory M, the
action of G on M is defined to be a right action( ∐
σ∈Sn
M(aσ(1) . . . aσ(n); a)
)
× G(n)→
∐
σ∈Sn
M(aσ(1) . . . aσ(n); a) (0.1)
on the multihom-set for a, a1, . . . , an ∈ ObM with an appropriate compatibility
condition with the compositions. In the author’s previous paper [20], it is called
a G-symmetric structure and defined in terms of a monoidal structures on the
categoryGrpOp of group operads. More precisely, a 2-monad (–)⋊G on the 2-
categoryMultCat of multicategories is defined so that a G-symmetric structure
is nothing but a structure of a (strict) 2-algebra over (–) ⋊ G. As a result, we
obtain a 2-category MultCatG of G-symmetric multicategories.
It is then natural to ask for a G-symmetric analogue of categories of opera-
tors. This is exactly the main theme of this paper. Note that, we already have
a non-symmetric analogue: let ∇ be the category of intervals; i.e.
• objects are totally ordered sets of the following form for n ∈ N:
〈〈n〉〉 := {−∞, 1, . . . , n,∞} ;
• morphisms are order-preserving maps sending ±∞ to ±∞ respectively.
Using the duality ∇ ∼= ∆op due to Joyal, where ∆ is the simplex category, for
a non-symmetric multicategoryM, a multicategorical version of the categorical
wreath product appearing in [2] and [16] gives rise to a fibered category
M▽ := ∆ ≀ M → ∇ .
Note that the objects of M▽ are finite sequences ~a = a1 . . . an of objects
a1, . . . , an ∈ ObM. Moreover, if µn : 〈〈n〉〉 → 〈〈1〉〉 ∈ ∇ is the morphism
which is the dual of the map [1] → [n] ∈ ∆ with 0 7→ 0 and 1 7→ n, we have a
pullback square
M(a1 . . . an; a) //

·y
M▽(a1 . . . an, a)

{µn} // ∇(〈〈n〉〉, 〈〈1〉〉)
. (0.2)
Actually, the functor M▽ → ∇ is characterized by (0.2) with the universal
lifting property with respect to a certain class of morphisms in ∇ as well as
Segal condition; i.e. there is a canonical equivalence of categories
M▽〈〈n〉〉 ≃ (M
▽
〈〈1〉〉)
×n
on the fibers M▽〈〈k〉〉 :=M
▽×∇ {〈〈k〉〉}. Hence, we are interested in the counter-
part of the construction (–)⋊G for each group operad G in the side of categories
of non-symmetric operators.
Unfortunately, the category ∇ may not be enough for this purpose. Indeed,
the action (0.1) may change the domain of multimorphisms while, in view of
(0.2), no fiberwise action on M▽ can realize this phenomenon. This is mainly
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because ∇ has no non-trivial isomorphism, so we have to consider an extension
of ∇ so that the symmetry of G is taken into account. We can make use of
the results obtained in [20]: the category GrpOp of group operads can be
thought of as a reflective full subcategory of the slice categoryCrsGrp
/S
∇ of the
category of crossed interval groups. Hence, we can consider the total category
∇G . Furthermore, quotient categories of ∇G is important. For example, as
pointed out by Segal [17], a monoid M gives rise to a functor M̂⊗ : ∇ → Set
given by M̂⊗(〈〈n〉〉) := M×n and, for ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, ϕ∗ := M̂
⊗(ϕ) :
M×m →M×n with
ϕ∗(x1, . . . , xm) :=
 ∏
ϕ(i)=1
xi, . . . ,
∏
ϕ(i)=n
xi
 ,
where the products are taken in the appropriate orders. The Grothendieck
construction enables us to regard M̂⊗ as a discrete fibrationM⊗ → ∇, so it is a
discrete version of a category of operators. Notice that a functor X : ∇G → Set
is equivalent to data
• a functor X : ∇ → Set;
• for each n ∈ N, a left G(n)-action on the setXn := (〈〈n〉〉), say G(n)×Xn →
Xn; (u, x) 7→ xu;
such that, for each ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, x ∈ X(〈〈m〉〉), and v ∈ G(n),
ϕ∗(x)
v = (ϕv)∗(x
ϕ∗(v)) .
Now, each G(n) acts on M̂∇(〈〈n〉〉) = M×n in the obvious way so that it gives
rise to an extension M̂∇G : ∇G → Set. In particular, when G = S, we assert that
the monoidM is commutative if and only if the functor M̂∇
S
: ∇S → Set factors
through an appropriate quotient category of ∇S. For each (x1, . . . , xn) ∈M×n,
and for each σ ∈ Sn, we have
(µn)∗ ((x1, . . . , xn)
σ) = (µn)∗(xσ−1(1), . . . , xσ−1(n)) = xσ−1(1) . . . xσ−1(n) .
It follows thatM is commutative if and only if the two morphisms (µn, σ), (µn, en) :
〈〈n〉〉 → 〈〈1〉〉 ∈ ∇G , here en ∈ G(n) is the unit, induce the same map M̂
⊗
G (〈〈n〉〉)→
M̂⊗G (〈〈1〉〉) for every n and σ ∈ G(n). In other words, the associated discrete fi-
bration M∇
S
→ ∇G is a pullback along a quotient q : ∇S → Q such that
q(µn, σ) = q(µn, en). More generally, for a group operad G, each quotient of the
total category ∇G may present a G-symmetry on the fibrations over it.
In this point of view, we will establish a G-symmetric analogue of categories
of operators in the following way. After reviewing the basic results of group
operads and crossed interval groups in Section 1, we will attempt to the clas-
sification of a sort of quotient categories of ∇G for arbitrary crossed interval
group G in Section 2. It will be seen that the congruence families on G deter-
mine and are determined by quotient categories. For a congruence family K on
G, we write QK the associated quotient of ∇G. Basic constructions and some
technical results on congruence families will be discussed. In particular, in the
case G is a group operad G, two special congruence families KecG ⊂ DecG will
be introduced.
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We will see in Section 3 that if we have a pair (K,L) of congruence families
satisfying a certain condition, the quotient category QL become a part of an
internal category
QL//K ⇒ QL (0.3)
in the category Cat of small categories. In other words, (0.3) is a double cate-
gory. For example, if (K,L) = (DecG ,KecG), we write GG := QKecG//DecG and
EG := QKecG , which are the key to establish G-symmetric analogue of categories
of operators. Moreover, further quotient
Q˜L//K ⇒ Q˜L
will be discussed.
Having an internal category, we are interested in internal presheaves over it.
In Section 4, we will see that a G-symmetric multicategory M gives rise to an
internal presheaf M ≀ E˜G over the double category G˜G ⇒ E˜G . It will turn out
that the construction extends to a 2-functor
MultCat→ PSh(G˜G ⇒ E˜G) (0.4)
from the 2-category of (non-symmetric) multicategories to that of internal presheaves
over G˜G ⇒ E˜G . It will proved that the fibered product (M ≀ E˜G)×E˜G G˜G is ex-
actly the image of the free G-symmetrization M⋊ G under the 2-functor (0.4).
In other words, it is the required counterpart in the side of fibrations.
In the last two sections, we will compute the essential image of the 2-functor
(0.4). We will propose a notion of categories of algebraic G-operators as ana-
logues of ∞-operads by Lurie [12]. Namely, they form a 2-subcategory OperalgG
of PSh(G˜G ⇒ E˜G) consisting of internal presheaves X over the double category
such that the canonical functor X → E˜G satisfies a universal lifting property
and Segal condition. Actually, they are alternative models of G-symmetric mul-
ticategories; we will prove the biequivalenceMultCatG ≃ Oper
alg
G in Section 6.
We finally note that we say the models above are “algebraic” because the
actions of G as in (0.1) are realized in an algebraic way. It is also possible to
realize them in a “geometric” way; for example, as fibrations over appropriate
categories. It will be established in the author’s future work.
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1 Group operads and crossed interval groups
We review the notion of group operads. It was introduced by Zhang [22] though
the axioms were already stated in 1.2.0.2 in the paper [19]. The further theory
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was developed in [5] and [8] while they use different terminology “action oper-
ads.” We give just sketches; for the details, we refer the reader to the literature
above and the author’s previous work [20].
For each n ∈ N, set S(n) = Sn to be the n-th symmetric group. It turns
out that the family S = {S(n)}n admits a structure of an operad so that, for
σ, τ ∈ S(n), σi, τi ∈ S(ki), we have
γS(στ ;σ1τ1, . . . , σnτn) = γS(σ;στ−1(1), . . . , στ−1(n))γ(τ ; τ1, . . . , τn) ,
where γ is the composition in the operad structure. The group operads are
generalizations of this example.
Definition. A group operad is an operad G together with data
• a group structure on each G(n);
• a map G → S of operads so that each G(n)→ S(n) is a group homomor-
phism, which gives rise to a left G(n)-action on 〈n〉;
which satisfy the identity
γG(xy;x1y1, . . . , xnyn) = γG(x;xy−1(1), . . . , xy−1(n))γG(y; y1, . . . , yn) (1.1)
for every x, y ∈ G(n) and xi, yi ∈ G(ki) for 1 ≤ i ≤ n.
Example 1.1. The operad S is an example of group operads with the identity
map S→ S.
Example 1.2. For each n ∈ N, set B(n) to be the braid group on n strands.
Then, in a similar manner to S, one can find an operad structure on the family
B = {B(n)}n so that the canonical maps B(n)→ S(n) define a map of operads.
The canonical map B → S together with the group structure on each B(n)
exhibits B as a group operad.
Definition. A map of group operads is a map F : G → H of operads satisfying
the following conditions:
(i) each map F : G(n)→ H(n) is a group homomorphism;
(ii) F respects the maps into S; i.e. the diagram below commutes:
G
F //
✼
✼✼
✼✼
✼ H
✝✝
✝✝
✝✝
✝
S
We denote by GrpOp the category of group operads and maps of group
operads.
One of the most important features of group operads is that they may act
on multicategories. Recall that a multicategory M consists of a set ObM
and a set M(a1 . . . an; a) for each a, a1, . . . , an ∈ M together with associative
compositions and identities. For a group operad G, we define a multicategory
M⋊ G as follows:
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• Ob(M ⋊ G) = ObM;
• for a, a1, . . . , an ∈ ObM, set
(M ⋊ G)(a1 . . . an; a)
:=
{
(f, x)
∣∣ x ∈ G(n), f ∈ M(ax−1(1) . . . ax−1(n); a)} ;
• the composition operation is given by
γM⋊G
(
(f, x); (f1, x1), . . . , (fn, xn)
)
=
(
γM(f ; fx−1(1), . . . , fx−1(n)), γG(x;x1, . . . , xn)
)
.
The assignment M 7→M⋊ G extends in a canonical way to an endo-2-functor
(–)⋊ G :MultCat→MultCat
on the 2-category of multicategories, multifunctors, and multinatural transfor-
mations. Moreover, there are two identity-on-objects multifunctors
M :M⋊ G ⋊ G →M⋊ G ; (f, x, y) 7→ (f, xy)
H :M→M⋊ G ; f 7→ (f, e) ,
(1.2)
where e is the unit of the group G(n) for an appropriate n ∈ N. Clearly, the
multifunctors (1.2) are strictly natural with respect toM∈MultCat, and one
can see the triple
(
(–) ⋊ G,M,H
)
forms a (strict) 2-monad on the 2-category
MultCat in the sense of [3]. The following result is easy to verify.
Lemma 1.3. The assignment G 7→ (–)⋊ G extends to a functor
GrpOp→ 2-Mnd(MultCat) ,
here the codomain is the category of (strict) 2-monads on MultCat and 2-
monad transformations.
Definition (cf. Definition 5.1 in [8]). Let G be a group operad. Then, a G-
symmetric multicategory is a multicategory M equipped with a structure of
a (strict) algebra for the 2-monad (–) ⋊ G. More explicitly, a G-symmetric
multicategory is a multicategoryM together with a multifunctor A :M⋊ G →
M such that the following diagrams of multifunctors are (strictly) commutative:
M⋊ G ⋊ G
A⋊G //
M

M⋊ G
A

M ⋊ G
A //M
M
H
❀
❀❀
❀❀
❀❀
M
M⋊ G
A
AA✄✄✄✄✄✄✄
Remark 1.4. If M be a G-symmetric multicategory with A : M ⋊ G → G,
then A is the identity on objects. In this case, by abuse of notations, for f ∈
M(a1 . . . an; a) and for x ∈ G(n), we will write fx := A(f, x). Note that we
have
fx ∈ M(ax(1) . . . ax(n); a) .
Example 1.5. A symmetric multicategory (resp. a symmetric operad) in the
usual sense is nothing but anS-symmetric multicategory (resp. anS-symmetric
operad) in the sense above.
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Example 1.6. Let ∗ be the trivial group operad. Then ∗-symmetric multicate-
gories are nothing but ordinary multicategories in our convention.
Example 1.7. Let C be a monoidal category, and put C⊗ the associated mul-
ticategory; i.e. ObC⊗ = Ob C and C⊗(X1 . . .Xn;X) = C(X1 ⊗ · · · ⊗ Xn;X).
Hence, for each X1, . . . , Xn ∈ C, we have a multimorphism
uX1...Xn ∈ C
⊗(X1 . . . Xn;X1 ⊗ · · · ⊗Xn)
corresponding to the identity. If C⊗ is endowed with a G-symmetric structure,
then for each x ∈ G(n), we define an isomorphism
ΘxX1...Xn : Xx(1) ⊗ · · · ⊗Xx(n) → X1 ⊗ · · · ⊗Xn
to be the one corresponding to the multimorphism uxX1...Xn . It turns out that
Θx is a natural isomorphism with ΘxΘy = Θxy. For example, in the case
G = B (resp. S), the resulting structure on C is nothing but a braided (resp.
symmetric) structure on the monoidal structure.
Definition. Let G be a group operad, and letM and N be G-symmetric multi-
categories. Then, a G-symmetric multifunctor M→N is a multifunctor which
is a homomorphism of algebras for the 2-monad (–)⋊ G.
We denote by MultCatG the 2-category of G-symmetric multicategory, G-
symmetric multifunctors, and multinatural transformations. In view of Lemma 1.3,
a map F : G → H of group operads induces a 2-functor
F ∗ :MultCatH →MultCatG .
In particular, for every group operad G, there are canonical 2-functors
MultCatS →MultCatG →MultCat .
To understand group operads, as pointed out in [20], the notion of crossed
interval groups is convenient. We consider the category ∇ given as follows:
• objects are totally ordered sets of the form
〈〈n〉〉 := {−∞, 1, . . . , n,∞}
for n ∈ N;
• morphisms are order-preserving maps which send ±∞ to ±∞ respectively.
Then, a crossed interval group is a ∇-set G equipped with data
• a group structure on Gn = G(〈〈n〉〉) for each n ∈ N and
• a left group action
Gn ×∇(〈〈m〉〉, 〈〈n〉〉)→ ∇(〈〈m〉〉, 〈〈n〉〉) ; (x, ϕ) 7→ ϕ
x
for each m,n ∈ N
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satisfying the equations
ϕ∗(xy) = (ϕy)∗(x)ϕ∗(y)
(ϕψ)x = ϕxψϕ
∗(x)
for x, y ∈ G(n), ϕ : 〈〈m〉〉 → 〈〈n〉〉, and ψ : 〈〈l〉〉 → 〈〈m〉〉. In addition, for crossed
interval groups G and H , a map G → H of ∇-sets is called a map of crossed
interval groups if it preserves the structures above. We denote by CrsGrp∇
the category of crossed interval groups and maps of them. By Theorem 2.4 in
[21], CrsGrp∇ is a locally presentable category and has all (small) limits and
colimits.
Remark 1.8. The notion of crossed groups was originally introduced by Fiedorow-
icz and Loday [6] and by Krasauskas [10] in the simplicial case. Although it is
easily generalized to arbitrary base categories, crossed interval groups was first
studied by Batanin and Markl [1]. Actually, the terminology is due to them.
Example 1.9. The sequence S = {Sn} actually admits a structure of a crossed
interval groups. Actually, it is a subobject of the terminal object in CrsGrp∇
computed in [21].
Theorem 1.10 (Theorem 3.3 in [20]). There is a fully faithful functor
Ψ̂ : GrpOp→ CrsGrp
/S
∇
such that Ψ̂(G)n = G(n) for each n ∈ N.
The ∇-set structure on Ψ̂(G) is described as follows: note that morphisms
ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ correspond in one-to-one to (n+ 2)-tuples
~k = (k−∞, k1, . . . , kn, k∞)
of non-negative integers with
∑
kj = m via ϕ 7→ ~k
(ϕ) with
k
(ϕ)
j :=
{
#ϕ−1{j} 1 ≤ j ≤ n ,
#ϕ−1{j} − 1 j = ±∞ .
(1.3)
Then, for ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, the induced map is given by
ϕ∗ : G(n)→ G(m) ; x 7→ γG
(
e3; e
(ϕ)
−∞, γG(x; e
(ϕ)
1 , . . . , e
(ϕ)
n ), e
(ϕ)
∞
)
,
where e
(ϕ)
j := ek(ϕ)j
.
Example 1.11. Theorem 1.10 justifies the coincidence of the notation S. Indeed,
the functor Ψ̂ sends S to S. Identifying GrpOp with its image in CrsGrp∇,
we can hence identify S.
2 Quotients of the total category
As pointed out in Introduction, we can regard any quotients of ∇G may present
a kind of symmetries on monoids or higher variants. Hence, the classification of
the quotients is an important problem. In particular, in this section, we focus
on the quotients of the following form.
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Definition. Let G be a crossed interval group. Then, a G-quotal category is
a category Q equipped with a functor q : ∇G → Q satisfying the following
conditions:
(i) q is full and bijective on objects, so we may assume ObQ = Ob∇;
(ii) for ϕ, ϕ′ ∈ ∇(〈〈m〉〉, 〈〈n〉〉) and x, x′ ∈ Gm, the equality of morphisms
q(ϕ, x) = q(ϕ′, x′) : 〈〈m〉〉 → 〈〈n〉〉 ∈ Q
in Q implies ϕ = ϕ′.
Lemma 2.1. Let G be a crossed interval group, and let Q be a G-quotal category
with q : ∇G → Q. Then, the composition
∇ →֒ ∇G
q
−→ Q (2.1)
is faithful and conservative.
Proof. Let us denote by em ∈ Gm the unit of the group. Then, the composition
(2.1) sends a morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ to q(ϕ, em). Hence, the condition
on G-quotal categories directly implies (2.1) is faithful.
Next, suppose ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ is a morphism such that q(ϕ, em) is an
isomorphism. Since q is full, the inverse of q(ϕ, em) can be written in the form
q(ψ, y) with ψ : 〈〈n〉〉 → 〈〈m〉〉 ∈ ∇ and y ∈ Gn. We have
id〈〈m〉〉 = q(ψ, y) ◦ q(ϕ, em) = q(ψϕ
y, ϕ∗(y))
id〈〈n〉〉 = q(ϕ, em) ◦ q(ψ, y) = q(ϕψ, y) .
By virtue of the condition on G-quotal categories, the former equation implies
id〈〈m〉〉 = ψϕ
y while the latter implies id〈〈n〉〉 = ϕψ. It follows that ψ is an inverse
of ϕ in ∇, so (2.1) is conservative.
Thanks to Lemma 2.1, we can identify morphisms in ∇ with their images
in a G-quotal category; namely, if q : ∇G → Q is a G-quotal category, then by
abuse of notation, we write ϕ = q(ϕ, em) for every ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇.
There is a general recipe to construct G-quotal categories. For this, we
introduce some notions.
Definition. Let G be a crossed interval group, and let ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇
be a morphism. Then, an element x ∈ Gm is called a right stabilizer of ϕ if
for every morphism ψ : 〈〈l〉〉 → 〈〈m〉〉 ∈ ∇, we have ϕψ∗ = ϕψ. We denote by
RStGϕ ⊂ Gm the subset of right stabilizers of ϕ.
It is obvious that, for ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, the subset RStGϕ ⊂ Gm is a
subgroup.
Definition. Let G be a crossed interval group. A congruence family on G is a
family K = {Kϕ}ϕ indexed by morphisms in ∇ such that, for every ϕ : 〈〈m〉〉 →
〈〈n〉〉 ∈ ∇,
(i) Kϕ is a subgroup of RSt
G
ϕ ;
(ii) for every morphism χ : 〈〈n〉〉 → 〈〈k〉〉 ∈ ∇, Kϕ ⊂ Kχϕ;
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(iii) for every morphism ψ : 〈〈l〉〉 → 〈〈m〉〉 ∈ ∇, the map ψ∗ : Gm → Gl restricts
to a map Kϕ → Kϕψ;
(iv) for every element y ∈ Gn, we have
ϕ∗(y) ·Kϕ · ϕ
∗(y)−1 = Kϕy . (2.2)
Remark 2.2. The first three conditions above implies K = {Kϕ}ϕ forms a
crossed group over opTw(∇) := Tw(∇)op the opposite of the twisted arrow
category of ∇; opTw(∇) is the category such that
• the objects are morphisms of ∇;
• for morphisms ϕi : 〈〈mi〉〉 → 〈〈ni〉〉 ∈ ∇ for i = 1, 2, morphisms ϕ1 → ϕ2 in
Tw(∇) are pairs (α, β) of morphisms in commutative squares of the form
〈〈m1〉〉
α //
ϕ1

〈〈m2〉〉
ϕ2

〈〈n1〉〉 〈〈n2〉〉
β
oo
;
• the composition is given by
(γ, δ) ◦ (α, β) = (γα, βδ) .
The second and the third conditions imply each morphism (α, β) : ϕ1 → ϕ2 in
opTw(∇) induces a map
(α, β)∗ : Kϕ2
α∗
−−→ Kϕ2α →֒ Kβϕ2α = Kϕ1 .
Moreover, for a morphism (α, β) : ϕ1 → ϕ2 ∈ opTw(∇) as above, if x ∈ Gm2
is a right stabilizer of ϕ2, then the pair (α
x, β) is again a morphism ϕ1 → ϕ2
in opTw(∇). Hence, by virtue of the first condition, this defines a left action of
Kϕ2 on the set opTw(∇)(ϕ1, ϕ2). It is easily verified that these data actually
form a crossed opTw(∇)-group structure on the family K = {Kϕ}ϕ.
Example 2.3. The family RStG = {RStGϕ}ϕ is itself a congruence family. Indeed,
the first three conditions for congruence families are obvious. To verify (2.2),
observe that, for ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, ψ : 〈〈l〉〉 → 〈〈l〉〉∇, x ∈ RStGϕ , and y ∈ Gn,
we have
ϕψϕ
∗(y)xϕ∗(y)−1 = (ϕψxϕ
∗(y)−1)y = (ϕψϕ
∗(y)−1)y = ϕψ .
Note that, in view of Remark 2.2, a congruence family on G is nothing but a
crossed opTw(∇)-subgroup of RStG satisfying (2.2).
Example 2.4. Let G be a group operad. Recall that morphisms ϕ : 〈〈m〉〉 →
〈〈n〉〉 ∈ ∇ correspond to (n+2)-tuples ~k = (k−∞, k1, . . . , kn, k∞) by the formula
(1.3). We set a subset DecGϕ ⊂ Gm to be the image of the map
G(k
(ϕ)
−∞)× G(k
(ϕ)
1 )× · · · × G(k
(ϕ)
n )× G(k
(ϕ)
∞ ) → G(m)
(x−∞, x1, . . . , xn, x∞) 7→ γ(en+2;x−∞, x1, . . . , xn, x∞)
.
(2.3)
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As easily verified, the map (2.3) is actually a group homomorphism, and DecG =
{DecGϕ}ϕ forms a crossed opTw(∇)-subgroup. Moreover, for y ∈ G(n), we have
ϕ∗(y) · γ(en+2;x−∞, x1, . . . , xn, x∞)
= γ(e3;x−∞, γ(y; ek(ϕ)1
, . . . , e
k
(ϕ)
n
)γ(en;x1, . . . , xn), x∞)
= γ(e3;x−∞, γ(en;xy−1(1), . . . , xy−1(n))γ(y; ek(ϕ)1
, . . . , e
k
(ϕ)
n
), x∞)
= γ(en+2;x−∞, xy−1(1), . . . , xy−1(n)) · ϕ
∗(y) ,
which implies
ϕ∗(y) ·DecGϕ ·ϕ
∗(y)−1 = DecGϕy .
Thus, DecG is a congruence family on G.
Example 2.5. For each ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, we set Trivϕ to consists of a
single element em which is seen as the unit of Gm for any crossed interval group
G. Then, clearly Triv = {Trivϕ}ϕ is a congruence family on G. In view of
Remark 2.2, Triv is the trivial crossed opTw(∇)-group.
Example 2.6. Let K be a congruence family on a crossed interval group G. For
each ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, we have a canonical group homomorphism
Kϕ →֒ RSt
G
ϕ →֒ Gm →W
∇
m .
We put K ′ϕ the kernel and claim that K
′ = {K ′ϕ}ϕ forms a congruence family.
Namely, it is an uncrossed opTw(∇)-subgroup of RStG since it is the kernel of
the map RStG → RStW
∇
of crossed opTw(∇)-groups. This observation also
leads to the equation (2.2).
We see congruence families on a crossed interval group G are associated to
G-quotal categories. We use the following lemma.
Lemma 2.7. Let G be a crossed interval group, and let K = {Kϕ}ϕ be a
congruence family on G. Suppose ϕ : 〈〈l〉〉 → 〈〈m〉〉 and ψ : 〈〈m〉〉 → 〈〈n〉〉 are
morphisms in ∇. Then, for each y ∈ Gn, the composition
(Kψ · y)×Gm →֒ Gn ×Gm → Gm
(y′, x) 7→ ϕ∗(y′) · x
induces a maps
{Kϕ · y} × (Kϕ\Gm)→ (Kψϕy\Gm) .
Proof. Take x ∈ Gm and y ∈ Gn. Then, for u ∈ Kϕ and v ∈ Kψ, we have
ϕ∗(vy) · ux = (ϕy)∗(v) · (ϕ∗(y) · u · ϕ∗(y)−1) · ϕ∗(y)x . (2.4)
By virtue of the conditions on the congruence family K, the first term in the
right hand side of (2.4) belongs to Kψϕy while the second to Kϕy ⊂ Kψϕy .
Hence, the result follows.
Now, for a congruence family K on a crossed interval group G, we define a
category QK as follows: the objects are the same as ∇, and for m,n ∈ N,
QK(〈〈m〉〉, 〈〈n〉〉) = {(ϕ, [x]) | ϕ ∈ ∇(〈〈m〉〉, 〈〈n〉〉), [x] ∈ Kϕ\Gm} .
There is an obvious map q : ∇G(〈〈m〉〉, 〈〈n〉〉)→ Q(〈〈m〉〉, 〈〈n〉〉). Using Lemma 2.7
and the inclusion Kϕ ⊂ RSt
G
ϕ , one can see the composition in the total category
∇G induces a composition operation in QK so that q is a functor.
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Proposition 2.8. For every congruence family K on a crossed interval group
G, the functor
q : ∇G → QK
given above exhibits QK as a G-quotal category. Moreover, the assignment
K 7→ QK gives a one-to-one correspondence between congruence families on G
and (isomorphism classes of) G-quotal categories respecting the orders.
Proof. The first statement is obvious. To see the assignment is one-to-one,
suppose Q is a G-quotal category with q : ∇G → Q. For each ϕ : 〈〈m〉〉 →
〈〈n〉〉 ∈ ∇, we put
KQϕ := {x ∈ Gm | q(ϕ, x) = ϕ} .
We assert KQ = {KQϕ }ϕ forms a congruence family on G. First, clearly we have
KQϕ ⊂ K
Q
χϕ and ψ
∗(KQϕ ) ⊂ K
Q
ϕψ whenever the compositions make sense. Next,
for ϕ : 〈〈m〉〉 → 〈〈n〉〉 and ψ : 〈〈l〉〉 → 〈〈m〉〉, and for each x ∈ KQϕ , we have
ϕψ = q(ϕ, x)ψ = q(ϕψx, ψ∗(x)) , (2.5)
here we identify morphisms in ∇ with their images in Q. Since Q is G-quotal,
(2.5) implies ϕψ = ϕψx, so we obtain KQϕ ⊂ RSt
G
ϕ . In addition, for y ∈ Gn and
x ∈ KQϕ , we have
q(ϕy, ϕ∗(y)xϕ∗(y)−1)
= q(id, y)q(ϕ, x)q(id, ϕ∗(y)−1) = q(id, y)q(ϕ, ϕ∗(y)−1) = ϕy ,
which implies
ϕ∗(y) ·KQϕ · ϕ
∗(y)−1 = KQϕy .
Therefore, KQ is a congruence family.
It is straightforward that Q 7→ KQ is an inverse assignment to K 7→ QK .
Furthermore, if we have an inclusion K ⊂ K ′ between congruence families, i.e.
Kϕ ⊂ K ′ϕ for each morphism ϕ in ∇, then there is a functor QK → QK′ which
makes the following diagram commutes:
∇G
✆✆
✆✆
✆✆
✆
✿
✿✿
✿✿
✿✿
QK // QK′
In other words, the assignment K 7→ K ′ respects the orders, and this completes
the proof.
To end the section, we mention a closure operator on the partially ordered set
of congruence families. We introduce two classes of morphisms in the category
∇.
Definition. Let ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ be a morphism.
(1) ϕ is said to be active if ϕ−1{±∞} = ϕ−1{±∞}; equivalently if kϕ±∞ = 0.
(2) ϕ is said to be inert if the restriction ϕ−1(〈n〉)→ 〈n〉 ⊂ 〈〈n〉〉 is bijective.
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Lemma 2.9. (1) Every morphism ϕ in ∇ uniquely factors as ϕ = µρ with ρ
inert and µ active.
(2) Every inert morphism admits a unique section.
Remark 2.10. In view of Lemma 2.9, it turns out that the classes I and A of inert
morphisms and active morphisms respectively form an orthogonal factorization
system (I,A) on ∇; i.e. the following two conditions are satisfied:
(i) the classes I and A are closed under compositions and contains all the
isomorphisms;
(ii) every morphisms in ∇ is of the form µρ with ρ ∈ I and µ ∈ A;
(iii) for every commutative square
〈〈k〉〉
ϕ
//
ρ

〈〈m〉〉
µ

〈〈l〉〉
ψ
//
∃!χ
<<②
②
②
②
〈〈n〉〉
with ρ ∈ I and µ ∈ A, there is a unique diagonal χ so that χρ = ϕ and
µχ = ψ.
Note that the notion was first introduced by Freyd and Kelly in [7] under the
name factorization. We instead use the name above to emphasize the unique
lifting property and to distinguish it from weak factorization systems.
Let G be a crossed interval group, and let K be a congruence family on G.
Using Lemma 2.9, we construct another congruence family K as follows: for
each active morphism µ in ∇, we put Kµ = Kµ. For a general morphism ϕ in
∇, we set Kϕ ⊂ RSt
G
ϕ to consist x ∈ RSt
G
ϕ such that, for every morphism ψ
with ϕψ making sense and active, ψ∗(x) ∈ RStGϕψ belongs to Kϕψ. Thanks to
Lemma 2.9, this extension does not change Kµ for active µ.
Lemma 2.11. In the situation above, the family K = {Kϕ}ϕ forms a congru-
ence family on G.
Proof. We first verify Kϕ ⊂ RSt
G
ϕ forms a subgroup. Suppose ψ is a morphism
in ∇ with ϕψ making sense and active. For two elements x, y ∈ Kϕ, we have
ψ∗(x−1y) = (ψx
−1y)∗(x)−1ψ∗(y) . (2.6)
Since x, y ∈ RStGϕ , the composition ϕψ
x−1y equals to ϕψ, which is active. Hence,
both terms in the right hand side of (2.6) belongs to Kϕ, which implies x
−1y ∈
Kϕ.
Using Lemma 2.9, one can verify K = {Kϕ}ϕ forms a crossed opTw(∇)-
subgroup of RStG. It remains to verify the formula (2.2). Clearly, the inclusion
in one direction will suffice, so we show
ϕ∗(y) ·Kϕ · ϕ
∗(y)−1 ⊂ Kϕy (2.7)
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for each ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ and y ∈ Gn. Suppose ψ : 〈〈l〉〉 → 〈〈m〉〉 ∈ ∇ is a
morphism with ϕyψ active. For x ∈ Kϕ, we have
ψ∗(ϕ∗(y)xϕ∗(y)−1) = (ϕψxϕ
∗(y)−1)∗(y) · (ψϕ
∗(y)−1)∗(x) · ψ∗(ϕ∗(y)−1)
= (ϕψϕ
∗(y)−1)∗(y) · (ψϕ
∗(y)−1)∗(x) · (ϕyψ)∗(y−1)
= (ϕyψ)∗(y−1)−1 · (ψϕ
∗(y)−1)∗(x) · (ϕyψ)∗(y−1)
(2.8)
Note that, since ϕψϕ
∗(y)−1 = (ϕyψ)y
−1
is active, the middle term in the right
hand side of (2.8) belongs to K(ϕyψ)y−1 . Using the formula (2.2) for the con-
gruence family K, one gets
(ϕyψ)∗(y−1)−1 ·K(ϕyψ)y−1 · (ϕ
yψ)∗(y−1) = Kϕyψ .
This implies that ψ∗(ϕ∗(y)xϕ∗(y)−1) ∈ Kϕyψ, and the inclusion (2.7) follows.
Lemma 2.12. Let G be a crossed interval group. Then, the assignment K 7→ K
defines a closure operator on the ordered set of congruence families on G.
Proof. The assignment K 7→ K clearly respects the inclusions. Moreover, since
Kµ = Kµ for active morphisms µ, we also have Kϕ = Kϕ for every morphism
ϕ. On the other hand, we have Kϕ ⊂ RSt
G
ϕ , and for every morphism ψ with
ϕψ making sense and active, ψ∗(Kϕ) ⊂ Kϕψ. This implies Kϕ ⊂ Kϕ. Thus,
we obtain the result.
Definition. A congruence family K on a crossed interval group G is said to be
proper if it is closed with respect to the closure operator (–) defined above in
the ordered set of congruence families on G; i.e. K = K.
Every crossed interval group G admits the minimum proper congruence fam-
ily; namely the closure Triv of the trivial congruence family given in Exam-
ple 2.5. We write InrG := Triv. Hence, every proper congruence family on G
contains InrG. Moreover, it satisfies the following properties.
Lemma 2.13. Let G be a crossed interval group.
(1) If a composition ϕψ in ∇ is active, then the action of InrGϕ stabilizes ψ.
(2) For every morphism ϕ in ∇, the subgroup InrGϕ ⊂ RSt
G
ϕ is normal.
(3) Let K be a proper congruence family on G. Then, for an active morphism
µ and for an inert morphism ρ with ϕρ making sense, the composition
Kµ
ρ∗
−→ Kµρ ։ Kµρ/ Inr
G
µρ (2.9)
is bijective.
Proof. We first show (1). Take the factorization ϕ = µρ with ρ inert and µ
active, and let δ be the unique section of ρ. Notice that, in view of Lemma 2.9,
δ is characterized by the following two properties:
(i) ϕδ is active;
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(ii) every morphism ψ with ϕψ making sense and active uniquely factors as
ψ = δψ′ for a morphism ψ′.
It follows that δ is fixed by the action of RStGϕ . Moreover, if ϕψ is active, the
property above implies there is a morphism ψ′ with ψ = δψ. Then, for each
x ∈ InrGϕ , we have
ψx = (δψ′)x = δxψ′δ
∗(x) = δψ′ = ψ ,
so that (1) follows.
Next, suppose u ∈ InrGϕ and x ∈ RSt
G
ϕ . For every morphism ψ with ϕψ
making sense and active, we have
ψ∗(xux−1) = (ψux
−1
)∗(x)(ψx
−1
)∗(u)ψ∗(x−1) = (ψux
−1
)∗(x)
Note that ϕψx
−1
= ϕψ is active, so (ψx
−1
)∗(u) is the unit. Moreover, the part
(1) implies ψux
−1
= ψx
−1
. It follows that ψ∗(xux−1) vanishes, and we obtain
(2).
Finally, we show (3). Let δ : 〈〈m〉〉 → 〈〈l〉〉 ∈ ∇ be the unique section of ρ.
We assert that the map δ∗ : Kµρ → Kµ induces the inverse of (2.9). Indeed,
for each u ∈ InvGµρ, the definition of Inv
G
µρ and the part (1) imply δ
∗(u) = e
and δu = δ. Hence, for every x ∈ Kµρ, δ∗(xu) = δ∗(x). In other words, δ∗ is
InvGµρ-invariant so that it induces a map
δ† : Kµρ/ Inr
G
µρ → Kµ .
Since δ is a section of ρ, the map is clearly a left inverse of the map (2.9). To
see it is also a right inverse, it is enough to see that, for each x ∈ Kµρ, we have
ρ∗(δ∗(x))x−1 ∈ InrGµρ. Note that, by virtue of the characterization of δ above,
this holds if and only if the map δ∗ vanishes the element. We have
δ∗(ρ∗(δ∗(x)) · x−1) = (δρδx
−1
)∗(x) · δ∗(x−1) .
As mentioned above, δ is fixed by the action of RStGµρ, so we have δρδ
x−1 = δ
and δ∗(x−1) = δ∗(x)−1. Thus, δ∗(ρ∗(δ∗(x)) · x−1) = e, and we conclude δ† is a
right inverse of (2.9), which completes the proof.
3 Associated double categories
In the previous section, we see that congruence families are associated with
quotal categories by taking the quotients of the total category. Our problem is,
on the other hand, higher categorical so we need “higher categorical quotients”
in some sense. We realize them in terms of double categories. Recall that a
double category is a category internal to the category Cat of small categories;
i.e. a diagram
C −−
s,t
⇒ B
in the category Cat of small categories together with functors
γ : C×B C→ C and ι : B → C
satisfying the appropriate conditions of categories, where the domain of γ is the
pullback of the cospan C
s
−→ B
t
←− C.
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Remark 3.1. In what follows, we will often drop the structure functors γ and ι
from the notation and just say, for example, C⇒ B is a double category in the
case above.
Let G be a crossed interval group. We construct a double category from a
pair (K,L) of proper congruence families satisfying the following conditions:
(♠1) for each morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, the subgroup Kϕ ⊂ Gm is
contained in the normalizer subgroup N(Lϕ) of Lϕ; i.e.
N(Lϕ) =
{
x ∈ Gm
∣∣ xLϕx−1 = Lϕ} ;
(♠2) if ψϕ is a composition of morphisms in ∇, for every u ∈ Lψ and for each
x ∈ Kϕ,
[ϕ∗(u)xϕ∗(u)−1] = [x] ∈ InrGψϕ \Kψϕ .
We first define a category QL//K as follows:
• the objects are the same as ∇;
• for m,n ∈ N, morphisms 〈〈m〉〉 → 〈〈n〉〉 in QL//K are triples (ϕ, [u], [x])
with ϕ ∈ ∇(〈〈m〉〉, 〈〈n〉〉), [u] ∈ InrGϕ \Kϕ, and [x] ∈ Lϕ\Gm;
• the composition is given by
(ψ, [v], [y]) ◦ (ϕ, [u], [x]) = (ψϕy, [ϕ∗(vy)uϕ∗(y)−1], [ϕ∗(y)x]) .
Note that we have
ϕ∗(vy)uϕ∗(y)−1 = (ϕy)∗(v) · ϕ∗(y)uϕ∗(y)−1 ,
so the conditions on congruence families imply the element belongs to Kψϕy . In
addition, (2) in Lemma 2.13 and the condition (♠2) guarantee that the compo-
sition does not depend on the choice of representatives. If we are given another
morphism (χ, [w], [z]) postcomposable with (ψ, [v], [y]), the second component
of the composition
((χ, [w], [z]) ◦ (ψ, [v], [y])) ◦ (ϕ, [u], [x])
is represented by the element
ϕ∗(ψ∗(wz)vψ∗(z)−1ψ∗(z)y)uϕ∗(ψ∗(z)y)−1
= (ψϕvy)∗(wz)ϕ∗(vy)u ((ψϕy)∗(z)ϕ∗(y))−1
= (ψϕy)∗(wz)ϕ∗(vy)uϕ∗(y)−1(ψϕy)∗(z)−1 ,
which also represents the second component of the other composition. Thanks
to this and the associativity of morphisms in EG, one obtains the associativity
of the composition in GL//K so that it is actually a category.
Example 3.2. For every proper congruence family L, the pair (InrG, L) satis-
fies the conditions (♠1) and (♠2). One can verify that there is a canonical
isomorphism QL//InrG ∼= QL.
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Example 3.3. Let G be a group operad, so we have the congruence family DecG
given in Example 2.4. For each morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, we set
KecGϕ ⊂ Dec
G to be the kernel of the composition
DecGϕ →֒ G(m)→ S(m) .
In view of Example 2.6, the family KecG = {KecGϕ}ϕ forms a congruence family
on G. Taking the closure in the sense of Lemma 2.12, we obtain proper congru-
ence families DecG and KecG . One can verify that the pair (DecG ,KecG) satisfies
the conditions (♠1) and (♠2) so that they give rise to a category GKecG//DecG .
The category QL//K comes equipped with two canonical functors
s, t : QL//K ⇒ QL , (3.1)
here QL is the G-quotal category associated with L, such that
• they are the identities on objects;
• for each morphism (ϕ, [u], [x]) ∈ QL//K(〈〈m〉〉, 〈〈n〉〉),
s(ϕ, [u], [x]) = (ϕ, [x]) , t(ϕ, [u], [x]) = (ϕ, [ux]) .
Note that the assignment t does not depend on the choice of representatives
by virtue of the condition (♠1). Then, the functorialities are easily verified.
We assert that the diagram (3.1) canonically admits a structure of a double
category: define functors γ : QL//K ×QL QL//K → QL//K and ι : QL → QL//K
by
γ ((ϕ, [u], [u′x]), (ϕ, [u′], [x])) := (ϕ, [uu′], [x]) , ι(ϕ, [x]) := (ϕ, [e], [x]) ,
where e is the unit in the group Kϕ. These actually define functors thanks to
(2) in Lemma 2.13, and the associativity and the unitality are obvious. We call
the double category (3.1) the double category associated to the pair (K,L).
Remark 3.4. In the case L ⊂ K, the double category QL//K ⇒ QL looks
like a “homotopy quotient” of the category QL with respect to the congruence
family K in the following sense: since the functors (3.1) are the identities on
objects, one can see the double category as a 2-category, say QL//K . For each
m,n ∈ N, the category QL//K(〈〈m〉〉, 〈〈n〉〉) is a groupoid whose isomorphism
classes corresponds in one-to-one to morphisms 〈〈m〉〉 → 〈〈n〉〉 in the G-quotal
category QK associated with K.
We further take a quotient of the double category QL//K ⇒ QL using the
following general construction.
Proposition 3.5. Let A be a category, and let M be a left cancellative class
of morphisms in A; i.e. if a composition δε belongs to M, so does δ. For each
a, b ∈ A, define a relation ∼M on the set A(a, b) such that α ∼M α′ if and only
if, for each morphism β in A with codomain a, one has αβ = α′β as soon as
either of the sides belongs to M. Then, the relation ∼M is a congruence on A
in the sense in II.8 of [13]. Consequently, taking the quotient of each hom-set
of A by ∼M, one gets a quotient category A → A/∼M.
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Proof. It is obvious that ∼M is an equivalence relation on each hom-set A(a, b).
We have to show, for compositions αβγ and αβ′γ with β ∼M β′, we have
αβγ ∼M αβγ. Suppose a composition αβγδ belongs to M. By virtue of the
observation above, we have βγδ ∈ M, so β ∼M β′ implies βγδ = β′γδ. Thus, we
obtain αβγδ = αβ′γδ and conclude αβγ ∼M αβ′γ.
Remark 3.6. Typical examples of left cancellative class of morphisms come from
orthogonal factorization systems (see Remark 2.10). Suppose (E,M) is an or-
thogonal factorization system on a category A. One can see that the class M
is left cancellative provided every morphisms in E is an epimorphism. Indeed,
if ε = µρ and δµ = νσ are factorizations with µ, ν ∈ M and ρ, σ ∈ E, then the
equation δε◦ id = ν ◦σρ and the unique lifting property implies σρ is an isomor-
phism. Since σ is an epimorphism by the assumption on E, ρ is an isomorphism
so that ε ∈ M.
We apply Proposition 3.5 to the category QL//K . To obtain a left cancella-
tive classes on it, in view of Remark 3.6, we construct orthogonal factorization
system. We define two classes IL//K and AL// of morphisms in QL//K as follows:
IL//K := {(ϕ, [u], [x]) | ϕ : inert} ,
AL//K := {(ϕ, [u], [x]) | ϕ : active} .
We assert that (IL//K ,AL//K) forms an orthogonal factorization system onQL//K .
In fact, if we have a composition µρ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ with µ active and ρ
inert, then for each u ∈ Kµρ and x ∈ Gm, one can use (3) in Lemma 2.13 to
find a unique element u ∈ Kµ so that
(µρ, [u], [x]) = (µ, [u], [e]) ◦ (ρ, [em], [x]) .
As easily verified, the factorization is unique up to a unique isomorphism, and
we conclude (IL//K ,AL//K) is an orthogonal factorization. Since every member
of IL//K is a split epimorphism, Lemma 2.9 implies AL//K is left cancellative.
We denote by Q˜L//K the quotient category of QL//K obtained by Proposi-
tion 3.5 with the class AL//K . In particular, as mentioned in Example 3.2, there
is an isomorphism QL ∼= QL//InrG . We set (IL,AL) the orthogonal factoriza-
tion system corresponds to (IL//InrG ,AL//InrG), so we obtain a quotient category
QL ։ Q˜L, which corresponding to Q˜L//InrG through the isomorphism.
Remark 3.7. We have a convenient criterion for the congruence∼AL//K . Suppose
ϕ, ϕ′ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, x, x′ ∈ Gm, u ∈ Kϕ, and u′ ∈ Kϕ′ . Then, we have
(ϕ, [u], [x]) ∼AL//K (ϕ
′, [u′], [x′]) if and only if for every ψ : 〈〈l〉〉 → 〈〈m〉〉 with
either ϕψx or ϕ′ψx
′
active, the following equations hold:
ϕψx = ϕ′ψx
′
∈ ∇(〈〈l〉〉, 〈〈n〉〉)
[ψ∗(x)] = [ψ∗(x′)] ∈ Lϕψx\Gl
[(ψx)∗(u)] = [(ψx
′
)∗(u′)] ∈ InrGϕψx\Kϕψx .
Furthermore, let ϕ = µρ and ϕ′ = µ′ρ′ be the factorization with µ, µ′ active
and ρ, ρ′ inert, and say δ and δ′ are the unique sections of ρ and ρ′ respectively.
Then, it turns out that we only have to test the conditions above in the cases
ψ = δx
−1
and ψ = δ′x
′−1
.
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Example 3.8. Let G be a crossed interval group, and let (K,L) be a pair of
proper congruence families satisfying (♠1) and (♠2). Then, for an active mor-
phism µ : 〈〈m〉〉 → 〈〈n〉〉, we have (µ, [u], [x]) ∼AL//K (µ
′, [u′], [x′]) for two mor-
phisms in QL//K if and only if they are in fact equal. Indeed, the composition
µ ◦ idx〈〈m〉〉 equals to µ itself and is active, so we have
µ = µ ◦ idx〈〈m〉〉 = µ
′ ◦ idx
′
〈〈m〉〉 = µ
′
[x] = [id∗〈〈m〉〉(x)] = [id
∗
〈〈m〉〉(x
′)] = [x′]
[u] = [(idx〈〈m〉〉)
∗(u)] = [(idx
′
〈〈m〉〉)
∗(u′)] = [u′] .
Example 3.9. Let G be a crossed interval group and L a proper congruence
family. For 1 ≤ i ≤ n, define ρi : 〈〈n〉〉 → 〈〈1〉〉 to be the inert morphism such
that
ρi(j) =

−∞ j < i ,
1 j = i ,
∞ j > i ,
and put δi the unique section of ρi. Then, for each x ∈ Gn, we have
(ρx(i), [x]) ∼AL (ρi, [ρ
∗
i δ
∗
i (x)]) ∈ QL(〈〈n〉〉, 〈〈1〉〉) . (3.2)
Indeed, since ρ∗i δ
∗
i (x) ∈ Gn acts trivially on active morphisms, we have
ρx(i)δx(i) = id〈〈1〉〉 = ρiδi = ρiδ
x−1
x(i) = ρiδ
ρ∗i (x)δ
∗
i (x)x
−1
x(i)
(δx
−1
x(i))
∗(x) = δ∗i (x) = δ
∗
i ((ρiδi)
∗(x)) .
Hence, (3.2) follows from the argument in Remark 3.7.
Lemma 3.10. Let G be a crossed interval group, and let (K,L) be a pair of
proper congruence families on G satisfying (♠1) and (♠2). Then, the quotient
functors QL//K → Q˜L//K and QL → Q˜L derive functors s, t : Q˜L//K ⇒ Q˜L
from the functors (3.1) so that the diagram below is commutative:
QL//K
s //

·y
QL

QL//K
too
x·

Q˜L//K
s // Q˜L Q˜L//K
too
. (3.3)
Moreover, each square in (3.3) is a pullback of categories.
Proof. The first statement is straightforward. To see the last, we show that
when we fix a morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ and an element x ∈ Gm, for two
elements u, u′ ∈ Kϕ, the following three are all equivalent:
(a) (ϕ, [u], [x]) ∼AL//K (ϕ, [u
′], [x]) ∈ QL//K(〈〈m〉〉, 〈〈n〉〉);
(b) (ϕ, [u], [u−1x]) ∼AL//K (ϕ, [u
′], [u′−1x]) ∈ QL//K(〈〈m〉〉, 〈〈n〉〉);
(c) u−1u′ ∈ InrGϕ .
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Note the equivalence of (a) and (c) implies the left square in (3.3) is a pullback
while the equivalence of (b) and (c) implies the other.
Let ϕ = µρ be the factorization with µ active and ρ inert. In view of
Remark 3.7, the condition (a) is satisfied if and only if δ∗(u) = δ∗(u′) since
InrGϕδ = Inr
G
µ is trivial. The latter is equivalent to (c) in view of (3) in
Lemma 2.13. The same argument also completely goes well for the condition
(b), and this completes the proof.
Proposition 3.11. Let G be a crossed interval group, and let K be a proper
congruence family on G. Then, the diagram
s, t : Q˜L//K ⇒ Q˜L (3.4)
admits the structure of a double category inherited from (3.1).
Proof. It suffices to see that the vertical composition functor
γ : QL//K ×QL QL//K → QL//K
induces a functor
γ : Q˜L//K ×Q˜L Q˜L//K → Q˜L//K .
Note that, in view of the pullback squares in (3.3), we have a canonical isomor-
phism
QL//K ×QL QL//K ∼= QL ×Q˜L
(
Q˜L//K ×Q˜L Q˜L//K
)
of categories, where the right hand side is the limit of the diagram
QL

Q˜L//K
s // Q˜L Q˜L//K
too
.
Thus, we have to show the composition
γ˜ : QL ×Q˜L
(
Q˜L//K ×Q˜L Q˜L//K
)
∼= QL//K ×QL QL//K
γ
−→ QL//K → Q˜L//K
depends, with respect to the first parameter, only on the images under the
functor QL → Q˜L . Since γ˜ is clearly the identity on objects, we concentrate
on morphisms. Note that, for a morphism (ϕ, [x]) of QL and for morphisms ϕ
and ψ of Q˜L//K with
t(ϕ) = s(ψ) = [ϕ, x] ∈ Q˜L , (3.5)
the image γ˜((ϕ, [x]),ψ,ϕ) is given as follows: by virtue of Lemma 3.10, (3.5)
implies there are elements u, v ∈ Kϕ so that
ϕ = [ϕ, u, u−1x] , ψ = [ϕ, v, x] .
Then we have
γ˜((ϕ, [x]),ψ,ϕ) = [ϕ, vu, u−1x] .
Now, suppose (ϕ, [x]) ∼AL (ϕ
′, [x′]), and take u′, v′ ∈ Kϕ so that
ϕ = [ϕ′, u′, u′−1x′] , ψ = [ϕ′, v′, x′] .
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We show the congruence
(ϕ, [vu], [u−1x]) ∼AL//K (ϕ
′, [v′u′], [u′−1x′]) . (3.6)
Let ψ be a morphism precomposable with ϕ such that either ϕψu
−1x or ϕ′ψu
′−1x′
is active. Since u and u′ are right stabilizers of ϕ, this implies either ϕψx or
ϕ′ψx
′
is also active. Then, in view of Remark 3.7, the congruences
(ϕ, [u], [u−1x]) ∼AL//K (ϕ
′, [u′], [u′−1x′]) , (ϕ, [v], [x]) ∼AL//K (ϕ
′, [v′], [x′])
imply
ϕψu
−1x = ϕψu
′−1x′ , [ψ∗(u−1x)] = [ψ∗(u′−1x′)]
and
[(ψu
−1x)∗(vu)] = [(ψx)∗(v)(ψu
−1x)∗(u)]
= [(ψx)∗(v′)(ψu
′−1x′)∗(u′)]
= [(ψu
′−1x′)∗(v′u′)] .
Thus, (3.6) follows, and we obtain γ˜((ϕ, [x]),ψ,ϕ) = γ˜((ϕ′, [x′]),ψ,ϕ) as re-
quired.
4 Internal presheaves over the associated double
categories
We constructed double categories QL//K ⇒ QL and Q˜L//K ⇒ Q˜L for a sort of
pairs (K,L) of proper congruence families on crossed interval groups G. Recall
that, as they are internal categories in the category Cat of small categories, we
can consider the following notion on them.
Definition (cf. [9], Definition 2.14). Let C −−
s,t
⇒ B be a double category. Then
an internal presheaf over it consists of the data
• a category (X → B) ∈ Cat/B over B;
• a functor
AX : X ×B C→ X
in Cat/B, where the domain is the pullback of the cospan X → B
t
←− C
and seen as a category over B with the composition
X ×B C
proj.
−−−→ C
s
−→ B ;
such that the diagrams below are commutative:
X ×B C×B C
AX×IdC //
IdX×γC

X ×B C
AX

X ×B C
AX // X
,
X ×B B
IdX×ι //
▲▲
▲▲
▲▲
▲▲
▲▲
▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲
X ×B C
AX

X
.
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A double category C⇒ B gives rise to a 2-monad
Cat/B → Cat/B ; X 7→ X ×B C .
Actually, internal presheaves over C ⇒ B are precisely (strict) 2-algebras on
it. In particular, they form a 2-category, which we denote by PSh(C ⇒ B).
The 2-morphisms in PSh(C ⇒ B) are, by definition, natural transformations
α : H → K : X → Y over B such that the following two horizontal compositions
coincide:
X ×B C
H×Id
,,
K×Id
22 Y ×B C
AY // Yα×id ,
X ×B C
AX // X
H
))
K
55 Yα .
One can easily prove the following result.
Lemma 4.1. Let C⇒ B be a double category such that the functors s, t : C⇒ B
are the identity on objects. Then, the forgetful functor
PSh(C⇒ B)→ Cat/B
is locally fully faithful; i.e. for internal presheaves X and Y, the functor
PSh(C⇒ B)(X ,Y)→ Cat/B(X ,Y)
is fully faithful.
Suppose we are given a group operad G and a G-symmetric multicategoryM.
In view of categories of operators ofM with regard to G, the pair (DecG ,KecG)
plays the fundamental role. We will write
GG := QKecG//DecG , EG := QKecG , G˜G := Q˜KecG//DecG , E˜G := Q˜KecG .
In this section, we see M gives rise to internal presheaves over the double
categories GG ⇒ EG and G˜G ⇒ E˜G given in (3.1) and Proposition 3.11. We
need some kinds of word calculus, and the following notations are convenient.
Notation. Let S be a set and ~a = a1 . . . an a word in S; i.e. ai ∈ S.
(1) If G is a crossed interval group, then for x ∈ Gn, we write
x∗~a := ax−1(1) . . . ax−1(n) .
Note that it coincides with the canonical left Gn-action on S
×n induced
by the map Gn →W∇n → Sn.
(2) Suppose ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ is an arbitrary morphism, and say ϕ−1{j} =
{i1 < · · · < ik(ϕ)j
} for each 1 ≤ j ≤ n. Then, we write
~aϕj = ai1 . . . ai
k
(ϕ)
j
.
Hence, the concatenated word ~aϕ1 . . .~a
ϕ
n is a subword of the original ~a.
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Lemma 4.2. Let S be a set and ~a = a1 . . . am a word in S.
(1) Suppose we are given morphisms ϕ : 〈〈m〉〉 → 〈〈n〉〉 and ψ : 〈〈n〉〉 → 〈〈p〉〉 in
∇, and say
ψ−1{s} := {js1 < · · · < j
s
r} .
Then, we have
~aψϕs = ~a
ϕ
js1
. . .~aϕjsr .
(2) Let G be a crossed interval group, and write the canonical map Gn →
W
∇
n
∼= (Sn ⋉ Z/2Z)× Z/2Z in the form
y 7→ (σy; εy1 , . . . , ε
y
n; θ
y) .
Then, for every morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ and every y ∈ Gn,
(ϕ∗(y)∗~a)
ϕy
j = β
εy
y−1(j)
∗ ~a
ϕ
y−1(j) .
where β is the order-reversing permutation.
(3) Let G be a crossed interval group. Suppose we have two morphisms ϕ, ϕ′ :
〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ and two elements x, x′ ∈ Gm. If two morphisms
[ϕ, x], [ϕ′, x′] in EG coincide with each other, then, for each 1 ≤ j ≤ n,
(x∗~a)
ϕ
j = (x
′
∗~a)
ϕ′
j .
Proof. The parts (1) is obvious. On the other hand, the part (2) follows from
the following characterization of the permutation on 〈〈m〉〉 associated with ϕ∗(y):
(i) the square below is commutative
〈〈m〉〉
ϕ
//
ψ∗(y)

〈〈n〉〉
y

〈〈m〉〉
ϕy
// 〈〈n〉〉
;
(ii) for each j ∈ 〈〈n〉〉, the bijection
ϕ−1{j} → (ϕy)−1{y(j)}
restricting the permutation ϕ∗(y) either preserves or reverses the order
depending on εyj .
We show (3). Under the identification 〈〈k〉〉 ∼= ∇(〈〈1〉〉, 〈〈k〉〉), the data induces
maps
〈〈m〉〉
x
−→ 〈〈m〉〉
ϕ
−→ 〈〈n〉〉 ,
〈〈m〉〉
x′
−→ 〈〈m〉〉
ϕ′
−→ 〈〈n〉〉 .
(4.1)
It is observed that if [ϕ, x] = [ϕ′, x′], the two maps (4.1) have the same inverse
image of 〈n〉 = {1, . . . , n} ⊂ 〈〈n〉〉 where they agree with each other. Hence, the
required equation (x∗~a)
ϕ
j = (x
′
∗~a)
ϕ′
j follows for each 1 ≤ j ≤ n.
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We begin the main construction. For a multicategory M, we define a cate-
gory M≀ EG as follows:
• objects are finite sequences ~a = a1 . . . an of objects of M;
• for ~a = a1 . . . am and ~b = b1 . . . bn, the hom-set (M ≀ EG)(~a,~b) consists of
tuples (ϕ; f1, . . . , fn; [x]) of
– ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇,
– [x] ∈ KecGϕ\G(m) represented by x ∈ G(m), and
– fj ∈ M((x∗~a)
ϕ
j ; bj) for each 1 ≤ j ≤ n (see (3) in Lemma 4.2 and
Lemma 3.10);
• for morphisms (ϕ; ~f ; [x]) : a1 . . . al → b1 . . . bm and (ψ;~g; [y]) : b1 . . . bm →
c1 . . . cn, the composition is given by
(ψ;~g; [y])◦(ϕ; ~f ; [x]) :=
(
ψϕy; γ(g1; (y∗ ~f)
ψ
1 ), . . . , γ(gn; (y∗
~f)ψn); [ϕ
∗(y)x]
)
.
The composition is in fact associative; indeed, suppose we have another mor-
phism (χ;~h; [z]) : ~c→ d1 . . . dp, and consider the equation(
(χ;~h; [z]) ◦ (ψ;~g; [y])
)
◦(ϕ; ~f ; [x]) = (χ;~h; [z])◦
(
(ψ;~g; [y]) ◦ (χ;~h; [z])
)
. (4.2)
In terms of the first and the third components of the tuples, the equation clearly
holds. If we put χ−1{s} = {js1 < · · · < j
s
r}, then, in view of Lemma 4.2, each
term of the second component in the left hand side of (4.2) is given by
γ
(
γ(hs; (z∗~g)
χ
s ); (ψ
∗(z)∗y∗ ~f)
χψz
s
)
= γ
(
γ(hs; gz−1(js1), . . . , gz−1(jsr )); (y∗
~f)ψz−1(js1)
. . . (y∗ ~f)
ψ
z−1(jsr)
)
= γ
(
hs; γ(gz−1(js1); (y∗
~f)ψz−1(js1)
), . . . , γ(gz−1(jsr); (y∗
~f)ψz−1(jsr )
)
)
Clearly, the last term is precisely the one appearing as a component in the left
hand side of (4.2), so that the composition is associative. Note that the identity
on the object a1 . . . an ∈ M ≀ EG is the tuple
(id〈〈n〉〉; ida1 , . . . , idan ; [en]) .
Example 4.3. In the case M = ∗ is the terminal operad, the resulting category
∗ ≀ EG is nothing but the category EG itself.
We extend the constructions M→M≀ EG to 2-functors. If F :M→N be
a G-symmetric multifunctor, then we define a functor FG :M≀EG → N ≀EG so
that
• for each objects a1 . . . am ∈ M ≀ EG , we put
FG(a1 . . . am) := F (a1) . . . F (am) ;
• for ~a = a1 . . . am,~b = b1 . . . bn ∈ M ≀ EG , define
FG : (M≀ EG)(~a,~b) → (N ≀ EG)(FG(~a), FG(~b))
(ϕ; f1, . . . , fn; [x]) 7→ (ϕ;F (f1), . . . , F (fn); [x]) .
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The functoriality is easily verified. In addition, if α : F → G : M → N is a
multinatural transformation of multinatural functors, then one can check that
the morphisms
αGa1...am = (id〈〈m〉〉;αa1 , . . . , αam ; em) : F
G(a1 . . . am)→ G
G(a1 . . . am)
for a1 . . . am ∈ M≀EG form a natural transformation αG : FG → GG . Combining
with Example 4.3, we obtain a 2-functor
(–) ≀ EG :MultCat→ Cat
/EG . (4.3)
We furthermore consider a quotient of the category M ≀ EG . For two mor-
phisms
(ϕ; f1, . . . , fn; [x]), (ϕ
′; f ′1, . . . , f
′
n; [x
′]) : a1 . . . am → b1 . . . bn ∈M ≀ EG ,
we write (ϕ; f1, . . . , fn; [x]) ∼AG (ϕ
′; f ′1, . . . , f
′
n; [x
′]) precisely when we have
[ϕ, x] = [ϕ′, x′] in E˜G(〈〈m〉〉, 〈〈n〉〉) and fj = f ′j for each 1 ≤ j ≤ n. Note
that, thanks to (3) in Lemma 4.2, the first equation implies
M((x∗~a)
ϕ
j ; bj) =M((x
′
∗~a)
ϕ′
j ; bj)
so that the latter comparison makes sense. It is straightforward that the relation
∼AG is a congruence on the categoryM≀EG . We denote byM≀ E˜G the resulting
quotient category. For each morphism (ϕ; f1, . . . , fn; [x]) of M ≀ EG , we write
[ϕ; f1, . . . , fn;x] its image in M ≀ E˜G . It is easily verified that the assignment
M 7→M ≀ E˜G also extends to a 2-functor so that the functor M≀EG →M ≀ E˜G
forms a (strict) 2-natural transformation. More explicitly, a multifunctor F :
M→N induces a functor F˜G :M≀ E˜G → N ≀ E˜G such that
• for each object ~a = a1 . . . am ∈M ≀ E˜G , F˜G(~a) = F (a1) . . . F (am);
• as for morphisms, we have
F˜G([ϕ; f1, . . . , fn;x]) = [ϕ;F (f1), . . . , F (fn);x] .
On the other hand, if α : F → G : M → N is a multinatural transformation,
we have a natural transformation α˜G : F˜G → G˜G with
α˜Ga1...am = [id〈〈m〉〉;αa1 , . . . , αam ; em]
for each a1 . . . am ∈ M≀ E˜G . Observing the canonical identification ∗ ≀ E˜G ∼= E˜G ,
we obtain a 2-functor
(–) ≀ E˜G :MultCat→ Cat
/E˜G . (4.4)
Lemma 4.4. Let M be a multicategory. Then, for every group operad G, the
square below is a pullback:
M≀ EG //

·y
M≀ E˜G

EG // E˜G
.
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Proof. The result is straightforward from the definition of the category E˜G .
We now take G-symmetries into account and see that they give rise to internal
presheaf structures on M ≀ EG (resp. of M ≀ E˜G) over the double category
GG ⇒ EG (resp. on G˜G ⇒ E˜G). To simplify the notation, we define categories
M≀GG and M≀ G˜G by the pullback squares
M≀GG //

·y
M≀ EG

GG
t // EG
,
M≀ G˜G //

·y
M≀ E˜G

G˜G
t // E˜G
.
Hence, the required internal presheaf structures are functors
γ :M≀GG →M ≀ EG , γ :M ≀ G˜G →M ≀ E˜G , (4.5)
over EG and E˜G respectively which satisfy appropriate conditions. Since the
latter may be induced from the first, we mainly discuss M ≀ EG . Note that
the category M ≀ GG is described explicitly as follows: for each objects ~a =
a1 . . . am,~b = b1 . . . bn ∈ M ≀ GG , the hom-set (M ≀ GG)(~a,~b) consists of tuples
(ϕ; f1, . . . , fn; [u], [x]) such that
• [u] ∈ InrGϕ \Dec
G
ϕ and [x] ∈ Kec
G
ϕ\Gm;
• (ϕ; f1, . . . , fn; [ux]) : ~a→ ~b makes sense as a morphism in M≀ EG ;
The composition is given by
(ψ; g1, . . . , gl; [v], [y]) ◦ (ϕ; f1, . . . , fn; [u], [x])
= (ψϕy ; γ(g1; ((vy)∗ ~f)
ψ
1 ), . . . , γ(gl; (vy)∗
~f)ψl ; [ϕ
∗(vy)uϕ∗(y)−1], [ϕ∗(y)x]) ,
(4.6)
and the structure functor M≀GG → EG is an identity-on-object functor with
(M ≀GG)(a1 . . . am, b1 . . . bn) → EG(〈〈m〉〉, 〈〈n〉〉)
(ϕ; f1, . . . , fn; [u], [x]) 7→ (ϕ, [x])
.
For the construction of a internal presheaf structure, the key is a comparison of
the category M≀GG with (M ⋊ G) ≀ EG (see the construction in Section 1).
Notation. For a morphism ϕ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇, and for each 1 ≤ j ≤ n,
suppose
ϕ−1{j} =
{
i1 < · · · < ik(ϕ)j
}
.
In this case, we set
δ
(ϕ)
j : 〈〈k
(ϕ)
j 〉〉 → 〈〈m〉〉 ; s 7→

−∞ s = −∞ ,
is 1 ≤ s ≤ k
(ϕ)
j ,
∞ s =∞ .
(4.7)
Hence, the composition ϕδ
(ϕ)
j factors through the map 〈〈1〉〉 → 〈〈n〉〉 correspond-
ing to the element j ∈ 〈〈n〉〉.
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Remark 4.5. The morphism δ
(ϕ)
j defined above is characterized by the following
two properties:
(i) the composition ϕδ
(ϕ)
j factors through the map 〈〈1〉〉 → 〈〈n〉〉 corresponding
to the element j ∈ 〈〈n〉〉;
(ii) if ψ is a morphism with the previous property, then there is a unique
morphism ψ′ such that ψ = δ
(ϕ)
j ψ
′.
Lemma 4.6. Let G be a crossed interval group. Then, for every morphism
ϕ : 〈〈m〉〉 → 〈〈n〉〉, the map
~δ(ϕ)∗ : RStGϕ → Gk(ϕ)1
× · · · ×G
k
(ϕ)
n
; x 7→
(
δ
(ϕ)∗
1 (x), . . . , δ
(ϕ)∗
n (x)
)
is a group homomorphism. Moreover, its kernel contains the subgroup InrGϕ ⊂
RStGϕ .
Proof. To see each map δ
(ϕ)∗
j : RSt
G
ϕ → Gk(ϕ)j
is a group homomorphism, it
suffices to show δ(ϕ) is invariant under the left action of RStGϕ . This follows from
the characterization in Remark 4.5. The last assertion is straightforward.
In the case G = G is a group operad, if ϕ = µρ is the unique factorization
with µ active and ρ inert, then there are canonical identifications
G(k
(ϕ)
1 )× · · · × G(k
(ϕ)
n )
∼= DecGµ = Dec
G
µ .
Put δ the unique section of ρ, then one can see the both squares in the diagram
below are commutative:
DecGϕ
δ∗ //

DecGµ
∼=

ρ∗
oo
RStGϕ
~δ(ϕ)∗ // G(k
(ϕ)
1 )× · · · × G(k
(ϕ)
n )
(4.8)
In other words, the composition of the left and the bottom arrows in (4.8)
induces the inverse of the map (2.9) in the case K = DecG .
Theorem 4.7. Let G be a group operad, and let M be a multicategory. Then,
the family of maps
Φ: (M ≀GG)(~a,~b) → ((M ⋊ G) ≀ EG)(~a,~b)
(ϕ; f1, . . . , fn; [u], [x]) 7→
(
ϕ; (f1, δ
(ϕ)∗
1 (u)), . . . , (fn, δ
(ϕ)∗
n (u)); [x]
)
for ~a = a1 . . . am,~b = b1 . . . bn ∈ M ≀GG form an identity-on-objects functor
Φ :M≀GG → (M ⋊ G) ≀ EG .
Moreover, Φ is an isomorphism of categories which is 2-natural with respect to
M ∈MultCat.
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Proof. First notice that, by virtue of Lemma 4.6, for each class [u] ∈ InrGϕ \Dec
G
ϕ,
the element δ
(ϕ)∗
j (u) does not depend on the choice of the representative u ∈
DecGϕ for every 1 ≤ j ≤ n. In particular, in view of Lemma 2.13, we may take u
of the form
u = γ(em+2; e
(ϕ)
−∞, u1, . . . , um, e
(ϕ)
∞ ) ∈ Dec
G
ϕ ⊂ G(m) (4.9)
with ui ∈ G(k
ϕ
i ), where e
(ϕ)
±∞ := ek(ϕ)±∞
. In this case, we have δ
(ϕ)∗
i (u) = ui so
that, for each morphism in M≀GG of the form (ϕ; f1, . . . , fm; [u], [x]), we have
Φ(ϕ; f1, . . . , fm; [u], [x]) = (ϕ; (f1, u1), . . . , (fm, um); [x]) .
Now, for every morphism (ψ; g1, . . . , gn; [v], [y]) in M≀GG postcomposable with
(ϕ; ~f ; [u], [x]) above, the explicit formula of the composition operation inM⋊G
and the formulas in Lemma 4.2 give the equation
Φ(ψ;~g; [v], [y]) ◦ Φ(ϕ; ~f ; [u], [x])
=
(
ψϕy;
(
γM(g1; δ
(ψ)∗
1 (v)∗(y∗
~f)ψ1 ), γG(δ
(ψ)∗
1 (v); (y∗~u)
ψ
1 )
)
,
. . . ,
(
γM(gn; δ
(ψ)∗
n (v)∗(y∗
~f)ψn), γG(δ
(ψ)∗
n (v); (y∗~u)
ψ
n )
)
; [ϕ∗(y)x]
)
=
(
ψϕy;
(
γM(g1; ((vy)∗ ~f)
ψ
1 ), γG(δ
(ψ)∗
1 (v); (y∗~u)
ψ
1 )
)
,
. . . ,
(
γM(gn; ((vy)∗ ~f)
ψ
n ), γG(δ
(ψ)∗
n (v); (y∗~u)
ψ
n )
)
; [ϕ∗(y)x]
)
.
(4.10)
The comparison of (4.10) with the formula (4.6) tells us that, in order to have
the functoriality of Φ, we only have to verify the equation
δ
(ψϕy)∗
j (ϕ
∗(vy)uϕ∗(y)−1) = γ(δ
(ψ)∗
j (v); (y∗~u)
ψ
j ) (4.11)
for each 1 ≤ j ≤ n. By virtue of Lemma 4.6, the left hand side of (4.11) equals
(ϕyδ
(ψϕy)
j )
∗(v) · δ
(ψϕy)∗
j
(
ϕ∗(y)uϕ∗(y)−1
)
. (4.12)
Notice that there is a unique active morphism ϕ′j : 〈〈k
(ψϕy)
j 〉〉 → 〈〈k
(ψ)
j 〉〉 which
makes the square below commute:
〈〈k
(ψϕy)
j 〉〉
ϕ′j //
δ
(ψϕy)
j

〈〈k
(ψ)
j 〉〉
δ
(ψ)
j

// 〈〈1〉〉
{j}

〈〈l〉〉
ϕy
// 〈〈m〉〉
ψ
// 〈〈n〉〉
. (4.13)
It turns out that each square in (4.13) forms a pullback square of (ordinary)
maps, so one has
k
(ϕ′j)
s = k
(ϕy)
δ
(ψ)
j (s)
= k
(ϕ)
y−1(δ
(ψ)
j (s))
for each 1 ≤ s ≤ k
(ψ)
j . Thus, we obtain
(ϕyδ
(ψϕy)
j )
∗(v) = (δ
(ψ)
j ϕ
′
j)
∗(v)
= γG
(
δ
(ψ)∗
j (v); e
(ϕ)
y−1(δ
(ψ)
j (1))
, . . . , e
(ϕ)
y−1(δ
(ψ)
j (k
(ψ)
j ))
)
= γG
(
δ
(ψ)∗
j (v); (y∗~e
(ϕ))ψj
) (4.14)
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where e
(ϕ)
i = ek(ϕ)i
. On the other hand, in view of the presentation (4.9), we
have
δ
(ψϕy)∗
j
(
ϕ∗(y)uϕ∗(y)−1
)
= δ
(ψϕy)∗
j
(
γG(em+2; e
(ϕ)
−∞, uy−1(1), . . . , uy−1(m), e
(ϕ)
∞ )
)
= γG
(
e
(ψ)
j ;uy−1(δ(ψ)j (1))
, . . . , u
y−1(δ
(ψ)
j (k
(ψ)
j ))
)
= γG
(
e
(ψ)
j ; (y∗~u)
ψ
j
)
(4.15)
Substituting (4.14) and (4.15) into (4.12), we obtain (4.11), which implies Φ is
actually a functor.
The 2-naturality of Φ immediately follows from definition. We verify Φ is
an isomorphism of categories. Since it is the identity on objects, it suffices to
show Φ is bijective on each hom-sets. This is actually a consequence of (3) in
Lemma 2.13.
Corollary 4.8. For every group operad G, the 2-functor (–) ≀ EG admits a lift
depicted as the dashed arrow in the diagram below:
MultCatG //❴❴❴
forget

PSh(GG ⇒ EG)
forget

MultCat
(–)≀EG // Cat/EG
.
Proof. In view of Theorem 4.7, each G-symmetric multicategory M admits a
canonical functor
(M ≀ EG)×EG GG =M≀GG
Φ
−→
∼=
(M⋊ G) ≀ EG →M ≀ EG . (4.16)
Lemma 4.6 and the direct computation shows that it is in fact a structure of
an internal presheaf over the double category GG ⇒ EG . Moreover, since the
isomorphism Φ is 2-natural, the structure functor (4.16) is also 2-natural with
respect to G-symmetric multicategoriesM. Therefore, we obtain the result.
We finally obtain an analogues on quotients.
Theorem 4.9. Let G be a group operad, and let M be a multicategory. Then,
there is an isomorphism Φ˜ : M ≀ G˜G ∼= (M ⋊ G) ≀ E˜G which is the identity on
objects and, on each hom-set, described as
Φ˜([ϕ; f1, . . . , fn;u, x]) =
[
ϕ; (f1, δ
(ϕ)∗
1 (u)), . . . , (fn, δ
(ϕ)∗
n (u));x
]
. (4.17)
Moreover, Φ˜ is a 2-natural transformation with respect to M∈MultCat such
that the diagram below is commutative:
M ≀GG
Φ
∼=
//

(M ⋊ G) ≀ EG

M ≀ G˜G
Φ˜
∼=
// (M ⋊ G) ≀ E˜G
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Proof. We have the following commutative diagram of functors:
M≀ G˜G //

M≀ E˜G

M≀GG //

99tttt
M≀ EG

::tttt
G˜G
t // E˜G
GG
t //
99ttttt
EG
::ttttt
(4.18)
Note that, Lemmas 3.10 and 4.4 assert that the bottom and the right faces, as
well as the front and the back, are pullbacks. Hence, the “associativity property”
of pullbacks (e.g. see Proposition 2.5.9 in [4]) implies the other faces are also
pullbacks. In particular, we obtain isomorphisms of categories:
(M≀ G˜G)×E˜G EG
∼=M≀GDecG
Φ
−→
∼=
(M⋊G) ≀EG ∼= ((M⋊G) ≀ E˜G)×E˜G EG (4.19)
The explicit computation shows that the isomorphism (4.19) is induced by the
identity on EG and an identity-on-object functor Φ˜ : M ≀ G˜G → (M ⋊ G) ≀
E˜G described as (4.17). Moreover, since the functor EG → E˜G is full and the
identity on objects, the pullback along it preserves and reflects fully-faithfulness.
Thus, we conclude Φ˜ is an isomorphism of categories. The 2-naturality and the
compatibility with Φ are obvious.
Corollary 4.10. For every group operad G, the 2-functor (–) ≀ E˜G admits a lift
depicted as the dashed arrow in the diagram below:
MultCatG //❴❴❴
forget

PSh(G˜G ⇒ E˜G)
forget

MultCat
(–)≀E˜G // Cat/E˜G
.
5 CoCartesian lifting properties
We investigate the image of the functor MultCatG → PSh(G˜G ⇒ E˜G) given
in Corollary 4.10.
Definition. For a crossed interval group G, a morphism in E˜G is called active
(resp. inert) if it is of the form [µ, x] for µ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇ active (resp.
inert) and arbitrary x ∈ Gm.
In particular, the functor ∇ → E˜G preserves active morphisms and inert
morphisms respectively. Throughout the section, the following inert morphisms
in ∇ play important roles: for each 1 ≤ i ≤ n, we define a morphism ρi : 〈〈n〉〉 →
〈〈1〉〉 by
ρi(j) =

−∞ j < i ,
1 j = i ,
∞ j > i .
By abuse of notation, we use the same notation ρi to denote its image in E˜G.
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Proposition 5.1. Let G be a group operad, and letM be a multicategory. Then,
the canonical functor pM :M≀ E˜G → E˜G satisfies the following properties.
(1) Every inert morphism [ρ, x] : 〈〈m〉〉 → 〈〈n〉〉 ∈ E˜G admits pM-coCartesian
lifts along any object in the fiber (M ≀ E˜G)〈〈m〉〉 := p
−1
M{〈〈m〉〉}. More pre-
cisely, if δ : 〈〈n〉〉 → 〈〈m〉〉 is the section of ρ, then for each ~a = a1 . . . am ∈
(M≀ E˜G)〈〈n〉〉, the morphism
[̂ρ, x]~a := [ρ; idax−1(δ(1)) , . . . , idax−1(δ(n)) ;x]
: a1 . . . am → ax−1(δ(1)) . . . ax−1(δ(n))
(5.1)
is pM-coCartesian.
(2) For an object ~a = a1 . . . an ∈ (M ≀ E˜G)〈〈n〉〉, choose a pM-coCartesian lift
ρ̂j : ~a → a′j of ρj along ~a for each 1 ≤ i ≤ n. Then, for every object
~b ∈ M ≀ E˜G , the square below is a pullback:
(M ≀ E˜G)(~b,~a)
((ρ̂1)∗,...,(ρ̂n)∗) //
pM

·y
∏n
i=1(M ≀ E˜G)(
~b, a′i)
pM

E˜G(pM(~b), 〈〈n〉〉)
((ρ1)∗,...,(ρn)∗) // E˜G(pM(~b), 〈〈1〉〉)×n
. (5.2)
(3) For each 1 ≤ i ≤ n, take a functor (ρi)! : (M ≀ E˜G)〈〈n〉〉 → (M ≀ E˜G)〈〈1〉〉
together with a natural transformation ρ̂i : ~a → (ρi)!~a which is (compo-
nentwisely) pM-coCartesian. Then the functor
((ρ1)!, . . . , (ρn)!) : (M ≀ E˜G)〈〈n〉〉 → (M ≀ E˜G)
×n
〈〈1〉〉
is an equivalence of categories:
Remark 5.2. The condition (2) actually does not depend on the choice of co-
Cartesian lifts ρ̂i of ρi. Indeed, if one choose another coCartesian lift ρ̂
′
i : ~a→ a
′′
i ,
then the uniqueness of the coCartesian lifts implies there is a unique isomor-
phism a′i
∼= a′′i so that ρ̂
′
i factors through ρ̂i followed by the isomorphism. More-
over, it also gives rise to an isomorphism of squares (5.2). Thus, if (2) satisfied
for one family of coCartesian lifts, then it is also for the other.
A similar argument shows that the condition (3) does not depend on the
choice of the functors (ρi)!.
Proof of Proposition 5.1. In order to verify (1), it clearly suffices to consider
only the case x ∈ Gm is the unit. For an inert morphism ρ : 〈〈m〉〉 → 〈〈n〉〉 ∈ ∇,
set δ to be the unique section, and suppose we have a morphism in M ≀ E˜G of
the form
[ϕρ; f1, . . . , fl; ρ
∗(y)] : a1 . . . am → ~b .
We show it uniquely factors through the morphism
ρ̂~a = [ρ; idaδ(1) , . . . , idaδ(n) ; em] : ~a→ aδ(1) . . . aδ(n)
Thanks to the unique factorization in ∇, we have
[ϕρ; f1, . . . , fl; ρ
∗(y)] = [ϕ; f1, . . . , fl; y] ◦ ρ̂~a , (5.3)
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so there in fact exists a factorization. Moreover, since the morphism [ϕ; f1, . . . , fl; y]
is uniquely determined by the underlying morphism [ϕ, y] in E˜G and the tuple
(f1, . . . , fl), which is determined by the left hand side. This implies the factor-
ization (5.3) is unique, so ρ̂~a is pM-coCartesian.
We next see (2). For an object ~a = a1 . . . an ∈ (M ≀ E˜G)〈〈n〉〉, in view of
Remark 5.2, we may assume the lift ρ̂i = (ρ̂i)~a is the one given in the part (1).
Suppose ~b = b1 . . . bm ∈ M ≀ E˜G , and [ϕ, x] : 〈〈m〉〉 → 〈〈n〉〉 ∈ E˜G . Then, if one
has a morphism of the form
[ϕ; f1, . . . , fn;x] : ~b→ ~a , (5.4)
then fi ∈M((x∗~b)
ϕ
i ; ai). On the other hand, we have (x∗
~b)ρiϕ1 = (x∗
~b)ϕi so that
(5.4) makes sense if and only if we have morphisms
[ρiϕ; fi;x] : ~b→ ai (5.5)
for 1 ≤ i ≤ n. When we fix a morphism [ϕ, x] in E˜G , the two data (5.4) and
(5.5) clearly correspond in one-to-one to each other. It follows that the square
(5.2) is a pullback.
We finally show (3). Note that, in view of Example 3.8, every morphism in
(M≀ E˜G)〈〈n〉〉 is of the form
[id〈〈n〉〉; f1, . . . , fn; en] : a1 . . . an → b1 . . . bn
with fi ∈ M(ai; bi) = M(ai, bi), here M is the underlying category of M. In
other words, we have a canonical isomorphism
(M≀ E˜G)〈〈n〉〉 ∼=M
×n ∼= (M≀ E˜G)
×n
〈〈1〉〉 . (5.6)
Hence, it suffices to show the functor (ρi)! : (M≀E˜G)〈〈n〉〉 → (M≀E˜G)〈〈1〉〉 coincides
with the projection under the isomorphism (5.6). If (ρi)! is the one induced by
the pM-coCartesian lifts in the part (1), this follows from the correspondence
of (5.4) to (5.5) and the unique factorization (5.3). In view of Remark 5.2, this
completes the proof.
We define a 2-subcategory Oper′G ⊂ Cat
/E˜G as follows:
• objects of Oper′G are those categories C over E˜G that satisfy three prop-
erties in Proposition 5.1;
• for C,D ∈ Oper′G , the hom-category Oper
′
G(C,D) is the full subcategory
of Cat/E˜G spanned by functors C → D over E˜G which preserve coCartesian
lifts of inert morphisms in E˜G .
Furthermore, we put
Oper
alg
G := PSh(G˜G ⇒ E˜G)×Cat/E˜G Oper
′
G ,
whose objects are called categories of algebraic G-operators, and whose mor-
phisms maps of algebraic G-operators. In other words, a category of operators
is an internal presheaf X over the double category G˜G ⇒ E˜G with the functor
p : X → E˜G satisfying the following conditions:
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(i) every inert morphism ρ : 〈〈m〉〉 → 〈〈n〉〉 ∈ E˜G admits p-coCartesian lifts
along any object in the fiber X〈〈m〉〉 := p
−1{〈〈m〉〉};
(ii) if we are given a p-coCartesian morphism ρ̂j : X → Xi covering the inert
morphism ρi : 〈〈n〉〉 → 〈〈1〉〉 ∈ E˜G for each 1 ≤ i ≤ n, for every object
W ∈ X , the square below is a pullback:
X (W,X)
((ρ̂1)∗,...,(ρ̂n)∗) //
p

·y
∏n
i=1 X (W,Xi)
p

E˜G(p(W ), 〈〈n〉〉)
((ρ1)∗,...,(ρn)∗) // E˜G(p(W ), 〈〈1〉〉)×n
; (5.7)
(iii) if (ρi)! : X〈〈n〉〉 → X〈〈1〉〉 is a functor induced by the inert morphism ρi :
〈〈n〉〉 → 〈〈1〉〉 for each 1 ≤ i ≤ n, then the functor
((ρ1)!, . . . , (ρn)!) : (M ≀ E˜G)〈〈n〉〉 → (M ≀ E˜G)
×n
〈〈1〉〉
is an equivalence of categories.
Thanks to Corollary 4.10 and Proposition 5.1, the 2-functor (–) ≀ E˜G induces a
2-functor MultCatG → Oper
alg
G , which we also denote by (–) ≀ E˜G by abuse of
notation. Thanks to Lemma 4.1, the forgetful functor
Oper
alg
G → Oper
′
G
is locally fully faithful.
Example 5.3. As we have ∗ ≀ E˜G ∼= E˜G , the identity functor E˜G → E˜G exhibits
E˜G as a category of algebraic G-operators.
Example 5.4. Recall that every group operad G is itself a G-symmetric multi-
category with the multiplication map G ⋊ G → G. On the other hand, in view
of Theorem 4.9, we have isomorphisms
G˜G ∼= ∗ ≀ G˜G ∼= (∗⋊ G) ≀ E˜G ∼= G ≀ E˜G .
It follows that the functor s : G˜G → E˜G exhibits G˜G as a category of algebraic
G-operators.
It turns out that there are free G-symmetrizations of objects in Oper′G .
Indeed, we have the following property on the free construction.
Lemma 5.5. For every C ∈ Oper′G, the functor
C ∼= C ×E˜G E˜G
Id×ι
−−−→ C ×
E˜G
E˜G (5.8)
preserves coCartesian lifts of inert morphisms.
Proof. Note that the category C ×
E˜G
G˜G is described as follows:
• objects are the same as C;
• for X,Y ∈ C, the hom-set (C ×
E˜G
G˜G)(X,Y ) consists of tuples [ϕ; f ;u, x]
so that [ϕ, u, x] : q(X) → q(Y ) ∈ G˜G makes sense and f : X → Y ∈ C
with q(f) = [ϕ, ux];
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• the composition is given by
[ψ; g; v, y] ◦ [ϕ; f ;u, x] = [ψϕy; gf ;ϕ∗(vy)uϕ∗(y)−1, ϕ∗(y)x] ;
• the structure functor C ×
E˜G
G˜G → E˜G is given by
[ϕ; f ;u, x] 7→ [ϕ, x] .
Suppose [ρ, x] : 〈〈m〉〉 → 〈〈n〉〉 ∈ E˜G is an inert morphism, and take a coCartesian
lift
[̂ρ, x]X : X → X
′ ∈ C
along X ∈ C. The functor (5.8) sends it to
[ρ; [̂ρ, x]X ; e, x] : X → X
′ ∈ C ×
E˜G
G˜G . (5.9)
To see (5.9) is coCartesian, consider a morphism in C ×
E˜G
G˜G of the form
[ϕρ; f ;u, x] : X → Y . In view of (3) in Lemma 2.13, there is a unique ele-
ment u ∈ DecGϕ such that [u] = [ρ
∗(u)] ∈ InrGϕρ\Dec
G
ϕρ, which implies
[ϕρ, ux] = [ϕ, u] ◦ [ρ, x] .
On the other hand, since [̂ρ, x] is coCartesian, there is a unique factorization
f = f ′ ◦ [̂ρ, x]X with f
′ : X ′ → Y covering [ϕ, u]. One obtains
[ϕρ; f ;u, x] = [ϕ; f ′;u, e] ◦ [ρ; [̂ρ, x]X ; e, x] . (5.10)
Since the morphisms f ′ and u are uniquely determined by the other data, the
factorization (5.10) is unique. It follows that the morphism (5.9) is coCartesian.
Proposition 5.6. The free 2-functor
Cat/E˜G → PSh(G˜G ⇒ E˜G) ; C 7→ C ×E˜G G˜G
associated to the 2-monad of internal presheaves over the double category G˜⇒
E˜G restricts to a 2-functor
Oper′G → Oper
alg
G .
Proof. It clearly suffices to show the composition
Oper′G →֒ Cat
/E˜G
(–)×
E˜G
G˜G
−−−−−−→ PSh(G˜G ⇒ E˜G)
forget
−−−−→ Cat/E˜G
factors through the subcategoryOper′G at the end. We have to verify it regard-
ing objects and 1-morphisms.
Let C ∈ Oper′G with q : C → E˜G . We verify the three conditions on categories
of algebraic G-operators for C×
E˜G
G˜G . Since the unit C → C×E˜G G˜G is the identity
on objects, Lemma 5.5 implies C ×
E˜G
G˜G admits all the coCartesian lifts of inert
morphisms. On the other hand, according to the description of C ×
E˜G
G˜G in
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the proof of Lemma 5.5, one easily verify the property (ii). To see the property
(iii), observe that the category (G˜G)〈〈n〉〉 consists of automorphisms on 〈〈n〉〉 in
G˜G of the form
[id〈〈n〉〉, u, en]
for u ∈ DecGid〈〈n〉〉 . It turns out that such morphisms vanished by the functor
t : G˜G → E˜G , so we obtain isomorphisms
(C ×
E˜G
G˜G)〈〈n〉〉 ∼= C ×E˜G (G˜G)〈〈n〉〉
∼= C〈〈n〉〉 × (G˜G)〈〈n〉〉
Under the identification, it is easily verified that, for each inert morphism ρi :
〈〈n〉〉 → 〈〈1〉〉, the induced functor
(ρi)! : (C ×E˜G G˜G)〈〈n〉〉 → (C ×E˜G G˜G)〈〈1〉〉
coincides with the one induced by
(ρi)! : C〈〈n〉〉 → C〈〈1〉〉 , (ρi)! : (G˜G)〈〈n〉〉 → (G˜G)〈〈1〉〉 .
Thus, the functor
((ρ1)!, . . . , (ρn)!) : (C ×E˜G G˜G)〈〈n〉〉 → (C ×E˜G G˜G)
×n
〈〈1〉〉
is an equivalence.
As for 1-morphisms, suppose F : C → D is a functor over E˜G for C,D ∈
Oper′G . We have the following commutative square:
C
F //
η

D
η

C ×
E˜G
G˜G
F×Id // D ×
E˜G
G˜G
. (5.11)
In view of Lemma 5.5, all the coCartesian lifts of inert morphisms in C ×
E˜G
G˜G
and D ×
E˜G
G˜G are isomorphic to the images of ones in C and in D respectively
by the vertical functors. It follows that the bottom arrow in (5.11) preserves
coCartesian lifts of inert morphisms as soon as so does the top. The required
result now follows immediately.
Corollary 5.7. Let G be a group operad, and let C be a category of algebraic
G-operators. Then, the functor
AC : C ×E˜G G˜G → C
in the internal presheaf structure on C is a map of algebraic G-operators.
Proof. By virtue of Lemma 5.5 and Proposition 5.6, AC is a 1-morphism in
the 2-category Oper′G . In addition, it is straightforward from the definition of
internal presheaves that AC is a map of internal presheaves. Combining them,
one obtains the result.
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6 The equivalence of notions
The goal of this section is to prove the following result.
Theorem 6.1. Let G be a group operad. Then, the 2-functor
(–) ≀ E˜G :MultCatG → Oper
alg
G
is a biequivalence of 2-categories. In other words, the following hold.
(1) It is essentially fully faithful; i.e. for every pair (M,N ) of G-symmetric
multicategories, the functor
MultCatG(M,N ) → Oper
alg
G (M ≀ E˜G ,N ≀ E˜G)
F, α 7→ F˜G , α˜G
(6.1)
is an equivalence of categories.
(2) It is essentially surjective; i.e. for every category of algebraic G-operators
C, there is a G-symmetric multicategory M together with an equivalence
M≀ E˜G ≃ C in Oper
alg
G .
Remark 6.2. It is known that a 2-functor K → L between 2-categories admits
a pseudoinverse, i.e. a pseudofunctor L → K which is the inverse up to natural
isomorphisms, provided it is essentially fully faithful and essentially surjective
in the sense in Theorem 6.1. The reader can find a sketch in Section 3.2 in
[11]. Note that, unlikely the case of equivalences of ordinary 1-categories, a
pseudoinverse might not be a strict one.
In order to prove Theorem 6.1, we need to observe that coCartesian lifts
of inert morphisms in M ≀ E˜G are preserved coherently by arbitrary maps of
algebraic G-operators. To simplify the notation, we use the following conven-
tion: let [ρ, x] : 〈〈m〉〉 → 〈〈n〉〉 ∈ E˜G be an inert morphism. Although we may
denote by [̂ρ, x]X an arbitrary coCartesian lift ρ along an object X in a general
category of algebraic G-operators C, we always assume [̂ρ, x]~a is the one in (1)
in Proposition 5.1 in the special case C =M≀ E˜G . In particular, we write
ρ̂~a := [̂ρ, em]~a , x̂~a := [̂id, x]~a .
Hence, if δ is the section of ρ, the induced functor
ρ! : (M ≀ E˜G)〈〈m〉〉 → (M ≀ E˜G)〈〈n〉〉
coincides with the canonical projection so that ρ!(a1 . . . am) = aδ(1) . . . aδ(n).
Lemma 6.3. Let G be a group operad, and let M and N be G-symmetric
multicategories. Suppose H :M≀E˜G → N ≀E˜G is a map of algebraic G-operators.
Then, for each ~a = a1 . . . am and each 1 ≤ i ≤ m, there is a unique isomorphism
λ~a,i : H(ai)
∼=
−→ (ρi)!H(~a) ∈ (M ≀ E˜G)〈〈1〉〉 =M
such that (ρ̂i)H(~a) = λ~a,i ◦H((ρ̂i)~a). Moreover, the family{
λ~a = [id〈〈m〉〉;λ~a,1, . . . , λ~a,m; em]
∣∣∣ ~a = a1 . . . am ∈ M ≀ E˜G}
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enjoys the property that, for every inert morphism [ρ, x] : 〈〈m〉〉 → 〈〈n〉〉 ∈ E˜G ,
say δ is the section of ρ, and for each ~a = a1 . . . am ∈ M ≀ E˜G, the square below
commutes in M≀ E˜G:
H(a1) . . . H(am)
λ~a //
[̂ρ,x]H(a1)...H(am)

H(a1 . . . am)
H([̂ρ,x]~a)

H(ax−1δ(1)) . . . H(ax−1δ(n))
λρ
!
x∗~a
// H(ax−1δ(1) . . . ax−1δ(n))
(6.2)
Proof. Since the functor H :M≀E˜G → N ≀E˜G preserves coCartesian lifts of inert
morphisms, the morphism H((ρ̂i)~a) : H(~a) → H(ai) is coCartesian. Thus, the
first statement is obvious. As for the second, it turns out that we only have to
verify the commutativity of (6.2) for inert morphisms of the forms [ρ, em] and
[id, x]. In the first case, for each 1 ≤ j ≤ n, we have
(ρ̂j)H(ρ!~a) ◦H(ρ̂~a) ◦ λ~a = λρ!~a,j ◦H((ρ̂j)ρ!~a ◦ ρ̂~a) ◦ λ~a
= λρ
!
~a,j ◦H((ρ̂δ(j))~a) ◦ λ~a
= λρ!~a,j ◦ λ
−1
~a,δ(j) ◦ (ρ̂δ(j))H(~a) ◦ λ~a
= λρ
!
~a,j ◦ (ρ̂δ(j))H(a1)...H(am)
= (ρ̂j)H(ρ!~a) ◦ λρ!~a ◦ ρ̂H(a1)...H(am) .
In view of (2) in Proposition 5.1, this implies H(ρ̂~a)λ~a = λρ!~aρ̂H(a1)...H(am), and
(6.2) is commutative.
It remains to show the commutativity of (6.2) in the case ρ is the identity.
Similarly to the case above, we have
(ρ̂j)H(x∗~a) ◦H(x̂~a) ◦ λ~a = λx∗~a,j ◦H((ρ̂j)x∗~a ◦ x̂~a) ◦ λ~a
= λx∗~a,j ◦H([̂ρj , x]~a) ◦ λ~a .
(6.3)
In view of , setting δj to be the section of ρj for each 1 ≤ j ≤ m, we have
[ρj , x] = [ρx−1(j), ρ
∗
x−1(j)δ
∗
x−1(j)(x)]
= [id〈〈n〉〉, δ
∗
x−1(j)(x)] ◦ ρx−1(j)
= ρx−1(j)
as morphisms in E˜G since Kec
G
id〈〈1〉〉
= KecGid〈〈1〉〉 = G(1). Substituting it to (6.3),
we get
(ρ̂j)H(x∗~a) ◦H(x̂~a) ◦ λ~a = λx∗~a,j ◦H((ρ̂x−1(j))~a) ◦ λ~a
= λx∗~a,j ◦ λ
−1
~a,x−1(j) ◦ (ρ̂x−1(j))H(~a) ◦ λ~a
= λx∗~a,j ◦ (ρ̂x−1(j))H(a1)...H(am)
= λx∗~a,j ◦ [̂ρj , x]H(a1)...H(am)
= (ρ̂j)H(x∗~a) ◦ λx∗~a ◦ x̂H(a1)...H(am) .
Hence, (2) in Proposition 5.1 again implies the commutativity of (6.2).
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On the other hand, on the construction of a G-symmetric multicategories
from a category of algebraic G-operators, we need to observe how coCartesian
lifts of inert morphisms determine composition operations. Notice that, if we
denote by µn : 〈〈n〉〉 → 〈〈1〉〉 the active morphism with µn(±∞) = ±∞ and
µn(i) = 1 for 1 ≤ i ≤ n, then, for a multicategory M, the multihom-set
M(a1 . . . an; a) is recovered from the category M≀ E˜G as
M(a1 . . . an; a) ∼= (M≀ E˜G)(a1 . . . an, a)µn ,
here the right hand side is the set of morphisms a1 . . . an → a inM≀E˜G covering
µn.
Notation. Given active morphisms ν1 : 〈〈ki〉〉 → 〈〈li〉〉 ∈ ∇ for 1 ≤ i ≤ n, we
define an active morphism ν1 ⋄ · · · ⋄ νn : 〈〈k1 + · · ·+ kn〉〉 → 〈〈l1 + · · ·+ ln〉〉 ∈ ∇
to be the map
〈〈k1 + · · ·+ kn〉〉 ∼= {−∞} ⋆ 〈k1〉 ⋆ · · · ⋆ 〈kn〉 ⋆ {∞}
id∐ν1∐···∐νn∐id−−−−−−−−−−−→ {−∞} ⋆ 〈l1〉 ⋆ · · · ⋆ 〈ln〉 ⋆ {∞} ∼= 〈〈l1 + · · ·+ ln〉〉 ,
here ⋆ is the join of ordered sets and all maps are order-preserving. In particular,
we write
µ~k := µk1 ⋄ · · · ⋄ µkn .
On the other hand, we set ρ
(~k)
i : 〈〈k1 + · · · + kn〉〉 → 〈〈ki〉〉 ∈ ∇ to be the inert
morphism with
ρ
(~k)
i (j) =

−∞ j ≤
∑
s<i ks ,
j −
∑
s<i ks
∑
s<i ks < j ≤
∑
s≤i ks ,
∞ j >
∑
s≤i ks .
We will identify the morphisms above with their images in E˜G .
Using the notation above, one can immediately see
(ν′1ν1 ⋄ · · · ⋄ ν
′
nνn) = (ν
′
1 ⋄ · · · ⋄ ν
′
n) ◦ (ν1 ⋄ · · · ⋄ νn) , (6.4)
ρ
(~l)
i ◦ (ν1 ⋄ · · · ⋄ νn) = νi ◦ ρ
(~k)
i , (6.5)
for active morphisms νi : 〈〈ki〉〉 → 〈〈li〉〉 and ν′i : 〈〈li〉〉 → 〈〈mi〉〉 with
~k =
(k1, . . . , kn) and ~l = (l1, . . . , ln).
Lemma 6.4. Let C ∈ Oper′G, and suppose we are given active morphisms
νi : 〈〈ki〉〉 → 〈〈li〉〉 ∈ ∇ for 1 ≤ i ≤ n. Put ~k = (k1, . . . , kn) and ~l = (l1, . . . , ln),
and suppose in addition (ρ̂
(~k)
i )X : X → Xi and (ρ̂
(~l)
i )Y : Y → Yi are coCartesian
morphisms in C covering ρ
(~k)
i and ρ
(~l)
i respectively. Then, there is a unique
bijection
̟ :
n∏
i=1
C(Xi, Yi)νi → C(X,Y )ν1⋄···⋄νn
such that (ρ̂
(~l)
i )Y ◦ ̟(f1, . . . , fn) = fi ◦ (ρ̂
(~k)
i ), where C(V,W )ν is the set of
morphisms V → W ∈ C covering ν. Moreover, if other active morphisms
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ν′i : 〈〈li〉〉 → 〈〈mi〉〉 ∈ ∇ and coCartesian morphisms (ρ̂
(~m))Z : Z → Zi ∈ C
covering ρ(~m) are given for 1 ≤ i ≤ n, with ~m = (m1, . . . ,mn), then the square
below is commutative:
n∏
i=1
C(Yi, Zi)ν′i × C(Xi, Yi)νi
∏
comp
//
̟×̟

n∏
i=1
C(Xi, Zi)ν′iνi
̟

C(Y, Z)ν′1⋄···⋄ν′n × C(X,Y )ν1⋄···⋄νn
comp
// C(X,Z)(ν′1ν1)⋄···⋄(ν′nνn)
. (6.6)
Proof. The existence of ̟ immediately follows from the equation ρiµ~k = µkiρ
(~k)
i
and the universal property of the coCartesian morphisms. The uniqueness is
guaranteed by the property (ii) of objects of Oper′G . To see the last statement,
take morphisms fi : Xi → Yi and gi : Yi → Zi covering νi and ν′i respectively
for each 1 ≤ i ≤ n. Then, we have
(ρ̂
(~m)
i )Z ◦̟(g1, . . . , gn) ◦̟(f1, . . . , fn) = gi ◦ (ρ̂
(~l)
i )Y ◦̟(f1, . . . , fn)
= gifi ◦ (ρ̂
(~k)
i )X ,
so the uniqueness of ̟ implies
̟(g1f1, . . . , gnfn) = ̟(g1, . . . , gn) ◦̟(f1, . . . , fn) .
Hence, the commutativity of (6.6) follows.
Lemma 6.5. Let C be a category of algebraic G-operators, and let X ∈ C〈〈m〉〉 is
an object together with coCartesian morphisms
(ρ̂i)X : X → Xi
covering the inert morphism ρi : 〈〈m〉〉 → 〈〈1〉〉 ∈ ∇ for 1 ≤ i ≤ m. For an inert
morphism [ρ, x] : 〈〈n〉〉 → 〈〈n〉〉 ∈ E˜G , say δ is the section of ρ in ∇, suppose we
are given an object X ′ ∈ C〈〈n〉〉 together with coCartesian morphisms
(ρ̂j)X′ : X
′ → Xx−1(δ(n))
covering the inert morphism ρj : 〈〈n〉〉 → 〈〈1〉〉 for 1 ≤ j ≤ n. Then, there is a
unique isomorphism [̂ρ, x]X : X → X
′ ∈ C covering the morphism [ρ, x] which
makes the diagram
X
[̂ρ,x]X //
(ρ̂x−1(δ(j)))X !!❈
❈❈
❈❈
❈❈
❈ X
′
(ρ̂j)X′}}④④
④④
④④
④④
④
Xx−1(δ(j))
(6.7)
commutes for each 1 ≤ j ≤ n. Moreover, [̂ρ, x]X is coCartesian.
Proof. According to the computation in Example 3.9, we have
ρj ◦ [ρ, x] = [ρδ(j), x] = ρx−1(δ(j))
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so that the first statement directly follows from the property (ii) of categories of
algebraic G-operators. To prove the last, take coCartesian lifts [̂ρ, x]′X : X → X
′′
of [ρ, x] along X and (ρ̂j)X′′ : X
′′ → X ′′j of ρj along X
′′ for 1 ≤ j ≤ n.
The computation above shows the composition (ρ̂j)X′′ ◦ [̂ρ, x]′X is a coCartesian
lift of ρx−1(δ(j)), so the uniqueness of coCartesian lifts enables us to assume
X ′′j = Xx−1(δ(j)) and the following diagram commutes:
X
[̂ρ,x]
′
X //
(ρ̂x−1(δ(j)))X !!❈
❈❈
❈❈
❈❈
❈ X
′′
(ρ̂j)X′′||③③
③③
③③
③③
③
Xx−1(δ(j))
. (6.8)
We have two cones in C below{
(ρ̂j)X′ : X
′ → Xx−1(δ(j))
}n
j=1
,{
(ρ̂j)X′′ : X
′′ → Xx−1(δ(j))
}n
j=1
,
both of which consist of coCartesian morphisms and lie over the cone
{ρj : 〈〈n〉〉 → 〈〈1〉〉}
n
j=1
in E˜G . Then, the property (ii) of categories of algebraic G-operators implies
there is a unique isomorphism θ : X ′′ → X ′ ∈ C〈〈n〉〉 such that (ρ̂j)X′θ = (ρ̂j)X′′ .
In view of the uniqueness of the morphism [̂ρ, x]X , we obtain
θ ◦ [̂ρ, x]X = [̂ρ, x]
′
X .
In particular, [̂ρ, x]X is isomorphic to a coCartesian morphism, so it is itself
coCartesian.
When we endow a G-symmetric structure, it is good to have transfer.
Lemma 6.6. Let G be a group operad. Suppose we are given a multicategory
M and a category of algebraic G-operators C together with an equivalence
H :M≀ E˜G
∼
−→ C
in the 2-category Oper′G. Then, there is a unique G-symmetric structure on M
which makes H into an equivalence in OperalgG .
Proof. For each D ∈ Oper′G with q
′ : D → E˜G , for X,Y ∈ D, and for [ϕ, x] :
q′(X) → q′(Y ) ∈ E˜G , we write D(X,Y )[ϕ,x] the set of morphisms of D lying
over [ϕ, x]. Hence, in view of Theorem 4.9, we have canonical bijections
M(a1 . . . an; a) ∼= (M ≀ E˜G)(a1 . . . an, a)µn
H
−→
∼=
C(H(a1 . . . an), H(a))µn .
(6.9)
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for objects a, ai ∈M. On the other hand, since G˜G → E˜G is full and the identity
on objects, the induced functor H
G˜G
:M≀G˜G → C×E˜G G˜G is also an equivalence
in Oper′G in view of Proposition 5.6. Thus, we also have bijections
(M ⋊ G)(a1 . . . an; a) ∼= (M ≀ G˜G)(a1 . . . an, a)µn
H
G˜G
−−−→
∼=
(C ×
E˜G
G˜G)(H(a1 . . . an), H(a))µn .
(6.10)
Note that the internal presheaf structure AC : C ×E˜G G˜G → C is the identity on
objects; indeed, the following diagram commutes:
C ×
E˜G
E˜G
❃❃
❃❃
❃❃
❃
Id×ι // C ×
E˜G
G˜G
AC
  
  
  
 
C
. (6.11)
Combining with the isomorphisms in (6.9) and (6.10), we now obtain a map
AM : (M⋊ G)(a1 . . . an; a) ∼= (C ×E˜G G˜G)(H(a1 . . . an), H(a))µn
AC−→ C(H(a1 . . . an), H(a))µn
∼=M(a1 . . . an; a) .
(6.12)
We assert that the map (6.12) gives a G-symmetric structure on M. Notice
that, the composition operation in M is recovered from C as follows: for each
a, ai ∈ ObM and ~a(i) = a
(i)
1 . . . a
(i)
ki
, the composition operation is given by
M(a1 . . . an; a)×
n∏
i=1
M(~a(i); ai)
∼= C(H(a1 . . . an), H(a))µn ×
n∏
i=1
C(H(~a(i)), H(ai))µki
id×̟
−−−→
∼=
C(H(a1 . . . an), H(a))µn × C(H(~a
(1) . . .~a(n)), H(a1 . . . an))µ~k
comp.
−−−−→ C(H(~a(1) . . .~a(n)), H(a))µk1+···+kn
∼=M(~a(1) . . .~a(n); a) ,
(6.13)
where ̟ is the bijection in Lemma 6.4 with respect to the image by H of the
standard coCartesian lifts
(ρ̂i)~a : ~a→ ai , (ρ̂
(~k)
i )~a(1)...~a(n) : ~a
(1) . . .~a(n) → ~a(i) ∈ M ≀ E˜G .
Similarly, the composition inM⋊G is also recovered from C×
E˜G
G˜G . Moreover,
thanks to the choice of the coCartesian lifts of ρi and ρ
(~k)
i , the square below is
commutative:∏n
i=1(C ×E˜G G˜G)(H(~a
(i)), H(ai))µki
∏
AC //
̟

∏n
i=1 C(H(~a
(i)), H(ai))µki
̟

(C ×
E˜G
G˜G)(H(~a(1) . . .~a(n)), H(~a))µ~k
AC // C(H(~a(1) . . .~a(n)), H(~a))µ~k
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This together with the functoriality of AC implies that the map (6.12) actually
defines a multifunctor AM : M ⋊ G → M. It furthermore turns out that AM
is actually a G-symmetric structure on M; the unitality and the associativity
follow from the corresponding axioms for the internal presheaf structure on C.
Finally, we see H respects the internal presheaf structures over G˜G ⇒ E˜G . In
view of Theorem 4.9 and the property (ii) of categories of algebraic G-symmetric
operators, it suffices to show that, for each morphism [ϕ; f1, . . . , fn;u, x] : ~a →
~b = b1 . . . bn in M≀ E˜G , we have
H((ρ̂j)~b) ◦H([ϕ;AM(f1, δ
(ϕ)∗
1 (u)), . . .AM(fn, δ
(ϕ)∗
n (u));x])
= H((ρ̂j)~b) ◦ ACHG˜G ([ϕ; f1, . . . , fn;u, x])
(6.14)
for each 1 ≤ j ≤ n. Let ϕ = µρ be the factorization with µ active and ρ inert,
so (3) in Lemma 2.13 allows us to assume u = ρ∗(u) with u ∈ DecGµ . If we put
µ = µ~k, then the left hand side of (6.14) is computed as
H((ρ̂j)~b) ◦H([ϕ;AM(f1, δ
(ϕ)∗
1 (u)), . . .AM(fn, δ
(ϕ)∗
n (u));x])
= H([µkj ;AM(fj , δ
(µ)∗
j (u)); e]) ◦H(ρ̂
(~k)
j [̂ρ, x]~a)
= ACHG˜G ([µkj ; fj ; δ
(µ)∗
j (u), e]) ◦H(ρ̂
(~k)
j [̂ρ, x]~a) .
(6.15)
On the other hand, according to (6.11), for every standard coCartesian lift
[̂ρ′, x′] of an inert morphism in M≀ E˜G , one has
H([̂ρ′, x′]) = ACHG˜G ([̂ρ
′, x′]) ,
here we identify [̂ρ′, x′] with its image in M ≀ E˜G using Lemma 5.5. Thus, the
right hand side of (6.14) is given by
H((ρ̂j)~b) ◦ ACHG˜G ([ϕ; f1, . . . , fn;u, x])
= ACHG˜G (ρ̂j~b ◦ [µ~k; f1, . . . , fn;u, e] ◦ [̂ρ, x]~a)
= ACHG˜G ([µkj ; fj; δ
(µ)∗
j (u), e]) ◦H(ρ̂
(~k)
j [̂ρ, x]~a) .
(6.16)
Now, (6.15) and (6.16) give rise tot the equation (6.14), and it shows H is a
1-morphism in OperalgG . The uniqueness is obvious by construction.
Proof of Theorem 6.1. In order to show (1), we construct an inverse Θ of (6.1).
Fix G-symmetric multicategories M and N . Suppose H : M ≀ E˜G → N ≀ E˜G is
a map of algebraic G-operators, and take the family
{λ~a = [id;λ~a,1, . . . , λ~a,m; em]}~a=a1...am
of morphisms in N ≀ E˜G as in Lemma 6.3. Note that H induces a functor
H :M→N between underlying categories via the restriction to the fibers over
〈〈1〉〉 ∈ E˜G . On the other hand, if f ∈ M(~a; b) is a multimorphism, we can take
a unique multimorphism H◦(f) ∈ N (H(~a);H(b)) so that
H([µm; f ; em]) = [µm;H
◦(f); em] .
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We define a multifunctor Θ(H) : M → N as follows: for each a ∈ ObM,
we set Θ(H)(a) := H(a). For each ~a = a1 . . . am and each b, define
Θ(H) : M(~a; b) → N (H(a1) . . .H(am);H(b))
f 7→ γN (H◦(f);λ~a,1, . . . , λ~a,m)
.
Since λa,1 is the identity for a ∈ M, Θ(H) preserves the identities, so we show
the multifunctoriality. For fi ∈ M(a
(i)
1 . . . a
(i)
ki
; ai) for 1 ≤ i ≤ m, thanks to the
commutative square (6.2), we have
(ρ̂i)H(~a) ◦H([µ~k; f1, . . . , fm; e]) ◦ λ~a(1)...~a(m)
= λ~a,i ◦H((ρ̂i)~a ◦ [µ~k; f1, . . . , fm; e]) ◦ λ~a(1)...~a(m)
= λ~a,i ◦H([µki ; fi; e] ◦ (ρ̂
(~k)
i )~a(1)...~a(m)) ◦ λ~a(1)...~a(m)
= λ~a,i ◦ [µki ;H
◦(fi); e] ◦ λ~a(i) ◦ (ρ̂
(~k)
i )H(~a(1))...H(~a(m))
= λ~a,i ◦ [µki ; Θ(H)(fi); e]
= (ρ̂i)H(~a) ◦ λ~a ◦ [µ~k; Θ(H)(f1), . . . ,Θ(H)(fm); e] ,
which, by virtue of the property (2) in Proposition 5.1, implies the square below
is commutative:
H(a
(1)
1 ) . . . H(a
(1)
k1
) . . . H(a
(m)
km
)
λ
~a(1)...~a(m) //
[µ~k;Θ(H)(f1),...,Θ(H)(fm);e]

H(~a(1) . . .~a(m))
H([µ~k;f1,...,fm;e])

H(a1) . . . H(am)
λ~a // H(a1 . . . am)
(6.17)
Therefore we obtain
[µk1+···+km ; γN (Θ(H)(f); Θ(H)(f1), . . . ,Θ(H)(fm)); e]
= [µm; Θ(H)(f); e] ◦ [µ~k; Θ(H)(f1), . . . ,Θ(H)(fm); e]
= [µm;H
◦(f); e] ◦ λ~a ◦ [µ~k; Θ(H)(f1), . . . ,Θ(H)(fm); e]
= H([µm; f ; e] ◦ [µ~k; f1, . . . , fm; e]) ◦ λ~a(1)...~a(m)
= H([µk1+···+km ; γM(f ; f1, . . . , fm); e] ◦ λ~a(1)...~a(m)
= [µk1+···+km ;H
◦(γM(f ; f1, . . . , fm)); e] ◦ λ~a(1)...~a(m)
= [µk1+···+km ; Θ(H)(γM(f ; f1, . . . , fm)); e] ,
and the multifunctoriality of Θ(H) follows. Furthermore, Θ(H) : M → N is
G-symmetric. To see this, notice that, for f ∈M(x∗~a, b), we have
H([µm; f ;x]) = [µm;H
◦(f); e] ◦H(x̂~a)
= [µm;H
◦(f); e] ◦ λx∗~a ◦ x̂H(~a) ◦ λ
−1
~a
= [µm; Θ(H)(f);x] ◦ λ
−1
~a
=
[
µm; γN
(
Θ(H)(f);λ−1~a,x−1(1), . . . , λ~a,x−1(m)
)
;x
]
.
It follows that, for the induced functor HG :M≀GG → N ≀GG , we have
HG([µm; f ;x, em]) =
[
µm; γN
(
Θ(H)(f);λ−1~a,x−1(1), . . . , λ
−1
~a,x−1(m)
)
;x, em
]
.
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Since H is a map of internal presheaves, we obtain
H([µm; f
x; em]) =
[
µm; γN
(
Θ(H)(f);λ−1~a,x−1(1), . . . , λ
−1
~a,x−1(m)
)x
; em
]
=
[
µm; γN
(
Θ(H)(f)x;λ−1~a,1, . . . , λ
−1
~a,m
)
; em
]
= [µm; Θ(H)(f)
x; em] ◦ λ
−1
~a
and so Θ(H)(fx) = Θ(H)(f)x.
We extend Θ to an actual functor
Θ : OperalgG (M≀ E˜G ,N ≀ E˜G)→MultCatG(M,N )
as follows: note that, in view of Lemma 4.1, for 1-morphisms H,K : M ≀
E˜G → N ≀ E˜G ∈ Oper
alg
G , a 2-morphism ξ : H → K is nothing but a natural
transformation over E˜G . We set
Θ(ξ) := {ξa : H(a)→ K(a)}a∈M . (6.18)
To see (6.18) forms a multinatural transformation Θ(H)→ Θ(K), notice that,
for each ~a = a1 . . . an ∈ M ≀ E˜G , the naturality of ξ implies the square
H(a1 . . . an)
ξ~a //
H((ρ̂i)~a)

K(a1 . . . an)
K((ρ̂i)~a)

H(ai)
ξai // K(ai)
is commutative for each 1 ≤ i ≤ n. Computing the compositions, one obtains
ξ~a = λ
(K)
~a ◦ [id; ξa1 , . . . , ξan ; en] ◦ λ
(H)−1
~a ,
where λ(H) and λ(K) are the ones in Lemma 6.3 for functors H and K respec-
tively. Then, the multinaturality of (6.18) is straightforward.
We verify Θ is actually an inverse to the functor (6.1). If F : M→ N is a
G-symmetric multifunctor, then the G-symmetric multifunctor Θ(F˜G) is exactly
F itself since λ~a is trivial in this case. On the other hand, in view of (6.2)
and (6.17), the family λ = {λ~a}~a forms a natural isomorphism Θ˜(H)
G
∼= H .
The uniqueness of λ implies it is natural with respect to H . Hence, (6.1) is an
equivalence of categories, and we have finished the proof of the part (1).
Finally, we show the part (2). Let q : C → E˜G be a category of algebraic G-
operators. By virtue of Lemma 6.6, in order to see C lies in the essential image of
(–) ≀ E˜G , it suffices to show there is a multicategoryM together with an equiva-
lenceM≀E˜G
∼
−→ C in the 2-categoryOper′G . For each finite word ~W =W1 . . .Wn
of objects in C with, say, q(Wi) = 〈〈ki〉〉, the property (iii) of categories of al-
gebraic G-operators allows us to take an object ̟( ~W ) ∈ C〈〈k1+···+kn〉〉 together
with coCartesian morphisms
(ρ̂
(~k)
i ) ~W : ̟(
~W )→Wi
covering the inert morphism ρ
(~k)
i : 〈〈k1 + · · · + kn〉〉 → 〈〈ki〉〉 ∈ ∇. In the
following argument, we fix such data for each ~W . Note that the coincidence
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of the symbol ̟ here and in Lemma 6.4 is intentional; for ~V = V1 . . . Vn with
Vi ∈ C and q(Vi) = 〈〈li〉〉, and for active morphisms νi : 〈〈ki〉〉 → 〈〈li〉〉 ∈ ∇, we
have a map
̟ :
n∏
i=1
C(Wi, Vi)νi → C(̟(W1 . . .Wn), ̟(V1 . . . Vn))ν1⋄···⋄νn
so that
(ρ̂
(~l)
i )~V ◦̟(f1, . . . , fn) = fi ◦ (ρ̂
(~k)
i ) ~W .
Put C := C〈〈1〉〉. Note that, for ~X
(i) = X
(i)
1 . . .X
(i)
ki
with X
(i)
j ∈ C, Lemma 6.5
asserts that there is a unique isomorphism
θ : ̟(̟( ~X(1)) . . . ̟( ~X(n))) ∼= ̟( ~X(1) . . . ~X(n)) ∈ C〈〈k1+···+kn〉〉
which makes the square below commutes:
̟(̟( ~X(1)) . . . ̟( ~X(n)))
θ
∼=
//
ρ̂
(~k)
i

̟( ~X(1) . . . ~X(n))
ρ̂k1+···+ki−1+j

̟( ~X(i))
ρ̂j
// X
(i)
j
.
The property (ii) also implies that, for morphisms f
(i)
j : X
(i)
j → Y
(i)
j ∈ C for
1 ≤ i ≤ n and 1 ≤ j ≤ kn, the following square is also commutative:
̟(̟( ~X(1)), . . . , ̟( ~X(n)))
̟(̟(~f(1)),...,̟(~f(n)))

θ // ̟( ~X(1) . . . ~X(n))
̟(f
(1)
1 ,...,f
(1)
k1
,...,f
(n)
kn
)

̟(̟(~Y (1)), . . . , ̟(~Y (n)))
θ // ̟(~Y (1) . . . ~Y (n))
(6.19)
In addition, the uniqueness of θ guarantees that it makes the diagram below
commute:
̟(̟(̟( ~X(1,1)) . . . ̟( ~X(1,r1))) . . . ̟(̟( ~X(n,1)) . . .̟( ~X(n,rn))))
θ
ww♦♦♦
♦♦♦
♦♦♦
̟(θ,...,θ)
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
̟(̟( ~X(1,1)) . . . ̟( ~X(1,r1)) . . . ̟( ~X(n,rn)))
θ
❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄❄
❄
̟(̟( ~X(1,1) . . . ~X(1,r1)) . . .̟( ~X(n,rn)))
θww♦♦♦
♦♦♦
♦♦♦
̟( ~X(1,1) . . . ~X(1,r1) . . . ~X(n,rn))
(6.20)
We now define a multicategory MC so that
• objects are those in C;
• for X,X1, . . . , Xm ∈ C, we set
MC(X1 . . . Xm;X) := C(̟(X1 . . . Xm), X)µm ;
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• the composition is given by
γ :MC(X1 . . . Xn;X)×
n∏
i=1
MC( ~X
(i);Xi)
∼= C(̟(X1 . . . Xn), X)µn ×
n∏
i=1
C(̟( ~X(i)), Xi)µki
id×̟
−−−→ C(̟(X1 . . . Xn), X)µn
× C(̟(̟( ~X(1)) . . . ̟( ~X(n))), ̟(X1 . . . Xn))µ~k
comp.
−−−−→ C(̟(̟( ~X(1)) . . .̟( ~X(n))), X)µk1+···+kn
θ−1∗
−−−→ C(̟( ~X(1) . . . ~X(n)), X)µk1+···+kn ;
in other words, we have
γ(f ; f1, . . . , fn) = f ◦̟(f1, . . . , fn) ◦ θ
−1 .
The associativity of the composition is verified as follows: take morphisms f ∈
MC(X1 . . . Xn;X), fi ∈ MC(X
(i)
1 . . . X
(i)
ki
;Xi), and f
(i)
j ∈ MC(
~X(i,j);X
(i)
j ) for
1 ≤ i ≤ n and 1 ≤ j ≤ ki. Then, thanks to the commutative squares (6.6),
(6.19), and (6.20), we have
γ(f ; γ(f1; f
(1)
1 , . . . , f
(1)
k1
), . . . , γ(fn; f
(n)
1 , . . . , f
(n)
kn
))
= f ◦̟(f1 ◦̟(f
(1)
1 , . . . , f
(1)
k1
) ◦ θ−1, . . . , fn ◦̟(f
(n)
1 , . . . , f
(n)
kn
) ◦ θ−1) ◦ θ−1
= f ◦̟(f1, . . . , fn)
◦̟(̟(f
(1)
1 , . . . , f
(1)
k1
), . . . , ̟(f
(n)
1 , . . . , f
(n)
kn
)) ◦̟(θ, . . . , θ)−1 ◦ θ−1
= γ(f ; f1, . . . , fn) ◦̟(f
(1)
1 , . . . , f
(1)
k1
, . . . , f
(n)
kn
) ◦ θ−1
= γ(γ(f ; f1, . . . , fn); f
(1)
1 , . . . , f
(1)
k1
, . . . , f
(n)
kn
) ,
which implies the associativity of the composition. The unitality is obvious so
that MC is actually a multicategory.
We define a functor P :MC ≀ E˜G → C as follows: for each object X1 . . . Xm ∈
MC ≀ E˜G , put
P (X1 . . . Xm) := ̟(X1 . . .Xm) .
As for a morphism [ϕ; f1, . . . , fn;x] : X1 . . . Xm → Y1 . . . Yn, taking the factor-
ization ϕ = µρ with µ active and ρ inert, we set
P ([ϕ; f1, . . . , fn;x]) := ̟(f1, . . . , fn) ◦ θ
−1 ◦ [̂ρ, x]X1...Xm , (6.21)
where [̂ρ, x]X1...Xm : ̟(X1 . . .Xm)→ ̟(Xx−1(1) . . .Xx−1(m)) is the coCartesian
lift of [ρ, x] given in Lemma 6.5. The functoriality of P directly follows from the
uniqueness of each morphisms in the right hand side of (6.21). It is clear that P
preserves coCartesian lifts of inert morphisms, so P is a 1-morphism in Oper′G .
In addition, the property (iii) of categories of algebraic G-operators implies P
is essentially surjective. Hence, in order to see P is an equivalence, it remains
to show it is fully faithful. Consider an arbitrary morphism in C of the form
h : ̟(X1 . . .Xm)→ ̟(Y1 . . . Yn)
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covering [ϕ, x] : 〈〈m〉〉 → 〈〈n〉〉 ∈ E˜G . If ϕ = µρ is the factorization with µ active
and ρ inert, say δ is the section of ρ, the universal property of the coCarte-
sian morphism [̂ρ, x]X1...Xm given in Lemma 6.5 implies that there is a unique
morphism h′ : ̟(Xx−1(δ(1)) . . . Xx−1(δ(m))) → ̟(Y1 . . . Yn) ∈ C covering µ such
that
h = h′ ◦ [̂ρ, x]X1...Xm
In view of Lemma 6.4, h′ can be uniquely written as h′ = ̟(h1, . . . , hm). This
implies P is fully faithful, and this completes the proof.
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