Abstract. In this paper we study a class of countable and discrete subsets of a Euclidean space that are "self-similar" with respect to a finite set of (affine) similarities. Any such set can be interpreted as having a fractal structure. We introduce a zeta function for these sets, and derive basic analytic properties of this "fractal" zeta function. Motivating examples that come from combinatorial geometry and arithmetic are given particular attention.
Introduction
In this work we analyze countable and discrete subsets of a Euclidean space that exhibit the property of "self-similarity". This is a natural analogue of that used to define a compact self-similar set, a core subject of interest in classical fractal analysis. It is natural to think of these unbounded sets as exhibiting a fractal structure at infinity. Because of the discrete structure, they often arise from an arithmetic or combinatorial construction.
The analytic object we work with is a "fractal" (or geometric) zeta function (see [LF] , pg. 56) of the form
where η is a measure of the "fractal string", determined by the self-similar set F ⊂ R n and a norm · on F : η = x∈F \{0} δ x (δ t = Dirac measure at t).
Our goal is to study the Dirichlet series on the right whenever it has a halfplane of convergence.
Self-similarity is typically defined in terms of a finite family of "similarity transformations". For the classical case of compact fractals, each such transformation is contractive. In the discrete case, however, each transformation is expansive. Under reasonable invariance hypotheses imposed upon · with respect to these similarities, our main results (see Theorems 1-3 in §2.2, 2.3) show that such fractal zeta functions have meromorphic continuations to the entire complex s−plane with poles that need not be real, in general. Moreover, we prove that these meromorphic functions have a suitable "moderate" growth property in Im s. Weaker versions of such properties had been stated as conjectures in ( [LF] , ch. 5). A consequence of our main results is therefore the unconditional validity of the explicit formulae Theorems 5.10 and 5.14 in [ibid. ] to a zeta function defined by a "compatible self-similar" fractal set (see Definition 4).
In light of earlier results, in particular ( [BT1] , [BT2] , [DGLMM] ), [F] , [St] ), it is natural to interpret the largest real pole of ζ (F , s) as the "fractal dimension" of F (see Remark 3). From this point of view, Theorem 2 ( §2.2) gives a precise characterization of the dimension of F ⊂ R n (n ≥ 2) that is a natural extension to the discrete case of Strichartz' result for a (nondiscrete) "fractal in the large" when n = 1. In particular, our result exhibits the first pole as the largest real root of a Dirichlet polynomial which is determined by the scalar factors of the self-similarities.
Section 3 illustrates why explicit formulae are interesting by means of three examples that come from combinatorial geometry or arithmetic. An application to k−point configurations formed from discrete fractals is given [EL] . We hope to study additional applications in future work.
The example in §3.1 studies the fractal nature of multinomial coefficients modulo a prime p. The main result extends the result of [BG] as well as [E] , which studied binomial coefficients modulo p. §3.2 illustrates how to use an explicit formula to address the Erdös distance problem [AI] for increasing families {F x } of finite subsets of a compatible self-similar set F . In particular, assuming a condition ("Hypothesis D 2 "), which asserts that two a priori different notions of "discrete fractal dimension" agree, and that a property proved by Mattila extends to the discrete context, we are able to prove this conjecture for (certain) families F x ⊂ R n , for any n ≥ 2, provided the fractal dimension belongs to the interval [ 1 2 , n 2 ]. As a result, we do not need to invoke the Falconer conjecture in order to say something nontrivial about an asymptotic variant of the Erdös distance problem.
The example discussed in §3.3 treats a subject in the diophantine approximation of a vector of (totally) real algebraic integers. The ultimate goal of this work is to extend a beautiful (and apparently forgotten) result of Mahler [Mah] beyond the case of quadratic irrationalities which he studied. What we can do so far is to connect a self-similar set of lattice points (i.e. "Ar'nold's sail") to the simultaneous approximation of algebraic points on a hyperplane generated by independent vectors with algebraic coordinates. We then prove a few basic properties of this set's zeta function. Implicit in this result is that our method, which is rather different from that used in §3.1, 3.2, can be used even when the similarity transformations are neither contractive nor expansive.
Notations: Some notations of use in this paper are as follows:
1. N = {1, 2, . . . }, N 0 = N ∪ {0}; 2. For a vector b = (b 1 , . . . , b n ) ∈ N n 0 , set |b| = b 1 + · · · + b n ; and y b = j y bj j for any y = (y 1 , . . . , y n ) ∈ R n .
Principal Results
We study both a self-similar discrete set, and a natural extension, a self-similar family of discrete sets. Our most precise result, Theorem 2, applies to a self-similar set. This is stated at the end of §2.2 and proved in §2.6. A comparable result for a family is stated in §2.3 and proved in §2.5. The motivation for introducing this property is found in §3.1.
Our notion of self-similar discrete set is a natural variant of a self-similar compact set, which we briefly recall in §2.1 for the convenience of the reader. On the other hand, our context is slightly more general than is perhaps usual because we work with any positive definite quadratic form q to define a norm · := q 1/2 and bilinear form ·, · on R n . As a result, an orthogonal transformation will always mean a linear map that leaves invariant this norm. Since the group of such maps depends upon q, we will denote it by O(q). The notation (E, q) refers to a copy of R n (denoted E) with norm · equal to q 1/2 . We then say (E, q) is a Euclidean space. Remark 7 describes a still more general context in which our main results can also be proved.
Throughout this article, we fix an n−dimensional Euclidean space (E, q) . We also denote its complexification by E C .
2.1
Self-similar compact sets Definition 1. A similarity on the Euclidean space (E, q) is an affine transform f : E → E of the form f (x) = c T (x) + b, where 1. c = c(f ) > 0 is the scale factor of f ;
T = T (f ) ∈ O(q) is an orthogonal linear transformation of E.
We recall the following two classical results, the first due originally to Hutchinson [H] . The second goes back, apparently, to Moran [Mor] .
Theorem.( [F] , th 2.7, p. 36 ). Let f 1 , . . . , f m be a family of similarity transformations of R n such that the scale factor c i of each f i belongs to (0, 1). Then there exists a unique non-empty compact set K such that K = ∪ m i=1 f i (K) . (K is called a self-similar compact set.) Next, assume the Open Set Condition holds. There exists a bounded open set U such that
Then the Hausdorff dimension of K is the unique positive solution of the equation 
Compatible self-similar discrete sets
Definition 2. A finite set {f i = c i T i + b i } i∈I of similarities of E is said to be "compatible" iff the T i (i ∈ I) pairwise commute.
An orthonormal basis B of E C , with respect to which the matrix of each T i (as well as its adjoint T * i ) is diagonal is called a "uniformizing" basis. Given a uniformizing basis B = {e j } j , for each i ∈ I there exists λ i = (λ i,1 , . . . , λ i,n ) ∈ (S 1 ) n such that T * i (e j ) = λ i,j e j ∀j. The vector λ = (λ i ) i∈I is called the spectrum of {f i } i∈I . We also define the set of scale factors Scal(f ) := {c i : i = 1, . . . , r}.
Definition 3. Let F be a countable discrete subset of E. Define the exponent of F by:
where B(0, R) := {m ∈ E : m < R}.
F has finite exponent whenever e(F ) = ∞.
Notation: We set F ′ = F − {0} in the rest of the article.
If e(F ) < ∞, we define the zeta function of F ζ(F , s) :=
This series must then converge absolutely in the halfplane σ > e (F ) , and e(F ) is its abscissa of convergence.
Examples:
• If F ⊂ a lattice of E, then e(F ) ≤ n;
• If F is a lattice of E, then e(F ) = n.
Remark 1:
(i) A standard result in the study of Dirichlet series (see [HR] ) is that e(F ) is a point on the boundary of analyticity of ζ (F , s) . Since the coefficients of ζ (F , s) are all nonnegative, a classical result of Landau [ibid.] tells us that ζ(F , s) cannot be analytic at s = e(F ).
(ii) When e(F ) is finite, it is not difficult to see that the limsup in (2) is independent of the choice of centerpoint of the disc of radius R. Indeed, let x = 0. For any R > x the fact that
Letting R → ∞, we conclude
(iii) The applications of harmonic analytical techniques to study compact fractals typically begin with a hypothesis that the set supports a fractal measure whose Fourier transform has some nontrivial decay at infinity. It seems reasonable to think of this as an analogue to the finiteness hypothesis for the exponent of a discrete fractal.
(iv) The space of weight functions we have chosen to work with is the smallest possible one (i.e. each m is weighted by 1). This suffices for our purposes here, but is evidently something one would expect to change when applying the zeta function method to other problems.
Definition 4. A "compatible self-similar" set is a countable discrete subset F ⊂ E satisfying these three properties:
1. e(F ) < ∞.
2. There exists a finite compatible set f = {f i } r i=1 of affine similarities such that
3. Scal (f ) ⊂ (1, ∞).
Note.
A (finite) set f of affine similarities for a compatible self-similar set will always be assumed to satisfy Parts 2, 3 of Definition 4. We then say that F is determined by f .
Compatibility of similarities is a technical condition that allows us to prove interesting analytic properties about the zeta function (3) of a compatible self-similar set F . We do not yet know if similar properties can be proved when the set of similarities is not compatible.
Moreover, we certainly make no claim that the set of compatible self-similar sets is the only set of interesting discrete fractal sets to study. However, one underlying point of our work is that the set of compatible self-similar sets, examples of which can easily be found throughout the literature, forms a reasonably large class of discrete fractals about which certain desirable analytic properties can be rigorously proved using zeta function methods. This seems to us to be sufficient motivation for their study.
Our first main result exhibits the behavior of ζ(F , s) for a compatible self-similar set outside the halfplane of convergence.
Theorem 1. Let F ⊂ E be a compatible self-similar set, determined by a set of similarities f . Then, the zeta function ζ(F , s) has a meromorphic continuation with moderate growth to the complex plane C whose polar locus is a subset of
where λ λ λ = (λ 1 , . . . , λ r ) is the spectrum of f , and
is the set of scale factors.
Remark 2:
It is perhaps useful to remark that Theorem 1 can also be proved for classes of discrete self-similar sets for which Scal (f ) (1, ∞). It suffices to impose the alternative hypothesis:
Verifying this property requires working with infinitely many Dirichlet polynomials. So, it is not easy to prove in general. However, there is a simple hypothesis that can be imposed upon the orthogonal maps T j (of the similarities in f ) that makes this into a finite problem. If we also assume Property K. Each T j is a matrix all of whose entries are algebraic integers (not necessarily determined by the uniformizing basis B), then the set {λ β j } is a finite set. This follows from a well known theorem of Kronecker since the eigenvalues of any T j must then be roots of unity.
(ii) An interesting question is whether P(f ) must be confined to a vertical band of finite width. A simple example shows that this is not always possible. We define two affine maps f 0 , f 1 : F ) , it follows that F is a compatible self-similar set. Further, for ℜs ≫ 1, a straightforward argument shows:
The series on the right evidently represents a meromorphic function on C with poles at each point s = 1 − 2k for all k ≥ 0. In general then, one cannot expect there to be a vertical band of finite width that contains P(f ). On the other hand, it would still be interesting to know reasonable conditions on F that do insure such a property.
The second result we prove is a precise characterization of the exponent. The proof is given in §2.6.
Theorem 2. Assume F is a compatible self-similar set determined by the similarities f . Then
2. e(F ) = the largest positive solution of the equation
Remark 3:
i) The exponent of F is called the zeta dimension in [DGLMM] (section 3). In that article, there is no additional characterization of the zeta dimension beyond that given in Definition 3. In particular, the analytical behavior of ζ(F , s) at s = e(F ) was not studied. Combining Landau's theorem (see Remark 1) with Theorems 1, 2 shows not only that this function has a pole at e(F ), but it also admits a meromorphic extension to the entire complex plane. As a result, this extends the discussion in [ibid.] for compatible self-similar sets.
ii) Following Barlow-Taylor, a compatible self-similar set F in our sense can also be given a "discrete Hausdorff dimension". Rather than state the definition here, which is a bit long, and which we do not actually need to use for our purposes, we refer the reader to their two papers [BT1] , [BT2] . A third reference [ACHR] is also useful to consult.
Barlow-Taylor showed that their discrete Hausdorff dimension agrees with the quantity they called the "upper density" of F , at least if F ⊂ Z n . By their definition, the upper density of F equals e(F ). In the following, the phrase "fractal dimension" refers to the "discrete Hausdorff dimension" in the sense of Barlow-Taylor (the definition of which does not require F to be a subset of Z n ).
In this way, it seems reasonable to think of e(F ) as a fractal dimension of F "at infinity". However, we do not yet know of any proof that e(F ) must, in general, equal the discrete Hausdorff dimension of F when F is discrete but not a subset of Z n .
iii) Theorem 2 also extends Strichartz's result ( [St] , Th 2.4) to compatible self-similar subsets of R n for any n ≥ 2.
Example. Let p be a prime number. Pascal's triangle mod p is defined by
and is a classical subject of interest in combinatorics. It is well known that its fractal dimension equals ln(
In [E] , the first author proved that the fractal zeta function
has a meromorphic continuation to the whole complex plane C, and its abscissa of convergence equals ln(
. This was proved for any two dimensional euclidean space (E, q), as defined above.
A very short proof of the second property also follows from Theorem 2. In particular, it is obvious that P as(p) is a compatible self-similar set since its similarities are f r (x) = px + r where
Thus, the number of similarities equals p(p + 1)/2. Theorem 2 then tells us that the first real pole of ζ(P as(p), s) is also the real root of the equation (2)), where f (0,0) (P as(2)) consists of dots, f (1,0) (P as(2)) consists of plus signs and f (1,1) (P as(2)) consists of stars. These figures show both (i) the self-similarity in Pascal's triangle mod 2, and (ii) how the self-similarity maps here interact in a way that is completely different from the way the similarities interact in Sierpinski's gasket.
On the other hand, there are subsets of N 2 0 closely related to P as(p) that may not be compatible self-similar sets. For example, for each integer a ∈ [1, p − 1], define
It is not difficult to show that the family
is compatible and self-similar in the sense given in §2.3. It is this fact, proved in §3.1, that motivated introducing the property of a compatible self-similar family of discrete sets, for which a compatible self-similar set is a special case.
Compatible self-similar families
As discussed in §3.1, there are interesting sets that are not necessarily self-similar, but are subsets of a self-similar family. Our most general result, Theorem 3, applies to a self-similar family, and evidently specializes to a self-similar set. A basic point is that this result shows that the zeta function of a nonself-similar discrete set is also meromorphic on C if it can be shown to belong to a self-similar family. Without Theorem 3, it would not at all be clear how to analyze the zeta function of such a set.
Definition 5. F F F = {F 1 , . . . , F r } is a self-similar family if:
1. Each F i is a countable discrete subset of E with finite exponent.
2. For each i = 1, . . . , r, there is a finite set I i ⊂ {1, . . . , r}, and for each (i, j), j ∈ I i , there is a finite set of affine similarities
(7) We define the family f f f = {f (i,j) }.
3. Setting Scal (f (i,j) ) = {c (i,j),µ } µ to denote the scale factors of each f (i,j) , the scale factors of the family f f f equals
and satisfies the property:
Let T (i,j),µ denote the orthogonal mapping for f (i,j),µ . We say that the family f f f is compatible whenever the T (i,j),µ pairwise commute. The spectrum of a compatible family is, by definition, the vector λ = (λ (i,j),µ ), where each λ (i,j),µ is the spectrum vector of T * (i,j),µ . We say that F F F is compatible if the set of similarities f f f is, and that F F F is determined by f f f .
Remark 4:
The point of introducing the property of compatibility is to help analyze the zeta function of a nonself-similar discrete set that fits inside a self-similar family F F F. Since it is F F F that is self-similar, it seems reasonable to impose the condition that the entire family of underlying orthogonal transformations should pairwise commute.
Given a compatible family of similarities f f f , as above, we first define the r × r matrix
and then define
Our main result, from which Theorem 1 is an immediate corollary, is the following:
. . , F r ) be a compatible self-similar family of sets. Then, for each i = 1, . . . , r ζ(
has a meromorphic continuation with moderate growth to the complex plane C.
Moreover, assume F F F is determined by the family of similarities f f f . Then the polar locus of each
Remark 5:
(i) Recall from the introduction of §2 that our discussion is within a given n−dimensional Euclidean space (E, q) , so that the norm · , used to define each ζ(F i , s), equals q 1/2 .
(ii) As in Remark 2,
This is clear since Λ f f f (β, s) → (0) r×r , the all zero matrix as σ → +∞. Thus, for large enough σ, ∆ f f f (β, s) is close to 1 for any fixed β. So, it could not possibly be identically zero.
In addition, if Scal (f f f ) (1, ∞) then Theorem 3 could still be proved if one assumes
Moreover, exactly as in Remark 2, the a priori infinite set {∆ f f f (β, s)} β reduces to a finite set if all the components of each orthogonal map T (i,j),µ (with respect to some basis, not necessarily the uniformizing basis) are algebraic integers.
We also have a simple analogue of Theorem 2 (see §2.6 for the proof). For a self-similar family F F F as above, set
The abscissa of convergence of ζ(F F F ) is denoted e (F F F ) . It is clear that e(F F F ) = max i e(F i ).
Theorem 4. Let F F F be a compatible self-similar family that is determined by a compatible family f f f of similarities. Then e(F F F ) is necessarily a root of the equation
Remark 6: Unlike Theorem 2, however, we cannot yet show that the largest (real) root of ∆ f f f (0, s) must be the largest (real) pole of ζ(F F F , s) or of any particular ζ(F i , s). On the other hand, by the definition of compatibility (for a family of similarities), it is simple to verify the following property. Assume the point set |F F F | := ∪ r i=1 F i is a self-similar set whose similarities are a subset of those for F F F , and for which some I ⊂ {1, . . . , r} exists such that
Then e (F i ) ≤ e(|F F F |) ∀i, and e(F F F ) = e(|F F F |) . In this event, Theorem 2 shows that the largest real root of the Dirichlet polynomial determined by |F F F | must also equal e(F F F ).
Two elementary Lemmas
It is convenient to place in this subsection two simple lemmas that we will need to prove Theorem 3.
Lemma 1. For any discrete set F of finite exponent e(F ) (see Definition 3) and for any polynomial h ∈ C[X 1 , . . . , X n ], the zeta function ζ(F ; h; s) = m∈F ′ h(m) m s converges absolutely in the half-plane σ > e(F ) + deg h.
We then set δ = inf K/2 > 0. It follows from the definition of e(F ) that
Moreover, for σ ∈ R and for all T ∈ [δ, ∞) \ K: 
2. For any δ, γ ∈ R such that −1 < δ ≤ γ, we have
Proof: The assertion follows easily from Taylor's formula with remainder. ♦
Proofs of main results
For each i we first simplify our notations by introducing a parameter vector ω = (i, j), µ ∈ Ω i where
It will also be convenient to define:
Thus, for each ω there exists an orthogonal map T ω ∈ O(q), a scale ratio c ω > 1, and vector
Since the family f = {f ω } is compatible there exists a uniformizing basis B = {e 1 , . . . , e n } of orthonormal vectors of E C so that
We define λ ω = (λ ω,1 , . . . , λ ω,n ) ∈ (S 1 ) n ∀ω.
We also do not distinguish between a polynomial H(X) ∈ C[X 1 , . . . , X n ] and the polynomial function on E C determined via the basis B
We first introduce the two basic objects needed for our proof by induction. The first is a family {E(ℓ, M )} ℓ,M of spaces of maps, where M is a positive number and ℓ ∈ Z. The second is a family of multiplication operators {T (R, s)} R,s , where s is a complex number, R is the quotient of a polynomial with X k (for some k ∈ N), and T (R, s) :
Although it is possible that a larger class of quotients might be useful in other contexts (e.g., one in which the zeta functions have a larger class of weights -see Remark 1 part iv), there does not seem to be any technical advantage gained here by working with numerators other than polynomials. This also has the convenient feature that the degree serves as a simple to define variable with which a proof by induction can be carried out.
We first define the set of quotients:
We next define the space of maps componentwise:
• For each i, ℓ ∈ Z, and M ∈ R + , define the space of functions (of s)
where 1. each u j < ∞ and A j,k ∈ H has degree at most ℓ;
2. ϕ : {s ∈ C : σ > −M } → C is a holomorphic function with moderate growth;
We observe that Lemma 1 implies that any G ∈ E(ℓ, M ) is a holomorphic map on the halfplane {σ > e(F F F) + ℓ} where
Next, we let f f f be a compatible family of similarities that determines F F F . We use the matrices M f f f (β, s) from (8) to define a set of multiplication operators T (R, s) on the E(ℓ, M ) for any R ∈ H.
We then extend to all of H by linearity.
As operators on the E(ℓ, M ), we are particularly interested in their action on the elements
To this end, the following result is key to our proof (by induction) that each component of G * has a meromorphic extension to C. (17). Then, for all
Proof of Lemma 3: Replacing s by s + k, we reduce to the case in which ℓ ≥ 0 and R(X) = X β with |β| ≤ ℓ.
We will use the notation
has a holomorphic continuation with moderate growth to the half-plane {σ > −M }.
Given G * and any β, define the functions G i,β by setting
Using the notation introduced prior to (12), we observe that for each i = 1, . . . , r and σ > e(F F F)+ |β|, the definition of M f f f (β, s) is easily checked to imply the following:
Using the notation < x, y > to denote the ordinary scalar product on R n , we use (7) to derive the following identity uniformly in σ > e(F F F ) + |β|:
and deg(U ω,β ) ≤ |β| − 1. Writing 1 = c ω T ω / c ω T ω , and rearranging terms, we have:
and K ω is defined, using the bilinear form ·, · associated to the norm · , by the equation:
We now apply Lemma 2 to the factor (1 + K ω (m)/ m ) −s/2 . Thus, for any integer N ≥ 1, we have:
We then use this expression to rewrite the G i,β (s) from (18). As a result, it is simple to check that σ > e(F ) + |β| implies
where
It is clear that K ω,k,β , U ω,k,β ∈ H and:
To finish the proof, it suffices to choose N so that L N,β is holomorphic and has moderate growth in the halfplane σ > −M. To this end, we now set
In addition, it is clear that for any m :
We then observe that on any compact subset of the halfplane σ > −M it is necessarily the case that σ + N + 1 − |β| > e(F F F ) + 1. Thus, the series on the right side of (22) converges absolutely if σ > −M since it is bounded by
which does converge absolutely by the definition of e (F F F ) . It follows that L N,β is both holomorphic and has moderate growth if σ > −M. This completes the proof of Lemma 3. ♦ Theorem 3 will now follow by combining Lemma 3 with the following proposition, and letting M → ∞. Proposition 1. Let M ∈ R + , and R ∈ H be of degree ℓ ∈ Z. Then, there exists an integer ℓ 0 = ℓ 0 (M, R) and a finite set
has a meromorphic continuation, with moderate growth, to σ > −M, with poles a subset of
Proof: We prove the proposition by induction on ℓ = deq(R). Throughout the discussion, we will work with a fixed and arbitrarily chosen M ∈ R + .
Step 1:
So, in this case, the proof follows from Lemma 1.
Thus, we may assume ℓ ≥ ℓ 0 + 1.
Step 2: We assume the proposition holds for any R ∈ H of degree at most ℓ − 1.
Step 3: Let R be of degree ℓ. So, there exists a finite set S(R) ⊂ N n 0 , an integer k ∈ N 0 , and complex numbers v β such that
By definition, each β satisfies |β| − k ≤ ℓ, and for some β, we have equality.
Let i ∈ {1, . . . , r}. It follows from Lemma 1 that for all s ∈ C such that σ > e(F F F ) + ℓ:
It suffices to restrict attention to those β ∈ S(R) with deg R β = ℓ, since the argument below, when combined with the induction hypothesis, applies immediately to those β with deg R β ≤ ℓ − 1.
. . , ζ(F r ; R β ; s) , it follows from Lemma 3 that G * β ∈ E(ℓ, M ) (see (14)ff.) and that for all s ∈ C such that σ > e(F F F ) + ℓ,
This and (16) imply that for σ > e(F F F ) + ℓ, we have
It follows that for any β ∈ S(R) such that |β| − k = ℓ:
By combining (23) and (25), we conclude:
Since it is clear from the definition of Esp i (ℓ − 1, M ) and the induction hypothesis that the elements of Esp i (ℓ − 1, M ) satisfy the conclusion of the proposition, this now completes the proof. ♦ Remark 7: We have, so far, restricted ourselves to the choice of norm · = q 1/2 , q a positive definite quadratic form, to define our fractal zeta functions since these are most commonly encountered in the literature. However, it is perhaps worthwhile to point out here that our methods extend straightforwardly to a larger class of zeta functions where the quadratic form is replaced by a "q−elliptic" polynomial Q ∈ R[X 1 , . . . , X n ], that is, one of even degree 2e > 0 and of the form Q(x) = q e (x) + ( terms of degree < 2e).
The zeta function of a self-similar family F F F = {F i } with respect to a q− elliptic polynomial Q is defined as in §2.3 by setting, for each i :
This converges absolutely in the halfplane σ > e(F ′ i ), and e(F F F ) = max i e (F i ) is the abscissa of convergence of the mapping s → ζ(F 1 ; Q; s), . . . , ζ(F r ; Q; s) . Moreover, the proof of Theorem 3 extends and gives the same properties for ζ(F F F ; Q; s). The details are elementary variants of those needed to prove Theorem 1 of [E] .
Proofs of Theorems 2 and 4
Proof of Theorem 2:
i , and set σ 0 = sup P(f ). It is easy to see that g is a monotone decreasing function that satisfies lim σ→∞ g(σ) = 0 and g(0) = r .
Thus, there exists a unique σ 1 ∈ [0, ∞) such that g(σ 1 ) = 1. We first show that σ 0 = σ 1 .
To do so, we observe that since σ 1 ∈ P(f ) ∩ R, it follows that σ 1 ≤ σ 0 . Assume that σ 1 < σ 0 . We deduce that
It follows then from the definition of the set P(f ) that there exists k ∈ N 0 and β ∈ N n 0 such that
Since each λ i,j ∈ S 1 , it follows that
Since g is monotone decreasing, it follows that σ 2 + k ≤ σ 1 and therefore σ 2 ≤ σ 1 . This contradicts (27).
We now show that σ 0 = σ a , where σ a is the abscissa of convergence of ζ(F , s).
Relation (4) implies that for s ∈ C such that σ = ℜ(s) > σ a , we have :
But, for i = 1, . . . , r and s ∈ C, we have uniformly in m ∈ F ′ :
It follows from (29) and (30) 
, and is a holomorphic function.
Landau's theorem [HR] tells us that σ a is a pole of ζ (F , s) . It follows that σ a is necessarily a zero of
). But, we know from the first part of this proof that g is a decreasing function. So, we conclude that σ a = σ 0 . A standard result (see [HR] ) is that σ a = e(F ), so this finishes the proof of Theorem 2. ♦
Proof of Theorem 4:
Setting ℓ = k = 0 in Lemma 3 (i.e. β = 0 and R = 1), we note that G * (s) = ζ(F F F , s). As a result, the conclusion of this Lemma tells us that
We deduce then from (15) and (24) 
On the other hand, Landau's Theorem implies that e(F F F ) must be a pole of some component of ζ (F F F , s) . It follows that s = e(F For each a = 1, . . . , p − 1, we set
Although P as(P ; a) may not be self-similar, we show:
This allows us to say something nontrivial about the zeta functions restricted to each P as(P ; a).
Define for any r = (r 1 , r 2 ) ∈ {0, . . . , p − 1} 2 the similarity f r of N 2 0 by f r (x) := px + r. Define also for any a, b ∈ {1, . . . , p − 1},
r2 (mod p)) imply that for any a = 1, . . . , p − 1:
Thus, F F F is a self-similar family of N 2 0 . Defining now w p (a, b) = #W p (a, b), we have the following simple consequence of Theorem 3, whose notation is used below. Corollary 1. Let ζ(F F F , s) be the zeta function for the self-similar family (31) (see Remark 5 (i) and (10)). Then:
1. ζ(F F F , s) has a meromorphic continuation with moderate growth to the whole complex plane C with simple poles only that are located in the set:
Thus, e(F F F ) equals the fractal dimension of Pascal's triangle mod p.
Proof of Corollary 1:
Part 1 of follows immediately from Theorem 3. In addition, Theorem 4 implies that e(F F F ) is at most the largest real solution σ of the exponential polynomial equation
On the other hand, since each P as(p, a) ⊂ P as(p), it follows that each ζ(P as (p, a), s) is analytic if
in any halfplane of absolute convergence, at least one ζ(P as (p, a), s) must have a pole at s = ln(
, so this number must also be a root of L(p −σ ) = 0. This completes the proof. ♦
Multinomial pyramid mod p
For any integral vector α = (α 1 , . . . , α n ) ∈ N n 0 , the multimonomial coefficient determined by α is the integer
For any prime number p, the analogue of Pascal 's triangle mod p is called the multinomial pyramid mod p and is defined by
In analogy to the discussion in §3.1.1, we also define for any a ∈ {1, . . . , p − 1} the sets
and the corresponding family
The first point verifies that M M M n (p) is a self-similar family. The same idea (left to the reader to verify) will then show that M n (p) is a self-similar set. This uses the following classic lemma. 
If
Proof: We first expand out integers m in powers of p, and define the ε ℓ (m) ∈ {0, 1, . . . , p − 1} by setting m = ℓ ε l (m)p l . The relation α = pβ + r implies that for each i = 1, . . . n:
In particular
More precisely, it follows from (33), (34), and the relation |α| = p|β| + |r| that v p (Binom n (α)) = 0 iff v p (Binom n (β)) = 0 and |r| = ε 0 (|α|).
iff v p (Binom n (β)) = 0 and |r| ≤ p − 1.
This proves part (1).
To prove part (2), we apply Dickson's extension of Lucas's formula [D] :
By using (33) and (35), we deduce from (36) that
This completes the proof. ♦ Define for any r ∈ {0, . . . , p − 1} n the similarity f r of R n by f r (x) := px + r. In addition, define for each a, b ∈ {1, . . . , p − 1},
Part (2) of Lemma 4 implies that for each a = 1, . . . , p − 1:
It follows that M M M n (p) is a self-similar family of N n 0 satisfying all the hypotheses of Theorem 3. Applying this theorem we conclude as follows.
Corollary 2. Each of the zeta functions ζ(M n (p), s) and ζ(M M M n (p), s) has a meromorphic continuation with moderate growth to the whole complex plane C with simple poles only that are located in the set:
where e −θp,n(1) , . . . , e −θp,n(l) are the zeros of the polynomial
Moreover,
This number also equals the largest real solution of the equation L n (p −σ ) = 0.
Proof:
The proof is similar to that for Corollary 1. We first show that e(M n (p)) = e(M M M n (p)). This follows from the fact that each M n (p, a) ⊂ M n (p). Thus, the zeta function summed over each M n (p, a) ′ is absolutely convergent when σ > e(M n (p)), which implies e(M M M n (p)) ≤ e(M n (p)). Moreover, since a ζ (M n (p, a) , s) = ζ(M n (p), s) in the halfplane of analyticity, s = e(M n (p)) must also be a pole of some summand on the left side. Thus, e(M M M n (p)) < e(M n (p)) is not possible.
Second, we determine e(M n (p)) explicitly as follows.
Set I(p, n) = r ∈ {0, . . . , p − 1} n : |r| ≤ p − 1 . An exercise verifies that #I(p, n) = p+n−1 p−1 . It follows from part 1 of Lemma 4 that σ > e(M n (p)) implies
from which, we conclude
, s) converges absolutely and defines a holomorphic function in the half-plane σ > e(M n (p)) − 1.
On the other hand Landau's theorem [HR] tells us that e(M n (p)) is a pole of ζ(M n (p), s). It follows that s = e(M n (p)) is necessarily a solution of 1 − #I(p, n) · p −s = 0. This finishes the proof of the corollary. ♦ We are also able to say something precise about the density function:
A combinatorial counting type argument by Barbolosi-Grabner [BG] showed the existence of a continuous function F p,n such that
We can give an explicit description of F p,n as follows. Consider first the zeta function where
Since |m| ≍ m uniformly in m ∈ M n (p). it follows that the abscissa of convergence of ζ (M n (p); |.|; s) equals e(M n (p)).
On the other hand, exactly as in the proof of Corollary 2 we have for σ > e(M n (p)):
For s = σ + iτ ∈ C we have (see (30)) the following bound that is uniform in m ∈ M n (p) ′ ,
The leftmost inequality tells us that s → K p,n (s) is holomorphic in the half-plane σ > e(M n (p)) − 1. The rightmost bound then tells us that in this halfplane we have the following estimate in |τ |:
We deduce that ζ (M n (p); |.|; s) has a meromorphic continuation with moderate growth to the halfplane 1 σ > e(M n (p)) − 1 with at most simple poles belonging to the set
We can now describe A p,n and F p,n as follows.
Corollary 3.
1. There exists a continuous and 1-periodic function G p,n such that ∀ε > 0:
Moreover, the Fourier series of G p,n converges to G p,n in R and is given by:
where s v ∈ S.
2. F p,n is 1−periodic and its Fourier series is given by:
Proof: We first note that the estimate (41) implies that for any ε > 0 and σ > e(M n (p)) − 1,
where the bound is uniform over the set {s : d(s, S) ≥ ε} in this halfplane. Applying the Phragmén-Lindelof theorem ( [Ti] , 5.65) we conclude the following estimate holds over the set {s : d(s, S) ≥ ε} ∩ {σ > e(M n (p)) − 1}:
The next point uses a form of Perron's formula, discussed in ( [Te] , chp. II, th3), to justify the following equation whenever c > e(M n (p)):
Setting
∀v ∈ Z, choosing δ ∈ (0, 1), and applying the Cauchy residue theorem, we conclude that (39) implies the following for any V, V ′ ∈ N:
The estimate (42) and definition of
∀ε. This completes the proof of part (1).
Part (2) now follows exactly as in the proof of Part 2 theorem 3 of [E] by applying a classical Tauberian argument. ♦ 3.2 An application to Erdös' asymptotic distance conjecture for discrete self-similar sets
An asymptotic variant of the classical distance conjecture of Erdös (from 1946) asserts (see [AI] , pg. 16) that if X is any finite subset of R n , then the (standard Euclidean) distance set ∆(X) := { x − y : x, y ∈ X} satisfies the lower bound
As far as we know, the best general result, so far, is due to Solymosi-Vu [SV] . There is also a natural asymptotic variant of this for infinite sets. Given an infinite discrete set X, and an increasing family X u of finite subsets such that X = ∪ u>0 X u , then
A class of discrete sets for which this property has been studied are "well distributed" [op.cit.]. These sets are interesting, in particular, because it is not difficult to see that the well known Falconer conjecture implies the asymptotic distance property.
Despite much work on Falconer's conjecture since the early 1990s, it seems as if this is far from being proved. As a result, we are motivated in this subsection to prove a form of the asymptotic distance conjecture that is not contingent upon Falconer's conjecture (nor upon the "well distributed" property being satisfied, which allows a method of Falconer to be used). To this end, we adopt a zeta function point of view. Our method can give some partial results in all dimensions n ≥ 2 if we assume a property (see Hypothesis D 2 below) that is a natural extension of a result of Mattila to discrete sets and discrete Hausdorff measure.
Of course, we must emphasize that our conclusions are all limited to compatible self-similar sets F .
The basic approach is a standard method from analytic number theory. We should form a generating function (i.e. Dirichlet series) whose coefficients are the (standard) Euclidean distances m 1 − m 2 where m 1 = m 2 belong to F . We then try to estimate from below the average value
where m 1 , m 2 ∈ F x := F ∩ { m ≤ x} as x → ∞. If this can be done, then it is possible, for large x, to find a lower bound on the number of distinct values m 1 − m 2 when m 1 , m 2 ∈ F x . To do so it suffices to combine an upper bound for the dimension of an intersection F 2 ∩ { x − y = t} (for any t ≫ 1) with the Cauchy-Schwartz inequality.
Since m 1 and m 2 are independent of each other, we should use a two variable Dirichlet series. However, because there is a singularity along the diagonal x = y , our method is not yet able to work with a series whose coefficients are m 1 − m 2 . Instead, we work with a two variable series whose coefficients are m 1 − m 2 2 . Were it possible to prove a comparable result with m 1 − m 2 as coefficient, we would be able to extend Theorem 6 to the case when e(F ) > n/2.
To make our approach completely clear, we first discuss its application to the "pointed" distance set. We choose m 0 ∈ F ′ and define
We are able to bound #∆ m0 (F x ) from below for infinitely many x if a certain pair of conditions is imposed.
2) For any δ ∈ ∆ m0 (F x ), the discrete Hausdorff dimension of the set
agrees with the upper density of N δ , and is at most e(F ) − 1 whenever e(F ) ≥ 1.
Note:
Combining (1) and (2), it follows that if e(F ) ≥ 1 and Hypothesis D 1 is satisfied then
Remark 8: Note that Part (1) merely affirms what Remark 3 has already suggested should be true in general. Part (2) is, however, distinctly more significant. It originates in the work of Mattila [Mat] who showed that the Hausdorff dimension of an intersection A ∩ B of two Borel subsets of R n equals dim H A + dim H B − n if this quantity is nonnegative, and B is invariant under orthogonal transformations. Since it does not yet seem to be known if Mattila's theorem is satisfied by the discrete Hausdorff dimension, we will assume this property in the following. Conversations with A. Iosevich suggest that his work (with I. Laba and M. Rudnev) may be useful to prove this property. We hope to address this very interesting subject in a separate article.
For the general asymptotic distance problem, it is natural from our point of view to think of a two variable rather than one variable family of finite subsets. This makes our work a little easier (see Remark 10 below). Thus, our increasing families will be of the form F y1 × F y2 . In this event we first define
The goal is to bound #∆(F y1 × F y2 ) from below in terms of a power of # (F max{y1,y2} ) that depends in a very simple way upon the exponent e(F ) of F . This turns out to be possible whenever e(F ) ≥ 1 2 provided the following hypothesis is imposed.
2) For any δ ∈ ∆(F × F ), the discrete Hausdorff dimension of the set
agrees with the density of N δ , and is at most 2e(F ) − 1.
As above, it follows that if e(F ) ≥ 1/2 and Hypothesis D 2 is satisfied then :
Remark 9: Again, it is the work of Mattila [ibid.] , if it extends to discrete sets with the discrete Hausdorff measure, that would imply the estimate for the dimension of N δ in Part (2).
Throughout the discussion, we will use the standard Euclidean norm. Our first result is as follows.
Theorem 5. If Hypothesis D 1 is satisfied and e(F ) ≥ 1, then there exist unbounded sequences x u such that for all ε > 0, the following lower bound is uniform in u (i.e. the implied constant depends only upon ε and not upon u):
Proof: Given F , define the weighted zeta function
Denoting the components of m as (m 1 , . . . , m n ), it is clear that in the halfplane σ > e(F ) + 2,
The discussion in §2.4, 2.5 shows that ζ * m0 (F , s) is analytic if σ > e(F ) + 1, and has a meromorphic extension to the entire s−plane.
implies that φ(s)ζ m0 (F , s) is analytic if σ > e(F ) + 1. In addition, if P ol denotes the polar locus of ζ(F , s − 2), then 1. P ol ⊂ {φ(s) = 0}; 2. for any ε > 0 we have uniformly in {s : σ > e(F ) + 1 + ε} ∩ {s : d(s, P ol ) ≥ ε} :
Set {λ 1 < λ 2 < λ 3 < · · · } = { m } m∈F ′ , and define for each k,
Setting throughout the rest of this section,
we have in the halfplane σ > D,
In §3.1.2 we applied a "weighted" Perron formula (where x s+1 was used in place of the standard x s that we will use here). The damping factor s(s + 1) sufficed for the purposes of the earlier section. Here, however, the situation can be quite different because the polar locus of ζ(F , s) can have a rather different geometry than that studied in §3.1.2. In particular, as shown in [LF] , there are two possibilities for this geometry, depending upon whether the poles in a suitably narrow unbounded vertical band containing the line σ = D form a "latticelike" set (as was the case in §3.1, i.e. the subgroup generated over Z by ln c 1 , . . . , ln c r is discrete in R), or a "nonlatticelike" set (i.e. Z{ln c i } i is dense in R).
It will be convenient to split up the discussion according to these two possibilities since the proof of the theorem in the nonlatticelike case follows quite simply from a well known Tauberian theorem of Delange. This can be used because there is exactly one pole on the boundary of the halfplane of analyticity of the zeta function. As a result, an "explicit formula" is not essential to prove Theorem 5 in the nonlatticelike case. However, the situation is rather different in the latticelike case where the Tauberian method is inapplicable.
By "vertical band" we simply mean an unbounded band in the s plane that has a sufficiently small width (context will clarify what this means) and contains the vertical line σ = D in its interior.
The latticelike case.
By definition, this implies (see [LF] , ch. 3, Th 3.6) that the set of poles contained in some vertical band can only lie on the vertical line σ = D, and there exists ω > 0 such that each pole is of the form D + iq/ω for some q ∈ Z. As a result, the latticelike case is similar to the example treated in §3.1.2. That is, a discrete subset of poles lie on the vertical line σ = D and the poles do not cluster at infinity (i.e. the distance between consecutive poles is at least 1/ω). There is, as well, a positive θ so that no pole ρ satisfies σ(ρ) ∈ D − θ, D . On the other hand, since the multiplicity of a nonreal pole on the line σ = D no longer need equal 1, it is necessary to argue a little more generally than done in the prior subsection.
To state the result, we first introduce the average of interest. Define
Let {D + iτ j } denote the set of poles on the vertical line σ = D. To each pole there is a multiplicity m j ≥ 1. This time, we first apply the "weighted" Perron formula [I] , and then adapt the same method as in the proof of corollary 3. This leads to the following property. There exists µ > 0 such that
A straightforward computation also shows that for each j, there exist α j,0 , . . . , α j,mj −1 ∈ C such that
What is needed however is a decay estimate for |α j,a | in terms of j that suffices to prove the following. Proof : By assumption the subgroup generated over Z by ln c 1 , . . . , ln c r is discrete in R. It follows that there exists β > 1 and integers k j ≥ 1 such that c j = β kj . Thus, φ(s) = R β −(s−2) where R(X) = 1 − r j=1 X kj . As a result, {τ ∈ R : φ(D + iτ ) = 0} = {2πj/ ln β} j∈Z .
it is elementary to check that the coefficients in the principal part of 1/φ(s) at s j are independent of j. In addition, by (46) and the integral formula (valid for any analytic function g(s) in an ε−neighborhood of a point z)
the following property is straightforward to verify for each j = 0:
We then use this estimate with the evident bound
to conclude the following. There exists m j ≥ 1 such that
Using the procedure that derives (48), it is now easy to verify that
This completes the proof of Claim 1 ♦ .
This argument also has shown that M := max{m j } < ∞.
The conclusion one draws from Claim 1 is the following "explicit formula":
where α j = α j,mj −1 = 0 ∀j. In particular it follows from Claim 1 that
is a nonvanishing absolutely and uniformly converging Fourier's series in R.
For our purposes, however, this is not yet sufficient since we also need to know that H(x k ) → ∞ for at least one unbounded subsequence {x k }. To show this, we first define
Claim 1 implies that this series converges. Thus, it follows that A > 0.
By Parseval's theorem it follows that
It is standard terminology to call A the mean value of |f | 2 .
We now show:
Claim 2: f (t) cannot converge to 0 as t → ∞.
However, this would imply that for any T > T 0 ,
from which it would then follow by (51), that 0 < A ≤ A 2 , a contradiction. We conclude that f (t) does not tend to 0 when t → ∞.
Thus, there exists B > 0, and an unbounded sequence {x u } such that for all u,
When this occurs, it is clear that
Setting M (= M (m 0 , x u )) = #∆ m0 (F xu ), and denoting the distinct elements of ∆ m0 (F xu ) as δ 1 , . . . , δ M we next define N δi = #{m ∈ F xu : m − m 0 = δ i } for each i. As a result, CauchySchwartz now tells us x
Since each δ i = O(x u ), it suffices to bound each N δ . This is possible by invoking Hypothesis D 1 . Thus, if e(F ) ≥ 1, we have:
It follows that the upper bound of (53) is bounded above by
As a result, we conclude #∆ m0 (F xu 
A lower bound for #∆ m0 (F xu ) in terms of #F xu can now easily be found. This follows because the definition of e(F ) implies that for any ε > 0, #F xu ≪ ε x e(F )+ε u . Thus, we conclude the following (with the implied constant independent of u):
This completes the proof of Theorem 5 in the latticelike case.
The nonlatticelike case.
We first observe the elementary fact:
Claim 3: The only pole of ζ(F , s − 2) on the line σ = D is simple and occurs at s = D.
Proof: If there exists s = D + iτ, τ = 0, that is also a pole, then
∈ (0, ∞) for each j ≥ 2. Thus, ln c j ∈ Z ln c 1 for each j, which violates the hypothesis that we are in the nonlatticelike case.
The fact that the order of the pole at s = D must equal 1 is implicit in the proof of Theorem 2 since the derivative φ
> 0. ♦ We now use these three properties:
ii) no other poles of ζ(F , s − 2) can lie on the line σ = D; iii) the coefficients of ζ m0 (s) are nonnegative.
Given (i)-(iii)
, we can now apply the Tauberian theorem of Delange (see [Del] or [Te] , pg. 275) to finish the proof of Theorem 5. Set C = Res s=D ζ m0 (F , s) . Then Delange's theorem shows:
Since C > 0, it follows that x D ≪ λ k ≤x b k (m 0 ) (for all x ≫ 1).The reasoning used to prove (53) and (54) then applies immediately. Thus, Hypothesis D 1 and e(F ) ≥ 1 imply the same lower bound in the nonlatticelike case:
We now address the general distance problem for the self-similar set F as above. To do so, the basic object we need is a two variable zeta function of s = (s 1 , s 2 )
Our result is as follows.
Theorem 6. If Hypothesis D 2 is satisfied and e(F ) ≥ 1 2 , then there exist unbounded sequences
where the implied constant is independent of k. Thus, if e(F ) ≤ n 2 , the asymptotic distance conjecture is satisfied for each subset F max{x k,1 ,x k,2 } of F .
Proof:
The argument is a natural two variable extension of the preceding proof. As a result, many details that are similar to those above are left to the reader to verify.
In the domain σ i > D(= e(F ) + 2)) ∀i, it follows that
We note that each J ℓ (s) = J ℓ,1 (s 1 ) · J ℓ,2 (s 2 ), ℓ = 1, 2, and J 3 = n i=1 J 3,i (s), where each J 3,i = J 3,i,1 (s 1 ) J 3,i,2 (s 2 ). It also follows from the preceding discussion that:
iii) each factor J 3,i,j (s j ) is analytic when σ j > D − 1 and has a meromorphic extension to C with moderate growth in |s j |; iv) the first pole of each J 3,i,j occurs on a vertical line σ j = ρ i where ρ i ≤ D − 1.
In addition, from (i)-(iv) we conclude: v) the Dirichlet polynomials that determine the polar locus of the J ℓ,i , ℓ = 1, 2, or J 3,i,j , are either all latticelike or all nonlatticelike.
The latticelike case.
An iteration of the weighted Perron formula tells us that for any ξ > D, (x 1 , x 2 ) ∈ [1, ∞) 2 , and setting h π = 1/2πi :
We set
. . , n, and will write the components of each Q ℓ (resp. Q 3,i ) as (q ℓ,1 , q ℓ,2 ) (resp. (q 3,i,1 , q 3,i,2 )) when convenient to do so.
We iterate the residue calculus procedure as described in the proof of the first part of Theorem 5. For each ℓ = 1, 2, this now implies that J ℓ = 4 k=1 J ℓ,k (x 1 , x 2 ) where:
, it also follows that each J 3,i = 4 k=1 J 3,i,k , where each J 3,i,k is given by an expression analogous to that above for J ℓ,k . Of course, one must use here the components of Q 3,i , and a point (ξ
Details are left to the reader. The main point is to show the existence of a sequence of points x k = (x k,1 , x k,2 ) at which the order of H(x k ) is determined either by J 1,1 (x k ) or J 2,1 (x k ), in the sense that any other term in the above expression for H(x k ) is of distinctly smaller order as k → ∞. We can then use a simple variant of the discussion in (52)ff. to complete the proof.
For this we refine Claim 2 in order to extend (51) to a two variable setting. Using the prior notations, we recall that by a suitable scaling, we may assume that f (t) (see (50)) is an absolutely convergent Fourier series such that |f | 2 has positive mean.
Claim 4: For any positive α < β there exists t 0 = t 0 (α, β, A) > 0 such that for each t > t 0 a point y ∈ (αt, βt) exists so that |f (y)| ≥ A/2.
Proof: Since (αt, βt) = ( α β (βt), βt), we can always reduce to the case β = 1 simply by rescaling. So, we will assume β = 1 > α.
The proof is by contradiction. Thus, we assume there exists some α < 1 such that for any t 0 there exists T = T (t 0 ) > t 0 satisfying the property that |f (y)| < A/2 for all y ∈ (αT, T ).
Let ε ∈ (0, A) be arbitrary. Parseval's identity (51) implies there exists t 0 = t 0 (ε) > 0 such that
Replacing t 0 by t 0 /α > t 0 , we next choose for t the number T (t 0 /α)(> t 0 /α). By the property satisfied by T (t 0 /α) as specified above, (60) now must imply the following:
Now take the limit as ε → 0. We would then be forced to conclude that A ≤ αA + (1 − α)
· A < A since α < 1, a contradiction. This completes the proof of Claim 4. ♦
We apply Claim 4 as follows. The first point is the choice of function that plays the role of f (t). This depends upon whether we want to find
To fix the discussion we provide details for the first possibility and leave to the reader the entirely analogous discussion for the second possibility. Thus, we now set (applying notations introduced in the proof of Theorem 5)
β r2 e iτr 2 t2 .
We also set A i = mean value of |f i | 2 for each i. We next introduce parameters κ ′ > κ > 1, and impose the condition that the sequence x k = (x k,1 , x k,2 ) that we want to construct should satisfy the property
We then apply Claim 2 to the function f := f 1 (t 1 ). This gives us an unbounded sequence y k,1 such that f 1 (y k,1 ) ≥ A 1 /2. Next, we apply Claim 4 to the function f := f 2 (t 2 ) with (α, β) = (κ, κ ′ ), and think of each y k,1 as a value assumed by the variable t in the statement of Claim 4. Thus, there is an index k 0 such that for any k > k 0 , a point y k,2 ∈ (κy k,1 , κ
Setting x k,i = e y k+k 0 ,i , for all k ≥ 1 and each i, then gives (61).
Having constructed x k satisfying both (61) and
we now show that for any κ > 1 there is a nontrivial lower bound for H(x k ) (see (57)):
To do this, we adapt the method from ( [Li] , §6). It suffices to form the line segments connecting Q 1 to each point P ∈ X := {Q 2 , Q 3,1 , . . . , Q 3,n }. Each segment is perpendicular to a line with positive slope ρ(Q 1 , P ). Defining ρ * = max P ∈X ρ(Q 1 , P ). A straightforward computation shows that ρ * = 1. For any κ > 1, it is now easy to verify that the following order relations are satisfied as k → ∞ whenever x k satisfies (61):
Combining these properties with (57) then proves (62).
We now have all the ingredients needed to finish the proof of Theorem 6 in the latticelike case. Adapting the prior argument for the pointed distance function, we set
Next, we note that if e(F ) ≥ 1/2, then Hypothesis D 2 implies that for any δ ∈ ∆(F x k ) :
) for each k, and, in addition, each
where the implied constants are all uniform in k. Combining (66) and (67), we conclude:
Exactly as in the pointed distance case, the argument that implies (53) now gives us the estimate
and so, the lower bound (uniformly in k):
For any ε, we now show that
.
By hypothesis we note first that
As in the proof of Theorem 5, the definition of e(F ) implies that for any ε > 0,
Since κ < κ ′ are parameters, we can choose them in any manner that suits us. In particular, we can choose N ≫ 1 so that setting ε ′ = ε/N and choosing κ ′ = 1 + ε ′ , two properties will be satisfied. First, the exponent of x k,2 on the right side of (69) is positive. Second, this exponent satisfies:
1 + e(F )(
It follows that if Hypothesis D 2 is satisfied, e(F ) ≥ 1 2 , and x k satisfies (61), then for all k :
This completes the proof in the latticelike case.
The nonlatticelike case.
We start with explicit series expressions for each of the series on the right side of (56). Define
Thus,
k1≤x1,k2≤x2
The nonlatticelike case implies, via Delange's Tauberian theorem, the existence of a, b > 0 such that
Moreover, if all but finitely many h k (i) have the same sign, then Delange's theorem also implies there exists c(i) such that H i (x) ∼ c(i)x ρi . However, if infinitely many h k (i) differ in sign, then there is an oscillation in the H k (i) that is approximated as follows (see [Te] , t. II §1 pg. 127):
In either event, we are then able to identify regions in which, for example, x Q1 is the dominant monomial exactly as in the latticelike case. That is, by restricting x to the region (61), we deduce:
Once we know this, the argument that proved (68) and (69) 
This completes the proof of Theorem 6 in the nonlatticelike case.
Remark 10: i) The symmetry between Q 1 , Q 2 tells us that a sequence x k in the proof that corresponds to the choice of Q 2 is constructed as in the proof of Claim 4, but with a choice for the parameter ρ so that ρ < min P ρ(Q 2 , P ) ∀ P ∈ {Q 1 , Q 3,1 , . . . , Q 3,n }. Choosing arbitrarily 1 < κ < κ ′ , we would then work in the region x κ 2 < x 1 < x κ ′ 2 . It is also clear from the discussion that many other sequences x k could be used to prove the lower bound of Theorem 6. We have merely used one sequence to illustrate our method.
ii) The apparent sharpness of the estimate in Theorem 6 decreases as e(F ) increases. That is, we fall below the conjectured lower bound once e(F ) exceeds n/2. One reason for this is our bound of 1 for the factor i (1 − λ ki /x ki ) in H(x k ). A second reason is the bound for δ i . Presumably, fewer elements of ∆(F x ) will be as large as max{x i } because of the increasing density of the sets F x . What Theorem 6 shows is that these imprecisions are significant only when e(F ) > n/2. A better understanding of this would seem to be an interesting goal for future work.
iii) A different, but technically more difficult, approach would be to replace m 1 −m 2 2 by m 1 −m 2 in the definition of ζ 2 (F , s) , and then prove the same properties for this alternative Dirichlet series. This would make it possible to extend Theorem 6 to those F satisfying e(F ) > n/2. However, this also seems to be a rather delicate problem since the behavior of such a zeta function, restricted to any "thin" cone near the diagonal, does not yet seem possible to describe with sufficient precision.
3.3
Self-similar subsets of Ar'nold's Sail Let K denote a totally real algebraic number field of degree d over Q. Starting with the work of Ar'nold [A] , much attention has been given to the combinatorial/geometric features of a convex polyhedron that has come to be known as Ar'nold's sail (though a similar idea can be traced back much further to Klein). Our interest here is more analytical in nature.
We want to define a self-similar subset of the sail and study its associated zeta function. There will be, however, three basic differences with the properties used in §2. First, the linear mappings of the self-similarities are not orthogonal (with respect to any Euclidean norm). Instead, they are hyperbolic. Second, although there is a norm that appears quite natural to use in this setting (see (72)), this quadratic polynomial is not invariant with respect to the self-similarities. This would not be a serious issue if there were only finitely many similarities. However, the third difference is that there are actually infinitely many similarities that belong to a finitely generated abelian group. These differences are, so far, an obstacle to extending our main result, Theorem 10, to the entire sail.
Despite these differences, we are able to define what appears to be a reasonably interesting selfsimilar set. Associated to this set is a zeta function with a halfplane of absolute convergence. Our goal here is to prove a basic analytic property of this zeta function. In particular, Theorem 10 shows that it can be continued outside the halfplane as a meromorphic function on C with a polar locus, whose distance to R is approximated by a logarithm of the largest eigenvalue of one of the self-similarities. In addition, we determine explicitly its largest real pole. These are possible because there is a fundamental domain for the group action, and a hypothesis that asserts the compactness of the domain, which is satisfied in many situations (see [K] , [L2] ).
By definition, the Ar'nold sail V is the boundary of the convex envelope of the set of integral points m ∈ Z d that belong to the interior of a certain simplicial cone C K . To define this cone, we start with any given Q basis {1, ω 2 , . . . , ω d } of K, and let {K (i) } i denote the d embeddings of K ֒→ R. The spanning set of 1−simplices of C K are the vectors w 1 , . . . , w d ∈ R d where
2 , . . . , ω
and
A basic property of the basis B := {w i } is that it is "split" over K. That is, for each ξ ∈ K, the representation of K, T (ξ) :
Denoting by a, b the usual scalar product on R d , the cone
is then said to be "split". Each face (of maximal dimension d − 1) of the cone contains no point of
Implicitly, it is understood that V depends upon the choice of B.
Remark 11. Examples of this construction have been worked out in many cases for small values of d (e.g. d = 2, 3). We refer the interested reader to the articles [K] , [L1] , [L2] , and the thesis [Mou] . There is an infinite group, of a particularly simple structure, that acts upon V. To define this, we first set M to denote any order of K (i.e. a Z module of K of rank d which is also a ring), and denote the group of totally positive units of M by U M . Thus,
A basic structure result for U M is as follows (see [BS] ).
A Pisot basis for U M consists of a set of multiplicatively independent units ε 1 , . . . , ε d−1 for which (after a permutation, if needed, of the real embeddings of K)
A fundamental result of Pisot [P] is the following.
Theorem 8. A Pisot basis exists for any order of a totally real number field.
We next observe the useful fact.
Lemma 5. For any ε ∈ U M , the matrix of T (ε) with respect to a basis for M belongs to Sl d (Z).
That is, the matrix of T (ε) has integral entries when computed in this basis. Since its determinant equals 1, the matrix belongs to Sl d (Z).
We then define an action of ε on R d , for any ε ∈ U M , by setting
where T (ε) is the above matrix in
In the rest of the discussion, we fix M to equal O K , the ring of integers of K. We then choose as a basis for M elements of the form 1, ω 2 , . . . , ω d , which extend to give a basis for K over Q as a vector space. Defining the vectors w 1 , . . . , w d , as above, we obtain a split basis for K, with which we define the cone C K . It now follows that for any ε ∈ U M (M = O K ):
where the matrix of the t T (ε) action with respect to the {w j } is the diagonal matrix
The set V, as the boundary of the convex envelope determined by Z d ∩ Int C K , is fixed by the action of each linear mapping T (ε), ε ∈ U M . This follows from the fact that under T (ε), both Int C K and Int C K ∩ Z d are left invariant, as is the convex closure of the latter set inside the former. Thus,
By definition, a norm function for the cone (see [L1] ) is
Applying the preceding action by the units in U M , we see that
In particular, q V need not be invariant under the action of this group.
The final preliminary remark that we will need concerns the existence of a fundamental domain for the action of
Adapting the argument of Shintani [Sh] , Lachaud [L1] observed the following.
Theorem 9. D is a polyhedral subcone of C K such that:
(ii) There exists a finite set Σ of faces of V so that
(iii) For each face σ of V (of any dimension), there exists ε ∈ U M and face τ of D such that
We now restrict attention solely to a "positive cone" of U M , defined in terms of a Pisot basis
Indeed, the fractal subset F of V in which we are interested is as follows:
We now impose a nondegeneracy condition upon V that was first used in [K] .
Hypothesis S : Each face of V is a compact set.
A consequence of Hypothesis S is our main result, which follows from part (iii) of the above theorem and the fact that only finitely many faces of D exist. has a meromorphic continuation to the entire s plane with polar locus a subset of
In particular, the first real pole occurs at s = 0. On the vertical line σ = 0, the distance of any nonreal pole to the σ axis is at least min{2/ ln ε For given x ∈ F 0 , we set [x] = {ε · x : ε ∈ U + M } ∪ {x}, and will refer to this set as the orbit of x. Although it is clear that F = ∪ x∈F0 [x], we need to be more precise about the parametrization ε → ε · x of points in [x] in order to analyze the zeta function of F . The underlying problem here is that [x] ∩ [y] = ∅ can occur but this need not imply that y ∈ [x]. So, we must be careful that we do not include points of F more than once in the series defining ζ(F , s) if they happen to belong to [x] ∩ [y]. Thus, each element of the three sets forming the partition
needs to be parametrized exactly once.
This defines an equivalence relation on F 0 . Indeed, the fact that the relation is transitive is easy to check. To say that y 1 ∼ y 2 (resp. y 2 ∼ y 3 ) means that there exist
Letting X denote a set of distinct representatives of the classes C of X (C ⊂ F 0 ), and setting
it follows that
We observe that since each T (ε) is computed via the basis B, it follows that no eigenvalue of T (ε) can equal 1. Thus, there are no fixed points and
This implies that if ε 1 · x = ε 2 · x = y, then ε 1 = ε 2 .
By the above discussion, for each of the finitely many x x x = (x, y) ∈ C 2 (x = y), there exists a
Thus, for each such x x x :
It follows that:
+ , then by permuting indices we may assume there exists
Now, setting x = y 0 and denoting the elements of C as C = {y 0 , y 1 , . . . , y k }, we then apply the preceding reasoning to characterize each of the constituents of a partition for F C . In this way a straightfoward induction argument, left to the reader as an exercise, shows the following.
Theorem 11. There exist finitely many subsets
We can now apply Theorem 11 to analyze the fractal zeta function
once we know the following. 
Since z = zΩ −1 Ω, it follows that
and ||z|| 2 ||Ω|| 2 ≤ ||zΩ −1 || 2 .
Thus, ||zΩ −1 || 2 = r implies ||z|| 2 /||Ω|| 2 ≤ r.
From this, it follows that
We therefore conclude that if σ − For any fixed class C, we now apply Theorem 11. Using the notation from part iv of this theorem, we first define ζ u (F C , s) = This reduces our original problem to the meromorphic continuation of a single ζ u (F C , s). Since ζ u is entire if the set over which one sums is finite, we may always assume that J u = ∅.
We now fix any such u. Our Theorem 10 follows from the following result: In particular, the first real pole occurs at s = 0. On the vertical line σ = 0, the distance of any nonreal pole to the σ axis is at least min{2/ ln ε
r : r = 1, . . . , d − 1}.
Proof: For any m = ε ε ε E · y u ∈ M u , q(ε ε ε
and since C is a split cone, for each k,
(E = (e 1 , . . . , e d−1 )).
Since the ε i form a Pisot basis, each ε
i , k ≥ 2. This allows us to identify a dominant term in the expression for q(ε ε ε E · y u ). First, we define:
Evidently, q(ε ε ε E · y u ) = r∈Ju (ε
r ) 2er ξ 1 (ε ε ε E · y u ) + k≥2 ξ k (ε ε ε E · y u ), and the bracketed factor of ξ 1 (ε ε ε E · y u ) → ∞ whenever for any r ∈ J u , e r → ∞. Moreover, it is easy to verify that there exists B > 0 such that for each k ≥ 1, 0 < |ξ k (ε ε ε E · y u )| < B uniformly in ε ε ε E · y u ∈ M u .
Setting µ(ε ε ε E · y u ) = r∈Ju (ε
we now write q(ε ε ε E · y u ) = µ(ε ε ε E · y u ) · 1 + ν(ε ε ε E · y u ) µ(ε ε ε E · y u ) , so that for σ > σ 0 ζ u (F C , s) = ε ε ε E ·yu∈Mu 1 + ν(ε ε ε E ·yu) µ(ε ε ε E ·yu) −s/2 µ(ε ε ε E · y u ) s/2 .
For each K ≥ 1, we next observe that there exists at most a finite set
uniformly in E.
Indeed, since ν(ε ε ε E · y u ) is bounded uniformly in E, say by the positive constant B, it suffices to choose E so that it lies outside the bounded subset r∈Ju 2e r (1 − 1 2K ) · ln(ε
r ) ≤ ln 2B.
Restricting, initially, E to lie outside H K , we can now apply a variant of the "décalage" method from [E] . The first step uses the binomial series to write 1 + ν(ε ε ε E · y u ) µ(ε ε ε E · y u ) −s/2 = 1 + (−s/2) · ν(ε ε ε E · y u ) µ(ε ε ε E · y u ) + · · ·+ −s/2
where the following estimate is uniform over
It follows that the series .
Introducing the notation
the series on the right side converges absolutely, and is therefore analytic, if σ + 2K − 1 > 0 since it differs by finitely many terms (only) from the series ,
which is evidently analytic if σ + 2K − 1 > 0. Thus,
is analytic in the halfplane σ + 2K − 1 > 0.
The second step extends this result to the other terms on the right side of (82). The first observation is that for any n ∈ [0, K − 1], the series ε ε ε E ·yu∈M ′ u ν n (ε ε ε E · y u ) µ(ε ε ε E · y u ) s 2 +n and ε ε ε E ·yu∈Mu ν n (ε ε ε E · y u ) µ(ε ε ε E · y u ) differ by an entire function of s (that depends upon n < K). So, it again suffices to work with the series over M u . Using the notation introduced above, we then observe that ν(ε ε ε E ·y u ) resp. µ(ε ε ε E ·y u ) can be written as a polynomial resp. monomial 
1 , y u 2 .
It is also clear that the set a E ′ (k) : ε ε ε E · y u ∈ M u is finite since E ′ is confined to a bounded interval.
Since ν(ε ε ε E · y u ) is uniformly bounded by (81), it follows that
Evidently, the series on the right side of (85) .
Thus, the series on the left of (85) certainly converges absolutely when σ > −2n. Confining s to this halfplane temporarily, we then show that this series is meromorphic on the entire s plane by using (84) and an explicit evaluation. Indeed, a routine exercise, left to the reader, shows that there exists a finite set I n (i.e. of vectors I ∈ Z d−1 + such that |I| = n), and for each I ∈ I n there is a vector θ r (I) r∈Ju ∈ (1, ∞) #Ju such that ε ε ε E ·yu∈Mu ν n (ε ε ε E · y u ) µ(ε ε ε E · y u ) .
It is also straightforward to verify that if I = (i 2 , . . . , i d ) ∈ I n , then for each r ∈ J u :
The constants C I (E ′ ) are of no significance here, so no further precision about them is needed.
It is therefore evident that each series in E ∞ can be evaluated exactly as in (83). The result one obtains, after an easy calculation left to the reader, is a meromorphic function for each I ∈ I n , whose polar locus consists of the roots of the equation
r − 2i k ln ε (k) r = πim for some r ∈ J u , k ≥ 2, and m ∈ Z.
Thus, ζ(F C , s) is, indeed, a meromorphic function in the halfplane σ > −K + 1 2 with poles contained in the set defined in the statement of the theorem. This completes the proof. ♦
