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理分野における Convolutional Neural Network(CNN)をはじめとした深層学習による目覚まし
い成果を背景として、CNN によって得られた特徴量を用いる異常検知手法が提案されてい
る。得られた特徴量に対して、Gaussian Mixture Model(GMM)による密度推定等が異常検知




































第 2 章 関連技術 
本章では、本研究に関連する技術として、 Principal Component Analysis(PCA), 
AutoEncoder(AE)に代表される次元削減を始めとして、Kernel Density Estimation(KDE), 
Gaussian Mixture Model(GMM)のような密度推定や One Class Support Vector Machine(OC-
SVM)、並びにトラッキング技術、OpenPose[1] といった姿勢推定技術や、Generative 
Adversarial Network(GAN), Variational AutoEncoder(VAE)のような生成モデル、さらに本分野
































AutoEncoder は図 2.1.2 にあるように Encoder と Decoder の二つに分かれている。Encoder
は入力データを潜在変数へと圧縮する一方で、Decoderは潜在変数から入力データを復元す
るような出力を行う。そのため、Encoderによって圧縮される潜在変数には、入力データの
情報がより少ない次元で Decoder の可能な範囲で含まれている。よって学習された Encoder
を用いることで次元圧縮が可能になる。 
 
図 2.1.2 AutoEncoderの概要 [10] 
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また、AutoEncoderの層を全結合層ではなく畳み込み層に変更することで、画像等に対し
てより効率よく学習出来るようになった Convolutional AutoEncoder といった派生もある他、
潜在変数に確率分布を導入することで未知のデータについても生成できるようになった
Variational AutoEncoderもある。Variational AutoEncoderについては、後の項で述べる。 
  
2.2 密度推定 








図 2.2.1 KDEの概要 [9] 




















 図 2.2.2 GMMによる異常検知 [21] 
 
2.3 One Class Support Vector Machine (OC-SVM) [30] 
















2.4.1 Simple Online and Realtime Tracking (SORT) [7] 
 SORTは、複数物体追跡の手法の一つである。SORTでは、動画の各フレームの物体検知
結果に対して、Kalman Filter を Hungarian Algorithmを用いることで、人物を始めとした物体
の追跡・ラベリングを行うことが出来る。ここで、Kalman Filterとは、各物体に対して過去







② 各追跡対象の現フレームにおける位置を、Kalman Filterにより予測 
③ 現フレームの映像から物体を検知 
④ ②で得られた各追跡対象の Bounding Boxと、③で得た実際の物体の Bounding Boxか
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ら物体検出指標である Intersection over Union(IOU)を計算する。この IOU の大きいペ















2.5  姿勢推定 
2.5.1 OpenPose: Realtime Multi-Person 2D Pose Estimation using Part Affinity Fields [1] 
 
図 2.5.1  Z. Caoらの姿勢推定手法の概要図 [1] 
Z. Cao らが提案した姿勢推定手法について述べる。本手法では、Part Affinity Fields と呼





及び「部位間の関連度」を示す(c)Part Affinity Fields を求め、(b), (c)を元に(d)の Bipatitle 
Matchingによって(e)の結果を得る。 
以下のようなネットワーク構造を用いて学習することで、入力画像から(b)Part Confidence 
Maps，及び(c)Part Affinity Fieldsを計算する． 
 13 
 
図 2.5.2 Z. Cao らの手法におけるモデル構造 [1] 
本手法では、CNN のモデルの一つである VGG-19 を使って得た特徴マップ F から，図
2.5.2のようなモデルを用いて，同図 Branch1で Part Confidence Maps𝑆𝑡、同図 Branch2で Part 
Affinity Fields𝐿𝑡を求める。その後、求めた Part Confidence Maps𝑆𝑡，及び Part Affinity Fields𝐿𝑡
から、各部位同士のマッチングを行う。このマッチングは、NP 困難な問題となるため 2つ
の緩和策を導入している。一つ目は、各部位に隣接する部位の情報を与え、その間のみの問




2.6.1 Generative Adversarial Network (GAN) [13] 






知のデータ生成を行える生成モデルである。GAN の他にも、後の項で述べる Variational 
AutoEncoder がまた生成モデルの例として挙げられる。GAN は学習が不安定とされている
が、近年 GAN をベースにした手法が盛んに提案されている。 
 説明のため、GAN の構造に CNN を合わせた DCGAN の構造について以下に述べる。図
2.6.1 に示す通り、GAN をベースとした手法は Generator と Discriminator の二つの構造を持
っている。Generator はランダム生成する等したベクトルから訓練データと同じようなデー




うになる。一方で Discriminator はより高いレベルで Generatorの出力と訓練データを識別出
来るように学習される。 
 
図 2.6.1 DCGAN の構造 [14] 
異常検知分野においても GAN を用いた異常検知を行う最初の手法とされる AnoGAN[26]
や、より高速化された EfficientGAN[27]等が提案されており、近年 GAN に関連した手法の
提案が増えている。 
 
2.6.2 Variational AutoEncoder (VAE) [8] [20] 










ある Q(z|x)は平均 μ(x)と分散 Σ(x)から作成される正規分布であるため、Q(z|x)=N(μ(x), Σ(x))
と表せる。VAEでは Q(z|x)と、zの事前分布と仮定する標準正規分布(=N(0, 1))との距離（＝
KL ダイバージェンス）に加え、通常の AutoEncoder と同様に再構成誤差を最小化するよう
に学習する。 
 一方で、以上では Encoderが直接求めるのは潜在変数の分布であるため、この確率分布か
ら適当な潜在変数 z のサンプリングをすることになる（図 2.6.2.1 における点線）。しかし、
サンプリングを行う場合、誤差逆伝播法による学習が行えない。そこで VAE では、サンプ
リングではなくランダムなノイズを加えることで、計算によって z を求めることが出来る
ようにしており、これは Reparametrization Trickと呼ばれる。Reparametrization Trickにより、
zをサンプリングで求めることなく、下記の式で求めることが出来る。 
z = μ＋εσ(ε～N(0, 1)) 式(2.5.2) 
 
 
図 2.6.2.2 VAEにおけるサンプリングの回避(Reparametrization Trick) [20] 
 
2.6.3 U-net [11] 





図 2.6.3 U-netの概要[11] 







2.7.1 ROC 及び AUC [6]  




表 2.7.1 予測クラスと真のクラスの関係 
 真のクラス 
予測クラス 
 正 負 
正 TP FP 
負 FN TN 
 TP・FP・FN・TNの説明は以下の通り。 
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TP (True Positive): 
 真陽性。正のデータを正しく正と識別出来た数。 
FP (False Positive): 
 偽陽性。負のデータを誤って正と識別した数。 
FN (False Negative): 
 偽陰性。正のデータを誤って負と識別した数。 












 ROC の算出方法について以下に説明する。ROCは、TP 率と FP 率を用いて計算すること
が出来る。TP 率と、FP 率については、TP・FP・FN・TNを用いて以下で表せる。 
True Positive Rate (TP 率)：TP/(TP+FN) 
False Positive Rate (FP 率)：FP/(FP+TN) 





 TP 率と FP 率はそれぞれ、クラス内のデータ数の総和を元に計算される。そのため、クラ
ス間のデータ数の偏りの影響を受けない。 
 ROC は、この TP 率と FP 率をプロットすることで作成することが出来る。多くの異常検
知モデルでは最終的に異常スコアを算出する。その後、算出された異常スコアに対して閾値
を設定し、異常スコアが閾値を超えれば異常、閾値を超えなければ正常と判断する。この結
果から、TP 率と FP 率を求めることが出来る。この閾値を変化すれば、TP 率と FP 率も(0, 




図 2.7.1 ROC 曲線の例 [6] 
 この ROC 曲線と x 軸 y軸で囲まれた部分の面積を AUC と呼び、図 2.7.1中灰色で示され
た部分の面積に相当する。AUC は 1 に近いほど性能が良い。ランダムな結果を出力するモ




















3.2.1 CNN による特徴量を用いた異常検知手法 [5] 
 近年提案された特徴量ベースの手法として、R. Hinamiらが提案した手法[5]が挙げられる。


















3.3.1 Conv AE による画面再構成を用いる異常検知 [4] 
 M. Hasan らが提案した手法では、Convolutional AutoEncoder(Conv AE)による画面の再構成
誤差を異常検知に応用する。図 3.3.1に示すように、本手法では、通常映像の数フレームに









図 3.3.1 M. Hasan らの手法における Conv AE の概要図 [4] 
 









図 3.3.2 W. Liuらの異常検知手法の概要図 [2] 
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 姿勢推定の対象とする映像データセットは以下の表 4.2.1.1及び図 4.2.1.1に示す撮影条件
によって撮影を行う。実際の映像監視を想定し、4K ネットワークカメラを 2m の高さに設
定した。その後、カメラから 20m～70m 以上の間で人物が移動する。人物は 10m 刻みに距
離を変えて数秒間停止し、40m以降は 5m間隔で距離を変更する。 
 以上の条件によって撮影された映像シーケンスの例を図 4.2.1.2に示す。 
 
表 4.2.1.1 4K映像データセットの撮影条件 
解像度 3840x2160 
フレームレート 30fps 
動画時間 15 秒 





図 4.2.1.1 撮影設定 
 
図 4.2.1.2 撮影シーケンス例 
 
4.2.2 実験環境 




いるため、IP 伝送にて 4K映像を取得した。 
 







を入力できない。そこで本実験では、図 4.2.3.1 に示すように 4K 映像を 9 分割してそれぞ





図 4.2.3.1 4K映像の分割 
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解像度ごとの姿勢推定の精度評価の基準として、以下の二つの判定基準を使用した。 
⚫ 判定基準(1): OpenPoseが人として認識するか否か 







(a) 判定基準(1) 左: OK、右: NG 
  
(b) 判定基準(2) 左: OK、右: NG 
図 4.2.3.2: 姿勢推定の二つの判定基準 
 
4.2.4 評価実験結果 



















図 4.2.4: 姿勢推定の解像度ごとの精度評価結果 
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表 4.2.4: 距離毎の画像内に人物が占めるピクセル数 
距離 4K[px] 2K[px] 
20m 82x270 41x135 
30m 60x188 30x99 
40m 44x140 22x70 
45m 38x126 19x63 
50m 34x110 17x55 
55m 32x100 16x50 
60m 30x92 15x46 
65m 26x86 13x43 
70m 24x80 12x40 
  
 




OpenPose や SORT を活用することで、監視映像から各人物の姿勢情報を取得し Bounding 






5.2 OpenPose を活用した姿勢情報を用いた異常検知手法 (提案手法) [32] [33] 
 提案手法である、OpenPose を活用した人物姿勢情報を用いた異常検知手法について説明
                                                        
1 本章は以下の文献に基づいている。 
[一原賢吾, 竹内健, 甲藤二郎, "姿勢推定を活用した人物姿勢に基づく異常行動検知システ
ムの精度評価," 電子情報通信学会ソサイエティ大会, 2019年 9月] 
[Kengo Ichihara, Masaru Takeuchi and Jiro Katto, "Accuracy Evaluations of Video Anomaly 





ける人物の異常行動検知を行う。図 5.2.1 は本手法の全体概要を示しており、図 5.2.2 は処
理フローを示している。本手法は図 5.2.2にあるように複数のステップから成り立つ。まず、
OpenPose を用いて映像データに対して姿勢推定を行う。次に、得られた姿勢情報に対して







図 5.2.1 姿勢情報を活用した異常検知システムの概要 
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図 5.2.3 OpenPose の適用例 
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図 5.2.4 取得出来る姿勢情報 [24] 
 
(2) 姿勢情報の正規化・Bounding Box の作成 
図 5.2.4のように取得出来る姿勢情報のうち、頭部には複数の関節点があるが、取得に失
敗しやすい部位でもある。取得失敗によるノイズの軽減のため、頭部の関節点を一つの関節






が、図 5.2.6 に示すように人物の左上を 0、右下を 1 とするように正規化を行う。これらの
正規化は、人物の姿勢の細部についてより反映されやすくさせる目的がある。次に、正規化
によって失われた「画面全体において人物がどの位置にいるのか」を、Bounding Box によっ
て補間する。Bounding Box は、最小の x, y座標と最大の x, y座標からなる 4点で構成され




 図 5.2.5 姿勢情報から Bounding Boxの作成  
 
図 5.2.6 姿勢情報の正規化 
(3) SORT による人物トラッキング 
前項までで得られた姿勢情報と Bounding Box はあくまで各フレームのデータであり、こ
のままでは人物ごとの異常検知を行うことが出来ない。そのため、人物トラッキングによ




(4) 姿勢情報と Bounding Boxの結合 
前項までの姿勢情報と Bounding Boxの情報を結合する。また、得られた人物データ数が
想定しているシーケンス数よりも少ない場合、姿勢推定における誤検知の可能性が高いた





















𝑎(𝑥) = −𝑙𝑛 𝑝(𝑥|𝐷)  (5.2.1) 















(1) 通常シナリオ  
図 5.3.2.1 に通常シナリオの概要図を示す。羽田空港国際線ターミナルにて 4K ネットワ
ークカメラを設置し、これを PCとネットワーク接続する。監視映像を想定しネットワーク






図 5.3.2.1 通常シナリオ概要図 
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図 5.3.2.2 撮影された通常シーケンス例 
 











図 5.3.2.4 撮影された異常シーケンス例 
(3) データセット補足 





図 5.3.2.5 映像中における実際の監視領域 
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表 5.3.2 映像データセット詳細 
解像度 1920x1080 
フレームレート 30 fps 
訓練データ数 4,229 枚 
評価データ数 1,993 枚 
「うずくまる」データ数 566 枚 
「手を振る」データ数 443 枚 
「ジャンプ」データ数 434 枚 










(1) 比較手法 1:  
比較手法の一つとして、Convolutional AutoEncoder(Conv AE)ベースの手法[4]を実装した。
関連研究の節にて述べた通り、本手法では Conv AE による再構成画像と、実際の画像との
誤差を異常スコアとする手法である。元論文に合わせて、各ピクセルは RGB の 3次元では
なくモノクロの 1次元の再構成とした。 
以下に、比較手法 1における Conv AE による再構成の例を示す。 
 






(2) 比較手法 2:  




た[5]では、特徴抽出器として Microsoft COCO[15]で学習された AlexNet[16]を使用している
一方で、本手法では ImageNet[17]で学習された Resnet152[18]をネットワークモデルとして






 評価実験結果を図 5.3.4.1および図 5.3.4.2に示す。図 5.3.4.1は、羽田データセットにおけ
る提案手法、及び比較手法(1)・(2)の ROC曲線である。また、図 5.3.4.2 は ROC曲線から算






















図 5.3.4.1 各手法の ROC曲線 
 


















 ShanghaiTech Dataset は異常検知用のデータセットである。そのため羽田データセットと
同様に、通常行動のみで構成される通常シナリオと、異常行動を含む異常シナリオが用意さ
れており、それぞれ以下のような映像で構成される。 
















解像度は 856x480 で提供されている。図 5.4.2.2 にある通り、異常行動は複数例用意されて




表 5.4.2に shanghaiデータセットのデータ数や解像度を含めた詳細を示す。 
  
  
図 5.4.2.2 異常シーケンス例 [29] 
 
表 5.4.2 shanghaiデータセット詳細 
解像度 856x480 
フレームレート 24 fps 
訓練データ数 274,925 枚 






た、既存手法との比較として、W. Liuらの手法[2]やW. Luoらの手法[3]についてもその AUC
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比較を行った。[2]と[3]については実装を行っておらず関連研究に述べた通りであるため、




 評価実験結果を図 5.4.4.1および図 5.4.4.2に示す。図 5.4.4.1は、ShanghaiTech Datasetにお
ける提案手法、及び Conv AEベースの比較手法の ROC 曲線である。実装を行ったのがこれ




図 5.4.4.1および図 5.4.4.2から、提案手法が ShanghaiTech Dataset上で高い異常検知精度を
得ていることが分かる。U-netを用いた手法[2]は昨年までの SOTA な手法であるが、それと
比べても非常に近い精度を得ていることが分かる。更に従来のデータ再構成を用いる手法
























図 5.4.4.1 ShanghaiTech Datasetにおける提案手法と Conv AE ベース手法の ROC 曲線 
 























 ShanghaiTech Dataset のある地点のシーケンスのみを学習対象とする。学習対象と同じ場
所で撮影された異常シナリオと、学習対象と違う場所で撮影された異常シナリオ全ての二
種類を評価用シーケンスとする。 














表 5.5.2 データセット詳細 
解像度 856x480 
フレームレート 24 fps 
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訓練データ数 70,079 枚 
評価データ(1) データ数 11,894 枚 




図 5.5.2.2 評価用データ(1)におけるシーケンス例 [29] 
  
  












評価実験結果を図 5.5.4.1 および図 5.5.4.2 に示す。図 5.4.4.1 は ROC 曲線から算出した
AUCと、評価用データ(1)、(2)における AUCの差をそれぞれ示している。図 5.4.4.2は、評
















(a) 評価用データ(1)における ROC曲線 
 
 
(b) 評価用データ(2)における ROC曲線 
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