Coding schemes are presented that provide the ability to correct computational errors in the L1-metric while using dot-product engines for integer vector-matrix multiplication.
I. INTRODUCTION
We consider the following computational model. For an integer q ≥ 2, let Σ q denote the subset [q⟩ = {0, 1, . . . , q−1} of the integer set Z. Also, let ℓ and n be fixed positive integers. A dot-product engine (in short, DPE) is a device which accepts as input an ℓ×n matrix A = (a i,j ) i∈[ℓ⟩,j∈[n⟩ over Σ q and a row vector u = (u i ) i∈[ℓ⟩ ∈ Σ ℓ q , and computes the vector-matrix product c = uA, with addition and multiplication carried out over Z. Thus, c = (c j ) j∈[n⟩ is an integer vector in Z n (more specifically, over Σ n ℓ(q−1) 2 +1 ). In the applications of interest, the matrix A is modified much less frequently than the input vector u (in some applications, A is determined once and then remains fixed, in which case only u is seen as input).
In recent proposals of nanoscale implementations of a DPE, the matrix A is realized as a crossbar array consisting of ℓ row conductors, n columns conductors, and programmable nanoscale resistors (e.g., memristors) at the junctions, with the resistor at the junction (i, j) set to have conductance, G i,j , that is proportional to a i,j . Each entry u i of u is fed into a digital-to-analog converter (DAC) to produce a voltage level that is proportional to u i . The product, uA, is then computed by reading the currents at the (grounded) column conductors, after being fed into analog-to-digital converters (ADCs); see Figure 1 . For early implementations and applications of DPE's, as well as recent ones, see, for example, [2] , [4] , [9] , and [13] .
Inaccuracies while programming the resistors in the crossbar and noise while reading the currents are examples of factors that can affect the accuracy of the computation. Specifically, the actually-read row vector, y = (y j ) j∈[n⟩ ∈ Z n , may differ from the correct vector, c = uA. The error vector is defined as the following vector in Z n : e = (e j ) j∈[n⟩ = y − uA .
In such context of errors, we find it natural to define the number of errors to be the L 1 -norm of e:
In our case-where e is an integer-this norm is also referred to as the Manhattan weight of e, which equals the Manhattan distance between uA and y. The L 1 -metric has been studied This work was done in part while he was visiting Hewlett Packard Laboratories, 1501 Page Mill Road, Palo Alto, CA 94304 . ? quite extensively in the coding literature, along with its finitefield Lee-metric variant: see [1, Ch. 9] and [11, Ch. 10] (and Subsection IV-A below).
Another source of computational errors could be junctions in the crossbar becoming shorted due to faults in the programming process. In this case, the current read in the shorted column will be above some compliance limit ("∞"), which, in turn, will flag the respective entry in y as an erasure.
In the other extreme, a junction in the array may become non-programmable or get stuck at an open state, in which cases the respective entry in y could be off the correct value by as much as ±(q−1) 2 . Such errors could be counted through their contribution to the L 1 -norm of the error vector. Alternatively, if this type of errors is predominant, one could consider the Hamming metric instead.
In this work, we propose methods for using the DPE computational power to self-protect the computations against errors; we will treat here only the L 1 -metric, deferring the treatment of error-erasure correction in the Hamming metric to the full version of this paper [12] . 1 The first k (< n) entries in c = uA will carry the (ordinary) result of the computation of interest, while the remaining n − k entries of c will contain redundancy symbols, which can be used to detect or correct computational errors, assuming that the number of the latter is bounded from above by some design parameter. Specifically, the programmed ℓ × n matrix A will have the structure
where A ′ is an ℓ × k matrix over Σ q consisting of the first k columns of A, and A ′′ consists of the remaining n − k columns; the computed output row vector for an input vector u ∈ Σ ℓ q will then be c = (c ′ | c ′′ ), where the k-prefix c ′ = uA ′ (∈ Z k ) represents the target computation while the (n−k)-suffix c ′′ = uA ′′ (∈ Z n−k ) is the redundancy part. In this setting, A ′ and u are the actual inputs, and A ′′ will need to be computed from A ′ , e.g., by a dedicated circuitry, prior to-or while-programming A ′ and A ′′ into the crossbar array (yet recall that it is expected that A ′ will be modified much less frequently than u). The error decoding mechanism will be implemented by dedicated circuitry too. Clearly, we will aim at minimizing n − k given the designed error correction capability.
Observe that the contents of A ′′ depends on A ′ , but should not depend on u. In particular, A ′′ should be set so that the specified error correction capabilities hold when u is taken to be a unit vector. Thus, for every row index i, the set of (at least) q k possible contents of row i in A must form a subset of Σ n q that, by itself (and independently of the contents of the other rows in A), meets the correction capabilities.
Secondly, note that a given computed k-prefix c ′ = uA ′ can be associated with different (n−k)-suffixes (redundancy symbols) c ′′ = uA ′′ , depending on u. This is different from the common coding theory setting, where the redundancy symbols are uniquely determined by the information symbols 2 . In fact, in some of our coding schemes (such as the one presented in Subsection IV-B) we will be able to recover c ′ correctly out of y (which will suffice for our purposes), yet we will not necessarily recover c ′′ . This means that we will need to present the error correction specification of a DPE coding scheme slightly differently than usual; we do this in Section II below.
In Section III, we present methods for single-error correction in the L 1 -metric. Methods for multiple-error correction for that metric are then discussed in Section IV. We will mainly focus on a regime where the number τ of correctable errors is fixed (i.e., small) while n grows. Under these conditions, the required redundancy, n−k, of our methods will be of the order of τ · log q n. Moreover, both the encoding and decoding can be efficiently implemented; in particular, the decoding requires a number of integer (or finite field) arithmetic operations which is proportional to τ n (and the implementation can be parallelized to a latency proportional to τ ), where the operands are of the order of log 2 n bits long.
II. DEFINITIONS
For integer vectors x 1 and x 2 of the same length, we denote by d(x 1 , x 2 ) the L 1 -distance between them, namely,
Given Σ q and positive integers ℓ, n, and k < n, a DPE coding scheme is a pair (E, D), where 2 Moreover, while systematic encoding is a matter of preference in ordinary coding applications, in our setting it is actually a necessity: the benefits of using the DPE would diminish if post-processing of its output were required even when the output were error-free.
is the code induced by E and its members are called codewords.
} is a decoding mapping (the return value "e" will designate a decoding failure). Note that in the above definition, the decoding mapping D is not a function of A ′ (yet one could consider also a different setting where A ′ is known to the decoder).
Borrowing (somewhat loosely) classical coding terms, we will refer to n and k as the length and dimension, respectively, of the coding scheme. In the context of a given coding scheme, the k-prefix (respectively, (n−k)-suffix) of a vector x ∈ Z n will be denoted hereafter by x ′ (respectively, x ′′ ). This notational convention extends to ℓ×n matrices over Z, with A ′ (respectively, A ′′ ) standing for the sub-matrix consisting of the first k columns (respectively, last n − k columns) of an ℓ × n matrix A over Z.
Given nonnegative integers τ and σ, a coding scheme (E, D) is said to correct τ errors and detect τ + σ errors if the following conditions hold for every computed vector c = uA ∈ C and the respective read vector y ∈ Σ n Q .
That is, if the number of errors is τ or less, then the decoder must produce the correct result of the target computation; otherwise, if the number of errors is τ + σ or less, the decoder can flag decoding failure instead (but it cannot produce an incorrect result).
By properly defining the minimum distance of C, we can extend to our setting the well known relationship between minimum distance and correction capability. Specifically, the minimum distance of C, denoted d(C), is defined as the smallest L 1 -distance between any two codewords in C having distinct k-prefixes:
The following result then extends from the ordinary coding setting (we omit the proof).
be an encoding mapping with an induced code C, and let τ and σ be nonnegative integers such that 2τ +σ < d(C). Then there exists a decoding mapping D : Σ n Q → Σ k Q ∪ {"e"} such that the coding scheme (E, D) can correct τ errors and detect τ + σ errors.
The coding schemes that we present in upcoming sections are based on known codes, in particular known schemes for the Lee and Manhattan metrics-primarily Berlekamp codes [1, Ch. 9], [11, Ch. 10 ]. Yet certain adaptations are needed due to the fact that the computation of the redundancy symbols of the codewords in the induced code C = {c = u E(A ′ )} has to be done only through the computation of A ′ → E(A ′ ) (which is independent of u). Moreover, the alphabet, Σ q , of the entries of E(A ′ ) is smaller than the alphabet, Σ Q , of the codewords in C. Our coding schemes will be separable, in the sense that for each row index i ∈ [ℓ⟩, the contents (E(A ′ )) i will only be a function of A ′ i (and not of the rest of the rows in A ′ ); in fact, that function will be the same for all i, and will not depend on ℓ. It is expected, however, that the designed number of correctable errors, τ , will tend to increase with ℓ.
III. SINGLE ERROR CORRECTION IN THE L 1 -METRIC
In this section, we describe a DPE coding scheme, (E 1 , D 1 ), for correcting one L 1 -metric error.
Given an alphabet size q ≥ 2 and a code length n, we let m = ⌈log q (2n + 1)⌉ and k = n − m (thus, m will be the redundancy). Let α = (α 0 α 1 . . . α n−1 ) be a vector in Z n that satisfies the following properties.
(i) The entries of α are nonzero distinct elements in [2n+1⟩.
(ii) For any two indexes i, j ∈ [n⟩,
We will refer to the entries of α as code locators. Code locators that satisfy conditions (i)-(iii) can be easily constructed for every q ≥ 2 and n, except 3 when q is even and n = q m−1 /2: e.g., when q m−1 ≤ n, we can take 
where the remainder (the result of the "MOD" operation) is taken to be in [2n+1⟩.
It follows from (1) 
where (·) T denotes transposition and the congruence holds component-wise. Hence, for each codeword c = uA in the induced code C we have c · α T ≡ uAα T ≡ 0 (mod (2n + 1)) .
This, in turn, implies that for every two distinct codewords c 1 , c 2 ∈ C, (c 1 − c 2 ) · α T ≡ 0 (mod (2n + 1)) , and, therefore, by conditions (i)-(ii) we get that d(c 1 , c 2 ) = ∥c 1 − c 2 ∥ > 2, namely, that d(C) ≥ 3. We conclude from Proposition 1 that when using the encoding mapping defined by (1) to map A ′ into A = E 1 (A ′ ), we should be able to correct one error. Specifically, let y = (y j ) j∈[n⟩ = c+e = uA+e be the read vector at the output of the DPE, where e ∈ Z n has at most one nonzero entry, equaling ±1. From the syndrome of y,
we get: (mod (2n + 1) ) .
It follows that s = 0 when e = 0; otherwise, if e has ±1 at position j (and is zero otherwise), then s ≡ ±α j (mod (2n + 1) ) .
Hence, due to conditions (i)-(ii), the syndrome s identifies the error location j and the error sign uniquely. It can be shown by a sphere-packing argument that a redundancy of n − k = ⌈log q (2n + 1)⌉ is within one symbol from the smallest possible. We omit the details.
IV. LARGER MINIMUM L 1 -DISTANCES
In this section, we show how to extend the construction of Section III to correct more errors in the L 1 -metric. Our coding schemes will make use of Berlekamp codes, recalled next.
A. Lee-metric codes
Let p be an odd prime and let F = GF(p). Representing the elements of F as 0, 1, 2, . . . , p−1, the last (p−1)/2 elements in this list will be referred to as the "negative" elements in F . The Lee metric over F is defined similarly to the L 1 -metric over Z, using the following definition of the absolute value (in Z) of an element z ∈ F : if z is "nonnegative" then |z| = z, otherwise |z| = p − z.
Let n and τ be positive integers such that 2τ < p, and let h = ⌈log p (2n + 1)⌉. Also, let β = (β 0 β 1 . . . β n−1 ) be a vector of length n over the extension field Φ = GF(p h ) whose entries are nonzero and distinct and satisfy β i + β j ̸ = 0 for every i, j ∈ [n⟩. The respective Berlekamp code, C Ber = C Ber (β, τ ), is defined as the set of all row vectors in F n in the right kernel of the following τ × n parity-check matrix, H Ber = H Ber (β, τ ), over Φ:
Thus, C Ber is a linear [n, k] code over F with a redundancy n − k of at most τ h = τ ⌈log p (2n + 1)⌉.
The minimum Lee distance of C Ber is known to be at least 2τ + 1, and there are known efficient algorithms for decoding up to τ Lee-metric errors (see [1, Ch. 9] and [11, §10.6] ). These decoders typically start with computing the syndrome, s = yH T Ber , of the received vector y ∈ F n , and then implement a function D Ber : Φ τ → F n which maps s to the error vector e = D Ber (s). By sphere-packing arguments it follows that up to an additive term that depends on τ (but • E 1 is the encoding mapping as in Section III, with n therein replaced by n 1 (in particular, the remainder in the right-hand side of (1) is computed modulo p).
where the entries of the last column in A are given by 
not on n), the dimension of C Ber is the largest possible, for a given length n and number τ of Lee-metric errors to be corrected.
There is a close relationship between the construction presented in Section III and Berlekamp codes. Specifically, when n is taken so that p = 2n + 1 is a prime, then each row of A = E 1 (A ′ ) is a codeword of C Ber (α, 1), assuming that the entries of A and α are seen as elements of Φ = F = GF(2n+1). Consequently, the induced code C forms a subset of C Ber (α, 1). With this relationship in mind, we present coding schemes whose induced codes have minimum L 1distances 5 (Subsection IV-B) and above (Subsection IV-C).
B. Double-error-correcting coding scheme
Given the alphabet Σ q and the number of rows ℓ, let p > 3 be a prime, and define n 1 = (p − 1)/2, m = ⌈log q p⌉, n 2 = n 1 + m, and n = n 2 + 1. Our coding scheme will have dimension k = n 1 − m, length n and, therefore, redundancy n − k = 2m + 1. The encoding mapping, E 2 : Σ k×ℓ q → Σ n×ℓ Q , takes the form of a composition
where the component functions are defined in Figure 2 .
The proof of Proposition 2 is implied by the decoding algorithm in Figure 3 (we omit the details).
C. Recursive coding scheme
The construction in Subsection IV-B does not seem to generalize in a straightforward way to larger minimum L 1distances. However, with some redundancy increase (which will be relatively mild for code lengths sufficiently large), we can construct coding schemes for any prescribed number of correctable errors. We show this next.
Input: y = (y 1 | y 2 ) ∈ Σ n q . // y 1 is the n 1 -prefix of y. Given the alphabet Σ q , number of rows ℓ, and the designed number of correctable errors τ , let p > 2τ be a prime, and define n = (p − 1)/2 and m = ⌈log q p⌉. Also, let α = (α j ) j∈[n⟩ be an integer vector that satisfies conditions (i)-(iii) in Section III.
Given a matrix A ∈ Σ ℓ×n q (which, at this point, is not assumed to be the result of any encoding), we can compute the following ℓ × τ syndrome matrix of A over Z:
where H Ber = H Ber (α, τ ) is the parity-check matrix defined in (3), now seen as a matrix over Z, and the remainder computed entry-wise. For a vector u ∈ Σ ℓ q , the syndrome s = s(u) of c = c(u) = uA is then given by s = cH T Ber MOD p = uAH T Ber MOD p = uS MOD p .
If the syndrome s is available to the decoder, then the decoder should be able to recover c = uA from an erroneous copy y = c + e (∈ Z n ), provided that ∥e∥ ≤ τ : this is simply because the syndromeŝ of e is computable from s and the syndrome of y,
and e ← D Ber (ŝ), where D Ber (·) is a decoder for C Ber (α, τ ). Thus, our encoding mapping will be designed so that, inter alia, the decoder is able to reconstruct a copy of s. Each entry in S, being an integer in [p⟩, can be expanded to its base-q representation
j∈[m⟩ q j S (j) and, so,
where s (j) = s (j) (u) = uS (j) is a vector in Σ τ Q . Consider an encoding mapping E : Σ ℓ×n q → Σ ℓ×(n+τ m) q defined by 1) ) .
Then, for u ∈ Σ ℓ q we have = c(u) and s (j) = s (j) (u)). If y = u E(A) + e where ∥e∥ ≤ τ , then, based on our previous discussion, we will be able to recover c, as long as the τ m-suffix of y is error-free. The latter assumption (of an error-free suffix) can be guaranteed by applying a (second) encoding mapping to the ℓ×τ m matrix ( S (0) | S (1) | · · · | S (m−1) ) (over Σ q ) so that τ errors can be corrected. Note that the matrix now hasñ = τ m columns (instead of n), so we can base our encoding on a Berlekamp code over GF(p), wherep is the smallest prime which is at least 2ñ + 1. The size of the syndrome now will be τm, wherem = ⌈log qp ⌉, namely, becoming doubly-logarithmic in n.
We can continue this process recursively; by just applying one more recursion level with a simple repetition encoding mapping (which copies its input 2τ + 1 times at the output), we obtain a total redundancy of
) . (4) Hence, for n large compared to τ , most of the redundancy is due to the first encoding level. In fact, by a sphere-packing argument it can be shown that the redundancy (4) is optimal, up to the O(·) term (we omit the details).
Decoding is carried out backwards, starting with recovering the codeword that corresponds to the last encoding level, which, in turn, serves as the syndrome of the previous encoding level.
The approach of recursive encoding is not new, and has been used, for example, in the context of constrained coding (e.g., see [6] , [8] , [10] ). In our setting, this approach allows us to use codes (namely, C Ber ), which are originally defined over one alphabet of size p, while the result of the encoding (namely, the contents of the rows of the DPE matrix) are restricted to belong to another alphabet of size q (the challenge is evident when q < p). In the next subsection, we consider a more straightforward application of Berlekamp codes to construct a coding scheme for the case where q is large enough; this scheme may sometimes have a smaller redundancy than (4).
D. Coding scheme for large alphabets
We consider here the case where the number of correctable errors τ and the alphabet size q are such that there exists a prime p that satisfies 2τ < p ≤ q. We will then assume that p is the largest prime that does not exceed q, and we let F be the finite field GF(p).
We will use a systematic encoder E Ber : F k → C Ber , where C Ber = C Ber (β, τ ) is a Berlekamp code of a prescribed length n over F and redundancy n − k ≤ τ · ⌈(log p q) · log q (2n + 1)⌉ (when n is sufficiently large compared to τ , the inequality is known to hold with equality). When q = p, this redundancy is smaller than (4); otherwise (when q > p), it will be larger for τ (much) smaller than n, due to the factor log p q (e.g., for q = 8, this factor is approximately 1.07).
Our encoding mapping E : Σ ℓ×k q → Σ ℓ×n q takes each row in the pre-image matrix A ′ ∈ Σ ℓ×k q , computes the remainder of each entry modulo p, regards the result as a vector in F k , and applies to it the encoder E Ber to produce a codeword c ∈ C Ber . The (n−k)-suffix, c ′′ , of c becomes the (n−k)-suffix of the respective row in the image A = (A ′ | A ′′ ) = E(A ′ ). The codewords of the induced code C, when reduced modulo p, are codewords of C Ber . Thus, we obtain a coding scheme that can correct τ errors.
