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Abstrak 
Emosi manusia memegang peranan penting dalam kehidupan 
sehari-hari. Mengenali emosi manusia mampu membantu manusia 
dalam proses pengenalan kepribadian, rekomendasi produk, dan 
deteksi tingkat kriminalitas pada suatu tempat. Twitter sebagai 
salah satu sosial media terbesar memberikan wadah dimana 
manusia dapat berinteraksi dan menyampaikan opini kepada 
manusia lain dengan cepat. Oleh karena itu, diperlukan deteksi 
emosi manusia dari tweet untuk memahami bagaimana emosi 
manusia dalam berinteraksi di sosial media.  
Pada tugas akhir ini sistem yang diimplementasikan berupa 
sistem yang mampu mendeteksi emosi dari pengguna dengan 
klasifikasi naive bayes. Data yang diambil dari tweet bahasa 
Indonesia dengan tenggang waktu tertentu. Emosi yang digunakan 
adalah emosi yang didefinisikan oleh Paul Ekman yaitu emosi 
senang, sedih, marah, terkejut, takut dan jijik. Tahap pertama 
adalah pemberian label kelas dilakukan berdasarkan penanda 
emoticon dan hashtag yang berada di dalam tweet untuk 
menghindari pemberian label secara manual pada data yang 
sangat besar. Tahap kedua adalah preprocessing untuk 
menghapus tweet yang tidak diperlukan seperti tweet duplikat dan 
retweet lalu dilakukan stemming untuk mencari akar kata. Tahap 
ketiga klasifikasi naive bayes untuk menciptakan model klasifikasi 
yang dapat melakukan deteksi emosi pada tweet. 
Uji coba pada tugas akhir ini menggunakan data tweet yang 
dibagi 80% untuk training dan 20% untuk testing. Uji coba 





berbeda. Hasil uji coba sistem bahwa sistem dapat melakukan 
deteksi emosi cukup baik pada kelas emosi netral, senang dan  
sedih dengan fscore masing-masing 77%, 75% dan 65%. 
Sedangkan performa pada kelas marah hanya mencapai 37%. 
Pada kelas terkejut dan takut sebesar 27% dan 23% dan pada 
kelas jijik, model klasifikasi tidak dapat melakukan deteksi sama 
sekali. 
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Abstract 
Human emotion plays an important role in daily life. Human 
emotions recognition could help people in personality assesment, 
product recommendations, and detection of the crime rate. Twitter 
as one of the biggest social media provide a place where people 
can interact and express opinions to other humans quickly. 
Therefore, it is possible to detect emotion from Twitter to 
understand how human emotions role interacting in social media. 
In this final project, a system that is able to detect the emotions 
of users with Naive Bayes classification is created. Data taken 
from Indonesian tweet with a certain grace period. Emotion class  
defined by Paul Ekman is happy, sad, angry, surprised, scared and 
disgusted. First class labelling are conducted based on emoticons 
and hashtags  markers inside tweet to avoid manual annotation on 
very large data. The second stage is preprocessing to remove 
unneeded tweet and word, The third stage is using Naive Bayes 
classification to create a classification model that can detect 
emotions in a tweet. 
The evaluation in this final project uses data that is with 
division of 80% for training and 20% for testing. The test is done 
with a number of different data and different markers to label the 
emotion. The results is the system can detect emotions well enough 
in class of neutral emotion, happy and sad with fscore respectively 
77%, 75% and 65%. While the performance of the angry class only 
reached 37%. On the class surprised and scared by 27% and 23% 
and in disgust class can not detect at all. 
Keywords: emotion detection, Naive Bayes, text classification, Twitter 
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1. BAB I  
PENDAHULUAN 
Bab ini membahas garis besar  penyusunan tugas akhir yang 
meliputi latar belakang, tujuan pembuatan, rumusan dan batasan 
permasalahan, metodologi penyusunan tugas akhir, dan 
sistematika penulisan. 
1.1. Latar Belakang 
Berkembangnya teknologi informasi dan jejaring sosial 
menciptakan tren baru dalam berinteraksi dengan media online. 
Sosial media seperti Facebook  dan Twitter digunakan dalam basis 
harian oleh pengguna dari seluruh dunia untuk mengungkapkan 
opini dan berkomunikasi. Hal ini memberikan sebuah tantangan 
baru pada bidang klasfikasi sentimen dan opini. Tantangan ini 
berupa bagaimana cara mendapatkan sentimen dan opini dari teks 
yang pendek dan tidak terstruktur. Twitter adalah salah satu situs 
media sosial terkenal dimana pengguna membagikan pesan terbaru 
sepanjang 140 karakter(tweet) tiap pesan. Tugas akhir ini bertujuan 
untuk mendapatkan emosi dari pengguna sosial media twitter 
berdasarkan tweet sepanjang 140 karakter yang dibagikan secara 
online. Manfaat dari tugas akhir ini adalah untuk memberi Twitter 
data  untuk memberi rekomendasi terkait dengan kondisi emosi 
pengguna. Rekomendasi ini dapat berupa rekomendasi produk, 
rekomendasi orang yang dapat diikuti. 
Terdapat beberapa pendekatan dalam klasifikasi emosi 
menggunakan data teks, pendekatan tersebut seperti pendekatan 
keyword-based, learning-based dan gabungan dari dua metode 
tersebut [1]. Pendekatan keyword-based dapat menggunakan fitur 
OMCS (Open Mind Common Sense Knowledge) dan WordNet-
Affect DB. Pendekatan OMCS menggunakan database yang berisi 
kalimat-kalimat sederhana yang memiliki knowledge tertentu. 
Knowledge kemudian digunakan secara komputasional sehingga 





menggunakan database dimana terdapat makna kata, contoh 
penggunaan kata dan sinonim kata yang terkait, dalam kata lain 
WordNet-Affect DB merupakan gabungan dari kamus dan 
thesaurus [2]. Untuk klasifikasi sentimen dari Twitter terdapat 
beberapa penelitian, penelitian yang dilakukan oleh Alec Go 
memetakan tweet menjadi tiga kelas yaitu kelas sentimen positif, 
sentimen negatif dan sentimen netral, Go menggunakan emoticon 
untuk mendapatkan label kelas pada data reduksi fitur, dan metode 
klasifikasi naive bayes, metode maximum entropy dan metode 
Support Vector Machines [3].  
Emosi yang digunakan dalam tugas akhir ini sebanyak enam 
jenis emosi yaitu senang, sedih, marah, takut, terkejut, jijik/muak 
dan ditambah dengan satu emosi netral untuk data yang tidak 
memiliki kecenderungan kepada emosi manapun. Emosi ini 
didefinisikan oleh psikologis Paul Ekman. Paul Ekman telah 
mempelajari emosi manusia dengan mengunjungi seluruh dunia 
dari perkotaan hingga ke daearah terpencil untuk menemukan 
kesamaan emosi apa saja yang terdapat pada seluruh  manusia 
terlepas dari lokasi dan budayanya [4]. Emosi dan hal-hal yang 
digunakan untuk menilai emosi yang didefinisikan oleh Paul 
Ekman telah banyak digunakan dalam bidang klasifikasi emosi, 
salah satunya adalah pengenalan emosi dari ekspresi wajah 
manusia [5] 
Untuk pengambilan data twitter digunakan API (Application 
Programming Interface) dari twitter yang memberikan data 
dengan format JSON [6]. JSON diolah oleh library Twitter4j dan 
digunakan. Pemberian label kelas  merupakan masalah yang cukup 
sulit pada data tanpa label dengan jumlah yang sangat besar, oleh 
karena itu digunakan metode pelabelan otomatis yaitu dengan 
memberikan label secara otomatis berdasarkan penanda tertentu 
[7]. Metode klasifikasi yang digunakan adalah metode klasifikasi 
Naive Bayes, metode Naive Bayes merupakan salah satu metode 
klasifikasi yang memiliki performa baik untuk klasifikasi data teks 
[8].  
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Hasil yang diharapkan dari tugas akhir ini adalah klasifikasi 
emosi user berdasarkan tweet atau pesan terakhir yang dikirimkan 
di twitter. Data emosi pengguna ini dapat berguna rekomendasi 
terkait mood(suasana hati) pengguna tersebut. Rekomendasi 
terkait mood dapat dapat berupa rekomendasi musik [9] atau 
rekomendasi film yang dapat ditonton [10]. 
1.2. Rumusan Masalah 
Rumusan masalah yang terdapat pada tugas akhir ini adalah 
sebagai berikut 
1. Bagaimana mendapatkan, mengolah dan memberi 
label secara otomatis pada data Twitter dalam skala 
besar? 
2. Bagaimana mengekstraksi fitur penting dari teks 
pendek sepanjang 140 karakter? 
3. Bagaimana sistem dapat memberikan prediksi emosi 
seseorang berdasarkan tweet terakhirnya? 
1.3. Batasan Masalah 
1. Permasalahan yang dibahas dalam tugas akhir ini memiliki 
beberapa batasan antara lain: 
2. Tweet yang diambil untuk dataset adalah tweet yang 
berbahasa Indonesia. 
3. Pemberian label menggunakan kata kunciyang sudah 
ditentukan sebelumnya [11]. 
4. Kelas emosi yang digunakan adalah enam kelas yang 
didefinisikan oleh Ekman, yaitu senang, sedih, marah, 
takut, terkejut dan jijik/muak [4]. 
5. Emosi yang dapat diklasifikasikan adalah emosi yang 
bersifat eksplisit. 
1.4. Tujuan 
Tujuan dari pembuatan tugas akhir iniadalah untuk 





emosi pengguna twitter berdasarkan tweet menggunakan metode 
klasifikasi Naive Bayes. 
1.5. Metodologi 
 Tahap yang dilakukan untuk menyelesaikan Tugas Akhir ini 
adalah sebagai berikut: 
 
1. Penyusunan proposal tugas akhir 
Proposal tugas akhir ini berisi tentang deskripsi 
pendahuluan dari tugas akhir yang akan dibuat. 
Pendahuluan ini terdiri atas hal yang menjadi latar belakang 
diajukannya  usulan  tugas  akhir,  rumusan  masalah  yang  
d iangkat,  batasan masalah untuk tugas akhir, tujuan dari 
pembuatan tugas akhir, dan manfaat darihasil pembuatan 
tugas akhir. Selain itu dijabarkan pula tinjauan pustaka yang 
digunakan  sebagai  referensi  pendukung  pembuatan  tugas  
akhir.  Sub  bab metodologi berisi penjelasan mengenai 
tahapan penyusunan tugas akhir  mulai dari penyusunan 
proposal  hingga  penyusunan buku tugas akhir. Terdapat 
pula sub bab jadwal kegiatan  yang menjelaskan jadwal 
pengerjaan tugas akhir. 
 
2. Studi literatur 
Pada studi literatur ini, akan dipelajari sejumlah referensi 
yang diperlukan dalam pembuatan aplikasi ini yaitu Twitter 
API,preprocessing data, metode klasifikasi Naive Bayes, 
ekstraksi fitur bag of wordsdari teks dan distant supervision 
untuk pemberian label data yang belum memiliki label. 
 
3. Implementasi  
Aplikasi ini akan dibangun dengan bahasa pemrograman 
java dengan bantuan library twitter4j untuk mendapatkan 
data tweet dalam bentuk objek. Aplikasi ini akan dibangun 
dengan menggunakan Integrated Development Environment 
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(IDE) Netbeans IDE 7.3.0 untuk melakukan pengambilan 
data, preprocessing dan Microsoft SQL Server 2008 R2 
untuk menyimpan data tweet, menyimpan data kata-kata 
dari tweet, melakukan klasifikasi, menyimpan peluang 
kemunculan kata-kata dari tweet, menghapus tweet yang 
tidak penting. 
 
4. Uji Coba dan Evaluasi 
Pada tahap ini dilakukan uji coba aplikasi dan evaluasi 
terhadap implementasi metode pada aplikasi. Pengujian ini 
mengukur kemampuan aplikasi dalam melakukan 
klasifikasi emosi dari tweet. Pengujian ini meliputi 
pengujian akurasi secara keseluruhan, pengujian precision 
dan recall tiap kelas dan pengujian akurasi klasifikasi 
berdasarkan daerah tertentu. 
 
5. Penyusunan Buku Tugas Akhir 
Tahap ini merupakan tahap dokumentasi dari tugas akhir. 
Buku tugas akhir berisi dasar teori, perancangan, 
implementasi dan hasil uji coba dan evaluasi dari aplikasi 
yang dibangun. 
1.6. Sistematika Penulisan 
Buku tugas akhir ini terdiri atas beberapa bab yang tersusun 
secara sistematis, yaitu sebagai berikut. 
1. Bab I. Pendahuluan 
Bab pendahuluan berisi penjelasan mengenai latar belakang 
masalah, rumusan masalah, batasan masalah, tujuan, 
manfaat dan sistematika penulisan tugas akhir. 





Bab tinjauan pustakan berisi penjelasan mengenai dasar 
teori yang mendukung pengerjaan tugas akhir. Tinjauan 
pustaka pada tugas akhir ini meliputi pembahasan mengenai 
emosi manusia, pembahasan mengenai preprocessing  yang 
meliputi pembersihan data,distant supervision, metode 
klasifikasi naive bayes dan  penerapannya dalam klasifikasi 
teks, dan metode evaluasi dari klasifikasi. 
3. Bab III. Analisis dan Perancangan 
Bab analisis dan perancangan berisi penjelasan mengenai 
pengambilan data tweet, perancangan data tweet, 
perancangan preprocessing tweet yang meliputi stemming¸ 
URL Removal, penghapusan tweet duplikat, penghapusan 
retweet, perancangan sistem klasifikasi naive bayes yang 
meliputi training dan testing, perancangan halaman 
antarmuka pengguna dan perangkat yang digunakan dalam 
pengerjaan tugas akhir  
4. Bab IV. Implementasi 
Bab implementasi berisi pembangunan implementasi 
deteksi emosi manusia menggunakan klasifikasi Naive 
Bayes sesuai dengan rumusan dan batasan yang sudah 
dijelaskan pada bagian pendahuluan. Implementasi berisi 
lingkungan perangkat implementasi, pseudocode dari 
algoritma-algoritma yang digunakan, proses apa saja yang 
terlibat, keluaran dari masing-masing proses, diagram alir 
untuk menampilkan urutan proses, query-query database 
yang terkait dengan proses klasifikasi dan implementasi 
antarmuka pengguna. 
5. Bab V. Pengujian dan Evaluasi 
Bab uji coba dan evaluasi berisi pembahasan mengenai hasil 
dari uji coba yang dilakukan terhadap aplikasi deteksi emosi 
manusia menggunakan metode klasifikasi Naive Bayes. 
Selain pengujian akurasi, dilakukan pengujian recall, 
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precision dan fscore untuk mengetahui performa dari setiap 
kelas dikarenakan jumlah data pada masing-masing kelas 
tidak seimbang. Pada tahap pengujian digunakan Confusion 
Matrix digunakan untuk mempermudah perhitungan recall, 
precision dan fscore dan untuk mempermudah analisis 
distribusi data. 
6. Bab VI. Kesimpulan dan Saran 
Bab kesimpulan dan saran berisi kesimpulan hasil 
penelitian. Selain itu, bagian ini berisi saran untuk 
pengerjaan lebih lanjut atau permasalahan yang dialami 







[Halaman ini sengaja dikosongkan] 
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2. BAB II 
TINJAUAN PUSTAKA 
Bab tinjauan pustaka berisi mengenai penjelasan teori yang 
berkaitan dengan implementasi perangkat lunak. Penjelasan 
tersebut bertujuan untuk memberikan gambaran mengenai sistem 
yang akan dibangun dan berguna sebagai pendukung dalam 
pengembangan perangkat lunak. 
2.1. Emosi Manusia 
Emosi manusia adalah suatu keadaan jiwa kompleks yang 
terdiri dari tiga komponen berbeda yaitu pengalaman subjektif, 
respon psikologis dan respon ekspresif [12]. Untuk lebih 
memahami emosi, peneliti melakukan identifikasi dan klasifikasi 
pada beberapa jenis emosi. Pada 1972, psikologis Paul Ekman 
menyatakan bahwa terdapat enam emosi dasar yang terdapat pada 
budaya manusia secara universal. Ekman melakukan penilitian di 
seluruh pelosok dunia dan menemukan enam emosi yang sama 
melalui ekpresi wajah.  
Enam emosi dasar tersebut antara lain bahagia, sedih, terkejut, 
marah, jijik dan takut. Ekman menemukan bahwa enam ekspresi 
ini bersifat universal kepada seluruh manusia di dunia [4]. Selain 
menggunakan ekspresi wajah, terdapat juga studi semantik 
terhadap emosi yang telah didefinisikan oleh Ekman [13]. Studi ini 
meneliti kata apa saja yang berhubungan dengan emosi yang 
terkait. Kata-kata yang ada dalam emosi ter.Pada tugas akhir ini 
tweet akan dilakukan klasifikasi berdasarkan enam kelas tersebut.  
 
Gambar 2.1 Contoh Tweet yang Tergolong dalam Emosi 






Gambar 2.2 Contoh Tweet yang Tergolong dalam Emosi 
Marah oleh akun @virginiasalma 
2.2. Preprocessing 
Preprocessing adalah proses yang penting dalam proses data 
mining. Proses ini  dilakukan dengan menghilangkan data yang 
tidak diperlukan dalam komputasi [14]. Secara umum hal yang 
termasuk dalam preprocessing adalah cleaning, normalisasi, 
transformasi, pemilihan fitur dan ekstraksi fitur [15]. 
Preprocessing pada tugas akhir ini dibagi menjadi tiga langkah 
yaitu URL removal, stopwords removal dan stemming.URL 
Removal adalah proses menghilangkan URL yang ada pada tweet 
karena tidak memberikan informasi yang terkait dengan deteksi 
emosi. Stop Words Removal adalah penghapusan kata-kata yang 
sering muncul sehingga dianggap tidak penting untuk 
mempercepat komputasi pada pemrosesan teks. Kosa kata yang 
termasuk dalam stop words bahasa indonesia yang digunakan 
dalam tugas akhir ini adalah stop words yang didefinisikan oleh 
Fadhillah Z Tala [16]. Stemming adalah proses pengambilan kata 
dasar dari suatu kata yang sudah diberi imbuhan. Algoritma 
terkenal dalam proses stemming adalah Porter-Stemming [17]. 
Porter stemmer menghilangkan imbuhan-imbuhan yang 
dianggap tidak penting. Porter stemmer adalah algoritma yang 
terkenal dalam stemming menggunakan bahasa Inggris. Algoritma 
stemming khusus untuk bahasa Indonesia yang akan digunakan 
untuk tugas akhir ini adalah algoritma stemming oleh Nazief-
Adriani [18]. Nazief-Adriani mengemukakan bahwa pada 
umumnya kata dalam bahasa Indonesia terdiri dari kombinasi 
Prefiks 1 + Prefiks 2 + Kata dasar + Sufiks 3 + Sufiks 2 + Sufiks 
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1. Dari kombinasi tersebut dibentuk sebuah aturan-aturan untuk 
membuang imbuhan kata dan mendapatkan kata dasar.  
Secara garis besar algoritma yang dibuat oleh Bobby Nazief 
dan Mirna Adriani ini memiliki tahap-tahap sebagai berikut: 
1. Cari kata yang akan distem dalam kamus. Jika ditemukan 
maka algoritma berhenti. 
2. Hapus akhiran Inflection Suffixes(“-lah”, “-kah”, “-ku”, “-
mu”, atau “-nya”), particles (“-lah”, “-kah”, “-tah” atau “-
pun”) dan Possesive Pronouns(“-ku”, “-mu”, atau “-nya”) 
jika ada. 
3. Hapus akhiran Derivation Suffixes(“-i”, “-an” atau “-
kan”).  
4. Hapus awalan Derivation Prefix(“be-”, “pe-”, “di-”,”ke-
”,”me-”,”ter-’).  
5. Jika semua langkah telah selesai tetapi tidak juga berhasil 
maka kata awal diasumsikan sebagai root word. 
Pada setiap tahap, kata akan dicocokan dengan kamus kata 
dasar, apabila ditemukan maka proses berhenti. 
2.3. N-Gram Feature 
Fitur N-gram adalah fitur yang dapat berupa huruf, kata atau 
kalimat yang berjumlah sebanyak N. Fitur dengan N berjumlah 
satu disebut unigram. Fitur dengan N berjumlah dua disebut 
bigram [19]. Fitur ini dapat digunakan untuk dalam tahap 
klasifikasi. Pada tugas akhir ini satuan N-Gram yang digunakan 
adalah satuan kata dan N yang digunakan sebanyak satu yaitu 
unigram. Penggunaan fitur unigram tidak memperhatikan urutan 
kemunculan kata namum memperhatikan jumlah kemunculan 
suatu kata. Fitur unigram juga memastikan bahwa setiap fitur tidak 
memiliki kebergantungan dengan fitur lainnya. Contoh tweet dan 






Gambar 2.3 Contoh Tweet yang Akan Dilakukan Ekstraksi 
Fitur 












2.4. Pelabelan Otomatis 
Pelabelan Otomatis (distant supervision) adalah proses 
pemberian label kelas yang bersifat otomatis dan noisy pada 
dataset yang belum memiliki label kelas agar data dapat digunakan 
untuk membangun model klasifikasi. Pemberian label ini dapat 
berdasarkan kata kunci, relasi, emoticon atau hal yang bersifat 
knowledge-based  [7]. Metode ini digunakan untuk menghindari 
pemberian label kelas untuk dataset yang sangat besar. Kata kunci 
yang digunakan sebagai penanda untuk tiap kelas telah 
didefinisikan sebelumnya, apabila ditemukan penanda pada satu 
tweet, maka tweet tersebut akan diberi label kelas berdasarkan 
penanda. Penggunaan automatic labelling pada analisis sentimen  
yang dilakukan oleh Alec Go menggunakan emoticon, apabila 
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terdapat emoticon :) maka tweet mengandung sentimen positif dan 
sebaliknya apabila terdapat emoticon :( maka tweet mengandung 
sentimen negatif [3]. Hal ini memberikan kata-kata yang berada 
pada sekitar penanda memiliki bobot fitur lebih pada kelas yang 
terkait. Pada tugas akhir ini akan digunakan hashtag dan emoticon 
untuk memberikan label kelas secara otomatis kepada data yang 
berjumlah besar. Evaluasi dari pemberian label secara otomatis 
akan dilakukan pada tahap pengujian akurasi klasifikasi. 
Contoh pemetaan emoticon yang dilakukan oleh Alec Go 
untuk memberikan label kelas dapat dilihat pada Tabel 2.2 
Tabel 2.2 Pemetaan Dua Kelas dengan Emoticon oleh Go 
Kelas Senang Kelas Sedih 
:) :( 
:-) :-( 





Tabel 2.3 Contoh Tweet dengan Pemetaan Dua Kelas 
Menggunakan Emoticon 
Tweet Kelas 
2 Minggu lagi Ulang tahun saya :)  Senang 
Capee :( hari kerjaan banyak 
beud :( Pulang kehujanan :( 
Sedih 
 
Pada kasus diatas, apabila klasifikasi yang digunakan adalah 
klasifikasi naive bayes dan pencarian akar kata sudah dilakukan 
maka kata yang berada pada satu tweet dengan penanda “:(“ seperti 
kata “pulang”, “hujan”, “capee” dan “kerja” akan memiliki 





pada tweet tersebut yaitu masing-masing satu dibagi dengan 
jumlah kata unik dan jumlah kata pada kelas sedih. Apabila tidak 
terdapat penanda emoticon “:(”maka tweet tersebut akan tergolong 
pada kelas netral dan peluang kemunculan kata tersebut diketahui 
kelas sedih tidak akan bertambah, namun  akan bertambah pada 
kelas netral sebesar Prሺݓ�|݊݁ݐݎ݈ܽሻ =  1�+ ∑ ���೐೟ೝ����=1  
2.5. Naive Bayes 
Naive Bayes adalah metode yang mampu melakukan 
klasifikasi data text dengan baik [8]. Tugas akhir ini menggunakan 
multinomial Naive Bayes. 
 Prሺܿ|ݐ�ሻ =  Prሺܿሻ Pr ሺݐ�|ܿሻPr ሺݐ�ሻ , ܿ ∈ ܥ (2.1) 
  
Dengan asumsi Prሺܿ|ݐ�ሻ : probabilitas kelas c diketahui tweet ti ܥ  : himpunan seluruh kelas emosi. ܿ  : kelas emosi Prሺܿሻ : probabilitas kemunculan data dengan kelas c Pr ሺݐ�|ܿሻ : probabilitas kemunculan tweet ti diketahui kelas c Pr ሺݐ�ሻ : probabilitas tweet ti 
 
Metode Multinomial Naive Bayes akan memberi tweet yang 
diuji ti kelas yang memiliki probabilitas kelas tertinggi Pr(c|ti). 
Pr(c) didapatkan dengan membagi jumlah tweet yang termasuk 
dalam kelas c dengan jumlah tweet keseluruhan. Pr(ti|c) adalah 
kemungkinan tweet ti jika diketahui kelas c. Pr(ti|c) didapatkan 
dengan menghitung perkalian antar probabilitas kata pada tweet ti. 
[20].  
 Prሺݐ�|ܿሻ =  � ∏ Prሺݓ�|ܿሻfni� , (2.2) 
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Dengan asumsi Pr ሺݐ�|ܿሻ : probabilitas kemunculan tweet ti diketahui kelas c 
n : jumlah kata dalam satu tweet Prሺݓ�|ܿሻ : probabilitas kata wn diketahui kelas c 
fni : jumlah kata wn pada tweet ti 
 
Dimana fni adalah jumlah kata n pada tweet yang diuji ti dan 
Pr(wn|c) adalah probabilitas kata n apabila diketahui kelas c. 
Pr(wn|c) didapatkan dengan menghitung jumlah kata tersebut pada 
kelas yang bersangkutan dibagi dengan jumlah kata unik pada 
seluruh tweet ditambah dengan jumlah kata pada kelas tersebut. Prሺݓ�|ܿሻ =  ͳ + ���� + ∑ �����=1 , (2.3) 
 
Dengan asumsi Prሺݓ�|ܿሻ : probabilitas kata wn diketahui kelas c 
Fnc : jumlah kata wn pada kelas c 
N : jumlah kata unik pada data training (vocabulary) ∑ �����=1   : jumlah seluruh kata pada kelas c. 
 
Untuk proses smoothing agar tidak terdapat perkalian dengan 
angka nol pada persamaan 2.2, ditambahkan angka satu pada 
jumlah kata wn pada kelas c. Hal ini dapat disebabkan suatu kata 
terdapat pada satu kelas namun tidak terdapat pada kelas lain.  
 ܿ�� = ܽݎ�݉ܽݔ Prሺܿ|ݐ�ሻ (2. 4) 
  
Kelas dari tweet ti (cti) didapatkan dengan membandingkan 
probabilitas dari masing-masing  lalu cari kelas dengan 
probabilitas tertinggi.  
Apabila terdapat suatu dataset yang terdiri dari empat 
dokumen untuk membangun model klasifikasi, satu dokumen 





tersebut memiliki dua kelas yaitu kelas a dan b, maka Prሺܽሻ = ͵ Ͷ⁄  
dan Prሺܾሻ = ͳ Ͷ⁄ . 
 
Tabel 2.4 Contoh Kumpulan Dokumen untuk Klasifikasi 
  No Isi Dokumen Kelas 
Data 
Training 
1 Chinese Beijing Chinese a 
  2 Chinese Chinese Shanghai a 
  3 Chinese Macao a 
  4 Tokyo Japan Chinese b 




 Prሺݓ�|ܿሻ =  ͳ + ���� +  ∑ �����=1 , (2.3) 
 
Untuk probabilitas kata chinese di kelas a: 
Jumlah kata chinese di kelas a Fchinese a = 5 
Jumlah kata unik N  = 6 
Jumlah kata chinese di kelas a ∑ �����=1   = 8 
 Prሺܥℎ�݊݁ݏ݁|ܽሻ =  ͳ + ͷ͸ +  ͺ =  ͹͵ 
 
Dengan cara yang sama, probabilitas kata di kelas a: Prሺܶ݋݇ݕ݋|ܽሻ = ͳ/ͳͶ Prሺ�ܽ݌ܽ݊|ܽሻ = ͳ/ͳͶ 
 
Probabilitas kata di kelas b  Prሺ�ܽ݌ܽ݊|ܾሻ = ʹ/ͻ Prሺܥℎ�݊݁ݏ݁|ܾሻ = ʹ/ͻ Prሺܶ݋݇ݕ݋|ܾሻ = ʹ/ͻ 
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Sehingga kemungkinan kelas tweet nomor 5 Prሺܿ|ݐ5ሻ adalah  Prሺܽ|ݐ5ሻ = Prሺaሻ ∗ Prሺܥℎ�݊݁ݏ݁|ܽሻ3 ∗ Prሺܶ݋݇ݕ݋|ܽሻ ∗ Prሺ�ܽ݌ܽ݊|ܽሻ Prሺܽ|ݐ5ሻ =  ͵ Ͷ⁄ ∗ ͵ ͹⁄ 3 ∗ ͳ ͳͶ⁄ ∗ ͳ ͳͶ ≈ Ͳ.ͲͲͲ͵⁄   Prሺܾ|ݐ5ሻ = Prሺܾሻ ∗ Prሺܥℎ�݊݁ݏ݁|ܾሻ3 ∗ Prሺܶ݋݇ݕ݋|ܾሻ ∗ Prሺ�ܽ݌ܽ݊|ܾሻ Prሺܾ|ݐ5ሻ =  ͳ Ͷ⁄ ∗ ʹ ͻ⁄ 3 ∗ ʹ ͻ⁄ ∗ ʹ ͻ ≈ Ͳ.ͲͲͲͳ⁄  
Karena Prሺܽ|ݐ5ሻ memiliki jumlah lebih banyak dari Prሺܾ|ݐ5ሻ 
maka model klasifikasi akan memberikan dokumen lima kelas a. 
2.6. Perhitungan Kinerja Aplikasi 
Perhitungan kinerja aplikasi pada sistem ini adalah dengan 
menggunakan akurasi, recall, precision dan f-score. Akurasi 
digunakan untuk mengukur performa keseluruhan sistem. Akurasi 
didapatkan dengan membagi jumlah data yang dapat 
diklasifikasikan dengan benar pada seluruh kelas dengan total data. 
Persamaan untuk pengukuran akurasi dapat dilihat pada persamaan 
2.5 
 
Untuk mengukur performa klasifikasi pada masing-masing 
kelas digunakan metode perhitungan recall, precision dan f-score. 
Ketiga metode tersebut digunakan karena jumlah data pada tiap 
kelas yang tidak seimbang. Recall didapatkan dengan menghitung 
jumlah data yang dapat diklasifisikan dengan benar pada suatu 
kelas dibagi dengan jumlah data yang tergolong pada kelas 
tersebut. Precision didapatkan dengan menghitung jumlah data 
yang dapat diklasifikan dengan benar pada suatu kelas dibagi 
dengan jumlah data yang diklasifikasikan sebagai kelas tersebut. 
Precision dan recall terkadang memiliki nilai yang bertolak 
belakang. Fscore digunakan untuk menghitung performa 










Pada persamaan 2.5, Recallc merupakan recall dari kelas c, 
pada persamaan 2.6 Precisionc merupakan precision dari kelas c 
dan persamaan 2.7 merupakan FScore dari kelas c.  
Untuk membantu perhitungan precision, recall dan Fscore, 
digunakan confusion matrix. Confusion matrix adalah sebuah tabel 
yang sering digunakan untuk menghitung performa model 
klasifikasi pada data uji. Confusion Matrix dapat membantu 
analisis data dan membantu memetakan kelas mana saja yang 
memiliki precision atau recall yang rendah. Contoh confusion 
matrix dapat dilihat pada Tabel 2.5 
 
Tabel 2.5 Contoh Confusion Matrix dengan Tiga Kelas 
Kelas Sebenarnya Prediksi 
Kelas Netral Senang Sedih 
2312 1452 200 Netral 
225 1400 39 Senang 
5835 596 1342 Sedih 
 
Pada Tabel 2.5, angka yang dicetak tebal merupakan jumlah 
data yang mampu diklasifikasikan dengan benar, pada kolom 
kedua baris pertama terdapat angka 1452, angka tersebut 
merupakan data yang kelas sebenearnya adalah senang, namun 
�ݎ݁ܿ�ݏ�݋݊� = �ݑ݈݉ܽℎ ݌ݎ݁݀�݇ݏ� ݀ܽݐܽ ݈݇݁ܽݏ ܿ ݕܽ݊� ܾ݁݊ܽݎ�ݑ݈݉ܽℎ ݀ܽݐܽ ݕܽ݊� ݀�݌ݎ݁݀�݇ݏ� ݏܾ݁ܽ�ܽ� ܿ  (2. 6) 
ܴ݈݈݁ܿܽ� = �ݑ݈݉ܽℎ ݌ݎ݁݀�݇ݏ� ݀ܽݐܽ ݈݇݁ܽݏ ܿ ݕܽ݊� ܾ݁݊ܽݎ�ݑ݈݉ܽℎ ݏ݈݁ݑݎݑℎ ݀ܽݐܽ ݌ܽ݀ܽ ݈݇݁ܽݏ ܿ  (2. 5) 




   
   
   
diprediksi sebagai kelas netral. Data pada kolom pertama pada 
baris kedua yang berjumlah 225 adalah data yang memiliki kelas 
sebenarnya netral namun oleh model klasifikasi diklasifikasikan 
sebagai kelas senang. Data pada kolom pertama baris ke tiga yang 
berjumlah 5835 adalah jumlah data dengan kelas netral namun 
oleh model klasifikasi diklasifikasikan sebagai kelas sedih. Pada 
contoh ini dapat disimpulkan bahwa kelas netral memiliki recall 
yang rendah sebesar 27%. Data pada kelas senang memiliki recall 
rendah sebesar 40%  namun precision yang tinggi sebesar 84%. 
Data pada kelas sedih memiliki recall yang tinggi sebesar 85% 
karena hanya 239 data yang gagal diklasifikasikan sebagai sedih 
namun precision yang rendah karena terdapat 5835 data yang 
diklasifikan sebagai sedih. Jumlah precision dan recall yang 
memiliki perbedaan jauh ini lah yang mendorong penggunaan 
fscore. Pada tiga kelas tersebut, kelas senang memiliki fscore 
paling tinggi sebesar 54,7% karena recall dan precisionnya paling 
seimbang yaitu masing-masing sebesar 40,6% dan 84,1%. Kelas 
sedih walaupun memiliki recall yang paling tinggi sebesar 85% 
namun memiliki fscore paling rendah  sebesar 28,69% karena 
selisih antara recall  dan precision yang cukup jauh. Kelas netral 
walaupun dengan angka precision dan recall yang rendah dapat 
memiliki fscore yang lebih tinggi dari kelas sedih yaitu sebesar 
37,4% Untuk tabel precision, recall, dan fscore  dari contoh 
confusion matrix diatas dapat dilihat di Tabel 2.6 
 
Tabel 2.6 Penilaian Recall, Precision dan Fscore 
Kelas Recall Precision Fscore 
Netral 27,62% 58,32% 37,48% 
Senang 40,60% 84,13% 54,77% 








[Halaman ini sengaja dikosongkan] 
 21 
 
3. BAB III 
ANALISIS DAN PERANCANGAN 
Pada Bab 3 ini akan dijelaskan mengenai analisis dan 
perancangan perangkat lunak untuk mencapai tujuan dari tugas 
akhir. Perancangan ini meliputi perancangan data, perancangan 
proses, dan perancangan antar muka, serta juga akan dijelaskan 
tentang analisis implementasi metode secara umum pada sistem. 
3.1. Analisis Implementasi Metode Secara Umum 
Pada tugas akhir ini akan dibangun sebuah sistem untuk 
melakukan deteksi emosi manusia pada tweet Bahasa Indonesia 
dengan metode klasifikasi Naive Bayes. Proses-proses yang 
terlibat di dalam implementasi sistem ini meliputi tahap 
pengambilan data tweet dari Twitter, tahap preprocessing, tahap 
pelabelan otomatis, ekstraksi fitur, tahap training,testing dan yang 
terakhir tahap evaluasi. Tahap pertama adalah tahap pengambilan 
data tweet dari Twitter, pada tahap ini digunakan library Java 
Twitter4j untuk mempermudah pengambilan data. Setelah tweet 
dikumpulkan, dilakukan preprocessing. 
Tahap preprocessing dilakukan dengan membuang tweet 
yang tergolong sebagai spam, tweet yang mengandung tautan ke 
halaman lain, tweet yang merupakan retweet dari tweet lain. 
Retweet adalah tweet pengguna lain yang dibagikan oleh pengguna 
lain dalam bentuk tweet. Setelah tweet yang tidak perlu dibuang, 
dilakukan penghapusan kata yang dianggap tidak penting 
(stopwords) dan proses pencarian akar kata (stemming) 
menggunakan algoritma stemming oleh Nazief-Adriani.  
Setelah tahap preprocessing, dilakukan pemberian label kelas 
otomatis berdasarkan kemunculan hashtag kata dan emoticon. 
Pemberian label kelas ini dilakukan secara otomatis karena 
banyaknya jumlah data. Setelah data diberi label, dilakukan 





gram adalah kata. Setiap kata dihitung probabilitas 
kemunculannya di setiap kelas. 
Untuk proses testing, dihitung probabilitas setiap kelas dan 
setiap kata dalam tweet lalu dikalikan, kelas dengan jumlah 
perkalian tertinggi akan digunakan sebagai hasil akhir klasifikasi. 
Proses evaluasi dilakukan dengan melakukan perhitungan akurasi 
keseluruhan, akurasi setiap kelas, precision, recall dan f-score 
setiap kelas.  
 
 
Gambar 3.1 Implementasi Proses Sistem Secara Umum 
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3.2. Perancangan Data 
Pada subbab ini akan dibahas mengenai perancangan data 
yang merupakan bagian penting karena data sebagai objek yang 
akan diolah oleh perangkat lunak dalam tugas akhir ini dan 
menghasilkan sebuah informasi. Data yang akan digunakan pada 
sistem ini adalah data masukan yang berupa tweet yang diambil 
dari Twitter.  
 
3.2.1. Data Masukan 
Data masukan merupakan data awal yang akan diproses 
oleh sistem untuk melakukan deteksi emosi. Data masukan 
tersebut berupa tweet berbahasa Indonesia yang diambil dari 
Twitter menggunakan Search API. Tweet  merupakan pesan 
berbasis teks yang terdiri dari maksimal 140 huruf. Contoh tweet 




Gambar 3.2 Tweet yang dibagikan oleh akun Twitter 
@Radityadiiikan 
3.2.2. Proses Pengambilan Data  
Proses pengambilan data menggunakan Search API dari 
Twitter. Search API Twitter memiliki batasan 180 request setiap 
15 menit, satu request dapat mengambil maksimal 100 tweet.  
3.2.3. Penyimpanan Data  
Data tweet yang telah diambil disimpan dalam tabel 





database adalah untuk mempermudah mengakses data, 
mempercepat proses perhitungan dan menyimpan data lebih 
terstruktur. Tweet beserta informasi yang terkait akan disimpan 
pada tabel Twitter. Struktur tabel Twitter dapat dilihat dapat dilihat 
pada Tabel 3.1 
Tabel 3.1 Struktur Tabel Database Penyimpanan Tweet 
Atribut Tipe Data Keterangan 
DateCreated Datetime Menunjukkan kapan 
tweet diciptakan 
IdUser Varchar(25) Menunjukkan id 
pengguna Twitter 
ScreenName Varchar(25) Menunjukkan nama @ 
pengguna, bersifat unik 
Name Varchar(30) Menunjukkan nama 
pengguna, tidak bersifat 
unik  
Text Varchar(300) Menunjukkan Tweet yang 
dikirim oleh pengguna 
GeoLocationX Float Menunjukkan koordinat 
lintang pengguna apabila 
mengaktifkan lokasi 
GeoLocationY Float Menunjukkan koordinat 
bujur pengguna apabila 
mengaktifkan lokasi 
Class Varchar(15) Menunjukkan kelas dari 
tweet,  
IdTweet Int Menunjukkan id dari 
tweet 
Classification Varchar(15) Menunjukkan apakah 
data merupakan data 
training atau testing 




   
   
   
3.3. Perancangan Proses 
Pada subbab ini akan dibahas mengenai perancangan proses 
yang dilakukan untuk memberikan gambaran secara rinci pada 
setiap alur implementasi metode pada aplikasi deteksi emosi 
manusi. Alur tersebut nantinya akan digunakan dalam tahap 
implementasi. 
3.3.1. Tahap Preprocessing 
Di dalam tahap preprocessing terdapat beberapa proses 
antara lain menghapus tweet yang mengandung tautan ke halaman 
lain, menghapus tweet duplikat, menghapus tweet yang merupakan 
ReTweet, menghapus stopwords yang terdapat dalam tweet dan 
mencari akar kata (stemming) dari kata yang tersisa. Diagram alir 
mengenai tahap ini dapat dilihat pada Gambar 3.2. 
 





3.3.1.1. Proses Penghapusan Tweet Duplikat 
Penghapusan tweet duplikat adalah proses pertama dalam 
tahap preprocessing. Data tweet yang didapat dari Twitter 
dikelompokkan berdasarkan citra teks tweet masing-masing. Tweet 
pertama dari masing-masing kelompok akan diambil sementara 
sisanya akan dihapus karena dianggap sebagai duplikat. Contoh 
tweet yang memiliki duplikat beserta jumlahnya dapat dilihat pada 
Gambar 3.4. 
 
Gambar 3.4 Contoh Tweet yang Memiliki Duplikat Beserta 
Jumlah Duplikatnya. 
3.3.1.2. Proses Penghapusan Retweet 
Retweet merupakan tweet suatu pengguna yang dibagikan 
oleh pengguna lain, karena isi tweet yang sama maka Retweet akan 
dihapus. Retweet dibagi menjadi dua yaitu Native Retweet dan 
manual Retweet. Native Retweet akan membagikan tweet dalam 
bentuk tautan ke tweet asli, Native Retweet tidak dihitung sebagai 
tweet baru sehingga tidak akan muncul sebagai tweet duplikat. 
Manual Retweet membagikan tweet pengguna lain dengan 
menyalin tweet dan menambahkan kata ‘RT’ didepan tweet salinan 
tersebut. Manual Retweet akan dihapus karena dianggap sebagai 
duplikat dari tweet lain. Manual retweet dapat ditemukan dengan 
cara mencari tweet  dengan awalan RT pada data tweet. Contoh 
tweet yang merupakan manual retweet dapat dilihat pada Gambar 
3.5. 
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Gambar 3.5 Contoh Tweet yang Tergolong Manual Retweet 
 
 
Gambar 3.6 Contoh Native Retweet oleh @RiendaFauriza 
 
Gambar 3.7 Contoh Manual Retweet oleh @IndahJanuarti25 
 
3.3.1.3. Proses Penghapusan Tweet dengan Tautan 
Tweet  yang mengandung tautan dianggap sebagai tweet 
yang tidak mengandung emosi. Hal in dikarenakan tweet 
dikirimkan dengan tujuan agar pengguna lain membuka tautan 
yang terdapat pada tweet tersebut, bukan untuk menyampaikan 
pendapat yang terkait dengan emosi. Tautan pada tweet dapat 
ditemukan dengan format “http://” atau https://. Apabila ditemukan 





proses klasifikasi. Contoh tweet yang mengandung tautan dapat 
dilihat di Gambar 3.8 
 
 
Gambar 3.8 Contoh Teks Tweet yang Mengandung Tautan 
3.3.1.4. Proses Penghapusan Stopwords 
Stopwords merupakan kata-kata yang sering muncul 
sehingga dianggap tidak penting untuk mempercepat komputasi 
pada pemrosesan teks. Kosa kata yang termasuk dalam stopwords 
bahasa indonesia yang digunakan dalam tugas akhir ini adalah 
stopwords yang didefinisikan oleh Fadhillah Z Tala [16]. 
Stopwords tambahan ditambahkan karena terdapat kata tidak baku 
yang memiliki frekuensi tinggi tetapi tidak memiliki tingkat 
kepentingan yang tinggi pada suatu tweet. Kata-kata ini bisa 
merupakan kata disingkat,  kata yang sering digunakan sehari-hari 
namun tidak sesuai dengan ejaan yang disempurnakan. Stopwords 
bahasa Inggris juga ditambahkan dikarenakan penggunaan 
beberapa bahasa dalam satu tweet walaupun tweet sudah dideteksi 
sebagai tweet dengan bahasa Indonesia. Daftar lengkap kata yang 
termasuk dalam stopwords akan terlampir pada lampiran A.1. 
Proses penghapusan stopwords dilakukan dengan melakukan 
tokenisasi per kata, apabila kata merupakan stopwords maka kata 
akan dihapus. Diagram alir proses penghapusan stopwords dapat 
dilihat pada Gambar 3.6. Sedangkan contoh tweet setelah dan 
sebelum dilakukan penghapusan stopwords ada pada Tabel 3.2. 
Beberapa kata yang termasuk stopwords bahasa Indonesia yang 
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didefinisikan oleh Fadhilah Z Tala dapat dilihat pada [16], untuk 
stopwords lengkap dapat dilihat pada lampiran. 
 
Gambar 3.9 Diagram Alir Proses Penghapusan Stopwords 
Tabel 3.2 Contoh Tweet Setelah Stopwords Dihapus 
Tweet Setelah Penghapusan 
Stopword 
Pertahankan orang yg 
mempertahankanmu. Banggakan lah dia 
yg membanggakanmu. Dan lepaskan lah 
dia yg tak pernah menghargaimu. :)  
pertahankan mempertahankanmu 
banggakan membanggakanmu 
lepaskan menghargaimu :)  
Kalau kau merasakan cinta kasih, 
perasaan itu sudah tentu diberkati Gusti 
Allah. Bersukacitalah karena hatimu 
masih mampu merasa :) 
merasakan cinta kasih perasaan 
diberkati gusti allah bersukacitalah 
hatimu merasa :) 
Jangan membalas mereka yg 
membencimu. Tersenyum dan 
berbahagialah di depan mereka, tak ada 
yg lebih menyakiti mereka daripada itu :) 
membalas membencimu tersenyum 
berbahagialah menyakiti :) 
Orang yg kamu sayang, belum tentu 
selalu ada untuk kamu. Orang yang 
sayang sama kamu, udah pasti dia selalu 
ada untuk kamu! :) 






Tabel 3.3 Contoh Stopwords yang Digunakan 
apa siapa ada 
karena anda dia 
oleh untuk tiap 
selain seperti se 
selalu agar harus 
 
3.3.1.5. Proses Stemming 
Stemming merupakan suatu proses yang terdapat dalam 
sistem IR yang mentransformasi kata-kata yang terdapat dalam 
suatu dokumen ke kata-kata akarnya (root word) dengan 
menggunakan aturan-aturan tertentu. Sebagai contoh, kata 
bersama, kebersamaan, menyamai, akan distem ke root wordnya 
yaitu “sama”. Proses stemming pada teks berBahasa Indonesia 
berbeda dengan stemming pada teks berbahasa Inggris. Pada teks 
berbahasa Inggris, proses yang diperlukan hanya proses 
menghilangkan sufiks. Sedangkan pada teks berbahasa Indonesia, 
selain sufiks dan prefiks dihilangkan. 
Algortima stemming yang digunakan dalam tugas akhir ini 
adalah algoritma stemming teks bahasa Indonesia  yang diusulkan 
oleh Nazief & Adriani [18]. Algoritma yang dibuat oleh Bobby 
Nazief dan Mirna Adriani ini memiliki tahap-tahap sebagai 
berikut: 
1. Cari kata yang akan distem dalam kamus. Jika ditemukan 
maka diasumsikan bahwa kata tesebut adalah root word. 
Maka algoritma berhenti. 
2. Inflection Suffixes(“-lah”, “-kah”, “-ku”, “-mu”, atau “-
nya”) dibuang. Jika berupa particles (“-lah”, “-kah”, “-
tah” atau “-pun”) maka langkah ini diulangi lagi untuk 
menghapus Possesive Pronouns(“-ku”, “-mu”, atau “-
nya”), jika ada. 
3. Hapus Derivation Suffixes(“-i”, “-an” atau “-kan”). Jika 
kata ditemukan di kamus, maka algoritma berhenti. Jika 
tidak maka ke langkah 3a  
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a. Jika “-an” telah dihapus dan huruf terakhir dari 
kata tersebut adalah “-k”, maka “-k” juga ikut 
dihapus. Jika kata tersebut ditemukan dalam 
kamus maka algoritma berhenti. Jika tidak 
ditemukan maka lakukan langkah 3b.  
b. Akhiran yang dihapus (“-i”, “-an” atau “-kan”) 
dikembalikan, lanjut ke langkah 4.  
4. Hapus Derivation Prefix. Jika pada langkah 3 ada sufiks 
yang dihapus maka pergi ke langkah 4a, jika tidak pergi ke 
langkah 4b.  
a. a. Periksa tabel kombinasi awalan-akhiran yang 
tidak diijinkan. Jika ditemukan maka algoritma 
berhenti, jika tidak pergi ke langkah 4b.  
b. Tentukan tipe awalan kemudian hapus awalan. 
Jika root word belum juga ditemukan lakukan 
langkah 5, jika sudah maka algoritma berhenti. 
Catatan: jika awalan kedua sama dengan awalan 
pertama algoritma berhenti.  
5. Jika semua langkah telah selesai tetapi tidak juga berhasil 
maka kata awal diasumsikan sebagai root word.  
6. Selesai. 
 
Tipe awalan ditentukan melalui langkah-langkah berikut:  
1. Jika awalannya adalah: “di-”, “ke-”, atau “se-” maka tipe 
awalannya secara berturut-turut adalah “di-”, “ke-”, atau 
“se-”.  
2. Jika awalannya adalah “te-”, “me-”, “be-”, atau “pe-” 
maka dibutuhkan sebuah proses tambahan untuk 
menentukan tipe awalannya.  
3. Jika dua karakter pertama bukan “di-”, “ke-”, “se-”, “te-”, 
“be-”, “me-”, atau “pe-” maka berhenti.  






Tabel 3.4 Contoh Tweet Setelah Dilakukan Stemming 
Tweet Setelah Stemming 
pertahankan mempertahankanmu 
banggakan membanggakanmu 
lepaskan menghargaimu :) 
tahan tahan bangga bangga lepas 
harga :) 
rasanya memperjuangkan 
rasanya mempertahankan mudah 
melepaskan :) 
rasa juang rasa tahan mudah 
lepas :) 
3.3.2. Tahap Pelabelan Otomatis 
Di dalam tahap ini dilakukan proses pemberian label 
secara otomatis berdasarkan kemunculan penanda hashtag  dan 
emoticons. Metode ini digunakan untuk menghindari pemberian 
label kelas untuk dataset yang sangat besar. Kata kunci yang 
digunakan sebagai penanda untuk tiap kelas telah didefinisikan 
sebelumnya, apabila ditemukan penanda pada satu tweet, maka 
tweet tersebut akan diberi label kelas berdasarkan penanda. 
Penggunaan pelabelan otomatis (distant supervision) pada analisis 
sentimen  yang dilakukan oleh Alec Go menggunakan emoticon, 
apabila terdapat emoticon :) maka tweet mengandung sentimen 
positif dan sebaliknya apabila terdapat emoticon :( maka tweet 
mengandung sentimen negatif. Hal ini dilakukan pada training set, 
pada testing set emoticon tidak lagi diperlukan [3]. Pada tugas 
akhir ini akan digunakan kata kunci untuk memberikan label kelas 
secara otomatis kepada data yang berjumlah besar. Evaluasi dari 
pemberian label secara otomatis akan dilakukan pada tahap 
pengujian akurasi klasifikasi. 
Kamus kata kunci hashtag pemetaan emosi yang 
digunakan merujuk kepada penelitian yang dilakukan oleh 
Matthew Purver [7] dan penelitian semantik kepada kamus emosi 
kata bahasa Indonesia dengan kelas emosi yang didefinisikan oleh 
Ekman [13]. Apabila penanda tidak ditemukan maka data akan 
dilabeli sebagai kelas netral. Apabila terdapat beberapa penanda 
dari kelas yang berbeda maka data akan dilabeli sesuai dengan 
kelas dengan anggota paling sedikit.  
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Tabel pemetaan emosi dengan keyword yang 
menggunakan hashtag dapat dilihat di Tabel 3.5 
 
Tabel 3.5 Pemetaan Emosi dengan Hashtag 
Senang 
#senang# Girang #Gembira #Bahagia #Riang #Puas 
#Sayang #Geli #Cinta  
Sedih 
#sedih #Pilu #Sesal #Putus asa #Sedih #Murung #Haru 
#Duka #Rindu  
Marah 
#marah#Kesal #Murka #Dongkol #Gemas #Dengki 
#Sebal #Benci #Curiga #Suntuk #Bosan #Marah 
#Cemburu #Jengkel #Kecewa  
Takut 
#takut #was-was #ngeri #gugup #ragu #takut #gentar 
#khawatir #ciut  
Terkejut #terkejut #henyak #heran  
Jijik #jijik #najis #risih #muak #antipati 
 
Tabel 3.6 Pemetaan Emosi dengan Emoticon 
Senang :-) :)  ;)  ;-)  :D  :p  8)  8-|  <@o  
Sedih :-(  :(  ;-(  ;(  :-<  :<  :'(   
Marah :-@ :@         
Takut :|            
Terkejut :s :S           
Jijik :$ +0(           
3.3.3. Tahap Klasifikasi Naive Bayes 
Setelah tahap pelabelan, selanjutnya dilakukan klasifikasi 
Naive Bayes untuk mendapatkan model yang dapat melakukan 
prediksi kelas terhadap tweet baru. Tahap klasifikasi ini dibagi 
menjadi dua yaitu training dan testing. Tahap training 





Tahap testing menggunakan data testing untuk menguji model 
klasifikasi yang sudah dibangun pada tahap training.  
 
3.3.4. Proses Training Klasifikasi Naive Bayes 
 
Proses training digunakan untuk membangun model 
klasifikasi. Proses training pada klasifikasi Naive Bayes dimulai 
dengan menghitung peluang kemunculan tweet berdasarkan 
kelasnya. Peluang ini dihitung dengan membagi jumlah data yang 
tergolong pada suatu kelas dibagi dengan total data Pr(c). 
Kemudian hitung peluang masing-masing kata terhadap suatu 
kelas. Kedua peluang ini akan digunakan pada tahap testing untuk 
memberikan label pada tweet yang belum diketahui kelasnya. 
Apabila terdapat suatu kata yang ada di satu ada namun ada di 
kelas lain dilakukan smoothing dengan menambahkan jumlah kata 
menjadi satu untuk menghindari probabilitas suatu kata kosong di 
satu kelas namun ada di kelas lain. 
Data probabilitas kata pada masing-masing kelas akan 
disimpan pada database untuk mengklasifikasikan tweet dengan 
memberi label tweet proses testing. Semakin sering suatu kata 
terdapat pada suatu kelas maka probabilitas dari kata tersebut pada 
kelas yang bersangkutan akan semakin tinggi sehingga 
meningkatkan peluang suatu tweet yang meningkatkan peluang 
suatu tweet tergolong pada kelas tertentu pada proses klasifikasi. 
Diagram alir proses ini dapat dilihat pada Gambar 3.10 
 35 
   
   
   
 
Gambar 3.10 Diagram Alir Proses Training Klasifikasi Naive 
Bayes 
3.3.5. Proses Testing Klasifikasi Naive Bayes 
Proses testing memberikan label kelas pada tweet yang 
belum memiliki label kelas dengan tujuan untuk menghitung 
performa model klasifikasi yang sudah dibangun pada proses 
training. Proses menggunakan perhitungan peluang yang sudah 
didapatkan dari proses training. Pertama tweet yang belum 
diketahui label kelasnya dipecah per kata, lalu masing-masing kata 
tersebut dicari keberadaannya di data training, apabila kata 
terdapat pada data training maka ambil peluang kata tersebut dari 
data training, apabila kata tidak ditemukan maka gunakan peluang 
default masing-masing kelas. Semua peluang kata dalam satu tweet 
dikalikan berdasarkan kelasnya, lalu hasil perkaliannya dikalikan 





tertinggi akan digunakan sebagai label kelas untuk tweet tersebut. 
Diagram alir proses testing klasifikasi Naive Bayes dapat dilihat 
pada Gambar 3.8 
Gambar 3.11 Diagram Alir Proses Training Klasifikasi Naive 
Bayes 
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3.4. Perancangan Antarmuka Perangkat Lunak 
Pada subbab ini akan dibahas mengenai perancangan 
antarmuka perangkat lunak yang bertujuan untuk dapat 
mempermudah interaksi antara perangkat lunak dengan pengguna. 
Sistem ini memiliki beberapa halaman preprocessing, hitung 
peluang kata (training), prediksi tweet yang pada tahap pengujian 
(testing)  
3.4.1. Halaman Preprocessing 
Halaman ini merupakan halaman yang pertama kali 
muncul pada sistem karena digunakan untuk mendapatkan 
template mata yang nantinya akan diproses di halaman-halaman 
berikutnya. Pada halaman ini, pengguna melihat data tweet, data 
tweet yang sudah dilakukan preprocessing, kelas, pembagian 
klasifikasi (training/testing) dan prediksi kelas 
 
Gambar 3.12 Rancangan Halaman preprocessing 
3.4.2. Halaman Training 
Halaman ini adalah halaman yang digunakan untuk 
melakukan perhitungan peluang. Pada halaman ini, data peluang 
akan ditampilkan dan terdapat tombol untuk melakukan 





dalam tweet, kelas dari kata tersebut dan peluang kemunculan kata 
tersebut dalam suatu kelas. 
 
Gambar 3.13 Rancangan Halaman Training Data 
3.4.3. Halaman Evaluasi 
Halaman ini adalah halaman yang digunakan untuk 
melihat hasil dari klasifikasi. Pada halaman ini, data recall, 








4. BAB IV  
IMPLEMENTASI 
Bab ini membahas implementasi dari perancangan sistem 
sesuai dengan perancangan yang telah dibuat. Bahasa 
pemrograman yang digunakan untuk implementasi sistem adalah 
bahasa pemrograman Java dengan database Microsoft SQL Server 
2008 R2 untuk menyimpan data tweet. 
4.1. Lingkungan Implementasi 
Lingkungan implementasi sistem yang digunakan untuk 
mengembangkan tugas akhir memiliki spesifikasi perangkat keras 
dan perangkat lunak seperti yang ditampilkan pada Error! 
eference source not found.. 
 




Prosesor: Intel® Core™ i3-4150 CPU @ 
3.50GHz (4 CPUs) , ~3.5GHz 




Microsoft Windows Embedded 8.1 
Industry Pro 64-bit 
Perangkat Pengembang: 
IDE NetBeans7.3 
Microsoft SQL Server 2008 R2 
Perangkat Pembantu: Notepad++, 







4.2. Implementasi Pengambilan Data 
Pengambilan data dilakukan dengan menggunakan bahasa 
pemrograman java dan library Twitter4j. Pengambilan data 
dilaksanakan selama dua minggu dan menghasilkan sekitar 
800.000 tweet. Berikut adalah pseduocode program pengambilan 
tweet. Untuk kode dalam bahasa Java dapat dilihat pada lampiran. 
 
FUNCTION tweetCrawler() 
 INITIALIZE twitterConnection as tweetConnection 
 GET requestLimit from tweetConnection 
 SET query and filter TO query 
 WHILE true 
  SET request = 0 
  WHILE request < requestLimit-1 
  SET tweet data TO Database 
  SET request+=1 
    END WHILE 
  DO Wait 15 minutes 
    END WHILE 
END FUNCTION 
 
Gambar 4.1 Pseudocode Pengambilan Tweet ke Database 
4.2.1. Analisis Pengambilan Data 
Proses pengambilan data menggunakan Search API dari 
Twitter. Search API Twitter memiliki batasan 180 request setiap 
15 menit, satu request dapat mengambil maksimal 100 tweet.  
API Twitter memungkinkan pengguna untuk melakukan 
mendapatkan tweet dengan filter bahasa. Dalam tugas akhir ini 
digunakan filter bahasa Indonesia, walaupun telah menggunakan 
filter Bahasa Indonesia terdapat beberapa tweet dengan bahasa 
selain Bahasa Indonesia. Bahasa tersebut antara lain tweet dengan 
bahasa asing seperti Bahasa Melayu, Bahasa India dan bahasa 
daerah seperti Bahasa Jawa dan Bahasa Sunda. Tweet dengan 
bahasa asing ini dapat mengurangi performa klasifikasi karena 
kosa kata yang digunakan dengan Bahasa Indonesia berbeda. 
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Gambar 4.2 Contoh Tweet yang Menggunakan Bahasa Sunda 
  
 
Gambar 4.3 Contoh Tweet yang Menggunakan Bahasa India 
 






Gambar 4.5 Contoh Tweet yang Menggunakan Bahasa 
Melayu 
4.3. Implementasi Proses 
Implementasi proses dilakukan berdasarkan perancangan 
proses yang sudah dijelaskan pada bab analisis dan perancangan. 
4.3.1. Implementasi Tahap Preprocessing 
  Subbab ini membahas implementasi tahap preprocessing. 
Implementasi tahap ini menggunakan Structured Query Language 
(SQL) dan  bahasa pemorgraman Java. Proses awal dari tahap ini 
adalah dengan menghapus tweet yang memiliki duplikat, 
menghapus tweet yang mengandung link di dalamnya,  menghapus 
tweet yang merupakan sebuah retweet, menghilangkan stopwords 
yang terkandung dalam tweet dan mencari akar kata di setiap tweet 
dengan melakukan stemming. Query untuk melakukan 
penghapusan data duplikat dapat dilihat pada Gambar 4.6 
1 update dbo.Twitter 
2 set isNoise = 1 
3 from dbo.Twitter 
4 LEFTOUTERJOIN( 
5    SELECT MIN(idTweet)as RowId,Text 
6    FROM dbo.Twitter 
7    GROUP BY Text 
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8 )as KeepRows ON 
9    dbo.Twitter.IdTweet = KeepRows.RowId 
10 where isNoise=0 and KeepRows.RowId ISNULL 
Gambar 4.6 Query untuk Menghapus Tweet Duplikat 
 Setelah tweet duplikat dihapus, dilakukan proses 
penghapusan Retweet. Retweet memiliki ciri-ciri frase “RT” 
diawal kalimat. Query untuk menghapus retweet dapat dilihat pada 
Gambar 4.7 
 
1 update dbo.Twitter set isNoise=1 where TEXT 
2 Like 'RT%' and isNoise = 0 
Gambar 4.7 Query Proses Penghapusan Retweet 
 Setelah Retweet dihapus, dilakuan proses penghapusan 
tweet yang mengandung tautan ke halaman lain. Tweet yang 
mengandung tautan memiliki kata “http://” atau “https://”. Query 
untuk menghapus tweet yang mengandung tautan dapat dilihat 
Gambar 4.8 
 
1 update dbo.Twitter set isNoise=1 whereText 
2 like'%http%' 
Gambar 4.8 Query proses penghapusan tweet yang 
mengandung link 
 Proses selanjutnya adalah melakukan penghapusan 
stopwords pada tweet yang tersisa. Tweet dibagi menjadi kata-kata 
penyusunnya kemudian diperiksa apakah kata tersebut termasuk 
dalam stopwords. Apabila kata termasuk dalam stopwords maka 
kata tersebut akan dihapus. Kata yang tidak termasuk ddalam 
stopwords akan dilakukan stemming lalu kata akan dimasukkan ke 
dalam database tabel Term. Pseudocode untuk menghapus 
stopwords dapat dilihat pada Gambar 4.9. 
1 FUNCTION removeStopwords() 
2  GET stopwords list THEN SET TO wordsList 
3 
4 
 SET list of tweet TO tweetList 





5   FOR words IN tweet 
6      FOR stopwords IN wordsList 
7  IF stopwords==words THEN 
8 
9 
   DELETE words 
   CONTINUE 
10  END IF 
11 
12 
     END FOR 
     DO Stemming(words) 
13     END FOR 
14     END FOR 
15 END FUNCTION 
Gambar 4.9 Pseudocode penghapusan stopwords dan 
stemming 
Dari proses penghapusan stopwords, ditemukan bahwa 
terdapat banyak kata yang tergolong dalam stopwords namun 
karena bentuk dan pengejaannya tidak baku. Stopwords memiliki 
karakteristik memiliki jumlah kemunculan pada dokumen yang 
tinggi. Setelah melakukan analisis dibentuklah stopwords untuk 
kata tidak baku. Contoh stopwords yang merupakan singkatan 
dapat dilihat di Tabel 4.2 
Tabel 4.2 Contoh Stopwords tidak Baku 
yg nya haha gak 
ya la gk gue 
nak tau gak eh 
kau iya jd jgn 
aja ku deh udh 
dah dgn udah kal 
jadi banget kalo gitu 
ga lg gua ha 
orang ko lu  
 
Proses stemming dilakukan dengan tiga fungsi, fungsi 
deleteDerivationPrefixes untuk menghapus awalan, fungsi 
deleteDerivationSuffixes dan fungsi deleteInflictionSuffixes 
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Fungsi-fungsi tersebut dikombinasikan untuk mencari kata dasar 
dari suatu kata.      
1 FUNCTION naziefAdrianiStemmer(String word) 
2  GET words list THEN SET TO dictionary 
3 
4 
 IF word IN dictionary 








 word = deleteDerivationPrefixes(word) 
 word = deleteInflictionSuffixes(word) 
 word = deleteDerivationSuffixes(word) 
 IF word IN dictionary 
  RETURN word 
 ELSE 
  RETURN originalWord 
12 END FUNCTION 
 
Gambar 4.10 Code untuk Melakukan Stemming 
Fungsi deleteDerivationPrefixes digunakan untuk 
menghapus awalan kata, fungsi deleteDerivationSuffixes 
digunakan untuk menghapus akhiran kata “-i”,”-an” dan ”-kan”. 
Fungsi deleteInflectionSuffixes digunakan untuk menghapus 
akhiran yang berupa kepemilikan atau akhiran yang berupa “-
lah”,”-kah”,”-tah”. Untuk kode lengkap dari proses ini dapat 
dilihat pada lampiran. 
4.3.2. Implementasi Tahap Pelabelan Otomatis 
Subbab in membahas implementasi tahap automatic labelling. 
Dalam tahap ini dari suatu tweet dicari peluang apakah terdapat 
penanda yang telah didefinisikan di Tabel 3.5 dan Tabel 3.6. 
Contoh query untuk proses ini ditunjukkan pada Gambar 4.11, 
Gambar 4.12, Gambar 4.13 dan Gambar 4.14 
update twitter 
set Class='Senang' 
where isNoise =0 and (text like 
'%#senang%' 
or text like '%#girang%' 
or text like '%#gembira%' 






or TEXT like '%#riang%' 
or text like '%#puas%' 
or text like '%#sayang%' 
or text like '%#alhamdulillah%' 
or text like '%#geli%' 
or text like '%#cinta%' 
or text like '%:-)%' 
or text like '%:)%' 
or text like '%:-D%' 
or text like '%:D %' 
or text like '%;)%' 
or text like '%;)%' 
or text like '%:p %' 
or text like '%8)%' 
or text like '%8-|%') 
 




where isNoise=0 and (TEXT like 
'%#takut%' 
or Text like '%#menakutkan%' 
or text like '%#cemas%' 
or text like '%#gugup%' 
or text like '%#waswas%' 
or text like '%#ngeri%' 
or text like '%#seram%' 
or text like '%#ragu%' 
or TEXT like '%#takut%' 
or TEXT like '%#gentar%' 
or TEXT like '%#khawatir%' 
or TEXT like '%#ciut%' 
or TEXT like '%#malu%' 
or TEXT like '%#segan%' 
or text like '%:|%')or text like '%;(%') 
 
Gambar 4.12 Query proses Pemberian Label pada Kelas 
Takut 
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update Twitter 
set Class='Marah' 
where isNoise=0 and (TEXT like '%#marah%' 
or text like '%#kesal%' 
or text like '%#murka%' 
or text like '%#dongkol%' 
or text like '%#gemas%' 
or text like '%#dengki%' 
or text like '%#sebal%' 
or text like '%#benci%' 
or text like '%#curiga%' 
or text like '%#suntuk%' 
or text like '%#bosan%' 
or text like '%#cemburu%' 
or text like '%#jengkel%' 
or text like '%#kecewa%' 
or text like '%:@ %' 
or text like '%:-@%' 
or text like '%x(%') 




where isNoise=0 and (TEXT like '%#takjub%' 
or text like '%#cengang%' 
or text like '%#tercengang%' 
or text like '%#kejut%' 
or text like '%#terkejut%' 
or text like '%#tegun%' 
or text like '%#tertegun%' 
or text like '%#henyak%' 
or text like '%#heran%' 
or text like '%:-o%' 
or text like '%:o %' 
or TEXT like '%xO %' 
or TEXT like '%x-o%') 






4.3.3. Implementasi Tahap Klasifikasi Naive Bayes 
Subbab ini membahas implementasi klasifikasi naive 
bayes, tahap ini menggunakan database SQL Server 2005 untuk 
menyimpan data peluang, data daftar kata di tiap kelas dan data 
prediksi kelas. Query untuk menghitung peluang tiap kata dan 
memasukkanya ke tabel wordProbability dapat dilihat pada 
gambar 4.3 
 
select g.term as term, g.class as class, 
g.wordProbability as wordProbability into 
WordProbability from( 
 select distinct a.Term,b.Class, 
 
case when b.class='Netral' then 
(isnull(j,0)+1) / 
(@netralWordCount+@vocabularySize)  
          
when b.class='Senang' then (isnull(j,0)+1) / 
(@senangWordCount + @vocabularySize) 
when b.class='Sedih' then 
(isnull(j,0)+1)/(@sedihWordCount+@vocabularySi
ze) 
when b.class='Marah' then 
(isnull(j,0)+1)/(@marahWordCount+@vocabularySi
ze) 
when b.class='Terkejut' then 
(isnull(j,0)+1)/(@terkejutWordCount+@vocabular
ySize) 
when b.class='Jijik' then 
(isnull(j,0)+1)/(@jijikWordCount+@vocabularySi
ze) 
when b.class='Takut' then 
(isnull(j,0)+1)/(@takutWordCount+@vocabularySi
ze) end as wordProbability 
 FROM( 
 SELECT DISTINCT (Term) from term, 
dbo.Twitter where 
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term.IdTweet=dbo.Twitter.IdTweet and 
Classification='Training') a 
 cross join ( 
 SELECT DISTINCT class from class) b 
 left join 
 (select count(*) as 'j',Term, class from 
dbo.Twitter left join Term on 
term.IdTweet=Twitter.IdTweet where 
Classification='Training' group by Term,class) 
c on a.Term=c.Term and b.Class=c.class  
 Group by a.Term,b.Class,j) g 
 
Gambar 4.15 Query untuk Training Klasifikasi Naive Bayes 
 Setelah proses training, proses selanjutnya adalah proses 
testing. Testing melakukan perkalian dari peluang yang sudah 
dihitung pada tahap klasifikasi. Apabila data tidak ada di tahap 
klasifikasi maka kata tersebut tetap memiliki peluang tergantung 
pada kelasnya. 
 




case when t1.class='Netral' then 
@netralDefaultWeight   
when t1.class='Senang' then 
@senangDefaultWeight  
when t1.class='Sedih' then @sedihDefaultWeight  
when t1.class='Marah' then @marahDefaultWeight  
when t1.class='Jijik' then @jijikDefaultWeight  
when t1.class='Terkejut' then 
@terkejutDefaultWeight 
when t1.class='Takut' then @takutDefaultWeight 
end)))) * 
case when t1.class='Netral' then 
@netralProbability   
when t1.class='Senang' then @senangProbability  





when t1.class='Marah' then @marahProbability  
when t1.class='Jijik' then @jijikProbability  
when 
t1.class='Terkejut'then@terkejutProbability 
when t1.class='Takut' then @takutProbability 
end as 'Hasil' 
from (select a.idTweet,b.Term, c.Class 
from dbo.Twitter a,dbo.Term b, dbo.Class c 
where a.IdTweet=b.IdTweet and 
a.Classification='Testing') t1 
left join dbo.WordProbability w on 
t1.Class=w.class and t1.Term=w.term 
group by IdTweet,t1.class 
Gambar 4.16 Query untuk Testing Klasifikasi Naive Bayes 
4.4. Implementasi Antar Muka 
Implementasi antarmuka dilakukan berdasarkan perancangan 
antarmuka yang sudah dijelaskan pada bab analisis dan 
perancangan. 
 
4.4.1. Implementasi Halaman Preprocessing 
Halaman ini digunakan untuk melihat data setelah dan 
sebelum dilakukan preprocessing dengan tombol untuk melakukan 
preprocessing. Gambar untuk halaman ini dapat dilihat di Gambar 
4.11 
 
Gambar 4.17 Halaman Preprocessing 
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4.4.2. Impelentasi Halaman Training  
Halaman ini digunakan untuk melihat data setelah dan 
sebelum dilakukan preprocessing dengan tombol untuk melakukan 
preprocessing. Gambar untuk halaman ini dapat dilihat di gambar 
4.12 
 
Gambar 4.18  Halaman Training Data
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5. BAB V 
PENGUJIAN DAN EVALUASI 
Bab ini membahas uji coba  dan evaluasi terhadap perangkat 
lunak yang telah dikembangkan dari deteksi emosi manusia pada 
tweet bahasa Indonesia menggunakan klasifikasi Naive Bayes. 
5.1. Lingkungan Uji Coba 
Lingkungan uji coba yang digunakan dalam pembuatan tugas 
akhir ini meliputi perangkat lunak dan perangkat keras yang 
digunakan untuk melakukan uji coba deteksi emosi manusia pada 
tweet berbahasa Indonesia. Lingkungan uji coba merupakan 





Prosesor: Intel® Core™ i3-4150 CPU @ 
3.50GHz (4 CPUs) , ~3.5GHz 




Microsoft Windows Embedded 8.1 
Industry Pro 64-bit 
Perangkat Pengembang: 
IDE NetBeans7.3 
Microsoft SQL Server 2008 R2 
Perangkat Pembantu: Notepad++, 
Microsoft Excel 2013, Microsoft Word 
2013 
 
5.2. Data Uji Coba 
Data yang digunakan untuk uji coba implementasi sistem ini 
adalah tweet yang diambil menggunakan search API Twitter 
dengan batasan bahwa tweet berbahasa Indonesia. Tweet memiliki 
panjang maksimal 140 karakter. Jumlah data yang digunakan 





digunakan dalam model dan skenario uji coba.  Data memiliki satu 
label kelas. 
 
Tabel 5.1 Contoh Data Masukan Uji Coba 
No Citra Masukan  Kelas 
1 
Aku memilih kamu bkn karna apa yg kamu 
miliki, bkn juga ketertarikan fisik. Aku 




baru juga sejam udah kebangun dan gbsa 
tidur lagi dong :( 
Sedih 
3 
Pencemaran lingkungan karena limbah 
industri gaduh, kenapa aturan bagi pelanggar 
pencemaran lingkungan tdk gaduh? #Heran.. 
Terkejut 
4 Uda jijik ngelihat muka hina nya.... #Muak Jijik 
5 
Pengen kuliah.. Pengen risen ... Pen pergi 
dari rumah #muak 
Jijik 
6 polisi tangerang pada sadis  #ngeri Takut 
7 
Lindungi dia dimana pun dia berada pada 
saat  ini, tunjukkan yg salah itu salah yg 
benar itu benar #khawatir 
 Takut 
8 
Jika kau tidak mengenali, kenapa perlu 
menilai? Jika kau tidak mengenali, kenapa 
perlu mengandai? 
Netral 
9 jerawat dimanamana hissss :@  Marah 
10 @baerhbie joyieee ndaa jahatt:(( Sedih 
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5.3. Skenario Uji Coba 
Pada subbab ini akan dijelaskan mengenai skenario uji coba 
yang telah dilakukan. Terdapat beberapa skenario uji coba yang 
telah dilakukan, diantaranya yaitu: 
1. Perhitungan hasil akurasi, recall, precision dan fscore 
pada data dengan distribusi tiap kelas yang belum diubah. 
2. Perhitungan hasil akurasi, recall, precision dan fscore 
pada data dengan distribusi jumlah data tiap kelas yang 
lebih merata 
5.4. Skenario Pengujian 1: Perhitungan Hasil Akurasi, Recall, 
Precision dan Fscore pada Data dengan Distribusi tiap 
Kelas yang Belum Diubah. 
Pada skenario pengujian ini dilakukan pengambilan data 
selama tujuh hari sejak tanggal 28 Mei 2015 hingga  4 Juni 2015. 
Data yang didapatkan sebanyak 600.000 tweet. Setelah dilakukan 
proses penghapusan tweet, tersisa 299.458. Tweet dilakukan 
tokenisasi, dan stemming yang menghabiskan waktu  hingga 12 
jam. Data kemudian diberi label kelas dengan automatic labelling. 
Pembagian data training dengan testing adalah 80% data training  
dan 20% data testing. Jumlah masing-masing data pada tiap kelas 
dapat dilihat di Tabel 5.2. 
Tabel 5.2 Pembagian Data Klasifikasi Skenario Pengujian 1 
Kelas Training Testing Jumlah 
Netral 209.963 5.2491 262.454 
Senang 16.568 4.142 20.710 
Sedih 5.967 1.492 7.459 
Terkejut 2.897 724 3.621 
Takut 2.000 500 2.500 
 
Marah 1.917 480 2.396 





Akurasi dihitung dengan jumlah data yang mampu 
diklasifikasikan dengan benar. Sedangkan recall, precision dan 
fscore  dihitung berdasarkan confusion matrix. Confusion matrix 
untuk hasil skenario uji coba ini dabat dilihat pada Tabel 5.3. Tabel 
recall, precision dan fscore dapat dilihat pada Tabel 5.4. 
 
Tabel 5.3 Confusion Matrix Skenario Pengujian 1. 
Kelas Sebenarnya Prediksi 
Kelas Netral Senang Sedih Marah Jijik Terkejut Takut 
45.024 1.452 732 315 46 560 307 Netral 
1.225 2.093 39 10 1 26 13 Senang 
5.835 596 719 77 16 91 104 Sedih 
6 0 0 78 0 0 0 Marah 
197 0 0 0 1 3 0 Jijik 
67 0 2 0 0 42 0 Terkejut 
5 1 0 0 0 0 76 Takut 
 
Tabel 5.4 Tabel Precision,Recall dan Fscore Skenario 
Pengujian 1 
 Kelas Recall Precision Fscore 
Netral 85,9% 92,9% 89,3% 
Senang 50,5% 61,4% 55,4% 
Sedih 48,1% 9,6% 16,1% 
Marah 16,2% 92,8% 27,6% 
Jijik 1,5% 0,5% 0,7% 
Terkejut 5,8% 37,8% 10,0% 
Takut 15,2% 92,6% 26,1% 
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Akurasi dari skenario pengujian ini mencapai 80%  namun 
performa klasifikasi pada masing-masing kelas menunjukkan 
angka yang cukup rendah. Hal ini dikarenakan akurasi yang tinggi 
pada kelas netral yang memiliki porsi data yang jauh lebih tinggi 
dibandingkan kelas-kelas lainnya. 
5.5. Skenario Pengujian 2: Perhitungan Hasil Akurasi, Recall, 
Precision dan Fscore pada Data dengan Komposisi Data 
yang Berbeda 
Pada skenario pengujian ini dilakukan pengambilan data 
selama 3 hari sejak pada November 2015. Data yang didapatkan 
sebanyak 300,000 tweet. Setelah dilakukan proses penghapusan, 
data kemudian diberi label kelas dengan automatic labelling, dan 
dianalisa. Setelah proses analisis emosi pada tweet, diambil 20.810 
tweet dengan pemberian label kelas yang diperketat dan jumlah 
data yang lebih berimbang. Komposi kelas dibuat lebih berimbang 
dengan tetap memperhatikan bahwa kelas netral memiliki jumlah 
paling banyak, kelas senang memiliki kelas lebih sedikit, sedih 
memiliki jumlah data yang lebih sedikit dari senang, marah 
terkejut dan takut memiliki jumlah data yang relatif dekat dan jijik 
memiliki jumlah data paling sedikit. Tweet dilakukan tokenisasi, 
dan stemming yang menghabiskan waktu 20 menit Pembagian data 
training dengan testing adalah 80% data training  dan 20% data 
testing. Jumlah masing-masing data pada tiap kelas dapat dilihat di 
Tabel 5.5. 
Tabel 5.5 Pembagian Data Klasifikasi Skenario Pengujian 2 
Kelas Training Testing Jumlah 
Netral 8.000 2.000 10.000 
Senang 5201 1300 6501 
Sedih 2397 599 2996 
Marah 392 98 490 
Terkejut 327 82 409 





Kelas Training Testing Jumlah 
Jijik 52 13 65 
Akurasi dihitung dengan jumlah data yang mampu 
diklasifikasikan dengan benar. Akurasi dari skenario pengujian ini 
mencapai 72 persen. Sedangkan recall, precision dan fscore  
dihitung berdasarkan confusion matrix. Confusion matrix untuk 
hasil skenario uji coba ini dabat dilihat pada Tabel 5.6. Tabel 
recall, precision dan fscore dapat dilihat pada Tabel 5.7. 
 
Tabel 5.6 Confusion Matrix Skenario Pengujian 2. 
Kelas Sebenarnya Kelas 
Prediksi Netral Senang Sedih Marah Jijik Terkejut Takut 
1643 309 166 58 2 58 37 Netral 
200 962 57 8 3 3 26 Senang 
141 14 369 3 0 2 2 Sedih 
5 3 0 26 6 1 0 Marah 
0 0 0 0 0 0 0 Jijik 
7 11 2 1 0 16 0 Terkejut 
4 2 1 2 2 1 12 Takut 
 
 
Tabel 5.7 Tabel Precision, Recall dan Fscore Skenario 
Pengujian 2 
Kelas Recall Precision Fscore 
Netral 82,1% 72,3% 76,9% 
Senang 73,9% 76,4% 75,1% 
Sedih 62,0% 69,4% 65,5% 
Marah 26,5% 63,4% 37,4% 
Jijik 0,0% 0,0% 0,0% 
Terkejut 19,7% 43,2% 27,1% 
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Kelas Recall Precision Fscore 
Takut 15,5% 50,0% 23,7% 
 
Pada skenario pengujian 2, akurasi keseluruhan berkurang 
hingga 8 persen tetapi performa klasifikasi pada tiap kelas 
meningkat. Hal ini dapat dilihat dari fscore kelas senang, sedih, 
marah dan terkejut yang meningkat secara signifikan. Hal ini dapat 
dikarenakan komposisi data yang lebih berimbang dibandingkan 
skenario pengujian 1. Sampel kinerja model klasifikasi untuk 
melakukan prediksi kelas senang dapat dilihat pada Tabel 5.8 dan 
untuk prediksi kelas sedih pada tabel 5.9. Sampel menunjukkan 
kinerja yang baik pada tweet dengan ukuran teks yang panjang. 
Tabel 5.10 menunjukkan tweet yang panjang teksnya relatif 
pendek. Tweet yang panjang teksnya relatif pendek setelah 
dilakukan preprocessing menghasilkan kinerja yang buruk pada 
proses klasifikasi. 
 
Tabel 5.8 Sampel Kinerja Prediksi pada Kelas Senang 
No Tweet Kelas Prediksi 
1 Wes adus wes dandan wes siap2 lungo, 
bajigur bulno yo gur ning omh, ngarep 
bnget ono sing metok dolan ,jilaak :(  Sedih Senang 
2 Selamat Malam Generasi Muda Tulang 
Punggung Keropos Bangsa :) 
Bagaimana kabar V. Rossi, Marquez, 
Game COC & Hal2 gak penting 
Lainnya? :v  Senang Senang 
3 @jmmagsi48 @shahzadahmeds13 
bardi akalmandi ki bat ki he apne::) 
dunno bar amal krke dekhaya lekin 
apke Imran Khan ne dunno bar dhoka 
dya  Senang Senang 
4 ngga sengaja liat foto kamu di salah 





No Tweet Kelas Prediksi 
bikin baper lagii hihiii :D skrg tambah 
gendut  yaa kamu?? :')  
5 Di Handphone banyakan foto PRILLY 
LATUCONSINA dari pada yg 
punya.ahaha. Jika memori full yaa foto 
gw yng gw hapus! gw mah gitu 
orangnya:-D  Senang Senang 
6 Mimin baik ko bktinya ngsh info trskan 
tntang ka ricky:) RT @KIRUNERSS: 
Mau bales2in mention ahh biar gk 
dibilang .... Aahhsyudahlahhhhhh ???  Senang Senang 
7 Assalamualaikum wr. wb. campus 
brainers yang budiman. 
#KHASANAHPETANG edisi 
#CEMAS kali ini ditemani Safia hingga 
nanti pukul 7 malam ya :) Takut Senang 
 
 
Tabel 5.9 Sampel Kinerja Prediksi pada Sedih 
No Tweet Kelas Prediksi 
1 adek kangen abang adek kangen abang 
adek kangen abang  adek kangen abang 
:( adek kangen abang :( adek kangen 
abang :( adek kangen abang :(  Sedih Sedih 
2 arisia meni lila muka panto teh wan 
tanya dayat sambil ngelapan tembok 
:((, eh hampura anjis kieu da imah aing 
mah pinuh tantangan yat :(  Sedih Sedih 
3 wan wan jawab ath arisia wan ieu aing 
dayat buru buka panto imah, iwan pun 
menjawab "keula yat dagoan aing 
mersihan korong heula" :(  Sedih Sedih 
4 Dari zaman bahtera nabi nuh nepika 
ayeuna zaman cabe-cabean U19 
merajalela, buuk si kak seto asa teu 
robah-robah anjis. Kayak cinta aku. :(  Sedih Sedih 
 61 
   
   
   
No Tweet Kelas Prediksi 
5 Keur bobogohan mh jjs jng jjm th kanu 
ninja euy,naha ai gs kawin jjs atawa jjm 
th kana delman? Hemm agul ku payung 
batur tea :((  Sedih Sedih 
6 Ternyata benar apa yg orang-orang 
katakan. Lieur kucinta tuh leuwih2 ti 
mabok arak anying :(. Sakitnya 
tuuhh.... Kela poho deui euy :((  Sedih Sedih 
7 #YEUHDANGUKEUNRP  cik atuh 
ayaangg...aa teh kangen km nu dulu:( 
nisedih  rek didangukeun pek, teu ge 
kajeun lah:(  NUHUN  Sedih Sedih 
8 Geusss ayeuna mah engeeesss Kumaha 
bentuk bareungeut maraneh we rek 
robert, rek opick terseraahh :( #eh 
bhaaakkkss  Sedih Sedih 
 
Tabel 5.10 Sampel Kinerja Pada Tweet dengan Panjang 
Relatif Pendek 
No Tweet Kelas Prediksi 
1 @naeyond @Tailurswift @svtjunh 
@I_Taehyung95 @rvltirene 
@I7JWWU @bearmillerr kamu juga :(  Sedih Sedih 
2 @Tailurswift @fkaccpard @svtjunh 
@I_Taehyung95 @rvltirene 
@I7JWWU @bearmillerr kesian :(  Sedih Sedih 
3 @soojvnx elap ingusnya sana nong 
wkwk  Netral Sedih 
4 @S_SiscaJKT48 cup cup sini aku 
temenin wkwk  Netral Sedih 
5 @anissazwaa seronoknyaa ishh  Netral Sedih 
6 #ON ygstan / yg rpers?  Netral Sedih 





5.6. Analisis Skenario Pengujian 1 
Dari  skenario uji coba, jumlah data mempengaruhi   performa 
klasifikasi naive bayes,  pada skenario pengujian satu didapatkan 
akurasi yang cukup tinggi sejumlah 80% namun fscore  pada kelas 
selain kelas netral memiliki angka yang cukup rendah. Hal ini 
disebabkan jauhnya  jumlah data yang dimiliki oleh kelas netral 
dibandingkan dengan kelas-kelas lainnya. 
Dapat dilihat pada Tabel 5.3, terdapat 1.452 data kelas senang 
yang diprediksi sebagai kelas netral, jumlah tersebut sebesar 35% 
dari total data senang, hal ini dikarenakan jumlah data pada kelas 
netral yang tinggi sehingga apabila terdapat tweet yang tidak 
terdapat pada kosa kata data training maka kelas akan dimasukkan 
sebagai kelas netral. Pada Tabel 5.3 dapat dilihat bahwa terdapat 
5.835 tweet kelas netral yang masuk kedalam kelas sedih, hal ini 
dikarenakan kosa kata yang termasuk dalam kelas sedih juga 
terdapat di dalam kosa kata yang termasuk dalam kelas netral 
namun dalam kata-kata tersebut tidak termasuk dalam penanda 
label kelas. Hal ini membuat precision  dari kelas sedih terendah 
kedua setelah jijik. Contoh  data kelas netral yang diklasifikasikan 
sebagai kelas sedih dapat dilihat pada Tabel 5.11. Dapat dilihat 
pada tweet nomor 3 terdapat tweet bahasa asing yang salah 
diklasifikasikan. Pada tweet nomor 1 terdapat kata “kenangan” 
yang mungkin pada kelas sedih memiliki bobot tinggi sehingga 
tweet diklasifikasikan sebagai kelas sedih. Pada tweet nomor 6, dan 
8 juga terdapat kata-kata yang mungkin memiliki peluang besar 
pada kelas sedih. 




Nyapu kenangan itu kayak nyapu sterofoam pasti ADALAGI.. 
ADALAGI! Yuk mending Ngalay bareng biar hidup lebih 
berwarna! :v cc: @indosatmania 
2 
Stss.. RT @darilandrean: Permenkecil: Atashi no Taiyou 
Jangan lupa sholjum." No mensyen bgt neh.." 
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No Tweet 
3 
*Shab e Baraat*Mulla Ali Qari R.H Ny Farmaya;Mujhy Un 
logon Pe Taajjub Hota Hy Jo Hadees Ka Thora Boht Elm 
Rakhty Hen Mgr Phir ...>next 
4 
Tengah tido tetiba budak kecik ni masuk "akakkkk jomlah pergi 
buai laju laju lajuuu" ???????? 
5 
@natashaasmam @twt_kecantikan pakai shampoo plus 
conditioner avon yg olive oil. Jgn lap rmbut pkai tuala just biar 
dia kering sndri. 
6 
Dulu sekolah rendah  kawan kelas aku ada buka spa kat 
belakang kelas. Dorang ambil pensel colour dorang warnakan 
kening aku. 
 
Kelas marah memiliki recall yang rendah yaitu 16,2% namun 
memiliki precision yang tinggi yaitu 92,8%. Dari 480 data tweet 
marah hanya 78 yang dapat diklasifikan dengan benar, namun 
model klasifikasi hanya mengklasifikan 6 data yang salah sebagai 
kelas marah. Hal ini dapat menandakan bahwa kosa kata yang 
berada pada data training kelas marah cukup unik dan tidak ada 
pada kelas lain sehingga model klasifikasi hanya 
mengklasifikasikan 84 data sebagai kelas marah. Tingkat precision 
pada kelas marah menjadi cukup tinggi, mencapai hingga 92,8%. 
Namun angka recall pada kelas marah sangat rendah karena 
terdapat 315 tweet kelas marah yang diklasifikasikan sebagai kelas 
netral. Hal ini dapat dikarenakan kata yang digunakan ada pada 
kosa kata kelas netral dan kosa kata kelas netral cukup besar 
dikarenakan jumlah data yang jauh lebih tinggi. Contoh data yang 
diklasifikasikan dengan benar pada kelas marah dapat dilihat pada 
Tabel 5.12 
Tabel 5.12 Data Kelas Marah yang Diklasifikan dengan 
Benar 
No Tweet 
1 Bawaanya emosi 





3 Camiiii jgn lah marah aku juz pos apa yg org bagi jaaa ?? 
4 bodo benci 
5 @Deviped hahhahhahha. Marah ap cin??? 
6 @parkjunghwaa marah aja yaa 
7 
Pembenci yang sukses adalahpembenci yang 
berhasilmembuatmu membencinya. 
8 Pembenci akan membenci. Itu memang peran 
9 
Emosi tidak akan membimbingmu pada suatu pemikiran atau 
tindakan positif 
10 @allkjm91: Cho ngambek ama gua? Etdah-_-aku juga ! 
11 Kecewa itu pasti  mau marah tapi percuma... 
 
 
Pada Tabel 5.13, tweet nomor 1 dan 7 terjadi kesalahan 
klasifikasi dikarenakan terdapat kata “cinta” yang mungkin 
memiliki peluang pada kelas senang lebih tinggi, tweet nomor 2 
tidak terdapat spasi yang baik antar kata sehingga beberapa kata 
dihitung menjadi satu, tidak terdapat pada kosa kata dan akhirnya 
masuk sebagai kelas netral, tweet nomor 4 merupakan bahasa asing 
dan kata “bencinyaa” memiliki akhiran tidak baku sehingga gagal 
dilakukan stemming. 
Tabel 5.13 Data Kelas Marah yang Dilasifikasikan dengan 
Salah 
No Tweet 
1 Kesalahanku karena tlah mencintaimu 
2 Bisagaksih  gakusahbuatorangkesal?? 
3 dari semua hal  aku paling benci yang namanya nunggu! 
4 comel ah chen ish bencinyaa 
5 Lawan Madrid  Rakitic Sempat Dibuat Kesal 
6 
Tak salah pun aku bawak motor.takkan disebabkan motor kau 
benci.???? 
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No Tweet 
7 
Jangan terlalu benci sama orang  nanti kalo jadi cinta malu 
sendiri lo. 
8 
Yg dewasa  yg ngalah. Yg dewasa  yg harus kasih solusi. Yg 
dewasa  yg harus bisa ngendaliin keadaan. Pakai otak  bukan 
emosi atau otot. 
9 
Hidup bukan tentang seberapa besar kesalahanmu di masa lalu  
tapi tentang bagaimana kamu memperbaiki diri dan kuat 
menjalani hari. 
10 
@h0ngbin_ biar penasaran /? Kalo situasi digodain terus2an 
ngambek gak? 
11 #AutoFreeFollowers Inisial seseorang yang kamu benci ? 
 
Kelas takut memiliki recall yang rendah yaitu hanya 15,2% 
namun memiliki precision yang tinggi. Dari 500 data tweet takut 
hanya 76 yang dapat diklasifikan dengan benar, namun model 
klasifikasi hanya mengklasifikan 6 data yang salah sebagai kelas 
takut. Hal ini dapat menandakan bahwa kosa kata yang berada 
pada data training kelas takut cukup unik dan tidak ada pada kelas 
lain sehingga model klasifikasi hanya mengklasifikasikan 82 data 
sebagai kelas takut, kelas ini memiliki pola yang sama seperti kelas 
marah. Tingkat precision pada kelas takut menjadi cukup tinggi, 
mencapai hingga 92%. Namun angka recall pada kelas takut 
sangat rendah karena terdapat 307 tweet kelas takut yang 
diklasifikasikan sebagai kelas netral dan 104 tweet sebagai kelas 
sedih. Hal ini dapat dikarenakan kata yang digunakan ada pada 
kosa kata kelas netral dan kosa kata kelas netral cukup besar 
dikarenakan jumlah data yang jauh lebih tinggi. Contoh data yang 
diklasifikasikan dengan salah pada kelas takut dapat dilihat pada 
Tabel 5.14. Pada data pada nomor 1 terdapat kata “bahagia” yang 
memiliki bobot tinggi pada kelas senang. Data nomor 2 terdapat 
kata “cinta” sehingga mungkin terjadi kesalahan ke kelas senang 
dan pada data nomor 10 terdapat kata “tenang” dan “positif” yang 










Yaiyalah gue cemas lo sama dia  dia lebih cantik &amp; bisa 
bikin lo bahagia daripada gue #KamusCewek 
2 
Hati melompat-lompat  kemana kamu akan terpikat? Jangan 
terus meragu  cinta tak bisa menunggu. 
3 @KUNINGSSI bkn gitu takutnya nnt abang rugi sih 
4 
ki amat mah ga galak :v gausah tkt @miaaw_22 
@yulian_mutiaraa aku tadi liat yutup ti : sampe nangis. Takut 
kiamat:( aneh kan?:3 
5 
Cewek itu kadang suka ngelarang cowoknya deket sama cewek 
lain  bukan karna apa2...Dia cuma takut cowoknya selingkuh sm 
yg lain. :) 
6 
Pengennya sii bareng² sama lo. Tapi takut ngerasain 
kedulu.haha konyol.:| 
7 
Walaupun dia bukan lah pencinta kucing and sometime penakut 
jugak dkt kucing tapi tiap kali aku terdengar bunyi anak kucing 
so apa lagi bang 
8 
Ada benda sebenarnya mmg dah nak kena berubah.. tapi diri 
sendiri tak berani lakukan.. senang je.. kau Penakut!! 
9 
Sabar itu capek  sabar itu emosi  sabar itu kesel  sabar itu susah  
tapi sabar itu indah. | loh  indahnya kapan? | ya sabar aja :| 
10 
Berhentilah mencemasan sesuatu secara berlebihan. Cemas 
adalah buah dari pemikiran. Berpikir positif akan membuat 
hidup jadi lebih tenang. 
11 
Zionis pu negara namanya israel  katolik punya negara namanya 
vatikan  komunis juga punya negara   hindu juga punya negara  
knp takut islam? 
12 
Jangan ragu pakai product fashion terkeren karya anak 
bangsa.Semua bisa kamu dapatin di @WaydeeStore Follow ya 
 
Kelas terkejut memiliki recall dan precision yang rendah. Hal 
ini dapat dikarenakan sedikitnya jumlah data training yaitu 2.897 
dan kosa kata dari kelas memiliki kesamaan yang dengan kelas 
netral sehingga dari 724 data testing, sebanyak 560 masuk ke kelas 
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netral dan hanya 42 yang masuk dalam kelas terkejut. Contoh data 
kelas terkejut yang didefinisikan sebagai salah dapat dilihat pada  
 




Iya:v "@PShinHye90: Aduhh jdi itu kamu >< ocidaakk RT 
@GaexmGyu: Semalem.kmu ga inget/?"PShinHye90: Omo kita 
kapan bkina? :o 
2 
@adilla096 .HAHH:o siapaa yang jadi putri pangeran wkwk 
*muka polos 
3 
@folksyoon: folksooj: "folksyoon: eeeebrarti kalo ngomongin 
ailee di acc atunya aja .g"acc mana lagi  ogt y"ljhwvixx/?"oohh 
:o 
4 @Sevan_Dev gimana kabarnya hari ini :o 
5 
@insom_cy omegodeeeeh:o diaa tak mengakuiku -__- aku udh 
biasa diginiin loh min   aku kuat ko:")"D 
6 Heran... kari akeh masalah dino iki?? Maegot :o 
7 @skukzkky gimana rasanya ps?:o 
8 
@realsanamjung ab kia hoga Haya ka :O ab kia krygi wo :( 
rameez ni kro humri Haya k sath ese .. Hadi aa jaen apni Haya 
ko bachany .. #Alvida 
9 @btsbwiv @bsuga_twt wah kalian suka mangkal :oOoOo 
10 Ngantuk :O 
11 
. Segmen 6 ya..? :O. Jam brpa tuh pass Segmen 6..? Ini ajja udh 
jam 23.14 Wib :( 
12 @icescoklat wah kenapah? :o masalah tugas akhir yah? 
13 @Liestaaa loh aku doramania lo :o 
14 Emg syp yg ngegangguin situ : iyuhh Geer bgt ANDA :o 
15 







Kelas jijik gagal diklasifikasikan karena jumlah data yang jauh 
lebih sedikit dan jumlah penanda kelas yang jauh lebih sedikit 
dibandingkan dengan kelas lain. 
5.7. Analisis Skenario Pengujian 2 
Pada skenario pengujian dua, jumlah  data pada  kelas netral 
ditekan dari 262.454 data menjadi 10.000 data. Pemberian label 
kelas pun dijadikan lebih selektif dengan hanya menggunakan 
hashtag dan emoticon tanpa menggunakan kata kunci. Pada 
skenario dua akurasi menurun menjadi 72%   tetapi nilai fscore 
pada masing-masing kelas lebih merata dan tidak terdapat satu 
kelas yang performanya  menonjol. Pada kedua kasus pengujian  
ditemukan bahwa kelas jijik memiliki performa yang sangat 
rendah bahkan pada kasus kedua tidak mampu mengklasifikan 
sama sekali. Hal ini  dikarenakan jumlah data yang sedikit dan 
penanda pemberi kelas yang  belum cukup baik untuk kelas jijik. 
Pada pengujian dua, performa kelas senang dan sedih cukup baik 
apabila panjang dari tweet setelah  preprocessing  mendekati batas 
maksimal karakter dalam tweet yaitu 140. Namun pada sampel 
tweet  yang relatif pendek didapatkan  akurasi kelas yang rendah. 
 
Pada  kelas netral,  fscore menurun  dari 89% menjadi 76,9% 
namun pada kelas senang, fscore meningkat menjadi 75%  dari 
55% dan pada kelas sedih fscore meningkat menjadi 65% dari 
16%. Kelas marah memiliki fscore yang meningkat menjadi 37,4% 
dari 27,6% namun precision menurun dari 92% menjadi 63%. Hal 
ini berarti model klasifikasi lebih sensitif untuk 
mengklasifikasikan kelas marah dan oleh karenanya recall kelas 
marah meningkat. Kelas jijik tetap rendah sama seperti skenario 
pengujian pertama. Sedangkan pada kelas terkejut fscore 
meningkat menjadi 27% dari 10% tapi pada kelas takut fscore 
menurun tipis dari 26% menjadi 23,7%.  
 
Pada kelas senang, terjadi kenaikan yang signifikan, setelah 
analisis data dilakukan, ditemukan bahwa terdapat 962 data tweet 
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yang mampu diklasifikasikan dengan benar dari 1301 tweet data 
testing dengan kelas yang benar. Dari 962 data tweet yang benar 
ditemukan bahwa 772 tweet memiliki panjang teks lebih dari 50 
huruf setelah teks dilakukan preprocessing. Jadi terdapat 110 tweet 
kelas senang yang diklasifikasikan dengan benar dan memilki 
panjang teks kurang dari 51 huruf. Pola yang sama juga ditemukan 
di kelas sedih. Kelas sedih mengalami peningkatan yang cukup 
besar dari skenario pengujian pertama. Dari 369 tweet kelas sedih 
yang diklasifikasikan dengan benar ditemukan 226 tweet dengan 
panjang teks setelah preprocessing lebih dari 50 huruf. Hanya 143 
tweet yang memiliki panjang teks setelah preprocessing kurang 










KESIMPULAN DAN SARAN 
Bab ini berisi tentang kesimpulan yang diperoleh selama 
pengerjaan tugas akhir ini. Selain itu, juga terdapat beberapa saran 
terhadap tugas akhir ini yang diharapkan bisa membuat tugas akhir 
ini menjadi lebih baik lagi. 
6.1. Kesimpulan 
Kesimpulan yang diperoleh berdasarkan uji coba dan evaluasi 
yang telah dilakukan pada tugas akhirantara lain: 
1. Dengan dataset yang seimbang, deteksi emosi 
menggunakan naive bayes memiliki performa yang baik 
pada kelas netral, senang dan sedih. Hal ini ditunjukkan 
oleh fscore pada kelas netral sebesar 76,9%, kelas senang 
75,1% dan kelas sedih 65,5%.  
2. Pada data set yang tidak seimbang, metode naive bayes 
akan cenderung memberikan prediksi kelas untuk data 
testing sesuai dengan kelas yang memiliki jumlah data 
lebih banyak, pada kasus ini adalah kelas netral. 
3. Pada kelas senang dan kelas sedih, tweet dengan panjang 
teks setelah preprocessing yang lebih tinggi cenderung 
memiliki fscore lebih tinggi. Hal ini dapat diterapkan 
untuk membangun model klasifikasi baru dengan panjang 
tweet sebagai salah satu faktor yang diperhitungkan. 
4. Evaluasi menggunakan akurasi tidak dapat digunakan 
pada kasus klasifikasi ini dikarenakan tidak imbangnya 
jumlah data pada setiap kelas. Skenario 1 menunjukkan 
perhitungan akurasi yang baik sebesar 80% namun pada 
pada enam kelas selain kelas netral menunjukkan 
performa fscore yang buruk. Pada kelas senang fscore 
bernilai sebesar 55%, kelas sedih 16%, kelas marah 






5. Kelas jijik tidak dapat diklasifikasikan sama sekali dengan 
fscore dibawah satu persen. Hal ini dikarenakan sedikitnya 
jumlah yang terkait dengan kelas tersebut. 
6.2. Saran 
Terdapat beberapa saran terkait tugas akhir ini yang 
diharapkan bisa membuat tugas akhir ini menjadi lebih baik. 
Saran-saran tersebut antara lain: 
1. Perlu dilakukan preprocessing lebih lanjut untuk 
mendapatkan data yang lebih baik dan lebih toleran 
kepada bahasa tidak baku. 
2. Penanda pemberi label kelas dapat ditambah dengan 
menggunakan  penanda lain seperti kata kunci dan emoji . 
3. Perlu dilakukan penelitian lebih lanjut untuk membedakan 
kelas jijik, terkejut dan takut dalam teks. 
4. Perlu dilakukan pencarian data tweet yang lebih dalam 
untuk kelas jijik, terkejut dan takut dalam tweet. 
5. Perlu dilakukan pembersihan bahasa selain Bahasa 
Indonesia seperti Bahasa Malaysia, Bahasa Sunda, Bahasa 






Lampiran A. 1 Daftar Kata yang Termasuk dalam Stopwords 









































































































































































































   
   










































































































































































Lampiran A. 2 Daftar Kata yang Termasuk dalam Stopwords 
























































































































































   
   
























































































































































































































   
   
























































































































































































































   
   








































































 * @author Mahardhika 
 * crawling tweet menggunakan search API 
 */ 
public class TweetCrawler { 
      
//    private static Connection connection; 
     




        boolean nextData=true; 
        QueryResult result = null; 
        boolean useProxy=true; 
        Map<String,RateLimitStatus> limit = 
TwitterHelper.getInstanceTwitter(useProxy).get
RateLimitStatus(); 
        Query query = new Query(); 
         
        query.setQuery("lang:id"); 
        query.setCount(100); 
        DBConnection connection; 
        connection = new DBConnection(); 
        connection.connect(); 
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        RateLimitStatus r = 
limit.get("/search/tweets"); 
        int i = r.getRemaining()-2; 
        int c = 0; 
     while (nextData) { 
               if(i!=0){ 
                result = 
TwitterHelper.getInstanceTwitter(useProxy).sea
rch(query); 
                i--;} 
                 
                if(i==0){ 
                    
System.out.println("Waiting for twitter 
limitation; " + i); 
                    Thread.sleep(900000); 
                    i=180;} 
                nextData=result.hasNext(); 
                query=result.nextQuery(); 
                
                for (Status status : 
result.getTweets()) { 
                    System.out.println(" => @" 
+ status.getUser().getScreenName() + " : " + 
status.getText()); 
                    c++; 
                    java.sql.Date date; 
                    date = new 
java.sql.Date(status.getCreatedAt().getTime())
; 
                    if 
(status.getGeoLocation()!=null) 
                    { 
                          GeoLocation geo = 
status.getGeoLocation(); 









geo.getLongitude(), geo.getLatitude(), null); 
                       } 
                        else 





-9999, -9999, null); 
                    } 
                System.out.println("Tweet 
fetched :"+c); 
               } 
        } 























 * @author Mahardika Maulana 
 */ 
public class Stemming { 
     
    DBConnection connection = new 
DBConnection(); 
    ArrayList<String> wordsList = new 
ArrayList<String>(); 
     
    public Stemming(){ 
        try { 
            this.loadDictionary(); 
        } catch (ClassNotFoundException ex) { 
            
Logger.getLogger(Stemming.class.getName()).log
(Level.SEVERE, null, ex); 
        } catch (IOException ex) { 
            
Logger.getLogger(Stemming.class.getName()).log





        } 
    } 
     
    public boolean checkDictionary(String 
word) throws FileNotFoundException, 
ClassNotFoundException, IOException 
    { 
 
        for(String words: wordsList) 
        { 
            if(words.equalsIgnoreCase(word)) 
                return true; 
        }  
        return false; 
    } 
     
    public ArrayList<String> loadDictionary() 
throws FileNotFoundException, 
ClassNotFoundException, IOException 
    { 
        File file = new File("kata-
dasar.txt"); 
        BufferedReader buffer; 
        buffer = new BufferedReader(new 
FileReader(file)); 
 
        String CurrentLine; 
 
 
        while ((CurrentLine = 
buffer.readLine()) != null) { 
             
 
            CurrentLine= CurrentLine.split(" 
",2)[0]; 
            wordsList.add(CurrentLine);                
 
            } 
        return wordsList; 
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            } 
     
    public String 
deleteInflictionSuffixes(String word) 
    { 
        //regex pertama merupakan akhiran 
particle 
        String regex="([klt]ah|pun)$"; 
        Pattern r = 
Pattern.compile(regex,Pattern.CASE_INSENSITIVE
); 
        Matcher m = r.matcher(word); 
        if(m.find())  
            word = word.replaceAll(regex, ""); 
         
        // regex kedua merupakan akhiran 
kepemilikan 
        String regex2="([km]u|nya)$"; 
        Pattern r2= 
Pattern.compile(regex2,Pattern.CASE_INSENSITIV
E); 
        Matcher m2 = r2.matcher(word); 
        if(m2.find()) 
            return word.replaceAll(regex2, 
""); 
        else return word; 
    } 
   
     
    public String 
deleteDerivationSuffixes(String word) throws 
ClassNotFoundException, IOException 
    { 
 
        word = deleteInflictionSuffixes(word); 
         





        Pattern r = 
Pattern.compile(regex,Pattern.CASE_INSENSITIVE
); 
        Matcher m = r.matcher(word); 
        if(m.find()) 
        {             
            word = word.replaceAll(regex, ""); 
            if(checkDictionary(word)) 
                return word; 
            else if (word.length()>1) 
                if(word.charAt(word.length()-
1)=='k' ) 
                    return 
word.substring(0,word.length()-1); 
                 
        } 
        return word; 
    } 
     
    public String 
deleteDerivationPrefixes(String word) throws 
ClassNotFoundException, IOException 
    { 
        String originalWord = word; 
        String word1=""; 
        String regex="^(me|pe|per)"; 
        Pattern r0 = 
Pattern.compile(regex,Pattern.CASE_INSENSITIVE
); 
        Matcher m0 = r0.matcher(word); 
        if(m0.find()) 
        { 
        word = word.replaceAll(regex,""); 
         
        } 
        if(checkDictionary(word)) 
           return word; 
        else word = originalWord; 
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        String 
regex1="^([mp](eng|em|eny|en)|di)"; 
        Pattern r = 
Pattern.compile(regex1,Pattern.CASE_INSENSITIV
E); 
        Matcher m = r.matcher(word); 
        if(m.find()) 
        { 
             
        word = word.replaceAll(regex1,"");        
         
        if(word.matches("[aiueo](.*)")) 
        { 
            
if(originalWord.matches("[mp]eng(.*)")) 
            {word="k"+word; 
                    } 
            else 
if(originalWord.matches("[mp]eny(.*)")) 
            {word="s"+word; 
                    } 
            else 
if(originalWord.matches("[mp]en(.*)")) 
            {word="t"+word; 
 
            } 
            else 
if(originalWord.matches("[mp]em(.*)")) 
            {word="p"+word; 
                    } 
            if(checkDictionary(word)) 
                return word; 
            else 
                word = word.substring(1); 
            } 
        else if(checkDictionary(word)) 
               return word;} 
 





           return word; 
 
        originalWord=word; 
        String regex2="^([pkst]e)"; 
        Pattern r2 = 
Pattern.compile(regex2,Pattern.CASE_INSENSITIV
E); 
        Matcher m2 = r2.matcher(word); 
        if(m2.find()) 
        {word = word.replaceAll(regex2,""); 
        if(checkDictionary(word)) 
           return word; 
        else word=originalWord; 
 
        } 
         
        String regex3="^([tbps]e[rl]{0,1})"; 
        Pattern r3 = 
Pattern.compile(regex3,Pattern.CASE_INSENSITIV
E); 
        Matcher m3 = r3.matcher(word); 
        if(m3.find()) 
        {word = word.replaceAll(regex3,""); 
        if(checkDictionary(word)) 
           return word;  
                else word=originalWord; 
 
        } 
    
        return word; 
    } 
     
    public String naziefAdrianiStemmer(String 
word) throws ClassNotFoundException, 
IOException 
    { 
       word = word.toLowerCase(); 
       String originalWord = word; 
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       String word1 = 
deleteDerivationPrefixes(word); 
       String word2 = 
deleteInflictionSuffixes(word); 
       String word3 = 
deleteDerivationSuffixes(word); 
        
       if(checkDictionary(word)) 
           return word; 
        
       if(checkDictionary(word1)) 
            return word1; 
       else if(checkDictionary(word2)) 
            return word2; 
       else if(checkDictionary(word3)) 
            return word3; 
        
       word1 = 
deleteInflictionSuffixes(word1); 
       word2 = 
deleteDerivationSuffixes(word2); 
       word3 = 
deleteDerivationPrefixes(word3); 
       if(checkDictionary(word1)) 
            return word1; 
       else if(checkDictionary(word2)) 
            return word2; 
       else if(checkDictionary(word3)) 
            return word3; 
        
       word1 = 
deleteDerivationSuffixes(word1); 
       word2 = 
deleteDerivationPrefixes(word2); 
       word3 = 
deleteInflictionSuffixes(word3); 
       if(checkDictionary(word1)) 
            return word1; 





            return word2; 
       else if(checkDictionary(word3)) 
            return word3; 
             
        return originalWord; 






Lampiran B.3 Kode Preprocessing dan Penghapusan 
Stopwords 
/* 
 * To change this license header, choose 
License Headers in Project Properties. 
 * To change this template file, choose Tools 
| Templates 





















 * @author Mahardika Maulana 
 * menghilangkan stop words di database 
 * input: Tweet di database, daftar stopwords 
 * output: 










 menghilangkan stop words di database 
 input: Tweet di database, daftar stopwords 
 output: 
 */ 
public class StopwordsRemoval { 
    BufferedReader buffer; 
    ArrayList<String> stopWordsList = new 
ArrayList<String>(); 
    String query2; 
    File file = new File("stopwords_id.txt"); 
    private DBConnection connection = new 
DBConnection(); 
    Stemming stemmer = new Stemming(); 
     
    public void removeStopwords() throws 
FileNotFoundException, IOException, 
ClassNotFoundException, SQLException{ 
        buffer = new BufferedReader(new 
FileReader(file)); 
         
        connection.connect(); 
        String CurrentLine; 
        while ((CurrentLine = 
buffer.readLine()) != null) { 
            if(!CurrentLine.contains("#"))     
           stopWordsList.add(CurrentLine);                
            } 
        boolean nextData = true; 
        int startIndex = 1; 
        String text2=""; //string yang telah 
dibersihkan 
        String text3=""; // string yang 
dibersihkan tanpa di stemming 
        String nonStemmedWord; 
        String temp; 
        int counter=0; 
        int resultCount = 10000; 
        ResultSet rs; 
        String text; 
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        String classification; 
        int idTweet; 
        boolean found=false; 
        while(nextData) 
        { 
            rs = selectTweet(startIndex, 
resultCount); 
            //hentikan loop apabila rs tidak 
mengembalikan hasil 
            if(!rs.isBeforeFirst()) 
            { 
                break; 
            } 
 
            System.out.println(startIndex + "  
" + resultCount); 
            if(rs.first()){ 
                while(!rs.isAfterLast()) 
                { 
                    // remove stopwords here 
                    text = 
rs.getString("Text"); 
                    idTweet = 
rs.getInt("IdTweet"); 
                    classification = 
rs.getString("Classification"); 
                     
//                    text = 
text.replaceAll("\\?", " "); 
//                    text = 
text.replaceAll("", " "); 
//                    text = 
text.replaceAll("", " "); 
//                    text = 
text.replaceAll("", " "); 
                    text = 
text.replaceAll("[/,!.?]", " "); 





                    StringTokenizer st = new 
StringTokenizer(text); 
                    while 
(st.hasMoreElements()) { 
                        found=false; 
  = st.nextToken().toLowerCase(); 
                        if(temp.contains("@") 
|| !temp.matches("^[A-Za-z#:;].*$")) 
                        {     
//                            
System.out.println(temp); 
                            continue; 
                        } 
                         
                       for(String words: 
stopWordsList) 
                        { 
                            
if(words.equalsIgnoreCase(temp)){ 
                               found = true; 
                               break; 
                            } 
                        } 
                        if(!found) 
                        
{//System.out.print(temp+" "); 
                            //text 2 adalah 
text yang sudah dibersihkan 
                         
                        if(temp.length() > 25 
|| temp.length() <2) 
                            continue; 
                        nonStemmedWord=temp;    
                        text3=text3+temp+" "; 
//text yang tidak dilakukan stemming 
                         




   
   
   
//                        
System.out.print(classification); 
                         
//                        
if(classification.equals("Training")){ 
                           
connection.InsertTerm(idTweet, temp); 
                           
connection.InsertNonStemmedTerm(idTweet, 
nonStemmedWord); 
//                        } 
                        
                        if(temp.length() < 20) 
                        text2=text2+temp+" "; 
// text yang di stemming 
                    } 
                } 
                   counter++; 
                    
System.out.println(counter); 
                    String query = "update 
dbo.twitter set CleanedText=?,nonStemmedText=? 
where IdTweet=?"; 
                    
connection.executeUpdate(query,text2,text3,idT
weet); 
                    text2=""; 
                    text3=""; 
                    rs.next(); 
            }    
        } 
            startIndex = startIndex + 
resultCount; 
    } 
} 
     
    public ResultSet selectTweet(int 






    { 
        String query = String.format("select 
text,idTweet,Classification from dbo.Twitter 
where IdTweet>=%d and IdTweet<=%d and 
classification is not 
null",startIndex,startIndex+numberOfRow); 
//        String query = String.format("select 
* from dbo.Twitter where IdTweet>=%d and 
IdTweet<=%d and 
classification='Training'",startIndex,startInd
ex+numberOfRow);         
         
        return 
connection.executeSelect(query); 
    } 
     
    
    public static void main(String[] args) 
throws IOException 
    { 
        StopwordsRemoval a= new 
StopwordsRemoval(); 
        try { 
            a.removeStopwords(); 
//        
System.out.println(System.getProperty("user.di
r")); 
        } catch (ClassNotFoundException | 
SQLException ex) { 
            
Logger.getLogger(StopwordsRemoval.class.getNam
e()).log(Level.SEVERE, null, ex); 
        } 
         
    } 
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