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Abst ract - - In  this paper, the computation ofthe smallest eigenvalues and the corresponding eigen- 
vectors of the generalized eigenvalue problem using Lanczos algorithm with a recursive partitioning 
method as well as the Sturm sequence-bisection method have been discussed. We have also presented 
the comparison of the numerical results and the CPU-time between the above two methodologies. 
Our comparative study indicates that the Lanczos with a recursive partitioning method takes rel- 
atively less computing time than that of the Sturm sequence-bisection method. © 2000 Elsevier 
Science Ltd. All rights reserved. 
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1. INTRODUCTION 
The generalized eigenvalue problems involving huge order sparse symmetric definite or positive 
definite matrices arise in structural engineering. The physical parameters of a vibrating system 
are natural frequencies and amplitudes of vibration which are related to the smallest eigenvalues 
and the corresponding eigenvectors. These eigenvalues and eigenvectors are interpreted as the 
buckling loads and buckling modes in the stability analysis of structure. The matrices involved 
are usually obtained either by a finite difference approximation to a differential operator or by 
the application of finite element method to the corresponding variational problem. 
There are many different algorithms presently used to obtain eigenvalues and eigenvectors of
a symmetric generalized eigenvalue problems, Among them are the Householder method [1,2], 
the Q.R. method [2], subspace iteration [3,4], etc. Many of these algorithms are inefficient when 
applied to very large structural systems [5]. 
Krylov subspace-Lanczos method is widely appreciated by the numerical analysis commu- 
nity [6-9]. The storage need for Lanczos method is considerably ess than the subspace iteration 
method [10]. It is a very powerful fast convergence tool for extracting few extreme igenvalues 
and eigenvectors of a large symmetric pencil (K, M) [11,12] which usually employs a sequence of 
Krylov subspaces K 1, K2 , . . . ,  K m, and computes Ritz pairs from each or some of the subspaces. 
One of the authors, B. K. Bhagavan, thanks the CSIR, New Delhi for financial support under the Grant 
No. 9/81/(265)/95-EMR-I. 
0898-1221/00/$ - see front matter (~) 2000 Elsevier Science Ltd. All rights reserved. Typeset by .AAdS-TEX 
PII: S0898-1221(00)00077-8 
212 S. SUNDAR AND B. K. BHAGAVAN 
Palge [13] showed that the simple Lanczos procedure, without orthogonalization, was very 
effective in finding a few extreme igenvalues and the corresponding eigenvectors. The algorithm 
of Ericsson and Ruhe [14] computes the generalized eigenvalues Ak (where k is the order of the 
Lanczos tridiagonal matrix) of the pencil (K, M) in a specified interval. 
The Lanczos method tends to give good approximations mainly for the largest eigenvalues. 
Therefore, we used an inverse iteration in the Lanczos procedure to find the smallest eigenvalue 
with suitable choices of the shift, and it is required to solve a linear system of equation in each 
Lanczos iteration [9,15,16]. 
Recently, we introduced the Lanczos algorithm with a recursive partitioning technique [17] for 
standard eigenvalue problem which at first computes the Lanczos tridiagonal matrix and then 
the ith extreme igenvalue from the corresponding matrix. The recursive partitioning algorithm 
takes the recursion polynomial (i.e., characteristic polynomial) of a symmetric Lanczos tridiagonal 
matrix as an input. 
In this paper, we deal with the computation of smallest eigenvalues and the corresponding 
eigenvectors for the generalized eigenvalue problem which arising from structural vibration and 
stability analysis. Also, we focused our attention to make a detailed comparative study between 
the Lanczos algorithm with a recursive partitioning technique and Sturm sequence-bisection 
method. Our comparative study shows that the recurslve partitioning technique takes relatively 
less computing time in comparison with the Sturm sequence-bisection method. This we presented 
in Section 4. The next section describes the Lanczos algorithm with Sturm sequence-bisection 
method, followed by the recursive partitioning method in the ensuing section for computing the 
smallest eigenvalues and the corresponding eigenvectors. 
2. LANCZOS ALGORITHM AND STURM 
SEQUENCE-B ISECT ION METHOD 
2.1. Theoretical  Background 
This part of the section briefly outlines the structural vibration and stability analysis along 
with the algorithm adopted in the system. The present structural vibration or stability analysis 
can be divided into three main parts: 
(1) generation of stiffness and mass matrices, 
(2) transformation f the eigenvalue problem, and 
(3) derivation of eigenvalues and eigenvectors by the Lanczos method. 
(1) GENERATION OF STIFFNESS AND MASS MATRICES. The generalized eigenvalue problem for 
the structural vibration analysis is formulated through the FE discretization as [18] 
Kx = AMx, (1) 
where K is the stiffness matrix and M the mass matrix. For vibration analysis, A is related 
to natural frequency (A = w2), x the displacement vector. The matrices K and M are usually 
symmetric, and M is positive definite. 
(2) TRANSFORMATION OF GENERALIZED EIGENVALUE PROBLEM. The generalized eigenvalue 
problem is transformed into standard eigenvalue problem for two purposes: 
(1) to be solved by the Lanczos method, and 
(2) to obtain a small number of eigenvalues near some specified frequency (for vibration prob- 
lems). 
First, we introduce a shift parameter ~fsuch that 
~2 = ~ + ~2, (2) 
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where ~ is the frequency parameter of the transformed eigenvalue problem. The transformed 
stiffness matrix K is then given by 
g = g - 5M.  (3) 
The mass matrix is decomposed into M = BB r where B is a lower triangular matrix. As a 
result, the transformed eigenvalue problem is given as 
Ay  = ~y, (4) 
where 
A = BT ' -K -1B ,  (5) 
y = BTx,  (6) 
1 
= ~.  (7) 
In equation (5), the inverse matrix of K will not be computed but K is decomposed as 
"-K = LDL  r ,  (8) 
where L is a lower triangular matrix, whose diagonal elements are unit, and D a diagonal matrix. 
The components of the element bij of upper triangular matrix B T are derived from 
bij = gi___Zj i ¢ j, (9) 
bii  ' 
bij = v~,  i = j, (10) 
where 
i--1 
gi j  = m~j  - E bmibmj .  (11) 
Here, mijs are the element of the original mass matrix M. To compute bij, the values of mij, bmj 
(m = 1 .,~ i - 1), bmi (m = 1 ,~ i - 1), and bii are needed. Therefore, in sequential programming, 
it has been most convenient to compute bij column-wise with i = 1 to j.  
The components of the element lij of upper triangular matrix L r are derived from 
where 
g i j  
= d.--.' (12) 
$$ 
i - - I  
gi j  = k i j  - E lmi lmjdmm.  
rn= l 
The components of the element 'd' of diagonal matrix D are computed as 
j--1 
e.  = k .  - 52 t Amm, 
(13) 
(14) 
m----1 
where k is the element of the transformed stiffness matrix K. To compute l~j, the values of kij, 
Imj  (rn = 1 ~., i - 1), Im~ (m = i ,~ i - 1), dram (m = 1 ,,, i - 1), and dii are needed. To 
compute djj, the values of k j j ,  lm j  (m = 1 ,~ i - 1) and dram (m = 1 ,.~ i - 1) are needed. 
Therefore, in sequential programming, it has been most convenient to compute lij column-wise, 
with i = 1 to j - 1, and then compute djj. 
(3) SOLUTION OF EIGENVALUE PROBLEM BY THE LANCZOS METHOD AND THE BISECTION 
METHOD. The eigenvalue problem, given as equation (4) is solved by the Lanczos method and 
Sturm sequence-bisection method. 
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2.2.  Lanczos  T r id iagona l i za t ion  P rocedure  
The main task in the Lanczos procedure is to generate orthonormal vectors qi (Lanczos vec- 
tors), which transform the matrix A to tridiagonal form with Q = (ql,q2,. . .  ,qm) be a or- 
thonormal basis of Krylov subspace K m of dimension (m), where K m = Span(q l, q2,. . . ,  qm) = 
Span(q 1, Aq l , . . . ,  Am-lql) .  Using an orthogonal similarity transformation to the matrix A, we 
get a tridiagonal matrix T m (of order m). The similarity transformation preserves the eigenval- 
ues of A, i.e., the eigenvalues of A can be computed from Tm. If only m Lanczos vectors q~, 
i = 1 , . . . ,m (m < rank(A)) are used, then 
(Qm)T AQm = T m, (15) 
AQ m = QmT m. (16) 
But in general, Qm(Qm)T ~ i n [8]. Therefore, the correct relation (matrix form) is 
AQ m = QmTm + R 'n, (17) 
AQm = QmT,~ +/~m+lqm+l ® e m, (18) 
AQ m = QmTm + rm+lem, (19) 
where Qm = (ql ,q2,. . .  ,qm), e m is the mth unit vector and R m is the residual matrix. When 
m = n, then Q'~ is an orthogonal matrix, R n = 0, and AQ" = QnTn. 
An iterative algorithm is derived by evaluating equation (19) for a single column i of Qm with 
r~+i = ~+lqi+l = Aqi _ c~q~ _/~iqi-i (20) 
and 
r~+l 
/3i+1 = Hri+l[]2, q~+l = ~i-{-l" (21) 
Multiplying equation (20) with (qi)T yields, with the mutual orthogonality of the Lanczos vec- 
tors qs, the relation 
a' = (q') V Aq'. (22) 
Especially for matrices of huge order, a very good approximations for the largest eigenvalues can 
be computed for m << n [12] and indicative figure being m ,.~ 2n  I/2 [9,19]. 
An  approximation of eigenvalues of the matrix A can now be derived from the characteristic 
polynomial of the tridiagonal matrix T m, that is, fro(A) -- 0, viz., 
= 
~2 OL 2 -- A 
Taking 
f - l ( )~)  = 0, 
we have the following recursion relation: 
~3 
a3_  A "'. 
",. °.. 
;3 m a m - A 
= O. (23) 
= - f , -2(A) ,  i=1 ,2  .... ,m.  (25) 
The polynomials f~(A), i = 0,..., m form a Sturm sequence. Now there is a possibility to com- 
pute the eigenvalues of T using the well-known bisection method [20,21]. The Sturm sequence- 
bisection method for finding desired eigenvalues in any part of the spectrum has been proposed 
by Gupta [22]. Combining (2)-(14) and (20)-(25), we have the following algorithm. 
f0(A) -- 1, (24) 
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2.3.  A lgor i thm 
STEP 1. 
(a) Compute the elements of B T (i.e., bi] from M = BB T) 
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(b) 
for j = 1 ,2 , . . . ,n ,  
i = 1 ,2 , . . . , j ,  
_ g i j  bij - ~-ff , i # j,  
bij = v /~,  i = j,  
i -1  
where gij = mi j  - 2m=l b,nibmj (here, mij  are the elements of the matrix M). 
Decomposing the shifted matrix K (computing reduced matrix A = BTK-1B) .  
Chose arbitrary parameter/f 
for i = 1, 2 , . . . ,  n, 
j = 1 ,2 , . . . ,n ,  
-ki j  = k i j  - -  6mi j .  
Computing elements of matrix L and D (decomposition of "-K = LDL  T) 
for j = 1 ,2 , . . . ,n ,  
i=1 ,2 , . . . ,  j - l ,  
__ g i j  , 
l i j  - -  ~ i i  
where g i j  = -ki j  i -1  - ~ ,n=l  l,,~d,nsd,~m. 
The components of the element 'd' of diagonal matrix D are computed as 
j -1  
- -  lm jdmm.  
m=l 
STEP 2. 
With r 1 # 0, q0 = 0. Iterate for i = 1,2,. . .  ,m, 
z'= lir'll , 
qi = r_~ 
a~ = (q~) T Aqi .  
STEP 3. Let A1 < A2 < " .  < Am be the eigenvalues of tridiagonal matrix T, that is, the roots 
of  the polynomial fro(X). Suppose the desired eigenvalue is Am-k+1 for a given k < m. Then, 
find an interval [a, b] containing Am-k+1. 
Because Am _< [[TI[ initially, we can take 
a = - ] IT I I~ ,  b = IITII~. 
Compute c = (a + b)/2. 
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STEP  4. 
Compute N(c)  = the number of agreements in sign in the sequence 1, f l (c ) , f2 (c )  . . . .  , 
fro(c). 
If N(c)  < k, set b = c; 
otherwise, set a = c. 
Let e > 0 be a preassigned small positive number. 
If I b - a I < e, then accept c = (a + b)/2 as an approximate value of Am-k+x, 
else goto Step 3. 
STEP 5. COMPUTING FREQUENCY. 
w2=8 + 1 
Am_k.{_ l " 
The corresponding eigenvectors can also be obtained by using the inverse vector i terat ion 
method and the procedure is as follows. 
Based on a quite good approximation A of an eigenvalue AJ of tridiagonal matrix T, i.e., 
if I x -  < A l, for all i ~ j, (26) 
the inverse vector iteration is 
(T -A I )  s t =s  t - i ,  j=1 ,2 , . . .  (27) 
converges towards an eigenvector sJ of tridiagonal matrix T. The eigenvector yJ of A can now be 
derived by yJ = Qs j. The m Ritz pairs (A t, yt) of matrix A, which are the best approximations 
to the eigenpairs of A [16] and the x t for equation (1) can be found from 
BTxt = yr .  (28) 
The eigenvalue is transformed to the desired frequency parameter by 
2=8 + 1 (29) 
To monitor convergence, the residual IIAyt - AJyt  II can be determined without computing the 
eigenvector yJ explicitly and given by 
IlAy ~ - AJy~Jl = I f~+l  I (s~)-rem . 
3. LANCZOS ALGORITHM 
WITH A RECURSIVE PARTIT IONING METHOD 
In this section, we have extended the recursive partitioning method [13] for generalized eigen- 
value problem and its application to compute a few extreme smallest eigenvalues. The recur- 
sive partitioning technique computes all the real roots of the given polynomial f (A)  -- anAn + 
an- iA  n - i  +"  .+aiA+a0, within a given interval [a, b], that is, the values of A such that f(A) = 0, 
for all a < A < b. 
Here the Lanczos algorithm with a recursive partitioning technique which computes first the 
Lanczos tridiagonal matrix then the ith smallest eigenvalue from the corresponding matrix. The 
recursive partitioning algorithm takes the recursion polynomial (i.e., the characteristic polyno- 
mial) of a symmetric tridiagonal matrix (Lanczos tridiagonal matrix) as an input. 
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In the recursive partitioning technique, the given interval [a, b] is broken up into subintervals 
in such a way that each subinterval can contain at most one root of the polynomial f(A), and 
the polynomial is monotonic within that subinterval. By computing the boundary values of the 
polynomial, if there is a root in the subinterval and the polynomial is monotonic within it, the 
root can be obtained by any fast iterative method such as the Newton-Raphson method. We do 
not require any a pr ior i  knowledge about the roots, because any point within the subinterval can 
suffice as an initial value for the iterative method. 
Below, we present he Lanczos algorithm with the recursive partitioning technique. 
NOTATIONS. Let A~, i . . . .  1,2,. be the roots of the polynomial f(A) ~i=0m a~Ai, let A~l = 
1, 2, . . .  be the roots of its derivative f'(),), and let A~', i = 1, 2, . . .  be the roots of f"(A) in the 
given interval [a, b]. The algorithm recursive partitioning takes as input the polynomial f(A) and 
the interval [a, b] and returns A~, i = 1,2 . . . .  , the roots of f(A). 
3.1. A lgor i thm 
STEP 1. 
(a) Compute the elements of B T (i.e., b~j from M = BB T) 
for j = 1 ,2 , . . . ,n ,  
i= l ,2 , . . . , j ,  
b~j = --,g~J i ¢ j ,  
bii 
bit = v~J ,  i = j ,  
i--1 where gij = mi j  - ~m=l  bmibmj (here mij are the elements of the matrix M). 
(b) Decompos ing  the shi fted matr ix  K (computing reduced matrix A = Bn-K -1 B) 
Chose arbitrary parameter 
for i -- 1 ,2 , . . . ,n ,  
j= l ,2  . . . . .  n, 
~i j  : k i j  - ~mi j ,  
comput ing  e lements  of mat r ix  L and D (Decomposition of 'K  = LDL  T) 
for j = 1 ,2 , . . . ,n ,  
i=  1,2, . . . ,  j - l ,  
l~j = g~j 
dii  ' 
where gij k~j i-1 = - ~-~m=l Im~Imjdmm. 
The components of the element 'd' of diagonal matrix D are computed as 
j -1  
-- lm jdmm.  
m=l  
Input :  Given symmetric matrix 'A', choose k (Ak belongs to k th partitioning interval). 
STEP 2. 
With r I ¢ 0, q0 __ 0. Iterate for i = 1 ,2 , . . . ,m 
IIr ll 
qi = r Z 
/~' 
~ = (qi) T Aq ~. 
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STEP 3. Let a = -(]~i I + I~1 + I~i+11), b = (If~il + I~1 + I~+11) and 
choose fo(A) = 1, f - l (A) = 0, i = 1,... ,m, 
i 2 f (A )  = f i (A)  = (cz i -- A) f i- l(A) -- (f~) fi-2(A), 
m 
= Z aiXi" 
5=0 
Let f(A) = ~-~n=0 aiA i. 
NOTE. In program implementation, one can preserve the recursion form of f(A) and through 
which hiS can be computed appropriately without opening the recursion completely. 
STEP 4. RECURSIVE_PARTITIONING (f()Q, [a, b]). 
/* where k is the k th eigenvalue in k th subinterval.*/ 
1. If (m == 1) . 
(a) If (f(a) == 0), then return (a). 
(b) Else if ( f (b)  == 0), then return (b). 
(c) Else if (sgn(f(a)) # sgn(f(b))), then return ( -ao /a l ) .  
(d) Else No roots within the interval. 
2. If (m > 1). 
(a) Find f'(A). 
(b) Recursive_Paxtitioning (f'(A), [a, b]). 
(c) Let the roots be A~, i = 1, 2, . . . ,  M. 
(d) If (m > 2), 
(i) let the roots of f " (A)  be A'~, L = 1, 2, . . . .  
3. i=0 .  
I ! ! t t 4. For intervals [a, All, [A1, A2], [A2, A31,... , [A~, b], do 
! I (a) Let the k th interval be [Aj, Aj+I]. 
(b) If (I(A~) == 0), then Ai = A); i = i + 1. 
(c) Else if (f(A~+l) == 0), then A~ = A~+I; i = i + 1. 
(d) Else if (sgn(f(A))) # sgn(f(A~.+l))), then 
(i) if (m > 2), 
monotone Converge (f(A), f " (A) ,  [A~,A)+I] ,A~, where A~ _< A~ < A)+I, L = 1,2, 
. . . , r ) .  
(ii) else 
Newton Raphson (f(A), v0 = (~ + )~;+1)/2). 
. 
(a) If (i == 0), then no roots within the interval. 
(b) Else Return (Ai, i -- 1, 2,. . .  ). 
/* End Recursive Partitioning */ 
I I I t  Monotone-Converge  (f(A), f"(A), [Aj, Aj+I] , AL, L = 1, 2, . . . ,  r): 
I t  I t  I I  / I  / I  I For intervals [A~, )~1], [)~1, )~g], [~2, )~3],""", [)~r, )~j+l] do 
(a) Let the interval be [A~, A~+I]. 
(b) If (f(A~) == 0), then Ai = A']~; return (Ai); break; 
__  I I  ° (c) Else if (f(A~+l) == 0), then Ai - AL+I, return (Ai); break; 
(d) Else if (sgn(f(A~)) # sgn(f(A~+l))) , then 
(i) if(sgn(f(A~) == sgn(f"(A~ + e))), then 
Newton Raphson (f(A), v0 = A~ + e); break; 
(ii) Else Newton Raphson (f(A), v0 = A~+I - e); break; 
/* End Monotone-Converge */ 
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STEP 5. COMPUTING FREQUENCY. 
1 w 2 =6+~.  
4. NUMERICAL  RESULTS AND COMPARISON 
We have performed the numerical experiments on DEC-ALPHA 3000/600 OSF platform with 
single precision arithmetic• The CPU-time comparisons have been made for Algorithm 2.3 and 
Algorithm 3.1 by considering the model problems (1) and (2). Our comparative study clearly 
indicates that Lanczos algorithm with recursive partitioning method is relatively faster than the 
Lanczos algorithm with Sturm sequence-bisection method to extract he smallest eigenvalues and 
eigenvectors. 
Model Problem (i) 
Beam buckling problem 
Consider the eigenvalue problem -x ' ( t )  = Ax(t), 0 < t < 1, with boundary conditions x(0) = 
x(1) = 0. The finite element discretization of the given problem gives rise to a generalized 
eigenvalue problem having stiffness matrix K and mass matrix M are 
K=N 
2 -1 
-1 2 
-1  
- I  
2 " .  
• . 
- i  
-1 2 
1 
and M = ~-~ 
4 1 
1 4 1 
1 4 ". 
1 
1 4 
Figure 1 gives the CPU-time comparison graph of Algorithm 2.3 with Algorithm 3.1, where 
we have taken stiffness and mass matrices of order 190 × 190. Further, for different orders of K 
and M, the corresponding comparison is given in Tables 1 and 2 for computed eigenvalues. 
The first four mode shapes corresponding to first four eigenvalues ( mallest) for different order 
matrices obtained from Algorithms 2.3 and 3.1 are shown in the Figures 2-9. 
m 
- -m|  
0.2 [ 0.4 
Figure 1. CPU-time comparison f Algorithms 2.3 and 3.1. 
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Table 1. CPU-time, where i is the i th eigenvalue of the Lanczos tridiagonal matrix 
of order m(m = 6) _< n. 
Matrix 
Order = n 
100 
150 
180 
190 
0.0 
0.2 
0.3 
0.3 
RecumiveP~t i t ion ing 
i=  m-1  i=  m-2  i=  m-3  
0.0 0.0 0.0 
0.2 0.2 0.2 
0.3 0.3 0.3 
0.3 0.3 0.3 
0.1 
0.3 
0.4 
0.4 
Bisect~n Method 
i=  m-1  i=  m-2  i=  m-3  
0.1 0.1 0.1 
0.3 0.3 0.3 
0.4 0.4 0.4 
0.4 0.4 0.4 
Table 2. Eigenvalues obtained from Sturm sequence-bisection and recursive parti- 
tioning method, where i is the ith eigenvalue of the Lanczos tridiagonal matrix of 
order m(m = 6) _< n. 
Matrix 
Order 
100 
150 
180 
190 
$~Yrt  
9.6754 
9.7382 
9.7657 
9.7710 
0 
-I 
-2 
-3 
0 
3 
2 
I 
0 
-I 
-2 
Bisection Method 
i =m-  1 i =m-  2 i =m-  3 
38.7066 88.1498 202.7218 
38.9896 88.3778 205.3374 
39.0517 88.6424 207.1855 
39.0924 88.7225 208.4688 
i = m  
9.6764 
9.7451 
9.7659 
9.7710 
Recursive Partitioning 
i =m-  1 i =m-  2 i =m-3  
38.6983 88.1656 202.7219 
38.9899 88.3778 205.3355 
39.0662 88.6424 207.1855 
39.0924 88.7225 208.4688 
31  i i i i 
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Figure 2. 
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Figure 3. 
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Figure 5. 
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Model  Prob lem (2) 
Vibrat ion problem 
Here we have considered the stiffness and mass matrices of order 10 x 10, obtained from a 
ten-story reinforced concrete building vibration problem 
K = 
k -k  
-k  2k 
-k  
-k  
2k "'. 
-k  
-k  2k 
M = diag (~,  ~, . . . ,  ~) ,  
= 100 and k = 108. 
Figure 10, gives the mode of vibration obtained from first three natural frequencies and the 
values are given in Table 3. 
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Table 3. Eigenvalues obtained from Sturm sequence-bisection a d recursive parti- 
tioning method, where i is the i th eigenvalue of the Lanczos tridiagonal matrix of 
order m(m = 6) _~ n. 
Matrix Bisection Method Recursive Partitioning 
m=6 i=m i=m-1  i=m-2  i=m i=m-1  i=m-2  
Eigenvalue 2.1679e+4 9.0613e+4 2.6983e+5 2.1679e+4 9.0613e+4 2.6983e+5 
Frequency 1.4724e+2 3.0102e+2 5.1946e+2 1.4724e+2 3.0102e+2 5.1946e+2 
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