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Abstract
In the Parisi theory of spin glasses, the limiting free energy of the system is computed by
optimizing over a “functional order parameter”. In mathematical terms this amounts to construct
certain functions F() of a probability measure  on [0, 1] and to compute the inﬁmum over
. The study of the maps  → F() is a challenging problem of functional analysis. Progress
on this problem seems required for further advances in the theory of spin glasses. The main
objective of this paper is to explain the functional analysis part of the problems to the reader
with no background (or interest) in spin glasses. As a ﬁrst step in the study of these functions
F(), we prove certain differentiability properties, that allow in certain cases to interpret (as
conjectured by physicists) the Parisi measure (i.e. the probability  at which F() is minimum)
in terms of spin glasses.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction : the basic construction
We consider a function  : R → R, differentiable, and we assume
(0) = ′(0) = 0,  is convex on R+. (1.1)
Given a probability  on [0,1], and a number h, we proceed to the construction of
a number P(, ). It is useful to think to this quantity as a function of  depending
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on the parameters , h. The parameter h is ﬁxed once and for all and is not indicated
in the notation.
We ﬁrst consider the case where  is supported by ﬁnitely many atoms 0q1 · · · 
qk1. We deﬁne m0 = 0,mk+1 = 1 and for 1k we deﬁne
m = ([0, q])
so that
({q}) = m − m−1.
We deﬁne q0 = 0, qk+1 = 1, and we deﬁne by decreasing induction over 0k +
1 functions U(x). First, we set Uk+1(x) = log chx. Assuming that U+1 has been
constructed, if 1, we deﬁne
U(x) = 1
m
log
∫ ∞
−∞
1√
2
exp
(
mU+1(x + z
√
′(q+1) − ′(q)) − z
2
2
)
dz
= 1
m
log E exp mU+1
(
x + z
√
′(q+1) − ′(q)
)
, (1.2)
where z is a standard normal r.v. Finally we deﬁne
U0(x) = EU1
(
x + z
√
′(q1)
)
. (1.3)
This quantity can be expressed in terms of the solution of a certain differential equation,
see [1] and (3.8) below.
Consider the function
(q) = q′(q) − (q). (1.4)
We deﬁne
P(, ) = U0(h) + 12 (1) −
1
2
∫ 1
0
(q) d(q). (1.5)
Theorem 1.1 (Guerra [1]). The map  → P(, ) has a continuous extension to the
set M of probability measures on [0,1].
The proof will be given below. We deﬁne
P() = inf

P(, ). (1.6)
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Deﬁnition 1.1. We say that  is a Parisi measure (associated to ) if P(, ) = P().
Thus, from Theorem 1.1, we see that there always exists a least a Parisi measure.
Problem 1.1. Find general conditions under which there is only one Parisi measure.
In fact, it seems reasonable to conjecture [3] that P(, ) is a strictly convex function
of , so that the Parisi measure is always unique, but we see no way to prove this
fact. This conjecture is supported by related results on the “spherical model”, see [5].
Partial results have recently been obtained in [3].
Consider a sequence  = (p)p1 and deﬁne
(x) =
∑
p1
2px
2p. (1.7)
(We assume that the sequence converges for all x.)
Theorem 1.2. (a) The map  → P() is convex.
(b) Consider p1, and deﬁne (t) by
(t) = (. . . , p−1, p + t, p+1, . . .). (1.8)
Then the map
t → P((t))
is differentiable at t = 0. If  is a Parisi measure at t = 0, the derivative at t = 0
is given by
p
(
1 −
∫
q2p d(q)
)
. (1.9)
(c) If p = 0 for all p1, the Parisi measure  is unique.
We observe that (c) is a simple consequence of (b), since then all the moments∫
q2p d(q) are determined. The proof of (b) is greatly simpliﬁed by (a). Indeed, it
follows from (a) that the map t → P((t)) is convex. Moreover if  is any Parisi
measure at t = 0, we have
∀t, P((t))P((t), )
and these two functions are equal at t = 0. Thus to prove (b) it sufﬁces to prove that
the map t → P((t), ) is differentiable at t = 0 (and to compute its derivative). Our
proof of (a) is very indirect (and based on the Parisi formula below).
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Problem 1.2. Consider two functions 1, 2 as in (1.1). Is it true that the function
 → P(1 + 22)
is convex?
The point of course is that P is deﬁned as an inﬁmum and that convexity is not a
natural property for an inﬁmum of functions.
More problems are explained in Section 2.
We now describe the organization of the paper. In the rest of the introduction we
describe the “Parisi formula", a central result about spin glass that motivates the intro-
duction of the quantity P(). We prove Theorem 1.2 (a) , and we explain the application
of Theorem 1.2 (b) to the theory of spin glasses.
In Section 2, we explain, in purely functional analytic terms, a fascinating problem
whose solution would have a dramatic impact on the theory of spin glasses. This
problem is one of the most important questions remaining in the theory, and apparently
is a pure question of analysis.
Finally, in Section 3 we prove Theorem 1.2 (b).
For p1, and integers i1, i2, . . . , i2p we consider independent standard normal r.v.
g
p
i1...i2p
. For p2,  = (i )iN ∈ {−1, 1}N we consider the quantity
H
p
N() =
1
N(2p−1)/2
∑
i1,...,i2p
g
p
i1...i2p
i1 · · · i2p ,
where the summation is taken over all 1 i1, . . . , i2pN .
Thus, denoting by E expectation in the r.v. gpi1,...i2p , for 
1, 2 ∈ {−1, 1}N we have
1
N
EHpN(
1)H
p
N(
2) = R2p1,2, (1.10)
where
R1,2 = 1
N
∑
1N
1i 
2
i .
For  = (p)p1 we consider
HN() =
∑
p1
pH
p
N() (1.11)
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so that
1
N
E
(
HN()
1 HN(
2)
)
= (R1,2).
The following, conjectured by Parisi, was ﬁnally proved in [4].
Theorem 1.3. We have
lim
N→∞
1
N
E log 2−N
∑

exp
⎛
⎝HN() + h ∑
iN
i
⎞
⎠ = P(). (1.12)
Proof of Theorem 1.2. (a) The left-hand side of (1.2) is a convex function of  by
(1.11) and Hölder’s inequality. 
We denote by 〈·〉 an average with respect to Gibbs’ measure with Hamiltonian (1.11),
that is
〈f 〉 = Z−1N
∑

f () exp HN(),
where ZN = ∑ exp HN() is the normalizing factor. We also denote by 〈·〉 averages
for the product of the Gibbs measure on ({−1, 1}N)2.
Theorem 1.4. If p = 0 for each p1, for each continuous function f, we have
lim
N→∞ E〈f (R
2
1,2)〉 =
∫
f (q2) d(q). (1.13)
Proof. Consider p1, and (t) as in (1.6). Consider the function
N(t) =
1
N
E log
∑

exp H(t)N (), (1.14)
so that N is convex and by Theorem 1.3 we have limN→∞ N(t) = P((t)). Thus
it follows by Theorem 1.4(b) that
lim
N→∞ 
′
N(0) = p
(
1 −
∫
q2p d(q)
)
. (1.15)
On the other hand, a standard computation (based on integration by parts) yields
′N(0) = p(1 − E〈R2p1,2〉)
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and comparing with (1.15) this gives that for each p
lim
N→∞ E〈R
2p
1,2〉 =
∫
q2p d(q)
from which (1.13) follows. 
Remark. When h = 0 it is possible to show that R1,2 takes essentially only positive
values, and one can improve (1.13) into
lim
N→∞ E〈f (R1,2)〉 =
∫
f (q) d(q) (1.16)
for each function f on [0, 1]. This is stronger than (1.13). In the case h = 0, (1.16)
does not hold true because there is global symmetry around 0, so that E〈f (R1,2)〉 =
E〈f (−R1,2)〉.
2. The Chaos problem
In this section we present a problem of functional analysis related to a famous open
question in the theory of spin glasses, the problem of chaos. More detailed information
can be found in [6]. The point of the present section is to make the functional analysis
community aware of this important problem.
We consider two sequences 1, 2, and for j = 1, 2 we write j =
(
jp
)
p1
. For
j, j ′ = 1, 2, we deﬁne
j,j ′(q) =
∑
p1
jp
j ′
p q
2p
and
j,j ′(q) = q′j,j ′(q) − j,j ′(q).
We consider a number 0u1, and two numbers h1, h2. We think of 1, 2 and
u, h1, h2 as ﬁxed, and we proceed to the construction of a number Q that depends on
certain parameters. The construction of Q is a kind of “two-dimensional" version of
the construction of the numbers P(, ) at the beginning of the paper. We consider an
integer k and for 0k we consider a pair (z1, z2) of centered jointly Gaussian r.v.
We assume
j = 1, 2 ⇒ ′j,j (1) =
∑
0pk
E(z
j
p)
2, (2.1)
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′1,2(u) =
∑
0pk
Ez1pz
2
p. (2.2)
We consider a parameter , and the function
Uk+1(x1, x2) = log(ch(h1 + x1)ch(h2 + x2)ch+ sh(h1 + x1)sh(h2 + x2)sh).
Consider a sequence 0 = m0 < m1m2 · · · mk1. We deﬁne recursively the
functions U by
U(x1, x2) = 1
m
log E exp mU+1(x1 + z1, x2 + z2)
and U0(x1, x2) = EU1(x1 + z10, x2 + z20). We deﬁne the numbers qj,j
′
 by
′j,j ′(q
j,j ′
 ) =
∑
0p
Ez
j
pz
j ′
p
so that q1,1k+1 = q2,2k+1 = 1 by (2.1) and q1,2k+1 = u by (2.2).
We deﬁne Q = Q(1, 2, h1, h2, u) as the inﬁmum of the quantity
U0(h1, h2) − u − 12
∑
j,j ′=1,2
∑
1k
m(j,j ′(q
j,j ′
+1) − j,j ′(qj,j
′
 ))
over all choices of parameters. One of the difﬁculties in studying this quantity is that
it is not easy to satisfy constraint (2.2).
To indicate the dependence in h, let us write P(h, ) quantity (1.6).
Problem 2.1. Prove (or disprove) that, for all values of 1, 2, h1, h2, u we have
Q(1, 2, h1, h2, u)P(h1, (1)) + P(h2, (2)). (2.3)
We know how to prove this only when h1 = h2 and 1 = 2. The reason why (2.3)
should be true is that the work of theoretical physicists seems to point to the fact that
lim
	→0 limN→∞
1
N
E log 2−2N
∑
|R1,2−u| 	
exp
(
H
1
N (
1) + H2N (2) +
∑
iN
(h1
1
i + h22i )
)
= Q(1, 2, h1, h2, u). (2.4)
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This of course implies (2.3) because the left-hand side of (2.4) is trivially bounded by
∑
j=1,2
lim
N→∞
1
N
E log 2−N
∑

exp
(
H
j
N () + hj
∑
iN
i
)
=
∑
j=1,2
P(hj , (j ))
using Theorem 1.4. Some support for this fact is given in [2].
The author believes that Problem 2.1 is very important. A negative solution would
show that the work of theoretical physicists on spin glasses is, at the very least,
incomplete. A positive solution would probably open the way to considerable progress,
see [7].
3. Proofs
Not surprisingly our continuity arguments rely on certain quantitative estimates. These
estimates are close to certain results of [4, Section 4]. The ﬁrst two lemmas can be
found there, and are reproduced for the convenience of the reader.
Lemma 3.1. Consider a differentiable function A(x), a number m > 0 and for u > 0,
deﬁne
B(x, u) = 1
m
log E exp mA(x + g√u), (3.1)
where g is standard normal. Then
B
u
= 1
2
(
2B
x2
+ m
(
B
x
)2)
. (3.2)
Proof. We write Y = x + y√u, so that
B
x
= E(A′(Y )Q), (3.3)
where Q = exp m(A(Y ) − B(x, u)). Differentiating again, we get
2B
x2
= E(A′′(Y )Q) + mE(A′(Y )Q) − m B
x
E(A′(Y )Q)
= E(A′′(Y )Q) + mE(A′(Y )2Q) − m
(
B
x
)2
(3.4)
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using (3.3). Using the integration by parts formula E(gf (g)) = Ef ′(g), we get
B
u
= 1
2
√
u
E(g′A′(Y )Q) = 1
2
E(A′′(Y )Q) + m
2
E(A′(Y )2Q)
and the result follows by combining with (3.4). 
We consider another standard normal r.v. g′ independent of g.
Lemma 3.2. Consider a > 0,m′ > 0 and for 0 < u < a let us deﬁne
C(x, u) = 1
m′
log E exp m′B(x + g′√u, a − u). (3.5)
Then, writing Z = x + g′√u, we have
C
u
= 1
2
(m′ − m) E
((
B
x
(Z, a − u)
)2
R
)
, (3.6)
where R = exp m′(B(Z, a − u) − C(x, u)).
Proof. We have
C
u
= I + II,
I = −E
(
B
u
(Z, a − u)R
)
,
II = 1
2
√
u
E
(
g′ B
x
(Z, a − u)R
)
= 1
2
E
(
2B
x2
(Z, a − u)R
)
+ 1
2
m′ E
((
B
x
(Z, a − u)
)2
R
)
and the result from (3.2). 
We consider a number V > 0 and a probability measure 
 on the interval [0, V ],
which is concentrated on ﬁnitely many points 0v1 · · · vkV . We write v0 =
0, vk+1 = V,m = 
([0, v]), and we construct a function f = fV,
 : R× [0, V ] → R
inductively over the interval [v, v+1] by setting f (x, vk+1) = log chx and,
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for vvv+1,
f (x, v) = 1
m
log E exp mf (x + g
√
v+1 − v, v+1), (3.7)
where g is standard normal. If m = 0, this means that
f (x, v) = Ef (x + g√v1 − v, v1).
Thus, we see from (3.2) that for v < v < v+1, we have
f
v
+ 1
2
2f
x2
+ m
2
(
f
x
)2
= 0. (3.8)
It will be convenient to rewrite (3.7) as
f (x, v) = 1
m
log E exp mf (x + Wv+1 − Wv, v+1), (3.9)
where (Wt )t0 is the standard Brownian motion.
Lemma 3.3. If vvv+1, we have
f
x
(x, v) = E(th(x + WV − Wv) exp S(x, v)), (3.10)
where
S(x, v) = log ch(x + WV − Wv) − mf (x, v)
−
∑
+1pk
(mp − mp−1)f (x + Wvp − Wv, vp)
= log ch(x + WV − Wv) −
∫ V
0
f (x + Ww∨v − Wv,w ∨ v) d
(w).
(3.11)
Of course when  = k the sum is 0 in the second line of (3.11).
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Proof of Lemma 3.3. Using (3.3) we see that
f
x
(x, v) = E
(
f
x
(x + Wv+1 − Wv, v+1) exp m
(
f (x + Wv+1
−Wv, v+1) − f (x, v)
))
. (3.12)
When  = k this implies (3.10), and we proceed to prove (3.10) by decreasing induction
over . Assuming that (3.10) has already been proved for +1, we use it for v = v+1
to get
f
x
(x, v+1) = E
(
th(x + WV − Wv+1) exp S(x, v+1)
)
, (3.13)
where E denotes expectation in the  algebra  generated by the r.v. Ww − Wv+1 ,
wv+1. In this formula we can replace x by x + Wv+1 − Wv , because Wv+1 − Wv
is independent of . We then substitute in (3.12) and use the (immediately proved)
relation
S(x, v) = S(x + Wv+1 − Wv, v+1) + m(f (x + Wv+1 − Wv, v+1) − f (x, v)). (3.14)
This completes the proof. 
Lemma 3.4. We have
E exp S(x, v) = 1. (3.15)
Proof. Assume that vvv+1. We see that by (3.9) we have
E exp m
(
f (x + Wv+1 − Wv, v+1) − f (x, v)
) = 1. (3.16)
Using independence and (3.14) we see that to prove (3.15) it sufﬁces to prove that
E S(x, v+1) = 1, for all x and all 0. This is in turn proved by decreasing induction
over  by the same argument, using (3.14) and (3.16). 
Corollary 3.1. We have
∣∣∣ fx
∣∣∣ 1.
Proof. Immediate from (3.10) and (3.15). 
We denote by K(V ) a constant depending on V only, that need not be the same at
each occurrence.
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Corollary 3.2. We have
∣∣∣∣∣
2
f
x2
∣∣∣∣∣ K(V ),
∣∣∣∣∣
3
f
x3
∣∣∣∣∣ K(V ), (3.17)
∣∣∣∣fv
∣∣∣∣ K(V ),
∣∣∣∣∣ 
2
f
vx
∣∣∣∣∣ K(V ). (3.18)
Proof. To prove (3.17) we differentiate the formula (3.10) with respect to x and use
straightforward estimates (and Corollary 3.1). Moreover (3.18) follows from (3.8) and
(3.17). 
We now think of f as a function of the parameters v1, . . . , vk and V.
Lemma 3.5. We have
f
V
= 1
2
. (3.19)
Proof. For vvk+1, we have
f (x, v) = log E exp ch
(
x + g√V − v
)
= 12 (V − v) + log chx,
so that going through the induction procedure we see that f (x, v) = V/2 + f ∗(x, v)
where f ∗(x, v) is independent of V. 
Lemma 3.6. For v < v and k we have
f
v
(x, v) = −1
2
(m − m−1)(x, v), (3.20)
where
(x, v) = E
((
f
x
(x + Wv − Wv, v)
)2
exp T(x, v)
)
(3.21)
for
T(x, v) = m−1f (x + Wv − Wv, v)
−
∑
p0p−1
(mp − mp−1)f (x + Wvp − Wv, vp)
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−mp0−1f (x + Wvp0 − Wv, v), (3.22)
where p0 is the smallest integer with v < vp0 . Moreover
E exp T(x, v) = 1. (3.23)
Proof. If v−1 < v < v we use Lemma 3.2 with
A(x) = f (x, v+1);m = m, m′ = m−1, a = v+1 − v, u = v − v
so that
B(x, a − u) = 1
m
log E exp mf (x + g
√
v+1 − v, v+1) = f (x, v),
and, obviously, C(x, u) = f (x, v). Thus, through (3.6), we see that

v
f (u, v) = −1
2
(m − m−1)E
((
f
x
(x + Wv − Wv, v)
)2
R
)
for
R = m−1(f (x + Wv − Wv, v) − f (x, v)).
We then proceed as in the proof of (3.10) to get (3.21), (3.22) and of (3.15) to get
(3.23). 
Corollary 3.3. We have
∣∣∣∣ fv
∣∣∣∣  12 |m − m−1|. (3.24)
Proof. Combine (3.21), Corollary 3.1 and (3.23). 
Proposition 3.1. Consider two discrete probability measures 
 and 
′ on [0, V ] and
f
, f
′ the corresponding functions. Then
|f
(x, v) − f
′(x, v)| 12
∫ V
v
|
([0, x]) − 
′([0, x])| dx. (3.25)
Apparently this proof was invented by Guerra (see [1, Theorem 1]). I am grateful
to D. Panchenko for showing me the simple proof of Guerra’s result that is presently
extended here. My original argument was weaker and more complicated.
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Proof of Proposition 3.1. By an obvious approximation argument we can assume that

 =
∑
1k
(m − m−1)v ; 
′ =
∑
1k
(m − m−1)v′ ,
where 0v1 · · · vkV and 0v′1 · · · v′kV . For 0 t1 we consider the
probability measure 
t = ∑1k (m − m−1)vt, where vt, = tv + (1 − t)v′
and we denote by ft the function constructed from 
t . Thus from (3.24) we see that
(provided v is not one of the points vt,) we have
∣∣∣∣ ddt ft (x, v)
∣∣∣∣  12
∑ {|m − m−1| |v − v′|; vt, > v} . (3.26)
We have
∫ V
v
|
([0, x]) − 
′([0, x])| dx =
∑

(m − m−1)|v ∨ v − v′ ∨ v|.
To see this, we observe that left-hand side is the the area between to graphs of the
functions x → 
([0, x]) and x → 
′([0, x]), and we compute this area by integration
in x ﬁrst. Finally we observe that
|v ∨ v − v′ ∨ v| = |v − v′|({t; vt,v}),
where  denotes Lebesgue’s measure, and that, using (3.26),
|f1(x, v) − f0(x, v)| 
∫ 1
0
∣∣∣∣ ddt ft (x, v)
∣∣∣∣ d(t)
 1
2
∑
|m − m−1|({t; vt,v}). 
Since we will be mostly interested in f (x, 0), it is of interest to write (3.20) in that
case as
f
v
(x, 0) = −1
2
(m − m−1)(x, v), (3.27)
where
(x,w) = E
((
f
x
(x + Ww,w)
)2
expU(x,w)
)
, (3.28)
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U(x,w) =
∫ w
0
(f (x + Ww,w) − f (x + Ww′ , w′)) d
(w′). (3.29)
Consider a function  as in (1.1). Given a probability measure  on [0,1], carried
by ﬁnitely many points, we can consider the image 
 of  under the map q → ′(q).
This image is carried by the interval [0, ′(1)]. Taking V = ′(1), consider the function
f associated to 
 and V. It should be obvious from (3.5) and our construction that
P(, ) = f (h, 0) − 1
2
(1) + 1
2
∫ 1
0
(q) d(q). (3.30)
Let us recall formulas (1.7) and (1.8).
Theorem 3.1. If  is carried by ﬁnitely many atoms, the map
t → P((t), ) (3.31)
is differentiable at every t and its derivative is
(p + t)
(
1 +
∫ (
(2p − 1)q2p − 2pt (h, ′(t)(q)
)
q2p−1) d(q)
)
, (3.32)
where t is given by (3.28) for the function f corresponding to V = ′(t)(1) and the
probability 
t image of  under the map q → ′(t)(q).
The reader can now guess how the proof of Theorem 1.4 will be completed. In a
ﬁrst stage we will prove that formula (3.32) still makes sense (and is true) when  is
any probability measure, not necessarily supported by ﬁnitely many points. In a second
stage we will show that when  is a Parisi measure we have 0(h, ′(q)) = q 
a.e., which gives formula (1.9).
Proof of Theorem 3.1. Let us write  = ∑k (m −m−1)q , where 0q1 · · · 
qk1. The image of  under the map q → ′(t) is 
t =
∑
k (m−m−1)v(t), where
v(t) = ′(t)(q). Let us denote by ft the function associated to 
t and Vt = ′(t)(1).
Using (3.19) and (3.27), and since
d
dt
v(t) = d
dt
′(t)(q) = 4(p + t)pq2p−1,
we see using (3.20) and Lemma 3.5 that
d
dt
ft (h, 0) = 2p(p + t)
(
1 −
∑

(m − m−1)q2p−1 t (h, ′p(t)(q))
)
.
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Since
d
dt
t (q) = 2(2p − 1)(p + t)q2p,
using (3.30) this proves (3.32). 
It follows from (3.25) that by continuity, to each probability measure 
 on [0, V ] we
can associate a function f
,V that coincides with deﬁnition (3.7) when 
 has a ﬁnite
support. We can then deﬁne
P(, ) = f
,V (h, 0) − 12(1) +
1
2
∫ 1
0
(q) d(q), (3.33)
where V = ′(1) and 
 is the image of  under the map q → ′(q).
Theorem 3.2. The statement of Theorem 3.1 holds for any probability measure  (not
necessarily carried by ﬁnitely many points).
Proof. We ﬁx a probability measure 0, and we consider a net of discrete probability
measures that converges to 0. We use the index , t to indicate the value of  and t,
e.g. f,t is the function corresponding to V = ′(t)(1) and the measure 
 image of 
under the map q → ′(t)(q).
First, by (3.25) we see that the functions f,t converge uniformly to f0,t as  → 0
and t remains bounded.
Next, we observe that
∫
h(w) d(w) → ∫ h(w) d0(w) uniformly as h belongs to an
equicontinuous set of functions. Since the law of the functions w → Ww is a Radon
measure (i.e. tight in the space of continuous functions), and using Corollary 3.2, we
see from (3.10) and (3.11) that the functions

x
f,t
converge uniformly as  → 0 on R × [0, Vt ] as  → 0 and as t remains bounded.
Thus f0,t /x exists and is given by (3.10).
Using (3.28) and (3.29) we obtain by the same argument that the functions ,t
converge uniformly to their limit 0,t as t remains bounded.
Finally
∫
,t
(
h, ′(t)(q)
)
qp−1 d(q) −
∫
0,t
(
h, ′(t)(q)
)
qp−1 d0(q)
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=
∫
,t
(
h, ′(t)(q)
)
−0,t
(
h, ′(t)(q)
)
qp−1 d0(q)
+
∫
0,t (h, 
′
(t)(q))q
p−1d(q) −
∫
0,t (h, 
′
(t)(q))q
p−1 d0(q)
and we observe that the ﬁrst term goes to zero by uniform convergence of the integrand
and the second term because  → 0. Thus we have proved the uniform convergence
of the derivatives of functions (3.31) as  → 0. 
While we considered only the case of  =  in the previous statement, exactly the
same arguments allow to deﬁne P(, ) when  satisﬁes (1.1) and  is a probability
measure, and to deﬁne the corresponding function (x,w) of (3.28).
Lemma 3.7. Consider a continuous function a : [0, 1] → R and assume that 0q +
a(q)1 for 0q1, and that |a(q) − a(q ′)| |q − q ′| for 0q, q ′1. For 0 t1
consider the image t of  under the map q → q + ta(q). Then
d
dt
P(, t )
∣∣∣
t=0=
1
2
∫
′′(q)(q −(h, ′(q)))a(q) d(q), (3.34)
where the left-hand side is the right derivative.
Proof. When  is carried by a ﬁnite set, this is a consequence of (3.27), and the
general case is reached by the arguments of Theorem 3.2. 
Proposition 3.2. If  is a Parisi measure and ′′(q) > 0 for q > 0, then
q = (h, ′(q)) (3.35)
everywhere on the support of .
As pointed out, this, combined with Theorem 3.2 ﬁnishes the proof of Theorem
1.2(b).
Proof of Proposition 3.2. With the notation of Lemma 3.7 we have P(, t )P(, )
so that by (3.33) we have
∫
′′(q)(q −(h, ′(q)))a(q)d(q)0
for all functions a as in this lemma. Since 0(h, ′(q)) < 1 by Corollary 3.1, and
since  is continuous, this clearly implies that q = (h, ′(q)) on the support of 
unless possibly at q = 0 when 0 is an isolated point of the support of . In that case
one uses a different argument, considering now the measure t obtained from  by
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moving the atom of  at 0 to the position h(t) with ′(h(t)) = t , and showing as in
Lemma 3.7 that
d
dt
P(, t )
∣∣∣
t=0= −
1
2
(h, 0)({0}). 
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