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Determination of the jet energy scale using Z → e+e− + jet




Wepresent a data-drivenmethod to determine jet energy corrections from Z(→ e+e−)
+ jet events using transverse momentum balance between the jet and the Z boson. We
then illustrate a procedure for combining jet energy corrections from Z(→ e+e−) +
jet, Z(→ µ+µ−) + jet and γ + jet calibration samples, to obtain a single data-driven jet
energy correction. Finally, we demonstrate how QCD dijet Monte Carlo events can be
used to extrapolate this correction to jet transverse momentum ranges beyond those
available in the calibration samples.

11 Introduction
The absolute jet energy correction [1–3] is defined as the correction factor needed to transform
the jet transversemomentum (pT) measured in the calorimeter in a control region (i.e., the barrel
in our case) into the corresponding pT of the particles that compose the jet. The uncertainty in
the measured jet energy scale is one of the dominant sources of systematic uncertainty for
many measurements at hadron colliders. A 1% uncertainty in the jet energy scale results in an
uncertainty of about 10% in the cross section for jet production at transverse momenta of 500
GeV/c [2]. In this note we describe a data-driven procedure to determine the jet energy scale
by calibrating jets in situ using Z(→ e+e−) + jet events [4].
In the CMS plan for jet energy corrections [5], the corrections are factorized into a fixed se-
quence of sub-corrections associated with different detector and physics effects. The following
three corrections are the recommended minimum requirements for most physics analyses: off-
set corrections for pile-up and noise, correction for the response of the calorimeter as a function
of jet pseudo-rapidity (η) relative to the barrel, and correction for the absolute response as a
function of transverse momentum (pT) in the barrel. The topic of this note is the absolute cor-
rection as a function of pT.
1.1 Data driven techniques for jet calibration
The CMS calorimeter energy response to a particle level jet, (i.e. the reconstructed jet pT divided
by true jet pT), is smaller than unity and varies non-linearly as a function of jet pT. The purpose
of the absolute correction is to remove these variations and make the response equal to unity at
all pT for the control region |η| < 1.3. The absolute correction is intended to correct back to the
particle jet level required for most CMS physics analyses. The CMS plan, described in ref. [5],
envisages determining this correction first from Monte Carlo (MC) truth, and subsequently
from actual collision data on photon + jet pT balance [6], Z(→ µ+µ−) + jet pT balance [7], and
Z(→ e+e−) + jet pT balance.
We use the conservation of transverse momentum at parton level in a 2 → 2 process with a
jet and a Z boson in the final state to measure the jet energy correction. The reconstruction
of Z → e+e− relies only on the tracking system and the electromagnetic calorimeter (ECAL).
The reconstructed Z boson pT is measured with good precision, and therefore can be used to
balance the pT of the calorimeter reconstructed jet in a Z(→ e+e−) + jet event. Data-driven
corrections from γ + jet, Z(→ e+e−) + jet, and Z(→ µ+µ−) + jet can be combined into a single
pT dependent absolute correction as described in section 4.
2 Event selection
We reconstruct events with a well-reconstructed Z candidate and a back-to-back jet. Jets were
reconstructed using the iterative cone algorithm of cone size R = 0.5. Other jet algorithms
– e.g., seedless infrared-safe cone (SISCone) of size 0.5 and 0.7 and kT with D-parameter 0.4
and 0.6 – give consistent results. We select events in which the leading jet satisfies |η| < 1.3.
For the purpose of calibration of the jet energy scale, we want a 2 → 2 process in which the
Z boson pT is balanced by exactly one jet pT in the event. To achieve a good pT balance between
the jet and Z at parton level we require their azimuthal (φ) separation to be close to pi, i.e.,
|φZ − φleading jet − pi| < 0.2. The radiation of additional jets in the event can spoil the pT
balance between the jet and Z. Therefore, we reject events with additional jets of large pT by
requiring their pT be less than 20% of the Z pT.
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Figure 1: The pT spectrum of the leading (in pT) calorimeter reconstructed jet (left) , and reconstructed
Z candidate (right) after applying all selection cuts described in section 2 of the text.
We reconstruct the Z boson from two opposite charged electrons by adding their four-momenta.
Each electron is reconstructed from a super cluster [8] in the ECAL and a matching track
in the tracking system. The CMS detector provides reconstruction of electrons up to 2.5 in
pseudorapidity, except for a gap between the barrel and endcaps of the ECAL in the range
1.44 < |η| < 1.56. The acceptance in η is restricted to 2.5 due to coverage of the tracking
system. To suppress noise, we only select electrons with transverse momentum larger than
20GeV/c.
The following are the main electron identification variables that can be used to discriminate
between real and fake electrons [8]:
• E/p: Super cluster energy / track momentum at vertex
• ∆η between super cluster position and track direction at vertex extrapolated to ECAL
assuming no radiation.
• ∆φ between super cluster position and track direction at vertex extrapolated to ECAL
assuming no radiation.
• σηη : cluster shape covariance.
By applying a set of very loose cuts on these variables, we keep almost all the signal events
while rejecting up to 80% of the backgrounds.
The electrons from the Z decay are not produced in association with other objects in the event,
i.e., these electrons are isolated. Isolation of an electron from other objects in the event can be
done relative to measurements in the tracker and energy deposits in the calorimeter. We define
the track-based (calorimeter-based) isolation variable as the sum of the pT (energy deposit)
of the objects inside a solid angle in η − φ plane with radius ∆R = √∆η2 + ∆φ2 around the
electron. We calculate isolation values separately in the ECAL and hadronic calorimeter. We
apply a set of “loose” isolation cuts to reject most of the background events without much loss
in signal. The signal efficiency with these cuts is about 80%.
Finally, we determine the invariant mass of all combinations of two opposite charged electrons
2.1 Main background sources 3
in the event passing the above selection criteria. We then select as Z candidate the combination
with invariant mass within 10 GeV/c2 of the nominal Z mass MZ (= 91.2GeV/c
2). If there are
more than one Z candidate in the event, we select the one with the largest pT. The leading jet
(in pT) should be in the central region. We show the pT distribution of the reconstructed jets
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Figure 2: (left) The invariant mass distribution of the reconstructed Z candidates in the Z(→ e+e−) +
jet events after all selection cuts. (right) Reconstructed Z mass distribution for events passing the single
electron trigger. The two electrons are well-reconstructed and pass “loose” identification and isolation
criteria. The histograms are stacked.
and Z in Fig. 1. The distributions exhibit a steeply falling spectrum typical of the QCD 2 → 2
processes. The spectrum falls to zero at about 300 GeV/c in Z pT. With 100 pb−1 of collision
data at 10 TeV we expect about 2800 Z(→ e+e−) + jet signal events, as can be seen from Fig. 1.
The reconstructed Z candidate pT is within 2% of the nominal value. The reconstructed Zmass,
shown in Fig. 2 (left), has a low tail due to the electron energy loss from bremsstrahlung, and is
also peaked within 2% of the nominal value. The ratio of the reconstructed to nominal Z mass
can be used to correct the bias in the reconstructed Z pT. For the results presented in this note
we do not apply the bias correction.
2.1 Main background sources
With the event selection criteria described above, the level of background to the Z → e+e−
process is small. In the signal region of the dielectron mass, i.e., within 10 GeV/c2 of the nom-
inal Z mass peak, the level of background contamination is of the order of a few percent. The
principal sources of background to the Z → e+e− process are:
• QCD processes involving a heavy flavor quark (b, c → e semileptonic decay) and a
jet misidentified as an electron
• QCD processes not involving a heavy flavor quark but containing one real electron
(e.g., γ + jets with γ→ e+e−) and a jet misidentified as an electron
• W + jets events where an electron fromW → eν decay and a jet misidentified as an
electron mimic the Z → e+e− signal
• Z → τ+τ− events with τ → eν.
4 3 Reconstructed jet response and derivation of the absolute correction
In Fig. 2 (right) we show the level of various types of backgrounds in Z reconstruction after
event selection cuts are applied. By far the largest background comes from EM-enriched QCD
processes not involving a heavy flavor quark but containing one electron. More importantly,
this background is expected to be higher in collision data because the “EM-enrichment” in
our simulated QCD sample is not fully efficient. The other notable background sources are
semileptonic decays of the charm and bottom quarks and W + jets events. Contribution from
dijet, tt¯,W+W−, and τ+τ− processes is negligibly small.
3 Reconstructed jet response and derivation of the absolute cor-
rection
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Figure 3: The ratio, pjetT /p
Z
T , in Z(→ e+e−) + jet events for 140 < pZT < 200 GeV/c at generator level
(dotted histogram) and at calorimeter level (solid histogram).
The pT balance between the leading jet and the Z boson, and its ability to calibrate the jet energy,
is illustrated in Fig. 3 at generator and calorimeter levels. The distribution of jet response,
pjetT /p
Z
T , for reconstructed jets is significantly below 1, due to the non-linear response of the
CMS calorimeter. The distribution of pjetT /p
Z
T for jets reconstructed from Monte Carlo particles
peaks close to 1. Since pT balance only strictly applies to a Z and a parton, the particle jet
response is not exactly one, but the difference between partons and particle level jets is small
compared to the calorimeter response. Therefore the jet response and correction is measured
from distributions of pjetT /p
Z
T , and is later adjusted to account for differences between partons
and particle level jets.
3.1 Derivation of absolute correction
To measure the absolute jet correction we first measure pjetT /p
Z
T in bins of the pT of the Z boson.
We define the jet response as the truncated mean value of pjetT /p
Z
T , including only events with
pjetT /p
Z
T within 1.5 r.m.s. of the average. We find that this definition of jet response reduces
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Figure 4: (left) Jet response as a function of Z pT . (right) Jet energy absolute correction as a function
of uncorrected jet pT . The error bars indicate the statistical uncertainty corresponding to 100 pb−1 of
integrated luminosity.
the effect of tails of the pjetT /p
Z
T distribution and improves the consistency of the correction
we derive from the jet response. The resulting jet response as a function of the mean Z pT is
shown in Fig. 4 (left). In each Z pT bin, we define the absolute correction as 1/response, and
we measure the mean uncorrected pT of the leading jet. In Fig. 4 (right) we plot this absolute
correction as a function of the mean uncorrected jet pT. The points in Fig. 4 come from a high
statistics Monte Carlo sample while the error bars show the statistical uncertainties we would
expect with 100 pb−1.
We parametrize the absolute correction using the following functional form:
Correction = a0 +
a1
[log(pjetT )]a2 + a3
, (1)
where ai are parameters obtained from the fit. The choice of a logarithmic functional form is
motivated by the fact that the content of the calorimeter shower increases logarithmically with
increasing shower energy [9]. In Fig. 4 (right) we show this parameterization fit to the data.
We perform a consistency check on the correction by applying the derived absolute corrections
to the uncorrected jets on an event-by-event basis. We then measure the response for corrected
jets, the truncated mean value of pjetT /p
Z
T after jet corrections in bins of the pT of the Z boson,
shown in Fig. 5. The response for corrected jets peaks at 1 to within 1% except in the lowest Z pT
bin where the distribution of pjetT /p
Z
T is highly non-Gaussian both before and after correction.
The consistency check shows that our procedure works well in the region pZT > 30 GeV/c, and
that under-corrects at lower values of pT.
The consistency of the correction, shown in Fig. 5, can be used to estimate a systematic un-
certainty in the correction procedure. Other sources of systematic uncertainty have also been
investigated in the study of Z(→ µ+µ−) + jet pT balance [7] and γ + jet pT balance [6]. The
Z(→ e+e−) + jet and Z(→ µ+µ−) + jet pT balance methods share a common uncertainty on
the jet response from the choice of 2nd jet pT cut and ∆φ cut. The systematic uncertainty in





























Figure 5: Jet response as a function of Z pT for corrected jets. The error bars correspond to the available
Monte Carlo statistics.
jet response from these cuts ranges from about 5% at pT = 30 GeV/c to about 2% at pT = 300
GeV/c [7, Figure 5]. For Z(→ e+e−) + jet pT balance we plan to remove most of the system-
atic uncertainties on the electron scale by recalibrating the electrons to give the correct Z mass.
Systematic uncertainties on jet response induced by backgrounds to Z → e+e− are expected
to be negligible. Additional systematic uncertainties are introduced when we transform and
combine the data-driven corrections as described in the following section.
4 Combining jet corrections derived from different samples
CMS plans to measure the absolute jet energy corrections from three samples: photon + jet,
Z(→ e+e−) + jet, and Z(→ µ+µ−) + jet. We expect identical jet response from Z(→ e+e−) + jet
and Z(→ µ+µ−) + jet since the two final states are identical after the Z has been reconstructed.
The photon + jet and Z + jet final state are very similar, arising from the same type of Feynman
diagrams and only differing in the mass of the Z, and we would expect similar jet response
measured in photon + jet and Z + jet balance. Large variations in jet response measured among
the three samples would constitute a systematic uncertainty which may be due to differences
between the analysis methods. In Fig. 6, we show the jet response, the mean pjetT /p
γ/Z
T , derived
from each sample as a function of the reference transverse momentum pγ/ZT . The figure shows
that there is a good agreement between the response measured in Z(→ e+e−) + jet and Z(→
µ+µ−) + jet balance, and similar response measured in Z + jet and photon + jet balance. A
small difference between photon + jet and Z + jet response is possible because of their slightly
different jet flavor composition and also from differences in the analysis procedure. Below we
discuss plans to combine the corrections derived from the three calibration samples, to produce
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Figure 6: The response, pjetT /p
γ/Z
T , as a function of p
γ/Z
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Figure 7: (left) Jet energy absolute correction as a function of the reconstructed jet pT obtained from
the γ + jet, Z(→ µ+µ−) + jet, and Z(→ e+e−) + jet samples. The error-bars correspond to 100 pb−1
integrated luminosity. Also overlaid is the absolute correction (dotted curve) derived from QCD dijet
Monte Carlo. The transformation function, defined in Eq. 2 of the text, is also shown for the three
samples: γ + jet (dashed curve), Z(→ µ+µ−) + jet (dotted curve), and Z(→ e+e−) + jet (solid curve).
(right) The transformation functions are blown up to show finer details.
8 4 Combining jet corrections derived from different samples
4.1 Transformation function
Before combining corrections from different samples we transform the corrections to account
for two effects. The first effect is that the measured corrections are to the parton level, and
we need corrections to the particle jet level. The second effect is the flavor composition of the
samples. The γ/Z + jet samples have significant contributions from light quark jets, while
the dijet sample is dominated by gluons. CMS has defined the absolute jet correction as the
correction that takes a jet to the particle level for the dijet sample. We derive a “transformation
function” for each sample using Monte Carlo simulation which converts it to the particle level
for the dijet sample. This involves two steps. First, we derive the absolute correction (in the
functional form of Eq. 1) using Monte Carlo truth information in dijet events. Next, we derive
the absolute correction using pT balance from a reference (say Z(→ e+e−) + jet) sample, again
in the functional form of Eq. 1. The ratio of these two corrections defines the transformation
function for the given reference sample:
f (pT) =
correction from dijet MC as a function of jet pT
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Figure 8: Combined absolute correction of the γ + jet, Z(→ µ+µ−) + jet, and Z(→ e+e−) + jet as a
function of the reconstructed jet pT . Note that the data points have been scaled by the transformation
function of Eq. 2. The dijet Monte Carlo correction (dotted curve) coincides with the data-driven com-
bined correction (solid curve).
4.2 Combining corrections
In Fig. 7 (left) we show the measured data-driven corrections for the γ + jet, Z(→ µ+µ−) +
jet, and Z(→ e+e−) + jet samples before application of the transformation function. The error
bars are the statistical uncertainties expected for 100 pb−1. The measured corrections from
Z(→ µ+µ−) + jet and Z(→ e+e−) + jet samples agree and the correction for γ + jet is similar. As
a result, the transformation functions shown in Fig. 7, which compares each of the corrections
4.3 Extrapolation using QCD dijet MC 9
to theMC truth dijet correction, are similar to each other. For Z(→ µ+µ−) + jet, and Z(→ e+e−)
+ jet samples, the measured corrections and the transformation functions should be the same,
and the small difference likely reflects small systematic differences between the two analyses.
In this case, the application of the transformation function removes these systematic differences
in the MC analysis, in addition to adjusting for the parton and flavor issues already discussed.
Two of the major sources of systematic uncertainty in the transformation function have been
estimated in the photon + jet balance analysis [6, Figure 6]. The uncertainty on transforming
from the parton level to the particle jet level, which includes the uncertainties of hadronization
and underlying event contributions, was estimated to vary from 5% at pT = 20 GeV/c to 1%
at pT = 300 GeV/c. The uncertainty on mapping from the jet flavor in the γ + jet system to the
jet flavor in the dijet system were conservatively estimated to vary from 12% at pT = 20 GeV/c
to 1% at pT = 300 GeV/c. These estimates of the systematic uncertainty are comparable to the
size of the transformation function.
We next apply the transformation function to each data-driven correction, thus bringing them
to an equal footing in terms of flavor composition, and making them a particle level correction
appropriate for the dijet sample. In Fig. 8 we show the data-driven corrections for the γ + jet,
Z(→ µ+µ−) + jet, and Z(→ e+e−) + jet samples after multiplying by the transformation func-
tion. The solid curve in Fig. 8 shows the statistical combination of all data-driven corrections
by fitting all the points to the functional form of Eq. 1. The solid curve is in perfect agreement
with the dotted curve fromMC truth in the dijet sample, as it should be by construction for the
Monte Carlo.
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Figure 9: Same as Fig. 8 for wider range of jet pT .
In Fig 9 we show the data-driven correction for an extended range of jet pT, beyond the pT
of the measured calibration samples, and up to the high jet pT, expected for 100 pb−1 of dijet
data. The fit and its statistical uncertainty are shown at both lower and higher pT than the
data, and can be compared to the correction from Monte Carlo truth for the dijet sample. The
10 5 Conclusion
Monte Carlo correction does well in extrapolating the data-driven correction, compatible with
the fit within statistical errors. This is expected for a simulation analysis where the transformed
corrections coincidewith each other andwith theMonte Carlo truth correction. Thismay not be
the case for the real data, where the data-driven correction may disagree with simulation. For
example, if the data-driven jet correction from real data is different from the predictions of the
CMS simulation by a fixed percentage at all pT, for example due to a scale error, then we would
have to adjust the Monte Carlo correction by that fixed percentage before we could use it to
extrapolate. If in addition there is a pT dependent difference between the corrections from real
data and simulation, then using the Monte Carlo to extrapolate would introduce an additional
systematic uncertainty, which initially could be quantified by differences between the Monte
Carlo and the parameterized fit. We expect that the Monte Carlo based jet correction will be
used to extrapolate the measured jet correction, or at the very least to quantify uncertainties in
that extrapolation. Fig 9 is an illustration of a simple method for doing that extrapolation in
the most ideal possible case.
5 Conclusion
CMS plans to measure jet energy corrections in situ using pp collision data. Here we have
presented plans to measure jet corrections from pT balance in Z(→ e+e−) + jet events, for
the (uncorrected) jet pT range 10 – 200 GeV/c, with 100 pb−1 of integrated luminosity. Z(→
µ+µ−) + jet events provide a correction over a similar range of pT, and γ + jet events provide
a correction up to about 600 GeV/c. We have shown how the data-driven corrections from all
three processes can be transformed to the particle jet level, applicable to the jet flavor mixture
of QCD dijets, and then combined into a single absolute jet correction for CMS. This combined
data-driven correction can then be extrapolated to higher and lower jet pT by matching it to the
QCD dijet Monte Carlo correction.
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