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Resumo
Seja G um grupo abeliano ﬁnito e seja F um corpo. Suponha que R seja um anel (F -
álgebra) G-graduado e σ um 2-cociclo anti-simétrico. Neste trabalho, caracterizamos anéis
(F -álgebras) G-graduados primitivos à direita com um ideal à direita graduado minimal
em termos de pares bilineares não degenerados graduados. Se G é um grupo de ordem p,
onde p é um número primo, a caracterização de anéis (F -álgebras) G-graduados primitivos
à direita com um ideal à direita graduado minimal e uma σ-involução está relacionada
com uma forma sesquilinear não degenerada hermitiana ou anti-hermitiana graduada.
Além de generalizarem o Teorema de Kaplansky que trata da classiﬁcação de involuções
em anéis primitivos, esses resultados também generalizam os resultados de Racine, em
[25], e Bahturin, Bresaˇr e Kochetov, em [1], que classiﬁcam superinvoluções em superanéis
primitivos e involuções graduadas em anéis graduados primitivos, respectivamente. Ainda
no caso em que G é um grupo de ordem prima p, obtemos corolários relacionados com
uma descrição de σ-involuções em álgebras graduadas simples. Em particular, obtemos
descrição de σ-involuções no anel Z3-graduado R = Mn(D) de matrizes n × n sobre um
anel Z3-graduado de divisão D no caso de algumas classes de graduações elementares em
R.




Let G be a ﬁnite abelian group and F a ﬁeld. Suppose that R is a G-graded ring
(or F -algebra) and σ is an anti-symmetric 2-cocycle. In this work, we characterize right
primitive G-graded rings (F -algebras) with a minimal graded right ideal in terms of non-
degenerate graded bilinear pairs. If G is a group of order p, where p is a prime number, the
characterization of a right primitive G-graded ring with a minimal graded right ideal and
a σ-involution is related to a nondegenerate -hermitian sesquilinear graded form. This
generalises the theorem of Kaplansky about the classiﬁcation of involutions in primitive
rings, and similar results of Racine, in [25], for superinvolutions, and of Bahturin, Bresaˇr,
and Kochetov, in [1], for graded involutions. Also, when G is a group of a prime order p,
we obtain some corollaries about description of σ-involutions in simple graded algebras. In
particular, we describe σ-involutions in the Z3-graded ring R = Mn(D) of n× n matrices
over a Z3-graded division ring D, for some classes of elementary gradings of R.
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Introdução
Seja G um grupo abeliano ﬁnito e seja F um corpo. Consideramos anéis associativos e
F -álgebras associativas, ambos de característica diferente de 2. Um anel (F -álgebra) R é




Rα tais que RαRβ ⊆ Rα+β para todos α, β ∈ G.
Seja σ : G × G −→ Z um 2-cociclo tal que σ(α, β) = σ(β, α)−1 para todos α, β ∈ G,
onde Z = {1,−1} se R é um anel G-graduado e Z = F× se R é uma F -álgebra G-
graduada. Uma σ-involução em um anel G-graduadoR é uma aplicação Z-linear graduada
de grau neutro ∗σ : R −→ R que satisfaz as relações
r∗σ∗σ = r e (rαrβ)∗σ = σ(α, β)r∗σβ r
∗σ
α
para quaisquer r ∈ R, rα ∈ Rα, rβ ∈ Rβ e α, β ∈ G. De maneira análoga, uma σ-
involução em uma F -álgebra G-graduada A é uma aplicação F -linear graduada de grau
neutro ∗σ : A −→ A tal que
a∗σ∗σ = a e (aαaβ)∗σ = σ(α, β)a∗σβ a
∗σ
α
para quaisquer a ∈ A, aα ∈ Aα, aβ ∈ Aβ e α, β ∈ G.
Se σ é um bicaracter anti-simétrico, dizemos que ∗σ é uma involução colorida. Se
σ(α, β) = 1 para todos α, β ∈ G, então ∗σ é uma involução graduada. Se G = Z2 e
σ(α¯, β¯) = (−1)αβ para α¯, β¯ ∈ G, então ∗σ é uma superinvolução. Por ﬁm, se σ(α¯, β¯) =
(−1)αβ, com α¯, β¯ ∈ Z3, ∗σ é uma Z3-involução.
Entendemos por anel graduado primitivo à direita um anel graduado R tal que existe
um R-módulo à direita graduado M irredutível e ﬁel. Vários autores contribuíram com
o estudo da teoria estrutural de anéis primitivos com um ideal minimal unilateral. In-
formações sobre o assunto podem ser encontradas, por exemplo, em [19], [22], [26]. Em
particular, uma demonstração do Teorema de Kaplansky, que caracteriza involuções em
2anéis primitivos à direita com um ideal à direita minimal em termos de formas não de-
generadas hermitianas e alternadas [ [22], Theorem 4.6.8]. Vale mencionar que uma das
aplicações do Teorema de Kaplansky é a descrição de involuções do primeiro tipo na
F -álgebra Mn(F ) das matrizes n× n sobre um corpo F algebricamente fechado de carac-
terística 0.
Motivado pelo que é apresentado em [16], [19], [22] e [26], Racine em [25] mostra
resultados estruturais análogos para superanéis. Em [12], Villa prova a existência de su-
perinvoluções em superálgebras primitivas. Já em [25], Racine também apresenta dois
teoremas: [Theorem 6] e [Theorem 7]. Nestes, Racine classiﬁca anéis primitivos com um
superideal unilateral minimal e com superinvolução em termos de aplicações bi-aditivas
não degeneradas graduadas e em termos de formas hermitianas e anti-hermitianas não
degeneradas graduadas. E mais, quando o corpo F é algebricamente fechado e de caracte-
rística diferente de 2, Bahturin, M. Tvalavadze e T. Tvalavadze descrevem as superálgebras
simples de dimensão ﬁnita com superinvolução [3].
Jaber em [18] estuda a existência de Z3-involuções na álgebra Z3-graduada A =
Mp+q+p(D), onde D é uma álgebra de divisão.
Sejam G um grupo abeliano ﬁnito e F um corpo algebricamente fechado de caracte-
rística diferente de 2. Em [1], Bahturin, Bresaˇr e Kochetov, com o objetivo de classiﬁcar,
a menos de isomorﬁsmo, todas as G-graduações da F -álgebra de Lie ﬁnitária simples
de transformações lineares (linear especial, ortogonal e simplética) em espaço vetorial de
dimensão inﬁnita sobre um corpo F , provaram uma caracterização para F -álgebras (ou
anéis) G-graduadas primitivas à esquerda com um ideal à esquerda G-graduado minimal e
involução graduada, similar ao apresentado em [25]. Em [27], Sviridova descreve todas as
álgebras ∗gr-graduadas simples de dimensão ﬁnita, onde G = Zq, q é um número primo ou
q = 4, F é um corpo algebricamente fechado de característica zero e ∗gr é uma involução
graduada. Também para involuções graduadas Bahturin, Shestakov e Zaicev, em [4], e
Bahturin e Zaicev, em [5], descrevem as involuções graduadas em Mn(F ) quando F é um
corpo algebricamente fechado de característica diferente de 2. Já Bahturin e Giambruno
em [2] descrevem G-graduação em Mn(F ) admitindo uma involução graduada, também
para F um corpo algebricamente fechado e de característica diferente de 2.
Bergen e Grzeszczuk mostram em [9] como álgebras de Jordan coloridas simples sur-
gem naturalmente de álgebras associativas graduadas simples e de álgebras associativas
graduadas simples com involução colorida.
Nós podemos observar que casos particulares de σ-involuções (involuções graduadas,
superinvoluções, involuções coloridas, etc) aparecem em vários estudos. Motivados por
3essa teoria desenvolvida em [1], [12], [22] e [25], nosso trabalho seguirá nessa linha. Es-
tudamos a estrutura de anéis G-graduados primitivos à direita e F -álgebras G-graduadas
primitivas à direita com um ideal à direita G-graduado minimal. Trabalhamos com dois
tipos de aplicações graduadas: par bilinear não degenerado graduado e forma sesquilinear
não degenerada graduada. Deﬁnimos a σ-adjunta de um elemento homogêneo do anel
graduado de endomorﬁsmos de um módulo graduado.
O objetivo deste trabalho é classiﬁcar anéis (F -álgebras) G-graduados primitivos à
direita com um ideal à direita G-graduado minimal em termos de pares bilineares não
degenerados graduados e anéis graduados primitivos à direita com um ideal à direita
graduado minimal e com σ-involução em termos de formas sesquilineares não degeneradas
graduadas, como feito em [22]. No primeiro teorema exigimos como hipótese que G seja
um grupo abeliano ﬁnito e no segundo teorema que G seja um grupo de ordem p, onde p
é um número primo.
Sejam D um anel (F -álgebra) G-graduado de divisão, V um D-espaço vetorial à es-
querda G-graduado e W um D-espaço vetorial à direita G-graduado, 〈−,−〉ν um par
bilinear não degenerado graduado associado ao par de espaços duais com torção V ×W e
∗σ a σ-adjunta associada a 〈−,−〉ν (veja Deﬁnição 3.2.1 e Deﬁnição 3.2.3). Denota-
mos por LgrσW (V ) o subanel (F -subálgebra) graduado de EndgrD (V ) de todos os operadores
que possuem σ-adjunta e FgrσW (V ) o ideal bilateral graduado de LgrσW (V ) de todos os ope-
radores que possuem posto ﬁnito e possuem σ-adjunta. As classiﬁcações que obtivemos
estão relacionadas com LgrσW (V ) e FgrσW (V ). A saber, provamos os:
Teorema 3.4.2. Seja G um grupo abeliano ﬁnito. Se R é um anel (F -álgebra) G-
graduado primitivo à direita com um ideal à direita graduado minimal e σ é um 2-cociclo
anti-simétrico tal que σ(α,−α)2 = 1 para todo α ∈ G, então existe um par de espaços
duais com torção DV e WD tal que
FgrσW (V ) ⊆ R ⊆ LgrσW (V ),
onde D é um anel (F -álgebra) G-graduado de divisão. Reciprocamente, dado um par de
espaços duais com torção V e W sobre um anel G-graduado de divisão D, qualquer anel
G-graduado R satisfazendo
FgrσW (V ) ⊆ R ⊆ LgrσW (V )
é graduado primitivo à direita e R contém um ideal à direita graduado minimal. Além
disso, FgrσW (V ) é o único ideal graduado minimal de R.
Teorema 4.3.1. Sejam G um grupo cíclico de ordem prima e R um anel (F -álgebra)
G-graduado. Então, R é um anel graduado primitivo à direita com um ideal à direita
4graduado minimal e uma σ-involução ?σ se, e somente se, existe um R-módulo à direita
graduado V tal que:
a) V × V é um par sesquilinear à esquerda com torção;
b) EndgrR (V ) possui uma σ-involução;
c) ?σ é a σ-adjunta associada a uma forma sesquilinear hermitiana ou anti-hermitiana
não degenerada graduada;
d) FgrV ⊆ R ⊆ LgrV e R é invariante pela ação de ?σ.
O Teorema 3.4.2 generaliza os teoremas [[25], Theorem 6] e [[1], Theorem 3.3], os
quais os dois últimos se realizam em σ(α¯, β¯) = (−1)αβ para todos α¯, β¯ ∈ Z2 e σ(α, β) = 1
para todos α, β ∈ G, respectivamente. No Teorema 3.4.2 caracterizamos anéis gradu-
ados primitivos à direita com um ideal à direita graduado minimal em termos de pares
bilineares não degenerados graduados. É importante ressaltar que nesse teorema não pe-
dimos que exista uma σ-involução na F -álgebra (anel) G-graduada de divisão, pois se D
é uma F -álgebra G-graduada de divisão pode existir um 2-cociclo σ tal que D não admite
uma σ-involução. Assim é o caso da álgebra de divisão Z2-graduada F [Z2], visto que
F [Z2] não admite superinvoluções (veja [14]).
Já o Teorema 4.3.1 consiste em uma generalização do teorema [[25], Theorem 7].
Nesse caracterizamos anéis graduados primitivos à direita com um ideal à direita graduado
minimal e σ-involuções em termos de formas sesquilineares -hermitianas não degeneradas
graduadas. Mostramos ainda que o anel (F -álgebra) graduado de divisão D admite uma
σ-involução.
Várias consequências e aplicações são obtidas de todos esses resultados.
Para o aprofundamento dessas discussões, dividimos este trabalho em quatro capítu-
los. O Capítulo 1, intitulado "Preliminares"possui seis seções, onde apresentamos os
resultados básicos relacionados à teoria de anéis associativos graduados e à teoria de ál-
gebras associativas graduadas por grupos abelianos ﬁnitos utilizados no decorrer de todo
texto. O Capítulo 2 trata dos resultados antecedentes exibidos em [1], [9], [12], [18],
[22], [25] e [27]. No terceiro capítulo deﬁnimos σ-involução, par de espaços duais gradu-
ados com torção e provamos o Teorema 3.4.2. Por ﬁm, no Capítulo 4, veriﬁcamos
que a estrutura apresentada na Seção 3.2 continua válida para uma forma sesquilinear
-hermitiana não degenerada graduada e, além disso, provamos o Teorema 4.3.1. São
feitas, então, algumas consequências e exemplos. Em particular, entre as consequências,
obtemos uma descrição de σ-involuções em F -álgebras graduadas simples de dimensão
5ﬁnita para G-graduações por um grupo cíclico de ordem prima. Provamos que todas as
σ-involuções nessas F -álgebras são induzidas por adjunção em respeito de uma forma
sesquilinear -hermitiana não degenerada graduada em um espaço graduado de dimen-
são ﬁnita. O trabalho termina com "Considerações ﬁnais", onde levantamos algumas
questões, por exemplo, hipótese mais fracas para o grupo G.
Capítulo 1
Preliminares
Neste capítulo, apresentaremos algumas deﬁnições e alguns resultados relacionados à
teoria de anéis associativos graduados e à teoria de álgebras associativas graduadas por
grupos abelianos ﬁnitos, os quais fazem parte da fundamentação teórica necessária às
discussões deste trabalho. Esse aparato teórico pode ser encontrado em [6], [7], [8], [11] e
[23]. Em todo trabalho, G é um grupo abeliano aditivo ﬁnito.
1.1 Anéis Graduados
O objetivo principal aqui é apresentar deﬁnições e resultados básicos sobre anéis gra-
duados.
Seja (R,+, .) um anel associativo e seja (G,+) um grupo abeliano ﬁnito com elemento
neutro 0.
Deﬁnição 1.1.1. Um anel R é chamado G-graduado se R pode ser escrito como soma





tais que RαRβ ⊆ Rα+β para todos α, β ∈ G.
Em particular, se G = Z2, dizemos que R é um superanel.
A graduação é dita não trivial se Rα 6= (0) para algum 0 6= α ∈ G.
Os elementos do conjunto h(R) =
⋃
α∈G
Rα são chamados de elementos homogêneos do
anel R. Um elemento não nulo r ∈ Rα é denominado elemento homogêneo de grau α.
7Qualquer elemento não nulo r ∈ R é expresso de forma única como soma ﬁnita de
elementos homogêneos: r =
∑
α∈G
rα, onde rα ∈ Rα. Os elementos não nulos rα na decom-
posição são chamados de componentes homogêneas de r.
Se X é um subanel não nulo de R, então escrevemos Xα = X ∩ Rα para α ∈ G.
Dizemos que X é um subanel graduado de R se X =
⊕
α∈G
Xα. Analogamente, obtemos as
notações e noções de ideal à esquerda graduado , ideal à direita graduado e ideal bilateral
graduado quando X é, respectivamente, um ideal à esquerda, um ideal à direita e um
ideal bilateral. Observamos que um subanel (ou ideal) é graduado se, e somente se, ele
é gerado como anel (ideal) por elementos homogêneos. No caso em que I é um ideal
bilateral graduado de R, o quociente R/I é um anel graduado com graduação dada por:




Exemplo 1.1.1. Sejam R um anel associativo e S = R[x1, . . . , xd] o anel de polinômios
comutativos e associativos nas variáveis x1, . . . , xd. Dado uma d-upla (α1, . . . , αd) ∈ Zd,











1 . . . x
md
d | rm¯ ∈ R, α1m1 + . . .+ αdmd = n
 .
Observamos que no exemplo acima G é um grupo inﬁnito.
De posse da deﬁnição de anel graduado, temos os seguintes resultados bem conhecidos
na literatura (veja [[7], Proposition 1] e [[23], Proposition 1.1.1]).
Proposição 1.1.1. Seja R =
⊕
α∈G
Rα um anel G-graduado unitário. Então, valem as
seguintes propriedades:
a) 1 ∈ R0 e R0 é um subanel de R;
b) se r−1 é o inverso do elemento homogêneo r ∈ Rα, então r−1 ∈ R−α.
Demonstração. a) Como R0R0 ⊆ R0 e R0 é um subgrupo de R, basta mostrar que
1 ∈ R0. Seja 1 =
∑
α∈G
rα a decomposição de 1 com rα ∈ Rα. Então, para todo
sβ ∈ Rβ, temos que
sβ = sβ1 =
∑
α∈G
sβrα e sβrα ∈ Rα+β.
8Consequentemente, sβrα = 0 para todo α 6= 0. Assim, para qualquer s ∈ R, srα = 0
para todo α 6= 0. Em particular, para s = 1, obtemos rα = 0 para qualquer α 6= 0.
Portanto, 1 = r0 ∈ R0 e, com isso, concluímos que R0 é um subanel de R.
b) Assuma que r ∈ Rλ é invertível. Se r−1 =
∑
α∈G
(r−1)α, onde (r−1)α ∈ Rα, então
1 = rr−1 =
∑
α∈G
r(r−1)α. Já que 1 ∈ R0 e r(r−1)α ∈ Rλ+α, temos que r(r−1)α = 0
para todo α 6= −λ. Como r é invertível, segue que (r−1)α 6= 0 para α = −λ.
Portanto, r−1 = (r−1)−λ ∈ R−λ. E isto ﬁnaliza a prova da proposição.
Vale ressaltar que Rα é um R0-bimódulo para todo α ∈ G.
Deﬁnição 1.1.2. Um anel unitário G-graduado é denominado um anel G-graduado de
divisão se todos os seus elementos homogêneos não nulos são invertíveis.
Se R é um anel graduado de divisão, claramente R0 é um anel de divisão.
Deﬁnição 1.1.3. Seja R um anel G-graduado. O anel oposto G-graduado de R, Ropgr ,
é o grupo aditivo graduado R com multiplicação dada por
rα ◦opgr rβ := rβrα (1.2)
para quaisquer rα ∈ Rα, rβ ∈ Rβ e α, β ∈ G.
Finalizamos esta seção com a deﬁnição de isomorﬁsmo de anéis graduados, que é
similar à deﬁnição de isomorﬁsmo de anéis.
Deﬁnição 1.1.4. Sejam R =
⊕
α∈G
Rα e B =
⊕
α∈G
Bα dois anéis G-graduados. Um ho-
momorﬁsmo (isomorﬁsmo) de anéis φ : R −→ B é chamado de homomorﬁsmo (isomor-
ﬁsmo) de anéis graduados se φ preserva a estrutura graduada, isto é, φ(Rα) ⊆ Bα para




Rα e B =
⊕
α∈G
Bα anéis G-graduados. Uma aplicação aditiva de anéis
ϕ : R −→ B é chamada de graduada de grau (homogêneo) β se ϕ(Rα) ⊆ Bα+β para todo
α ∈ G.
Em particular, um isomorﬁsmo (homomorﬁsmo) de anéis graduados é um isomorﬁsmo
(homomorﬁsmo) graduado de grau 0 (neutro) de anéis graduados.
91.2 Módulos Graduados
A seguir, apresentaremos propriedades básicas de um importante objeto de estudo, a
saber, módulos graduados. O estudo de tal objeto motivou inúmeros avanços na teoria de
álgebras graduadas, tal como a classiﬁcação de álgebras graduadas simples de dimensão
ﬁnita sobre um corpo algebricamente fechado.
Seja R um anel G-graduado. Considere (M,+) um grupo abeliano.





onde {Mα | α ∈ G} é uma família de subgrupos aditivos do grupo abeliano (M,+) e
mαrβ ∈Mα+β para quaisquer rβ ∈ Rβ, mα ∈Mα e α, β ∈ G.
Os elementos do conjunto h(M) =
⋃
α∈G
Mα são chamados elementos homogêneos do
móduloM , e qualquer elemento não nulo m =
∑
α∈G
mα é decomposto de forma única como
soma ﬁnita de elementos homogêneos mα.





onde Nα = N ∩Mα, ou equivalentemente, para cada n ∈ N , todas as suas componentes
homogêneas também pertencem a N . Em particular, um ideal à direita G-graduado é um
R-módulo graduado.
Um R-módulo graduadoM induz uma graduação no R-módulo quocienteM/N , onde
N é um submódulo graduado deM . Tal graduação é dada por: (M/N)α := {m+N | m ∈
Mα}. Analogamente, podemos deﬁnir R-módulo à esquerda G-graduado e R-bimódulo
G-graduado. Em geral, todo módulo à direita graduado M contém pelo menos dois
submódulos graduados, M e {0}, os quais são chamados triviais.
Seja M um R-módulo à direita graduado. É bem conhecido que o anulador à direita
de um R-módulo M , AnnrR(M) = {r ∈ R | mr = 0, ∀ m ∈M}, é um ideal bilateral de
R. O lema abaixo mostra que AnnrR(M) herda a estrutura graduada de R.
Lema 1.2.1. Seja M um R-módulo à direita graduado. Então, AnnrR(M) é um ideal
bilateral graduado de R.
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Demonstração. Para cada α ∈ G, considere AnnrR(M)α = {rα ∈ Rα | mrα = 0, ∀ m ∈
M}. Primeiramente observamos que AnnrR(M)α é um subgrupo de AnnrR(M) para todo
α ∈ G. Por outro lado, se r ∈ AnnrR(M)α ∩
∑
α 6=β∈G











Seja r ∈ AnnrR(M), então r =
∑
α∈G
rα, onde rα ∈ Rα para todo α ∈ G, e mr = 0 para
todo m ∈ M . Em particular, 0 = mβr =
∑
α∈G
mβrα para todo β ∈ G. Assim, como M é








Analogamente, o anulador à esquerda de um R-módulo à esquerda J , AnnlR(J) =
{r ∈ R | rj = 0, ∀ j ∈ J}, é um ideal bilateral graduado de R.
Em particular, para um anel graduado R podemos considerar o anulador à esquerda
AnnlR(RR) e o anulador à direita AnnrR(RR). Ambos são ideais bilaterais graduados de
R.
Deﬁnição 1.2.2. Um R-módulo à direita graduado M é dito ﬁel se AnnrR(M) = (0).
Deﬁnição 1.2.3. Um R-módulo graduado M é dito irredutível se 0 e M são seus únicos
R-submódulos graduados.




Kβ, onde Kβ é o subconjunto de K de todos os elementos homogêneos de
grau β ∈ G. Seja I um ideal à direita graduado de R. Denotamos KI = {
ml,nj∑
l,j
kjil | kj ∈
K, il ∈ I,ml, nj ∈ N }.
Lema 1.2.2. Sejam M um R-módulo à direita graduado e I um ideal à direita graduado
de R. Se K ⊆ M é um conjunto de elementos homogêneos ou um submódulo graduado,
então KI é um R-submódulo graduado de M .
Demonstração. De fato, como I é um ideal à direita graduado e K ⊆ M , temos que
KI ⊆ M e KI é um R-submódulo de M. Vamos mostrar que é graduado. Considere o






Como M é graduado e (KI)τ ⊆ Mτ , temos que (KI)τ ∩
∑
τ 6=γ∈G




(KI)τ é direta. Ademais, é fácil ver que KI =
⊕
τ∈G
(KI)τ . Agora, dados
mα ∈ K, rβ ∈ Iβ e rτ ∈ Rτ , temos
(mαrβ)rτ = mα(rβrτ ),
já que mα ∈ M e M é um R-módulo à direita graduado. Como I é um ideal à direita
graduado, temos que rβrτ ∈ Iβ+τ . Logo, KI é um submódulo à direita graduado de
M .
Em particular, aplicando o lema anterior para K = {mα} ∈ Mα, obtemos que mαI é
um R-submódulo à direita graduado de M .
1.3 Álgebras Graduadas
Nesta seção, recordaremos alguns conceitos básicos sobre F -álgebras G-graduadas,
onde F é um corpo e G é um grupo abeliano ﬁnito. As deﬁnições que serão apresentadas
aqui são análogas as apresentadas na Seção 1.1. Vale lembrar que, em particular, uma
F -álgebra é um anel.
Deﬁnição 1.3.1. Dizemos que uma F -álgebra A é G-graduada se A pode ser escrita





tais que para quaisquer α, β ∈ G, AαAβ ⊆ Aα+β.
Diremos que A é uma superálgebra se G = Z2.
Uma vez que na deﬁnição acima temos uma soma direta de espaços vetoriais, todo
elemento de A pode ser escrito de forma única como soma ﬁnita de elementos homogêneos.
Um subespaço B ⊆ A é graduado ou homogêneo se B =
⊕
α∈G
(B ∩ Aα). Em outras
palavras, B é graduado se, para qualquer b =
∑
α∈G
bα ∈ B, tem-se necessariamente bα ∈
Bα para todo α ∈ G. De forma análoga, podemos deﬁnir subálgebra graduada e ideais
graduados.
Observe que para F -álgebras G-graduadas, anéis graduados e módulos graduados é
suﬁciente deﬁnir a operação de multiplicação apenas nos elementos homogêneos.
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Deﬁnição 1.3.2. Sejam A e B duas F -álgebras G-graduadas. Dizemos que um homo-
morﬁsmo de F -álgebras ϕ : A −→ B é um homomorﬁsmo de F -álgebras G-graduadas (ou
homomorﬁsmo graduado de grau neutro) se, para todo α ∈ G, temos ϕ(Aα) ⊆ Bα. Se ϕ
for também bijetivo, dizemos que ϕ é um isomorﬁsmo (ou isomorﬁsmo graduado de grau
neutro) de F -álgebras G-graduadas e A e B são F -álgebras G-graduadas isomorfas.
Em geral, vamos considerar homomoﬁsmos de anéis (F -álgebras) graduados de grau
neutro.
Deﬁnição 1.3.3. Uma F -álgebra G-graduada A é dita simples se A2 6= (0) e A não
contém ideais bilaterais G-graduados não triviais.
Como ilustração das deﬁnições acima, apresentaremos dois exemplos clássicos de ál-
gebras graduadas. Estas álgebras são de grande importância no estudo das álgebras
graduadas simples.
Exemplo 1.3.1. [ [6], Example 2.1] Seja R = Mn(F ) a álgebra de matrizes n× n sobre
um corpo F e seja G um grupo abeliano. Fixe uma n-upla α= (α1, . . . , αn) ∈ Gn de
elementos de G. Então, a n-upla α deﬁne uma G-graduação em R da seguinte maneira:
Sejam eij, 1 ≤ i, j ≤ n, matrizes unitárias da álgebra R. Para cada β ∈ G, considere o
conjunto
Rβ = Span{eij | αj − αi = β}.





é uma G-graduação. Esta G-graduação é chamada de graduação elementar deﬁnida pela
n-upla α.
Exemplo 1.3.2. [ [6], Example 2.4] Seja R = F [G] a álgebra de grupo de G sobre um
corpo F , ou seja, R = Span{rα | α ∈ G} com o produto rαrβ = rα+β, onde {rα | α ∈ G} é




Rα = Span{rα} é um espaço vetorial de dimensão 1 e todos os elementos homogêneos
não nulos são invertíveis.
Um fato conhecido é que, em geral, uma F -álgebra graduada simples não é necessari-
amente simples como F -álgebra. Por exemplo, a F -álgebra F [G] de grupo de G sobre F ,
onde G é um grupo não trivial, não é simples, mas é simples como F -álgebra graduada
com graduação canônica apresentada no Exemplo 1.3.2 (veja [6]).
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Deﬁnição 1.3.4. Uma F -álgebra G-graduada é chamada de álgebra G-graduada de divi-
são se é unitária e todo elemento homogêneo não nulo possui inverso.
Observamos que se D é uma F -álgebra graduada de divisão, então D0 é uma F -álgebra
de divisão.
Claramente, toda F -álgebra graduada de divisão é uma F -álgebra graduada simples.
Porém, a recíproca não é verdadeira. Por exemplo, a F -álgebra de matrizes com graduação
elementar é graduada simples, mas não é uma F -álgebra graduada de divisão.
Atentamos ainda que F -álgebras graduadas de divisão e anéis graduados de divisão
não contêm ideais unilaterais graduados não triviais.
Deﬁnição 1.3.5. Um módulo à direita (à esquerda) graduado sobre um anel (F -álgebra)
graduado de divisão é chamado espaço vetorial à direita (à esquerda) graduado.
Sejam D um anel (F -álgebra) graduado de divisão eM um D-espaço vetorial à direita.
Um conjunto {m1,m2, . . . ,mk} ⊆ h(M) é D-dependente (ou linearmente dependente so-
bre D) se existem elementos d1, . . . , dn ∈ h(D), não todos nulos, tais que
k∑
i=1
midi = 0. Por
[10], [24] e [28], todos os resultados padrões de álgebra linear, como independência linear
e conjunto gerador, continuam valendo para espaços vetoriais sobre anéis (F -álgebras)
graduados de divisão, pois são módulos livres, veja [[24], Proposition 4.6.1] e [[28], Pro-
position 2.5]. Mostram também que todas as bases homogêneas de M têm a mesma
cardinalidade e, portanto, faz sentido falar de dimensão do módulo à direita graduado
M , a qual denotamos por dimD(M). Como D0 é um anel (F -álgebra) de divisão, temos
que cada Mα, para todo α ∈ G, é um D0-espaço vetorial à direita. É fácil ver que um
conjunto {m1,m2, . . . ,mk} ⊆ Mα é D-dependente se, e somente se, {m1,m2, . . . ,mk} é
D0-dependente. Naˇstaˇsescu e Oystaeyen mostraram em [24] que se D é um anel graduado
de divisão, então as seguintes condições são equivalentes:
1) M é ﬁnitamente gerado sobre D;
2) M tem base ﬁnita sobre D;
3) M tem uma base homogênea ﬁnita sobre D.
1.4 Homomorﬁsmos Graduados
Nesta seção, R é um anel (F -álgebra) G-graduado.
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Seja M um R-módulo à direita G-graduado. Denotamos por End(M) o anel de todos
os endomorﬁsmos de M . Vale ressaltar que End(M) é um anel com as operações usuais,
soma e composição de funções.
Um endomorﬁsmo graduado (ou homogêneo) de módulos graduados de grau α é um
endomorﬁsmo de grupo f : M −→M tal que
Mβf ⊆Mα+β
para qualquer β ∈ G.
O conjunto de todos os endomorﬁsmos graduados de grau α constituem um subgrupo








é direta. Logo, Endgr(M) =
⊕
α∈G
End(M)α é anel graduado. Além disso, se M é um
R-módulo ﬁel, então R ⊆ Endgr(M) via o monomorﬁsmo de anéis graduados
ϕ : R −→ Endgr(M)





Mα e N =
⊕
β∈G
Nβ R-módulos à direita graduados. Denotemos por
HomR(M,N) o grupo abeliano aditivo de todos os homomorﬁsmos de R-módulos gradu-
ados de M em N .
Uma aplicação R-linear f : M −→ N é chamada de homomorﬁsmo graduado (ou
homogêneo) de grau α, α ∈ G, se
Mβf ⊆ Nα+β
para qualquer β ∈ G.
O conjunto de todos os homomorﬁsmos graduados de grau α é um subgrupo aditivo





Facilmente veriﬁca-se que a soma é direta e, portanto, HomgrR (M,N) =⊕
α∈G




um anel graduado com as operações usuais de funções, que denotamos por EndgrR (M).
Dizemos que EndgrR (M) é o anel de endomorﬁsmos graduados do R-módulo M .
De modo geral, HomgrR (M,N) ( HomR(M,N). Um exemplo de que existe f ∈
HomR(M,N) e f /∈ HomgrR (M,N), pode ser encontrado em [ [23], Example 2.4.1]. O
seguinte resultado mostra em que condições vale a igualdade.
Corolário 1.4.1. [ [23], Corollaries 2.4.4-2.4.6] Se M é ﬁnitamente gerado, então
HomgrR (M,N) = HomR(M,N).
Observe que se o anel graduado R é unitário, então EndgrR (RR) = EndR(RR) ' R
são isomorfos como anéis graduados (veja [23]).
Para cada homomorﬁsmo homogêneo f : M −→ N , os submódulos Ker(f) ⊆ M
e Img(f) ⊆ N são também graduados. Se N ⊆ M são módulos graduados, então o
epimorﬁsmo canônico pi : M −→ M/N é homogêneo de grau 0. Obviamente, a aplicação
identidade 1 : M −→M é homogênea de grau 0.
1.5 Anéis Graduados Primitivos
Discutiremos aqui resultados da teoria estrutural de anéis graduados primitivos, os
quais são análogos aos da teoria de anéis apresentados em [19], [22] e [25].
Deﬁnição 1.5.1. Seja R um anel G-graduado. Dizemos que R é um anel G-graduado
primo se para quaisquer ideais bilaterais G-graduados não nulos I e J ocorre IJ 6= (0).
Mostraremos que na deﬁnição acima podemos considerar ideais unilaterais graduados.
Lema 1.5.1. Um anel G-graduadoR é G-graduado primo se, e somente se, para quaisquer
ideais à direita (à esquerda) graduados não nulos I e J de R tem-se IJ 6= (0).
Demonstração. Seja R um anel graduado primo. Sejam I e J ideias à direita graduados
não nulos de R. Então, RI e RJ são ideais bilaterais graduados de R. Pelo Lema 1.2.1,
AnnrR(R) é um ideal bilateral graduado de R. Além disso, (AnnrR(R))2 = (0). Como
R é um anel graduado primo, temos que AnnrR(R) = (0). Assim, RI e RJ são ideais
bilaterais graduados não nulos de R. Novamente, como R é um anel graduado primo,
RIRJ 6= (0). Logo, IRJ 6= (0) e (0) 6= IRJ ⊆ IJ. Portanto, IJ 6= (0).
A recíproca é imediata, já que todo ideal bilateral graduado é um ideal à esquerda
graduado e um ideal à direita graduado.
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Deﬁnição 1.5.2. Seja R um anel G-graduado. Dizemos que R é um anel G-graduado
semiprimo se R não contém ideais bilaterais G-graduados nilpotentes não nulos.
Assim como para anel graduado primo, naDeﬁnição 1.5.2, podemos considerar ideais
unilaterais graduados.
Lema 1.5.2. Um anel G-graduado R é G-graduado semiprimo se, e somente se, R não
contém ideais à direita (à esquerda) G-graduados nilpotentes não nulos.
Demonstração. Seja R um anel graduado semiprimo. Suponha que I seja um ideal à
direita graduado não nulo de R. Então, RI é um ideal bilateral graduado de R. Pelo
Lema 1.2.1, AnnrR(R) é um ideal bilateral graduado de R. Ademais, (AnnrR(R))2 = (0).
Como R é um anel graduado semiprimo, temos que AnnrR(R) = (0). Assim, RI é um
ideal bilateral graduado não nulo de R. Logo, RIn ⊃ (RI)n 6= (0) e, portanto, In 6= (0)
para todo n.
A recíproca é imediata, já que todo ideal bilateral graduado é um ideal à esquerda
graduado e um ideal à direita graduado.
Deﬁnição 1.5.3. Seja R um anel G-graduado. Dizemos que R é um anel G-graduado
primitivo à direita se existe um R-módulo à direita G-graduado irredutível e ﬁel.
Analogamente, dizemos que um anel G-graduado R é primitivo à esquerda se existe
um R-módulo à esquerda G-graduado irredutível e ﬁel.
Em geral, as noções graduadas correspodem, frequentemente, as propriedades clássicas
não graduadas aplicadas para elementos homogêneos. Em particular, podemos ver isso
para anéis primitivos, primos e semiprimos da seguinte maneira.
Lema 1.5.3. Um anel R é graduado primo se, e somente se, aαRbβ 6= (0) para quaisquer
elementos não nulos aα ∈ Rα e bβ ∈ Rβ.
Demonstração. Seja R um anel graduado primo. Suponha que 0 6= aα ∈ Rα e 0 6=
bβ ∈ Rβ. Vimos que AnnlR(R) = {a ∈ R | aR = 0 } é um ideal bilateral graduado
de R. Além disso, (AnnlR(R))2 = (0). Como R é um anel graduado primo, temos que
AnnlR(R) = (0). Assim, aαR e bβR são ideais à direita graduados não nulos de R. Pelo
Lema 1.5.1, aαRbβR 6= (0). Portanto, aαRbβ 6= (0).
Reciprocamente, suponha que para quaisquer elementos não nulos aα ∈ Rα e bβ ∈ Rβ
tenhamos aαRbβ 6= (0). Se I e J são ideais bilaterais graduados não nulos de R, existem
elementos homogêneos não nulos aα ∈ Iα ⊆ Rα e bβ ∈ Jβ ⊆ Rβ para alguns α, β ∈ G.
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Por hipótese, aαRbβ 6= (0). Dessa forma, (0) 6= aαRbβ ⊆ IRJ ⊆ IJ. Portanto, IJ 6= (0).
Com isso, concluímos a demonstração do lema.
Pelo Lema 1.5.1 e Lema 1.5.3, temos:
Corolário 1.5.4. Seja R uma anel G-graduado. As seguintes condições são equivalentes:
a) R é graduado primo;
b) aαRbβ 6= (0) para quaisquer elementos homogêneos não nulos aα ∈ Rα e bβ ∈ Rβ
para todos α, β ∈ G;
c) quaisquer ideais à direita (à esquerda) graduados não nulos I e J de R tem-se
IJ 6= (0).
Com argumento similar ao do lema anterior, segue o seguinte resultado.
Lema 1.5.5. O anel R é graduado semiprimo se, e somente se, aαRaα 6= (0) para
qualquer elemento homogêneo não nulo aα ∈ Rα e todo α ∈ G.
Demonstração. Seja R um anel graduado semiprimo e seja 0 6= aα ∈ Rα para algum
α ∈ G. Então, aαR é um ideal à direita não nulo de R. Assim, aαRaαR = (aαR)2 6= (0).
Logo, aαRaα 6= (0).
Reciprocamente, suponha que para qualquer elemento homogêneo não nulo aα ∈ Rα
com α ∈ G, tenhamos aαRaα 6= (0). Seja I um ideal bilateral graduado não nulo de R.
Então, para algum α ∈ G, existe um elemento não nulo aα ∈ Iα. Assim, existe bβ ∈ Rβ
tal que aαbβaα 6= 0. Além do mais, aαbβaα ∈ I2 ⊆ I. Logo, I2 6= (0). Novamente, por
hipótese, aαbβaαRaαbβaα 6= (0). Como aαbβaαRaαbβaα ⊆ I3, temos que I3 6= (0). Então,
existe cτ ∈ Rτ tal que aαbβaαcτaαbβaα 6= 0. Recursivamente, temos que para todo n ∈ N,
In 6= (0). Com isso, concluímos a demonstração do lema.
Pelo Lema 1.5.2 e Lema 1.5.5, temos:
Corolário 1.5.6. Seja R uma anel G-graduado. As seguintes condições são equivalentes:
a) R é graduado semiprimo;
b) aαRaα 6= (0) para qualquer elemento homogêneo não nulo aα ∈ Rα e qualquer
α ∈ G;
c) qualquer ideal à direita (à esquerda) graduado I de R tal que In = (0), para algum
n, implica I = (0).
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Os resultados a seguir apresentam relações entre anel graduado primitivo, anel gradu-
ado primo e anel graduado semiprimo.
Lema 1.5.7. Seja R um anel graduado primitivo à direita, então R é graduado primo.
Demonstração. De fato, suponha que I e J sejam ideais bilaterias graduados não nulos de
R. Seja K um R-módulo à direita graduado irredutível e ﬁel. Como K é ﬁel, KI 6= (0) e
KJ 6= (0). Com isso, pela irredutibilidade de K, KI = KJ = K. Assim, 0 6= K = KJ =
KIJ. Logo, IJ 6= (0) e, portanto, R é graduado primo.
Segue do Lema 1.5.3 e do Lema 1.5.5 o seguinte corolário:
Corolário 1.5.8. Se R é um anel graduado primo, então R é um anel graduado semi-
primo.
Consequentemente, se R é um anel graduado primitivo à direita, então R é um anel
graduado semiprimo.
Lema 1.5.9. Seja R um anel graduado primo. Se I é um ideal à direita graduado de R
e J é um ideal à esquerda graduado de R, então IJ = (0) implica I = (0) ou J = (0).
Demonstração. Sejam I um ideal à direita e J um ideal à esquerda graduados não nulos
de R. Então, RI e JR são ideais bilaterais graduados de R. Como R é um anel graduado
primo, temos que AnnrR(R) = (0) = AnnlR(R). Assim, RI e JR são ideais bilaterais
graduados não nulos de R. Logo, RIJR 6= (0) e, portanto, IJ 6= (0).
Os seguintes lemas são resultados básicos na estrutura de anéis graduados.




um R-módulo à direita graduado irredutível. Se Mα 6= (0), então Mα é um R0-módulo à
direita irredutível e, para cada 0 6= mα ∈Mα, mαRβ = Mα+β para todo β ∈ G.
Demonstração. Seja Nα um R0-submódulo à direita não nulo de Mα. Então




é um R-submódulo à direita graduado não nulo de M . Pela irredutibilidade de M , temos
que M = N e, portanto, Nα + NαR0 = Mα. Como NαR0 ⊆ Nα e Nα ⊆ Mα, segue que
Nα = Mα. Logo, Mα é um R0-módulo à direita irredutível.
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Suponha que exista um elemento não nulo mα ∈Mα tal que
mαR0 = (0). (1.4)
Assim, Nα = {nα ∈ Mα | nαR0 = (0)} é um R0-submódulo à direita não nulo de Mα.
Daí, pela irredutibilidade de Mα, temos que Mα = Nα. Por contradição, suponha que
para todo β ∈ G, tenhamos
MαRβ = (0). (1.5)
Então, MαR = (0) e, assim, Mα é um R-submódulo à direita graduado próprio de M ,
o que contradiz a irredutibilidade de M . Logo, existe β ∈ G tal que MαRβ 6= (0).
Com isso, temos que (0) 6= M ′ =
⊕
γ∈G
MαRγ é um R-submódulo graduado próprio de M
(M ′α = MαR0 = (0) e MαRβ 6= (0)), o que, novamente, contradiz o fato de M ser um
R-módulo à direita graduado irredutível. Todas essas contradições ocorreram de (1.4).
Logo, para todo elemento não nulo mα ∈Mα, temos que
mαR0 6= (0). (1.6)
Pela irredutibilidade de Mα e por (1.6), segue que mαR0 = Mα para todo mα 6= 0.
Por outro lado, uma vez que mαRβ ⊇ mαR0Rβ = MαRβ, temos mαRβ = MαRβ para
todo β ∈ G. Note que MαRβ é um R0-submódulo de Mα+β e, assim, resta mostrar que




MαRγ é, novamente, um R-submódulo graduado próprio de M (caso contrário,
M ′α+β = MαRβ 6= Mα+β, 0 6= mαR0 ⊆ M ′α). Portanto, mαRβ = MαRβ = Mα+β para
todo β ∈ G.
Lema 1.5.11. Sejam R =
⊕
α∈G
Rα um anel graduado e I =
⊕
α∈G
Iα um ideal à direita
graduado minimal de R. Se aα ∈ Iα é um elemento homogêneo de I tal que aαI 6= (0),
então existe um elemento idempotente minimal e0 ∈ I0 tal que I = e0R e aαe0 = aα =
e0aα. Mais do que isso, qualquer elemento homogêneo f ∈ I0 que satistaz aαf = aα é um
idempotente minimal e I = fR.
Demonstração. Seja aα ∈ Iα tal que aαI 6= (0) para algum α ∈ G. Então, aαI é um ideal
à direita graduado não nulo de R. Além disso, aαI ⊆ I, e pela minimalidade de I, temos
que aαI = I. Como aα ∈ Iα, existe e0 ∈ I0 tal que aαe0 = aα. Assim, aαe20 = aαe0 e
aα(e
2
0 − e0) = 0. Pelo raciocínio análogo ao Lema 1.2.1, AnnrI(aα) = {r ∈ I | aαr = 0} é
um ideal à direita graduado de R contido em I, então, pela minimalidade de I, segue que
AnnrI(aα) = (0) ou Ann
r
I(aα) = I. Como aαI = I 6= (0), temos que AnnrI(aα) = (0). Por
conseguinte, e20 = e0, ou seja, e0 é um elemento idempotente. Além do mais, (0) 6= e0R ⊆
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I, novamente, pela minimalidade de I, segue que I = e0R. Por outro lado, como aα ∈ I,
existe rα ∈ Rα tal que aα = e0rα. Daí, e0aα = e0e0rα = e0rα = aα, ou seja, e0aα = aα.
Assim, e0aαe0 = aαe0 = aα = e0aα.
Se f ∈ I0 é tal que aαf = aα, obtemos novamente, aαf 2 = aαf = aα. Daí, (f 2 − f) ∈
AnnrI(aα) = (0). Assim, f
2 = f , ou seja, f é um idempotente. Como (0) 6= fR ⊆ I,
pela minimalidade de I, temos que I = fR. Com isso, ﬁnalizamos a demonstração do
resultado. De fato, f − e0 ∈ AnnrI(aα) = (0), logo, f = e0.
Lema 1.5.12. Sejam R =
⊕
α∈G
Rα um anel graduado e I um ideal à direita graduado
minimal de R. Se e0 ∈ R0 é um idempotente minimal tal que I = e0R, então e0Re0 =⊕
α∈G
e0Rαe0 = D é um anel graduado de divisão. Em particular, I é um D-espaço vetorial
à esquerda graduado.
Demonstração. Claramente D é um anel graduado e e0 é a identidade de D. Seja bβ ∈ Rβ
tal que e0bβe0 6= 0, então (0) 6= e0bβe0R ⊆ I é um ideal à direita graduado de R. Pela
minimalidade de I, e0bβe0R = I = e0R. A igualdade e0bβe0Re0 = e0Re0 garante a
existência de um c−β ∈ R−β tal que (e0bβe0)(e0c−βe0) = e0bβe0c−βe0 = e0. Por outro lado,
existe dβ ∈ Rβ tal que e0c−βe0e0dβe0 = e0. Assim, e0bβe0e0c−βe0e0dβe0 = e0dβe0 = e0bβe0.
Logo, e0bβe0 = e0dβe0. Portanto, D é um anel graduado de divisão com identidade e0.
Agora vamos mostrar que I = e0R é um D-espaço vetorial à esquerda graduado, ou
seja, D-módulo à esquerda graduado. De fato, dados v = e0r, v′ = e0r′ ∈ I, d = e0ae0, d′ =
e0be0 ∈ D, dγ = e0aγe0 ∈ Dγ, vα = e0rα ∈ Iα, temos
dv = e0ae0e0r ∈ I,
d(v + v′) = e0ae0(e0r + e0r′)
= e0ae0e0r + e0ae0e0r
′









dγvα = e0aγe0e0rα ∈ Iγ+α
para quaisquer rα ∈ Rα, aγ ∈ Dγ, γ, α ∈ G. Logo, I é um D-espaço vetorial à esquerda
graduado.
Lema 1.5.13. Seja R =
⊕
α∈G
Rα um anel graduado semiprimo. Se I =
⊕
α∈G
Iα é um ideal
à direita graduado minimal de R, então existe um elemento idempotente minimal e0 ∈ I0
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tal que I = e0R, e0Re0 =
⊕
α∈G
e0Rαe0 é um anel graduado de divisão e Re0 é um ideal à
esquerda graduado minimal de R. Reciprocamente, se e0 ∈ R0 é um elemento idempotente
tal que e0Re0 é um anel graduado de divisão, então I = e0R é um ideal à direita graduado
minimal de R e Re0 é um ideal à esquerda graduado minimal de R.
Demonstração. Considere I um ideal à direita graduado minimal de R. Visto que R é
um anel graduado semiprimo, pelo Lema 1.5.2, temos que
I2 6= (0).
Então, existe aα ∈ Iα tal que aαI 6= (0) para algum α ∈ G. Pelo Lema 1.5.11, existe um
idempotente minimal e0 ∈ I0 tal que I = e0R. Pelo Lema 1.5.12, e0Re0 = D é um anel
graduado de divisão com identidade e0.
Resta-nos mostrar que L = Re0 é um ideal à esquerda graduado minimal. De fato,






Lα. É fácil ver que L é um ideal à esquerda graduado
de R. Se (0) 6= L′ =
⊕
α∈G
L′α ⊆ L é um ideal à esquerda graduado de R, então L′2 6= (0),
pois R é um anel graduado semiprimo, e existe bα ∈ L′α tal que L′bα 6= (0) para algum
α ∈ G. Assim, e0bα 6= 0, pois caso contrário 0 6= L′bα ⊆ Re0bα = 0 (L′ ⊆ L = Re0). Por
outro lado, como bα ∈ Rαe0, temos que bαe0 = bα e 0 6= e0bα = e0bαe0 ∈ D. Então, e0bαe0
possui inverso em D−α, isto é, existe c−α ∈ R−α tal que
e0 = e0c−αe0bαe0 = e0c−αe0e0bαe0 = e0c−αe0e0bα ∈ L′.
Logo, L′ = L.
Com o argumento acima também mostramos que se para algum elemento idempotente
e0 ∈ R0, e0Re0 é um anel graduado de divisão, então Re0 é um ideal à esquerda graduado
minimal e e0R é um ideal à direita graduado minimal. Concluímos, portanto, a recíproca
do lema.
Lema 1.5.14. Seja R =
⊕
α∈G
Rα um anel graduado semiprimo. Se aαR = I é um ideal
à direita graduado minimal de R, para algum aα ∈ Iα e α ∈ G, então Raα é um ideal à
esquerda graduado minimal de R.
Demonstração. Seja aα ∈ Iα com α ∈ G tal que aαR = I é um ideal à direita graduado
minimal de R. Pelo Lema 1.5.13, existe um idempotente minimal e0 ∈ I0 tal que
I = e0R e e0Re0 é um anel graduado de divisão. Assim, aαR = I = e0R. Por hipótese,
aα ∈ Iα, então existe rα ∈ Rα tal que e0rα = aα. Daí,
e0aα = e0e0rα = e0rα = aα.
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Como R é um anel graduado semiprimo, temos que Raα 6= (0). É fácil ver que Raα é um
ideal à esquerda graduado de R. Ainda pelo Lema 1.5.13, Re0 é um ideal à esquerda
graduado minimal de R. Observe que a aplicação
ϕ : Re0 −→ (Re0)aα
re0 7−→ (re0)aα
é um homomorﬁsmo graduado homogêneo de grau α de R-módulos à esquerda graduados.
Como Ker(ϕ) é um R-submódulo graduado de Re0, temos, pela minimalidade de Re0,
que Ker(ϕ) = (0) ou Ker(ϕ) = Re0. Como (e0e0)ϕ = aα 6= 0, segue que Ker(ϕ) = (0).
Dado re0aα ∈ (Re0)aα, temos que (re0)ϕ = re0aα. Logo, ϕ é uma isomorﬁsmo. Como
Re0 é um R-módulo à esquerda graduado irredutível, segue que Re0aα = Raα também
é um R-módulo à esquerda graduado irredutível. Portanto, Raα é um ideal à esquerda
graduado minimal.
Por simetria, segue:
Lema 1.5.15. Seja R =
⊕
α∈G
Rα um anel graduado semiprimo. Se Rbα = J é um ideal à
esquerda graduado minimal de R, para algum bα ∈ Jα e α ∈ G, então bαR é um ideal à
direita graduado minimal de R.
Como temos visto, muitos dos resultados da teoria de anéis associativos e álgebras
associativas continuam válidos para o caso graduado. Naturalmente, o importante Lema
de Schur também se estende para esse caso.
Lema 1.5.16. [ [11], Lemma 2.4] Seja R um anel (F -álgebra) graduado. Suponha que
V seja um R-módulo à direita graduado irredutível. Então, D = EndgrR (V ) é um anel
(F -álgebra) graduado de divisão.
Demonstração. Primeiramente observamos que D é um anel (F -álgebra) graduado uni-
tário. Dado um elemento homogêneo não nulo dα ∈ Dα, temos que Ker(dα) e Img(dα)
são R-submódulos graduados de V . Como V é um R-módulo graduado irredutível e
1 ∈ D, resulta que Ker(dα) = (0) e Img(dα) = V , ou seja, existe d−1 ∈ End(V ) tal que
d−1dα = dαd−1 = 1. Agora vamos mostrar que d−1 ∈ D. Com efeito, a linearidade de d−1
segue da linearidade de dα. Pela bijeção de dα, dado vβ ∈ Vβ, existe vβ−α ∈ Vβ−α tal que








para quaisquer β, γ ∈ G. Assim, provamos que d−1 ∈ EndR(V ). Ademais, (vβ)dα ∈ Vβ+α
para todo β ∈ G. Daí, vβ = ((vβ)dα)d−1 implica d−1 ∈ D−α. Portanto, D é um anel
(F -álgebra) graduado de divisão. Isso conclui a demonstração do lema.
O próximo resultado é uma versão análoga ao obtido em [[25], Proposition 4] quando
G = Z2 e ao obtido em [[19], III.5] quando R é um anel (F -álgebra) associativo para o
caso de anel (F -álgebra) associativo G-graduado.
Proposição 1.5.17. Seja R um anel (F -álgebra) graduado primitivo à direita com um
ideal à direita graduado minimal. Então, quaisquer dois R-módulos à direita graduados
irredutíveis e ﬁéis são isomorfos.
Demonstração. Se I é um ideal à direita graduado minimal de R e M é um R-módulo
à direita graduado irredutível e ﬁel, então mαI 6= 0 para algum 0 6= mα ∈ Mα. Assim,
mαI = M . Como a aplicação
ϕ : I −→ mαI
i 7−→ mαi
é um isomorﬁsmo graduado de grau α de R-módulos graduados, tem-se que qualquer
R-módulo graduado é isomorfo a I. O resultado segue-se disso.
Deﬁnição 1.5.4. Sejam R e C anéis G-graduados. Dizemos queM é um (R, C)-bimódulo
G-graduado se M é um R-módulo à esquerda G-graduado e um C-módulo à direita G-
graduado tal que
(rαmβ)cτ = rα(mβcτ ) (1.7)
para quaisquer rα ∈ Rα, cτ ∈ Cτ ,mβ ∈Mβ e α, β, τ ∈ G.
Agora, trazemos algumas deﬁnições e um resultado para anéis associativos graduados
que serão aplicados nos próximos capítulos.
Deﬁnição 1.5.5. Seja S um anel G-graduado associativo. Um S-contexto à direita G-
graduado é um sistema (S,N,D,M, T ), onde
a) N é um S-módulo à direita G-graduado,
b) D = Endgr(NS) é o anel de endomorﬁsmos G-graduados do S-módulo G-graduado
NS,
c) M é um D-módulo à esquerda G-graduado,
d) T é um S-submódulo à direita G-graduado de Homgr(DM, DN).
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Veja que N é um (D,S)-bimódulo G-graduado.
Deﬁnição 1.5.6. Dado um S-contexto à direita G-graduado (S,N,D,M, T ), dizemos
que:
a) N é fechado se dados um submódulo G-graduado não nulo US de NS e um homo-
morﬁsmo graduado de S-módulos graduados f : US −→ NS, existe λ ∈ D tal que
λu = f(u) para todo u ∈ U ;
b) T é total se qualquer 0 6= m ∈M satisfaz mT 6= 0;




Dmi, existe t ∈ T tal que m1t 6= 0 e mit = 0 para todo i 6= 1.
Observamos que um S-contexto à esquerda G-graduado é deﬁnido de forma análoga.
Teorema 1.5.18. [ [8], Theorem 2.10] Sejam S um anel associativo G-graduado e
(S,N,D,M, T ) um S-contexto à direita G-graduado. Suponha que NS seja fechado e
T seja total. Então, T é fracamente denso.
O teorema acima também é válido se considerarmos S-contexto à esquerda G-
graduado.
Teorema 1.5.19. Sejam S um anel associativo G-graduado e (S,N,D,M, T ) um S-
contexto à esquerda G-graduado. Suponha que SN seja fechado e T seja total. Então, T
é fracamente denso.
Deﬁnição 1.5.7. Sejam D um anel graduado de divisão, R um anel graduado e M um
(D,R)-bimódulo. Dizemos que R age densamente em M sobre D se para qualquer inteiro
positivo n, quaisquer elementos homogêneos v1α, . . . , v
n
α ∈ Mα linearmente independentes
sobre D0 e quaisquer w1β, . . . , wnβ ∈Mβ, existe rβ−α ∈ Rβ−α tal que viαrβ−α = wiβ para todo
i ∈ {1, . . . , n} e todos α, β ∈ G.
É importante ressaltar que quando um anel graduado R age densamente em um mó-
dulo graduado M , então o módulo graduado M é irredutível. Se o R-módulo M é ﬁel,
então R é um anel graduado primitivo à direita.
O teorema abaixo é um dos mais importantes na teoria de anéis graduados primitivos.
Segundo [8], na década de 1990, uma série de resultados relacionados ao teorema da
densidade para anéis graduados por um grupo foram obtidos e, ﬁnalmente, o teorema
da densidade para os anéis graduados primitivos foi provado em [21]. Neste trabalho,
enunciamos uma versão cuja demonstração pode ser encontrada em [[11], Theorem 2.5].
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Teorema 1.5.20. [ [11], Theorem 2.5] Seja R uma F -álgebra G-graduada. Suponha
que V seja um R-módulo à esquerda graduado irredutível e seja D = EndgrR (V ). Se
v1, . . . , vn ∈ V são elementos homogêneos linearmente independentes sobre D, então para
quaisquer w1, . . . , wn ∈ V , existe r ∈ R tal que rvi = wi para todo i = 1, . . . , n.
Como consequência do Teorema 1.5.20, temos o seguinte resultado para F -álgebras
graduadas simples de dimensão ﬁnita sobre F .
Teorema 1.5.21. [ [11], Theorem 2.6] Seja R uma F -álgebra G-graduada. Se R é gradu-
ada simples e satisfaz a condição de cadeia descendente de ideais à esquerda G-graduados,
então existem uma F -álgebra G-graduada de divisão D, um D-espaço vetorial à direita V
de dimensão ﬁnita sobre D tais que R é isomorfa a EndgrD (V ).
Os dois últimos permanecem válidos se considerarmos R-módulos à direita graduados
em vez de R-módulos à esquerda graduados.
1.6 Álgebras Graduadas Simples de Dimensão Finita
Nas últimas décadas, anéis associativos graduados e F -álgebras associativas graduadas
tem sido alvos de constantes investigações. Nessa direção, para o desenvolvimento da
teoria estrutural de tais objetos, é natural o estudo sobre F -álgebras graduadas simples,
principalmente sua descrição. Um dos primeiros resultados nessa direção foi a classiﬁcação
de superálgebras associativas simples de dimensão ﬁnita sobre um corpo algebricamente
fechado (veja [[13], Theorem 3.5.3]).
Nesta seção, apresentaremos a descrição de F -álgebras G-graduadas simples de dimen-
são ﬁnita sobre um corpo algebricamente fechado F de característica zero ou característica
que não divide a ordem do grupo G, exibida por Bahturin, Zaicev e Sehgal em [6]. Para
maiores informações sobre este interessante assunto, ver [6].
Consideramos o F -espaço vetorial da álgebra de grupo F [G] e deﬁnimos um novo
produto em F [G]. Tal produto é deﬁnido por
rαrβ = σ(α, β)rα+β (1.8)
nos elementos homogêneos da base de F [G], onde σ(α, β) ∈ F× é um escalar não nulo
para quaisquer α, β ∈ G. O produto (1.8) pode ser linearmente estendido em todo o
espaço vetorial da F [G]. Para que o produto (1.8) em F [G] seja associativo, a aplicação
σ : G×G −→ F× deve satisfazer a relação
σ(α, β)σ(α + β, γ) = σ(β, γ)σ(α, β + γ) (1.9)
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para todos α, β, γ ∈ G.
Uma aplicação σ : G×G −→ F× que satisfaz (1.9) é chamada de 2-cociclo em G com
valores em F×. No Capítulo 3 apresentaremos algumas propriedades de 2-cociclo, pois
esse objeto será de importância fundamental para o nosso trabalho.
A F -álgebra associativa F σ[G] = Span{rα |α ∈ G} com o produto deﬁnido por (1.8)
é chamada de F -álgebra torcida do grupo G deﬁnida por σ. Quando σ ≡ 1, F σ[G] é
a F -álgebra F [G]. Observamos que F σ[G] também é graduada com graduação canônica
deﬁnida por degG(rα) = α para todo α ∈ G. Além do mais, F σ[G] é uma F -álgebra
G-graduada de divisão.
Exemplo 1.6.1. [ [6], Example 2.3] Seja R = Mn(F σ[G]) a álgebra de matrizes n × n
com entradas na F -álgebra F σ[G]. Fixe uma n-upla (θ1, . . . , θn) ∈ Gn de elementos de G.
Então, a n-upla (θ1, . . . , θn) deﬁne uma G-graduação em R da seguinte maneira: sejam
eij, 1 ≤ i, j ≤ n, matrizes unitárias da álgebra R. Para cada β ∈ G, considere o conjunto
Rβ = Span{eijηξ | − θi + ξ + θj = β},
para todos ηξ ∈ F σ[G]ξ, ξ ∈ G e 1 ≤ i, j ≤ n. Veriﬁca-se que RτRβ ⊆ Rτ+β para quaisquer





é uma G-graduação. Esta G-graduação é chamada de graduação canônica deﬁnida pela
n-upla (θ1, . . . , θn). Em particular, quando σ(α, β) = 1 para todos α, β ∈ G, temos a
graduação canônica em Mn(F [G]).
Como observamos anteriormente, F σ[G] é uma F -álgebra graduada de divisão. Assim,
Mn(F
σ[G]), com graduação canônica, é uma álgebra G-graduada simples. O próximo
resultado garante a recíproca com algumas hipótese para o corpo F .
Teorema 1.6.1. [ [6], Theorem 3] Seja F um corpo algebricamente fechado e de carac-
terística zero. Então, qualquer álgebra G-graduada simples de dimensão ﬁnita C sobre
F é isomorfa a Mk(F ζ [H]), a álgebra de matrizes sobre a F -álgebra graduada de divi-
são F ζ [H], onde H é um subgrupo do grupo G e ζ : H × H −→ F× é um 2-cociclo
em H. A G-graduação em Mk(F ζ [H]) é deﬁnida por uma k-upla (θ1, . . . , θk) ∈ Gk e
degG(eijηξ) = −θi + ξ + θj para qualquer matriz unitária eij e elementos da base ηξ de
F ζ [H], ξ ∈ H.
Capítulo 2
Resultados Antecedentes
Neste capítulo, apresentaremos conceitos e resultados que nos motivaram a delimitar
o nosso objeto de estudo. Além disso, assim como no Capítulo 1, as noções e resultados
aqui exibidos servirão como ferramentas para os próximos capítulos. O objetivo deste
capítulo é apresentar alguns resultados demonstrados em [1], [9], [18], [22], [25] e [27].
2.1 Anel Primitivo com Involução
Nesta seção, apresentaremos o famoso Teorema de Kaplansky que caracteriza involu-
ções em anéis primitivos à direita com um ideal à direita minimal em termos de formas
não degeneradas hermitianas e alternadas. Esse resultado permite a descrição de invo-
luções na álgebra Mn(F ), onde F é um corpo algebricamente fechado de característica
zero, e, portanto, descreve as involuções em álgebras simples de dimensão ﬁnita sobre
corpos algebricamente fechados de característica zero. Todos os conceitos e resultados
apresentados aqui podem ser encontrados em [22].
Um espaço vetorial à esquerda V e um espaço vetorial à direita W sobre uma F -
álgebra (anel) de divisão ∆ são chamados um par de duais sobre ∆ se existe uma forma
não degenerada bilinear 〈−,−〉 em V e W , ou seja,
a) 〈−,−〉 : V ×W −→ ∆;
b)
〈v1 + v2, w〉 = 〈v1, w〉+ 〈v2, w〉,
〈v, w1 + w2〉 = 〈v, w1〉+ 〈v, w2〉;
c)
〈dv, w〉 = d〈v, w〉,
〈v, wd〉 = 〈v, w〉d;
28
d)
〈v,W 〉 = 0 implica v = 0,
〈V,w〉 = 0 implica w = 0
para todos v, v1, v2 ∈ V,w,w1, w2 ∈ W e d ∈ ∆. Uma aplicação a ∈ End∆(V ) possui uma
adjunta a∗ ∈ End∆(W ) se 〈va, w〉 = 〈v, a∗w〉 para quaisquer v ∈ V e w ∈ W.
Agora, considere os conjuntos:
LW (V ) = {a ∈ End∆(V ) | ∃ a∗ ∈ End∆(W )}
FW (V ) = {a ∈ End∆(V ) | ∃ a∗ ∈ End∆(W )
e dim∆(V a) <∞}.
Observe que LW (V ) é um subanel de End∆(V ) e o conjunto FW (V ) é um ideal bilateral
do anel LW (V ).
Doravante, trataremos de conceitos básicos sobre involuções em anéis e, logo em se-
guida, traremos uma ligação envolvendo os conceitos trabalhados acima e involuções em
anéis primitivos à direita.
Deﬁnição 2.1.1. Uma involução em um anel associativo R é um antiautomorﬁsmo de
ordem 2. Uma involução (do primeiro tipo) em uma F -álgebra A é um antiautomorﬁsmo
F -linear de ordem 2.
Seja ∗ uma involução no anel R. Um elemento x ∈ R é denominado um elemento
simétrico de R se x∗ = x. Um elemento x ∈ R é denominado um elemento anti-simétrico
de R se x∗ = −x. O conjunto S = S(R) = {x ∈ R | x∗ = x}, munido com a operação
aditiva de R e o produto de Jordan x ◦ y = xy + yx, é um anel de Jordan. Já o conjunto
K = K(R) = {x ∈ R | x∗ = −x}, munido com a operação aditiva herdade de R e o
produto de Lie [x, y] = xy − yx, é um anel de Lie.
A partir de agora, R denota um anel associativo com ideal à direita minimal.
Deﬁnição 2.1.2. Uma involução ∗ em um anel primo R é do tipo transposta se existir
um elemento idempotente minimal simétrico e é dita ser do tipo simplética se ee∗ = 0
para todo elemento idempotente minimal e ∈ R.
Em [22], é provado que se R é um anel primitivo à direita e ∗ é uma involução em R,
então ∗ é do tipo transposta ou ∗ é do tipo simplética.
Involuções do tipo transposta e do tipo simplética estão naturalmente ligadas as for-
mas bilineares não degeneradas hermitianas e alternadas. Mais precisamente, involuções
do tipo transposta correspodem as formas hermitianas e involuções do tipo simplética
correspondem as formas alternadas.
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Sejam ∆ um anel (F -álgebra) de divisão com involução ¯ , V um ∆-espaço vetorial à
esquerda e 〈−,−〉 : V × V −→ ∆ uma aplicação bi-aditiva tal que
〈dv, d1w〉 = d〈v, w〉d¯1
para quaisquer v, w ∈ V e d, d1 ∈ ∆.
Diz-se que 〈−,−〉 é hermitiana associada a involução ¯ se
〈v, w〉 = 〈w, v〉
para todos v, w ∈ V .
Diz-se que 〈−,−〉 é alternada se d = d¯ para todo d ∈ ∆, char(∆) 6= 2 e
〈v, w〉 = −〈w, v〉
para todos v, w ∈ V .
Enﬁm, estamos prontos para enunciar o Teorema de Kaplansky.
Teorema 2.1.1. [ [22], Theorem 4.6.8] Seja R um anel primitivo à direita com um ideal
à direita minimal e charR 6= 2. Então, qualquer involução em R é do tipo transposta ou
do tipo simplética. Além disso, R tem uma involução ∗ do tipo transposta (resp. do tipo
simplética) se, e somente se, existe um espaço vetorial V sobre um anel de divisão ∆ com
uma forma não degenerada hermitiana (resp. alternada) 〈w, v〉 tal que FV (V ) ⊆ R ⊆
LV (V ) e ∗ é a adjunta associada a 〈w, v〉.
Sabe-se que álgebras simples de dimensão ﬁnita sobre corpos algebricamente fecha-
dos são isomorfas as álgebras de matrizes (veja [17]). Com isso, e aplicando o Teorema
de Kaplansky, obtemos precisamente as involuções em Mn(F ), onde F é um corpo al-
gebricamente fechado de característica diferente de 2, já que Mn(F ) ∼= EndF (V ), onde
dimFV = n <∞.
Corolário 2.1.2. [ [22], Corollary 4.6.13] Seja ∗ uma involução em Mn(F ) do primeiro
tipo, onde F é um corpo algebricamente fechado de característica diferente de 2. En-
tão, existe um automorﬁsmo interno φ tal que φ : (Mn(F ), ∗) −→ (Mn(F ), t) ou















−1, n = 2m (simplética), onde S = e1,2m+. . .+em,m+1−
(em+1,m + . . .+ e2m,1).
e {eij}ni,j=1 são matrizes unitárias.
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2.2 Superálgebras Primitivas com Superinvoluções
Em [12], é provada a existência de superinvoluções em superálgebras primitivas. A
existência de superinvoluções em álgebras graduadas garante uma fonte de superálgebras
de Lie e de Jordan. Entretanto, nem todas as superálgebras primitivas admitem superin-
voluções (Veja [14]).
Em [25], é demonstrada a teoria estrutural para superálgebras primitivas análoga à
teoria estrutural de álgebras primitivas apresentada em [22].
Nosso objetivo aqui é apresentar esses resultados que são similares aos da teoria exposta
na seção anterior.
Sejam V = V0 + V1 um espaço vetorial à esquerda Z2-graduado e W = W0 + W1
um espaço vetorial à direita Z2-graduados sobre uma superálgebra (superanel) de divisão
D. Dizemos que V e W são um par de espaços duais graduados sobre D se existir uma
aplicação bi-aditiva não degenerada graduada 〈−,−〉ν em V e W de grau ν ∈ Z2 tal que:
a) 〈−,−〉ν : V ×W −→ D;
b) 〈vα, wβ〉ν ∈ Dα+β+ν ;
c)
〈v + v′, w〉ν = 〈v, w〉ν + 〈v′, w〉ν ;
〈v, w + w′〉ν = 〈v, w〉ν + 〈v, w′〉ν ;
d)
〈dδvα, wβ〉ν = dδ〈vα, wβ〉ν ;
〈vα, wβdδ〉ν = 〈vα, wβ〉νdδ;
e)
〈vα,W 〉ν = 0 implica vα = 0;
〈V,wβ〉ν = 0 implica wβ = 0
para todos v, v′ ∈ V, vα ∈ Vα, w, w′ ∈ W,wβ ∈ Wβ, dδ ∈ Dδ e α, β, δ ∈ Z2. Dizemos que
uma aplicação aα ∈ EndD(V )α possui uma adjunta (superadjunta) a∗Z2α ∈ EndD(W )α se
para quaisquer vτ ∈ Vτ e wβ ∈ Wβ tem-se 〈vτaα, wβ〉ν = (−1)αβ〈vτ , wβa∗Z2α 〉ν .
Considere os anéis Z2-graduados
LZ2W (V ) = {a ∈ EndgrD (V ) | ∃ a∗Z2 ∈ EndgrD (W )}
FZ2W (V ) = {a ∈ EndgrD (V ) | ∃ a∗Z2 ∈ EndgrD (W )
e dimD(V a) <∞}.
Observe que FZ2W (V ) é um superideal do superanel LZ2W (V ).
Os próximos dois teoremas constituem uma versão do Teorema de Kaplansky para
superanéis primitivos à direita. Suas demonstrações encontram-se em [25].
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Teorema 2.2.1. [ [25], Theorem 6] Se R é um superanel primitivo à direita com um
superideal minimal à direita, então existem um superanel de divisão D e um par de espaços
duais Z2-graduados V e W sobre D tais que
FZ2W (V ) ⊆ R ⊆ LZ2W (V ). (2.1)
Reciprocamente, dados um par de espaços duais graduados V e W sobre um superanel
de divisão D, qualquer superanel que satisfaça (2.1) é primitivo à direita e contém um
superideal à direita minimal. Além disso, FZ2W (V ) é o único superideal minimal de R.
Para enunciar o teorema seguinte, precisamos trazer alguns conceitos.
Uma superinvolução em uma superálgebra A é uma transformação linear graduada de
grau 0
\Z2 : A −→ A
a 7−→ a\Z2
tal que






para todos a ∈ A, aθ ∈ Aθ, θ ∈ Z2.
Seja ¯ uma superinvolução na superálgebra (superanel) de divisão D. Dizemos que um
par de espaços duais 〈−,−〉ν : V ×W −→ D é um par sesquilinear de D-espaços vetoriais
à esquerda se
〈dδvα, wβ〉ν = dδ〈vα, wβ〉ν
〈vα, dδwβ〉ν = (−1)δβ〈vα, wβ〉ν d¯δ
para quaisquer vα ∈ Vα, wβ ∈ Wβ, dδ ∈ Dδ. Vamos nos referir a 〈−,−〉ν associado ao par
sesquilinear V × V como superforma.
Seja  ∈ Z(D) tal que ¯ = 1. Uma superforma -hermitiana é uma superforma que
satisfaz
〈vα, wβ〉ν = (−1)αβ〈wβ, vα〉ν
para vα ∈ Vα, wβ ∈ Vβ, α, β ∈ Z2. Uma superforma 〈−,−〉ν é dita par se ν = 0 e é
dita ser ímpar se ν = 1. Se  = 1 (resp., -1), dizemos que 〈−,−〉ν é hermitiana (resp.,
anti-hermitiana).
Deﬁnição 2.2.1. Seja M um R-módulo à direita Z2-graduado. O super-comutador de R
em M é o superanel C = C0⊕C1, onde Cα = {cα ∈ End(M)α |cαrβ = (−1)αβrβcα, ∀ rβ ∈
Rβ, β ∈ G}.
Por ﬁm, encerramos esta seção com os seguintes resultados.
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Teorema 2.2.2. [ [25], Theorem 7] Um superanel primitivo à direita R com um superi-
deal à direita minimal tem uma superinvolução ∗Z2 se, e somente se, R tem um par de
espaços duais V ×V , onde V é um R-módulo graduado, e o super-comutador de R em V
possui uma superinvolução ∗Z2, que é a adjunta associada a superforma hermitiana ou
anti-hermitiana em V .
Como consequência do Teorema 2.2.2 e do Teorema 1.5.20 para superanéis, tem-se:
Corolário 2.2.3. [ [12], Corollary 23] Se A é uma F -superálgebra simples de dimensão
ﬁnita com A1 6= (0) e uma superinvolução ∗Z2, então apenas uma das aﬁrmações abaixo
segue:
a) existem uma F -superálgebra de divisão de dimensão ﬁnita com superinvolução
(D, ¯ ), um D-módulo à esquerda de dimensão ﬁnita V , com V0 6= 0, dotado com
uma superforma não degenerada hermitiana par 〈−,−〉0 : V ×V −→ D, e EndgrD (V )
e A são isomorfas como superálgebras com superinvoluções. Além disso, a superin-
volução em EndgrD (V ) é a adjunta associada a superforma;
b) existem uma F -álgebra de divisão com graduação trivial de dimensão ﬁnita com
involução (∆, ¯ ), um espaço vetorial de dimensão ﬁnita Z2-graduado V dotado
com uma superforma não degenerada hermitiana ímpar 〈−,−〉1 : V × V −→ ∆, e
Endgr∆ (V ) e A são isomorfas como superálgebras com superinvoluções.
Reciprocamente, qualquer tal superálgebra é simples e é dotada com uma superinvolução.
2.3 Z3-involução na álgebra Z3-graduada Mp+q+r(D)
Em [18], é investigada a existência de Z3-involuções na álgebra Z3-graduada A =
Mp+q+p(D), onde D é uma álgebra de divisão e p, q > 0. É bem conhecido que A é uma
álgebra Z3-graduada primitiva.
Deﬁnição 2.3.1. Seja A =
2⊕
α=0
Aα uma álgebra Z3-graduada. Uma transformação linear
graduada de grau 0 de ordem 2 ∗Z3 : A −→ A é chamada Z3-involução se
(aαbβ)
∗Z3 = (−1)r(bβ)∗Z3 (aα)∗Z3
para quaisquer aα ∈ Aα, bβ ∈ Aβ e α, β ∈ Z3, onde r = αβ(mod 3).
Jaber, em [18], apresenta também uma caracterização de Z3-involuções emMp+q+r(D)
relacionada a um tipo especial de forma Z3-graduada.
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Teorema 2.3.1. [ [18], Theorem 2.10] Uma Z3-forma simétrica não degenerada 〈, 〉 :
V × V −→ F induz uma Z3-involução ∗Z3 em EndgrF (V ) via
〈vαaτ , vβ〉 = (−1)τβ〈vα, vβa∗Z3τ 〉
para quaisquer vα ∈ Vα, vβ ∈ Vβ, aτ ∈ (EndgrF (V ))τ , onde V é um espaço vetorial Z3-
graduado de dimensão ﬁnita sobre o corpo F .
O teorema seguinte determina a Z3-involução na álgebra Z3-graduada Mp+q+p(D).
Teorema 2.3.2. [ [18], Theorem 4.2] Seja D uma álgebra de divisão e seja A =
Mp+q+r(D), p, q, r > 0, com a seguinte Z3-graduação:
A0 =

 f 0 00 g 0
0 0 h




 0 0 ca 0 0
0 b 0




 0 x 00 0 y
z 0 0
 | y ∈Mq×r(D), x ∈Mp×q(D), z ∈Mr×p(D)
 .
Suponha que A =

 f 0 00 0 0
0 0 h
 | f ∈Mp(D), h ∈Mr(D)
. Se ∗Z3 é uma Z3-involução
em A com (A, ∗Z3 |A) simples, então p = r, D tem uma involução ¯ , e (A, ∗Z3) é isomorfa
a Mp+q+r(D) com a Z3-involução dada por f x ca g y
z b h
∗Z3 =





para µ, α ∈ F tais que µµ˜ = 1 e α
α¯
= µ, onde a˜ = a¯t para qualquer matriz sobre D, t é a
involução transposta. Se ˜ é do primeiro tipo, então µ e α podem ser escolhidos iguais a
1. Reciprocamente, se D tem uma involução ¯ , então (2.2) deﬁne uma Z3-involução na
álgebra Z3-graduada simples.
2.4 Involuções Graduadas
Nesta seção, apresentaremos alguns resultados de involuções graduadas, os quais são
encontrados em [1] e [27]. Bahturin, Bresaˇr e Kochetov em [1] apresentam uma versão do
Teorema 2.2.1 para o caso G-graduado, onde G é um grupo abeliano ﬁnito. Em [27],
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Sviridova descreveu todas as álgebras ∗gr-graduadas simples de dimensão ﬁnita, em que
G = Zq, onde q é um número primo ou q = 4 e F é um corpo algebricamente fechado de
característica zero. Primeiro vamos enunciar os resultados de Bahturin, Bresaˇr e Kochetov
e depois a descrição apresentada por Sviridova.
Considere G um grupo abeliano ﬁnito e D um anel (F -álgebra) G-graduada de divisão.
Suponha que V seja um D-espaço vetorial à direita G-graduado. O dual graduado V gr é
deﬁnido como HomgrD (V,D). Note que V gr é um D-espaço vetorial à esquerda com ação
de D deﬁnida por (df)(v) := d(f(v)) para f ∈ V gr, d ∈ D e v ∈ V.
Seja V um D-espaço vetorial à direita G-graduado e seja W ⊆ V gr um D-espaço
vetorial à esquerda G-graduado. Uma aplicação D-bilinear não degenerada graduada
〈−,−〉ν : W × V −→ D de grau ν é uma aplicação bi-aditiva de modo que sejam válidas,
para quaisquer vβ ∈ Vβ, wδ ∈ Wδ, dγ ∈ Dγ e β, δ, γ ∈ G, as seguintes propriedades:
a) 〈wδ, vβ〉ν ∈ Dβ+δ+ν ;
b) 〈dγwδ, vβ〉ν = dγ〈wδ, vβ〉ν ;
c) 〈wδ, vβdγ〉ν = 〈wδ, vβ〉νdγ;
d)
〈wα, V 〉ν = {0} implica wα = 0;
〈W, vβ 〉ν = {0} implica vβ = 0.
Neste caso, o subespaço graduado W de V gr é chamado de subespaço graduado total.
Dizemos que uma aplicação a ∈ EndgrD (V ) possui uma adjunta a∗gr ∈ EndgrD (W ) se
para quaisquer vτ ∈ Vτ e wβ ∈ Wβ tem-se 〈wβ, vτa〉ν = 〈wβa∗gr , vτ 〉ν . Observamos que se
degG(a) = α, então degG(a∗gr) = α.
Analogamente a Seção 2.2, temos os anéis G-graduados
LgrW (V ) = {a ∈ EndgrD (V ) | ∃ a∗gr ∈ EndgrD (W )}
FgrW (V ) = {a ∈ EndgrD (V ) | ∃ a∗gr ∈ EndgrD (W )
e dimD(Wa∗gr) <∞}.
Além disso, FgrW (V ) é um ideal G-graduado do anel G-graduado LgrW (V ).
O próximo teorema, demonstrado em [1], é um análogo ao Teorema 2.2.1. Ambos
generalizam o Teorema de Kaplansky.
Teorema 2.4.1. [ [1], Theorem 3.3] Seja R uma F -álgebra (ou anel) G-graduada. Então,
R é graduado primitivo à esquerda com um ideal à esquerda G-graduado minimal se, e
somente se, existem uma álgebra G-graduada de divisão D, um D-espaço vetorial à direita
V e um D-subespaço graduado total W de V gr tal que R é isomorfa a uma subálgebra
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(subanel) graduada de LgrW (V ) contendo FgrW (V ). Além disso, FgrW (V ) é o único ideal
G-graduado minimal de R.
Nesse mesmo trabalho, Bahturin e Kochetov investigaram sob quais condições uma
F -álgebra (anel) graduada descrita pelo Teorema 2.4.1 admite um antiautomorﬁsmo
graduado. Para enunciar o resultado obtido por eles, exibiremos algumas deﬁnições antes.
Assumiremos que R é um anel (F -álgebra) graduado primitivo à esquerda com um ideal
à esquerda graduado minimal e FgrW (V ) ⊆ R ⊆ LgrW (V ), onde V é um espaço vetorial
à direita graduado sobre um anel (F -álgebra) graduado de divisão D e W é um espaço
vetorial à esquerda graduado sobre D. O subespaço W é identiﬁcado com um subespaço
total de V gr, já que 〈−,−〉ν é uma forma D-bilinear não degenerada.
Fixemos:
1) ϕ0 um antiautomorﬁsmo no anel (F -álgebra) graduado de divisão D;
2) ϕ um isomorﬁsmo de R em Rop;
3) ϕ1 uma apliação ϕ0-semilinear, em outros termos, ϕ1(vd) = ϕ0(d)ϕ(v) para todos
d ∈ D, v ∈ V .
Deﬁnimos uma forma F -bilinear não degenerada B : V × V −→ D do seguinte modo:
B(u, v) := 〈ϕ1(u), v〉ν
para quaisquer u, v ∈ V . Obtemos que B também satisfaz
B(ud, v) = ϕ0(d)B(u, v) e B(u, vd) = B(u, v)d
para todos u, v ∈ V, d ∈ D. Por abreviação, diremos que B é ϕ0-sesquilinear.
Dizemos que uma ϕ0-sesquilinear forma não degenerada B : V ×V −→ D é fracamente
hermitiana se existe um ϕ−20 -semilinear isomorﬁsmo Q : V −→ V de espaços vetoriais
graduados tal que seja válido
B¯(u, v) = B(Qu, v)
para todos v, u ∈ V, onde B¯(u, v) := ϕ−10 (B(u, v)).
Por ﬁm, o resultado abaixo nos traz sob quais condições uma F -álgebra (anel) graduada
descrito pelo Teorema 2.4.1 admite um antiautomorﬁsmo graduado.
Teorema 2.4.2. [ [1], Theorem 3.16] Seja G um grupo abeliano. Sejam D um anel (F -
álgebra) G-graduado de divisão, V um D-espaço vetorial à direita graduado e W um D-
subespaço vetorial graduado de V gr. Suponha que R seja um anel (F -álgebra) G-graduado
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tal que
FgrW (V ) ⊆ R ⊆ LgrW (V ).
Se ϕ é um antiautomorﬁsmo no anel (F -álgebra) graduado R, então existe um antiau-
tomorﬁsmo ϕ0 no anel (F -álgebra) graduado de divisão D e uma ϕ0-sesquilinear forma
B : V × V −→ D fracamente hermitiana não degenerada homogênea tal que as seguintes
propriedades são válidas:
a) a aplicação
V −→ V gr
u 7−→ fu,
onde fu(v) := B(u, v) para todo v ∈ V , leva V em W ;
b) para qualquer r ∈ R, ϕ(r) é a adjunta associada B, isto é, B(ϕ(r)u, v) =
B(u, ϕ(r)v) para todos u, v ∈ V .
Se ϕ′0 é um antiautomorﬁsmo em D, B′ é uma ϕ′0-sesquilinear forma de V ×V −→ D que
deﬁne W e ϕ é como em a) e b), então existe um elemento homogêneo não nulo d ∈ D tal
que B′ = dB e ϕ′0(x) = dϕ0(x)d
−1 para todo x ∈ D. Como uma recíproca parcial, se ϕ0 é
um antiautomorﬁsmo de anel (F -álgebra) graduado de divisão D e B : V ×V −→ D é uma
ϕ0-sesquilinear forma fracamente hermitiana não degenerada homogênea, então a adjunta
associada a B deﬁne um antiautomorﬁsmo ϕ no anel (F -álgebra) graduado LgrW (V ) tal
que ϕ(FgrW (V )) = FgrW (V ), onde com W = {fu | u ∈ V }.
Agora, iremos apresentar a descrição das F -álgebras ∗gr-graduadas simples de dimen-
são ﬁnita, em que G = Zq, onde q é um número primo ou q = 4 e F é um corpo




Aθ uma F -álgebra G-graduada. Suponhamos que uma involução ∗gr em
A seja graduada de grau nulo, ou seja, A∗grα = Aα para todo α ∈ G. De agora em diante,
vamos chama-lá de involução graduada.
Um ideal graduado I ⊆ A da F -álgebra graduada A é denominado um ∗gr-ideal
graduado se I é invariante pela ação da involução ∗gr. Uma F -álgebra graduada com
involução ∗gr é chamada de F -álgebra ∗gr-graduada simples se não contém ∗gr-ideais
graduados não triviais.
Deﬁnição 2.4.1. Uma involução graduada na F -álgebra G-graduada simples Mk(F ζ(H))
é chamada de elementar se satisfaz a condição
(eijηξ)
∗gr = αi,j,ηei′j′ηξ′ , 1 ≤ i′, j′ ≤ k, ξ′ ∈ H,αi,j,η ∈ {1,−1} (2.3)
para todos i, j = 1, . . . , k, η ∈ H e matrizes unitárias eij.
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Teorema 2.4.3. [ [27], Theorem 6.1] Seja q um número primo ou q = 4 e seja G um
grupo cíclico de ordem q. Suponha que F seja um corpo algebricamente fechado de carac-
terística 0, e C seja uma álgebra G-graduada de dimensão ﬁnita sobre F com involução
graduada. Então, C é uma álgebra ∗gr-graduada simples se, e somente se, C é isomorfa,
como ∗gr-álgebra graduada, a uma das álgebras listadas abaixo:
a) ao produto direto B × Bop de uma álgebra graduada simples B = Mk(F [H]) e sua
álgebra oposta Bop com a involução troca ∗gr, onde F [H] é a álgebra do grupo H e
H é um subgrupo de G;
b) a álgebra de matrizes Mk(F ) com uma graduação elementar e uma involução ele-
mentar;
c) a álgebra de matrizes Mk(F [H]) sobre a álgebra de grupo F [H] com graduação in-








onde t é a involução transposta ou simplética na álgebra de matrizes Mk(F ), χθ ∈
Mk(F ), θ ∈ H,H é um subgrupo de G;
d) a álgebra de matrizes Mk(F [H]) sobre a álgebra de grupo F [H] com graduação in-






(−1)θχtθηθ, onde t é a involução transposta ou simplética na álgebra de matrizes
Mk(F ), χθ ∈Mk(F ), e H ∼= Z
2Z
ou H ∼= Z
4Z
;
e) a álgebra de matrizes Mk(F [H]) sobre a álgebra do grupo de H = {0¯, 2¯} com Z
4Z
-
graduação, degG(eijηξ) = −θi+ξ+θj, deﬁnida por uma k-upla (θ1, . . . , θk) ∈ {0¯, 1¯}k
e uma involução elementar, onde {eij}ki,j=1 são matrizes unitárias e ξ ∈ H.
2.5 Álgebra de Jordan Colorida
Bergen e Grzeszczuk mostraram em [9] como álgebras de Jordan simples surgem na-
turalmente de álgebras associativas graduadas simples e álgebras associativas graduadas
simples com involução colorida. O trabalho de Bergen and Grzeszczuk foi motivado pelo
trabalho de Herstein [15], onde foi provado que se A é uma álgebra associativa simples,
então A é uma álgebra de Jordan simples com multiplicação de Jordan (simétrica) de-
ﬁnida por r ◦ s = rs + sr para quaisquer r, s ∈ A. Herstein também mostrou que se A
é uma álgebra sobre um corpo F de característica diferente de 2 com involução ∗, então
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o conjunto S = {s ∈ A | s∗ = s}, com multiplicação de Jordan (simétrica), também é
uma álgebra de Jordan simples. Os resultados apresentados aqui podem ser encontrados
em [9]. Nesta seção, podemos considerar álgebras não necessariamente comutativas ou
associativas.
Seja F um corpo. Um 2-cociclo σ : G×G −→ F× é chamado bicaracter se
σ(α + β, γ) = σ(α, γ)σ(β, γ) e σ(α, β + γ) = σ(α, β)σ(α, γ)
para quaisquer α, β, γ ∈ G. Dizemos que σ é anti-simétrico se
σ(α, β) = σ(β, α)−1
para quaisquer α, β ∈ G. Note que, neste caso, σ(α, α) = +1 para todo α ∈ G.
Nesta seção,  denota um bicaracter anti-simétrico.
Deﬁnição 2.5.1. Seja J uma álgebra (não associativa e não comutativa) sobre um corpo




graduado por um grupo abeliano e  : ×G −→ F× é um bicaracter anti-simétrico, então
J é uma álgebra de Jordan colorida se
a) xα ◦ yβ = (α, β) yβ ◦ xα;
b)
(γ, α + τ)(xα ◦ yβ) ◦ (rτ ◦ zγ) + (β, γ + τ)(zγ ◦ xα) ◦ (rτ ◦ yβ)+
(α, β + τ)(yβ ◦ zγ) ◦ (rτ ◦ xα) = (γ, α + τ)((xα ◦ yβ) ◦ rτ ) ◦ zγ+
(β, γ + τ)((zγ ◦ xα) ◦ rτ ) ◦ yβ + (α, β + τ)((yβ ◦ zγ) ◦ rτ ) ◦ xα
para quaisquer xα ∈ Jα, rτ ∈ Jτ , yβ ∈ Jβ, zγ ∈ Jγ.
Seja  um bicaracter anti-simétrico. O -centro de uma F -álgebra graduada R é o su-
bespaço graduado Z =
⊕
α∈G
(Z)α, onde (Z)α = {aα ∈ Rα | [aα, rβ] = aαrβ−(α, β)rβaα =
0, ∀ rβ ∈ Rβ, β ∈ G}.
Sejam R uma F -álgebra associativa graduada e  um bicaracter anti-simétrico. Uma
involução colorida (-involução) em R é uma aplicação F -linear graduada ∗c : R −→ R
que satisfaz as relações




para quaisquer elementos homogêneos aα ∈ Rα, aβ ∈ Rβ, a ∈ R. Denotamos o conjunto
dos elementos simétricos por S = {s ∈ R | s∗c = s}. Deﬁnimos em S o produto nos
elementos homogêneos por:
aαbβ + (α, β)bβaα
para todos aα ∈ Sα, bβ ∈ Sβ, α, β ∈ G. Com esse produto S é uma álgebra de Jordan
colorida.
Seja G um grupo. Particionamos o grupo G em dois subconjuntos em relação a um
bicaracter anti-simétrico :
G+ = {α ∈ G | (α, α) = 1} e G− = {α ∈ G | (α, α) = −1}.








Assim, temos a decomposição A = A+ ⊕ A−.
Dados A e B F -subespaços graduados de R. Denotaremos A◦B o F -subespaço gerado
por elementos da forma a ◦ b para quaisquer elementos homogêneos a ∈ A e b ∈ B.
Seja A uma álgebra de Jordan colorida. Dizemos que um subespaço graduado U ⊆ A
é um -Jordan ideal de A se U ◦ A ⊆ U .
Exemplo 2.5.1. [ [9], Example 1.2] Considere G um grupo abeliano com um bicaracter
 tal que G 6= G+. Sejam A uma F -álgebra G+-graduada tal que A é igual ao seu -centro





















é uma involução colorida em R chamada involução simplética colorida.
Seja σ : G×G −→ F× um 2-cociclo e seja  : G×G −→ F× um bicaracter. Dizemos





quando α ∈ G ou β ∈ G+;
−σ(α,β)
σ(β,α)
quando α, β ∈ G−.
Agora, podemos enunciar o teorema.
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Teorema 2.5.1. [ [9], Theorem 5.1] Sejam  um bicaracter anti-simétrico e R uma F -
álgebra associativa graduada simples com -involução. Então S é uma álgebra de Jordan
colorida simples, exceto nos seguintes casos especiais:
a) R é a álgebra torcida de grupo F σ[G], R− é o único -Jordan ideal próprio de R,
R− ◦R− = 0 e o 2-cociclo σ e o bicaracter  são color compatíveis. Este caso ocorre
apenas quando Z * S+. Além disso, neste caso, S− é único -Jordan ideal de S.
b) R e M2(Z) são isomorfas como álgebras com -involuções, onde M2(Z) é a álgebra
de matrizes 2×2 com involução simplética colorida. Este caso ocorre apenas quando
Z ⊆ S+ e S2+ ⊆ Z
Como dissemos, as seções 2.1- 2.5 constituem a motivação do nosso trabalho. O
que apresentaremos nos próximos capítulos é uma generalização de alguns dos resultados
dessas seções para anéis graduados e álgebras graduadas com σ-involução. Além disso,
os resultados que iremos apresentar podem também ser aplicados para obter álgebras
de Jordan colorida simples, pois segundo Bergen and Grzeszczuk, [9], algumas classes
de álgebras de Jordan simples coloridas surgem naturalmente de álgebras associativas
graduadas simples com involução colorida.
Capítulo 3
Anéis Graduados Primitivos com
σ-involuções e Par de Espaços Duais
Graduados com Torção
O objetivo principal deste capítulo é deﬁnir σ-involução e estender o Teorema 2.2.1
e o Teorema 2.4.1 para anéis graduados primitivos à direita com um ideal à direita
graduado. Vamos mostrar que anéis graduados primitivos à direita com ideias à direita
graduados estão naturalmente relacionados com pares bilineares não degenerados gradua-
dos. Aqui, os anéis G-graduados e F -álgebras G-graduadas são, ambos, de característica
diferente de 2.
3.1 2-cociclo
Recordaremos a deﬁnição de 2-cociclo e apresentaremos algumas de suas propriedades.
Seja G um grupo ﬁnito abeliano e seja F um corpo. Uma aplicação σ : G×G −→ F×
é dita um 2-cociclo se
σ(α, β)σ(α + β, γ) = σ(β, γ)σ(α, β + γ)
para quaisquer α, β, γ ∈ G. Se σ satisfaz
σ(α, β + γ) = σ(α, β)σ(α, γ),
σ(α + β, γ) = σ(α, γ)σ(β, γ)
(3.1)






para todos α, β ∈ G e alguma função ρ : G −→ F×, então σ é um 2-cociclo, neste caso,
dizemos que σ é um cobordo. Um 2-cociclo σ que satisfaz
σ(α, β) = σ(β, α), (3.3)
para todos α, β ∈ G, é denominado simétrico. O 2-cociclo σ é chamado anti-simétrico se
σ(α, β)σ(β, α) = 1 (3.4)
para todos α, β ∈ G.
Segue da deﬁnição de 2-cociclo que σ(α, 0) = σ(0, β) para quaisquer α, β ∈ G. E, da
deﬁnição de cobordo, todo cobordo é simétrico.
Observamos ainda que se uma função σ : G×G −→ F× é um bicaracter, então σ é um
2-cociclo. Por outro lado, veremos no exemplo abaixo que a recíproca não é verdadeira.
Outro comentário relevante é, se um 2-cociclo σ é tal que σ ∈ {1,−1}, então σ é simétrico
se, e somente se, σ é anti-simétrico. Ainda, se σ é um 2-cociclo anti-simétrico, então
σ(α, α) ∈ {1,−1} para todo α ∈ G.
Observe que as aplicações σ, pi : G×G −→ F× deﬁnidas por σ(α, β) = 1 e pi(α, β) = −1
para quaisquer α, β ∈ G são exemplos triviais de 2-cociclo em qualquer grupo G.
Vejamos mais alguns exemplos de 2-cociclo.
Exemplo 3.1.1. Seja G = Zn. A aplicação deﬁnida por σ(α¯, β¯) = (−1)αβ é um bicaracter
simétrico e anti-simétrico, enquanto a aplicação pi(α¯, β¯) =
{
1, se α + β < n
−1, se α + β ≥ n , 0 ≤
α, β < n, é um cobordo anti-simétrico, mas não é um bicaracter.
Exemplo 3.1.2. Seja G = (Z2 × Z2,+). A aplicação deﬁnida pela relação
α \ β (0¯, 0¯) (0¯, 1¯) (1¯, 0¯) (1¯, 1¯)
(0¯, 0¯) 1 1 1 1
(0¯, 1¯) 1 1 1 1
(1¯, 0¯) 1 −1 1 −1
(1¯, 1¯) 1 −1 1 −1
é um 2-cociclo, não é um bicaracter, não é simétrico e nem anti-simétrico.
O lema a ser exibido é uma importante propriedade de 2-cociclo quando o grupo G
é cíclico e ﬁnito. Ele garante que todo 2-cociclo deﬁnido sobre um grupo cíclico ﬁnito
com valores em um corpo algebricamente fechado de característica zero é um cobordo, em
particular, é simétrico.
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Lema 3.1.1. Sejam G um grupo cíclico ﬁnito e F um corpo algebricamente fechado.
Então, σ : G×G −→ F× é um 2-cociclo se, e somente se, existe uma função ρ : G −→ F×
tal que σ(α, β) =
ρ(α)ρ(β)
ρ(α + β)
para todos α, β ∈ G.
Demonstração. Sejam G um grupo cíclico e ﬁnito de ordem n e σ um 2-cociclo deﬁnido
sobre G. Primeiro vamos mostrar, usando indução sobre os elementos de G, que ρ : G −→
F× dada por
ρ(0) = σ(0, 0)
ρ(1) = n
√




[σ(1, 1)σ(1, 2)σ(1, 3)σ(1, 4) · · ·σ(1, n− 1)σ(0, 0)]m
σ(1, 1)σ(1, 2)σ(1, 3) · · ·σ(1,m− 1)









σ(1, 1)σ(1, 2) · · ·σ(1,m)
σ(1, 1)σ(1, 2) · · · σ(1,m− 1) = σ(1,m)
para todo 0 ≤ m ≤ n − 1. No caso α = 2, precisamos usar a seguinte propriedade de
2-cociclo
σ(α, β)σ(α + β, γ) = σ(α, β + γ)σ(β, γ). (3.6)




σ(1, 1)σ(1, 2) · · ·σ(1,m+ 1)









Admita que a igualdade (3.5) é válida para cada s ≤ k (0 ≤ s ≤ k < n − 1). Como no




σ(1, 1)σ(1, 2) · · ·σ(1,m+ k)
σ(1, 1) · · ·σ(1,m− 1)σ(1, 1) · · ·σ(1, k)
e, por hipótese de indução,
σ(k,m) =
σ(1, 1)σ(1, 2) · · ·σ(1,m+ k − 1)
σ(1, 1) · · ·σ(1,m− 1)σ(1, 1) · · ·σ(1, k − 1)
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σ(1, k)σ(k + 1,m)
σ(1, k)
= σ(k + 1,m).
Portanto, σ(α, β) =
ρ(α)ρ(β)
ρ(α + β)
para quaisquer α, β ∈ G.
Reciprocamente, é imediato veriﬁcar que σ(α, β) =
ρ(α)ρ(β)
ρ(α + β)
é um 2-cociclo. Com
isso, ﬁnalizamos a prova do lema.
Para ﬁnalizar esta seção, vamos apresentar um interessante resultado que envolve 2-
cociclo.
Lema 3.1.2. Sejam F um corpo e G um grupo abeliano ﬁnito. Suponha que σ, σ′ : G ×
G −→ F× sejam 2-cociclos e a função ρ : G −→ F× seja tal que σ(α, β) = σ′(α, β)ρ(α)ρ(β)
ρ(α+β)
.
Então,Mn(F σ[G]) eMn(F σ
′
[G]) são F -álgebras graduadas isomorfas, onde a G-graduação
em ambas é a canônica induzida por uma mesma n-upla (θ1, . . . , θn).
Demonstração. Seja {eij}, 1 ≤ i, j ≤ n, o conjunto de matrizes unitárias da álgebra
Mn(F [G]). Deﬁna
φ : Mn(F
σ[G]) −→ Mn(F σ′ [G])
eijηα 7−→ eij η˜αρ(α),
onde η˜α é o elemento correspondente a ηα em F σ
′
[G]. Estendendo φ por linearidade,
obtemos um homomorﬁsmo de F -espaços vetoriais graduados. Como φ está deﬁnida na
base de Mn(F σ[G]) e as álgebras Mn(F σ[G]) e Mn(F σ
′
[G]) tem a mesma dimensão sobre
F , φ é uma bijeção. Resta mostrar que φ preserva a operação multiplicação. Dados
eijηα ∈Mn(F σ[G])−θi+θj+α e eklηβ ∈Mn(F σ[G])−θk+θl+β, temos
φ(eijηαeklηβ) = φ(ηαηβδjkeil)
= φ(σ(α, β)ηα+βδjkeil)




Portanto, Mn(F σ[G]) ∼= Mn(F σ′ [G]).
Em particular, se F é algebricamente fechado e de característica zero eG é um grupo cí-
clico e ﬁnito, então, pelos Teorema 1.6.1 e Lema 3.1.2, qualquer F -álgebra G-graduada
simples de dimensão ﬁnita é isomorfa a Mn(F [G]). A recíproca do Lema 3.1.2 é verda-
deira, veja [[11], Corollary 2.22].
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3.2 Par de Espaços Duais Graduados com Torção
Nesta seção, começaremos uma discussão acerca dos espaços duais. Os resultados
obtidos aqui são análagos aos encontrados em [1], [22] e [25].
A partir de agora, G denota um grupo abeliano ﬁnito, D uma F -álgebra (anel) G-
graduada de divisão e σ um 2-cociclo sobre G com valores não nulos no corpo F tal que
σ satisfaz
σ(α, β)σ(β, α) = 1
σ(α,−α)2 = 1 (3.7)
para quaisquer α, β ∈ G. Vale lembrar que como σ(α, β)σ(β, α) = 1, temos que σ(0, 0) ∈
{−1, 1}. Com isso, σ(0, α) ∈ {−1, 1} para todo α ∈ G.
Deﬁnição 3.2.1. Seja V um D-espaço vetorial à esquerda G-graduado e seja W um D-
espaço vetorial à direita G-graduado. Um par bilinear 〈−,−〉ν : V ×W −→ D de grau
ν é uma aplicação bi-aditiva de modo que sejam válidas, para quaisquer vβ ∈ Vβ, wδ ∈
Wδ, dγ ∈ Dγ e β, δ, γ ∈ G, as seguintes propriedades:
a) 〈vβ, wδ〉ν ∈ Dβ+δ+ν;
b) 〈dγvβ, wδ〉ν = dγ〈vβ, wδ〉ν;
c) 〈vβ, wδdγ〉ν = 〈vβ, wδ〉νdγ.
Segue da deﬁnição acima que
〈v, 0〉ν = 〈0, w〉ν = 0 e 〈−v, w〉ν = 〈v,−w〉ν = −〈v, w〉ν
para quaisquer v ∈ V e w ∈ W.
O par bilinear de grau ν é não degenerado se
〈vα,W 〉ν = {0} implica vα = 0 e 〈V,wβ 〉ν = {0} implica wβ = 0.
Dizemos que V e W são um par de espaços duais com torção se 〈−,−〉ν é não dege-
nerado.
Deﬁnição 3.2.2. Dados R um anel G-graduado e σ um 2-cociclo deﬁnido sobre G. O
anel oposto graduado σ-torcido de R é o grupo aditivo graduado R com multiplicação
dada por
aα ◦opσ bβ := σ(α, β)bβaα (3.8)
para quaisquer bβ ∈ Rβ, aα ∈ Rα e β, α ∈ G. Denotaremos o anel oposto σ-torcido por
Ropσ .
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Observamos que R e Ropσ coincidem como conjunto. Ademais, quando σ(α, β) = 1
para quaisquer α, β ∈ G, temos que Ropσ coincide com Ropgr (anel oposto graduado).
Se D é uma F -álgebra (anel) graduada de divisão, então Dopσ também é uma F -álgebra
(anel) graduada de divisão, a qual chamaremos de álgebra σ-torcida graduada de divisão.
Note que a identidade de Dopσ é 1Dopσ = σ(0, 0)1D, onde 1D é a identidade de D. Se aα ∈
Dopσα é um elemento homogêneo não nulo de Dopσ , então a−1Dopσα = σ(α,−α)σ(0, 0)a−1α
para todo α ∈ G, onde a−1α é o inverso de aα em D.
Lema 3.2.1. Se W é um D-espaço vetorial à direita, então W é um Dopσ-espaço vetorial
à esquerda via a seguinte igualdade estendida por linearidade vetorial e escalar
dγwβ := σ(γ, β)wβdγ. (3.9)
Demonstração. Com efeito, para todos dα, d′α ∈ Dα, wβ, w′β ∈ W, f ∈ F , temos:
dα(wβ + w
′
β) = σ(α, β)(wβ + w
′
β)dα
= σ(α, β)(wβdα + w
′
βdα)
= σ(α, β)wβdα + σ(α, β)w
′
βdα





α)wβ = σ(α, β)wβ(dα + d
′
α)
= σ(α, β)(wβdα + wβd
′
α)
= σ(α, β)wβdα + σ(α, β)wβd
′
α
= dαwβ + d
′
αwβ;
1Dopσwβ = σ(0, β)wβ1Dopσ
= σ(0, β)σ(0, 0)wβ1D
= wβ1D
= wβ;




Assim, só nos resta mostrar que dγ(dτwβ) = (dγ ◦opσ dτ )wβ. Dados dγ ∈ Dγ, dτ ∈ Dτ e
wβ ∈ Wβ, temos
(dγ ◦opσ dτ )wβ = σ(γ + τ, β)wβ(dγ ◦opσ dτ )
= σ(γ + τ, β)σ(γ, τ)wβ(dτdγ);
dγ(dτwβ) = σ(γ, τ + β)(dτwβ)dγ
= σ(γ, τ + β)σ(τ, β)(wβdτ )dγ
para quaisquer τ, γ, β ∈ G. Pelas propriedades de 2-cociclo,
σ(γ + τ, β)σ(γ, τ) = σ(γ, τ + β)σ(τ, β)
para todos β, γ, τ ∈ G. Logo, (dγ ◦opσ dτ )wβ = dγ(dτwβ) para quaisquer dθ ∈ Dθ, wβ ∈
Wβ, θ, β ∈ G. Por ﬁm, por linearidade, concluímos a aﬁrmação.
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Deﬁnição 3.2.3. Sejam V e W um par de espaços duais com torção associado a um
par bilinear 〈−,−〉ν sobre uma F -álgebra (anel) G-graduada de divisão D. Um elemento
a∗σα ∈ EndDopσ (W )α chama-se σ-adjunta de um elemento homogêneo aα ∈ EndD(V )α
quando
〈vβaα, wδ〉ν = σ(α, δ)〈vβ, wδa∗σα 〉ν (3.10)
para todos vβ ∈ Vβ, wδ ∈ Wδ, δ, β ∈ G.
Para cada α ∈ G, denotaremos por LσW (V )α o subgrupo aditivo de EndgrD (V )α de todos




é um subgrupo de EndgrD (V ). Agora, considere FσW (V )α = {aα ∈ LσW (V )α | dimD(V aα) <
∞}. Claramente, FσW (V )α é um subgrupo aditivo de LσW (V )α. Então, FgrσW (V ) =∑
α∈G
FσW (V )α é um subgrupo de LgrσW (V ). Em particular, se V (ou W ) é de dimensão
ﬁnita sobre D, então LgrσW (V ) = FgrσW (V ).
Dizemos que um elemento a ∈ EndgrD (V ) é de posto n se dimD(V a) = n. Em particular,
se a ∈ EndgrD (V ) é de posto 1, então V a = Dv para algum v ∈ V.
Conforme visto, EndgrD (V ) é um anel graduado e V é um (D, EndgrD (V ))-bimódulo
graduado. Em particular, se R é um subanel graduado de EndgrD (V ), então V é um
R-módulo à direita graduado.
Para os conjuntos FgrσW (V ) e LgrσW (V ), temos os seguintes resultados.
Lema 3.2.2. O conjunto LgrσW (V ) é um subanel graduado do anel graduado EndgrD (V ).
Demonstração. Primeiro vamos mostrar que a soma
∑
α∈G
LσW (V )α é direta. De fato, se
a ∈ LσW (V )α ∩
∑
α 6=β∈G
LσW (V )β, então a ∈ EndD(V )α ∩
∑
α 6=β∈G
EndD(V )β. Como End
gr
D (V )
é um anel graduado, temos que EndD(V )α ∩
∑
α 6=β∈G




LσW (V )α é direta.
Desejamos mostrar que o elemento aαbβ ∈ LgrσW (V ) para quaisquer aα ∈ LσW (V )α e
bβ ∈ LσW (V )β e para todos α, β ∈ G. Aﬁrmamos que (aαbβ)∗σ := σ(α, β)b∗σβ a∗σα é a
σ-adjunta de (aαbβ). Com efeito,
〈vγ(aαbβ), wτ 〉ν = 〈(vγaα)bβ, wτ 〉ν
= σ(β, τ)〈(vγ)aα, wτb∗σβ 〉ν
= σ(β, τ)σ(α, β + τ)〈vγ, (wτb∗σβ )a∗σα 〉ν .
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Como
σ(β, τ)σ(α, β + τ) = σ(α, β)σ(β + α, τ),
temos que
〈vγ(aαbβ), wτ 〉ν = σ(β, τ)σ(α, β + τ)〈vγ, (wτb∗σβ )a∗σα 〉ν
= σ(α, β)σ(β + α, τ)〈vγ, (wτb∗σβ )a∗σα 〉ν
= σ(β + α, τ)〈vγ, wτ (σ(α, β)b∗σβ a∗σα )〉ν
= σ(α + β, τ)〈vγ, wτ (aαbβ)∗σ〉ν .
Logo, aαbβ ∈ LgrσW (V ) e, portanto, LgrσW (V ) é um anel graduado.
Lema 3.2.3. FgrσW (V ) é um ideal graduado de LgrσW (V ).
Demonstração. Sejam aα ∈ FσW (V )α e bβ ∈ LσW (V )β. Como aα possui posto ﬁnito, segue
que (aαbβ) possui posto ﬁnito e (bβaα) possui posto ﬁnito. Daí, como no Lema 3.2.2,
(aαbβ)
∗σ := σ(α, β)b∗σβ a
∗σ
α é a σ-adjunta de (aαbβ) e (bβaα)
∗σ = σ(β, α)a∗σα b
∗σ
β é a σ-adjunta
de (bβaα). Disso, segue que
(bβaα), (aαbβ) ∈ FgrσW (V ).
Se a ∈ FσW (V )α ∩
∑
α 6=β∈G
FσW (V )β, então a ∈ LσW (V )α ∩
∑
α 6=β∈G
LσW (V )β. Como LgrσW (V ) é
um anel graduado, temos que LσW (V )α ∩
∑
α 6=β∈G
LσW (V )β = (0). Logo, a = 0 e, portanto,
FgrσW (V ) é um ideal graduado de LgrσW (V ).
Deﬁnição 3.2.4. Sejam V e W um par de espaços duais com torção associado a um
par bilinear 〈−,−〉ν sobre uma F -álgebra (anel) G-graduada de divisão D. Um elemento
b>σα ∈ EndD(V )α chama-se σ-coadjunta de um elemento homogêneo bα ∈ EndDopσ (W )α
quando
〈vβb>σα , wδ〉ν = σ(α, δ)〈vβ, wδbα〉ν (3.11)
para todos vβ ∈ Vβ e wδ ∈ Wδ.
Salientamos que b>σα é a σ-coadjunta de bα se, e somente se, bα é a σ-adjunta de b
>σ
α .
De maneira similar, podemos considerar, para cada α ∈ G, o subgrupo aditivo LσV (W )α
de EndgrDopσ (W )α de todos os elementos de End
gr
Dopσ (W )α que possuem uma σ-coadjunta.
Desse jeito, LgrσV (W ) =
∑
α∈G
LσV (W )α é um subgrupo de EndgrDopσ (W ). Consideramos
também FσV (W )α = {aα ∈ LσV (W )α | dimD(Waα) < ∞}. Novamente, FσV (W )α é um
subgrupo aditivo de LσV (W )α e FgrσV (W ) =
∑
α∈G
FσV (W )α é um subgrupo de LgrσV (W ).
Como visto, temos que EndgrDopσ (W ) é um anel graduado e W é um
(Dopσ , EndgrDopσ (W ))-bimódulo graduado.
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Evidentemente, valem resultados análogos aos Lema 3.2.2 e Lema 3.2.3 para os
conjuntos LgrσV (W ) e FgrσV (W ).
Lema 3.2.4. LgrσV (W ) é um subanel graduado de EndgrDopσ(W ).
Lema 3.2.5. FgrσV (W ) é um ideal graduado de LgrσV (W ).
Lema 3.2.6. Sejam V e W um par de espaços duais com torção associado a um par
bilinear 〈−,−〉ν sobre um anel graduado de divisão ∆. Se {v1α, . . . , vnαα , . . . , v1β, . . . , vnββ }
é um conjunto de vetores homogêneos de V linearmente independentes sobre ∆, então
existem elementos homogêneos w1−α−ν , . . . , w
nα−α−ν , . . . , w
1
−β−ν , . . . , w
nβ
−β−ν de W tais que
〈viα, wj−γ−ν〉ν = δijδαγ ∈ ∆0 para todos i ∈ {1, . . . , nα}, j ∈ {1, . . . , nγ}, α, γ ∈ G, onde
δijδαγ =
{
1 ∈ ∆0, se i = j e α = γ
0 ∈ ∆0, caso contrário.
Demonstração. Seja V ∗σgr =
∑
β∈G
Hom(∆V, ∆∆)β. Note que V ∗σgr é um ∆-módulo à direita
com ação dada por
(v)(φd) = ((v)φ)d,
onde v ∈ V, φ ∈ V ∗σgr , d ∈ ∆. Essa ação de ∆ em V ∗σgr satisfaz φαdβ ∈ Hom(∆V, ∆∆)β+α para




direta. Logo, V ∗σgr =
⊕
β∈G
Hom(∆V, ∆∆)β é um ∆-módulo à direira graduado.
Fixemos um elemento qualquer w ∈ W . Temos que
〈−, w〉ν : V −→ ∆
v 7−→ 〈v, w〉ν
é um funcional ∆-linear. Assim, a aplicação
ϕ : W −→ V ∗σgr
w 7−→ 〈−, w〉ν
é um homomorﬁsmo de ∆-módulos graduados. De fato, para quaisquer wα ∈ Wα, w, w′ ∈
W, v ∈ V, d ∈ ∆ e α ∈ G, temos
ϕ(wα) = 〈−, wα〉ν ∈ Hom(∆V, ∆∆)α+ν
〈v, wd〉ν = 〈v, w〉νd
〈v, w + w′〉ν = 〈v, w〉ν + 〈v, w′〉ν .
Logo, ϕ é um homomorﬁsmo graduado (de grau ν) de ∆-módulos à direita graduados.
Como 〈−,−〉ν é não degenerado, temos que Ker(ϕ) = (0). Logo, pelo Teorema do





α = {ϕ(wα−ν) | wα−ν ∈
Wα−ν}, é um ∆-subespaço graduado de V ∗σgr .
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A ﬁm de aplicar o Teorema 1.5.18, considere T = W ′, M = V, S = D = N = ∆ '
Endgr∆ (∆∆). O sistema (∆,∆,∆, V,W
′) é um ∆-contexto à direita graduado. Aﬁrmamos
que N = ∆∆ é fechado e T = W ′ é total. De fato, como ∆ é um anel graduado de divisão,
temos que ∆∆ não possui submódulos graduados próprios. Como ∆ é um anel graduado
unitário, para todo homomorﬁsmo graduado de ∆-módulos graduados f : ∆∆ −→ ∆∆,
temos que f(a) = f(1a) = (f(1))a para todo a ∈ ∆, ou seja, qualquer homomorﬁsmo
graduado de ∆-módulos graduados f é a multiplicação à esquerda por f(1) = λ ∈ ∆.
Logo, ∆ = N é fechado. Agora, se v ∈ V é tal que vT = 0, segue que 〈v, w〉ν = 0
para todo w ∈ W . Como 〈−,−〉ν é não degenerado, temos v = 0 e, portanto, T é
total. Pelo Teorema 1.5.18, T é fracamente denso. Sejam v1α, . . . , v
nα
α , . . . , v
1
β, . . . , v
nβ
β








∆vjα) e existe t
(i,α) ∈ T tal que
viαt
(i,α) 6= 0 e vjτ t(i,α) = 0 (3.12)
para todos os pares (j, τ) 6= (i, α), τ ∈ G, j ∈ N. Considere o seguinte ∆-submódulo
graduado não nulo de W ′
J (i,α) = {w′ ∈ W ′ | vjτw′ = 0, para todos (j, τ) 6= (i, α), τ ∈ G, j ∈ N}.
Por (3.12), 0 6= viαJ (i,α). É fácil ver que viαJ (i,α) é um ideal à direita graduado de ∆. Como
∆ é um anel graduado de divisão, temos que ∆ não contém ideais unilaterais graduados
não triviais. Com isso, viαJ
(i,α) = ∆. Como vimos, existe t(i,α) ∈ J (i,α) tal que 0 6= viαt(i,α)
e 0 = vjτ t
(i,α) para todos os pares (j, τ) 6= (i, α), τ ∈ G, j ∈ N. Em particular, existe
t
(i,α)
γ ∈ J (i,α)γ tal que
0 6= viαt(i,α)γ e vjτ t(i,α)γ = 0 (3.13)
para todos os pares (j, τ) 6= (i, α), τ ∈ G, j ∈ N e algum γ ∈ G. Sendo ∆ um anel





−γ−α = 0 (3.14)
para todos os pares (j, τ) 6= (i, α), τ ∈ G, j ∈ N. Note que t(i,α)γ d(i,α)−γ−α ∈ W ′−α =
{ϕ(w−α−ν) | w−α−ν ∈ W−α−ν}. Disso decorre que existe wi−α−ν ∈ W−α−ν tal que
〈viα, wi−α−ν〉ν = viαt(i,α)γ d(i,α)−γ−α = 1.
Além disso, por (3.13) e (3.14),
〈viα, wj−α−ν〉ν = 0
〈viτ , wj−α−ν〉ν = 0
〈viτ , wi−α−ν〉ν = 0
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para todos os pares (j, τ) 6= (i, α), τ ∈ G, j ∈ N. Logo, 〈viβ, wj−α−ν〉ν = δijδαβ ∈ ∆0. Assim,
ﬁnalizamos a demonstração do lema.
Lema 3.2.7. Sejam V e W um par de espaços duais com torção associado a um par
bilinear 〈−,−〉ν sobre um anel graduado de divisão ∆. Se {w1α, . . . , wnα} ⊆ Wα é linear-
mente independente sobre ∆, então existem elementos homogêneos v1−α−ν , . . . , v
n
−α−ν ∈
V−α−ν tais que 〈vi−α−ν , wjα〉ν = δij ∈ ∆0 para todos α ∈ G, i, j ∈ {1, . . . , n}, onde
δij =
{
1 ∈ ∆0, se i = j
0 ∈ ∆0, caso contrário.
Demonstração. Seja W ∗σgr =
∑
β∈G
Hom(W∆,∆∆)β. Observe W ∗σgr é um ∆-módulo à es-
querda com ação dada por
(dφ)(w) = d(φ(w)),
onde w ∈ W,φ ∈ W ∗σgr , d ∈ ∆. Essa ação de ∆ em W ∗σgr satisfaz dβφα ∈




Hom(W∆,∆∆)β é direta. Logo, W ∗σgr =
⊕
β∈G
Hom(W∆,∆∆)β é um ∆-módulo à
esquerda graduado.
Fixe um elemento qualquer v ∈ V . Então,
〈v,−〉ν : W −→ ∆
w −→ 〈v, w〉ν
é um funcional linear. Agora, a aplicação
ϕ : V −→ W ∗σgr
v 7−→ 〈v,−〉ν
é um homomorﬁsmo de ∆-módulos graduados. De fato, para quaisquer vα ∈ Vα, v, v′ ∈
V,w ∈ W,d ∈ ∆, α ∈ G, temos
ϕ(vα) = 〈vα,−〉ν ∈ Hom(W∆,∆∆)α+ν
〈dv, w〉ν = d〈v, w〉ν
〈v + v′, w〉ν = 〈v, w〉ν + 〈v′, w〉ν .
Logo, ϕ é um homomorﬁsmo graduado (de grau ν) de ∆-módulos graduados. Como
〈−,−〉ν é não degenerado, temos que Ker(ϕ) = (0). Logo, pelo Teorema do Isomorﬁsmo,
V é isomorfo a V ′ = Img(ϕ), onde V ′ =
⊕
β∈G
V ′β e V
′
β = {ϕ(vβ−ν) | vβ−ν ∈ Vβ−ν}, é um
∆-subespaço graduado de W ∗σgr .
Considere T = V ′, M = W, S = D = N = ∆ ' Endgr∆ (∆∆). O sistema
(∆,∆,∆,W, V ′) é um ∆-contexto à esquerda graduado. Com o argumento análogo usado
no Lema 3.2.6, N = ∆∆ é fechado. Aﬁrmamos que T = V ′ é total. Se w ∈ W é tal que
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Tw = 0, então 〈v, w〉ν = 0 para todo v ∈ V . Como 〈−,−〉ν é não degenerado, temos w = 0
e, portanto, T é total. Pelo Teorema 1.5.19, T é fracamente denso. Se {w1α, . . . , wnα} é




wjα∆ e existe t
i ∈ T tal que
tiwiα 6= 0 e tiwjα = 0 (3.15)
para j 6= i. Tome o seguinte ∆-submódulo graduado não nulo de V ′
J i = {v′ ∈ V ′ | v′wjα = 0, para todo j 6= i}.
Novamente, por (3.15) e 0 6= J iwiα, J iwiα é um ideal à esquerda graduado de ∆.
Consequentemente, J iwiα = ∆, já que anéis graduados de divisão não contêm ide-
ais unilaterais graduados não triviais. Como vimos, existe ti ∈ J i tal que 0 6= tiwiα
e 0 = tiwjα para todo i 6= j. Em particular, existe tiβ ∈ J iβ tal que 0 6= tiβwiα e
tiβw
j
α = 0 para todo i 6= j e algum β ∈ G. Sendo ∆ um anel graduado de divisão,
existe d−β−α ∈ ∆−β−α tal que d−β−αtiβwiα = 1 e d−β−αtiβwjα = 0 para todo i 6= j. Note que
d−β−αtiβ ∈ V ′−α = {ϕ(v−α−ν) | v−α−ν ∈ V−α−ν}. Então, existe vi−α−ν ∈ V−α−ν tal que
〈vi−α−ν , wiα〉ν = d−β−αtiβwiα = 1.
Além disso,
〈vj−α−ν , wiα〉ν = 0
para todo i 6= j. Logo, 〈vj−α−ν , wiα〉ν = δij ∈ ∆0. Com isso, ﬁnalizamos a demonstração do
lema.
Lema 3.2.8. Sejam V e W um par de espaços duais com torção associado a um par
bilinear 〈−,−〉ν sobre um anel G-graduado de divisão D. Então, o elemento homogêneo
ϕα = 〈−,wα−γ−ν〉νuγ : V −→ V
v 7−→ (v)ϕα = 〈v,wα−γ−ν〉νuγ, (3.16)
pertence a FgrσW (V ), para todos γ ∈ G,wα−γ−ν ∈ Wα−γ−ν e uγ ∈ Vγ. Além disso, se
wα−γ−ν e uγ são não nulos, então ϕα 6= 0.
Demonstração. Para cada α ∈ G, sejam γ ∈ G e elementos quaisquer não nulos wα−γ−ν ∈
Wα−γ−ν e uγ ∈ Vγ. Segue facilmente das propriedades de 〈−,−〉ν que
ϕα : V −→ V
v 7−→ (v)ϕα = 〈v,wα−γ−ν〉νuγ ∈ EndD(V )α.
Como (V )ϕα é gerado por {uγ} e 〈−,−〉ν é não degenerado, temos que ϕα é de posto 1.
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Agora, deﬁna
ψα : DopσW −→ DopσW






σ(τ, α)wα−γ−ν〈uγ, wτ 〉ν
para todo w =
∑
τ∈G
wτ ∈ W. Observamos que para todo wτ ∈ Wτ , temos
(wτ )ψα = σ(τ, α)wα−γ−ν〈uγ, wτ 〉ν .
Aﬁrmamos que ψα é a σ-adjunta associada a ϕα. Com efeito, convém observar que, pelo
Lema 3.2.1, W é um Dopσ -módulo à esquerda graduado. Como Img(ψα) é gerado por
{wα−γ−ν}, wα−γ−ν e uγ são não nulos e 〈−,−〉ν é não degenerado, segue que ψα possui







w′τ ∈ W , temos




















σ(τ, α)wα−γ−ν〈uγ, wτ 〉ν +
∑
τ∈G
σ(τ, α)wα−γ−ν〈uγ, w′τ 〉ν
= (w)ψα + (w
′)ψα,
ou seja, ψα é aditiva. Sejam dβ ∈ Dβ e wτ ∈ Wτ com τ, β ∈ G, então
dβ((wτ )ψα) = σ(β, τ + α)((wτ )ψα)dβ
= σ(β, τ + α)σ(τ, α)wα−γ−ν〈uγ, wτ 〉νdβ,
(dβwτ )ψα = σ(β + τ, α)wα−γ−ν〈uγ, dβwτ 〉ν
= σ(β + τ, α)σ(β, τ)wα−γ−ν〈uγ, wτdβ〉ν
= σ(β + τ, α)σ(β, τ)wα−γ−ν〈uγ, wτ 〉νdβ.
Como
σ(β, τ + α)σ(τ, α) = σ(β + τ, α)σ(β, τ),




dβ ∈ D, w =
∑
τ∈G






















































Logo, ψα ∈ EndDopσ (W ). Além disso,
〈vβϕα, wτ 〉ν = 〈〈vβ,wα−γ−ν〉νuγ, wτ 〉ν
= 〈vβ,wα−γ−ν〉ν〈uγ, wτ 〉ν ,
〈vβ, wτψα〉ν = 〈vβ, σ(τ, α)wα−γ−ν〈uγ, wτ 〉ν〉ν
= σ(τ, α)〈vβ,wα−γ−ν〉ν〈uγ, wτ 〉ν .
Como σ(α, τ)σ(τ, α) = 1, temos que 〈vβϕα, wτ 〉ν = σ(α, τ)〈vβ, wτψα〉ν para todos vβ ∈
V,wτ ∈ Wτ , β, τ ∈ G. Isso nos dá, ﬁnalmente, ϕα ∈ FgrσW (V ). Agora, como uγ e wα−γ−ν
são não nulos e 〈−,−〉ν é não degenerado, temos que ϕα 6= 0.
Lema 3.2.9. Todo elemento homogêneo ϕα ∈ FgrσW (V )α de posto 1 é da forma
ϕα = 〈−,wα−γ−ν〉νuγ : V −→ V
v 7−→ (v)ϕα = 〈v,wα−γ−ν〉νuγ, (3.17)
para alguns γ ∈ G,wα−γ−ν ∈ Wα−γ−ν e uγ ∈ Vγ.
Demonstração. Como 0 6= ϕα é homogêneo, temos que Img(ϕα) é um D-módulo à es-
querda G-graduado, ou seja, Img(ϕα) é um D-espaço vetorial à esquerda G-graduado.
Como dimD(Img(ϕα)) = 1, existe 0 6= v˜β ∈ Vβ tal que Img(ϕα) =
⊕
γ∈G
Dγ v˜β para algum
β ∈ G. Pelo Lema 3.2.6, existe w−β−ν ∈ W−β−ν tal que 〈v˜β, w−β−ν〉ν = 1. Sejam γ ∈ G
e vγ ∈ Vγ, então
vγϕα = dγ+α−β v˜β (3.18)
para algum dγ+α−β ∈ Dγ+α−β. Daí,
〈vγϕα, w−β−ν〉ν = 〈dγ+α−β v˜β, w−β−ν〉ν = dγ+α−β. (3.19)
Por outro lado,
〈vγϕα, w−β−ν〉ν = σ(α,−β − ν)〈vγ, w−β−νϕ∗σα 〉ν . (3.20)
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Assim, de (3.18)− (3.20), temos que
vγϕα = dγ+α−β v˜β
= 〈vγϕα, w−β−ν〉ν v˜β
= σ(α,−β − ν)〈vγ, w−β−νϕ∗σα 〉ν v˜β
= 〈vγ, σ(α,−β − ν)w−β−νϕ∗σα 〉ν v˜β
para quaisquer vγ ∈ Vγ, γ ∈ G. Seja wα−β−ν = σ(α,−β − ν)w−β−νϕ∗σα ∈ Wα−β−ν . Logo,
ϕα = 〈−,wα−β−ν〉ν v˜β.
Lema 3.2.10. Sejam V e W um par de espaços duais com torção associado a um par
bilinear 〈−,−〉ν sobre um anel G-graduado de divisão D. Um elemento homogêneo de
grau α aα pertence a FgrσW (V ) se, e somente se, aα se exprime como soma de elementos
da forma ϕα dada em (3.16).
Demonstração. Pelo Lema 3.2.8, ϕα, deﬁnido em (3.16), pertence a FgrσW (V ) e, como
FgrσW (V ) é um ideal graduado, temos que qualquer soma desses elementos também pertence
a FgrσW (V ).
Reciprocamente, suponha que 0 6= aα ∈ FgrσW (V ). Então, V aα tem dimensão ﬁnita




um D-espaço vetorial à esquerda G-graduado. Como dimD(Img(ϕα)) é ﬁnita, podemos
considerar uma base ﬁnita de elementos homogêneos X =
⋃
β∈G
{v˜1β, . . . , v˜nββ } para Img(aα)
sobre D. Se vγ+α ∈ Img(aα)α+γ, existe v¯γ ∈ Vγ tal que












{w1−τ−ν , . . . , wnτ−τ−ν} de W tais que 〈v˜iτ , wj−ω−ν〉ν =
δijδτω para todos i ∈ {1, . . . , nτ}, j ∈ {1, . . . , ω} e ω, τ ∈ G. Com isso,



























para quaisquer v¯γ ∈ Vγ, γ ∈ G, onde wiα−τ−ν = σ(α,−τ − ν)wi−τ−νa∗σα ∈ Wα−τ−ν . Por-
tanto, aα é uma soma de elementos ϕα deﬁnido em (3.16). Com isso, concluímos a
demonstração do lema.
Proposição 3.2.11. Sejam V e W um par de espaços duais com torção associado a um
par bilinear 〈−,−〉ν sobre um anel graduado de divisão D. Então, FgrσW (V ) age densamente
em V .
Demonstração. Sejam {v1α, . . . , vnα} ⊂ Vα linearmente independente sobre o anel de divisão
D e elementos quaisquer u1β, . . . , unβ ∈ Vβ. Pelo Lema 3.2.6, existem w1−α−ν , . . . , wn−α−ν ∈
W−α−ν tais que 〈viα, wj−α−ν〉ν = δij para todos i, j ∈ {1, . . . , n}. Como visto no Lema
3.2.8, 〈−, wi−α−ν〉νuiβ ∈ FgrσW (V ). Ponha tβ−α =
n∑
i=1
〈−, wi−α−ν〉νuiβ. Pelo Lema 3.2.10,




para todo k ∈ {1, . . . , n}. Segue disso que FgrσW (V ) age densamente em V .
Nas hipóteses daProposição 3.2.11, aﬁrmamos que V é um FgrσW (V )-módulo à direita
graduado irredutível e ﬁel. De fato, AnnrFgrσW (V )(V ) = {a ∈ F
grσ
W (V ) | va = 0, ∀ v ∈ V }.
Se a ∈ FgrσW (V ) é tal que (V )a = 0, então, pela deﬁnição de função, a = 0, já que
a ∈ FgrσW (V ) ⊆ EndgrD (V ). Logo, AnnrFgrσW (V )(V ) = (0) e, portanto, V é ﬁel F
grσ
W (V )-
módulo à direita graduado. Agora, suponha que (0) 6= V ′ ⊆ V seja um FgrσW (V )-módulo
à direita graduado. Dado α ∈ G, seja vα ∈ Vα. Como V ′ 6= (0), existe um elemento
homogêneo não nulo uβ ∈ V ′β para algum β ∈ G. Pelo Lema 3.2.6, existe w−β−ν ∈ W−β−ν
tal que 〈uβ, w−β−ν〉ν = 1. Pelo Lema 3.2.8, tα−β = 〈−, w−β−ν〉νvα ∈ FgrσW (V ). Assim,
vα = 〈uβ, w−β−ν〉νvα
= uβtα−β ∈ V ′α
para todo α ∈ G. Logo, V = V ′. Portanto, V é um FgrσW (V )-módulo à direita graduado
irredutível e ﬁel.
Assim, podemos enunciar o seguinte corolário.
Corolário 3.2.12. Sejam V e W um par de espaços duais com torção associado a um
par bilinear 〈−,−〉ν e R um anel graduado. Se FgrσW (V ) ⊆ R ⊆ LgrσW (V ), então R é um
anel graduado primitivo à direita.
Demonstração. Da Proposição 3.2.11 resulta que R age densamente em V , desde que
FgrσW (V ) ⊆ R ⊆ LgrσW (V ). Portanto, V é um R-módulo graduado irredutível e ﬁel.
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3.3 σ-involução
Nesta seção, apresentaremos a deﬁnição de σ-involução em um anel associativo gradu-
ado e em uma F -álgebra associativa graduada. Como dissemos, a deﬁnição de σ-involução
generaliza as deﬁnições de involução colorida, superinvolução, involução graduada e Z3-
involução apresentadas no Capítulo 2.
Relembramos que G é um grupo abeliano ﬁnito, F é um corpo e σ é um 2-cociclo
anti-simétrico em G tal que σ(α,−α) ∈ {−1, 1} e σ(0, α) = σ(α, 0) = σ(0, 0) ∈ {−1, 1}
para qualquer α ∈ G.
Para a deﬁnição abaixo, pediremos que σ : G×G −→ {−1, 1}.
Deﬁnição 3.3.1. Sejam R e C anéis G-graduados. Um σ-anti-homomorﬁsmo de R em
C é uma aplicação Z-linear graduada de grau neutro ϕσ : R −→ C que satisfaz
(rαrβ)
ϕσ = σ(α, β)rϕσβ r
ϕσ
α (3.22)
para quaisquer rα ∈ Rα, rβ ∈ Rβ e α, β ∈ G.
Dois anéis G-graduados R e C são σ-anti-isomorfos se existe um σ-anti-homomorﬁsmo
de anéis graduados bijetivo.
Exemplo 3.3.1. Sejam R um anel G-graduado e σ : G × G −→ {−1, 1} um 2-cociclo
anti-simétrico. A aplicação
ϕσ : R −→ Ropσ
r 7−→ r
é um σ-anti-isomorﬁsmo de anéis graduados.
Para a deﬁnição de σ-anti-homomorﬁsmo de F -álgebras graduadas, consideramos σ :
G×G −→ F× um 2-cociclo anti-simétrico em G.
Deﬁnição 3.3.2. Sejam A e B F -álgebras G-graduadas. Um σ-anti-homomorﬁsmo de A
em B é uma aplicação F -linear graduada de grau neutro ϕσ : A −→ B tal que
(aαaβ)
ϕσ = σ(α, β)aϕσβ a
ϕσ
α (3.23)
para quaisquer aα ∈ Aα, aβ ∈ Aβ e α, β ∈ G.
Dizemos que A e B são σ-anti-isomorfas se existe um σ-anti-homomorﬁsmo de F -
álgebras graduadas bijetivo.
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Exemplo 3.3.2. Sejam A uma F -álgebra G-graduada e σ : G×G −→ F× um 2-cociclo
anti-simétrico. A aplicação
ϕσ : A −→ Aopσ
a 7−→ a
é um σ-anti-isomorﬁsmo de F -álgebras graduadas.
Assim como para homomorﬁsmos de anéis, homomorﬁsmos de anéis graduados, homo-
morﬁsmos de F -álgebras e homomorﬁsmos de F -álgebras graduadas, temos os seguintes
resultados.
Proposição 3.3.1. Seja ϕσ : A −→ B um σ-anti-homomorﬁsmo de anéis (F -álgebras)
graduados, então 0ϕσ = 0. Além disso, se ϕσ é um σ-anti-isomorﬁsmo de anéis (F -
álgebras) unitários graduados, então 1ϕσA = σ(0, 0)1B e (−1A)ϕσ = σ(0, 0)(−1B) =
−σ(0, 0)1B.
Demonstração. De fato, 0ϕσ = (0 + 0)ϕσ = 0ϕσ + 0ϕσ . Logo, 0ϕσ = 0.





















= (−1A + 1A)ϕσ
= (−1A)ϕσ + 1ϕσA
para todos aγ ∈ Aγ, bγ ∈ Bγ, γ ∈ G, onde bγ = aϕσγ . Logo, 1B = σ(0, 0)1ϕσA e, com isso,
(−1A)ϕσ = −σ(0, 0)1B.
Proposição 3.3.2. Seja ϕσ : R −→ C um σ-anti-homomorﬁsmo de anéis (F -álgebras)
graduados. Então, Ker(ϕσ) é um ideal graduado de R e Img(ϕσ) é um subanel graduado
de C.
Demonstração. De fato, como ϕσ é Z-linear (F -linear), temos que Ker(ϕσ) e Img(ϕσ)
são subgrupos (F -subespaços) de R e C, respectivamente. Sejam r =
∑
α∈G




kβ ∈ Ker(ϕσ) ⊆ R, então, pela linearidade de ϕσ, 0 = kϕσ =
∑
β∈G
kϕσβ . Como C é
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graduado e ϕσ é homogêneo de grau 0, temos que k
ϕσ
β = 0 para todo β ∈ G. Portanto,























Logo, rk, kr ∈ Ker(ϕσ). Portanto, Ker(ϕσ) é um ideal bilateral graduado de R.
Sejam r′1, r
′






bβ ∈ R tais que aϕσ = r′1 e

































σ(α, β)(bβaα) ∈ R. Logo, Img(ϕσ) é um subanel de C. Por ﬁm, como
ϕσ é homogêneo de grau 0, temos que Img(ϕσ) é graduado, onde (Rβ)ϕσ = Img(ϕσ)β
para todo β ∈ G. Portanto, Img(ϕσ) é um subanel graduado de C.
Os resultados abaixo são de veriﬁcação imediata.
Proposição 3.3.3. Seja ϕσ : R −→ C um σ-anti-homomorﬁsmo de anéis (F -álgebras)
graduados. Então, Ker(ϕσ) = (0) se, e somente se, ϕσ é injetivo.
Os objetos a serem deﬁnidos a seguir são objetos centrais do nosso estudo, assim como
anéis graduados primitivos. Eles são casos particulares de σ-anti-isomorﬁsmo.
Deﬁnição 3.3.3. Seja R um anel G-graduado. Uma σ-involução ∗σ em R é um σ-anti-
isomorﬁsmo de ordem 2, isto é, ∗σ : R −→ R é Z-linear de grau neutro e
r∗σ∗σ = r e (rαrβ)∗σ = σ(α, β)r∗σβ r
∗σ
α (3.24)
para quaisquer r ∈ R, rα ∈ Rα, rβ ∈ Rβ e α, β ∈ G.
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Relembramos que na deﬁnição de σ-anti-isomorﬁsmo de anéis graduados o 2-cociclo
anti-simétrico σ assume valores {−1, 1}.
Deﬁnição 3.3.4. Uma σ-involução em uma F -álgebra G-graduada A é uma aplicação
F -linear graduada de grau neutro ∗σ : A −→ A tal que
a∗σ∗σ = a e (aαaβ)∗σ = σ(α, β)a∗σβ a
∗σ
α (3.25)
para quaisquer a ∈ A, aα ∈ Aα, aβ ∈ Aβ e α, β ∈ G.
Ou seja, uma σ-involução em uma F -álgebra G-graduada é um σ-anti-isomorﬁsmo
de F -álgebra graduadas de ordem 2. Novamente, relembramos que na deﬁnição de σ-
anti-isomorﬁsmo de F -álgebras graduadas o 2-cociclo σ assume valores em F× e é anti-
simétrico.
A condição que o 2-cociclo σ seja anti-simétrico, na deﬁnição de σ-involução, é neces-
sária para que ∗2σ = id, isto é, a∗σ∗σ = a para todos a ∈ R. Em particular,
aαbβ = (aαbβ)
∗σ∗σ




= σ(α, β)σ(β, α)a∗σ∗σα b
∗σ∗σ
β
= σ(α, β)σ(β, α)aαbβ,
ou seja, a igualdade acima é válida se, e somente se, σ(α, β)σ(β, α) = 1 para todo α, β ∈ G.
Se σ é um bicaracter anti-simétrico, então ∗σ é uma involução colorida. Se σ(α, β) = 1
para todos α, β ∈ G, então ∗σ é uma involução graduada. Se G = Z2 e σ(α¯, β¯) = (−1)αβ
para α¯, β¯ ∈ Z2, então ∗σ é uma superinvolução. Por ﬁm, se σ(α¯, β¯) = (−1)αβ com
α¯, β¯ ∈ Z3, então ∗σ é uma Z3-involução.
Observe que, na Deﬁnição 3.3.4, no caso em que σ(0, 0) = 1, ∗σ age como a aplicação
identidade em F . Além disso, em qualquer situação, σ(0, 0) ∈ {1,−1}, ∗σ é F -linear.
É importante ressaltar que dado um 2-cociclo σ, nem toda F -álgebra graduada ad-
mite uma σ-involução. Por exemplo, se G = Z2 e σ(α¯, β¯) = (−1)αβ, então a F -álgebra
Mn(F [Z2]) não possui superinvolução (veja [14]). No Capítulo 4, apresentaremos uma
outra versão da demonstração desse resultado.
Proposição 3.3.4. Seja R um anel (F -álgebra) G-graduado. Então, R admite σ-
involução se, e somente se, existe um isomorﬁsmo de ordem 2 ϕ : R −→ Ropσ de
anéis (F -álgebras) gradudos de grau neutro.
Demonstração. Suponha que R admita uma σ-involução ∗σ. Então,
ϕ : R −→ Ropσ
r 7−→ ϕ(r) = r∗σ
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é um isomorﬁsmo de anéis (F -álgebras) graduados de grau neutro. De fato, como ∗σ é
Z-linear (F -linear), graduado de grau neutro e de ordem 2, temos que ϕ também é Z-
linear (F -linear), graduado de grau neutro e de ordem 2. Dados rα ∈ Rα, rβ ∈ Rβ com
α, β ∈ G, temos
ϕ(rαrβ) = (rαrβ)
∗σ
= σ(α, β)r∗σβ r
∗σ
α
= r∗σα ◦opσ r∗σβ
= ϕ(rα) ◦opσ ϕ(rβ).
Com isso e pela Z-linearidade (F -linearidade) de ϕ, obtemos que ϕ(rr′) = ϕ(r) ◦opσ ϕ(r′).
Logo, ϕ é um isomorﬁsmo de ordem 2 de anéis (F -álgebras) graduados de grau neutro.
Reciprocamente, seja ϕ : R −→ Ropσ um isomorﬁsmo de ordem 2 de anéis (F -álgebras)
graduados de grau neutro. Deﬁna
∗σ : R −→ R
r 7−→ r∗σ = ϕ(r).
Como ϕ é um isomorﬁsmo de ordem 2 de anéis (F -álgebras) graduados de grau neutro,
segue que ∗σ é Z-linear (F -linear) de ordem 2. Além disso, para todos rα ∈ Rα, rβ ∈ Rβ
com α, β ∈ G, temos que
(rαrβ)
∗σ = ϕ(rαrβ)
= ϕ(rα) ◦opσ ϕ(rβ)
= σ(α, β)ϕ(rβ)ϕ(rα)
= σ(α, β)r∗σβ r
∗σ
α .
Logo, ∗σ é uma σ-involução em R.
Observação 3.3.5. Se D = D0 é um anel (F -álgebra) de divisão munido de uma invo-
lução ¯ , então Mk(D) possui uma involução ˜ , dada por a˜ = a¯t, onde t é a involução
transposta em Mk(D).
A proposição a seguir é um resultado análogo ao Teorema 2.3.2, cuja demonstração
encontra-se em [[18], Theorem 4.2]. Isso também apresenta exemplos de σ-involuções no
anel de matrizes Z3-graduado Mk(D).
Recordemos que quando um 2-cociclo σ é anti-simétrico e assume valores apenas 1 ou
−1, então σ é também simétrico, ou seja, σ(α, β) = σ(β, α) para quaisquer α, β ∈ G.
Neste caso, σ(α, β)2 = 1 para todos α, β ∈ G.
Proposição 3.3.6. Sejam D = D0 um anel de divisão munido de uma involução ¯ e
σ : Z3 × Z3 −→ {−1, 1} um 2-cociclo anti-simétrico.

































σ(1, 2)σ(0, 0)c¯y˜ σ(0, 0)f˜
)
(3.26)
é uma σ-involução em A, em que ˜ é a involução a˜ = a¯t em Mp(D) e c ∈ Z(D) é
tal que cc¯ = 1.
b) Considere B = Mp+q+p(D), p, q > 0, com a Z3-graduação dada por
B0 =

 x 0 00 y 0
0 0 z




 0 0 ca 0 0
0 b 0




 0 x 00 0 y
z 0 0
 | y ∈Mq×p(D), x ∈Mp×q(D), z ∈Mp(D)
 .
Então, ∗σ é uma σ-involução em B pondo f x ca g y
z b h
∗σ =
 σ(0, 0)h˜ αy˜ βc˜τ b˜ σ(0, 0)g˜ γx˜
ωz˜ ηa˜ σ(0, 0)f˜
 , (3.27)
onde ˜ é a involução a˜ = a¯t em Mp(D) e Mq(D), α, β, τ, η, ω, γ ∈ Z(D) são tais que
βτ = σ(1, 1)γ, βη = σ(1, 1)α, ητ = σ(1, 1)ω,
αγ = σ(2, 2)β, γω = σ(2, 2)τ, ωα = σ(2, 2)η,
σ(1, 2)βω = σ(1, 2)τα = σ(2, 1)ηγ = σ(0, 0)



















σ(0, 0)σ(0, 0) ˜˜f c(c¯˜˜x)














Observe que para quaisquer A,B ∈ A1, C,D ∈ A2, tem-se
(AB)∗σ = 0
= σ(1, 1)B∗σA∗σ ,
(CD)∗σ = 0









































σ(1, 2)σ(0, 0)cc¯b˜a˜ 0
0 0
)




































0 σ(1, 2)σ(0, 0)c¯ca˜b˜
)






Como σ(1, 2) = σ(2, 1), temos que (AC)∗σ = σ(1, 2)C∗σA∗σ e (CA)∗σ =
























































Relembramos que σ(0, 0) = σ(0, 1) = σ(1, 0) = σ(0, 2) = σ(2, 0). Com isso, temos




















































= σ(0, 0)D∗σE∗σ .
Logo, ∗σ é uma σ-involução em A.
b) Dado
 f x ca g y
z b h
 ∈Mp+q+p(D), temos
 f x ca g y
z b h
∗σ∗σ =
 σ(0, 0)h˜ αy˜ βc˜τ b˜ σ(0, 0)g˜ γx˜





τ η˜a˜ σ(0, 0)2 ˜˜g γα˜y˜
ωω˜z˜ ητ˜ b˜ σ(0, 0)2˜˜h

=





αγ¯ = γα¯ = ββ¯ = ητ¯ = τ η¯ = ωω¯ = 1,
temos que  f x ca g y
z b h
∗σ∗σ =




 0 0 ca 0 0
0 b 0
 e
 0 0 zx 0 0
0 y 0
 duas matrizes em A1, então

 0 0 ca 0 0
0 b 0





 0 cy 00 0 az
bx 0 0
∗σ =





 0 0 βz˜τ y˜ 0 0
0 ηx˜ 0
 0 0 βc˜τ b˜ 0 0
0 ηa˜ 0
 = σ(1, 1)
 0 βηz˜a˜ 00 0 τβy˜c˜
ητ x˜b˜ 0 0
 .
Como βη = σ(1, 1)α, τβ = σ(1, 1)γ e ητ = σ(1, 1)ω, segue que (XY )∗σ =
σ(1, 1)Y ∗σX∗σ para quaisquer X, Y ∈ A1. Além disso,
 0 a 00 0 b
c 0 0





 0 0 azbx 0 0
0 cy 0
∗σ =
 0 0 βz˜a˜τ y˜c˜ 0 0
0 ηx˜b˜ 0

e  0 y 00 0 z
x 0 0
∗σ  0 a 00 0 b
c 0 0
∗σ =
 0 αz˜ 00 0 γy˜
ωx˜ 0 0




 0 0 αγz˜a˜γωy˜c˜ 0 0
0 0 ωαx˜b˜
 .
Pelas igualdades αγ = σ(2, 2)β, γω = σ(2, 2)τ e ωα = σ(2, 2)η, temos (AB)∗σ =
σ(2, 2)B∗σA∗σ para quaisquer A,B ∈ A2.
Sejam X =
 0 0 ca 0 0
0 b 0
 ∈ A1 e A =
 0 y 00 0 z
x 0 0
 ∈ A2. Então,
(XA)∗σ =
 cx 0 00 ay 0
0 0 bz
∗σ =
 σ(0, 0)z˜b˜ 0 00 σ(0, 0)y˜a˜ 0
0 0 σ(0, 0)x˜c˜

= σ(1, 2)




 0 αz˜ 00 0 γy˜
ωx˜ 0 0







 ya 0 00 zb 0
0 0 xc
∗σ =
 σ(0, 0)c˜y˜ 0 00 σ(0, 0)b˜z˜ 0
0 0 σ(0, 0)a˜x˜

= σ(1, 2)
 0 0 βc˜τ b˜ 0 0
0 ηa˜ 0
 0 αz˜ 00 0 γy˜
ωx˜ 0 0

= σ(2, 1)X∗σA∗σ .
Relembramos que σ(2, 1) = σ(1, 2), βω = τα = σ(0, 0)σ(2, 1) e ηγ = σ(1, 2)σ(0, 0).
De forma similar, para quaisquer Z =
 l 0 00 m 0
0 0 n
 , P =





 f 0 00 g 0
0 0 h








 σ(0, 0)n˜h˜ 0 00 σ(0, 0)m˜g˜ 0
0 0 σ(0, 0)l˜f˜

= σ(0, 0)3
 n˜ 0 00 m˜ 0
0 0 l˜
 h˜ 0 00 g˜ 0
0 0 f˜

= σ(0, 0)Z∗σP ∗σ ,
(ZP )∗σ =
 l 0 00 m 0
0 0 n








 σ(0, 0)h˜n˜ 0 00 σ(0, 0)g˜m˜ 0
0 0 σ(0, 0)f˜ l˜

= σ(0, 0)3
 h˜ 0 00 g˜ 0
0 0 f˜
 n˜ 0 00 m˜ 0
0 0 l˜

= σ(0, 0)P ∗σZ∗σ ,
(PX)∗σ =









 0 0 σ(0, 0)βc˜f˜σ(0, 0)τ b˜h˜ 0 0
0 σ(0, 0)ηa˜g˜ 0

= σ(0, 1)
 0 0 βc˜τ b˜ 0 0
0 ηa˜ 0
 σ(0, 0)h˜ 0 00 σ(0, 0)g˜ 0
0 0 σ(0, 0)f˜

= σ(0, 1)X∗σP ∗σ
(XP )∗σ =




 0 0 βh˜c˜τ g˜b˜ 0 0
0 ηf˜ a˜ 0

= σ(1, 0)
 0 0 σ(0, 0)βh˜c˜f˜σ(0, 0)τ g˜b˜ 0 0
0 σ(0, 0)ηf˜ a˜ 0

= σ(1, 0)
 σ(0, 0)h˜ 0 00 σ(0, 0)g˜ 0
0 0 σ(0, 0)f˜
 0 0 βc˜τ b˜ 0 0
0 ηa˜ 0

= σ(1, 0)P ∗σX∗σ
(AP )∗σ =




 0 αh˜z˜ 00 0 γg˜y˜
ωf˜ x˜ 0 0

= σ(2, 0)
 σ(0, 0)h˜ 0 00 σ(0, 0)g˜ 0
0 0 σ(0, 0)f˜
 0 αz˜ 00 0 γy˜
ωx˜ 0 0

= σ(2, 0)P ∗σA∗σ
(PA)∗σ =








 0 αz˜ 00 0 γy˜
ωx˜ 0 0
 σ(0, 0)h˜ 0 00 σ(0, 0)g˜ 0
0 0 σ(0, 0)f˜

= σ(2, 0)A∗σP ∗σ .
Portanto, ∗σ é uma σ-involução em A.
Além dos 2-cociclos triviais, o Exemplo 3.1.1 apresenta dois exemplos de 2-cociclos
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para os quais a proposição anterior vale.
Deﬁnição 3.3.5. Seja ∗σ uma σ-involução na F -álgebra (anel) G-graduada A. Dizemos
que A é ∗σ-simples se A não possui ideais bilaterais graduados invariantes pela ação de
∗σ.
Qualquer F -álgebra graduada simples com ∗σ-involução é ∗σ-simples. Em particular,
a Proposição 3.3.6 apresenta dois exemplos de F -álgebras ∗σ-simples.
3.4 Anéis Graduados Primitivos e Pares de Espaços
Duais Graduados com Torção
Encerramos este capítulo com o nosso primeiro teorema, que é uma versão análoga
aos Teorema 2.2.1 e Teorema 2.4.1. Esse resultado é uma caracterização de anéis
graduados primitivos à direita. Para tanto, pedimos que σ seja um 2-cociclo anti-simétrico
que satisfaça σ(α,−α)2 = 1 para todo α ∈ G.
Lema 3.4.1. Sejam R um anel G-graduado primitivo à direita, e0 ∈ R0 um idempotente
minimal tal que V = e0R é um ideal à direita minimal e e0Re0 = D é um anel graduado
de divisão. Então, a aplicação
ϕ : R −→ EndgrD (V )
r 7−→ Rr,
onde
Rr : V −→ V
v 7−→ (v)Rr = vr,
é um monomorﬁsmo de anéis graduados.
Demonstração. Pelo Lema 1.5.13, D = e0Re0 é um anel graduado de divisão e V = e0R
é um D-espaço vetorial à esquerda graduado. Fixe um elemento r ∈ R e deﬁna
Rr : V −→ V
v 7−→ (v)Rr = vr.
Dados v, v′ ∈ V, d ∈ D, temos
(v + v′)Rr = (v + v′)r
= vr + v′r






Note que para todos
∑
α∈G










ou seja, Rr =
∑
α∈G
Rrα . Em particular, se r = rα é homogêneo de grau α, temos
(vβ)Rrα = vβrα ∈ Vβ+α
(dδvβ)Rrα = dδvβrα ∈ Vδ+β+α
para quaisquer dδ ∈ Dδ, vβ ∈ Vβ e δ, β ∈ G. Assim, Rrα ∈ EndD(V )α. Logo, Rr ∈
EndgrD (V ).
Considere a aplicação
ϕ : R −→ EndgrD (V )
r 7−→ Rr.
Dados r, r′ ∈ R, v ∈ V ,
(v)Rr+r′ = v(r + r
′)
= vr + vr′






ou seja, ϕ(r + r′) = ϕ(r) + ϕ(r′) e ϕ(rr′) = ϕ(r)ϕ(r′). Assim, ϕ é um homomorﬁsmos
de anéis. Como vimos acima, para quaisquer rα ∈ Rα e α ∈ V , temos ϕ(rα) = Rrα ∈
EndgrD (V )α. Logo, ϕ é um homomorﬁsmo graduado de anéis graduados de grau 0.
Observe que Ker(ϕ) = {r ∈ R | V r = 0} = AnnrR(V ) é um ideal bilateral graduado
de R. Suponha, por contradição, que AnnrR(V ) 6= (0), então existe 0 6= rα ∈ AnnrR(V )α
para algum α ∈ G. Daí, 0 = V rα = e0Rrα. Por outro lado, como R é um anel graduado
primitivo à direita, pelo Lema 1.5.7, R é um anel graduado primo, assim, pelo Lema
1.5.3, e0Rrα 6= (0), já que e0 e rα são não nulos. Logo, Ker(ϕ) = AnnrR(V ) = (0).
Com isso, R é isomorfo a Img(ϕ). Assim, podemos ver R como um subanel graduado de
EndgrD (V ).
Teorema 3.4.2. Se R é um anel (F -álgebra) G-graduado primitivo à direita com um
ideal à direita graduado minimal e σ é um 2-cociclo anti-simétrico tal que σ(α,−α)2 = 1
para todo α ∈ G, então existe um par de espaços duais com torção DV e WD tal que
FgrσW (V ) ⊆ R ⊆ LgrσW (V ),
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onde D é um anel G-graduado de divisão. Reciprocamente, dado um par de espaços duais
com torção V e W sobre um anel G-graduado de divisão D, qualquer anel G-graduado R
satisfazendo
FgrσW (V ) ⊆ R ⊆ LgrσW (V )
é graduado primitivo à direita, R contém um ideal à direita graduado minimal. Além
disso, FgrσW (V ) é o único ideal graduado minimal de R.
Demonstração. Seja I um ideal à direita graduado minimal de R. Pelo Lema 1.5.13,
existe um elemento idempotente minimal e0 ∈ I0 tal que D = e0Re0 é um anel graduado
de divisão, V = e0R = I é um D-espaço vetorial à esquerda graduado e W = Re0 é
um D-espaço vetorial à direita graduado. Observe ainda que V é um R-módulo à direita
graduado e W é um R-módulo à esquerda graduado. Se v ∈ V e w ∈ W , então existem
r, r′ ∈ R tais que v = e0r e w = r′e0. Deﬁna
〈−,−〉0 : V ×W −→ D
(v, w) 7−→ 〈v, w〉0 = e0rr′e0 .
Em particular, se v = vα ∈ Vα e w = wβ ∈ Wβ, então 〈vα, wβ〉0 = e0rαrβe0, onde
rα ∈ Rα, rβ ∈ Rβ, α, β ∈ G e vα = e0rα, wβ = rβe0. É relativamente fácil veriﬁcar que
〈−,−〉0 é um par bilinear. Resta mostrar que 〈−,−〉0 é não degenerado. Com efeito, pelo
Lema 1.5.7, R é um anel graduado primo, assim, pelo Lema 1.5.3, aαRbβ 6= (0) se
aα, bβ são não nulos. Com isso,
〈vα,W 〉0 = 0⇒ e0rαRe0 = 0⇒ vα = e0rα = 0,
pois e0 6= 0. De maneira análoga, temos
〈V,wβ〉0 = 0⇒ wβ = 0.
Portanto, V e W são um par de espaços duais com torção sobre D associado a 〈−,−〉0.
Agora, vamos mostrar que FgrσW (V ) ⊆ R ⊆ LgrσW (V ). Fixe um elemento rα ∈ Rα e
deﬁna
Rrα : V −→ V
v 7−→ (v)Rrα = vrα.
Aﬁrmamos que Rrα ∈ LgrσW (V ) para todo α ∈ G. Pelo Lema 3.4.1, Rrα ∈ EndD(V )α.
Seja
Lrα : W −→ W







wγ. Vamos mostrar que Lrα é a σ-adjunta de Rrα associada a 〈−,−〉0. Re-
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w′γ ∈ W e d ∈ Dopσ , temos


































































σ(γ, α)σ(β, α + γ)rαwγdβ.
Como σ(γ, α)σ(β, α + γ) = σ(β + γ, α)σ(β, γ), temos que (dv)Lrα = d(w)Lrα . Para
quaisquer dβ ∈ Dβ, wγ ∈ Wγ, β, γ ∈ G, temos
(dβwγ)Lrα = σ(β + γ, α)σ(β, γ)rαwγdβ ∈ Wα+β+γ.
Logo, Lrα ∈ EndDopσ (W )α. Dados vβ = e0rβ ∈ Vβ, wγ = rγe0 ∈ Wγ, temos
〈vβRrα , wγ〉0 = 〈vβrα, wγ〉0
= e0rβrαrγe0,
〈vβ, wγLrα〉0 = 〈vβ, σ(γ, α)rαwγ〉0
= σ(γ, α)〈vβ, rαwγ〉0
= σ(γ, α)e0rβrαrγe0
para todo β, γ, α ∈ G e rβ ∈ Rβ, rγ ∈ Rγ. Como σ é anti-simétrico, temos que
〈vβRrα , wγ〉0 = σ(α, γ)〈vβ, wγLrα〉0.
Logo, Rrα ∈ LgrσW (V )α para todo α ∈ G. Note que para todos
∑
α∈G












ou seja, Rr =
∑
α∈G
Rrα . Como LgrσW (V ) é um anel graduado e Rrα ∈ LgrσW (V )α para
todos rα ∈ Rα, α ∈ G, temos que Rr ∈ LgrσW (V ) para todo r ∈ R. Isso mostra que
Im(ϕ) ⊆ LgrσW (V ), onde ϕ é dada no Lema 3.4.1. Como ϕ é injetiva, R é isomorfo a
Img(ϕ) que é um subanel graduado de LgrσW (V ). Dessa forma, podemos ver R como um
subanel de LgrσW (V ) via o homomorﬁsmo ϕ. Portanto, R ⊆ LgrσW (V ).
Seja bβ ∈ FgrσW (V ) de posto 1. Pelo Lema 3.2.9, existem uγ ∈ Vγ e wβ−γ ∈ Wβ−γ tais
que bβ é da forma
bβ : V −→ V
vα 7−→ 〈vα,wβ−γ〉0uγ.
Observe ainda que uγ = e0rγ e wβ−γ = cβ−γe0 para alguns rγ ∈ Rγ e cβ−γ ∈ Rβ−γ. Daí,





para qualquer vα ∈ Vα e todo α ∈ G. Isso signiﬁca que bβ = Rcβ−γe0rγ , ou seja, bβ ∈
Img(ϕ). Como Img(ϕ) é um subanel graduado, temos que Img(ϕ) contém todas as
somas de elementos homogêneos de posto 1. Assim, aplicando o Lema 3.2.10, FgrσW (V ) ⊆
Img(ϕ). Logo, podemos ver FgrσW (V ) como um subanel de R via ϕ−1 : Img(ϕ) −→ R.
Portanto, FgrσW (V ) ⊆ R.
Reciprocamente, estamos nas hipóteses do Corolário 3.2.12 e, assim, R é um anel
graduado primitivo à direita. Agora, ﬁxe um elemento homogêneo não nulo u0 ∈ V0 e
considere, para cada α ∈ G, o conjunto






é um ideal à esquerda graduado de R. Pelo Lema 3.2.8, M é não nulo. Aﬁrmamos que
M é minimal. De fato, para um elemento ﬁxo 0 6= yβ−ν ∈ Wβ−ν , tome o seguinte elemento
bβ ∈ EndD(V )β de posto 1
bβ : DV −→ DV
v 7−→ 〈v,yβ−ν〉νu0.
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Note que bβ ∈ Mβ ⊆ FgrσW (V ) ⊆ R e, pela demonstração do Lema 3.2.8, sua σ-adjunta
b∗σβ é dada por








wδ ∈ W. Vamos mostrar que qualquer elemento homogêneo em Mα é a
multiplicação à direita por bβ. Seja aα ∈Mα. Observamos que Mα ⊆ FgrσW (V ) ⊆ R. Pelo
Lema 3.2.6, existe w−ν ∈ W−ν tal que 〈u0,w−ν〉ν = 1. Daí, para todos γ ∈ G, vγ ∈ Vγ




vγbβ = σ(β,−ν)〈vγ,w−νb∗σβ 〉νu0.
Novamente, como bβ 6= 0, então w−νb∗σβ 6= 0. Assim, pelo Lema 3.2.7, podemos escolher
x−β ∈ V−β tal que
σ(β,−ν)〈x−β,w−νb∗σβ 〉ν = 〈x−β, σ(β,−ν)w−νb∗σβ 〉ν = 1.
Deﬁna





Pelo Lema 3.2.8, cα−β ∈ FgrσW (V ). Assim, temos
vγcα−βbβ = σ(β,−ν)〈vγcα−β,w−νb∗σβ 〉νu0
= σ(β,−ν)〈σ(α,−ν)〈vγ,w−νa∗σα 〉νx−β,w−νb∗σβ 〉νu0
= σ(α,−ν)σ(β,−ν)〈vγ,w−νa∗σα 〉ν〈x−β,w−νb∗σβ 〉νu0
= σ(α,−ν)〈vγ,w−νa∗σα 〉νu0
= vγaα
para todos vγ ∈ Vγ e γ ∈ G. Em outras palavras, qualquer aα ∈Mα é da forma aα = cα−βbβ
para algum cα−β ∈ FgrσW (V )α−β ⊆ Rα−β, ou seja, M = Rbβ, onde bβ é de posto 1.
Suponha que (0) 6= M ′ ⊆ M seja um ideal à esquerda graduado de R. Seja 0 6= aα ∈
M ′α ⊆Mα. Então,
vγaα = σ(α,−ν)〈vγ,w−νa∗σα 〉νu0.
Como aα 6= 0, temos que w−νa∗σα . Assim, pelo Lema 3.2.7, existe u−α ∈ V−α tal que
σ(α,−ν)〈u−α,w−νa∗σα 〉ν = 1. Daí,
u−αaα = σ(α,−ν)〈u−α,w−νa∗σα 〉νu0 = u0.
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Deﬁna
tβ−α : DV −→ DV
v 7−→ 〈v,yβ−ν〉νu−α.
Pelo Lema 3.2.8, tβ−α ∈ FgrσW (V ) e tβ−α 6= (0). Temos ainda
(vτ )tβ−αaα = σ(α,−ν)〈(vτ )tβ−α,w−νa∗σα 〉νu0
= σ(α,−ν)〈vτ ,yβ−ν〉ν〈u−α,w−νa∗σα 〉νu0
= 〈vτ ,yβ−ν〉ν(σ(α,−ν)〈u−α,w−νa∗σα 〉νu0)
= 〈vτ ,yβ−ν〉νu0
= (vτ )bβ
para todos vτ ∈ Vτ e τ ∈ G. Logo, tβ−αaα = bβ. ComoM ′ é um ideal à esquerda graduado
de R, temos que bβ ∈M ′β. Assim, como M ′ contém o gerador de M , temos que M ′ = M.
Portanto, M é um ideal à esquerda graduado minimal de R. Logo, pelo Lema 1.5.13,
R contém um ideal à direita graduado minimal.
Seja I um ideal graduado não nulo de R. Como R é um anel graduado primitivo
à direita e, portanto, R é um anel graduado primo, temos que AnnrR(I) = (0). De
fato, IAnnrR(I) = (0) e I, Ann
r
R(I) são ideais bilaterais graduados de R. Para qualquer
0 6= bβ ∈ FgrσW (V )β de posto 1, temos Ibβ 6= (0), caso contrário bβ ∈ AnnrR(I). Assim,
existe dγ ∈ Iγ tal que 0 6= dγbβ ∈ Iγ+β. Além disso, dγbβ é de posto 1. Pelo Lema 3.2.9,
existem elementos homogêneos não nulos wβ−τ−ν ∈ Wβ−τ−ν e uτ ∈ Vτ tais que
bβ = 〈−,wβ−τ−ν〉νuτ : V −→ V
v 7−→ (v)bβ = 〈v,wβ−τ−ν〉νuτ .
Observe que para quaisquer vµ ∈ Vµ e µ ∈ G, temos
(vµ)dγbβ = 〈vµdγ,wβ−τ−ν〉νuτ = σ(γ, β − τ − ν)〈vµ,wβ−τ−νd∗σγ 〉νuτ .
Como dγbβ 6= 0, temos que wβ−τ−νd∗σγ 6= 0. Pelo Lema 3.2.7, existe u−β+τ−γ ∈ V−β+τ−γ
tal que
σ(γ, β − τ − ν)〈u−β+τ−γ,wβ−τ−νd∗σγ 〉ν = 1.
Seja
r−γ = 〈−,wβ−τ−ν〉νu−β+τ−γ : V −→ V
v 7−→ (v)r−γ = 〈v,wβ−τ−ν〉νu−β+τ−γ.
Pelo Lema 3.2.8, r−γ ∈ FgrσW (V ) ⊆ R. Além disso, para quaisquer vµ ∈ Vµ e µ ∈ G,
temos
(((vµ)r−γ)dγ)bβ = 〈((vµ)r−γ)dγ,wβ−τ−ν〉νuτ
= σ(γ, β − τ − ν)〈vµr−γ,wβ−τ−νd∗σγ 〉νuτ
= 〈vµ,wβ−τ−ν〉νσ(γ, β − τ − ν)〈u−β−τ−γ,wβ−τ−νd∗σγ 〉νuτ
= 〈vµ,wβ−τ−ν〉νuτ
= vµbβ.
Como I é um ideal bilateral graduado de R, segue que bβ ∈ I. Logo, I contém todos os
elementos de posto 1 e, portanto, FgrσW (V ) ⊆ I.
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Teorema 3.4.3. Sejam V e W um par de espaços duais com torção associados a um par
bilinear 〈−,−〉ν sobre um anel graduado de divisão D. Suponha que σ seja um 2-cociclo
anti-simétrico tal que σ(α,−α)2 = 1. Então, a aplicação
∗σ : LgrσW (V ) −→ LgrσV (W )
a 7−→ a∗σ
é um σ-anti-isomorﬁsmo.
Demonstração. Seja a ∈ LgrσW (V ). Vimos que a possui σ-adjunta a∗σ = b ∈ EndgrDop(W )
se, e somente se, a = b>σ é σ-coadjunta de a∗σ = b. Com isso obtemos que a∗σ ∈ LgrσV (W )
e ∗σ é sobrejetiva. Além disso, pela deﬁnição de σ-adjunta e σ-coadjunta, ∗σ é homogênea
de grau 0.
Para quaisquer rβ, r′β ∈ LgrσW (V )β, rγ ∈ LgrσW (V )γ, vα ∈ Vα, wτ ∈ Wτ e α, β, τ, γ ∈ G,
temos:
•
σ(β, τ)〈vα, wτ (r∗σβ + r′β∗σ)〉ν = σ(β, τ)〈vα, wτr∗σβ + wτr′β∗σ〉ν
= σ(β, τ)〈vα, wτr∗σβ 〉ν + σ(β, τ)〈vα, wτr′β∗σ〉ν
= 〈vαrβ, wτ 〉ν + 〈vαr′β, wτ 〉ν
= 〈vα(rβ + r′β), wτ 〉ν
= σ(β, τ)〈vα, wτ (rβ + r′β)∗σ〉ν .
Logo, ∗σ é aditiva, pois 〈−,−〉ν é não degenerado.
•
σ(β + γ, τ)σ(β, γ)〈vα, wτr∗σγ r∗σβ 〉ν = σ(γ, τ)σ(β, τ + γ)〈vα, wτr∗σγ r∗σβ 〉ν
= σ(γ, τ)〈vαrβ, wτr∗σγ 〉ν
= 〈(vαrβ)rγ, wτ 〉ν
= 〈vα(rβrγ), wτ 〉ν
= σ(β + γ, τ)〈vα, wτ (rβrγ)∗σ〉ν .
Como 〈−,−〉ν é não degenerado, temos (rβrγ)∗σ = σ(β, γ)r∗σγ r∗σβ .
Agora, vamos mostrar que Ker(∗σ) = (0). Pelo Lema 3.3.2, Ker(∗σ) é um ideal
graduado de LgrσW (V ). Assim, podemos considerar apenas elementos homogêneos de
Ker(∗σ). Se aα ∈ Ker(∗σ), então para todo w ∈ W , temos wa∗σα = 0. Daí, para to-
dos v ∈ V,wβ ∈ Wβ e β ∈ G,
0 = σ(α, β)〈v, wβa∗σα 〉ν = 〈vaα, wβ〉ν .
Como 〈−,−〉ν é não degenerado, temos que vaα = 0 para todo v ∈ V . Daí, aα = 0 para
qualquer que seja α ∈ G. Logo, Ker(∗σ) = (0).
Para cada a ∈ LgrσW (V ), temos que a∗σ>σ = a. Logo, ∗σ é um σ-anti-isomorﬁsmo e
>σ = ∗−1σ .
Capítulo 4
Anéis Graduados Primitivos com
σ-involuções e Formas Sesquilineares
-hermitianas Graduadas
Neste capítulo, iremos caracterizar σ-involuções em anéis graduados primitivos à di-
reita com um ideal à direita graduado minimal em termos de formas sesquilineares -
hermitianas graduadas com torção, a saber, formas sesquilineares hermitianas graduadas
e formas sesquilineares anti-hermitianas graduadas. Apresentaremos também algumas
consequências do teorema principal. Em todo capítulo, os anéis G-graduados e F -álgebras
G-graduadas são, ambos de característica diferente de 2, G denota um grupo de ordem p,
onde p é um número primo, e relembramos que σ é um 2-cociclo anti-simétrico em G tal
que σ(α,−α) ∈ {−1, 1}, σ(0, α) = σ(α, 0) = σ(0, 0) ∈ {−1, 1} para qualquer α ∈ G.
4.1 Forma Sesquilinear Graduada com Torção
Nesta seção, deﬁniremos formas sesquilineares -hermitianas e obteremos resultados
similares aos encontrados na Seção 3.2. A ﬁm de cumprir nosso objetivo, procederemos
para deﬁnir este tipo de forma que será relevante para o teorema principal.
Deﬁnição 4.1.1. Sejam D uma F -álgebra (anel) G-graduada de divisão com uma σ-
involução ¯ e V um D-espaço vetorial à esquerda G-graduado. Uma aplicação bi-aditiva
de D-espaços vetoriais à esquerda (−,−)ν : V × V −→ D é chamada forma sesquilinear
graduada de grau ν se são válidas as seguintes propriedades, para quaisquer vβ ∈ Vβ, wδ ∈
Vδ, dγ ∈ Dγ e β, δ, γ ∈ G :
a) (vβ, wδ)ν ∈ Dβ+δ+ν ;
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b) (dγvβ, wδ)ν = dγ(vβ, wδ)ν ;
c) (vβ, dγwδ)ν = σ(γ, δ)(vβ, wδ)ν d¯γ.
Neste caso, dizemos que V × V é um par sesquilinear à esquerda com torção.
Uma forma sesquilinear graduada de grau ν é não degenerada se
(vα, V )ν = {0} implica vα = 0 e (V,wβ )ν = {0} implica wβ = 0. (4.1)
Novamente,
(v, 0)ν = (0, w)ν = 0 e (−v, w)ν = (v,−w)ν = −(v, w)ν
para quaisquer v, w ∈ V .
Suponha que ¯ seja uma σ-involução na F -álgebra (anel) graduada de divisão D.
Pela Proposição 3.3.1, 1¯ = σ(0, 0)1 e (−1) = σ(0, 0)(−1). Pela Proposição 1.1.1,
−1, 1 ∈ D0. Assim, {−1, 1, 1¯,−1} ⊆ Z(D) ∩ D0, onde Z(D) é o centro de D.
Com isso, se D é uma F -álgebra (anel) graduada de divisão munida com uma σ-
involução ¯, existe  ∈ Z(D) ∩ D0 tal que
¯ = σ(0, 0)1D = 1Dopσ . (4.2)
Por exemplo, 1D e −1D satisfazem essas condições.
Considere  ∈ Z(D) ∩ D0 tal que  satisfaz (4.2), nestas condições, temos a seguinte
deﬁnição.
Deﬁnição 4.1.2. Dizemos que uma forma sesquilinear (−,−)ν : V × V −→ D de grau ν
é uma forma sesquilinear -hermitiana graduada se
(vα, wβ)ν = σ(α, β)(wβ, vα)ν (4.3)
para todos vα ∈ Vα, wβ ∈ Vβ e α, β ∈ G. Quando  = 1 ( = −1), dizemos que (−,−)ν é
uma forma sesquilinear hermitiana (anti-hermitiana) graduada.
Observamos que (wβ, vα)ν = σ(0, 0)¯σ(β, α)(vα, wβ) e ¯ é o inverso para  em Dopσ .
Lema 4.1.1. Seja (−,−)ν : V ×V −→ D uma forma sesquilinear -hermitiana graduada.
Então, (vα, V )ν = 0 se, e somente se, (V, vα)ν = 0 para qualquer vα ∈ Vα e α ∈ G.
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Demonstração. De fato, para quaisquer wβ ∈ Vβ e β ∈ G
0 = (vα, wβ)⇔ 0 = σ(α, β)(wβ, vα)ν .
Como D é um anel graduado de divisão e σ(α, β) 6= 0, temos que 0 = (wβ, vα)ν . Como ¯
tem ordem 2, segue que 0 = (wβ, vα)ν = (wβ, vα)ν para todos wβ ∈ Vβ, β ∈ G.
Deﬁnição 4.1.3. Sejam D uma F -álgebra (anel) G-graduada de divisão com uma σ-
involução ¯ e V × V um par sesquilinear à esquerda com torção associado a (−,−)ν
sobre D. Um elemento a?σα ∈ EndD(V )α chama-se σ-adjunta de um elemento homogêneo
aα ∈ EndD(V )α quando
(vβaα, wδ)ν = σ(α, δ)(vβ, wδa
?σ
α )ν (4.4)
para todos vβ ∈ Vβ e wδ ∈ Vδ.
Deﬁnição 4.1.4. Sejam D uma F -álgebra (anel) G-graduada de divisão com uma σ-
involução ¯ e V ×V um par sesquilinear à esquerda com torção associado a (−,−)ν sobre
D. Um elemento bFσα ∈ EndD(V )α chama-se σ-coadjunta de um elemento homogêneo
bα ∈ EndD(V )α quando
(vβb
Fσ
α , wδ)ν = σ(α, δ)(vβ, wδbα)ν (4.5)
para todos vβ ∈ Vβ e wδ ∈ Wδ.
Mais uma vez, destacamos que bFσα é a σ-coadjunta de bα se, e somente se, bα é a
σ-adjunta de bFσα .
Seja (−,−)ν uma forma sesquilinear graduada. Para cada α ∈ G, considere:





















Estes objetos são análogos aos deﬁnidos na Seção 3.2 e, como já era de se esperar,
possuem as mesmas propriedades. A demonstração do resultado abaixo é similar ao
Lema 3.2.2 e ao Lema 3.2.3.
Lema 4.1.2. Sejam D uma F -álgebra (anel) G-graduada de divisão com uma σ-involução
¯ e V ×V um par sesquilinear à esquerda com torção associado a (−,−)ν sobre D. Então:
a) LgrσV e LFσV são subanéis graduados do anel graduado EndgrD (V );
b) FgrσV é um ideal graduado de LgrσV e FFσV é um ideal graduado de LFσV .
Dizemos que um elemento a ∈ EndgrD (V ) é de posto n se dimD(V a) = n.
Proposição 4.1.3. Sejam D uma F -álgebra (anel) G-graduada de divisão com uma σ-
involução ¯ e V um D-espaço vetorial à esquerda G-graduado. Seja (−,−)0 : V ×V −→ D
uma aplicação bi-aditiva de grau 0 de D-espaços vetoriais à esquerda que satisfaz:
a) (vβ, wδ)0 ∈ Dβ+δ;
b) (dγvβ, wδ)0 = dγ(vβ, wδ)0;
c) (vβ, wδ)0 = σ(β, δ)(wδ, vβ)0
para quaisquer vβ ∈ Vβ, wδ ∈ Vδ, dγ ∈ Dγ, β, δ, γ ∈ G, onde  ∈ Z(D) ∩ D0 está ﬁxado e
satisfaz ¯ = σ(0, 0)1D. Então, (−,−)0 satisfaz (vβ, dγwδ)0 = σ(γ, δ)(vβ, wδ)0d¯γ.
Demonstração. De fato, dados vβ ∈ Vβ, wδ ∈ Vδ, dγ ∈ Dγ e β, γ, δ ∈ G, temos que
(dγwδ, vβ)0 = dγ(wδ, vβ)0
= σ(γ, δ + β)(wδ, vβ)0d¯γ
= σ(γ, δ + β)σ(0, 0)¯σ(δ, β)(vβ, wδ)0d¯γ
= σ(0, 0)¯σ(γ + δ, β)σ(γ, δ)(vβ, wδ)0d¯γ.
Por outro lado,
(dγwδ, vβ)0 = σ(0, 0)¯σ(γ + δ, β)(vβ, dγwδ)0.
Logo, (vβ, dγwδ)0 = σ(γ, δ)(vβ, wδ)0d¯γ. Dessa maneira, concluímos a demonstração.
Seja D = D0 um anel (F -álgebra) de divisão com graduação trivial. Observamos que
D admite uma σ-involução ¯ se ¯ é uma aplicação aditiva (F -linear) de ordem 2 tal que
dd′ = σ(0, 0)d¯′d¯ para todos d, d′ ∈ D.
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Proposição 4.1.4. Seja D = D0 uma F -álgebra (anel) de divisão com graduação trivial
e uma σ-involução ¯ . Sejam V um D-espaço vetorial à esquerda G-graduado e (−,−)ν :
V × V −→ D uma aplicação bi-aditiva de D-espaços vetoriais à esquerda que satisfaz:
a) (vβ, wδ)ν ∈ Dβ+δ+ν ;
b) (dγvβ, wδ)ν = dγ(vβ, wδ)ν ;
c) (vβ, wδ)ν = σ(β, δ)(wδ, vβ)ν
para quaisquer vβ ∈ Vβ, wδ ∈ Vδ, dγ ∈ Dγ, β, δ, γ ∈ G, onde  ∈ Z(D) ∩ D0 está ﬁxado e
satisfaz ¯ = σ(0, 0)1D. Então, (−,−)ν satisfaz (vβ, dγwδ)ν = σ(γ, δ)(vβ, wδ)ν d¯γ.
Demonstração. Como D = D0, temos que (vβ, wδ)ν = (0) se β + δ 6= −ν. Assim, dados
vβ ∈ Vβ, wδ ∈ Vδ, d0 ∈ D0 e β, δ ∈ G, temos que
(vβ, d0wδ)ν = σ(β, 0 + δ)(d0wδ, vβ)ν
= σ(β, δ)d0(wδ, vβ)ν
= σ(β, δ)σ(0, δ + β + ν)(wδ, vβ)ν d¯0
= ¯σ(0, 0)σ(β, δ)σ(δ, β)σ(0, δ + β + ν)(vβ, wδ)ν d¯0
= σ(0, δ + β + ν)(vβ, wδ)ν d¯0
= σ(0, δ)(vβ, wδ)ν d¯0.
Se γ 6= 0, então dγ = 0. Com isso, (vβ, dγwδ)ν = 0 = σ(γ, δ)(vα, wδ)ν d¯γ. Assim, concluímos
a aﬁrmação.
Em outras palavras, nas condições dessas duas últimas proposições, as aplicações
(−,−)ν e (−,−)0 são formas sesquilineares -hermitianas graduadas.
Como mencionamos anteriormente, b?σβ ∈ EndgrD (V )β é a σ-adjunta de bβ ∈ EndgrD (V )β
se, e somente se, bβ é a σ-coadjunta de b
?σ
β .
Lema 4.1.5. Seja V × V um par sesquilinear à esquerda com torção associada a uma
forma sesquilinear -hermitiana não degenerada graduada (−,−)ν de grau ν sobre um anel
(F -álgebra) graduado de divisão D. Se b?σβ ∈ EndgrD (V )β é a σ-adjunta de bβ ∈ EndgrD (V )β,
então b?σβ possui uma σ-adjunta. Além disso, bβ é a σ-adjunta de b
?σ . Em particular, b?σ
é a σ-coadjunta de bβ e b
?σ?σ
β = bβ.
Demonstração. Dados vα ∈ Vα, wτ ∈ Vτ e α, τ ∈ G, temos que
(vαb
?σ
β , wτ )ν = σ(α + β, τ)(wτ , vαb
?σ
β )ν
= σ(α + β, τ)σ(α, β)(wτbβ, vα)ν
= ¯σ(0, 0)σ(α + β, τ)σ(α, β)σ(τ + β, α)(vα, wτbβ)ν
= σ(α + β, τ)σ(α, β)σ(τ + β, α)(vα, wτbβ)ν
= σ(α, β + τ)σ(τ + β, α)σ(β, τ)(vα, wτbβ)ν
= σ(β, τ)(vα, wτbβ)ν .
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Logo, bβ é a σ-adjunta de b?σ . Com isso, temos:
1) b?σβ possui σ-adjunta bβ;
2) bβ é a σ-coadjunta de b
?σ
β ;
3) bβ é a σ-adjunta de b?σ ;
4) b?σβ possui σ-coadjunta bβ.
Assim, ?σ =Fσ e bβ = b?σFσβ = b?σ?σβ , ou seja, ?σ tem ordem 2.
Como consequência do Lema 4.1.5, temos.
Corolário 4.1.6. LgrσV = LFσV e FgrσV = FFσV .
Apresentaremos resultados análogos aos Lema 3.2.6, Lema 3.2.8, Lema 3.2.10 e
Proposição 3.2.11. Os resultados abaixos são versões desses para forma sesquilinear
graduada.
Lema 4.1.7. Seja V × V um par sesquilinear à esquerda com torção não
degenerado associado a (−,−)ν sobre um anel (F -álgebra) graduado de divi-
são ∆. Se {v1α, . . . , vnαα , . . . , v1β, . . . , vnββ } é um conjunto de vetores homogêneos
de V linearmente independentes sobre ∆, então existem elementos homogêneos
w1−α−ν , . . . , w
nα−α−ν , . . . , w
1
−β−ν , . . . , w
nβ




−γ−ν)ν = δijδαγ ∈
∆0 para todos i ∈ {1, . . . , nα}, j ∈ {1, . . . , nγ}, α, γ ∈ G, onde δijδαγ ={
1 ∈ ∆0, se i = j e α = γ
0 ∈ ∆0, caso contrário.
Demonstração. Seja V ∗σgr =
∑
β∈G
Hom(∆V, ∆∆)β. Note que V ∗σgr é um ∆-módulo à direita
com ação dada por
(v)(φd) = ((v)φ)d,
onde v ∈ V, φ ∈ V ∗σgr , d ∈ ∆. Essa ação de ∆ em V ∗σgr satisfaz φαdβ ∈ Hom(∆V, ∆∆)β+α para




direta. Logo, V ∗σgr =
⊕
β∈G
Hom(∆V, ∆∆)β é um ∆-módulo à direira graduado.
Fixemos um elemento qualquer w ∈ V . Temos que
(−, w)ν : V −→ ∆
v 7−→ (v, w)ν
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é um funcional ∆-linear. Consideramos em V uma estrutura de ∆-espaço vetorial à direita
graduado via a seguinte igualdade estendida por linearidade vetorial e escalar
vβdτ := σ(β, τ)d¯τvβ, (4.6)
onde dτ ∈ ∆τ , vβ ∈ Vβ, τ, β ∈ G. Como V é um ∆-espaço vetorial à esquerda graduado e
¯ é aditiva (F -linear), ﬁca claro que V é um ∆-espaço vetorial à esquerda. Basta veriﬁcar
as propriedades abaixo. Dados vα ∈ Vα, dτ ∈ ∆τ , dβ ∈ ∆β, α, β, τ ∈ G, temos que
(vα)(dβdτ ) = σ(α, β + τ)(dβdτ )(vα)
= σ(α, β + τ)σ(β, τ)d¯τ d¯β(vα)
= σ(α + β, τ)σ(α, β)d¯τ d¯β(vα)
= σ(α + β, τ)d¯τ (vαdβ)
= (vαdβ)dτ ,
(vα)1∆ = σ(α, 0)1¯∆vα
= σ(α, 0)σ(0, 0)1∆vα
= vα.
Denotaremos esse ∆-espaço vetorial à direita graduado por V∆. Assim, a aplicação
ϕ : V∆ −→ V ∗σgr
w 7−→ (−, w)ν
é um homomorﬁsmo de ∆-módulos à direita graduados. De fato, para quaisquer wα ∈
Vα, w, w
′ ∈ V, v ∈ V, dβ ∈ ∆β e α, β ∈ G, temos
ϕ(wα) = (−, wα)ν ∈ Hom(∆V, ∆∆)α+ν ,
(v, wαdβ)ν = σ(α, β)(v, d¯βwα)ν
= σ(α, β)σ(β, α)(v, wα)ν d¯β
= (v, wα)νdβ,
(v, w + w′)ν = (v, w)ν + (v, w′)ν .
Logo, ϕ é um homomorﬁsmo graduado (de grau ν) de ∆-módulos à direita graduados.
Como (−,−)ν é não degenerada, temos que Ker(ϕ) = (0). Logo, pelo Teorema do
Isomorﬁsmo, V∆ é isomorfo a V ′ = Img(ϕ), onde V ′ =
⊕
α∈G
V ′α e V
′
α = {ϕ(wα−ν) | wα−ν ∈
Vα−ν}, é um ∆-subespaço graduado de V ∗σgr .
A ﬁm de aplicar o Teorema 1.5.18, considere T = V ′, M = V, S = D = N = ∆ '
Endgr∆ (∆∆). O sistema (∆,∆,∆, V, V
′) é um ∆-contexto à direita graduado. Aﬁrmamos
que N = ∆∆ é fechado e T = V ′ é total. De fato, como ∆ é um anel graduado de divisão,
temos que ∆∆ não possui submódulos graduados próprios. Como ∆ é um anel graduado
unitário, para todo homomorﬁsmo graduado de ∆-módulos graduados f : ∆∆ −→ ∆∆,
temos que f(a) = f(1a) = (f(1))a para todo a ∈ ∆, ou seja, qualquer homomorﬁsmo
graduado de ∆-módulos graduados f é a multiplicação à esquerda por f(1) = λ ∈ ∆.
Logo, ∆∆ = N é fechado. Agora, se v ∈ V é tal que vT = 0, segue que (v, w)ν = 0
83
para todo w ∈ V . Como (−,−)ν é não degenerada, temos v = 0 e, portanto, T é
total. Pelo Teorema 1.5.18, T é fracamente denso. Sejam v1α, . . . , v
nα
α , . . . , v
1
β, . . . , v
nβ
β








∆vjα) e existe t
(i,α) ∈ T tal que
viαt
(i,α) 6= 0 e vjτ t(i,α) = 0 (4.7)
para todos os pares (j, τ) 6= (i, α), τ ∈ G, j ∈ N. Considere o seguinte ∆-submódulo
graduado não nulo de V ′
J (i,α) = {w′ ∈ V ′ | vjτw′ = 0, para todos (j, τ) 6= (i, α), τ ∈ G, j ∈ N}.
Por (4.7), 0 6= viαJ (i,α). É fácil ver que viαJ (i,α) é um ideal à direita graduado de ∆. Como
∆ é um anel graduado de divisão, temos que ∆ não contém ideais unilaterais graduados
não triviais. Com isso, viαJ
(i,α) = ∆. Como vimos, existe t(i,α) ∈ J (i,α) tal que 0 6= viαt(i,α)
e 0 = vjτ t
(i,α) para todos os pares (j, τ) 6= (i, α), τ ∈ G, j ∈ N. Em particular, existe
t
(i,α)
γ ∈ J (i,α)γ tal que
0 6= viαt(i,α)γ e vjτ t(i,α)γ = 0 (4.8)
para todos os pares (j, τ) 6= (i, α), τ ∈ G, j ∈ N e algum γ ∈ G. Sendo ∆ um anel





−γ−α = 0 (4.9)
para todos os pares (j, τ) 6= (i, α), τ ∈ G, j ∈ N. Note que t(i,α)γ d(i,α)−γ−α ∈ V ′−α =




















para todos os pares (j, τ) 6= (i, α), τ ∈ G, j ∈ N. Logo, (viβ, wj−α−ν)ν = δijδαβ ∈ ∆0. Assim,
ﬁnalizamos a demonstração do lema.
Observação 4.1.8. Para os próximos resultados, supomos que D é um anel (F -álgebra)
graduado de divisão com uma σ-involução ¯ tal que (−,−)ν é uma das duas formas abaixo:
a) É uma forma sesquilinear -hermitiana não degenerada de grau 0.
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b) Se não for possível escolher ν = 0, então (−,−)ν : V × V −→ D é uma forma
sesquilinear -hermitiana não degenerada de grau ν 6= 0 e D = D0.
Lema 4.1.9. Seja V × V um par sesquilinear à esquerda com torção associada a uma
forma sesquilinear -hermitiana não degenerada graduada (−,−)0 de grau 0 sobre um anel
(F -álgebra) graduado de divisão D. Então,
ϕα = (−,wα−β)0uβ : V −→ V
v 7−→ (v)ϕα = (v,wα−β)0uβ, (4.10)
pertence a FgrσV e tem posto 1, para todo β ∈ G e para quaisquer wα−β ∈ Vα−β,uβ ∈ Vβ.
Se uβ e wα−β são não nulos, então ϕα 6= 0.
Demonstração. Para cada α ∈ G, sejam γ ∈ G e elementos quaisquer não nulos wα−β ∈
Vα−β e uβ ∈ Vβ. Pelas propriedades de (−,−)0, temos que
ϕα : V −→ V
v 7−→ (v)ϕα = (v,wα−β)0uβ ∈ EndD(V )α.
Evidentemente, ϕα é de posto 1, em virtude da sua deﬁnição. Deﬁna
ψα : V −→ V
w 7−→ (w)ψα =
∑
τ∈G
−1σ(α− β, β)(wτ ,uβ)0wα−β.
Aﬁrmamos que ψα é a σ-adjunta associada a ϕα. Com efeito, como Img(ψα) é gerado por
{wα−β}, wα−β e uβ são não nulos e (−,−)0 é não degenerada, segue que ψα possui posto







w′τ ∈ V , temos

















−1σ(α− β, β)(wτ ,uβ)0wα−β +
∑
τ∈G
−1σ(α− β, β)(w′τ ,uβ)0wα−β
= (w)ψα + (w
′)ψα,












−1σ(α− β, β)(dwτ ,uβ)0wα−β
= (dw)ψα.
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Além disso, (wτ )ψα = −1σ(α − β, β)(wτ ,uβ)0wα−β ∈ Vτ+α para quaisquer wτ ∈ Vτ e
τ ∈ G. Logo, ψα ∈ EndgrD (V )α. Agora vamos veriﬁcar que ψα é a σ-adjunta associada a
ϕα. Recorde que σ(0, 0)¯ = −1. Primeiramente suponha que a G-graduação em D seja
não trivial. Para quaisquer vδ ∈ Vδ, wτ ∈ Vτ e τ, δ ∈ G, temos
(vδϕα, wτ )0 = (vδ,wα−β)0(uβ, wτ )0
e
(vδ, wτψα)0 = (vδ, ¯σ(0, 0)σ(α− β, β)(wτ ,uβ)0wα−β)0
= σ(α− β, β)σ(0, 0)σ(τ + β, α− β)(vδ,wα−β)0¯(wτ ,uβ)0
= ¯σ(0, 0)σ(0, 0)2σ(α− β, β)σ(τ + β, α− β)σ(τ, β)(vδ,wα−β)0(uβ, wτ )0
= σ(τ, β)σ(τ + β, α− β)σ(α− β, β)(vδ,wα−β)0(uβ, wτ )0
= σ(τ, α)(vδ,wα−β)0(uβ, wτ )0.
(4.11)
Na igualdade acima usamos que:
σ(τ, β)σ(τ + β, α− β) = σ(τ, α)σ(β, α− β),
σ(α− β, β)σ(β, α− β) = 1.
Agora suponha que D = D0. Então,
(vδϕα, wτ )0 =

0, se δ 6= β − α
0, se τ 6= −β
(vβ−α,wα−β)0(uβ, w−β)0, caso contrário
(4.12)
e
(vδ, wτψα)0 = 0, se τ 6= −β (4.13)
Por outro lado, se τ = −β
(vδ, wτψα)0 =
{
0, se δ 6= β − α
σ(α− β, β)σ(−β, β)σ(0, α− β)(vδ,wα−β)0(uβ, w−β)0, se δ = β − α.
(4.14)
Como
σ(α− β, β)σ(−β, β)σ(0, α− β) = σ(α− β, β)σ(β, α− β)σ(−β, α) = σ(−β, α),
temos que
(vδϕα, wτ )0 = σ(α, τ)(vδ, wτψα)0.
Logo, (vδϕα, wτ )0 = σ(α, τ)(vδ, wτψα)0 para quaisquer δ, τ ∈ G e vδ ∈ Vδ, wτ ∈ Vτ .
Lema 4.1.10. Seja V × V um par sesquilinear à esquerda com torção associada a uma
forma sesquilinear -hermitiana não degenerada graduada (−,−)ν de grau ν sobre um anel
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(F -álgebra) graduado de divisão D. Suponha que a graduação em D seja trivial e ν 6= 0.
Então,
ϕα = (−,w−γ−ν)νuγ+α : V −→ V
v 7−→ (v)ϕα = (v,w−γ−ν)νuγ+α, (4.15)
pertence a FgrσV e tem posto 1, para todo γ ∈ G e para quaisquer w−γ−ν ∈ V−γ−ν ,uγ+α ∈
Vγ+α. Se uγ+α e w−γ−ν são não nulos, então ϕα 6= 0.
Demonstração. Claramente, ϕα ∈ EndD(V )α, ϕα tem posto 1 e (vβ)ϕα = 0 para todo
vβ ∈ Vβ com β 6= γ. Deﬁna








wτ = w ∈ V e
ω = σ(−γ − α− ν, α)σ(γ + α,−γ − α− ν).
Primeiro vamos mostrar que ψα ∈ EndgrD (V )α e depois mostraremos que ψα é a σ-adjunta







w′τ ∈ V e d ∈ D = D0, temos






= ¯ω(w−γ−α−ν + w′−γ−α−ν ,uγ+α)νw−γ−ν
= ¯ω((w−γ−α−ν ,uγ+α)νw−γ−ν + (w′−γ−α−ν ,uγ+α)νw−γ−ν)
= ¯ω(w−γ−α−ν ,uγ+α)νw−γ−ν + ¯ω(w′−γ−α−ν ,uγ+α)νw−γ−ν









Além disso, se τ 6= −γ − α − ν, então (wτ )ψα = 0 ∈ Vα+τ . Se τ = −γ − α − ν, temos
(w−γ−α−ν)ψα = ¯ω(w−γ−α−ν ,uγ+α)νw−γ−ν ∈ V−γ−ν . Logo, ψα ∈ EndgrD (V )α.
Para quaisquer vγ ∈ Vγ, w−γ−α−ν ∈ V−γ−α−ν , temos
(vγ, w−γ−α−νψα)ν = (vγ, ¯ω(w−γ−α−ν ,uα+γ)νw−γ−ν)ν
= ω(vγ,w−γ−ν)ν(w−γ−α−ν ,uα+γ)ν
= σ(0, 0)¯ωσ(−γ − α− ν, γ + α)(vγ,w−γ−ν)ν(uα+γ, w−γ−α−ν)ν
= σ(−γ − α− ν, α)(vγ,w−γ−ν)ν(uα+γ, w−γ−α−ν)ν ,
(vγϕα, w−γ−α−ν)ν = (vγ,w−γ−ν)ν(uα+γ, w−γ−α−ν)ν .
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Usamos acima que
ωσ(−γ − α− ν, γ + α) = σ(−γ − α− ν, α)σ(γ + α,−γ − α− ν)σ(−γ − α− ν, γ + α)
= σ(−γ − α− ν, α).
Logo, (vγϕα, w−γ−α−ν)ν = σ(α,−γ − α − ν)(vγ, w−γ−α−νψα)ν . Para quaisquer β 6= γ e
vβ ∈ Vβ, temos que
σ(α,−γ − α− ν)(vβ, w−γ−α−νψα)ν = 0 = (vβϕα, w−γ−α−ν)ν .
Para qualquer τ 6= −γ − α− ν, temos
σ(α, τ)(vγ, wτψα)ν = σ(α, τ)(vγ, ¯ω(0,u0)νw−γ−ν)ν
= σ(α, τ)(vγ, 0)ν
= 0,
(vγϕα, wτ )ν = (vγ,w−γ−ν)ν(uγ, wτ )ν
= (vγ,w−γ−ν)ν0
= 0.
Logo, (vβϕα, wτ )ν = σ(α, τ)(vβ, wτψα)ν para quaisquer vβ ∈ Vβ, wτ ∈ Wτ , β, τ ∈ G.
Lema 4.1.11. Seja V × V um par sesquilinear à esquerda com torção associada a uma
forma sesquilinear -hermitiana não degenerada graduada (−,−)0 de grau 0 sobre um anel
(F -álgebra) graduado de divisão D. Então, todo elemento homogêneo ϕα ∈ (FgrσV )α de
posto 1 é da forma
ϕα = (−,wα−β)0uβ : V −→ V
v 7−→ (v)ϕα = (v,wα−β)0uβ, (4.16)
para algum γ ∈ G e para alguns wα−β ∈ Vα−β,uβ ∈ Vβ.
Demonstração. Como ϕα é homogêneo, temos que Img(ϕα) é um D-módulo à esquerda
G-graduado, ou seja, Img(ϕα) é um D-espaço vetorial à esquerda G-graduado. Como




algum β ∈ G. Pelo Lema 4.1.7, existe w−β ∈ V−β tal que (v˜β, w−β)0 = 1. Sejam γ ∈ G e
vγ ∈ Vγ, então
vγϕα = dγ+α−β v˜β (4.17)
para algum dγ+α−β ∈ Dγ+α−β. Daí,
(vγϕα, w−β)0 = (dγ+α−β v˜β, w−β)0 = dγ+α−β. (4.18)
Por outro lado,
(vγϕα, w−β)0 = σ(α,−β)(vγ, w−βϕ?σα )0. (4.19)
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Assim, de (4.17)-(4.19), temos que
vγϕα = dγ+α−β v˜β
= (vγϕα, w−β)0v˜β
= σ(α,−β)(vγ, w−βϕ?σα )0v˜β
= (vγ, σ(α,−β)w−βϕ?σα )0v˜β
para quaisquer vγ ∈ Vγ, γ ∈ G. Seja wα−β = σ(α,−β)w−βϕ?σα ∈ Vα−β. Logo, ϕα =
(−,wα−β)0v˜β.
Lema 4.1.12. Seja V × V um par sesquilinear à esquerda com torção associada a uma
forma sesquilinear -hermitiana não degenerada graduada (−,−)ν de grau ν sobre um anel
(F -álgebra) graduado de divisão D. Suponha que a graduação em D seja trivial e ν 6= 0.
Então, todo elemento homogêneo ϕα ∈ (FgrσV )α de posto 1 é da forma
ϕα = (−,w−γ−ν)νuγ+α : V −→ V
v 7−→ (v)ϕα = (v,w−γ−ν)νuγ+α, (4.20)
para algum γ ∈ G e para alguns w−γ−ν ∈ V−γ−ν ,uγ+α ∈ Vγ+α.
Demonstração. Como dimD(Img(ϕα)) = 1, temos que existe 0 6= v˜β ∈ Vβ tal que
Img(ϕα) = D0v˜β = Dv˜β para algum β ∈ G. Pelo Lema 4.1.7, existe w−β−ν ∈ V−β−ν tal
que (v˜β, w−β−ν)ν = 1. Sejam γ ∈ G e v¯γ ∈ Vγ tais que v¯γϕα 6= 0. Então, β = γ+α e assim
v¯γϕα = d0v˜γ+α (4.21)
para algum d0 ∈ D0. Daí, seja w−γ−α−ν ∈ V−γ−α−ν tal que (v˜γ+α, w−γ−α−ν)ν = 1. Com
isso,
(v¯γϕα, w−γ−α−ν)ν = (d0v˜γ+α, w−γ−α−ν)ν = d0. (4.22)
Além disso,
(v¯γϕα, w−γ−α−ν)ν = σ(α,−γ − α− ν)(v¯γ, w−γ−α−νϕ?σα )ν . (4.23)
Assim, de (4.21)-(4.23), temos que
v¯γϕα = d0v˜γ+α
= (v¯γϕα, w−γ−α−ν)ν v˜γ+α
= σ(α,−γ − α− ν)(v¯γ, w−γ−α−νϕ?σα )ν v˜γ+α
= (v¯γ, σ(α,−γ − α− ν)w−γ−α−νϕ?σα )ν v˜γ+α
para quaisquer v¯γ ∈ Vγ, γ ∈ G. Seja w−γ−ν = σ(α,−γ − α− ν)w−γ−α−νϕ?σα ∈ V−γ−ν .
Logo, ϕα = (−,w−γ−ν)ν v˜γ+α.
Lema 4.1.13. Seja V × V um par sesquilinear à esquerda com torção associada a uma
forma sesquilinear -hermitiana não degenerada graduada (−,−)0 sobre um anel (F -
álgebra) graduado de divisão D. Um elemento homogêneo aα pertence FgrσV se, e somente
se, aα se exprime como soma de elementos da forma ϕα como em (4.16).
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Demonstração. Pelo Lema 4.1.9, ϕα, deﬁnido em (4.16), pertence a FgrσV e, como FgrσV é
um ideal graduado, temos que qualquer soma desses elementos também pertence a FgrσV .
Reciprocamente, suponha que aα ∈ FgrσV . Então, V aα tem dimensão ﬁnita sobre D.
Novamente, aα homogêneo, implica que Img(aα) =
⊕
β∈G
Img(aα)β é um D-espaço vetorial
à esquerda G-graduado. Como dimD(Img(aα)) é ﬁnita, podemos considerar uma base
ﬁnita de elementos homogêneos X =
⋃
β∈G
{v˜1β, . . . , v˜nββ } para Img(aα) sobre D. Se vγ+α ∈
Img(aα)α+γ, então existe v¯γ ∈ Vγ tal que








onde dkγ+α−τ ∈ Dγ+α−τ , v˜kτ ∈ X e 1 ≤ k ≤ nτ , τ ∈ G. Pelo Lema 4.1.7, existem⋃
τ∈G
{w1−τ , . . . , wnτ−τ} elementos homogêneos de V tais que (v˜iτ , wj−β)0 = δijδτβ para todos
i, j ∈ {1, . . . , nτ}, τ ∈ G. Com isso,
(v¯γaα, w
k










































para quaisquer v¯γ ∈ Vγ, γ ∈ G, onde wiα−τ = σ(α,−τ)wi−τa?σα ∈ Vα−τ . Portanto, aα é
uma soma de elementos ϕα deﬁnido em (4.16). Com isso, concluímos a demonstração do
lema.
Lema 4.1.14. Seja V × V um par sesquilinear à esquerda com torção associada a uma
forma sesquilinear -hermitiana não degenerada graduada (−,−)ν sobre um anel (F -
álgebra) graduado de divisão D tal que D = D0 e ν 6= 0. Um elemento homogêneo
aα pertence FgrσV se, e somente se, aα se exprime como soma de elementos da forma ϕα
como em (4.20).
Demonstração. Pelo Lema 4.1.10, ϕα, deﬁnido em (4.20), pertence a FgrσV e, como FgrσV
é um ideal graduado, temos que qualquer soma desses elementos também pertence a FgrσV .
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Reciprocamente, suponha que aα ∈ FgrσV . Então, V aα tem dimensão ﬁnita sobre D0.
Novamente, como aα é homogêneo, temos que Img(aα) =
⊕
β∈G
Img(aα)β é um D-espaço
vetorial à esquerda G-graduado. Como dimD0(Img(aα)) é ﬁnita, podemos considerar
uma base ﬁnita de elementos homogêneos X =
⋃
β
{v˜1β, . . . , v˜nββ } para Img(aα). Assim, se
v′γ+α ∈ Img(aα)α+γ, então existe v¯γ ∈ Vγ tal que




onde di ∈ D0, v˜iγ+α ∈ X, 1 ≤ i ≤ nγ+α, para algum γ ∈ G. Pelo Lema 4.1.7, existem
{w1−α−γ−ν , . . . , wnγ+α−α−γ−ν} ⊆ V−α−γ−ν tais que (v˜iα+γ, wj−α−γ−ν)ν = δij para todos i, j ∈

































para quaisquer v¯γ ∈ Vγ, γ ∈ G, onde wi−γ−ν = σ(α,−α − γ − ν)wi−α−γ−νa?σα ∈ V−γ−ν .
Portanto, aα é uma soma de elementos ϕα deﬁnido em (4.20). Com isso, concluímos a
demonstração do lema.
Proposição 4.1.15. Seja V × V um par sesquilinear à esquerda com torção associada a
uma forma sesquilinear -hermitiana graduada não degenerada (−,−)ν sobre um anel (F -
álgebra) graduado de divisão D. Então, FgrσV age densamente em V . Se FgrσV ⊆ R ⊆ LgrσV ,
então R é um anel graduado primitivo à direita.
Demonstração. Sejam {v1α, . . . , vnα} ⊂ Vα linearmente independente sobre o anel de divisão
D e elementos quaisquer u1β, . . . , unβ ∈ Vβ. Pelo Lema 4.1.7, existem w1−α−ν , . . . , wn−α−ν ∈
V−α−ν tais que (viα, w
j
−α−ν)ν = δij para todos i, j ∈ {1, . . . , n}. Como visto no Lema











para todo k ∈ {1, . . . , n}. Segue daí que FgrσV age densamente em V .
Aﬁrmamos que V é um FgrσV -módulo à direita graduado irredutível e ﬁel. De fato,
AnnrFgrσV (V ) = {a ∈ F
grσ
V | va = 0, ∀ v ∈ V }. Se a ∈ FgrσV é tal que (V )a = 0, então,
pela deﬁnição de função, a = 0, já que a ∈ FgrσV ⊆ EndgrD (V ). Logo, AnnrFgrσV (V ) = (0) e,
portanto, V é um ﬁel FgrσV -módulo à direita graduado. Agora, suponha que (0) 6= V ′ ⊆ V
seja um FgrσV -módulo à direita graduado. Seja vα ∈ Vα. Como V ′ 6= (0), existe um
elemento homogêneo não nulo uβ ∈ V ′β para algum β ∈ G. Pelo Lema 4.1.7, existe
w−β−ν ∈ V−β−ν tal que (uβ, w−β−ν)ν = 1. Pelo Lema 4.1.9 e Lema 4.1.10, tα−β =
(−, w−β−ν)νvα ∈ FgrσV . Assim,
vα = (uβ, w−β−ν)νvα
= uβtα−β ∈ V ′α
para todo α ∈ G. Logo, V = V ′. Portanto, V é um FgrσV -módulo à direita graduado
irredutível e ﬁel. Em particular, se FgrσV ⊆ R ⊆ LgrσV , então R é um anel graduado
primitivo à direita.
Proposição 4.1.16. Seja V × V um par sesquilinear à esquerda com torção associada
a uma forma sesquilinear -hermitiana graduada não degenerada (−,−)ν sobre um anel
(F -álgebra) graduado de divisão D. Se ?σ é a σ-adjunta associada a (−,−)ν, então ?σ é
uma σ-involução em LgrσV . Se FgrσV ⊆ R ⊆ LgrσV e R é invariante pela ação de ?σ, então
?σ é uma σ-involução em R.
Demonstração. Seja
ϕ : LgrσV −→ LgrσV
a 7−→ a?σ .
Pela deﬁnição de σ-adjunta, a aplicação ?σ é homogênea de grau 0. Dados vα ∈ Vα, wτ ∈
Vτ , bβ, aβ ∈ (LgrσV )β, bγ ∈ (LgrσV )γ e α, τ, β, γ ∈ G, temos
(vα(bβbγ), wτ )ν = σ(β + γ, τ)(vα, wτ (bβbγ)
?σ)ν ,
((vαbβ)bγ, wτ )ν = σ(γ, τ)(vαbβ, wτb
?σ
γ )ν










(vα(bβ + aβ), wτ )ν = (vαbβ, wτ )ν + (vαaβ, wτ )ν
= σ(β, τ)(vα, wτb
?σ
β )ν + σ(β, τ)(vα, wτa
?σ
β )ν





Como (vα(bβbγ), wτ )ν = ((vαbβ)bγ, wτ )ν e (vα(bβ + aβ), wτ )ν = (vαbβ, wτ )ν + (vαaβ, wτ )ν e
(−,−)ν é não degenerada, temos (bβbγ)?σ = σ(β, γ)b?σγ b?σβ e (bβ + aβ)?σ = b?σβ + a?σβ para
todos bβ, aβ ∈ (LgrσV )β, bγ ∈ (LgrσV )γ e α, τ, β, γ ∈ G.
Pelo Lema 4.1.5, b?σ?σβ = bβ para todo bβ ∈ (LgrσV )β e β ∈ G. Segue disso e da Z-
linearidade de ?σ que a?σ?σ = a para todo a ∈ LgrσV . Portanto, ?σ é uma σ-involução em
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LgrσV . Em particular, se R é invariante pela ação de ?σ, temos que ?σ é uma σ-involução
em R.
4.2 Resultados Auxiliares
Os resultados obtidos aqui são ferramentas primordiais na demonstração do teorema
principal. O ponto de partida é o lema abaixo.
Lema 4.2.1. Seja R um anel graduado primitivo à direita com uma σ-involução ?σ.
Suponha que para todo ideal à direita graduado minimal I de R, tenhamos aαa?σα I = (0)
para todos aα ∈ Iα e α ∈ G. Então, existe um ideal à direita graduado minimal J de R
tal que bβb
?σ
β = 0 para quaisquer bβ ∈ Jβ e β ∈ G.
Demonstração. Seja I um ideal à direita graduado minimal de R e suponha que exista um
elemento homogêneo aα ∈ Iα tal que aαa?σα 6= 0. Como R é um anel graduado primitivo
à direita, temos que (0) 6= aαa?σα R. Além disso, aαa?σα R ⊆ I. Pela minimalidade de I,
aαa
?σ
α R = aαR = I.
Mais uma vez, Raαa?σα 6= (0), pois R é um anel graduado primitivo à direita, e Raαa?σα é




rβ ∈ R. Então, r′aαa?σα =
∑
β∈G









σ(α, β + α)σ(α, β)r?σβ ∈ R. Assim, Raαa?σα ⊇ I?σ . Por outro lado, se
r ∈ R, então r =
∑
β∈G
rβ e r?σ =
∑
β∈G
r?σβ . Seja raαa
?σ




























Logo, I?σ = Raαa?σα . Agora, suponha que I?σ contenha um submódulo graduado próprio
J , então, como ?σ tem ordem 2, J?σ é um submódulo graduado próprio não nulo de I, o
que contradiz a minimalidade de I. Portanto, I?σ = Raαa?σα é um R-módulo à esquerda
graduado minimal de R. Além disso,
I?σ = Raαa?σα = Ra?σα .
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Por hipótese, temos aαa?σα I = (0), o que implica
I?σI = Raαa?σα I = (0). (4.25)
Pelo Lema 1.5.14 e Lema 1.5.15, a?σα R = J é um ideal à direita graduado minimal deR
e J?σ = Raα é um ideal à esquerda graduado minimal de R, já que aαR = I é um ideal à
direita graduado minimal de R e Ra?σα = I?σ é um ideal à esquerda graduado minimal de
R. Se bβb?σβ = 0 para todos bβ ∈ Jβ, β ∈ G, então J é o ideal à direita graduado minimal
que queremos. Agora, se existir um elemento homogêneo xβ ∈ Jβ tal que xβx?σβ 6= 0 para
algum β ∈ G. Então,
a?σα R = J = xβx?σβ R.
Daí, J?σ = Rxβx?σβ = Raα. Pela hipótese do lema, como J é um ideal à direita graduado
minimal de R, xβ ∈ Jβ e xβx?σβ 6= 0, temos que
(0) = J?σJ = Raαa?σα R = Rxβx?σβ J.
Logo, Raαa?σα R = (0). Como R é um anel graduado primitivo à direita, pelo Lema 1.5.7,
R é um anel graduado primo, assim, aαa?σα R = (0), já que R 6= (0). Novamente, como R
é um anel graduado primo,
aαa
?σ
α = 0. (4.26)
Teorema 4.2.2. Seja R um anel graduado primitivo à direita com característica diferente
de 2 e com um ideal à direita graduado minimal. Seja ?σ uma σ-involução em R. Então,
ocorre uma e apenas uma das seguintes situações:
a) existe um elemento idempotente minimal e0 ∈ R0 tal que e?σ0 = e0;
b) existe um elemento idempotente minimal e0 ∈ R0 tal que e?σ0 = −e0;
c) existe um elemento idempotente minimal e0 ∈ R0 tal que e0e?σ0 = 0.
Demonstração. Primeiro, assuma que existem um ideal à direita graduado minimal I e
um elemento homogêneo aα ∈ Iα tal que aαa?σα I 6= (0). Então, tome x = aαa?σα e note que
x?σ = σ(α, α)x. Pelo Lema 1.5.11, existe um elemento idempotente minimal f0 ∈ I0 tal






= σ(0, α + α)(f0x
?σ)?σ
= σ(0, α + α)σ(α, α)(f0x)
?σ
= σ(0, α + α)σ(α, α)(x)?σ
= σ(0, 0)x.
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Seja e0 = σ(0, 0)f0f
?σ
0 . Pela igualdade acima, xe0 = x. Assim, pelo Lema 1.5.11,




0 = σ(0, 0)e0 =
+e0, já que
σ(0, 0) ∈ {1,−1}. Com isso, provamos a) e b).
Agora, assuma que para qualquer ideal à direita graduado minimal K de R e qualquer
elemento homogêneo aα ∈ Kα, tenhamos aαa?σα K = (0). Segue do Lema 4.2.1 que existe
um ideal à direita graduado minimal J de R tal que bαb?σα = 0 para todos bα ∈ Jα, α ∈ G.
Em particular, se e0 ∈ J0 é um idempotente minimal, então e0e?σ0 = 0.
Lema 4.2.3. Seja R um anel graduado primitivo à direita com uma σ-involução ?σ.
Suponha que I seja um ideal à direita graduado minimal de R. Então, aαa?σα = (0) para
todos aα ∈ Iα e α ∈ G se, e somente se, e0e?σ0 = 0 para todo idempotente minimal e0 ∈ I0.
Demonstração. Se aαa?σα = (0) para todos aα ∈ Iα e α ∈ G, em particular, a igualdade é
válida para todo idempotente minimal e0 ∈ I0.
Reciprocamente, suponha que e0e
?σ
0 = 0 para todo idempotente minimal e0 ∈ I0.
Suponha, por contradição, que exista aα ∈ Iα tal que aαa?σα 6= 0 para algum α ∈ G.
Daí, pelo Lema 4.2.1, aαa?σα I 6= (0). Vemos que (aαa?σα )?σ = σ(α, α)aαa?σα . Assim,
como na demonstração do Lema 4.2.2, existe um idempotente minimal f0 ∈ I0 tal que
f ?σ0 = σ(0, 0)f0, o que contradiz e0e
?σ
0 = 0 para todo idempotente minimal e0 ∈ I0. Logo,
aαa
?σ
α = 0 para todos aα ∈ Iα e α ∈ G. E isto termina a prova do resultado.
Lema 4.2.4. Seja R um anel graduado primitivo à direita com um ideal à direita graduado
minimal e seja ?σ uma σ-involução em R. Suponha que exista um elemento idempotente
minimal e0 ∈ R0 tal que e?σ0 = e0, onde  = σ(0, 0) ∈ {1,−1}. Então, existem um anel (F -
álgebra) graduado de divisão D com uma σ-involução ¯, um D-espaço vetorial à esquerda
V e uma forma sesquilinear hermitiana não degenerada graduada (−,−)0 : V × V −→ D
tais que FgrσV ⊆ R ⊆ LgrσV e ?σ é a σ-adjunta associada a (−,−)0.
Demonstração. Consideramos as alternativas a) e b) do Teorema 4.2.2. Se e0 ∈ R0
é um idempotente minimal tal que e?σ0 = e0, então σ(0, 0) = 1. Agora, caso e0 ∈ R0 é
um idempotente minimal tal que e?σ0 = −e0, então σ(0, 0) = −1. Pelo Lema 1.5.12,
D = e0Re0 é um anel graduado de divisão e V = e0R é um D-espaço vetorial à esquerda.
Aﬁrmamos que a aplicação ¯ = ?σ |D é uma σ-involução sobre D. Com efeito, dado



















α e0 ∈ Dα
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rα ∈ R e d = e0re0 ∈ D. Logo, D é fechado pela ação de ¯ = ?σ |D e,
portanto, ¯ é uma σ-involução sobre D.






β e0 para todos bβ ∈ Rβ e β ∈ G. Assim,
(e0b)
?σ = b?σe0
para todo b ∈ R. Deﬁna
(−,−)0 : V × V −→ D
(v, w) 7−→ (v, w)0 := e0a(e0b)?σ = e0ab?σe0 , (4.27)
onde v = e0a ∈ V e w = e0b ∈ V com a, b ∈ R. Aﬁrmamos que (−,−)0 é uma forma
sesquilinear. De fato, como V é um R-módulo à direita graduado e ?σ é linear, temos que
(−,−)0 é bi-aditiva. Além disso, (vα, wβ)0 = e0aαb?σβ e0 ∈ Dα+β para quaisquer α, β ∈ G e
aα ∈ Rα, bβ ∈ Rβ. Assim, (−,−)0 é graduada de grau 0. Agora, para cada e0rδe0 = dδ ∈
Dδ, temos











= σ(δ, β)(vα, wβ)0d¯δ,






= σ(β, α)(vα, wβ)0.
Assim, (vα, wβ)0 = σ(α, β)(wβ, vα)0. Provamos então que (−,−)0 é uma forma sesquilinear
hermitiana de grau 0.
Sejam vα ∈ Vα, wβ ∈ Vβ tais que (vα, V )0 = 0 e (V,wβ)0 = 0. Então, e0aαRe0 =
0 e e0Rb?σβ e0 = 0. Como R é um anel graduado primitivo à direita, segue que R é um
anel graduado primo pelo Lema 1.5.7, assim temos que e0aα = 0 ou e0 = 0 e b
?σ
β e0 = 0
ou e0 = 0. Como e0 6= 0, segue que e0aα = 0 e b?σβ e0 = 0. Daí, como ?σ é de ordem 2,
e0bβ = 0. Com isto, vα = 0 e wβ = 0. Portanto, (−,−)0 é não degenerada.
Pelo Lema 3.4.1, R ⊆ EndgrD (V ) via o monomorﬁsmo graduado ϕ. Além disso, para
cada rτ ∈ Rτ com τ ∈ G, temos
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= σ(β, τ)(vαrτ , wβ)0.
Ou seja,
(vαrτ , wβ)0 = σ(τ, β)(vα, wβr
?σ
τ )0. (4.28)
Assim, R ⊆ LgrσV via monomorﬁsmo dado no Lema 3.4.1. Seja bβ ∈ FgrσV de posto 1.
Pelo Lema 4.1.11, existem uτ ∈ Vτ e wβ−τ ∈ Vβ−τ tais que bβ é da forma
bβ : V −→ V
vα 7−→ (vα,wβ−τ )0uτ .
Observe ainda que uτ = e0rτ e wβ−τ = e0cβ−τ para alguns rτ ∈ Rτ e cβ−τ ∈ Rβ−τ . Daí,








para todo vα ∈ Vα. Isso signiﬁca que bβ = Rc?σβ−τ e0rτ , ou seja, bβ ∈ Img(ϕ). Como Img(ϕ)
é um subanel graduado de EndgrD (V ), temos que Img(ϕ) contém todos os elementos homo-
gêneos de posto 1 e, portanto, FgrσV ⊆ Img(ϕ). Assim, FgrσV ⊆ R via ϕ−1 : Im(ϕ) −→ R
dada no Lema 3.4.1. Além do mais, por (4.28), ?σ é a σ-adjunta associada a (−,−)0.
Com isso, ﬁnalizamos a demonstração do lema.
No Lema 4.2.4, em ambos os casos  = 1 ou  = −1, a forma é hermitiana.
Sejam R um anel graduado com uma σ-involução ?σ e D = e0Re0 um anel graduado
de divisão, onde e0 ∈ R0 é um idempotente minimal. Já sabemos que D?σ é um anel
graduado de divisão com identidade 1D?σ = σ(0, 0)1D. Além disso, se G é cíclico de ordem
prima p e D 6= D0, então Dγ 6= (0) para todo γ ∈ G. De fato, como a graduação em D é
não trivial, existe 0 6= τ ∈ G tal que Dτ 6= (0). Seja 0 6= dτ ∈ Dτ , então 0 6= dnτ ∈ Dnτ para
todo 1 ≤ n ≤ p, já que D é um anel graduado de divisão. Por outro lado, G é cíclico de
ordem prima, então todo elemento não nulo de G gera G. Assim, todas as componentes
homogêneas de D são não nulas.
Lema 4.2.5. Seja R um anel graduado primitivo à direita com um ideal à direita graduado
minimal e seja ?σ uma σ-involução em R. Suponha que I seja um ideal à direita graduado
minimal de R tal que I = e0R, onde e0 ∈ I0 é um idempotente minimal e e0e?σ0 = 0.
Então, existem um anel (F -álgebra) graduado de divisão D com uma σ-involução ¯ , um
D-espaço vetorial à esquerda V e uma forma sesquilinear -hermitiana não degenerada
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graduada (−,−)ν : V × V −→ D, onde  = +1 tais que FgrσV ⊆ R ⊆ LgrσV e ?σ é a
σ-adjunta associada a (−,−)ν . Além disso, se D 6= D0, então ν = 0.
Demonstração. Consideramos I = e0R = V , D =
⊕
α∈G
e0Rαe0 um anel graduado de
divisão e V um D-espaço vetorial à esquerda G-graduado. Observe que D?σ = e?σ0 Re?σ0 =⊕
α∈G
e?σ0 Rαe?σ0 também é um anel graduado de divisão com identidade σ(0, 0)e?σ0 .
Como R é graduado primitivo à direita, pelo Lema 1.5.7, R é graduado primo.
Assim, pelo Lema 1.5.3, e0Re?σ0 6= (0). Seja ν ∈ G tal que e0Rνe?σ0 6= (0). Se possível,
vamos escolher ν = 0. Veremos agora quando será possível escolher ν = 0.
1) Se ν = 0, então e0R0e?σ0 6= (0).
2) Suponha que ν 6= 0 e Dν 6= (0), ou seja, a G-gradução em D é não trivial. Neste
caso, como G é cíclico de ordem prima, temos que Dγ 6= (0) para todo γ ∈ G, já que
D é um anel graduado de divisão. Como a G-gradução em D é não trivial, temos
que D?σ também possui graduação não trivial, pois ?σ é de grau neutro e tem ordem
2. Assim, e?σ0 R−νe?σ0 6= (0). Ou seja,
e0Rνe?σ0 6= (0) e e?σ0 R−νe?σ0 6= (0). (4.29)
Suponha, por contradição, que
e0Rνe?σ0 e?σ0 R−νe?σ0 = (0).
Por (4.29), existem elementos não nulos e0rνe
?σ
0 ∈ e0Rνe?σ0 e e?σ0 r−νe?σ0 ∈ e?σ0 R−νe?σ0 .




































o que contradiz e0rνe
?σ
0 6= (0). Logo, e0Rνe?σ0 e?σ0 R−νe?σ0 6= (0). Como
e0Rνe?σ0 e?σ0 R−νe?σ0 ⊆ e0R0e?σ0 , temos que e0R0e?σ0 6= (0).
Portanto, sempre que a graduação em D for não trivial, podemos escolher ν = 0.
Seja e0Rνe?σ0 6= (0). Então, existe tν ∈ Rν tal que e0tνe?σ0 6= 0. Consideramos qualquer
elemento homogêneo tν ∈ Rν tal que e0tνe?σ0 6= 0. Como R é graduado primitivo à
direita, pelo Lema 1.5.7, R é graduado primo. Por consequência, pelo Lema 1.5.3,
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0 6= e?σ0 Re0tνe?σ0 . Por outro lado, é fácil ver que e?σ0 Re0tνe?σ0 é um ideal à esquerda de
D?σ . Como D?σ é um anel graduado de divisão, D?σ não possui ideais unilaterais próprios.
Sendo assim, e?σ0 Re0tνe?σ0 = D?σ . Daí, deve existir s−ν ∈ R−ν tal que
e?σ0 s−νe0tνe
?σ
0 = σ(0, 0)e
?σ
0 ∈ D?σ . (4.30)





0 6= 0, (4.31)




?σ = σ(0, ν)(tνe
?σ
0 )












0 = 0 (4.33)
para todo rν ∈ Rν , temos
e0rνe
?σ













0 = −e0rνe?σ0 . (4.35)




?σ = ′e0tνe?σ0 , (4.36)
onde ′ = +1. Aplicando ?σ em (4.30), obtemos
e0 = σ(−ν, ν)′e0tνe?σ0 s?σ−νe0. (4.37)
Por (4.37) e (4.30), segue
e?σ0 s−νe0 = σ(−ν, ν)′e?σ0 s−νe0tνe?σ0 s?σ−νe0 = σ(0, 0)σ(−ν, ν)′e?σ0 s?σ−νe0. (4.38)
Novamente, aplicando ?σ em (4.38), temos
(e?σ0 s−νe0)
?σ = e?σ0 s
?σ−νe0 = σ(0, 0)σ(ν,−ν)′e?σ0 s−νe0. (4.39)
Por (4.37) e (4.39), vemos que
e0 = σ(0, 0)e0tνe
?σ
0 s−νe0. (4.40)
Considere elementos homogêneos arbitrários de V = e0R, vα = e0aα ∈ Vα e wβ = e0bβ ∈
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Vβ em que aα ∈ Rα e bβ ∈ Rβ. Temos que
vαw
?σ












para quaisquer aα ∈ Rα, bβ ∈ Rβ, α, β ∈ G. Vamos deﬁnir a seguinte aplicação
(−,−)−ν : V × V −→ D
(v, w) 7−→ (v, w)−ν = σ(0, 0)vw?σs−νe0.
Assim, σ(0, 0)vw?σs−νe0 = σ(0, 0)e0aw?σs−νe0 ∈ D, onde v = e0a com a ∈ R. Em
particular, para elementos homogêneos, temos
(vα, wβ)−ν = e0aαb?σβ e
?σ
0 s−νe0 ∈ Dα+β−ν (4.41)
para quaisquer vα = e0aα ∈ Vα, wβ = e0bβ ∈ Vβ, aα ∈ Rα, bβ ∈ Rβ, α, β ∈ G. Primeiro
vamos mostrar que (−,−)−ν é bem deﬁnida. Se v = e0a e v = e0a′, onde r, r′ ∈ R, temos
que e0(a− a′) = 0. Assim,
σ(0, 0)e0(a− a′)w?σs−νe0 = 0⇒ σ(0, 0)e0aw?σs−νe0 = σ(0, 0)e0a′w?σs−νe0
para qualquer w ∈ V . Se w = e0b e w = e0b′, então (b− b′)?σe?σ0 = 0. Daí,
σ(0, 0)v(b− b′)?σe?σ0 s−νe0 = 0⇒ σ(0, 0)vb?σe?σ0 s−νe0 = σ(0, 0)vb′?σe?σ0 s−νe0
para qualquer v ∈ V. Com isso, (−,−)−ν é bem deﬁnida.
Da deﬁnição de (−,−)−ν e do fato que V é um (D,R)-bimódulo, seguem facilmente
a bi-aditividade de (−,−)−ν e (dδvα, wβ)−ν = dδ(vα, wβ)−ν para quaisquer dδ = e0rδe0 ∈
Dδ, vα ∈ Vα, wβ ∈ Wβ com rδ ∈ Rδ.
Se (vα, V )−ν = (0), então e0aαRe?σ0 s−νe0 = (0). Pelo Lema 1.5.3, e0aα = 0, já que
e0 6= 0 e e?σ0 s−νe0 6= 0, onde vα = e0aα, com aα ∈ Rα e α ∈ G. Analogamente, se




0 s−νe0 = 0⇒ a?σα = a?σα e?σ0 s−νe0tνe?σ0 = 0e0tνe?σ0 = 0.
Como ?σ tem ordem 2, temos que aα = 0. Disso segue que vα = e0aα = 0. Portanto,
(−,−)−ν é não degenerada.
Precisamos exibir uma σ-involução ¯ em D tal que
(vα, dδwβ)−ν = σ(δ, β)(vα, wβ)−ν d¯δ
para quaisquer vα ∈ Vα, wβ ∈ Wβ, dδ ∈ Dδ e δ, α, β ∈ G. Note que
(vα, dδwβ)−ν = e0aα(dδe0bβ)?σe?σ0 s−νe0




















= σ(δ, β)(vα, wβ)−ν d¯δ,
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0 s−νe0. Aﬁrmamos que ¯ é uma σ-involução em D. De fato, ¯ é











= σ(ν, δ − ν)e0tνe?σ0 (d?σδ e?σ0 s−νe0)?σ(e0tνe?σ0 )?σe?σ0 s−νe0
= σ(ν, δ − ν)σ(δ,−ν)′e0tνe?σ0 (e?σ0 s−νe0)?σdδe0tνe?σ0 e?σ0 s−νe0
= σ(ν, δ − ν)σ(δ,−ν)σ(ν,−ν)σ(0, 0)2′2e0tνe?σ0 e?σ0 s−νe0dδe0tνe?σ0 s−νe0
= σ(0, 0)σ(ν, δ − ν)σ(δ,−ν)σ(ν,−ν)e0tνe?σ0 s−νe0dδe0tνe?σ0 s−νe0
= σ(0, 0)σ(ν, δ − ν)σ(δ,−ν)σ(−ν, ν)e0dδe0
= σ(ν, δ − ν)σ(δ − ν, ν)σ(δ,−ν)2e0dδe0
= σ(δ,−ν)2dδ.
Se D = D0, temos que dδ 6= 0 se, e somente se, δ = 0. Como σ(0,−ν)2 = 1, temos d¯0 = d0
e d¯δ = d¯δ = 0 para todo δ ∈ G \ {0}. Se D 6= D0, então consideramos ν = 0. Assim,
σ(δ,−ν)2 = σ(δ, 0)2 = 1 para qualquer δ ∈ G. Logo, em todos os casos,
d¯δ = dδ
para qualquer δ ∈ G.


































































Portanto,¯ é uma σ-involução em D e (vα, dδwβ)−ν = σ(δ, β)(vα, wβ)−ν d¯δ.
Pondo  = σ(0, 0)′e0, temos ¯ = ′e0,  ∈ Z(D) ∩ D0 e ¯ = σ(0, 0)e0. Ademais,











= σ(β + α,−ν)e0tνe?σ0 (e?σ0 s−νe0)?σ(e0bβa?σα )?σe?σ0 s−νe0
= σ(β + α,−ν)σ(ν,−ν)σ(0, 0)σ(β, α)σ(0, β)′e0tνe?σ0 s−νe0aαb?σβ e?σ0 s−νe0
= σ(β + α,−ν)σ(ν,−ν)σ(β, α)′e0tνe?σ0 s−νe0aαb?σβ e?σ0 s−νe0
= σ(β + α,−ν)σ(ν,−ν)σ(β, α)′σ(0, 0)e0aαb?σβ e?σ0 s−νe0
= σ(β + α,−ν)σ(ν,−ν)σ(β, α)(vα, wβ)−ν .
Se −ν = 0, segue que σ(β + α, 0)σ(0, 0) = 1. Deste modo,
(wβ, vα)−ν = σ(β, α)(vα, wβ)−ν = σ(β, α)σ(0, 0)¯(vα, wβ)−ν .
Se ν 6= 0, assumimos que Dγ = (0) para qualquer γ 6= 0. Logo, (vα, wβ)−ν 6= 0 apenas
quando α + β − ν = 0, ou seja, quando α + β = ν. Portanto, como σ(ν,−ν)2 = 1, segue
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que
(wβ, vα)−ν = σ(β, α)(vα, wβ)−ν = σ(β, α)σ(0, 0)¯(vα, wβ)−ν .
Além disso,


















Logo, R ⊆ LgrσV via homomorﬁsmo ϕ dado no Lema 3.4.1.
Seja bβ ∈ FgrσV de posto 1. Pelo Lema 4.1.11 e Lema 4.1.12 , existem uθ ∈ Vθ e
wτ ∈ Vτ tais que bβ é da forma
bβ : V −→ V
vα 7−→ (vα,wτ )−νuθ,
onde τ = β−α, θ = α se −ν = 0 e τ = −γ+ν, θ = γ+β se −ν 6= 0 para alguns γ, α ∈ G.
Já que uθ ∈ Vθ e wτ ∈ Vτ , existem rθ ∈ Rθ e cτ ∈ Rτ tais que uθ = e0rθ e wτ = e0cτ .
Daí,











= vξRc?στ e?σ0 s−νe0rθ
para todos vξ ∈ Vξ, ξ ∈ G. Logo, bβ = Rc?στ e?σ0 s−νe0rθ ∈ Img(ϕ) para todos bβ ∈ (F
grσ
V )β
de posto 1 e β ∈ G. Como Img(ϕ) é um subanel graduado de LgrσV , segue que Img(ϕ)
contém todas as somas de elementos de posto 1, com isso e aplicando os Lema 4.1.13
e Lema 4.1.14, concluímos que FgrσV ⊆ R via ϕ−1 : Img(ϕ) −→ R. Além do mais, por
(4.42), ?σ é a σ-adjunta associada a (−,−)−ν . Assim, ﬁnalizamos a demonstração do
lema.
Proposição 4.2.6. Seja R =
⊕
α∈G
Rα um anel graduado primitivo à direita com um ideal
à direita graduado minimal I = e0R e seja D =
⊕
α∈G
e0Rαe0 um anel graduado de divisão
com uma σ-involução ¯ , onde e0 ∈ I0 é um idempotente minimal. Então, Dopgr e
EndgrR (I) são anéis graduados isomorfos e End
gr
R (I) possui uma σ-involução.
Demonstração. Primeiramente observamos que o anel graduado de divisão D = e0Re0 é
um subanel graduado de R e I = e0R é um D-espaço vetorial à esquerda graduado.
Considere o anel oposto de divisão graduado Dopgr . Vamos mostrar que todo elemento
de EndgrR (I) é a multiplicação à esquerda por elementos de D. Sejam d = e0ae0 ∈ D e
v = e0r, v
′ = e0r′ ∈ I, com a, r, r′, b ∈ R, temos que
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(v)Ld = dv
= e0ae0e0r ∈ I,
(v + v′)Ld = d(v + v′)
= dv + dv′






Além disso, para quaisquer dα = e0rαe0 ∈ Dα e v = e0rβ ∈ Iβ, temos
(vβ)Ldα = dαvβ = e0rαe0e0rβ ∈ Iα+β.
Logo, Ld ∈ EndgrR (I) para todo d ∈ D.
Por outro lado, se f ∈ EndgrR (I), como e0 ∈ I, temos que (e0)f ∈ I. Então, existe
r ∈ R tal que
(e0)f = e0r. (4.43)
Agora, como e20 = e0 ∈ I ⊆ R e f é um homomorﬁsmo de R-módulos à direita graduados,
temos que
(e0)f = (e0e0)f = (e0)fe0. (4.44)
De (4.43) e (4.44), obtemos que a := (e0)f ∈ D. Além disso, dado v = e0r′ ∈ I, temos
que
(v)f = (e0r
′)f = (e0)fr′ = (e0)fe0r′ = (v)La, (4.45)
isto é, f coincide com a multiplicação à esquerda pelo elemento a := (e0)f ∈ D.
Com isso, ﬁca bem deﬁnida a aplicação
φ : Dopgr −→ EndgrR (I)
d 7−→ Ld.
Como Dopgr é um anel graduado de divisão e I = e0R 6= (0), temos que φ é não nula
(φ(e0) = id). Além disso, claramente φ é aditiva e preserva a graduação. Aﬁrmamos que
φ preserva a multiplicação. De fato, dados d, d′ ∈ D e v ∈ I, temos





para todo v ∈ I. Logo,
φ(d ◦opgr d′) = φ(d)φ(d′).
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Portanto, φ é um homomorﬁsmo de anéis graduados.
Seja d = e0re0 ∈ Ker(φ). Então, 0 = e0re0I = e0re0e0R = e0re0R. ComoR é um anel
graduado primitivo à direita, AnnlR(R) = (0). Assim, e0re0 = 0. Logo, Ker(φ) = (0).
Por (4.45) todo f ∈ EndgrR (I) é a multiplicação à esquerda pelo elemento (e0)f ∈ D.
Assim, φ((e0)f) = f e, com isso, concluímos a sobrejetividade de φ. Logo, Dopgr e EndgrR (I)
são isomorfos como anéis graduados.
Como D é munido de uma σ-involução ¯ , segue que Dopgr também é munido de uma
σ-involução
\ : Dopgr −→ Dopgr
d 7−→ d\ = d¯.
Por ﬁm, ˆ deﬁnida por
ˆ: EndgrR (I) −→ EndgrR (I)
f 7−→ fˆ = φ([φ−1(f)]\).
é uma σ-involução em EndgrR (V ). De fato, quaisquer f ∈ EndgrR (I) e elementos homogê-







(̂fγfτ ) = φ([φ
−1(fγfτ )]\)
= φ([φ−1(fγ)φ−1(fτ )]\)
= σ(γ, τ)φ([φ−1(fτ )]\[φ−1(fγ)]\)
= σ(γ, τ)φ([φ−1(fτ )]\)φ([φ−1(fγ)]\)
= σ(γ, τ)fˆτ fˆγ.
Com isso, ﬁnalizamos a demonstração da proposição.
Do que foi demonstrado acima resulta, em particular, que se um anel graduado R
admite uma σ-involução e esta induz uma σ-involução em D = e0Re0, então EndgrR (I)
possui uma σ-involução que é induzida pela σ-involução em R.
4.3 Teorema Principal
Teorema 4.3.1. Sejam G um grupo cíclico de ordem prima e R um anel (F -álgebra)
G-graduado. Então, R é um anel graduado primitivo à direita com um ideal à direita
graduado minimal e uma σ-involução ?σ se, e somente se, existe um R-módulo à direita
graduado V tal que:
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a) V × V é um par sesquilinear à esquerda com torção;
b) EndgrR (V ) possui uma σ-involução;
c) ?σ é a σ-adjunta associada a uma forma sesquilinear hermitina ou anti-hermitiana
não degenerada graduada;
d) FgrV ⊆ R ⊆ LgrV e R é invariante pela ação de ?σ.
Demonstração. Pelo Teorema 4.2.2, existem três casos.
Caso 1: Existe um elemento idempotente minimal e0 ∈ R0 tal que e?σ0 = e0. Neste
caso, pelo Lema 4.2.4, seguem os itens a), c) e d).
Caso 2: Existe um elemento idempotente minimal e0 ∈ R0 tal que e?σ0 = −e0. Assim,
também pelo Lema 4.2.4, os itens a), c) e d) seguem.
Caso 3: Para todo elemento idempotente minimal e0 ∈ R0 tem-se e0e?σ0 = 0. Neste
caso, o Lema 4.2.5, garante os itens a), c) e d).
Por ﬁm, nos Lema 4.2.4 e Lema 4.2.5, a σ-involução em R induz uma σ-involução
em D. Daí, pela Proposição 4.2.6, EndgrR (V ) possui uma σ-involução induzida da σ-
involução ¯ em D e, portanto, induzida de ?σ. Com isso, obtemos b) e concluímos as
aﬁrmações de a)-d).
Reciprocamente, pela Proposição 4.1.15 e Proposição 4.1.16, R é graduado pri-
mitivo com uma σ-involução que é a σ-adjunta associada a (−,−)ν .
4.4 Algumas Consequências
Nesta seção, exibiremos algumas consequências do Teorema 4.3.1.
Corolário 4.4.1. Se ν = 0, então (−,−)0 restrita a V0 é não degenerada.
Demonstração. Com efeito, se D = D0, então (V0, Vγ)0 ⊆ Dγ = (0) para qualquer γ 6= 0.
Assim, como (−,−)0 é não degenerada, temos que (V0, V0)0 6= (0). Agora, se D ) D0 e
(v0, wν)0 = dν 6= 0, temos
1 = σ(ν,−ν)(v0, d¯−1ν wν)0 ∈ D0,
onde d−1ν ∈ D−ν é o inverso de dν . Portanto, (V0, V0)0 6= 0.
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Corolário 4.4.2. Seja R um anel graduado primitivo à direita com uma σ-involução ?σ.
Suponha que I seja um ideal à direita graduado minimal de R tal que aαa?σα = 0 para
quaisquer aα ∈ Iα e α ∈ G. Se ν = 0, então D0 é um corpo.
Demonstração. De fato, das igualdades







































0 = −σ(0, 0)e0r0e?σ0 (4.46)

























0 = −σ(0, 0)e0t0e?σ0 .
Logo,


























































































o que nos dá




0 = [e0a0e0, e0b0e0] e0t0e
?σ
0





= [e0a0e0, e0b0e0] e0
= [e0a0e0, e0b0e0] .
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Logo, e0a0e0e0b0e0 = e0b0e0e0a0e0. Em outras palavras, D0 é um corpo. Além disso, a
forma sesquilinear é de grau 0 e anti-hermitiana, já que ′ = 1 e  = −1.
Agora, se para todo r0 ∈ R0 ocorre e0(r0 + r?σ0 )e?σ0 = 0, então
e0r0e
?σ
0 = −e0r?σ0 e?σ0 (4.49)
e, neste caso,  = −1. Comparando esta com (4.46), obtemos que
σ(0, 0) = 1





0 = −e0a0(b0e0t?σ0 )?σe?σ0
= −e0a0(e0t0e?σ0 b?σ0 e?σ0 )



































0 = [e0a0e0, e0b0e0] e0t0e
?σ
0
= − [e0a0e0, e0b0e0]σ(0, 0)e0t0e?σ0 s?σ0 e0
= [e0a0e0, e0b0e0] e0
= [e0a0e0, e0b0e0] .
Assim, e0a0e0e0b0e0 = e0b0e0e0a0e0, ou seja, D0 é um corpo.
Suponha que A seja uma F -álgebra G-graduada simples de dimensão ﬁnita com
um ideal à direita G-graduado. Pelo Teorema 1.5.21, A ∼= EndgrC (V ), onde C =
(EndgrA (V ))
opgr , e V é um A-módulo à direita G-graduado de dimensão ﬁnita sobre C.
Pela Proposição 4.2.6, (e0Ae0)opgr ∼= (C)opgr , onde e0 ∈ A0 é um idempotente minimal.
Aplicando o Teorema 4.3.1, obtemos:
Corolário 4.4.3. Seja A uma F -álgebra graduada simples de dimensão ﬁnita sobre F .
Então A é uma F -álgebra graduada simples com uma σ-involução ?σ se, e somente se,
(A, ?σ) ∼= (EndgrDopgr (V ), ∗σ),
onde
107
a) D é uma F -álgebra graduada de divisão de dimensão ﬁnita sobre F com uma σ-
involução ¯ ;
b) V é um D-espaço vetorial à esquerda graduado dotado com uma não degenerada
forma -hermitiana graduada (−,−)ν : V × V −→ D, onde  = 1 ou  = −1.
Além disso, ∗σ é a σ-adjunta associada a (−,−)ν .
Lema 4.4.4. Se A é uma F -álgebra graduada com σ-involução ?σ tal que (A, ?σ) é sim-
ples, então A é simples (como uma F -álgebra graduada) ou A = B ⊕ B?σ , onde B é uma
F -álgebra graduada simples.
Demonstração. Suponha que B 6= (0) seja um ideal graduado não nulo de A. Então,
B + B?σ e B ∩ B?σ são ?σ-ideais graduados de (A, ?σ). Como (A, ?σ) é simples, temos
B+B?σ = A. Se B ( A, então B∩B?σ = (0) e B⊕B?σ = A. Logo, A não é simples como
álgebra graduada.
Observamos que se F é um corpo, então as únicas σ-involuções em F são as aplicações
multiplicação por 1F e multiplicação por −1F . O resultado abaixo nos dá uma descrição
de σ-involuções em F -álgebras Zp-graduadas de divisão de dimensão ﬁnita, maior que
2, sobre um corpo F algebricamente fechado e de característica 0, onde p é um número
primo.
Teorema 4.4.5. Sejam p um número primo e F um corpo algebricamente fechado e de
característica 0. Suponha que a F -álgebra Zp-graduada de divisão F [Zp] admita uma σ-
involução ?σ. Então, existe uma função ω : G −→ {1,−1} tal que σ(α, β) = ω(α + β)
ω(α)ω(β)
e









Reciprocamente, se D é uma F -álgebra Zp-graduada de divisão de dimensão ﬁnita sobre
F com uma σ-involução ∗σ, então (D, ∗σ) e (F [Zp], ?σ) são isomorfas como F -álgebras
Zp-graduadas com σ-involução, onde ?σ é deﬁnida por (4.50).
Demonstração. De fato, seja ?σ uma σ-involução em F [Zp]. Como ?σ preserva a graduação






onde ω(α) ∈ F×. Logo, (ω(α))2 = 1 para qualquer α ∈ Zp. Além do mais, para todos
α, β ∈ Zp,
ω(α + β)(αβ) = (αβ)?σ
= σ(α, β)β?σα?σ
= σ(α, β)ω(α)ω(β)(αβ)
e, portanto, σ(α, β) =
ω(α + β)
ω(α)ω(β)













Reciprocamente, suponha que D seja uma F -álgebra Zp-graduada de divisão e ∗σ seja
uma σ-involução em D. Pelo Teorema 1.6.1, D ∼= F σ′ [Zp], onde σ′ é um 2-cociclo
em G. Por outro lado, Zp é cíclico, então, pelo Lema 3.1.1, σ′ é um cobordo e, pelo
Lema 3.1.2, F [Zp] ∼= F σ′ [Zp]. Aﬁrmamos que (D, ∗σ) e (F [Zp], ?σ) são isomorfas como
F -álgebra Zp-graduadas com σ-involução, onde ?σ é uma σ-involução em F [Zp] induzida
de ∗σ pelo isomorﬁsmo D ∼= F [Zp]. De fato, seja ϕ : D −→ F [Zp] o isomorﬁsmo de
F -álgebras Zp-graduadas garantido pelos Teorema 1.6.1 e Lema 3.1.2. Deﬁna
?σ : F [Zp] −→ F [Zp]
a 7−→ a?σ = ϕ([ϕ−1(a)]∗σ).
Vamos mostrar que ?σ é uma σ-involução em F [Zp]. Dados a ∈ F [Zp] e aα ∈ F [Zp]α, aβ ∈








= σ(α, β)ϕ([ϕ−1(aβ)∗σϕ−1(aα)∗σ ])
= σ(α, β)ϕ([ϕ−1(aβ)]∗σ)ϕ([ϕ−1(aα)]∗σ)
= σ(α, β)a?σβ a
?σ
α .
Pela linearidade de ϕ e ∗σ, segue que ?σ também é linear. Como ϕ e ∗σ são de grau
neutro, temos que ?σ é de grau neutro. Logo, ?σ é uma σ-involução em F [Zp]. Daí,
ψ : (D, ∗σ) −→ (F [Zp, ?σ)]
d 7−→ ϕ(d∗σ)
é um isomorﬁsmo de F -álgebras Zp-graduadas com σ-involução. Por hipótese, ?σ é deﬁnida
por (4.50). Com isso, concluímos a demonstração do resultado.
Em [14] é feita a demonstração do resultado abaixo. Aqui apresentamos uma outra
demonstração aplicando o Teorema 4.4.5.
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Corolário 4.4.6. Sejam F um corpo algebricamente fechado de característica zero e G =
Z2. Então, F [Z2] não possui superinvoluções.
Demonstração. De fato, suponha por contradição que F [Z2] admita uma superinvolução.
Então, pelo Teorema 4.4.5, existe ρ : Z2 −→ F× tal que σ(α¯, β¯) = ρ(α + β)
ρ(α¯)ρ(β¯)
= (−1)αβ
com ρ(γ¯) ∈ {1,−1} para todo γ¯ ∈ Z2. Assim,
σ(0¯, 0¯) = σ(0¯, 1¯) = σ(1¯, 0¯) = ρ(0¯) = 1,






o que contradiz o fato de que ρ(α¯) ∈ {1,−1} para todo α¯ ∈ Z2. Logo, F [Z2] não possui
superinvoluções. Em particular, Mn(F σ[Z2]) não possui superinvoluções para qualquer
2-cociclo σ : Z2 × Z2 −→ F×, pois, caso contrário, F [Z2] também possuiria.
4.5 σ-involuções no anel de Matrizes Z3-Graduado
Nesta seção, apresentaremos resultados análogos ao Teorema 2.3.2 demonstrado em
[18]. Em toda seção, σ é um 2-cociclo anti-simétrico com valores em {1,−1}. Como visto,
neste caso, σ é também simétrico, ou seja, σ(α, β) = σ(β, α) para quaisquer α, β ∈ Z3.
Considere D um anel de divisão com graduação trivial. Estudaremos as σ-involuções
nos seguintes anéis com Z3-graduação:

























2) A = Mp+q+p(D) = A0 ⊕A1 ⊕A2, onde
A0 =

 a 0 00 b 0
0 0 c




 0 0 xy 0 0
0 z 0




 0 f 00 0 g
h 0 0
 | f ∈Mp×q(D), g ∈Mq×p(D), h ∈Mp(D)
 .
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Proposição 4.5.1. Suponha que Mn(D) seja um anel G-graduado munido de uma σ-
involução ∗σ e D = D0, então D possui uma involução ¯ induzida da σ-involução ∗σ
em Mn(D).
Demonstração. Primeiro, observe que D ⊂ Mn(D), para qualquer que seja n > 0, via o
monomorﬁsmo
φ : d 7−→

d 0 0 . . . 0
0 d 0 . . . 0
0 0
. . . d 0
0 0 . . . 0 d
 .
Deﬁna
¯ : D −→ D
d 7−→ d¯ = σ(0, 0)φ−1([φ(d)]∗σ), (4.51)
onde φ−1 : Img(φ) −→ D. Aﬁrmamos que ¯ é uma involução em D. Com efeito, dados
d, c ∈ D, temos






dc = σ(0, 0)


d 0 0 . . . 0
0 d 0 . . . 0
0 0
. . . d 0
0 0 . . . 0 d


c 0 0 . . . 0
0 c 0 . . . 0
0 0
. . . c 0




= σ(0, 0)σ(0, 0)

c 0 0 . . . 0
0 c 0 . . . 0
0 0
. . . c 0
0 0 . . . 0 c

∗σ 
d 0 0 . . . 0
0 d 0 . . . 0
0 0
. . . d 0




Logo, D admite uma involução ¯.
Vale lembrar que se D admite uma involução ¯ , então Mp(D) admite uma involução
˜, onde a˜ = a¯t, a ∈Mp(D) e t é a involução transposta em Mp(D).
Proposição 4.5.2. Seja A = Mp+p(D) com a Z3-graduação dada em 1). Se ∗σ é uma








σ(1, 2)σ(0, 0)c¯y˜ σ(0, 0)f˜
)
(4.52)












e, neste caso, A0 não é ∗σ-simples.
Onde c ∈ Z(D) é tal que cc¯ = 1, a˜ = a¯t é uma involução em Mp(D), ¯ é a involução em
D deﬁnida em (4.51) e t é a involução transposta em Mp(D).
Demonstração. Considere eij, 1 ≤ i, j ≤ 2p, as matrizes unitárias de A. Sejam ¯ e








ei+p i+p, f12 =
p∑
i=1





A0 = Mp(D)f11 ⊕Mp(D)f22, A1 = Mp(D)f21, e A2 = Mp(D)f12.
Como A possui uma σ-involução, temos duas possibilidades: f ∗σ11 = σ(0, 0)f22 ou f ∗σ11 =
σ(0, 0)f11.
a) Se f ∗σ11 = σ(0, 0)f22, então f
∗σ







para algum c ∈Mp(D). Por outro lado, para qualquer a ∈Mp(D), temos
(af12)
∗σ = ((af11)f12)∗σ














= σ(2, 0)σ(0, 0)σ(0, 0)σ(0, 0)f11a˜cf12
= f11a˜cf12
= a˜cf12,





= σ(0, 2)c∗σf ∗σ12




c˜c = 1. (4.53)
Analogamente, f21 = df21, onde d ∈ Z(Mp(D)) e dd˜ = 1. Temos ainda que










o que nos mostra que dc = σ(1, 2)σ(0, 0). Como σ(1, 2) = σ(2, 1), temos








σ(1, 2)σ(0, 0)c˜y˜ σ(0, 0)f˜
)
.
Além do mais, A0 é ∗σ-simples.
b) Se f ∗σ11 = σ(0, 0)f11, então f
∗σ





21 = df12, onde c, d ∈ Z(Mp(D)), com
cc˜ = 1,
dd˜ = 1,
cd = σ(1, 2)σ(0, 0)











Entretanto, aqui, A0 não é ∗σ-simples.
Vemos que da Proposição 3.3.6, Proposição 4.5.1 e Proposição 4.5.2, obtemos
o resultado a seguir.
Teorema 4.5.3. Seja D = D0 um anel de divisão com Z3-graduação trivial. Se A =
Mp+q(D) é um anel Z3-graduado com σ-involução ∗σ tal que (A0, ∗σ |A0) é simples, então
p = q, D possui uma involução ¯ e A é isomorfo a Mp+p(D) com σ-involução ∗σ dada
em (4.52). Reciprocamente, se D é um anel de divisão com involução ¯ , então (4.52)
deﬁne uma σ-involução no anel Z3-graduado simples Mp+p(D).
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Teorema 4.5.4. Seja D um anel de divisão com Z3-graduação trivial. Considere A =
Mp+q+r(D), p, q, r > 0, um anel Z3-graduado com a seguinte graduação:
A0 =

 f 0 00 g 0
0 0 h




 0 0 ca 0 0
0 b 0




 0 x 00 0 y
z 0 0
 | y ∈Mq×r(D), x ∈Mp×q(D), z ∈Mr×p(D)
 .
Suponha que A =

 f 0 00 0 0
0 0 h
 | f ∈Mp(D), h ∈∈Mr(D)
. Se ∗σ é uma σ-involução
em A com (A, ∗σ |A) simples, então p = r,D tem uma involução ¯ e (A, ∗σ) é isomorfo
a Mp+q+p(D) com a σ-involução dada por f x ca g y
z b h
∗σ =
 σ(0, 0)h˜ αy˜ βc˜τ b˜ σ(0, 0)g˜ γx˜
ωz˜ ηa˜ σ(0, 0)f˜
 , (4.55)
onde ˜ é a involução a˜ = a¯t em Mp(D),Mq(D) e α, β, τ, η, ω, γ ∈ Z(D) são tais que
βτ = σ(1, 1)γ, βη = σ(1, 1)α, ητ = σ(1, 1)ω,
αγ = σ(2, 2)β, γω = σ(2, 2)τ, ωα = σ(2, 2)η,
σ(1, 2)βω = σ(1, 2)τα = σ(2, 1)ηγ = σ(0, 0)
τ¯ η = γα¯ = ββ¯ = ωω¯ = 1.
(4.56)
Reciprocamente, se D possui uma involução ¯ , então (4.55) deﬁne uma σ-involução em
Mp+q+p(D).
Demonstração. Pela Proposição 4.5.1, D possui uma involução ¯ . Seja ˜ a involução
de Mp(D) dada por a˜ = a¯t, onde a ∈ Mp(D). Estendemos a involução ˜ para A =
Mp(D)⊕{0}⊕Mr(D). Como A é ∗σ-simples, temos queMp(D) é anti-isomorfa aMr(D).
Além disso, o isomorﬁsmo de anéis graduados com σ-involução é dado por
ϕ : (A, ∗σ) −→ (A, ]σ)
(a, 0, b) 7−→ (b∗σ , 0, a∗σ)]σ ,
onde (a, 0, b)]σ = σ(0, 0) ˜(a, 0, b). Note que ϕ−1 = ]σ∗σ e
ϕ((a, 0, b)∗σ) = ϕ((b∗σ , 0, a∗σ))
= (a∗σ∗σ , 0, b∗σ∗σ)]σ
= (a, 0, b)]σ .


































A0 = Mp(D)f11 ⊕Mq(D)f22 ⊕Mp(D)f33,
A1 = Mp(D)f13 ⊕ (Mq(D)f21 + f21Mp(D))⊕ (Mp(D)f32 + f32Mq(D)),
A2 = Mp(D)f31 ⊕ (Mp(D)f12 + f12Mq(D))⊕ (Mq(D)f23 + f23Mp(D)).
e
f ∗σ11 = σ(0, 0)f33, f
∗σ
33 = σ(0, 0)f11 e f
∗σ
22 = σ(0, 0)f22.
Com os mesmos argumentos da Proposição 4.5.2, temos que
f ∗σ11 = σ(0, 0)f33, f
∗σ
33 = σ(0, 0)f11, f
∗σ
22 = σ(0, 0)f22
f ∗σ13 = βf13, f
∗σ
31 = ωf31, f
∗σ
12 = γf12
f ∗σ32 = τf21, f
∗σ
23 = αf12, f
∗σ
21 = ηf32,
onde β, ω, γ, τ, α, η ∈ Z(Mp(D)) são tais que
βτ = σ(1, 1)γ, βη = σ(1, 1)α, ητ = σ(1, 1)ω,
αγ = σ(2, 2)β, γω = σ(2, 2)τ, ωα = σ(2, 2)η,
σ(1, 2)βω = σ(1, 2)τα = σ(2, 1)ηγ = σ(0, 0)
τ¯ η = γα¯ = ββ¯ = ωω¯ = 1.
Portanto,  f x ca g y
z b h
∗σ =
 σ(0, 0)h˜ αy˜ βc˜τ b˜ σ(0, 0)g˜ γx˜
ωz˜ ηa˜ σ(0, 0)f˜
 .
Reciprocamente, pela Proposição 3.3.6, se D é um anel de divisão com involução
¯, então (4.55) deﬁne uma σ-involução no anel graduado simples Mp+q+p(D).
Capítulo 5
Considerações Finais
No decorrer do texto, apresentamos vários resultados que antecederam nossa pesquisa.
A saber:
1) se A é uma F -álgebra de dimensão ﬁnita com involução do primeiro tipo sobre um
corpo algebricamente fechado de característica 0, então, temos a descrição completa
das álgebras simples com involução (veja [22]);
2) se A é uma superálgebra de dimensão ﬁnita com superinvolução sobre um corpo
algebricamente fechado de característica 0, encontramos em [3] e [25] uma descrição
das superálgebras simples com superinvolução;
3) no caso em que A é uma álgebra Z3-graduada de dimensão ﬁnita, há respostas
parciais para álgebras Z3-graduadas com Z3-involução (veja [18]);
4) se A é uma álgebra Zq-graduada de dimensão ﬁnita com involução graduada, ∗gr,
sobre um corpo algebricamente fechado de característica 0, em [27] encontramos
uma descrição das álgebras ∗gr-graduadas simples quando q é um número primo
ou q = 4. Para involuções graduadas, temos também as descrições de Bahturin,
Shestakov e Zaicev, em [4], e Bahturin e Zaicev, em [5], na álgebra G-graduada
Mn(F ) quando F é um corpo algebricamente fechado de característica diferente de
2 e G é um grupo abeliano ﬁnito.
No presente trabalho, obtivemos uma caracterização de anéis G-graduados primitivos à
direita com um ideal à direita G-graduado minimal relacionada com pares bilineares não
degenerados graduados, onde G é um grupo abeliano ﬁnito. Além disso, se G = (Zp,+),
onde p é um número primo, caracterizamos σ-involuções em anéis G-graduados primitivos
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à direita com um ideal à direita G-graduado minimal. Com essa caracterização, obtivemos
corolários relacionados com uma descrição de σ-involuções em álgebras graduadas simples.
É evidente que o estudo de álgebras simples, álgebras graduadas simples, álgebras sim-
ples com involuções, álgebras graduadas simples com involuções graduadas é importante
e tem causado interesse em muitos pesquisadores.
Nessa linha, encerramos este trabalho apresentando algumas questões. Estas, até o
momento, estão sem resposta.
Questão 1: Descrição das F -álgebras G-graduadas ∗σ-simples de dimensão ﬁnita,
onde ∗σ é uma σ-involução, G é um grupo abeliano ﬁnito e F é um corpo algebricamente
fechado de característica 0.
Questão 2: Sejam G um grupo abeliano ﬁnito e R um anel (F -álgebra) G-graduado.
Então, R é um anel graduado primitivo à direita com um ideal à direita graduado minimal
e uma σ-involução ?σ se, e somente se, existe um R-módulo à direita graduado V tal que:
a) V × V é um par sesquilinear à esquerda com torção;
b) EndgrR (V ) possui uma σ-involução;
c) ?σ é a adjunta associada a uma forma sesquilinear não degenerada graduada hermi-
tina ou anti-hermitiana;
d) FgrV ⊆ R ⊆ LgrV e R é invariante pela ação de ?σ.
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