In Valiant's matchgate theory, 2-input 2-output matchgates are 4 × 4 matrices that satisfy ten so-called matchgate identities. We prove that the set of all such matchgates (including non-unitary and non-invertible ones) coincides with the topological closure of the set of all matrices obtained as exponentials of linear combinations of the 2-qubit Jordan-Wigner (JW) operators and their quadratic products, extending a previous result of Knill. In Valiant's theory, outputs of matchgate circuits can be classically computed in poly-time. Via the JW formalism, Terhal & DiVincenzo and Knill established a relation of a unitary class of these circuits to the efficient simulation of non-interacting fermions. We describe how the JW formalism may be used to give an efficient simulation for all cases in Valiant's simulation theorem, which in particular includes the case of non-interacting fermions generalised to allow arbitrary 1-qubit gates on the first line at any stage in the circuit. Finally we give an exposition of how these simulation results can be alternatively understood from some basic Lie algebra theory, in terms of a formalism introduced by Somma et al.
Introduction
The theory of matchgate computations was introduced by Valiant in [1] and used to provide a striking new class of efficient (i.e. poly-time) classical algorithms for a variety of computational tasks [2] . General matchgates can have k inputs and l outputs, being then represented by matrices of size 2 k × 2 l . Here we will be concerned only with 2-input 2-output matchgates and hereafter the term 'matchgate' will always mean '2-input 2-output matchgate'.
In some cases, matchgates can be unitary and Valiant also identified a corresponding novel class of classically efficiently simulatable quantum circuits [1] . Soon thereafter Terhal & DiVincenzo [3] and Knill [4] showed that there is a connection between a class of Valiant's unitary matchgate circuits and the physics of non-interacting fermions (and see [6] for a further exposition). The evolution of non-interacting fermions can be classically efficiently simulated [5, 3] by using the formalism of Jordan-Wigner (JW) operators [8] (that gives a representation of fermionic modes in terms of standard qubits), and this provided a quantum physical interpretation of part of Valiant's results. In this paper we will further extend and study the relationship between Valiant's matchgate theory and the JordanWigner formalism of quantum physics.
Our results are organised as follows. In Section 2 and the Appendix we will prove an equivalence between arbitrary 2-input 2-output matchgates (including non-unitary and noninvertible ones) and the JW formalism for two qubit lines, viz. the set of all such matchgates will be seen to coincide with the topological closure of the set of all matrices obtained as exponentials of linear combinations of the 2-qubit Jordan-Wigner (JW) operators and their quadratic products, extending a previous result of Knill [4] . Then in Section 3 we will see that the classical simulation of all cases of matchgate circuits in Valiant's simulation theorem [1] , can be carried out using the Jordan-Wigner formalism. Finally in Section 4 we will give an exposition of how all these simulation results can also be alternatively understood using some basic Lie algebra theory, as an example of a more abstract formalism introduced by Somma et al. [7] .
In fermionic physics it is usual to impose conservation of the parity of the number of fermions (the boson-fermion superselection rule). In the JW formalism this corresponds to considering quantum processes whose hamiltonians involve only even degree products of the JW operators, and the case of so-called non-interacting fermions corresponds to allowing only purely quadratic terms. It may be shown [3] [6] that in the matchgate formalism, the latter case is equivalent to considering poly-sized circuits of unitary 2-qubit matchgates of the following form, each acting on two nearest-neighbour (n.n.) qubit lines: 
Here V and W are both in SU (2) or both in U (2) with the same determinant. We will refer to gates of this form acting on n.n. qubits as fermionic matchgates. However Valiant's matchgate formalism includes further unitary circuits that do not respect the boson-fermion superselection rule; an interesting example is the following: we can have circuits of fermionic matchgates together with arbitrary 1-qubit gates applied on the first qubit line at any stage within the circuit. We will see (as also outlined in [4] , and in accordance with our general JW-matchgate equivalence), that they may be represented in terms of hamiltonians that have linear as well as quadratic JW terms. Furthermore these seemingly more general hamiltonians can in fact be seen as special cases of purely quadratic ones in a slightly enlarged setting.
General matchgates and the JW formalism
In this section we will be concerned with just two qubit lines and 4 × 4 matrices. We will label rows and columns of 4 × 4 matrices B by 1, 2, 3, 4 which will correspond respectively to 00, 01, 10, 11 when B is viewed as operating on the space of two qubits.
The Jordan-Wigner operators for n qubit lines are defined in eq. (5) below and for two qubit lines we have simply
where I is the identity and X, Y, Z are the standard Pauli matrices, and we have omitted all tensor product symbols (so e.g. XI is shorthand for X ⊗ I).
For matchgates, it was shown in [9] that a 4×4 matrix B is a 2-input 2-output matchgate if and only if it satisfies the following ten matchgate identities: Let MG be the set of all 2-input 2-output matchgates, which is thus a closed set in the space of all 4 × 4 complex matrices.
We will prove a correspondence between MG and 4×4 matrices obtained as exponentials e A of linear combinations of the c i 's and quadratic terms c i c j 's i.e. A = α i c i + β ij c i c j with α i , β ij ∈ C. However to obtain the matchgate identities as written above we will need to reverse the order of the tensor product in the JW operators and usẽ
If we were to proceed instead with the JW operators directly (e.g. as was done in [4] for a setting of five matchgate identities) we would obtain matrices e A that do not satisfy the identities above, but instead satisfy a set of identities obtained by changing row and column labels via 1, 2, 3, 4 → 1, 3, 2, 4 or 00, 01, 10, 11 → 00, 10, 01, 11 corresponding to reversing the role of the two qubits. For example instead of M 2 = 0 above we would obtain
Thus introduce the eleven linear and quadratic reversed JW operators (up to overall constants and writingc 0 forc icj with i = j):
Let L be the (complex) linear span of these eleven 4×4 matrices, which is an 11-dimensional Lie algebra (with the standard matrix product commutator as Lie bracket). Let G = {e A : A ∈ L} be the corresponding Lie group. Note that by definition, all elements of G are invertible matrices but G is not topologically closed; for example lim t→∞ e t(IZ−II) = lim t→∞ e t(IZ) /e t = I ⊗|0 0| / ∈ G, or even more simply lim t→∞ e A−tII = lim t→∞ e A /e t which is the zero matrix.
Let MG * = {B ∈ MG : B is invertible}. Then we have:
Thus MG = G (where the overline denotes topological closure).
In the Appendix we give a full proof of this Theorem, utilising and extending some methods introduced in [4] . The argument contains some further results of possible independent interest e.g. a geometrical interpretation of the matchgate identities, given in Theorem 6 in the Appendix.
Classical simulation of matchgate circuits
We now introduce the full Jordan-Wigner formalism and describe how it may be used to provide an efficient classical simulation of the matchgate circuits treated in [1] .
The Jordan-Wigner operators for n qubit lines are the 2n Pauli product operators (omitting tensor product symbols ⊗ throughout):
Here k ranges from 1 to n, and the Pauli X and Y operators are in the k th slot for c 2k−1 and c 2k . We say that the operators c 2k−1 and c 2k are associated to the k th qubit line. These n-qubit operators are Hermitian and satisfy the Clifford algebra anti-commutation relations:
We begin by establishing some algebraic properties of Clifford algebras and later we will apply these to the representation provided by the JW operators.
Quadratic and linear terms in a Clifford algebra
Let c µ , µ = 1, . . . , m be any m symbols (now abstract Clifford algebra generators rather than the JW representation above) that satisfy the Clifford algebra anti-commutation relations
Let L 1 denote the complex linear span of the c µ 's and let L 2 be the complex linear span of all purely quadratic terms Theorem 2. Let T = e A for A = µ,ν a µν c µ c ν ∈ L 2 be the exponential of any purely quadratic expression in the c µ 's. Then L 1 is preserved under conjugation by T .
Proof The terms in A with µ = ν contribute only an overall scalar multiple for T , giving a trivial conjugation action on L 1 . Thus (recalling also that c µ c ν = −c ν c µ ) we may assume without loss of generality that a µν is anti-symmetric. For that case, a simple proof of the Theorem is given in [6] (theorem 4.1 there) for the case of m even and a µν being real and anti-symmetric (guaranteeing there that A is hermitian for hermitian c µ 's). But it is easy to see that the proof extends without change to the general case of arbitrary anti-symmetric complex a µν 's. For each c µ we get
, where square brackets denote matrices with the given entries.
Below we will be interested in extending the exponent to include linear terms:
But L 1 and L 2 are not closed under conjugation by these extended e A 's. However we can view such extended exponents A's as purely quadratic expressions with one extra generator: 
is the same as a general quadratic plus linear expression in the c µ 's for µ = 1, . . . , m
In fact a µν =ã µν for µ, ν = 1, . . . , m and b σ = i(ã σ0 −ã 0σ ).
Proof (a) follows immediately from the anti-commutation relations of the c's and the definition of the d's in terms of the c's.
Inserting these into eq. (7) gives eq. (8) with the claimed relations between the coefficients.
Theorem 3 with Remark 1 immediately gives:
In Section 4 below we will see an alternative demonstration of this fact, using properties of Lie algebras.
Review of classical simulation of fermionic matchgate circuits
Now set m = 2n and let c µ for µ = 1, . . . , 2n be the JW hermitian operators on n qubits.
Theorem 4. Consider any purely quadratic hermitian expression (hamiltonian)
h µν c µ c ν with h µν real and anti-symmetric.
Then U = e iH is unitary and (a) all fermionic matchgates G(V, W ) (acting on any pair of n.n. lines) with det V = det W = 1 arise in this way. For qubit lines k, k + 1 we use only the corresponding four c µ 's, having µ = 2k − 1, 2k, 2k + 1, 2k + 2.
(b) any such U = e iH is expressible as a circuit of 2-qubit fermionic matchgates, of circuit size O(n 3 ).
The proof of this Theorem is given in section 5 of [6] . Note that in Theorem 4(a) the case of fermionic matchgates eq. (1) with det V = det W = 1 can be readily included by allowing H to also contain quadratic terms c µ c ν with µ = ν, thus allowing the identity II on the two qubit lines as a further term in H. Now let C be any (poly-sized) circuit of 2-qubit fermionic matchgates, with input a product state |ψ 0 and output being a final Z-measurement on a line k. If p 0 , p 1 are the output probabilities then
where Z k is Z on the k th line and its expectation value Z k is taken in the final state C |ψ 0 . Now Z k = −ic 2k−1 c 2k and by Theorem 2 (or rather Remark 1) the linear span of pure quadratic terms in the c's is preserved under conjugation by C. Thus successively conjugating by the 2-qubit gates of C (taken in reverse order) we finally arrive at
where the coefficients α µν can be computed in poly(n) time via successive 2n × 2n matrix multiplications, effecting the conjugation action of the sequence of 2-qubit gates. Then noting that the sum in eq. (9) has only O(n 2 ) terms and that the c µ c ν 's are product operators, and |ψ 0 is a product state, we see that we can compute p 0 − p 1 in poly(n) time, giving the efficient classical simulation.
Inclusion of 1-qubit gates on the first line (and more)
Consider now allowing also linear terms in the hamiltoniañ
with k σ also real to keep H hermitian. Note that the e iH 's include all previous 2-qubit fermionic matchgates as well as further gates which in fact include arbitrary 1-qubit gates U 1 on the first qubit line. To see this, recall that the Pauli operators for line 1 are given by
so any U 1 = e i(αX 1 +βY 1 +γZ 1 ) is now included. There are still further gates involving linear terms in the c σ 's with σ > 2 which generally act across all the first k lines when σ = 2k−1, 2k are used.
One way to perform the efficient simulation of these more general circuits is to use the construction in Theorem 3 to reduce the problem to the case of a purely quadratic hamiltonian and then carry out the classical simulation exactly as in Section 3.2. We can explicitly construct the extra c 0 operator by introducing an extra fermionic mode (qubit line) labelled n+1 to the right of the existing lines viz. 1, 2 . . . , n, n+1, and set c 0 = Z . . . ZX where X acts on line n + 1 and there are n Z's i.e. c 0 is just the first JW operator for the new fermionic mode. The previous 2n JW operators are all extended by the identity on the new line to recognise the new mode. Thus it is immediate that this c 0 satisfies the required anti-commutation relations with c µ , µ = 1, . . . , 2n. Alternatively we can obtain the extra generator working just within n qubit lines by setting c 0 = Z . . . Z = (−i) n c 1 c 2 . . . c 2n−1 c 2n , which is easily checked to have the required anti-commutation relations. With either choice of c 0 we then construct d µ for µ = 0, 1, . . . , n as in Theorem 3 and as they are still all product operators, we can apply the method of Section 3.2 to achieve the efficient simulation.
The efficient simulation of our more general circuits may also be seen even without introducing the extra operator c 0 , by using Corollary 1 directly -we just apply the method of Section 3.2 to L 1⊕2 replacing L 2 , noting that L 1⊕2 , like L 2 , has a basis of product operators (viz. the JW c µ 's and c µ c ν 's) and it is also of polynomial dimension O(n 2 ).
Remark 2. Note that this classical simulation method does not depend onH being hermitian and e iH being unitary. Indeed we can replaceH by any general complex linear combination A as in eq. (8) and efficiently compute the quantity p 0 − p 1 for the corresponding, now non-unitary, circuit of gates e A . In this setting, general purely quadratic exponents for n.n. lines (cf. Theorem 4(a)) will give gates of the form G(V, W ) as in eq.
(1) with V and W now being arbitrary invertible 2 × 2 matrices satisfying det V = det W .
The fact that L 1⊕2 is preserved under conjugation by 1-qubit gates acting on the first line (which provides the key extension beyond the purely non-interacting fermion case) may also be seen by elementary means: any 1-qubit gate can be written as a sequence of products of phase gates P α = diag(1 e iα ) and Hadamard gates H. Now P α ⊗ I is easily verified to be a fermionic 2-qubit matchgate so we need only consider H on line 1. But H has a very simple conjugation action on the Pauli operators X, Y and Z so its conjugation action on the JW c µ 's and c µ c ν 's (which are all Pauli products) is very easily computed directly to confirm preservation of L 1⊕2 .
JW formalism for Valiant's simulation theorem
In this section we show that the simulation above for circuits of exponentials of elements from L 1⊕2 , includes all of the invertible matchgate cases given in the Main Theorem of [1] (ibid. page 1245) i.e. circuits comprising the following kinds of gates: (a) any diagonal 2-qubit matchgate (acting on any pair of qubit lines); (b) any matchgate B acting on n.n. lines, with B having non-zero entries only in the positions B 11 , B 22 , B 33 , B 44 , B 14 , B 41 , B 23 and B 32 (i.e. as in the structure of our fermionic matchgates); (c) any 2-qubit matchgate acting on the first two lines.
According
Finally for (b), the matchgate identities imply that any matchgate B satisfying the given non-zero entry conditions, has the form G(V, W ) with det V = det W . Then Theorem 4(a) (or more generally its non-unitary extension given in Remark 2) implies that all such gates are again exponentials of elements of L 1⊕2 , which completes all the cases.
A Lie algebra perspective
The existence of all of the above efficient classical simulations can also be seen, perhaps even more simply, from some basic Lie algebra theory, as an application of the formalism introduced in [7] . Here we will give an elementary exposition of this view and its application to matchgate circuits.
To motivate this approach, consider first the different and well-studied issue of the efficient classical simulation of Clifford circuits [11, 10, 12] . The basic Clifford gates (not to be confused with the Clifford algebras above) are defined to be the Hadamard gate H, phase gate S = diag (1 i) and the controlled-Z gate CZ. A Clifford circuit is any circuit of these gates and a Clifford operation is any such resulting unitary operation on n qubits. Suppose we have a (poly-sized) Clifford circuit on n qubits with overall Clifford operation C, and input state |ψ in = |α 1 . . . |α n being any product state, and output being the result of a standard measurement on the first qubit of the final state |ψ out = C |ψ in . Then (a variant of) the Gottesman-Knill theorem asserts that this quantum process may be classically efficiently simulated, in the sense that the output probabilities p 0 and p 1 may be classically computed in poly(n) time.
The key property upon which this result rests, is the fact that Clifford operations conjugate the set of tensor products of 1-qubit Pauli operations into itself i.e. if P 1 , . . . , P n are any 1-qubit Pauli operations and C is any Clifford operation then there exist 1-qubit Pauli operations P ′ i such that C † (P 1 ⊗ . . . ⊗ P n )C = k(P ′ 1 ⊗ . . . ⊗ P ′ n ) where k = ±1 or ±i. Furthermore the update rule for determining all n of the P ′ i 's (and k) from the P i 's is computable classically in O(n) time if C is a basic Clifford gate. This property then easily gives the classical simulation result for Clifford circuits [13, 12] viz. we have
Now if the size of the circuit is N = poly(n) then C = C N . . . C 2 C 1 where each C i is a basic Clifford gate. So successive conjugation by the C i 's (taken in reverse order) in eq. (10) gives P ′ i 's with
Each of the n terms in the latter product can be computed in constant time (ignoring issues of precision which will add at most a poly overhead) and the identities of the P ′ i 's in N O(n) time so p 0 and p 1 can be computed in classical N O(n) + O(n) time i.e. poly(n) time. Now let us isolate the key ingredients that make the above simulation efficient, with a view to generalisation. Consider the following features: (S1): for each n we have a structure S n (above, the Pauli group on n qubits) whose elements have classical poly(n) sized descriptions; (S2): we have a class U n of gates (above, the Clifford gates) that preserve S n under conjugation, and the conjugation update rule is computable in classical poly(n) time; (S3): for a suitable class of input states |ψ in (say product states or computational basis states) we have ψ in | A |ψ in being computable in poly(n) time for any A ∈ S n ; (S4): S n contains observables of interest e.g. Z ⊗ I ⊗ . . . ⊗ I.
Clearly if these features are satisfied then we will have a classical simulation result for circuits of gates from U n . Note that S n need not be a group; in fact in [14] it has been pointed out that the JW simulation of fermionic matchgate circuits can be viewed as an example of the above features with S n being a vector space (of linear (or quadratic) terms in a Clifford algebra). But more generally we seek further natural occurrences of these features in other mathematical contexts, with an aim of identifying new classes of classically simulatable quantum circuits.
Somma et al. [7] have identified an occurrence arising naturally in the theory of representations of Lie algebras and Lie groups. Here we will give an exposition of this formalism and describe how it relates to our original issue of the classical simulation of matchgate circuits. We will not need abstract Lie algebra theory and we begin with the concrete setting of a finite-dimensional matrix Lie algebra A viz. a vector space A of matrices (of some finite dimension d, not to be confused with the size of the matrices) that is closed under the commutator (or bracket operation) [A, B] = AB − BA (defined in terms of the usual matrix product). If B 1 , . . . , B d is a basis of matrices for A then we have the associated structure constants c k ij given by
The Lie group G associated to A is defined to be the set of all exponentials G = {e A : A ∈ A} (where the matrix exponential e A is the sum
Note that all elements of G are by definition invertible, and G is closed under (standard matrix) multiplication because A is closed under commutators. (The latter follows from the Baker-Campbell-Hausdorff formula, providing a formula for C, such that e C = e A e B , in terms iterated commutators of A and B. Thus C will be in A and e A e B in G, if A and B are in A).
A fundamental result about Lie algebras and Lie groups (cf. for example [15] ) is that the vector space A carries a natural representation of the Lie group G. This is the adjoint representation in which each G ∈ G acts linearly on A by conjugation, and for us an important ingredient of this result is the fact that A is always preserved under conjugation by such G's:
Theorem 5. (Adjoint representation of a Lie group on its Lie algebra.) With A and G as above, for all e A ∈ G and B ∈ A we have that B ′ = e A Be −A is in A and the resulting linear map B → B ′ on A for each e A , provides a representation of G on A.
We will further need to assess the complexity of computing the update B → B ′ , as given in the following Lemma (whose proof also implicitly gives a constructive proof of the above Theorem). Proof Let B 1 , . . . , B d be a basis for A and write A = ξ j B j . We aim to compute a ij defined by e A B i e −A = ij a ij B j which will suffice to fully characterise the adjoint action of e A . To this end, introduce
so B i (0) = B i and we get
and so B(t) = e M t B(0). Now with the above in view, we can make a connection to our desired features (S1) -(S4). For each n, to n qubit lines we associate a matrix Lie algebra A n of dimension d =poly(n), comprising matrices of size 2 n × 2 n . If furthermore, A n has a basis of matrices that are tensor products of 1-qubit matrices (hence having poly(n) sized descriptions) then (S1) will be satisfied. If A ∈ A n is skew-hermitian then e A will be unitary and we take U n to be the corresponding set of unitary operations. Lemma 1 then guarantees that (S2) will be satisfied. (Note that Lemma 1 applies for all A ∈ A, even if e A is not unitary, and this leads to a classical simulation result for circuits of gates that are not necessarily unitary.) For (S3) and (S4) we just choose suitably well behaved classes; for example, with A n having a basis of product matrices we can take input states to be product states, and require also that A n contains say I ⊗ . . . ⊗ I ⊗ Z ⊗ I . . . ⊗ I (having Z on the k th line), for some or all 1 ≤ k ≤ n.
Finally let us return to the JW simulation of matchgate circuits, to see it as an example of the above formalism. Consider again 2n generators c µ , µ = 1, . . . , 2n that satisfy the Clifford algebra anti-commutation relations eq. (6) and we may concretely regard them as being the Jordan-Wigner operators eq. (5)
. This algebra is in fact isomorphic to the (complexified) Lie algebra of the special orthogonal group SO(2n) in 2n dimensions, as for example, they have the same structure constants for suitable choices of bases. (The quadratic terms with µ = ν then just contribute an extra single dimension to the Lie group as an overall scalar multiple for the matrices e A ). Thus taking A n for n qubit lines to be the Lie algebra L 2 (and using the JW operators for the c µ 's) we have (S1) -(S4) all holding and we obtain our efficient classical simulation of fermionic matchgate circuits viz. circuits of gates that are exponentials of quadratic expressions in the JW operators.
In the same way, from the Lie algebra formalism we can also easily obtain the classical simulation result for hamiltonians that involve both quadratic and linear terms i.e. gates e A with exponents A ∈ L 1⊕2 . For this we simply notice that (despite that fact that L 1 is not a Lie algebra), L 1⊕2 = L 1 ⊕ L 2 is a Lie algebra, again closed under commutators by virtue of the Clifford algebra anti-commutation relations. If we again omit the case of µ = ν in the quadratic terms then the resulting Lie algebra has dimension d = 2n 2 + 2n = n(2n + 1) = O(n 2 ), and it is isomorphic to the (complexified) Lie algebra of the orthogonal group SO(2n + 1).
It would be interesting to seek further natural occurrences of the conditions in (S1) -(S4), perhaps using other Lie algebras, or indeed further unrelated constructions, recalling that our original motivating example of Clifford circuits does not itself seem to arise from any underlying Lie algebra (as Clifford operations form only a discrete set of gates).
Appendix: proof of Theorem 1
Before proving this theorem we introduce some further terminology. Note first that for each ij, B ij occurs in exactly five of the matchgate identities. Let M(ij) be the corresponding set of five identities and let N (ij) be the remaining five. It was noted in [9] that the set of matchgate identities possesses a high degree of symmetry. This leads to associated dependencies and in fact, for any non-zero matrix, only five of the ten matchgate identities are significant, in the following sense. Each bracketed term is the B 44 -term of an identity M k in the set M(44) viz. respectively M 1 , M 5 , M 4 and M 2 . Replacing the brackets by these full expressions we find that all the extra terms cancel and we get:
So if B 44 = 0 then M 1 = . . . = M 5 = 0 implies that M 6 = 0. The same procedure works for all other M i 's in N (44) too. Furthermore it also works for any M(ij) and N (ij) (for all initial choices of ij). The mind-numbingly long list of (eighty) claimed algebraic relations can be readily verified, for example by computer algebra.
Proof of Theorem 1(a). We need to show that any non-invertible matchgate B is the limit of invertible matchgates. If B is the all-zero matrix, letB be any invertible matchgate and settingB k =B/k we have B = lim k→∞Bk . Thus suppose that B contains some non-zero entry B i 0 j 0 = c = 0, which will remain constant in the following constructions. Let B i 1 j 1 , . . . , B i 5 j 5 be the multipliers of B i 0 j 0 in the five matchgate identities of M(i 0 j 0 ). Dividing these identities by c we obtain B i 1 j 1 , . . . , B i 5 j 5 expressed in terms of c and the ten entries B kl with kl = i 0 j 0 , i 1 j 1 , . . . , i 5 j 5 .
We substitute these into B and for fixed B i 0 j 0 = c we obtain a matrixB that is freely parameterised by ten complex variables (viz. the B kl above) and which satisfies M(i 0 j 0 ) with B i 0 j 0 = c = 0. Thus by Lemma 2,B ∈ MG.
Then detB is a polynomial in the ten variables. Now for any i 0 j 0 there is an invertible matchgate whose i 0 j th 0 entry is c so detB cannot be identically zero. Thus its zero set must have empty interior so {B : detB = 0} is dense in the set of all matchgatesB with B i 0 j 0 = c. Hence B is the limit of such invertible matchgates.
To facilitate the proof of Theorem 1(b) we first establish a geometrical interpretation of the ten matchgate identities, which will also provide a connection to the Jordan-Wigner operators. It is an extension of a construction in [4] , given there for a setting of five matchgate identities.
We begin by introducing the four-qubit vector
(where the labels j = 1, 2, 3, 4 correspond to qubit labels 00, 01, 10, 11 respectively). Then (up to an overall factor of i) we introduce the so-called Choi-Jamiolkowski state for the 2-qubit operation XY (writing I for the identity on the first two qubits):
which is an anti-symmetric vector in C 4 ⊗ C 4 . We extend |F 0 to a full orthogonal basis of the 6-dimensional anti-symmetric subspace with the following vectors:
Since all these vectors are real we have
where T denotes transpose and † the conjugate transpose). Now for any 4×4 matrix B, B ⊗B preserves the anti-symmetric subspace. Introduce
By direct calculation it is easy to verify the following relations: We remark that Theorem 6 immediately implies that the set of invertible matchgates forms a group, which was proven by other means in [9] .
Proof of Theorem 1(b). We show that G ⊆ MG * and MG * ⊆ G. For the first inclusion consider again the 11 generators of the Lie algebra L given in eq. (4), which we now label as A 0 = II and A i with i = 1, . . . , 10 for the others. It is easy to check that 
This gives five linear equations on the sixteen entries of A. Since |F i are orthogonal, the equations are independent, and we must have an 11-dimensional linear space of solutions. Now any 4 × 4 matrix A can be written as
α ij P i ⊗ P j where P 0 = I, P 1 = X, P 2 = Y and P 3 = Z are the Pauli matrices. We know from eq. (12) (and I ⊗ I |F 0 = |F 0 ) that all 11 generators A 0 , A 1 , . . . , A 10 of the Lie algebra L satisfy eq. (13) so L itself must be the 11-dimensional linear space of solutions of eq. (13) i.e. A ∈ L so B = e A ∈ G, completing the proof of Theorem 1(b).
Finally we mention a possible alternative "brute force" approach to proving the inclusion G ⊆ MG * . Any element of G has the form e A where A is a (complex) linear combination of the eleven 4 × 4 matrices given explicitly in eq. (4). Thus we could envisage using computer algebra to explicitly compute e A symbolically as a function of eleven variables and then check each of the matchgate identities on the resulting matrix elements. A significant issue here is the complexity of the symbolic manipulations needed to simplify the very long multivariate algebraic expressions obtained. Using straightforward programming in Mathematica implemented on a standard modern laptop, it took eight hours to compute and simplify all sixteen entries of e A and many of the matchgate identities required several more hours each, for their explicit symbolic verification on the resulting matrix entry expressions. We would expect that these timings could probably be significantly reduced by more perspicacious programming.
