In this paper, we consider the Burgers' equation with a time delay. By using the Liapunov function method, we show that the delayed Burgers' equation is exponentially stable if the delay parameter is sufficiently small. We also give an explicit estimate of the delay parameter in term of the viscosity and the initial condition, which indicates that the delay parameter tends to zero if the initial state tends to infinity or the viscosity tends to zero. In our result, we do not impose any a priori boundedness assumption on the solution. Furthermore, we present numerical simulations for our theoretical results.
Introduction
In this paper, we are concerned with the problem of asymptotic behavior of solutions of time-delayed Burgers' equation u t (x, t) − ǫu xx (x, t) + u(x, t − τ )u x (x, t) = 0, 0 < x < 1, t > 0, (1.1) u(0, t) = u(1, t) = 0, t > 0, (1.2) u(x, s) = u 0 (x, s), 0 < x < 1, −τ ≤ s ≤ 0, (1.3) where ǫ > 0 denotes the viscosity parameter, τ > 0 is the delay parameter and u 0 (x, s) is an initial state in an appropriate function space. The motivation of introducing a time delay into the convection term uu x is the observation that a fluid may flow into a volume with the delay.
The problem of control and stability of Burgers' equation without delay has received extensive attention recently (see, e.g., [3, 4, 5, 6, 8, 9, 11, 17, 16] ). It has been proved that the equation is globally exponentially stable at least in the norm of H 1 . However, to our knowledge, there is little work on the delayed Burgers' equation even though there have been many important results on the delayed reaction-diffusion equations (see, e.g., [7, 12, 13, 15, 19, 21] ). In this paper, we show that the delayed Burgers' equation is still exponentially (but not globally) stable if the delay parameter τ = τ (ǫ, u 0 ) is sufficiently small.
We also give an explicit estimate of τ in term of ǫ and u 0 , which indicates that τ tends to zero if the initial state tends to infinity or ǫ → 0. In our results, we do not impose any a priori boundedness assumption on the solution due to the nature of Burgers' equation. Such a boundedness assumption is usually needed to obtain further stability results in the study of long-term behavior of delayed systems. Furthermore, we present numerical simulations for our theoretical results.
We now introduce notation used throughout the paper. The rest of the paper is organized as follows. We present our main result in Section 2.
The proof is given in Section 3 by using the Liapunov function method. Finally, we present numerical simulations for our theoretical results in Section 4.
Main Results
We first briefly show that problem (1.1)-(1.3) is well posed. Define the linear operator A by
. It is well known that A generates an analytic semigroup e At on L 2 (0, 1). We further define the nonlinear operator F :
It is clear that F is locally Lipschitz. Denote
We then transform problem (1.1)-(1.3) into the following integral equation
By Theorem 1 of [19] , for every initial
Furthermore, if the initial condition is more regular, for instance, Hölder continuous, then u is a classical solution.
To state our main result about the exponential stability, we introduce the following no-
In (2.6), we have ω > 0 for 0 ≤ τ < τ 0 because
is equivalent to
which in turn is equivalent to
Remark 2. Indeed, integrating by parts, we obtain for 0
where
. Repeating the above procedure, we can prove that for nτ ≤ t ≤ (n + 1)τ (n = 1, 2, . . .
The Proof
In this section, we prove Theorem 2.1. For convenience, we present the following lemma used in [18] .
Lemma 3.1. Let g, h and y be three positive and integrable functions on (t 0 , T ) such that y ′ is integrable on (t 0 , T ). Assume that
where δ, C 1 , C 2 and C 3 are positive constants. Then
Proof. 
which implies (3.5).
We are now in the position to prove Theorem 2.1.
Proof of Theorem 2.1. Let
Since u x (0) ≤ K and u x (t) is continuous, we have T 0 > 0. We shall prove that T 0 = +∞.
For this, we argue by contradiction. If T 0 < +∞, then we have
and
Using equations (1.1)-(1.3), we obtain
We now want to estimate
we have for 0 ≤ t ≤ T 0 that 13) which implies that
14)
It therefore follows from (3.11) that for 0
By using the comparison arguement, (3.15) implies that
where ω is defined by (2.6). By the first part of (3.15), we have
Multiplying (3.17) by e ωt , we obtain
Integrating (3.18) from 0 to T 0 gives 19) which implies that
Consequently, we have On the other hand, integrating by parts, we obtain
It therefore follows from (3.20) , (3.21) and Lemma 3.1 that for 0
which is in contradiction with (3.10). Therefore, we have proved that T 0 = +∞ and then (2.7) follows from (3.23).
Numerical Simulations
In this section we give numerical simulations for the theoretical results of the last section.
The approximation scheme we used here for problem ( and K denotes the largest integer less than τ /δ. Since
our difference scheme is convergent (see, e.g., [2, p.45] ). On the other hand, to calculate the approximate value of the energy integral
we use the Simpson's formula (see, e.g., [10, p.197 ])
The initial condition we take here is
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