Abstract. -In this paper, we are interested in the numerical analysis of blow up for the Chipot-Weissler equation u t = ∆u + |u| p−1 u − |∇u| q with Dirichlet boundary conditions in bounded domain when p > 1 and 1 ≤ q ≤ 2p p + 1 .
Introduction
In this paper, we study the numerical approximation of solutions which achieve blow up in finite time of the Chipot-Weissler equation 1) and initial data u(x, 0) = u 0 (x) ; x ∈ Ω, (1.3) where Ω is a regular bounded domain in R d , and p, q are fixed finite parameters.
This problem represents a model in population dynamics which is proposed by Souplet in [17] , where (1.1)-(1.3) describes the evolution of the population density of a biological species, under the effect of certain natural mechanisms; u(x, t) denote the spatial density of individuals located near a point x ∈ Ω at a time t ≥ 0. The evolution of this density depends on three types of mechanisms: displacements, births and deaths. The reaction term represents the rate of births. If we suppose that the individuals can be destroyed by some predators during their displacements, then the dissipative gradient term represents the density of predators.
We are concentrated on solution u of (1.1)-(1.3) which blow up in the L ∞ norm in the following sence : There exists T * < ∞, called the blow up time such that the solution u exists on [0, T * ) and
Numerous articles have been published concerning the problem of global existence or nonexistence of solutions to nonlinear parabolic equations. Problem (1.1)-(1.3), has been widely analyzed from a mathematical point of view, on the profile, blow up rates, asymptotic behaviours and self similar solutions (see for example: [16] , [19] , [21] , [14] and [22] ), but to our knowledge, there are no results concerning its numerical approximation.
Let us first have a look at the theoretical analysis of this problem. The quasilinear parabolic equation (1.1) was introduced in 1989 by Chipot and Weissler [4] , in order to investigate the effect of a damping term on global existence or nonexistence of solutions. They proved that under appropriate conditions on q, p and d, there exists a suitable initial value u 0 so that the corresponding solution of (1.1)-(1.3) blows up in a finite time. More precisely: Theorem 1.1. - [4] : Let p > 1, 1 ≤ q ≤ 2p p + 1 and u 0 ∈ W 3,s (Ω) for s sufficiently large, u 0 not identically zero. Suppose in addition that:
1. u 0 = 0 on ∂Ω.
2. ∆u 0 − |∇u 0 | q + |u 0 | p = 0 on ∂Ω.
3. u 0 ≥ 0 in Ω.
4. ∆u 0 − |∇u 0 | q + u p 0 ≥ 0 in Ω. 6. If q < 2p p + 1 then u 0 p+1 is sufficiently large.
E(u 0
)
7.
If q = 2p p + 1 then p is sufficiently large.
Then the corresponding solution of (1.1)-(1.3) blows up in finite time, in the L ∞ norm.
The obvious difficulty with this result is the existence of such initial data.
Souplet and Weissler have proved in [20] that finite time blow up occurs in W 1,s norm (s sufficiently large), for large data whenever p > q, more precisely we have :
- [20] : Assume p > q and let ψ ∈ W 1,s 0 (Ω) for s sufficiently large with ψ ≥ 0, (ψ = 0).
1.
There exists some λ 0 = λ 0 (ψ) > 0 such that for all λ > λ 0 , the solution of (1.1)-(1.3) with initial data φ = λψ blows up in finite time in W 1,s norm.
2.
There is some C > 0 such that
The phenomenon of blow up in finite time for nonlinear parabolic equations has been extensively studied for last decades. Several papers contain numerous references on blow up results, see for example [6] , [12] , [7] and [10] . There has been many works in the past concerning numerical computation of solutions of nonlinear parabolic equation (see [9] , [5] , [13] and [3] ) but without the gradient term. By studing various papers, we found that many interesting numerical problems for the Chipot-Weissler equation are left unsolved, and we would like to solve some of them in this and other forcoming works. The results of this paper are used to study the properties of the numerical solution associated to (1.1)-(1.3) and hence we can assimilate the dissipatif role of the gradient term [8] .
Although the details are explained in the subsequent sections, we outline here the main ideas of this study. Let us recall a result of Chen where he considered the Fujita equation u t = u xx + u 1+α and proved that some numerical solutions can blow up in finite time at more than one point [3] . The following questions may naturally arise:
1. What happens numerically, if we add a gradient term in the Fujita equation?
2. Which conditions on the reaction term and the gradient term to provide or prevent blow-up?
3. Can we compare the blowing-up rates of the equations with and without gradient term?
In this paper, we develop a numerical scheme in order to approximate the solutions of the nonlinear Chipot-Weissler equation in Ω = [−1, 1], and we show that the finite difference solution blow up in finite time if a certain condition is assumed. Next, we study the numerical blow up set and the asymptotic behaviours of our numerical solution near the blow up point, we also try to give an approximation of the blowing up time.
Our paper is organized as follows: In the next section, we present some properties of the exact solution. In section 3, we construct a finite difference scheme and we prove that if the initial data is positive, monotone and symmetric then the numerical solution is also positive, monotone and symmetric. In section 4, we shall prove that the difference solution blows up in x = 0 the middle of the interval [−1, 1]. In section 5, we give some numerical results to illustrate our analysis. In the last section, we present some interesting questions which will be solved in the future study.
Properties of the exact solution
We consider the semilinear equation
with initial data
and Dirichlet boundary conditions
where p > 1, 1 ≤ q ≤ 2p p + 1 and T < T * . (A5) u 0 (−1) = u 0 (1) = 0. These properties will be preserved by our numerical scheme and make computations easier. Under these conditions, it is known from [2] 
Proof. -Let u(x, t) be the solution of (2.1)-(2.3). We define, for all t ≥ 0, the function
We shall prove that v is a solution of (2.
Then for x ∈] − 1, 0] and t ≥ 0 we get
Using (A2), we obtain
Finally, by (2.4), (2.5), (2.6) and by unicity of the solution of (2.1)-(2.3), we
This finishes the proof of the symmetry. For all x ∈ [−1, 0[ and t > 0, we have
Multiplying (2.7) by v − (x, t), we get
Using symmetry and integrating over [−1, 1], we get
In the other hand, from (2.2), we have
and then we can deduce from (2.8) that
Using the symmetry propriety, we get
We refer to proposition 2.2 in [4] , we can see that u and ∇u are bounded before blow up, then there exists M, N > 0 such that
We use Young's inequality, then for all > 0, there exists C > 0, such that
Which implies that
Then we get
where M 1 is a constant depending on N, M and C . For sufficiently small we get
From (A3), we have
Then using Gronwall lemma, we deduce that ∀x ∈ [−1, 0[, t ≥ 0 v − (x, t) = 0, which achieve the proof of Theorem 2.4.
Full discretization
We consider the semilinear parabolic equation
In this section, we construct a finite difference scheme whose solution approximate the solution of (3.1) and satisfies the same properties proved above.
Throughout this paper, we use the following notations in the list below:
1. τ : size parameter for the variable time mesh τ n .
2. h : positive parameter for which λ := τ h 2 < 1 16 kept fixed.
3. t n : n-th time step on t > 0 determined as:
4. x j : j-th net point on [−1, 1] determined as:
5. u n j : approximate of u(t n , x j ). 6. τ n : discrete time increment of n−th step determined by τ n = τ min(1, u n −p+1 ∞ ).
7. h n : discrete space increment of n−th step determined by h n = min(h, (2 u
Under the assumption that a spatial net point x m coincides with the middle point x = 0 (we can easily achieve this by taking N n + 1 = 2m), we will prove that
By using the notations above, our difference equation is introduced by: For j = 1, ..., N n and n ≥ 0:
We denote by
Remark 3.1. -The convergence of solution of (3.2) to the solution of (3.1) is proved in [??].
Properties of the discrete solution
In this section, we prove that the difference solution has the same properties as the exact solution.
3.1. Positivity:-Let u be the classical solution of (3.1). By the maximum principal [4] , we know that if the initial condition is nonnegative, then u is nonnegative too. We shall prove now the same result, as Theorem 2.2, for the discrete solution of (3.2).
Proof. -In view of assumption (A1), we see that U n ≥ 0 holds for n = 0. Supposing that it holds for some n ≥ 0, we have to show that
If we multiply the equation of (3.2) by (u n+1 j ) − we obtain
We use
Then we have
We multiply by (−1) and we sum for j = 1, ..., N n , we obtain
and
We use M := U n ∞ < +∞ before blow-up, we can write that
We define now the operator
and we denote by X = Nn j=1 (X j ) 2 , then we have
Using the definition of h n , we get
which implies that
and we obtain
For the second term, we use Young's inequality to obtain that, for all > 0 1 2
If we take = 1 2 then we obtain
and hence we get
then we have
We use that λ = τ h 2 < 1 16 , we can verify that
and finally we have 
It is easy to see that for j = 1, ..., m − 1, v n j satisfies
In view of assumption (A3), we see that V n ≥ 0 holds for n = 0. Supposing that it holds for some n ≥ 0, we have to show that V n+1 ≥ 0. We use that
We multiply equation (3.4) by (v n+1 j ) − and we sum for j = 1, ..., m − 1, we obtain
We use the same calculations as the proof of Lemma 3.1, we see that
We denote by X * := m−1 j=1 (X j ) 2 and for all > 0 we have
If we take = 1 2 we obtain
Then we can deduce that
, which implies that
And hence we get
We use that λ = τ h 2 < 1 16 we can verify that
And finally by V n ≥ 0, we can deduce that (V n+1 ) − = 0, this gives V n+1 ≥ 0. We do the same thing to obtain that v Proof. -For n ≥ 0, let λ n := τ n h 2 n . For j = 1, ..., N n the first equation of (3.2) can be rewritten as
In view of the assumption (A2), we see that u 0 m−i = u 0 m+i for all i = 1, ..., m − 1. Supposing that it holds for some n ≥ 0, then for i = 1, ..., m − 1,
We have to show that u
Then (3.6) can be rewritten as
where
We do the same thing for i = 1, ..., m − 1 and j = m + i, we obtain
Using (3.4) and (3.6), then (3.9) can be rewritten as
We sum (3.7) and (3.9) we obtain
. . .
We use u n m−i = u n m+i , we can see that V n is symmetric, so we can write
If we use monotony, we have
To ensure unicity of the solution, we should prove that
But it is easy to verify that for
Now, it is easy to see that if
is a solution of (3.10) then
is also a solution of (3.10) . Then by uniqueness, we deduce that U n+1 = W n+1 which achieve the proof of symmetry.
Blow up theorem
In this section we will prove that the solution of the numerical problem blows up for all p > 1 and 1 ≤ q ≤ 2p p + 1 . To prove the theorem, we need the next lemma: Proof. -For n = 0, we have u 0 m >> 1 because of (A.3). Supposing that it holds for some n ≥ 0, we have to show that u n+1 m >> 1. In the equation of (3.2), if we take j = m and we use symmetry we obtain
where λ n := τ n h 2 n , and then we have
Using the recurrence hypothesis we get
, we have
Now we have to show that
Using u n m >> 1 and r ≥ 0, we have Proof. -Using Lemma 4.2, (4.2) and (4.3), we can write that:
which implies by iterations
For a large initial data, we have
this implies that u n m → +∞ as n → +∞, which achieve the proof of Theorem 4.1.
Numerical simulation
In this section, we present some numerical simulation that illustrate our results. As it is shown in figure 1 , we take u 0 (x) = 10 3 sin( π 2 (x + 1)), which satisfies the conditions (A1)-(A5). We take p = 3, q = 1.3 < 2p p + 1
. Figures 2, 3 and 4 show the evolution of the numerical solution for different iterations. One can see that, numerically, the solution blows up in x = 0 and the growth of the solution leads to the reduction of h n and hence increasing the number of points of discretisation.
In T able 1, we present some results about the decreasing of h n and the increasing of N n (the number of points of discretisation of the interval [−1, 1]) in each iteration. Initially, simulation started with a discrete space step h n = 0.138, a discrete time step τ n = 10 −4 , a number of points of discretisation of the interval [−1, 1], N n = 15 and a maximum value M = 10 3 , after 350 iterations, we have increasing of the maximum value which leads to the decreasing of the discrete space step and discrete time step. From figure 5, we observe the evolution of the maximum point (blow-up point) x = 0, it gives an idea about the blow up rates given in [18] . We show in Table 1 . Reduction of h n , τ n and increasing of the number of points of discretisation. figure 6 , that the solution decays with a small initial data u 0 (x) = sin( π 2 (x+1)), and hence blowing up can not occur, this was proved theoretically in [11] . We can see that the solution without gradient term showen in figure 8 blows up more rapidely than the solution of the Chipot-Weissler equation showen in figure 7 , this proves the damping effect of the gradient term. 
Concluding remarks
In this paper we have developped a numerical scheme in order to approximate the blow-up solution of the Chipot-Weissler equation, we have showed that we have blow up in x m = 0.
Our goal in another work, is to use our scheme to study the competition between the gradient term which fights against blow up and the reaction term which may cause blow up in finite time as in the Fujita equation (without gradient term). In particuler, we would like to answer some questions in the future study:
1. Can we determine the numerical blow-up set exactly?
2. What can we say about the asymptotic behaviours of the numerical solution near the blow-up set?
3. Can we give an approximation about the blow up time?
4. Let consider the equation u t = ∆u + a |u| p − b |∇u| q . What conditions should be satisfied by a and b to reproduce blowing-up phenomena?
