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Abstract
Optimization models with non-convex constraints arise in many tasks in machine
learning, e.g., learning with fairness constraints or Neyman-Pearson classification
with non-convex loss. Althoughmany efficient methods have been developedwith
theoretical convergence guarantees for non-convex unconstrained problems, it re-
mains a challenge to design provably efficient algorithms for problems with non-
convex functional constraints. This paper proposes a class of subgradient methods
for constrained optimization where the objective function and the constraint func-
tions are are weakly convex. Our methods solve a sequence of strongly convex
subproblems, where a proximal term is added to both the objective function and
each constraint function. Each subproblem can be solved by various algorithms
for strongly convex optimization. Under a uniform Slater’s condition, we estab-
lish the computation complexities of our methods for finding a nearly stationary
point.
1 Introduction
Continuous optimization models with nonlinear constraints have been widely used in many disci-
plines including machine learning, statistics, and data mining with many real-world applications. A
general optimization problem with inequality constraints is formulated as
f∗ ≡ min
x∈X
{f(x) ≡ f0(x)} s.t. g(x) ≡ max
i=1,...,m
fi(x) ≤ 0, i = 1, 2, . . . ,m. (1)
Here, we assume that X ⊂ Rd is a compact convex set that allows for a simple projection and fi for
i = 0, . . . ,m are weakly-convex (potentially non-smooth) functions. A solution x¯ ∈ X is ε-optimal
if f(x¯) − f∗ ≤ ε and ε-feasible if x¯ ∈ X and g(x¯) ≤ ε. Many optimization models in machine
learning contain nonlinear constraints. Examples include Neyman-Pearson classification [39] and
learning with dataset constraints [22] (e.g. fairness constraints and churn rate constraints).
Optimization problems with a convex objective function and convex constraints have been well
studied in literature with many efficient algorithms and their theoretical complexity developed [5, 4,
33]. However, the parallel development for optimization with non-convex objective functions and
non-convex constraints, especially for theoretically provable algorithms, remains limited, restricting
the practices of statistical modeling and decision making in many disciplines. It is well-known
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that finding a global minimizer for a general non-convex function without any constraints has been
intractable [43]. The difficulty will increase when constraints appear and will increase even further
when those constraints are non-convex.
Therefore, when designing an algorithm for (1) with non-convex objective and constraint functions,
the first question to be addressed is what kind of solutions can the algorithm guarantees and what
complexity the algorithm has in order to find such solutions. In the recent studies on unconstrained
or simply constrained1 non-convex minimization [14, 15, 13, 16, 17, 18, 20, 21, 25, 34, 37, 38],
algorithms have been proposed to find a nearly stationary point, which is a feasible solution close
to another feasible solution where the subdifferential of the objective function almost contains zero.
However, these methods and analysis cannot be applied to (1) as they require the exact projection
to the feasible set which is hard to perform for (1) due to the functional constraints. To address this
issue, in this work, we propose a class of first-order methods for (1) where the objective function and
the constraint functions are all weakly convex. Our methods solve a sequence of strongly convex
subproblems of a proximal-point type where, different from the traditional proximal-point method,
a proximal term is also added to each constraint function instead of just the objective function.
Each subproblem can be solved by an algorithm for strongly convex optimization. Under a uniform
Slater’s condition, we establish the complexities of our methods for finding a nearly stationary point.
We will discuss some applications of (1) in machine learning next.
1.1 Optimization Problems in Machine Learning with Nonlinearly Constraints
Multi-class Neyman-Pearson Classification: In multi-class classification, there existK classes of
data, denoted by ξk for k = 1, 2, . . . ,K , each of which has its own distribution. To classify each
data into one of the K classes, one can rely on K linear models xk, k = 1, 2, . . . ,K and predict
the class of a data point ξ as argmaxk=1,2,...,K x
⊤
k ξ. To achieve a high classification accuracy, we
would like the value x⊤k ξk − x⊤l ξk with k 6= l to be positively large [46, 12], which can be achieved
by minimizing the expected loss Eφ(x⊤k ξk − x⊤l ξk), where φ is a non-increasing potentially non-
convex loss function and E is the expectation taken over ξk. When training these K linear models,
one can prioritize minimizing the loss on class 1 while control the losses on other classes by solving
min
‖xk‖2≤λ,k=1,...,K
∑
l 6=1
E[φ(x⊤1 ξ1 − x⊤l ξ1)], s.t.
∑
l 6=k
E[φ(x⊤k ξk − x⊤l ξk)] ≤ rk k = 2, 3, . . . ,K,
where rk controls the loss for class k and λ is a regularization parameter. When ξ follows the
empirical distribution over a finite dataset, the expectations above are essentially sample averages so
that this problem becomes a deterministic optimization problem.
Learning Data-Driven Constraints: Problem (1) also covers many machine learning models with
data-driven constraints [22]. The examples include the constraints that impose conditions on the
coverage rates, churn rates, or fairness of a predictive model. More details can be found in [22].
Here, we focus on learning a classifier with parity-based fairness constraints [22, 56, 55]. Suppose
(a, b) is a point from a distribution D where b ∈ {1,−1} is the label. Let DM and DF be two
different distributions of points (not necessarily labeled), e.g., DM and DF may represent the male
and female groups. The training of a classifier with fairness constraints can be formulated as
min
‖x‖2≤λ
E(a,b)∼D[φ(−ba⊤x)]
s.t.Ea∼DM [σ(a
⊤x)] + βEa∼DF [σ(−a⊤x)] ≤ r, Ea∼DF [σ(a⊤x)] + βEa∼DM [σ(−a⊤x)] ≤ r
where φ is a non-increasing potentially non-convex loss function, σ = exp(z)1+exp(z) , λ is a regularization
parameter, β is a positive balance parameter and r is a constraint parameter. The objective function
is the training loss of x. The terms σ(a⊤x) and σ(−a⊤x) represent the predicted probabilities of
a being in the positive and the negative class, respectively. The left hand side of the first constraint
will be large if the model x is very “unfair” in the sense that it makes a⊤x very negative for most
of a from DM but very positive for most of a from DF . The second constraint can be interpreted
similarly. Choosing appropriate r forces the left hand sides of both constraints low so that the
obtained model will be fair to both DM and DF . Another example of fairness constraint is given in
Section 5.
1Here, being simply constrained means the feasible set is a simple set, e.g., a box or a ball, that allows for a
closed-form for the projection mapping.
2
1.2 Contributions
We summarize our contributions as follows.
• We propose a class of algorithms (Algorithm 1) for (1) when all fi are weakly convex. This
method approximately solves a proximally guided strongly convex subproblem (9) in each
main iteration with precision O(ǫ2) using a suitable first-order method. We show that our
method finds a nearly ǫ-stationary point (Definition 1) for (1) in O( 1ǫ2 ) main iterations.
• When each fi is a deterministic function, we develop a new variant of the switching sub-
gradient method [35] to solve (9). We show that the complexity of Algorithm 1 for finding
a nearly ǫ-stationary point is O( 1ǫ4 ).
• When each fi is given as an expectation of a stochastic function, we directly use the stochas-
tic subgradient method by [53] to solve (9). We show that the complexity of Algorithm 1
for finding a nearly ǫ-stationary point is O˜( 1ǫ6 ).
2
2 Related Work
There has been growing interest in first-order algorithms for non-convex minimization problems
with no constraints or simple constraints in both stochastic and deterministic setting. Initially,
the research in this direction mainly focus on the problem with a smooth objective function
[20, 51, 21, 38, 37, 25, 1, 2, 23]. Recently, more studies have been developed on the algorithms
and theories for non-convex minimization problems with non-smooth objective functions after as-
suming the objective function is weakly convex [15, 14, 18, 16, 10, 58]. These works tackle the
non-smoothness of objective function by introducing the Moreau envelope of objective function and
analyze the complexity of finding a nearly stationary point. However, these methods are not directly
applicable to (1) because of the functional constraints.
The studies on convex optimization with functional constraints have a long history [5, 4, 33, 42,
and references therein]. The recent development in the first-order methods for convex optimization
with convex constraints include [31, 57, 9, 52, 45, 49, 48, 47, 53, 29, 28, 3, 19] for deterministic
constraints and [26, 54] for stochastic constraints. [44] propose a primal-dual Frank-Wolfe method
for (1) with non-convex f0 but linear fi for i = 1, 2, . . . ,m. Different from these works, this paper
study the problems where the objective function and the constaints are all non-convex.
We realize a paper by Boob et al. [6] was posted online simultaneously as our paper. The main
algorithms (Algorithm 1 and 2 in [6]) they proposed are similar to our Algorithm 1 in the sense that
a similar subproblem (9) is solved in each main iteration. The main difference between our paper
and [6] is the assumptions made to ensure the boundness of the dual variables of subproblem (9),
which is critical to the convergence analysis. The authors of [6] establish convergence result under
various constraint qualification conditions including, Mangasarian-Fromovitz constraint qualifica-
tion (MFCQ), strong MFCQ, and strong feasibility while we only consider a uniform Slater’s con-
dition (Assumption 1B). Strong feasibility condition is stronger than our uniform Slater’s condition
but, on the other hand, is easier to verify. The relative strength between (strong) MFCQ and the
uniform Slater’s condition is unknown. In addition, we focus on the cases where the objective and
constraint functions are either all deterministic or all stochastic while [6] considers an additional
case where only the objective is stochastic. In the stochastic case, we require the stochastic gradi-
ents to be bounded (Assumption 2) while [6] assume the boundness of the second moment of the
stochastic gradients. The complexities of our methods and theirs for finding an ǫ-nearly stationary
point are the same in the dependency on ǫ in the dominating terms. Their complexity is more general
in the sense that it involves non-dominating terms that depend on the smoothness parameters of the
smooth components of the functions which we do not consider.
3 Preliminaries
Let ‖ · ‖ be the ℓ2-norm. For h : Rd → R ∪ {+∞}, the subdifferential of h at x is
∂h(x) =
{
ζ ∈ Rd∣∣h(x′) ≥ h(x) + ζ⊤(x′ − x) + o(‖x′ − x‖), x′ → x},
where ζ ∈ ∂h(x) is a subgradient of h at x. We say h is µ-strongly convex (µ ≥ 0) on X if
h(x) ≥ h(x′) + ζ⊤(x− x′) + µ
2
‖x− x′‖2
2In this paper, O˜(·) suppresses all logarithmic factors of ǫ.
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for any (x,x′) ∈ X × X and any ζ ∈ ∂h(x′). We say h is ρ-weakly convex (ρ ≥ 0) on X if
h(x) ≥ h(x′) + ζ⊤(x− x′)− ρ
2
‖x− x′‖22
for any (x,x′) ∈ X ×X and any ζ ∈ ∂h(x′). We denote the normal cone of X at x byNX (x) and
the distance from x to a set S by Dist(x, S) = miny∈S ‖x− y‖.
The following assumptions about (1) are made throughout the paper:
Assumption 1. The following statements hold:
A. fi(x) is closed and ρ-weakly convex with ∂fi(x) 6= ∅ on any x ∈ X for i = 0, 1, . . . ,m.
B. min
y∈X
{g(y) + ρ+ρǫ2 ‖y−x‖2} < −σǫ for any ǫ2-feasible solution x (x ∈ X and g(x) ≤ ǫ2)
for some positive constants σǫ and ρǫ. We call this condition uniform Slater’s condition.
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C. The domain X is compact such thatmaxx,x′∈X ‖x− x′‖ ≤ D for some constantD.
D. flb ≡ minx∈X f(x) > −∞.
E. We have access to an initial ǫ2-feasible solution xfeas with xfeas ∈ X and g(xfeas) ≤ ǫ2.
F. ‖ζ‖ ≤M for a constantM for any ζ ∈ ∂fi(x), x ∈ X , and i = 0, . . . ,m.
A function is ρ-weakly convex if it is differentiable and the gradient is ρ-Lipchitz continuous. Hence,
the two applications given in Section 1.1 satisfy Assumption 1A when the loss functions φ and σ are
smooth. It is easy to show that g defined in (1) is also ρ-weakly convex under Assumption 1A. An
example satisfies Assumption 1B will be provided in Section 5 (see Remark 3). A discussion about
Assumption 1E is given in Remark (1).
Under Assumption 1, (1) is a non-convex constrained optimization problem so that even finding an
ǫ-feasible solution is difficult in general, let alone a globally optimal solution. For a non-convex
problem, one alternative goal is to find a stationary point of (1), i.e., a point x∗ ∈ X that satisfies
the following Karush-Kuhn-Tucker conditions (KKT) conditions [40, Theorem 28.3]
−ζ∗0 −
m∑
i=1
λ∗i ζ
∗
i ∈ NX (x∗), λ∗i fi(x∗) = 0, fi(x∗) ≤ 0, λ∗i ≥ 0, (2)
where λ∗i is the Lagrangian multiplier corresponding to the constraint fi(x) ≤ 0 for i = 1, . . . ,m
and ζ∗i ∈ ∂fi(x∗) for i = 0, 1, . . . ,m. Since an exact stationary point is hard to find with a finite
number of iterations by many algorithms, it is more common to aim at finding an ǫ-stationary point,
i.e., a point x̂ ∈ X satisfying
Dist
(
− ζ̂0 −
m∑
i=1
λ̂iζ̂i,NX (x̂)
)
≤ ǫ, |λ̂ifi(x̂)| ≤ ǫ, fi(x̂) ≤ ǫ, λ̂i ≥ 0, (3)
where λ̂i is a Lagrangian multiplier corresponding to the constraint fi(x) ≤ 0 for i = 1, . . . ,m and
ζ̂i ∈ ∂fi(x̂) for i = 0, 1, . . . ,m. However, there are two difficulties that prevent algorithms from
finding an ǫ-stationary: (i) Non-smoothness: When f0 is non-smooth, computing an ǫ-stationary
point with finitely many iterations is challenging even if f0 is convex and there is no constraint, e.g.,
minx∈R |x|, where 0 is an exact stationary point while an algorithmmay still return an x ≈ 0 but 6= 0
which is not ǫ-stationary for any ǫ < 1. (ii) Non-convex constraints: When non-convex constraints
appear, it is difficult to numerically find a point x̂ that satisfies the third inequality in (3). With a
highly infeasible x̂, the other two inequalities in (3) become less meaningful.
Therefore, to study (3) in a more tractable setting, we follow [15, 16, 13, 58] to make the weak
convexity assumption in Assumption 1A and consider a function ϕρˆ and a solution x̂ defined as
ϕρˆ(x) ≡ min
y∈X
{
f(y) + ρˆ
2
‖y − x‖2, s.t. g(y) + ρˆ
2
‖y − x‖2 ≤ 0} , (4)
x̂ ≡ argmin
y∈X
{
f(y) + ρˆ
2
‖y − x‖2, s.t. g(y) + ρˆ
2
‖y − x‖2 ≤ 0} , (5)
3The original Slater’s condition states that g(y¯) < 0 for some y¯ ∈ X . Here, our assumption is stronger
because it includes the term ρǫ‖x− y¯‖2 and requires that inequality holds for any ǫ2-feasible solution x.
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where ρˆ ≥ 0 is a proximal parameter, g and f are defined as in (1). It is important to point out that
ϕρˆ is different from the Moreau envelope of the function
4 f(x) + 1X ,g≤0(x) which is defined as
ϕ˜ρˆ(x) ≡ min
y∈X
{
f(y) +
ρˆ
2
‖y − x‖2, s.t. g(y) ≤ 0
}
. (6)
The function ϕ˜ρˆ was considered in [15, 16, 13, 58, 36] and their algorithm and analysis are based
on the fact that (6) is a convex minimization problem when there is no g, f is ρ-weakly convex,
and ρˆ ≥ ρ. However, for our problem (1) where g exists and is ρ-weakly convex, (6) is hard to
evaluate even only approximately. Therefore, we include the term
ρˆ
2‖y − x‖2 in the constraint of
(4) and (5) so that the minimization problem has a (ρˆ − ρ)-strongly convex objective function and
(ρˆ − ρ)-strongly convex constraints when ρˆ ≥ ρ. As a result of strong convexity, the solution x̂
defined in (5) is unique and can be closely approximated by solving (4) or (5).
As an extension to the findings in [15, 16, 13, 58, 36], the quantity ‖x − x̂‖ with x̂ defined in (5)
can be used as a measure of the quality of a solution x. More specifically, let λ̂ be the Lagrangian
multiplier that satisfies the following KKT conditions together with x̂ in (5):
−ζ̂0 − ρˆ(x̂− x)− λ̂
(
ζ̂ + ρˆ(x̂− x)
)
∈ NX (x̂), (7)
λ̂
(
g(x̂) +
ρˆ
2
‖x̂ − x‖2
)
= 0, g(x̂) +
ρˆ
2
‖x̂− x‖2 ≤ 0, λ̂ ≥ 0,
where ζ̂0 ∈ ∂f0(x̂) and ζ̂ ∈ ∂g(x̂). These conditions imply
Dist(−ζ̂0 − λ̂ζ̂,NX (x̂)) ≤ (1 + λ̂)ρˆ‖x̂− x‖, |λ̂g(x̂)| = λ̂ρˆ
2
‖x̂− x‖2, g(x̂) ≤ 0, λ̂ ≥ 0.
Therefore, in the scenario where ‖x̂ − x‖ ≤ ǫ, ρˆ = O(1) and λ̂ = O(1), we have Dist(−ζ̂0 −
λ̂ζ̂,NX (x̂)) = O(ǫ), |λ̂g(x̂)| = O(ǫ2), and g(x̂) ≤ 0, which means x̂ is feasible and satisfies the
optimality conditions of the original problem (1) with O(ǫ) precision and x is only ǫ-away from x̂.
With this property, we can say x is near to an ǫ-stationary point (i.e., x̂) of (1). In Lemma 1 below,
we will show that λ̂ = O(1) when ρˆ ∈ (ρ, ρ + ρǫ] and x is ǫ2-feasible under Assumption 1B. We
formally define the solution we want to compute as follows.
Definition 1. A point x ∈ X is called a nearly ǫ-stationary point of (1) if ‖x̂− x‖ ≤ ǫ where x̂ is
defined in (5) with respect to x and ρˆ.
Next, we propose a numerical method for finding a nearly ǫ-stationary point of (1) with theoretical
complexity analysis. The proofs for all theoretical results are given in the supplementary file.
4 Inexact Constrained Proximal Point Method
The method we proposed is motivated by the recent studies on the inexact proximal methods by
[16, 36, 27] which originates from the proximal point method [41]. The authors of [16] consider
minx∈X f(x) with a ρ-weakly convex and non-smooth f(x). In their approach, given the iterate
xt ∈ X , they generate the next iterate xt+1 by approximately solving the following convex subprob-
lem
xt+1 ≈ argmin
y∈X
f(y) +
ρˆ
2
‖y − xt‖22 (8)
using the standard stochastic subgradient (SSG) method. Then, xt+1 will be used to construct the
next subproblem in a similar way. Similar approaches have been developed for solving non-convex
non-concave min-max problems by [36, 27].
Similar to their approaches, we will generate xt+1 from xt by approximately solving
xt+1 ≈ x̂t ≡ argmin
y∈X
{
f(y) +
ρˆ
2
‖y − xt‖2, s.t. g(y) + ρˆ
2
‖y − xt‖2 ≤ 0
}
. (9)
However, the SSG method cannot be directly applied to (9) due to the constraints g(y) + ρˆ2‖y −
xt‖2 ≤ 0. Thanks to the recent development in the first-order methods for nonlinear constrained
convex optimization, there are existing techniques that can potentially be used as a subroutine to
solve (9) in our main algorithm. To facilitate the description of our main algorithm and its anlaysis,
we formally define the subroutine with the property we need as follows.
4Here, 1X ,g≤0(x) denotes the indicator function of the feasible set {x ∈ X |g(x) ≤ 0}
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Definition 2. An algorithm A is called an oracle for (9) if, for any t ≥ 0, ρˆ > 0, ǫˆ > 0, δ ∈ (0, 1),
and xt ∈ X , it finds (potentially stochastic)5 xt+1 ∈ X such that, with a probability of at least 1−δ,
f(xt+1) +
ρˆ
2
‖xt+1 − xt‖2 − f(x̂t)− ρˆ
2
‖x̂t − xt‖2 ≤ ǫˆ2, g(xt+1) + ρˆ
2
‖xt+1 − xt‖2 ≤ ǫˆ2
where x̂t is defined in (9). We denote the output of A by xt+1 = A(x, ρˆ, ǫˆ, δ).
Before we discuss which algorithms to use as the orcale, we first present the main algorithm, the
inexact proximally constrained (IPC) method, in Algorithm 1 and analyze the number of iterations
it needs for finding a nearly ǫ-stationary point.
Algorithm 1 Inexact Proximally Constrained (IPC) Method
1: Input: An ǫ2-feasible solution x0 = xfeas (Assumption 1E), ρˆ > ρ, δ ∈ (0, 1), ǫˆ =
min
{
1,
√
ρˆ−ρ
4
(
M+ρˆD√
2σǫ(ρˆ−ρ)
+ 1
)− 1
2
}
ǫ, the number of iterations T , and an oracle A for (9).
2: for t = 0, . . . , T − 1 do
3: xt+1 = A(xt, ρˆ, ǫˆ, δT )
4: end for
5: Output: xR where R is a random index uniformly sampled from {0, . . . , T }.
The following lemma shows that the optimal Lagrangian multiplier of (9) is uniformly bounded for
all t under Assumption 1. This is critical for establishing the convergence of Algorithm 1.
Lemma 1. Suppose ρˆ ∈ (ρ, ρ + ρǫ]. Let xt be generated by Algorithm 1, x̂t be defined in (9),
and λt be the Lagrangian multiplier in the KKT conditions (7) of (9) satisfied by x̂t. We have
λt ≤ M+ρˆD√
2σǫ(ρˆ−ρ)
for t = 0, 1, 2, . . . , T − 1 with a probability of at least 1− δ.
Theorem 1. Under Assumption 1, Algorithm 1 guarantees ER‖xR − x̂R‖2 ≤ ǫ2 with a probability
of at least 1− δ if T ≥ 4(f(x0)−flb)ǫ2(ρˆ−ρ) , where the expectation is taken over R.
Remark 1. Algorithm 1 requires the access to an ǫ2-feasible solution x0 = xfeas (Assumption 1E).
When solving (1) without an initial feasible solution, a typical guarantee of an algorithm (e.g. [7, 8])
is that it either finds an ǫ-feasible and ǫ-stationary point of (1) or finds a point which is an ǫ-
stationary point of g but infeasible to (1). In the later case, the solution is typically trapped in a
local minimum of g where g(x) is not small, which can happen due to non-convexity of g. Therefore,
when xfeas is not available, our method will have such type of guarantee as long as a subgadient
method (e.g. [15]) is first applied tominx∈X g(x)withO( 1ǫ4 ) iterations, which will return a nearly ǫ-
stationary point of g, denoted by xtemp. Then if g(xtemp) ≤ ǫ2, we start Algorithm 1 with x0 = xtemp.
If not, we are in the second case mentioned above, namely, we have found a nearly ǫ-stationary
point of g which is infeasible to (1), and xtemp is returned as the final output. Adding this step to our
method does not change the order of magnitude of its complexity.
According to Theorem 1, in order to find an nearly ǫ-stationary point in expectation, we have to call
the oracleAO(1/ǫ2) times. Therefore, the totally complexity of Algorithm 1 highly depends on the
complexity of A for a given ǫ. In the next sections, we will discuss the methods that can be used as
A when fi have different properties.
4.1 Oracle for Deterministic Problem
In this section, we assume that we can calculate any ζ ∈ ∂fi(x) for any x ∈ X . We define
F (x) := f(x) +
ρˆ
2
‖x− xt‖2, G(x) := g(x) + ρˆ
2
‖x− xt‖2 (10)
so that problem (9) becomes minx∈X F (x) s.t. G(x) ≤ 0. We define F ′(x) and G′(x) as
any subgradient of F and G, respectively. Under Assumption 1C and Assumption 1F, we have
‖F ′(x)‖ ≤M + ρˆD and ‖G′(x)‖ ≤M + ρˆD for any x ∈ X .
5Here, we allow A to be a stochastic algorithm.
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Algorithm 2 Switching subgradient method
for the subproblem (9)
1: Input: z0 = xt ∈ X , ρˆ > ρ and ǫˆ > 0.
2: Set I = ∅ and F and G as in (10).
3: Set K =
⌈
4(M2+ρˆD2)
(ρˆ−ρ)ǫˆ2
⌉
4: for k = 0, . . . ,K − 1 do
5: γk =
2
(ρˆ−ρ)(k+2)
6: if G(zk) ≤ ǫˆ2 then
7: I ← I ∪ {k}.
8: zk+1 = ProjX (zk − γkF ′(zk))
9: else
10: zk+1 = ProjX (zk − γkG′(zk))
11: end if
12: end for
13: Output: xt+1 =
∑
k∈I
(k+1)zk∑
k∈I
(k+1) .
Algorithm 3 Online stochastic subgradient method by
[53] for the subproblem (9)
1: Input: z0 = xt ∈ X , ρˆ > ρ, ǫˆ > 0, and the
number of iterationsK .
2: Set V =
√
K and α = K .
3: Set Qi0 = 0 for i = 1, . . . ,m.
4: for k = 0, . . . ,K − 1 do
5: θ˜ki = θi(zk) +
ρˆ
2‖zk − xt‖2 and ζ˜ki = ζi(zk) +
ρˆ(zk − xt) for i = 0, 1, 2, . . . ,m.
6: zk+1 = argmin
z∈X

(
V ζk0 +
m∑
i=1
Qikζ
k
i
)⊤
(z− zk)
+α‖z− zk‖2

7: Qik+1 = max{Qik+ θ˜ki +(ζ˜ki )⊤(zk+1− zk), 0} i =
1, 2, . . . ,m.
8: end for
9: Output: xt+1 =
1
K
∑K−1
k=0 zk.
Because problem (9) is non-smooth, we consider the Polyak’s switching subgradient method [35],
which is also analyzed in [32] and recently extended by [3, 26]. The method we propose here is
a new variant of that method for a strongly convex problem. The details are given in Algorithm 2
where ProjX (x) represents the projection of x to X . Different from [3], our Algorithm 2 only uses a
single loop instead of double loops. It is also different from [26] in the sense that our method keeps
every intermediate solution ǫ-feasible for (4) while the method in [26] only ensures ǫ-feasibility after
a fixed number of iterations. Moreover, [26] requires knowing the total number of iterations before
hand in order to design the step size γk while our method does not.
The convergence of Algorithm 2 is given below whose proof follows the idea of Section 3.2 in [24].
However, the original analysis in [24] is for the subgradient descent method applied to unconstrained
problems our analysis is for the switching subgradient method applied to constrained problems.
Theorem 2. Under Assumption 1, Algorithm 2 guarantees F (xt+1)− F (x̂t) ≤ ǫˆ2 andG(xt+1) ≤
ǫˆ2 deterministically and can be used as an oracle A for (9). The complexity of Algorithm 1 using
Algorithm 2 as an oracle is therefore O( 1ǫ4 ).
Remark 2. Although the main focus of this paper is the case when fi is non-smooth in (1) for
i = 0, . . . ,m, our results can be easily extended to the case where each fi is differentiable with an
L-Lipschitz continuous gradient. In this case, the subproblem (9) is written as computing
xt+1 ≈ x̂t ≡ argmin
y∈X
{
f0(y) +
ρˆ
2
‖y − xt‖2, s.t. fi(y) + ρˆ
2
‖y − xt‖2 ≤ 0, i = 1, . . . ,m
}
.
Since the objective function and constraint functions here are all strongly convex and smooth, there
exist some algorithms that can be used as an oracle for (9) satisfying Definition (2). The examples
include the level-set method [29] and the augmented Lagrangian method [48] whose complexity for
computing xt+1 = A(x, ρˆ, ǫˆ, δ) is O(1ǫˆ ). Since ǫˆ = O(ǫ), the complexity of Algorithm 1 using [29]
or [48] as the oracle is O( 1ǫ2 )×O(1ǫˆ ) = O( 1ǫ3 ).
4.2 Oracle for Stochastic Problem
In this section, we consider the scenario where only a stochastic unbiased estimation for the subgra-
dient of fi is available. In addition to Assumption 1, we make the following assumption.
Assumption 2. For any x ∈ X and any i = 0, 1 . . . ,m, we can compute a stochastic estima-
tion θi(x) and a stochastic gradient ζi(x) of fi such that Eθi(x) = fi(x) and Eζi(x) ∈ ∂fi(x).
Moreover, there exist constants M0 and M1 such that ‖(θ1(x), θ2(x), . . . , θm(x))‖ ≤ M0 and
‖ζi(x)‖ ≤M1 for any x almost surely.
A typical situation where this assumption holds is the stochastic optimization where fi ≡ EFi(x, ξ)
and ξ is a random variable. In that case, we can sample ξ and compute θi(x) = Fi(x, ξ) and
compute ζi(x) as a subgradient of Fi(x, ξ) with respect to x.
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Under this setting, when solving the subproblem (9), it is not possible to construct an unbiased
stochastic subgradient for g in (1) or G in (10) due to the maximization operator in their definitions.
Hence, we treat each fi as an individual function and define
Fi(x) := fi(x) +
ρˆ
2
‖x− xt‖2 for i = 0, 1, . . . ,m
so that problem (9) becomes minx∈X F (x) s.t. Fi(x) ≤ 0 for i = 0, 1, . . . ,. Note that Fi is still
(ρˆ − ρ)-strongly convex. Its stochastic estimation is θi(x) + ρˆ2‖x− xt‖2 which satisfies ‖(θi(x) +
ρˆ
2‖x−xt‖2)mi=1‖ ≤ ‖(θi(x))mi=1‖+ ρˆ
√
m
2 ‖x−xt‖2 ≤M0+ ρˆ
√
mD2
2 ≡ M˜0. Its stochastic gradient
is ζi(x) + ρˆ(x− xt) which satisfies ‖ζi(x) + ρˆ(x− xt)‖ ≤M1 + ρˆD ≡ M˜1.
The switching subgradient method (Algorithm 2) and its variants [3, 26] cannot handle stochastic
constraints functions unless a large high-cost mini-batch is used per iteration [26]. Therefore, we
consider using the online stochatsic subgradient method by [53] which allows for both stochastic
objective function and stochastic constraints. We present their method in Algorithm 3 and analyze
the complexity of Algorithm 1 when using their method as the oracle.
Theorem 3. Under Assumption 1 and 2, Algorithm 3 guarantees F (xt+1) − F (x̂t) ≤
B1(D, M˜0, M˜1,m, σǫ,K, δ) and Fi(xt+1) ≤ B2(D, M˜0, M˜1,m, σǫ,K, δ) for functions
B1(D, M˜0, M˜1,m, σǫ,K, δ) = O( log(K/δ)√K ) and B1(D, M˜0, M˜1,m, σǫ,K, δ) = O(
log(K/δ)√
K
) with
a probability of at least 1− δ. As a consequence, when K is large enough (i.e. K = O˜( 1ǫˆ4 log(1δ )))
so that B1 ≤ ǫˆ2 and B2 ≤ ǫˆ2, Algorithm 3 can be used as an oracle A for (9). The complexity of
Algorithm 1 using Algorithm 3 as an oracle is therefore O˜( 1ǫ6 ).
Since functions B1 and B2 are complicated, we put them in (22) and (27) in the supplementary file.
5 Numerical Experiments
In this section, we evaluate the numerical performance of the proposed methods on training a linear
classifier with non-convex losses and the fairness constraint given in [11]. Let a ∈ Rd be the feature
vector and b ∈ {−1, 1} be the label. We consider a linear model x and a truncated logistic loss
function f(x; a, b) = φα(l(x; a, b)), where l(x; a, b) = log(1 + exp(−baTx)), φα(s) = α log(1 +
s
α ) and α = 2. The benefits in statistics of using this truncated loss can be found in [30] and [50].
Suppose there exist a labeled dataset D = {(ai, bi)}|D|i=1 and a dataset S = {aj}|S|j=1 which is not
necessarily labeled. Also, suppose there is a subset Smin ⊂ S representing a minority population in
S. The training of x using the loss f(x; a, b) with a fairness constraint is formulated as
min
‖x‖1≤20
1
|D|
∑
(a,b)∈D
f(x; a, b) s.t. c
∑
a∈S
σ(aTx)−
∑
a∈Smin
σ(aTx) ≤ 0,
where c ∈ (0, 1) is a fairness parameter and σ(s) = exp(s)1+exp(s) . The fairness constraint forces the
classifier to make a relatively high positive prediction rate on the minority population to guarantee
fairness.
Remark 3. It can be shown that Assumption 1B holds for the problem above in some scenarios. To
show this, it suffices to show that, in some scenarios, there exists a solution x such that ‖x‖1 ≤ 20
and c
∑
a∈S σ(a
Tx) −∑
a∈Smin σ(a
Tx) + ρ+ρǫ2 ‖x − xǫ‖2 ≤ −σǫ for any ǫ2-feasible point xǫ.
Since σ(x) := exp(x)1+exp(x) , it is not hard to show that ρ = O(‖a‖2) using the Hessian matrix of
the constraint function g. Choosing x = 0 in the left hand side of this condition, it becomes
c|S|
2 − |Smin|2 + ρ+ρǫ2 ‖xǫ‖2 ≤ −σǫ. Given that xǫ is bounded when X is compact, there exist ρǫ > 0
and σǫ > 0 satisfying this condition when c and ‖a‖ are small enough. When this happens, ρǫ and
σǫ can be computed also.
We will compare our IPC method with the exact penalty method proposed in [7] and the (determinis-
tic) subgradient method by [53]. The subproblem in each main iteration of the exact penalty method
is solved by the trust region method described in [7] and the subproblem in the IPC method is solved
using the switching subgradient method (Algorithm 2).
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Figure 1: Numerical Results for Problems with Fairness Constraint
We conduct experiments on three datasets: bank-marketing, loan, and a9a. The bank-marketing
dataset is from UCI repository6 with 45,210 instances. After preprocessing the dataset, each sample
is represented by a feature vector of dimension 81. The dataset is split into D and S randomly
and evenly. Minority population contains all people whose marriage status is "Single". The loan
dataset is from LendingClub7 which contains the information of 128,375 loans issued in the fourth
quarter of 2018. After creating dummy variables, each loan is represented by a feature vector of 250
dimensions. We randomly partition the dataset into a set D of 63,890 loans and a set S of 64,485
loans. We treat all borrowers who house ownership is "Mortgage" as minority population. The a9a
dataset is from LIBSVM library 8. We use its 32,561 training instances as D and its 16,281 testing
instances as S. Minority population are all female instances in S. We choose fairness parameter c
to be 0.2, 0.4, 0.08 for dataset bank-marketing, loan, and a9a, respectively.
We also consider a small example where the uniform Slater’s condition (Assumption 1B) can be
verified. Let X = {x ∈ R2|‖x‖1 ≤ 1}, f(x) := xTAx2 and g(x) := x
TBx
2 − 10 where A =[
10 0
0 −1
]
and B =
[
50 0
0 −5
]
. Let x˜ = (0, 1)T and xǫ be any ǫ
2-feasible solution. Then it is easy
to see that ρ = 5 and g(x˜) + ρ+ρǫ2 ‖x˜ − xǫ‖22 ≤ −12.5 + 2(ρ + ρǫ) = −2.5 + 2ρǫ = −σǫ with
σǫ = 2.5 − 2ρǫ > 0 for any ρǫ ∈ (0, 1.25). Then, we apply the three algorithms in comparison to
minx∈X f(x) s.t. g(x) ≤ 0. We denote this problem by “Simple Example”. Note that this example
can easily generalized with a high dimension and with non-diagonalA and B.
We leave additional details on the experiments’ setting in Section A.5 due to the limit of space. The
numerical results are presented in Figure 1 where x-axis represents the number of data passes each
algorithm performed and y-axis denotes the objective value f(x) in the first row and the constraint
value g(x) in the second row. As Figure 1 shows, the IPC method is comparable with the exact
penalty method. However, the IPC method can be potentially applied to non-smooth constraints
while the exact penalty method cannot. Although the algorithm by [53] also works well in these in-
stances, it doesn’t have any theoretical guarantee for nonconvex constrained optimization problems.
We also plot the objective value and the constraint value against the CPU time. Due to the limit of
space, we put these Figures in Section A.5 in the supplementary file.
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A Appendix
In this section, we provide the proofs for the theoretical results in the paper.
A.1 Proof of Lemma 1
Proof. Note that x0 is an ǫ
2-feasible solution. Using the definitions of A(xt, ρˆ, ǫˆ, δ/T ) and ǫˆ and
the union bound, we can show that the iterate xt generated by Algorithm 1 is an ǫ
2-feasible solution
for any t with a probability of at least 1− δ.
Let x˜t ≡ argmin
x∈X
{g(x)+ ρˆ2‖x−xt‖2}. According to Assumption 1B, the fact that xt is ǫ2-feasible,
and the fact that ρˆ ≤ ρ+ ρǫ, we have
−σǫ ≥ min
x∈X
g(x) +
ρ+ ρǫ
2
‖x− xt‖2 ≥ min
x∈X
g(x) +
ρˆ
2
‖x− xt‖2 = g(x˜t) + ρˆ
2
‖x˜t − xt‖2. (11)
As a result, the Lagrangian multiplier λt is well-defined and satisfies the optimality condition below
together with x̂t:
0 ∈ ∂f(x̂t) + ρˆ(x̂t − xt) + λt(∂g(x̂t) + ρˆ(x̂t − xt)) + ζ̂t, (12)
for some ζ̂t ∈ NX (x̂t).
Since g(x) + ρˆ2‖x− xt‖2 + 1X (x) is (ρˆ− ρ)-strongly convex in x and ζ̂tλt ∈ NX (x̂t) = ∂1X (x̂t),
we have
g(x˜t) +
ρˆ
2
‖x˜t − xt‖2 ≥ g(x̂t) + ρˆ
2
‖x̂t − xt‖2 + 〈∂g(x̂t) + ρˆ(x̂t − xt) + ζ̂t
λt
, x˜t − x̂t〉+ ρˆ− ρ
2
‖x˜t − x̂t‖2
≥ 〈∂g(x̂t) + ρˆ(x̂t − xt) + ζ̂t/λt, x˜t − x̂t〉+ ρˆ− ρ
2
‖x˜t − x̂t‖2.
Applying (11) to the inequality above and arranging terms give
−σǫ − (ρˆ− ρ)‖x˜t − x̂t‖
2
2
≥ 〈∂g(x̂t) + ρˆ(x̂t − xt) + ζ̂t/λt, x˜t − x̂t〉
≥ −‖∂g(x̂t) + ρˆ(x̂t − xt) + ζ̂t/λt‖
2
2(ρˆ− ρ) −
(ρˆ− ρ)‖x˜t − x̂t‖2
2
,
which implies ‖∂g(x̂t) + ρˆ(x̂t − xt) + ζ̂t/λt‖2 ≥ 2σǫ(ρˆ− ρ).
Using this lower bound on ‖∂g(x̂t) + ρˆ(x̂t − xt) + ζ̂t/λt‖2 and (12), we have that
λt =
‖∂f(x̂t) + ρˆ(x̂t − xt)‖
‖∂g(x̂t) + ρˆ(x̂t − xt) + ζ̂t/λt‖
≤ M + ρˆD√
2σǫ(ρˆ− ρ)
for all t with a probability of at least 1− δ, where we have used Assumption 1C and Assumption 1F
in the inequality.
A.2 Proof of Theorem 1
Proof. Since xt+1 = A(xt, ρˆ, ǫˆ, δ/T ), the definition of A and the union bound imply that the
following inequalities hold for t = 0, . . . , T − 1 with a probability of at least 1− δ.
f(xt+1) +
ρˆ
2
‖xt+1 − xt‖2 − f(x̂t)− ρˆ
2
‖x̂t − xt‖2 ≤ ǫˆ2, g(xt+1) + ρˆ
2
‖xt+1 − xt‖2 ≤ ǫˆ2. (13)
Let λt be the optimal Lagrangianmultiplier corresponding to x̂t. Then x̂t is also the optimal solution
of the Lagrangian function L(x) ≡ f(x) + ρˆ2‖x − xt‖2 + λt(g(x) + ρˆ2‖x− xt‖2). Since L(x) is
(1 + λt)(ρˆ− ρ)-strongly convex, we have
(1 + λt)(ρˆ− ρ)
2
‖xt − x̂t‖2 ≤ f(xt) + ρˆ
2
‖xt − xt‖2 + λt(g(xt) + ρˆ
2
‖xt − xt‖2)
−
[
f(x̂t) +
ρˆ
2
‖x̂t − xt‖2 + λt(g(x̂t) + ρˆ
2
‖x̂t − xt‖2)
]
= f(xt)− f(x̂t) + λtg(xt)− ρˆ
2
‖x̂t − xt‖2, (14)
13
where we use the complementary slackness, i.e., λt(g(x̂t)+
ρˆ
2‖x̂t−xt‖2) = 0 in the equality above.
Organizing the terms in the first inequality of (13), we get
f(xt+1) ≤ f(x̂t) + ǫˆ2 + ρˆ
2
‖x̂t − xt‖2 − ρˆ
2
‖xt+1 − xt‖2
≤ f(x̂t) + ǫˆ2 + f(xt)− f(x̂t) + λtg(xt)− (1 + λt)(ρˆ− ρ)
2
‖xt − x̂t‖2
= f(xt) + λtg(xt)− (1 + λt)(ρˆ− ρ)
2
‖xt − x̂t‖2 + ǫˆ2
where second inequality is because of (14). The inequality above can be written as
(1 + λt)(ρˆ− ρ)
2
‖xt − x̂t‖2 ≤ f(xt)− f(xt+1) + λtg(xt) + ǫˆ2 (15)
Summing up inequality (15) from t = 0, 1, . . . , T − 1, we have
T−1∑
t=0
(1 + λt)(ρˆ− ρ)
2
‖xt − x̂t‖2 ≤ f(x0)− flb +
T−1∑
t=0
λtg(xt) + T ǫˆ
2,
where flb is introduced in Assumption 1D. Note that g(xt) ≤ g(xt)+ ρˆ2‖xt−xt−1‖2 ≤ ǫˆ2 because
of the property of A. So we have
T−1∑
t=0
(ρˆ− ρ)
2
‖xt − x̂t‖2 ≤
T−1∑
t=0
(1 + λt)(ρˆ− ρ)
2
‖xt − x̂t‖2 ≤ f(x0)− flb +
T−1∑
t=0
λtǫˆ
2 + T ǫˆ2.
Dividing both sides by T (ρˆ− ρ)/2, we have
ER‖xR − x̂R‖2 = 1
T
T−1∑
t=0
‖xt − x̂t‖2 ≤ 2(f(x0)− flb)
T (ρˆ− ρ) +
2
T (ρˆ− ρ)
T−1∑
t=0
(1 + λt)ǫˆ
2
≤ 2(f(x0)− flb)
T (ρˆ− ρ) +
2ǫˆ2
(ρˆ− ρ)
(
M + ρˆD√
2σǫ(ρˆ− ρ)
+ 1
)
≤ ǫ
2
2
+
ǫ2
2
= ǫ2
with a probability of at least 1−δ, where the second inequality is by Lemma 1 and the last inequality
follows the definitions of T and ǫˆ.
A.3 Proof of Theorem 2
Proof. For simplicity of notation, we defined µ := ρˆ− ρ. Let J := {0, 1, . . . ,K − 1}\I where I is
generated in Algorithm 2 when it terminates.
Suppose k ∈ I , namely, G(zk) ≤ ǫˆ2 is satisfied in iteration k. Algorithm 2 will update zk+1 using
F ′(zk). Following the standard analysis of subgradient decent method, we can get
F (zk)− F (x̂t) ≤ γk(M2 + ρˆD2) + ( 1
2γk
− µ
2
)‖zk − x̂t‖2 − ‖zk+1 − x̂t‖
2
2γk
=
2(M2 + ρˆD2)
µ(k + 2)
+ (
µ(k + 2)
4
− 2µ
4
)‖zk − x̂t‖2 − µ(k + 2)
4
‖zk+1 − x̂t‖2
=
2(M2 + ρˆD2)
µ(k + 2)
+
µk
4
‖zk − x̂t‖2 − µ(k + 2)
4
‖zk+1 − x̂t‖2 (16)
Multiplying k + 1 to the both sides of 16, we can get
(k + 1)(F (zk)− F (x̂t)) ≤ 2(M
2 + ρˆD2)(k + 1)
µ(k + 2)
+
µk(k + 1)
4
‖zk − x̂t‖2 − µ(k + 1)(k + 2)
4
‖zk+1 − x̂t‖2
≤ 2(M
2 + ρˆD2)
µ
+
µk(k + 1)
4
‖zk − x̂t‖2 − µ(k + 1)(k + 2)
4
‖zk+1 − x̂t‖2
(17)
14
Suppose k ∈ J , namely, G(zk) ≤ ǫˆ2 is not satisfied in iteration k. Algorithm 2 will update zk+1
using G′(zk). Similarly, we can get
(k + 1)(G(zk)−G(x̂t)) ≤ 2(M
2 + ρˆD2)
µ
+
µk(k + 1)
4
‖zk − x̂t‖2 − µ(k + 1)(k + 2)
4
‖zk+1 − x̂t‖2
(18)
Summing up inequalities (17) and (18) from k = 0, . . . ,K−1 and dropping the non-negative terms,
we obtain ∑
k∈I
(k + 1)(F (zk)− F (x̂t)) +
∑
k∈J
(k + 1)(G(zk)−G(x̂t)) ≤ 2K(M
2 + ρˆD2)
µ
(19)
Because G(zk) > ǫˆ
2 when k ∈ J andG(x̂t) ≤ 0, the inequality above implies∑
k∈I
(k + 1)(F (zk)− F (x̂t)) +
∑
k∈J
(k + 1)ǫˆ2 ≤ 2K(M
2 + ρˆD2)
µ
(20)
Rearranging terms gives∑
k∈I
(k + 1)(F (zk)− F (x̂t)) ≤
∑
k∈I
(k + 1)ǫˆ2 −
K−1∑
k=0
(k + 1)ǫˆ2 +
2K(M2 + ρˆD2)
µ
≤
∑
k∈I
(k + 1)ǫˆ2 − K(K + 1)
2
ǫˆ2 +
2K(M2 + ρˆD2)
µ
.
Given that K ≥ 4(M2+ρˆD2)µǫˆ2 , the summation of the last two terms in the inequality above is non-
positive. As a result, we have∑
k∈I
(k + 1)(F (zk)− F (x̂t)) ≤
∑
k∈I
(k + 1)ǫˆ2
Dividing both sides by
∑
k∈I(k+1) and using the convexity of F , we obtain F (xt+1)−F (x̂t) ≤ ǫˆ2.
As the same time, the convexity of G ensures G(xt+1) ≤
∑
k∈I
(k+1)G(zk)∑
k∈I
(k+1) ≤ ǫˆ2.
Hence, Algorithm 2 can be used as an oracle to solve (9) and the complexity of Algorithm 1 will be
TK = O
(
(f(x0)− flb)(M2 + ρˆD2)
ǫ4(ρˆ− ρ)3
( M + ρˆD√
σǫ(ρˆ− ρ)
+ 1
))
.
Note that, Algorithm 2 is deterministic so that the complexity above does not depend on δ.
A.4 Proof of Theorem 3
Proof. According to Assumption 1B and the factor that xt is ǫ
2-feasible with a high probability,
Assumption 2 (The Slater’s condition) in [53] holds for the subproblem (9) with a high probability.
According to Theorem 4 in [53], Algorithm 3 guarantees
F (xt+1)− F (x̂t) ≤ B1(D, M˜0, M˜1,m, σǫ,K, δ) (21)
with a probability of at least 1− δ, where
B1(D, M˜0, M˜1,m, σǫ, K, δ) (22)
≡ D
2 + M˜21 /4 + (M˜0 +
√
mM˜1D)
2/2 + log0.5
(
1
δ
)
M˜0Λ(D, M˜0, M˜1,m, σǫ,K, δ)√
K
,
Λ(D, M˜0, M˜1, m, σǫ,K, δ) ≡ σǫ
2
+ (M˜0 +
√
mM˜1D) +
2D2
σǫ
+
2M˜1D + (M˜0 +
√
mM˜1D)
2
σǫ
(23)
+Λ˜(D, M˜0, M˜1,m, σǫ,K, δ) +
8(M˜0 +
√
mM˜1D)
2
σǫ
log
(2K
δ
)
= O(log(K/δ)),
and
Λ˜(D, M˜0, M˜1, m, σǫ,K, δ) ≡ 8(M˜0 +
√
mM˜1D)
2
σǫ
log
[
1 +
32(M˜0 +
√
mM˜1D)
2
σ2ǫ
exp
(
σǫ
8(M˜0 +
√
mM˜1D)
)]
.
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Figure 2: Experiments Results for Problems with Fairness Constraint
According to equation (22) in [53], Algorithm 3 guarantees
Fi(xt+1) ≤ ‖(Q
1
K , Q
2
K , . . . , Q
m
K)‖
K
+
M˜21√
K
+
√
mM˜21
2K2
K−1∑
k=0
‖(Q1k, Q2k, . . . , Qmk )‖ (24)
for i = 1, . . . ,m. It is also shown in Theorem 3 in [53] that
‖(Q1k, Q2k, . . . , Qmk )‖ ≤
√
KΛ(D, M˜0, M˜1,m, σǫ,K, δ) (25)
for k = 0, 1, . . . ,K with a probability of at least 1− δ. Applying (25) to (24) and organizing terms,
we obtain
Fi(xt+1) ≤ B2(D, M˜0, M˜1,m, σǫ,K, δ) (26)
with a probability of at least 1− δ, where
B2(D, M˜0, M˜1, m, σǫ,K, δ) (27)
≡ Λ(D, M˜0, M˜1,m, σǫ,K, δ) + M˜
2
1 + Λ(D, M˜0, M˜1,m, σǫ,K, δ)
√
mM˜21 /2√
K
To ensure Algorithm 3 is an oracle for (9), it suffices to choose the K large enough so that the
left hand sides of (21) and (26) are both no more than ǫˆ2. Because Λ(D, M˜0, M˜1,m, σǫ,K, δ) =
O(log(K/δ)). It suffices to choose K = O˜( 1ǫˆ4 log(
1
δ )). Hence, Algorithm 3 can be used as an
oracle to solve (9) and the complexity of Algorithm 1 will be
TK = O˜
(
1
ǫ6
)
.
A.5 Additional Numerical Results
We choose ǫˆ = 10−2 in the IPC method. For all instances except Simple Example, the three al-
gorithms in comparison all start at a solution x0 constructed by projecting an all-one vector to
X = {x ∈ Rd|‖x‖1 ≤ 20}. We confirm that x0 is a feasible solution for these three real instances
so that Assumption 1E is satisfied. For Simple Example, the initial solution is chosen to be (0, 0.5)T .
The subproblem in the IPC method is solved by Algorithm 2 with the number of iterationsK = 1ǫˆ2 .
We assume ρˆ = 2ρ in our algorithm for all experiments and, since ρ is unknown, we select the best
value for ρˆ from a discrete grid of candidates according to the performance of algorithm. Eventually,
the value ρˆ = 10−2.5 leads to a good performance on all three real datasets. Therefore, ρˆ = 10−2.5
is used to create Figure 1 and Figure 2. To be fair, the control parameters in the exact penalty
method [7] and the (deterministic) subgradient method [53] are also tuned instead of chosen as their
theoretical values in their papers.
Additional numerical results are presented in Figure 2 where x-axis represents the CPU time and
y-axis denotes the objective value in the first row and the constraint value in the second row. In
terms of CPU time, the IPC method is also comparable with the exact penalty method.
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