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Abstract
A deeper understanding of recent computations of the Brauer group of Hopf
algebras is attained by explaining why a direct product decomposition for this
group holds and describing the non-interpreted factor occurring in it. For a Hopf
algebra B in a braided monoidal category C, and under certain assumptions on
the braiding (fulfilled if C is symmetric), we construct a sequence for the Brauer
group BM(C;B) of B-module algebras, generalizing Beattie’s one. It allows one to
prove that BM(C;B) ∼= Br(C) × Gal(C;B), where Br(C) is the Brauer group of C
and Gal(C;B) the group of B-Galois objects. We also show that BM(C;B) con-
tains a subgroup isomorphic to Br(C)×H2(C;B, I), where H2(C;B, I) is the second
Sweedler cohomology group of B with values in the unit object I of C. These re-
sults are applied to the Brauer group of a quasi-triangular Hopf algebra that is a
Radford biproduct B × H, where H is a usual Hopf algebra over a field K, the
Hopf subalgebra generated by the quasi-triangular structure R is contained in H
and B is a Hopf algebra in the category HM of left H-modules. The Hopf algebras
whose Brauer group was recently computed fit this framework. We finally show that
BM(K,H,R)×H2(HM;B,K) is a subgroup of the Brauer group BM(K,B×H,R),
confirming the suspicion that a certain cohomology group of B×H (second lazy co-
homology group was conjectured) embeds into BM(K,B ×H,R). New examples of
Brauer groups of quasi-triangular Hopf algebras are computed using this sequence.
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1 Introduction
1.1 The Brauer group of a field was introduced in 1929 in order to classify finite di-
mensional division algebras. Its elements are equivalence classes of central simple algebras
with the equivalence relation defined in such a way that each equivalence class corresponds
to a unique central division algebra. Brauer group theory has strong connections to Galois
theory, Homology theory, Group theory, Algebraic Geometry and K-Theory.
1.2 Several versions and generalizations of the Brauer group of a field were proposed
through the last century, ending, from a formal point of view, in the construction of the
Brauer group of a braided monoidal category by Van Oystaeyen and Zhang [44]. Their
construction extends Pareigis’ one for a symmetric monoidal category [37]. An exposition
on the way leading to this general construction is offered in [16]. A startling use of
this Brauer group in Mathematical Physics is pointed out in [20, Page 408], where it
is proposed as a tool to classify full conformal field theories based on a modular tensor
category. We mention two of the most important generalizations of the Brauer group of
a field.
(1) It was extended by Auslander and Goldman in [1] to commutative rings. Cen-
tral simple algebras are replaced by central separable algebras, usually called Azumaya
algebras. This group plays a relevant role in Algebraic Geometry.
(2) Wall proposed in [46] the Brauer group of Z2-graded algebras, known today as
the Brauer-Wall group. The motivation for this generalization is the observation that the
Clifford algebra associated to quadratic vector space V is central simple if and only V
is even dimensional. However, considering the natural Z2-gradation on them, they are
always Z2-central simple. The Brauer-Wall group is related to Clifford algebras, quadratic
extensions and K-Theory, see the excellent monograph [25] for a comprehensive account.
For a quasi-triangular Hopf algebra (H,R) over a field K we denote by BM(K,H,R)
the Brauer group of the (braided monoidal) category HM of left H-modules, where the
braiding stems from the quasi-triangular structure R. This Brauer group, that generalizes
Wall’s one and introduced in [10], is the main object of study of this paper.
1.3 Let K be a field with char(K) 6= 2. Recall that Sweedler Hopf algebra is H4 =
K〈g, x|g2 = 1, x2 = 0, gx = −xg〉 as an algebra, where g is group-like and x is (g, 1)-
primitive, with antipode S(g) = g and S(x) = gx. In [45] the group BM(K,H4,R0)
corresponding to the quasi-triangular structure R0 =
1
2
(1⊗ 1+ g⊗ 1+ 1⊗ g− g⊗ g) was
computed. It was proved that
BM(K,H4,R0) ∼= BW(K)× (K,+)
where BW(K) denotes the Brauer-Wall group of K and (K,+) the additive group of
K. Other computations generalizing this one were done later: for Radford Hopf algebra
[12], Nichols Hopf algebra [13], and a modified supergroup algebra [11]. In all these
computations a direct product decomposition for the Brauer group holds and there was
no interpretation for one of the factors ((K,+) in the above case) appearing in it.
1.4 In this paper we get an insight into these calculations by explaining why a direct
product decomposition holds and describing the non-interpreted factor occurring in it.
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All these Hopf algebras are examples of Radford biproduct (indeed bosonization) Hopf
algebras B ×H, where (H,R) is a quasi-triangular Hopf algebra, B ∈ HM is a braided
Hopf algebra and R is also a quasi-triangular structure for B×H . Here H is viewed as a
Hopf subalgebra of B×H through the canonical inclusion map ι : H → B×H . Radford
biproduct construction is an important algebraic link between ordinary Hopf algebras and
braided Hopf algebras. We will construct a sequence in a braided monoidal category that
will allow us to relate the Brauer group of the braided Hopf algebra B and that of the
base category HM and show that this sequence underlies behind the above-mentioned
computations. To explain this we analyze in detail the preceding example.
Let C be the category of KZ2-modules with braiding stemming from R0. It may
be identified with the category of Z2-graded vector spaces with its non-trivial braided
structure. Sweedler Hopf algebra is a Radford biproduct, more precisely, a bosonization
of H = KZ2 and the braided Hopf algebra B = K[x]/(x
2) in C. The quasi-triangular
structure R0 of KZ2 is also a quasi-triangular structure for H4. This means that the
braiding of C is B-linear and hence the category BC of left B-modules in C is also a
braided monoidal category with the same braiding (Proposition 6.2). The Brauer group
of C is BW(K) and the Brauer group of BC is BM(K,H4,R0) because BC and H4M are
isomorphic as braided monoidal categories (Corollary 6.3). By forgetting the B-module
structure on a B-Azumaya algebra, we obtain an Azumaya algebra in C, since the braiding
of both categories is the same. Therefore we may consider the following forgetting map
p in (1.1), that splits by q – any Azumaya algebra in C can be equipped with the trivial
B-module structure obtaining a B-Azumaya algebra:
Br(C) Br(BC).✲
q
✛
p
(1.1)
1.5 This situation led us to Beattie’s exact sequence [5] where a similar couple of
morphisms is considered in the specific case of a finitely generated and projective com-
mutative and cocommutative Hopf algebra H over a commutative ring R. Beattie proved
that there is a split exact sequence
1 Br(R)✲ BM(R;H)✲
q
✛
p
Gal(R;H)✲Π 1.✲
Here BM(R;H) is the Brauer group of H-module algebras, Br(R) the Brauer group of
R and Gal(R;H) denotes the group of H-Galois objects. In our categorical context C is
now the (symmetric) category of R-modules, H is a finite Hopf algebra in C and HC is the
(symmetric) category of left H-modules. The (abelian) Brauer groups Br(C) and Br(HC)
are Br(R) and BM(R;H) respectively. Our idea was to extend Beattie’s exact sequence to
any braided monoidal category and to compute Coker(q) in (1.1) using this new sequence,
explaining so the above computations. The weird factor appearing in the direct product
decomposition is the group of Galois objects of the braided Hopf algebra. In our example
(K,+) should be the group of B-Galois objects. Beattie’s sequence was constructed
in Ferna´ndez Vilaboa’s Ph.D. thesis [19] for a closed symmetric monoidal category with
equalizers and coequalizers. This construction also appears in [3], although proofs are only
sketched and for complete proofs one is referred to [19]. For computations the author uses
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here tapestry diagrams which are less intuitive and spread than the standard graphical
calculus. The case of Radford Hopf algebra escapes from this construction because the
base category is not symmetric (see examples in Section 6).
1.6 Motivated by this case we generalize this construction to a braided monoidal
category under some assumptions on the braiding, fulfilled in any symmetric monoidal
category. Our first main result is:
Theorem 1.1 Let (C,⊗,Φ) be a closed braided monoidal category with equalizers and
coequalizers. Let H be a finite and commutative Hopf algebra in C. Suppose that the
braiding Φ is H-linear and that ΦT,X = Φ
−1
X,T for any H-Galois object T and any X ∈ C.
Then there is a split exact sequence
1 Br(C)✲ BM(C;H)✲
q
✛
p
Gal(C;H)✲Υ 1.✲ (1.2)
Here BM(C;H) denotes the Brauer group of H-module algebras, Br(C) the Brauer group of
C and Gal(C;H) the group of H-Galois objects. Moreover, BM(C;H) ∼= Br(C)×Gal(C;H).
Some words must be said about the hypotheses. That Φ is H-linear ensures that the
category HC of left H-modules is braided and hence we can consider its Brauer group
BM(C;H). It also implies that H is cocommutative (Proposition 3.13). This is why
cocommutativity does not explicitly appear in our list of assumptions, unlike in [3]. The
symmetricity condition ΦT,X = Φ
−1
X,T for any H-Galois object T and any X ∈ C (i.e. T
belongs to the Mu¨ger’s center of C) is needed in order to construct the morphism Υ in
(1.2) and the group of H-Galois objects Gal(C;H). This group is constructed in [17]
based on the construction of the group of biGalois objects due to Schauenburg [41].
1.7 The symmetricity condition on the braiding, although satisfied by our examples,
seems rare. If we drop it, we still have a similar sequence for the subgroup BMinn(C;H) of
BM(C;H) consisting of H-Azumaya algebras with inner actions. Our second main result
asserts:
Theorem 1.2 Let C be a closed braided monoidal category with equalizers and coequaliz-
ers. Let H be a finite and commutative Hopf algebra in C. Assume that the braiding is
H-linear. Then there is a split exact sequence
1 Br(C)✲ BMinn(C;H)✲
q
✛
p
H2(C;H, I)✲Υ
′
1✲ (1.3)
where H2(C;H, I) is the second Sweedler cohomology group of H with values in the unit
object I. Furthermore, BMinn(C;H) ∼= Br(C)×H
2(C;H, I).
This sequence generalizes to any braided monoidal category the one obtained by Alonso
A´lvarez and Ferna´ndez Vilaboa in [2, Theorem 11] and [4, Proposition 0.3] for symmetric
monoidal categories.
We remark that our proof of these two theorems is different in several aspects from the
one of these authors for the symmetric case: instead of tapestry notation we use braided
notation, more intuitive and widely accepted; we use, as Schauenburg does in [41], the
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notion of flatness and faithful flatness in a monoidal category, that allows to simplify the
proof of many intermediate results; finally we use Schauenburg’s observation from [40]
that ΦH,H = Φ
−1
H,H for a cocommutative Hopf algebra H , allowing one to construct in any
braided monoidal category the group Galnb(C;H) of Galois objects with a normal basis,
that turns out to be isomorphic to H2(C;H, I).
1.8 Our two main results are applied to a certain family of finite dimensional quasi-
triangular Hopf algebras that we next describe. Let (H,R) be a quasi-triangular Hopf
algebra over a field K and C = HM the braided monoidal category of left H-modules.
We denote by ΦR the braiding of C stemming from R. Let B ∈ C be a Hopf algebra and
consider the Radford biproduct Hopf algebra B × H . Denote by ι : H −→ B × H the
canonical inclusion and set R = (ι ⊗ ι)(R). Then, R is a quasi-triangular structure for
B ×H if and only if the braiding ΦR is B-linear (Proposition 6.2). The category of left
B ×H-modules B×HM is isomorphic, as a braided monoidal category, to BC (Corollary
6.3). Theorem 1.1 applied to this case states:
Corollary 1.3 With notation as above, if ΦR satisfies the symmetricity condition for any
B-Galois object T ∈ HM and any X ∈ HM, we have
BM(K,B ×H,R) ∼= BM(K,H,R)×Gal(HM;B).
We show that this result underlies in the computation of the Brauer group of Sweedler
Hopf algebra, Radford Hopf algebra, Nichols Hopf algebra and modified supergroup alge-
bras (Theorem 6.7). They are better understood in our categorical framework by means of
Beattie’s exact sequence. Applying Theorem 1.2 to the same type of Radford biproducts
one obtains:
Corollary 1.4 BM(K,H,R)× H2(HM;B,K) is a subgroup of BM(K,B ×H,R).
For this result the symmetricity assumption on the braiding is not needed. It was sus-
pected that the group of lazy 2-cocycles would embed in the Brauer group, [7, Intro-
duction]. The cohomology group H2(HM;B,K) embeds in (and coincides in some cases
with) the second lazy cohomology group of B ×H for the examples analyzed, as checked
in [17]. Thus our result clarifies this suspicion.
1.9 This paper is organized as follows. In the second section we fix notation and present
some preliminaries including notions like (faithful) flatness, closed monoidal categories,
inner hom objects, finite and dual objects and algebraic structures in braided monoidal
categories. The Morita Theorems for categories of modules constructed over a monoidal
category, due to Pareigis, are recalled.
The third section deals with the first and second term of our short exact sequence
(1.2). We recall from [44] the construction of the Brauer group of a braided monoidal
category C. We give an alternative description of one of the functors associated to an
Azumaya algebra (Proposition 3.4). When the braiding is H-linear the Brauer group
BM(C;H) is defined as the Brauer group of the category HC of left H-modules. Finally,
we construct the subgroup BMinn(C;H) of BM(C;H) consisting on those classes containing
a representative which has inner H-action.
The third term of our sequence, the group Gal(C;H) of H-Galois objects, together
with some results on braided Hopf-Galois theory, is presented in the fourth section. This
group is constructed in [17] taking advantage of the group of biGalois objects due to
Schauenburg [41]. To construct it we assume that the braiding satisfies ΦA,B = Φ
−1
B,A for
any two H-Galois objects A and B. Galois objects with a normal basis are defined and
it is pointed out that the above-mentioned condition on the braiding is satisfied by them.
They form a group Galnb(C;H), that exists in any braided monoidal category, and it is
isomorphic to H2(C;H, I).
Theorems 1.1 and 1.2 are stated and proved in several steps in the fifth section. We
first define the map Υ : BM(C;H) → Gal(C;H) in (1.2) and check that it is a group
morphism. Secondly, we assign to any H-Galois object an Azumaya algebra, indeed an
H-Azumaya algebra, showing that Υ is surjective. We finally prove that the sequence is
exact and get the direct product decomposition. Theorem 1.2 is obtained as a byproduct
by proving that Υ(BMinn(C;H)) = Galnb(C;H).
The sixth section contains the applications, Corollaries 1.3 and 1.4, of our two main
results to the class of Radford biproducts previously detailed. We show that our sequence
lies behind the computations of the Brauer group of Sweedler Hopf algebra, Radford Hopf
algebra, Nichols Hopf algebra and modified supergroup algebras. We will go further by
computing the Brauer group of a new family of quasi-triangular Hopf algebras (Subsection
6.3, Theorem 6.11). They will provide us with an example of a Hopf algebra in a braided
(non-symmetric) monoidal category such that every Galois object has a normal basis, and
with an example for which this is not true.
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2 Preliminaries
2.1 Braided monoidal categories
We assume that the reader is familiar with general category theory. We recommend the
monographs [30] and [33] as references. In this paper we will deal with braided monoidal
categories. The reader is referred to [21], [22], [23], [24], [27], [30] and [43] for basic notions
and results on this important sort of categories. The 7-tuple (C,⊗, a, I, l, r,Φ) will stand
for a braided monoidal category, where C is a category, ⊗ : C × C → C is the tensor
product functor, aX,Y,Z : (X⊗Y )⊗Z → X⊗ (Y ⊗Z) is the associativity constraint, that
satisfies Mac Lane’s pentagonal axiom, I denotes the unit object, lX : I ⊗ X → X and
rX : X ⊗ I → X are the left and right unity constraint respectively and ΦX,Y : X ⊗ Y →
Y ⊗X denotes the braiding. In view of Mac Lane’s Coherence Theorem we may (and we
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will do) assume that our braided monoidal category is strict, i.e., the associativity and
unity constraints are the identity in C. We will use the standard graphical calculus to
work in braided monoidal categories. For two objects V,W in C we denote the braiding
between them and its inverse by
ΦV,W =
V W
W V
and Φ−1V,W =
W V
V W
respectively.
2.1.1 Flatness: An object A in C is called flat if the functor A⊗− : C −→ C preserves
equalizers. If, in addition, it reflects isomorphisms, then A is called faithfully flat. By
naturality of the braiding the functor A⊗ − : C −→ C preserves equalizers (resp. reflects
isomorphisms) if and only if −⊗A : C −→ C does it. The following statements for objects
A,B ∈ C are easy to prove:
(i) If A and B are flat, then so is A⊗ B.
(ii) If A and B are faithfully flat, then so is A⊗ B.
(iii) If the functor A⊗− reflects equalizers and A⊗B is faithfully flat, then B is faithfully
flat.
2.1.2 Closed categories: A braided monoidal category C is called closed if the
functor − ⊗ M : C → C has a right adjoint for all M ∈ C. The right adjoint, called
the inner hom functor, will be denoted by [M,−] : C → C. For M,N ∈ C the counit
of the adjunction evaluated at N is denoted by evM ,N : [M ,N ] ⊗ M → N . It satisfies
the following universal property: for any morphism f : T ⊗M → N there is a unique
morphism g : T → [M,N ] such that f = evM ,N (g ⊗M ). The functor [M,−] is defined
on morphisms as follows: Let f : N −→ N ′ be a morphism in C. Then [M, f ] : [M,N ]
−→ [M,N ′] is the unique morphism such that the following diagram commutes:
[M,N ]⊗M ✲
evM ,N
❄
[M, f ]⊗M
N
❄
f
[M,N ′]⊗M N ′✲evM ,N ′
(2.1)
The unit of the adjunction αM,N : N −→ [M,N ⊗M ] satisfies:
N M
α
❤ev
N⊗M
=
N⊗M
N⊗M
(2.2)
For the rest of this paper, and unless otherwise stated, C will stand for a closed braided
monoidal category with equalizers and coequalizers. Some of the results presented in this
section hold under weaker assumptions on C. However, our assumption will avoid some
technical difficulties and will allow to simplify the statement of some of them.
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2.1.3 Inner hom algebra: There is an associative pre-multiplication ϕM,Y,Z : [Y, Z]⊗
[M,Y ] −→ [M,Z] and a unital morphism ηY : I −→ [Y, Y ] such that ϕM,Y,Y (ηY ⊗ [M,Y ]) =
Id[M,Y ] and ϕM,M,Z([M,Z]⊗ ηM) = Id[M,Z] . The morphisms ϕM,Y,Z and ηY are given via
the universal properties of [M,Z] and [Y, Y ], respectively, by the diagrams:
✲[Y, Z]⊗ evM ,Y [Y, Z]⊗ Y
Z
❄
evY ,Z
[Y, Z]⊗ [M,Y ]⊗M
❄
ϕM,Y,Z ⊗M
[M,Z]⊗M ✲evM ,Z [Y, Y ]⊗ Y Y
✲
evY,Y
❍❍❍❍❍❍❥
lY
I ⊗ Y
❄
ηY ⊗ Y
By ϕM,Y,Z being associative we mean that ϕM,Y,V (ϕY,Z,V ⊗ [M,Y ]) = ϕM,Z,V ([Z, V ] ⊗
ϕM,Y,Z). For each M ∈ C, the object [M,M ] is equipped with an algebra structure via
ϕM,M,M and ηM .
2.1.4 Using the braiding, [M,−] : C −→ C becomes a right adjoint of M ⊗− : C −→ C.
The counit of this adjunction will be denoted by e˜vM,N :M⊗ [M,N ]→ N for any N ∈ C.
Then e˜vM,N = evM ,NΦ
−1
[M ,N ],M . The universal property for e˜vM,N reads as follows: for any
f : M ⊗ T −→ N there is a unique g : T −→ [M,N ] such that
M T
g
❤˜ev
N
=
M⊗T
f
N
(2.3)
The unit of the adjunction α˜ : N −→ [M,M ⊗N ] obeys
M N
α˜
❤˜ev
M⊗N
=
M⊗N
M⊗N
(2.4)
The relation between α and α˜ is α˜ = [M,ΦN,M ]α. When there is no danger of confusion
we will simply write α and ev instead of α˜ and e˜v .
2.1.5 Dual objects: Given P ∈ C, an object P ∗ ∈ C together with a morphism
eP : P
∗⊗P −→ I is called a dual object for P if there exists a morphism dP : I −→ P ⊗P
∗
such that (P ⊗ eP )(dP ⊗ P ) = idP and (eP ⊗ P
∗)(P ∗ ⊗ dP ) = idP ∗ . The morphisms eP
and dP are called evaluation and dual basis respectively. In braided diagrams eP and dP
are denoted by
eP = P ∗ P
✡✠
and dP =
☛✟
P P ∗
Then the conditions in the definition take the form:
P☛✟
✡✠
P
=
P
P
(2.5)
P ∗ ☛✟
✡✠
P ∗
=
P ∗
P ∗
(2.6)
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A dual object is unique up to isomorphism. For a dual object (P ∗, eP ) for P the functor
− ⊗ P ∗ : C −→ C is a right adjoint of − ⊗ P : C −→ C. Hence eP : P
∗ ⊗ P −→ I satisfies
the following universal property: for any object X ∈ C and any morphism f : X ⊗P → I
there is a unique morphism g : X → P ∗ such that f = eP (g ⊗ P ). Moreover, f : P → Q
induces f ∗ : Q∗ → P ∗ such that eP (f
∗ ⊗ P ) = eQ(Q
∗ ⊗ f). Another consequence of the
above adjunction is that the functors [P,−] and −⊗ P ∗ are isomorphic. If P has a dual
object, then P ∗ has it as well and there is a natural isomorphism P ∼= P ∗∗.
2.1.6 Tensor product of dual objects: If P,Q ∈ C have dual objects, then Q∗⊗P ∗
is a dual object for P ⊗Q with evaluation morphism eP⊗Q = eQ(Q
∗ ⊗ eP ⊗Q). We may
also pair P ∗ ⊗ Q∗ with P ⊗ Q via e′P⊗Q = (eP ⊗ eQ)(P
∗ ⊗ ΦQ∗,P ⊗ Q). There is an
isomorphism θP,Q : P
∗ ⊗ Q∗ → (P ⊗ Q)∗, where θP,Q is the unique morphism such that
e′P⊗Q = eP⊗Q(θP,Q ⊗ P ⊗Q). In the sequel, we will use e
′
P⊗Q as evaluation morphism for
P ⊗Q and simply denote it by eP⊗Q.
Using the universal property of eP⊗Q one may show that ΦP ∗,Q∗ = θ
−1
Q,PΦ
∗
Q,PθP,Q.
Hence, if ΦP,Q = Φ
−1
Q,P , then ΦP ∗,Q∗ = Φ
−1
Q∗,P ∗.
2.1.7 Finite objects: The morphism db : P ⊗ [P , I ] −→ [P ,P ] defined via the
universal property of ([P, P ], evP ,P : [P ,P ]⊗ P −→ P) by
❍❍❍❍❍❍❍❥
P ⊗ evP ,I
❄
db ⊗ P
P ⊗ [P, I]⊗ P
[P, P ]⊗ P P ∼= P ⊗ I✲
evP ,P
(2.7)
is also called the dual basis morphism. The object P is finite if db is an isomorphism. In
braided diagrams (2.7) reads as:
P⊗[P,I] P
db
❤ev
P
=
P [P,I] P
❤ev
P
One may easily prove that if P is finite, then ([P, I], evP ,I ) is its left dual. The dual basis
morphism is dP = db
−1η[P,P ].
2.1.8 In a closed braided monoidal category C a finite object P is flat.
Proof. Since P is finite, P ∗ := [P, I] is a left dual for P and P ∼= P ∗∗. Hence P is a left
dual to P ∗. Then − ⊗ P ∗∗ ∼= − ⊗ P is a right adjoint functor to − ⊗ P ∗ and, as such,
−⊗ P preserves equalizers.
2.1.9 Let M and N be finite objects in C. There is a natural isomorphism
[M ⊗N, I] ∼= [N, I]⊗ [M, I] = N∗ ⊗M∗.
Proof. There is a natural isomorphism between [M ⊗ N,−] and [M, [N,−]]. Combining
2.1.5 and 2.1.7, we find that there is also a natural isomorphism between [M, [N,−]]
9
and [N,−] ⊗ [M, I]. Hence we have a natural isomorphism between [M ⊗ N,−] and
[N,−]⊗ [M, I]. Apply now this to I and take into account that [M, I] and [N, I] are the
left duals of M and N respectively in view of 2.1.7.
For practical purposes we will involve the braiding in the above isomorphism and
consider a new isomorphism
δM,N : M
∗ ⊗N∗ −→ [M ⊗N, I]
defined as the unique one such that
M∗⊗N∗ M⊗N
δM,N
❤ev
=
M∗N∗M N
✡✠✡✠
(2.8)
2.2 Structure transmission lemmas
We refer to [6] for the definition of algebraic structures in braided monoidal categories
like algebras, modules, coalgebras, comodules, Hopf algebras, module algebras and co-
module algebras. The list of axioms for each of these structures, expressed in graphical
calculus, may be found in [6, Page 159]. We set some notation for the different structures:
A is an algebra, C a coalgebra, H a Hopf algebra with antipode S, M an A-module and
N a C-comodule.
Algebra Coalgebra Antipode
Unit Multiplication Counit Comultiplication
ηA = r
A
∇A =
A A
✡✠
A
εC =
C
r ∆C =
C☛✟
C C
H
❤S
H
Module Comodule
Left Right Left Right
νM =
A M
P
M
µM =
M A
✏
M
λN =
N
✏
C N
ρN =
N
P
N C
In this subsection we will record in several results how the equalizer and coequalizer
of two morphisms with additional structures also inherits these structures. The proofs of
these results are standard.
2.2.1 Let E A✲e
✲f
B✲
g
be an equalizer in C.
(i) If f and g are algebra morphisms, then E is an algebra and e is an algebra morphism.
We call (E, e) an algebra pair.
(ii) If f and g are left (resp. right) H-module morphisms, then E is a left (resp. right)
H-module and e is a left (resp. right) H-module morphism. The pair (E, e) is called
an H-module pair. The dual statement follows for H-comodules provided that H is
flat. Similarly, (E, e) is said to be an H-comodule pair.
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Assume that A,B areH-comodule algebras, where H is flat, and let (E, e) be the equalizer
of H-comodule algebra morphisms f, g : A −→ B. Then E inherits an H-comodule algebra
structure such that e is a morphism of H-comodule algebras. It is important to stress
that once the corresponding structure morphisms are induced on E, one does not need
anymore the hypothesis on f and g to prove the compatibility conditions in each structure
(the reader is encouraged to check it).
2.2.2 Let A ∈ C be an algebra and AC the category of left A-modules. Given two
morphisms f, g : M → N in AC consider its equalizer in C:
E M✲
e ✲f
N✲
g
Then E admits a structure of left A-module such that e is a morphism of A-modules and
(E, e) is the equalizer in AC of f and g. Hence AC has equalizers. Moreover, the forgetful
functor U : AC −→ C preserves equalizers. Both statements hold true for the category C
C
of right C-comodules if C is a flat coalgebra.
2.2.3 Consider a commutative diagram of morphisms in C
E2 A2✲e2
E1 A1✲
e1
❄
f
❄
f
and assume that e2 is a monomorphism.
(i) If e1, e2 and f are right H-comodule morphisms and e2 ⊗ H is a monomorphism,
then f is an H-comodule morphism.
(ii) If e1, e2 and f are right H-module morphisms, then f is an H-module morphism.
(iii) If e1, e2 and f are algebra morphisms, then f is an algebra morphism.
As a consequence we have:
(a) Let f : A −→ R and g : B −→ R be algebra (resp. H-comodule) morphisms and
assume that g (resp. g ⊗ H) is a monomorphism. Let h : A −→ B be such that
gh = f . Then h is an algebra (resp. H-comodule) morphism.
2.2.4 Given two morphisms f, g : N →M in AC consider its coequalizer in C:
N Q✲
q✲f
M ✲g
Then Q admits a structure of left A-module such that q is a morphism of A-modules and
(Q, q) is the equalizer in AC of f and g. Hence, AC has coequalizers. The closedness of
C guarantees the existence of the structure morphism A ⊗ Q −→ Q. This is because, as
a left adjoint functor, A ⊗ − preserves coequalizers. The forgetful functor U : AC −→ C
preserves coequalizers.
11
2.3 Tensor product of modules over an algebra
2.3.1 Given an algebra A ∈ C, the tensor product over A of a right A-module M and
a left A-module N is the coequalizer in C
M ⊗A N.✲
ΠM,N✲µM ⊗N
M ⊗ A⊗N M ⊗N✲
M ⊗ νN
Consider morphisms f : M −→ M ′ in CA and g : N −→ N
′ in AC. Then f ⊗ g : M ⊗ N
−→ M ′ ⊗N ′ induces a morphism f ⊗A g :M ⊗A N −→ M
′ ⊗A N
′. Thus we have functors
M ⊗A − : AC → C and −⊗A N : CA → C.
2.3.2 Let A,B,R ∈ C be algebras and consider the categories of A-B-bimodules ACB
and B-R-bimodules BCR. For M ∈ ACB and N ∈ BCR, the object M ⊗ N admits a
structure of left A-module and right R-module inherited from M and N respectively.
Denote the structure morphisms by νM⊗N and µM⊗N respectively. The object M ⊗B N
is an A-R-bimodule with structure morphisms ν : A ⊗ (M ⊗B N) −→ M ⊗B N and
µ : (M ⊗B N) ⊗ R −→ M ⊗B N defined via the universal properties of the coequalizers
(A⊗(M⊗BN), A⊗ΠM,N) and ((M⊗BN)⊗R,ΠM,N⊗R) respectively by ν(A⊗ΠM,N) =
ΠM,NνM⊗N and µ(ΠM,N ⊗ R) = ΠM,NµM⊗N . Furthermore, the coequalizer morphism
ΠM,N is an A-R-bimodule morphism. Moreover, if f : M → M
′ and g : N → N ′ are
morphisms in ACB and BCR respectively, then f⊗B g : M⊗BN →M
′⊗BN
′ is a morphism
in ACR. In particular, for M ∈ ACB and N ∈ BCR we have functors M ⊗B − : BC → AC
and −⊗B N : CB → CR.
2.3.3 For M ∈ AC there is a natural isomorphism A ⊗A M ∼= M of left A-modules
induced by the structure morphism of M . If additionally M ∈ ACB, then this is an
isomorphism of A-B-bimodules.
2.3.4 Let M ∈ ACA and N ∈ C. The object M ⊗N becomes a left A-module from the
structure of left A-module of M . Then M ⊗A (A⊗N) ∼= M ⊗N in ACA by
γ : M ⊗A (A⊗N) −→M ⊗N
induced on the coequalizer by the commuting diagram:
✲µM ⊗ (A⊗N)M ⊗ A⊗ (A⊗N) ✲
M ⊗ [(∇A ⊗N)α
−1
A,A,N ]
(M ⊗A)⊗N
❄
α−1M,A,N
M ⊗ (A⊗N) M ⊗A (A⊗N)✲
ΠM,A⊗N
M ⊗N
❄
γ
✲
µM ⊗N
Subsequently, we have an isomorphism in ACA
ω := γ−1(δ ⊗N) : (M ⊗A A)⊗N −→M ⊗A (A⊗N)
where δ is the right version of the morphism from 2.3.3.
2.3.5 Associativity of the tensor product: Since C is closed, the functor M ⊗−
preserves coequalizers. Then, for every X ∈ C,M ∈ CA and N ∈ AC there is a canonical
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isomorphism X ⊗ (M ⊗A N) ∼= (X ⊗M)⊗AN induced by the associativity of the tensor
product ⊗. Using this isomorphism, the coequalizer universal property and 3×3 Lemma,
one may show that for M ∈ CA, N ∈ ACB and L ∈ BC the coequalizers M ⊗A (N ⊗B L)
and (M ⊗A N)⊗B L are isomorphic in C. This isomorphism becomes an isomorphism in
RCT if M ∈ RCA and L ∈ BCT .
For general monoidal categories, Pareigis used in [34, page 202] the notion of coflatness
to assure the associativity of the tensor product. Let A and B be algebras in C. An object
M ∈ BCA is called A-coflat if for all algebras R, T ∈ C and objects L ∈ ACR the coequalizer
M ⊗A L ∈ BCR exists and for every P ∈ CT the natural morphism M ⊗A (L ⊗ P )
−→ (M ⊗A L) ⊗ P in BCT , induced by the associativity of the tensor product, is an
isomorphism. Symetrically, one may define the notion of B-coflat for M . For M,N and
L as in the preceding paragraph, there is an isomorphism between M ⊗A (N ⊗B L) and
(M ⊗A N) ⊗B L if M is A-coflat and L is B-coflat. Notice that in a closed braided
monoidal category with coequalizers every bimodule M ∈ BCA is coflat on both sides since
the functors X⊗− and −⊗X , as left adjoint functors, preserve coequalizers for all X ∈ C.
2.3.6 The functor A[−,−] : For an algebra A ∈ C and M ∈ AC we can consider the
functor M ⊗ − : C −→ AC. For each X ∈ C the object M ⊗X is a left A-module in the
natural way. We recall from the discussion preceding [34, Theorem 3.2] that this functor
has a right adjoint A[M,−]. For N ∈ AC, the object A[M,N ] is the following equalizer:
A[M,N ] [M,N ]✲
ιN ✲uN [A⊗M,N ],✲
vN
where u and v are given via the commutative diagrams
A⊗M ⊗ [M,N ] ✲
νM ⊗ [M,N ]
❄
A⊗M ⊗ uN
M ⊗ [M,N ]
❄
ev
A⊗M ⊗ [A⊗M,N ] N✲ev
A⊗M ⊗ [M,N ] ✲
A⊗ ev
❄
A⊗M ⊗ vN
A⊗N
❄
νN
A⊗M ⊗ [A⊗M,N ] N✲ev
(2.9)
If f : N −→ N ′ is a morphism in AC, then A[M, f ] : A[M,N ] −→ A[M,N
′] is induced as a
morphism on an equalizer via the diagram
A[M,N ] [M,N ]✲
ιN
A[M,N
′] [M,N ′]✲
ιN ′
❄
A[M, f ]
❄
[M, f ]
✲uN ′ [A⊗M,N ′]✲
vN ′
That [M, f ] induces A[M, f ] is provided by A-linearity of f .
The unit α : N −→ [M,M⊗N ] and the counit ev : M ⊗ [M ,N ] −→ N of the adjunction
(M ⊗−, [M,−]) between C and C, on the one hand, and the unit a : N −→ A[M,M ⊗N ]
and the counit ev : M ⊗ A[M,N ] −→ N of the adjunction (M ⊗ −, A[M,−]) between C
and AC, on the other hand, are related by α = ιa and ev = ev(A⊗ ι).
Similarly to 2.1.3, ∇ : A[M,M ] ⊗ A[M,M ] → A[M,M ] and η : I → A[M,M ] (given
by the universal property of ev as the unique morphisms such that ev(M ⊗∇) = ev(ev⊗
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A[M,M ]) and ev(M ⊗ η) = IdM) endow A[M,M ] with a structure of algebra. Moreover,
M is an A-A[M,M ]-bimodule with right structure morphism ev : M ⊗ A[M,M ]→M.
IfM ∈ ACB and N ∈ AC, then A[M,N ] is a left B-module with left structure morphism
ν : B ⊗ A[M,N ] → A[M,N ] defined as the unique one such that ev(µM ⊗ A[M,N ]) =
ev(M ⊗ ν). Moreover, if f : N → N ′ is a morphism in AC, then A[M, f ] : A[M,N ] →
A[M,N
′] becomes a morphism in BC. Thus we have a functor A[M,−] : AC → BC. For
M ∈ ACB the adjunction (M ⊗ −, A[M,−]) between C and AC induces an adjunction
(M ⊗B −, A[M,−]) between BC and AC through the universal property of the coequalizer
M ⊗B −, [34, Proposition 3.10]. The counit of the adjunction ev : M ⊗B A[M,N ]→ N is
given as the unique morphism such that ev = evΠM,A[M,N ].
Finally, if N ∈ ACR, then A[M,N ] becomes a B-R-bimodule with right structure
morphism ζ : A[M,N ]⊗R→ A[M,N ] satisfying ev(M ⊗ ζ) = µN(ev⊗R). If f : N → N
′
is a morphism in ACR, then A[M, f ] : [M,N ]→ [M,N
′] is a morphism in BCR.
2.4 Morita theory
In this subsection we recall the version for monoidal categories of Morita Theorems
due to Paregis [36, Theorems 5.1 and 5.3]. Since we are working in the framework of
closed braided monoidal categories with equalizers and coequalizers we will adapt these
theorems to our setting, losing in generality but avoiding some technical difficulties like
the use of coflatness.
2.4.1 C-functors: Let A,B be algebras in C. A functor F : AC −→ BC is called a
C-functor if for allM ∈ AC there is a natural isomorphism between the functors F(M⊗−)
and F(M)⊗− from C to BC. It is proved in [35, Theorems 4.2 and 4.3] that for Q ∈ BCA,
the functors Q⊗A − : AC −→ BC and B[Q,−] : BC −→ AC are C-functors.
2.4.2 Finite and faithful projective objects: An object P ∈ AC is called finite
if the morphism db : A[P,A] ⊗A P −→ A[P, P ] defined via the universal property of
(A[P, P ], evP,P : P ⊗ A[P, P ] −→ P ) by
❍❍❍❍❍❍❍❥
evP,A ⊗A P
❄
P ⊗ db
P ⊗ A[P,A]⊗A P
P ⊗ A[P, P ] P ∼= A⊗A P✲
evP,P
(2.10)
is an isomorphism. An object P ∈ AC is faithfully projective if it is finite in AC and
evP,A : P ⊗A[P,P ] A[P,A] −→ A is an isomorphism. Similarly, one may define finiteness and
faithful projectiveness for a right module.
2.4.3Morita context: AMorita context in C is a sextuple (A,B, P,Q, f, g) consisting
of algebras A,B ∈ C, bimodules P ∈ ACB, Q ∈ BCA and morphisms f : P ⊗B Q −→ A in
ACA and g : Q⊗A P −→ B in BCB such that the diagrams
✲f ⊗A P A⊗A P
P
❄
νP
P ⊗B (Q⊗A P ) ∼= (P ⊗B Q)⊗A P
P ⊗B B
❄
P ⊗B g
✲
µP
✲g ⊗B Q B ⊗B Q
Q
❄
νQ
Q⊗A (P ⊗B Q) ∼= (Q⊗A P )⊗B Q
Q⊗A A
❄
Q⊗A f
✲
µQ
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are commutative. Here, abusing of notation, µP , νP and µQ, νQ are the isomorphisms
induced by the module structures of P and Q respectively. If moreover there exist mor-
phisms ζ ∈ C(I, P ⊗B Q) and ξ ∈ C(I, Q ⊗A P ) such that fζ = ηA and gξ = ηB, the
context is called strict.
2.4.4 Morita Theorem I: Let (A,B, P,Q, f, g) be a strict Morita context in C. Then
f and g are isomorphisms. Moreover:
(i) The functors P ⊗B− : BC −→ AC and Q⊗A− : AC −→ BC are inverse C-equivalences.
In particular, P ∈ AC and Q ∈ BC are faithfully projective.
(ii) The functors −⊗B Q : CB −→ CA and −⊗A P : CA −→ CB are inverse C-equivalences.
In particular, Q ∈ CA and P ∈ CB are faithfully projective.
2.4.5 Morita Theorem II: Let F : AC −→ BC and G : BC −→ AC be inverse C-
equivalences. Then there exist objects P ∈ ACB and Q ∈ BCA such that:
(i) There are natural isomorphisms F(−) ∼= Q⊗A − ∼= A[P,−] and G(−) ∼= P ⊗B − ∼=
B[Q,−].
(ii) There are isomorphisms A ∼= P ⊗B Q in ACA and B ∼= Q ⊗A P in BCB so that the
diagrams in 2.4.3 commute.
(iii) There are isomorphisms B[Q,B] ∼= P in ACB and A[P,A] ∼= Q in BCA.
(iv) There are isomorphisms B[Q,Q] ∼= A in ACA and A[P, P ] ∼= B in BCB that are also
isomorphisms of algebras.
2.4.6 The derived Morita context: Let P ∈ AC and set
⊛P = A[P,A]. Recall that
P is an A-A[P, P ]-bimodule and that it induces a structure of A[P, P ]-A-bimodule on
⊛P.
Consider now the morphisms f = ev : P⊗
A[P,P ]
⊛P −→ A and g = db : ⊛P⊗AP −→ A[P, P ]
of 2.4.2. Then (A, A[P, P ], P,
⊛P, f, g) is a Morita context. If AP is faithfully projective,
then it is a strict Morita context. In particular, if P ∈ C is faithfully projective, then
P ⊗− : C −→ [P,P ]C is a C-equivalence.
2.5 Faithful projectiveness and faithful flatness
2.5.1 A faithfully projective object is faithfully flat.
Proof. Let P be faithfully projective in C and set P ∗ = [P, I]. By 2.4.6, (P⊗−, P ∗⊗[P,P ]−)
defines a C-equivalence between C and [P,P ]C. To prove that P is flat, consider an equalizer
in C:
E M✲
e ✲f
N✲
g
Through the equivalence P ⊗−,
P ⊗E P ⊗M✲
P ⊗ e ✲P ⊗ f
P ⊗N✲
P ⊗ g
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is an equalizer in [P,P ]C. By 2.2.2, P ⊗ E is the equalizer in C of P ⊗ f and P ⊗ g. To
see that P ⊗− reflects isomorphisms, assume P ⊗ h is an isomorphism in C for a certain
h : M → N . Considering P ⊗ h as a morphism in [P,P ]C, it is then an isomorphism in
there. By the inverse equivalence P ∗ ⊗[P,P ] (P ⊗ h) ∼= (P
∗ ⊗[P,P ] P )⊗ h ∼= h will then be
an isomorphism in C.
2.5.2 If P ∈ C is finite and P⊗− reflects isomorphisms, then P is faithfully projective.
Proof. To prove that P is faithfully projective we need to show that ev : P ∗⊗[P,P ] P −→ I
is an isomorphism. Consider the isomorphism β : P ⊗ (P ∗⊗[P,P ] P ) −→ (P ⊗ P
∗)⊗[P,P ] P
induced by the associativity of the tensor product. If we show that the composition
P ⊗ (P ∗ ⊗[P,P ] P )
β
∼= (P ⊗ P ∗)⊗[P,P ] P
db⊗[P,P ]P
∼= [P, P ]⊗[P,P ] P
δ
∼= P
equals P ⊗ ev, we would obtain that ev is an isomorphism because P ⊗− reflects isomor-
phisms and we would be done.
That P ⊗ ev = δ(db ⊗[P ,P ] P)β we will conclude from the following diagram:
✲
P ⊗ΠP ∗,P
P ⊗ I ∼= P✲
P ⊗ ev
✲P ⊗ evP ⊗ (P ∗ ⊗ P )
(P ⊗ P ∗)⊗ P
❄
∼=
❄
β
P ⊗ (P ∗ ⊗[P,P ] P )
(P ⊗ P ∗)⊗[P,P ] P✲
ΠP⊗P ∗,P
[P, P ]⊗ P
❄
db⊗ P
[P, P ]⊗[P,P ] P✲
Π[P,P ],P ❄
db ⊗[P ,P ] P
δ
 
 
 
 
 
 
 
 
 
 
 
 ✒
2
3
1
Our question is formulated in the diagram 〈1〉. It suffices to prove that it commutes when
composed to P ⊗ ΠP ∗,P , as the latter is an epimorphism. In the top row of the diagram
we have P ⊗ ev = (P ⊗ ev)(P ⊗ ΠP∗,P) by the definition of ev. Diagrams 〈2〉 and 〈3〉
commute by the definition of β and db⊗[P ,P ]P respectively. A diagram chasing argument
will yield our claim when we prove that the outer diagram commutes.
Note that δ : [P, P ] ⊗[P,P ] P −→ P is induced by evP ,P : [P ,P ] ⊗ P −→ P so that
evP ,P = δΠ[P ,P ],P . On the other hand, by Diagram 2.7, we have evP ,P(db ⊗ P) = P ⊗ ev .
Combining these two we get δΠ[P,P ],P (db ⊗ P) = P ⊗ ev .
3 The Brauer group of a braided monoidal category
In [44] Van Oystaeyen and Zhang constructed the Brauer group of a braided monoidal
category extending a previous construction of Pareigis for symmetric monoidal categories
[37]. This categorical construction collects practically all examples of Brauer groups
ocurring in the literature. In the first part of this section we recall the construction of
this group, although we will use braided diagrams instead of applying the Yoneda Lemma,
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as done in the two cited articles. We will also give an alternative description of one of the
functors associated to an Azumaya algebra that will be crucial for future results. In the
second part, we will introduce the Brauer group of module algebras and present the left
hand side part of the sequence we aim to construct.
As in the previous section, C will denote a closed braided monoidal category with braid-
ing Φ and possessing equalizers and coequalizers (although we will not use coequalizers
here).
3.1 Azumaya algebras
For an algebra A ∈ C its opposite algebra, denoted by A, is defined as follows: As an
object A = A, the unit is the same as inA and the multiplication is given by∇A = ∇AΦA,A.
Let αA,− : IdC −→ [A,−⊗A] denote the unit of the adjunction (−⊗ A, [A,−]). Consider
the morphism f = ∇A(∇A⊗A)(A⊗Φ) : (A⊗A)⊗A→ A. We define F : A⊗A −→ [A,A]
as the composition
A⊗A [A, (A⊗ A)⊗A]✲
αA,A⊗A
[A,A].✲
[A, f ]
The morphism F is an algebra morphism. Using the universal property, it can also be
described as follows:
A⊗A A
F
❤ev
A
=
A⊗A A
α
[A,f ]
❤ev
A
(2.1)
=
A⊗A A
α
❤ev
f
A
(2.2)
=
(A⊗A)⊗A
f
A
=
A A A
✍ ✌
✍ ✌
A
(3.1)
Let α˜A,− : IdC −→ [A,A⊗−] denote the unit of the adjunction (A⊗−, [A,−]). Recall from
2.1.4 how it is related to the unit αA,− : IdC −→ [A,−⊗A]. Let g = ∇A(A⊗∇A)(Φ⊗A).
We define G : A⊗ A −→ [A,A] as the composition
A⊗ A [A,A⊗ (A⊗ A)]✲
α˜A,A⊗A
[A,A].✲
[A, g]
It can be described as follows:
A A⊗A
G
❤˜ev
A
=
A A⊗A
α˜
[A,g]
❤˜ev
A
(2.1)
=
A A⊗A
α˜
❤˜ev
g
A
(2.4)
=
A⊗(A⊗A)
g
A
=
A A A
✍ ✌
✍ ✌
A
(3.2)
A faithfully projective algebra A in C is called an Azumaya algebra if F and G are
isomorphisms. We call F and G the Azumaya defining morphisms. In a symmetric
monoidal category F and G coincide.
We recall a characterization of Azumaya algebras which appears in [44, Theorem 3.1]
and in [37, Proposition 1] for a symmetric monoidal category. First we observe that for
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two algebras A,B ∈ C the category of A-B-bimodules is isomorphic to the category of left
A⊗B-modules. An A-B-bimodule M is equipped with a structure of left A⊗B-module
by
A⊗B M
P
M
=
A B M
P
✏
M
(3.3)
A left A⊗B-module N is made into an A-B-bimodule by
A N
P
N
=
A N
r
A⊗B
P
N
and
N B
✏
N
=
N B
r
A⊗B
P
N
(3.4)
Analogously, the category of A-B-bimodules is also isomorphic to the category of right
A⊗ B-modules.
An algebra A ∈ C is an A-A-bimodule through the multiplication and then it becomes
a left A ⊗ A-bimodule and a right A ⊗ A-module. For any X ∈ C the object A ⊗ X is
a left A⊗ A-module with the structure of left A⊗ A-module inherited from A. Thus we
can define the functor A⊗− : C → A⊗AC. Similarly, we can define the functor −⊗A : C
−→ CA⊗A. Both are C-funtors and allow to characterize Azumaya algebras.
Theorem 3.1 An algebra A ∈ C is Azumaya if and only if A ⊗ − : C −→ A⊗AC and
−⊗A : C −→ CA⊗A establish C-equivalences of categories.
The inverse functor of A ⊗− is its right adjoint A⊗A[A,−] : A⊗AC −→ C. The algebra
A⊗ A is called the enveloping algebra of A and it is usually denoted by Ae.
Two Azumaya algebras A and B in C are called Brauer equivalent, denoted by A ∼ B,
if there exist faithfully projective objects P and Q in C such that
A⊗ [P, P ] ∼= B ⊗ [Q,Q]
as algebras. This defines an equivalence relation in the (wrongly called) set B(C) of
isomorphism classes of Azumaya algebras. The quotient set Br(C) = B(C)/ ∼ is a group,
called the Brauer group of C, with product induced by ⊗, that is, [A][B] = [A ⊗ B],
identity element [I] or class of [P, P ] for a faithfully projective object P , and the inverse
of [A] is [A].
The rest of this subsection is devoted to provide an alternative description of the
functor Ae[A,−].
Definition 3.2 For M ∈ AeC, let M
A denote the equalizer:
MA M✲
j
[A,A⊗M ]✲
α˜A,M ✲[A,A⊗ ηA ⊗M ]
[A,A⊗A⊗M ]✲
[A, ηA ⊗A⊗M ]
[A,M ],✲
[A, ν]
where ν : A⊗ A⊗M → M is the structure morphism.
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For simplicity set θ1 := ν(A⊗ ηA ⊗M) and θ2 := ν(ηA ⊗A⊗M). We have:
A M
α˜
[A, θ1]
❤˜ev
M
(2.1)
=
A M
α˜
❤˜ev
θ1
M
(2.4)
=
A⊗M
θ1
M
=
A M
r
A#A
P
M
=
A M
P
M
(3.5)
A M
α˜
[A, θ2]
❤˜ev
M
=
A M
α˜
❤˜ev
θ2
M
=
A⊗M
θ2
M
=
A M
r
A#A
P
M
=
A M
✏
M
(3.6)
Thus we obtain a short description of the property satisfied by the equalizer (MA, j):
A MA
j
P
M
=
A MA
j
✏
M
(3.7)
If f : M −→ N is a morphism in AeC, then f
A : MA −→ NA is induced as a morphism
on an equalizer via the diagram
MA M✲
jM
NA N✲
jN
❄
fA
❄
f
✲[A, θ1]α˜A,N [A,N ].✲
[A, θ2]α˜A,N
(3.8)
In the sequel we will adopt the following notation for the equalizer (MA, jM):
MA M✲
jM ✲Ψ1 [A,M ],✲
Ψ2
(3.9)
where Ψ1 := [A, θ1]α˜A,N and Ψ2 := [A, θ2]α˜A,N .
Remark 3.3 To define a morphism with codomain MA, for example fˆ : Q −→ MA, we
will have to give first a morphism f : Q −→ M and then check that Ψ1f = Ψ2f . By
the equalizer property of (MA, jM) we will always do this using the universal property of
([A,M ], e˜v : A⊗ [A,M ] −→ M). We will prove that e˜v(A⊗Ψ1f) = e˜v(A⊗Ψ2f), then it
will follow Ψ1f = Ψ2f . Now by Diagrams 3.5 and 3.6 it is to check
A Q
f
P
M
=
A Q
f
✏
M
(3.10)
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The functor (−)A gives another description of the functor Ae[A,−] for an algebra A.
This description is one of the key pieces to prove our main theorem (Theorem 5.17) . The
same can be said of Propositions 3.7 and 3.8.
Proposition 3.4 Let A be an algebra in C. Then, the functors Ae[A,−] and (−)
A are
isomorphic. In particular, if A is Azumaya, the pair of functors (A⊗−, (−)A) establishes
an equivalence of categories between C and AeC.
Proof. Take M ∈ AeC. We define the morphisms g : [A,M ] −→ M and h : M −→ [A,M ]
in the following way:
[A,M ]
g
M
:=
[A,M ]
r
❤˜ev
M
and
A M
h
❤˜ev
M
:=
A M
P
M
From the equalizer property of Ae[A,M ] and the definitions of u and v from (2.9) we
obtain the equality
A⊗A A Ae [A,M ]
P ι
❤˜ev
M
=
A⊗A A Ae [A,M ]
ι
❤˜ev
P
M
(3.11)
Consider the diagram
❄
g
✻
h
Ae[A,M ] [A,M ]✲
ι
MA M✲j
❄
g
✻
h
✲u
[(A⊗A)⊗A,M ]✲
v
✲Ψ1
[A,M ]✲
Ψ2
1
We are going to prove that the composition gι induces g and hj induces h so that the
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square 〈1〉 commutes. We proceed with g:
A Ae [A,M ]
ι
g
P
M
=
A Ae [A,M ]
r ι
❤˜ev
P
M
(3.3)
=
A Ae [A,M ]
r r ι
A⊗A
❤˜ev
P
M
(3.11)
=
A Ae [A,M ]
r r
A⊗A ι
P
❤˜ev
M
(3.3)
=
A Ae [A,M ]
r r
ι
✡✠
✡✠
❤˜ev
M
=
A Ae [A,M ]
ι
❤˜ev
M
=
A Ae [A,M ]
r r
ι
✡✠
✡✠
❤˜ev
M
(3.3)
=
A Ae [A,M ]
r r
A⊗A ι
P
❤˜ev
M
(3.11)
=
A Ae [A,M ]
r r ι
A⊗A
❤˜ev
P
M
(3.3)
=
A Ae [A,M ]
r ι
❤˜ev
✏
M
=
A Ae [A,M ]
ι
g
✏
M
By Remark 3.3 and Diagram 3.10, gι induces g so that jg = gι. Let us now prove that h
is well defined. We compute:
A⊗A A MA
j
P h
❤˜ev
M
=
A⊗A A MA
P j
P
M
(3.3)
=
A A A MA
✡✠j
✡✠
P
M
ass.
=
A A A MA
✡✠ j
✡✠
P
M
mod.
=
A A A MA
j
✡✠P
P
M
(3.7)
mod.
=
A A A MA
j
✏
P
P
M
bimod.
=
A A A MA
j
P
✏
P
M
nat.
=
A A A MA
j
P
✏
P
M
(3.3)
=
A⊗A A MA
j
P
P
M
=
A⊗A A MA
j
h
❤˜ev
P
M
Thus hj induces h so that ιh = hj. We now prove that g and h are inverse to each other.
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We have:
A Ae [A,M ]
ι
g
h
❤˜ev
M
=
A Ae [A,M ]
ι
g
P
M
=
A Ae [A,M ]
ι
❤˜ev
M
where the last equality was shown when discussing the definition of g. We conclude from
here ι = hgι = hjg = ιhg. Since ι is a monomorphism, hg = id
Ae [A,M ]. On the other
hand, it is gh = e˜v(ηA ⊗ h) = ν(ηA ⊗M) = idM . Composing this from the right with j
and using the fact that it is a monomorphism, similarly as above we obtain gh = idMA .
We finally prove that the isomorphism Ae [A,M ] ∼= M
A is natural. Let N ∈ AeC and
f : M −→ N be a morphism in AeC. Observe the following diagram:
Ae [A,M ] [A,M ]✲
ιM
❄
Ae [A, f ]
Ae [A,N ]
M
❄
gM
N
❄
f
[A,N ]
❄
ιN
✲
gN
❍❍❍❍❍❥
❍❍❍❍❍❥
gM
gN
MA
NA
❄
fA
❍❍❍❍❍❥
❍❍❍❍❍❥
jM
jN
1
The upper and lower triangles in this picture commute by the definitions of gM and gN ,
respectively. The right inner trapeze commutes by the definition of fA. The outer diagram
commutes as well, it can be seen as a juxtaposition
❄
Ae[A, f ]
Ae[A,M ] [A,M ]✲
ιM
Ae[A,N ] [A,N ]✲
ιN
❄
[A, f ]
M✲
gM
❄
f
N✲
gN
where the left inner parallelogram commutes by the definition of the morphism Ae [A, f ],
and the right one since g : [A,−] −→ IdC, due to the definition, is a natural transformation.
Now a diagram chasing argument provides jNgNAe[A, f ] = jNf
AgM , which yields that g,
and hence also h, is a natural transformation.
Remark 3.5 The counit of the adjunction (A⊗−, Ae[A,−]) is e˜v = e˜v(A⊗ ι) and hence
the counit of the adjunction (A⊗−, (−)A) will be β := ν(A⊗ j).
Lemma 3.6 The unit of the adjunction (A ⊗ −, (−)A) evaluated at M ∈ C is the mor-
phism ζM : M −→ (A⊗M)
A induced by ηA⊗M , i.e., the following diagram is commutative:
(A⊗M)A A⊗M✲
jA⊗M
M
ηA ⊗M
❅
❅
❅❅❘
ζM
 
 
 
 ✠
(3.12)
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Proof. The morphism ηA ⊗M factors through (A⊗M)
A because
A M
ηA⊗M
P
A⊗M
=
A M
r
✡✠
A M
=
A M
r
✡✠
A M
nat.
=
A M
r
✡✠
A M
=
A M
ηA⊗M
✏
A⊗M
where in the last equality we applied the right A-module structure of A⊗M . Thus ηA⊗M
induces a morphism ζM : M −→ (A⊗M)
A so that the Diagram 3.12 commutes. We are
going to prove that ζM is the unit of the adjunction (A⊗−, (−)
A).
Let a˜ : M −→ Ae [A,A⊗M ] denote the unit of the adjunction (A⊗−, Ae [A,−]). Then
ιa˜ = α˜ and e˜v(A⊗ a˜) = idA⊗M . We compute:
e˜v(A⊗ a˜) = (∇A ⊗M)(A⊗ ηA ⊗M)
= e˜v(A⊗ hA⊗M)(A⊗ jA⊗M)(A⊗ ζM)
= e˜v(A⊗ ι)(A⊗ hA⊗M)(A⊗ ζM)
= e˜v(A⊗ (hA⊗MζM))
This implies a˜ = hζM , proving that ζM is the unit of the adjunction (A⊗−, (−)
A).
In the sequel we are going to deduce some properties from the adjunction (A⊗−, (−)A).
It is clear that A⊗ − : C −→ AeC is a C-functor. Suppose that A is an Azumaya algebra.
Then Ae[A,−] is as well a C-functor and by Proposition 3.4 so is (−)
A. Therefore for every
M ∈ AeC and V ∈ C we know that M
A ⊗ V ∼= (M ⊗ V )A. We explicitly construct this
isomorphism. Recall that βM = νM(A⊗j) : A⊗M
A −→M is the counit of the adjunction
(A⊗−, (−)A) and let tM,V : M
A ⊗ V −→ (M ⊗ V )A be the unique morphism that makes
the triangle
❍❍❍❍❍❍❍❥
βM ⊗ V
A⊗MA ⊗ V
❄
A⊗ tM,V
A⊗ (M ⊗ V )A M ⊗ V✲
βM⊗V
(3.13)
commutative. Taking into account that β’s are isomorphisms, A⊗ tM,V is an isomorphism
as well. Further, as an Azumaya algebra, A is faithfully projective, hence faithfully flat,
so tM,V is an isomorphism.
Using another approach, we will now find an alternative description of tM,V . We claim
that jM ⊗ V induces a morphism χM,V : M
A ⊗ V −→ (M ⊗ V )A. To this end we check:
A MA V
j
M⊗V
P
M⊗V
=
A MA V
j
P
M V
j
=
A MA V
j
✏
M V
nat.
=
A MA V
j
✏
M V
=
A MA V
j
M⊗V
✏
M⊗V
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where in the first and last equalities we applied the left and right A-module structures of
M ⊗V . Thus there is χM,V : M
A⊗V −→ (M ⊗V )A such that jM⊗V χM,V = jM ⊗V . This
makes the left triangle in the following picture commutative:
❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳❳③
βM ⊗ V
M ⊗ VA⊗M ⊗ V
◗
◗
◗
◗◗s ✲νM ⊗ V
A⊗ jM ⊗ V
A⊗MA ⊗ V
A⊗ (M ⊗ V )A
❄
A⊗ χM,V
✟✟
✟✟
✟✯
A⊗ jM⊗V
✘✘✘
✘✘✘
✘✘✘
✘✘✘
✘✘✘
✘✿
βM⊗V
The other two triangles in the picture also commute by definition of βM and βM⊗V ,
bearing in mind that νM⊗V = νM ⊗V . Now from the commutativity of the outer diagram
we deduce that χM,V satisfies the same property as tM,V . Then χM,V = tM,V . Thus
jM⊗V tM,V = jM ⊗ V and we can state the following:
Proposition 3.7 Let A be an Azumaya algebra in C. For every M ∈ AeC and V ∈ C we
have a natural isomorphism
MA ⊗ V ∼= (M ⊗ V )A
given by tM,V :M
A⊗V −→ (M ⊗V )A from Diagram 3.13. This isomorphism is such that
the diagram
(M ⊗ V )A M ⊗ V✲
jM⊗V
MA ⊗ V
❄
tM,V
❍❍❍❍❍❍❥
jM ⊗ V
commutes.
We next obtain another result that will be necessary in a subsequent section. Let A
and B be two Azumaya algebras and takeM ∈ AeC and N ∈ BeC. ThenM⊗N ∈ (A⊗B)eC
with the structures given by
A⊗B M⊗N
P
M⊗N
=
A B M N
P P
M N
and
M⊗N A⊗B
✏
M⊗N
=
M N A B
✏ ✏
M N
(3.14)
Employing the same strategy as for the proof of Proposition 3.7, we prove that the bi-
functors
(−)A ⊗ (−)B : AeC ⊗ BeC −→ C
and
(−⊗−)A⊗B : AeC ⊗ BeC −→ C
are isomorphic if the braiding fulfills ΦNB ,A = Φ
−1
A,NB
for every N ∈ BeC.
In the adjunction isomorphism (A⊗B)eC(A⊗B⊗X, Y ) ∼= C(X, Y
A⊗B) put X = MA⊗
NB and Y = M ⊗ N . Let ζM,N : M
A ⊗ NB −→ (M ⊗ N)A⊗B denote the image of
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(βM ⊗ βN )(A ⊗ ΦB,MA ⊗ N
B) through this isomorphism. This morphism is the unique
one making the diagram
A⊗B ⊗MA ⊗NB ✲
A⊗ ΦB,MA ⊗N
B
❄
A⊗ B ⊗ ζM,N
A⊗MA ⊗ B ⊗NB
❄
βM ⊗ βN
A⊗ B ⊗ (M ⊗N)A⊗B M ⊗N✲
βM⊗N
(3.15)
commutative. Observe that, as a tensor product of Azumaya algebras, A ⊗ B is an
Azumaya algebra. Then we have that all β’s in the diagram are isomorphisms, so A ⊗
B⊗ζM,N turns out to be one as well. Further, as an Azumaya algebra, A⊗B is faithfully
projective, hence faithfully flat, so ζM,N is an isomorphism.
Analogously as in Proposition 3.7, we will find another property of ζM,N similar to the
one of tM,V . We claim that jM⊗jN induces a morphism χM,N : M
A⊗NB −→ (M⊗N)A⊗B.
We compute:
A⊗B MA⊗NB
jM⊗jN
P
M⊗N
=
A B MANB
jM jN
P P
M N
=
A B MANB
jM jN
✏ ✏
M N
=
A B MANB
jM jN
✏ ✏
M N
=
A⊗BMANB
jM jN
A⊗B
✏ ✏
M N
=
A⊗B MA⊗NB
jM⊗jN
✏
M⊗N
The middle three equalities are respectively due to: equalizer property of MA and NB,
naturality and because of the assumption ΦNB ,A = Φ
−1
A,NB
– applying naturality and the
structure from Diagram 3.14. Then there exists χM,N : M
A ⊗ NB −→ (M ⊗N)A⊗B such
that jM⊗NχM,N = jM ⊗ jN . With this we have:
(A⊗ ΦB,M ⊗N)(A⊗ B ⊗ (jM⊗NχM,N)) = (A⊗ ΦB,M ⊗N
B)(A⊗ B ⊗ jM ⊗ jN)
= (A⊗ jM ⊗B ⊗ jN )(A⊗ ΦB,MA ⊗N
B)
because of naturality. This makes the left pentagram in the following picture commutative:
A⊗MA ⊗B ⊗NB✲
A⊗ ΦB,MA ⊗N
B
❍❍❍❍❍❍❥
βM ⊗ βN
M ⊗N✲
νM ⊗ νN
A⊗ jM ⊗B ⊗ jN
✟✟✟✟✟✟✙
A⊗M ⊗B ⊗N
A⊗ B ⊗MA ⊗NB
A⊗B ⊗ (M ⊗N)A⊗B
❄
A⊗ B ⊗ χM,N
✟✟
✟✟
✟✟
✟✯
νM⊗N
A⊗ B ⊗M ⊗N✲
A⊗ B ⊗ jM⊗N
❍❍
❍❍
❍❍
❍❨
A⊗ ΦB,M ⊗N
The other two triangles in the picture also commute by the definitions of βM and βN and
the left A⊗B-module structure ofM⊗N . From the commutativity of the outer diagram,
bearing in mind that by definition βM⊗N = νM⊗N(A⊗B ⊗ jM⊗N), we deduce that χM,N
satisfies the same property as ζM,N . Then χM,N = ζM,N . Thus jM⊗NζM,N = jM ⊗ jN . We
now check the naturality.
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Let f : M −→M ′ and g : N −→ N ′ be morphisms in AeC and BeC respectively. Because
of the definition of ζ the diagrams 〈1〉 and 〈4〉 in the following picture commute:
MA ⊗NB (M ⊗N)A⊗B✲
ζM,N
M ⊗N
M ′ ⊗N ′
❄
f ⊗ g
MA ⊗NB (M ′ ⊗N ′)A⊗B✲
ζM ′,N ′
❍❍❍❍❍❍❥
jM ′⊗N ′
✟✟✟✟✟✟✙ jM⊗N
❍❍❍❍❍❍❥jM ⊗ jN
✟✟
✟✟
✟✟✯j′M ⊗ j
′
N
❄
(f ⊗ g)A⊗B
❄
fA ⊗ gB
1
2 3
4
Diagrams 〈2〉 and 〈3〉 commute by the definitions of the induced morphisms fA, gB and
(f ⊗ g)A⊗B, see Diagram 3.8. From the commutativity of the outer diagram we obtain
that ζ : (−)A ⊗ (−)B −→ (−⊗−)A⊗B is a natural transformation. We can finally claim:
Proposition 3.8 Let A and B be Azumaya algebras in C. For M ∈ AeC and N ∈ BeC, if
ΦNB ,A = Φ
−1
A,NB
, then there is a natural isomorphism ζM,N : M
A ⊗ NB −→ (M ⊗ N)A⊗B
such that the diagram
(M ⊗N)A⊗B M ⊗N✲
jM⊗N
MA ⊗NB
❄
ζM,N
❍❍❍❍❍❍❥
jM ⊗ jN
commutes.
3.2 H-Azumaya algebras
In this subsection we present the main protagonist of our study, that is, the Brauer
group of H-module algebras for a Hopf algebra H ∈ C. We will start by showing how
the category of left H-modules inherits the structure of closed monoidal category from C.
The tensor product of two H-modules M,N ∈ C is again an H-module via
H M⊗N
P
M⊗N
:=
H M N☛✟
P P
M N
(3.16)
The following two results are not difficult to prove:
Lemma 3.9 Let H be a Hopf algebra in C.
(i) An object M in C is a left H-module if and only if there is an algebra morphism
θ : H −→ [M,M ] in C. If ν : H ⊗M → M is the structure morphism, then θ is the
unique morphism such that ev(θ ⊗M) = ν.
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(ii) If M and N are left H-modules, then so is [M,N ] with the action given by:
H [M,N ]
P
[M,N ]
=
H [M,N ]☛✟
❤S
θ′ θ
✡✠
✍ ✌
[M,N ]
where θ : H −→ [M,M ] and θ′ : H −→ [N,N ] are the algebra morphisms from (i).
We abused of notation in the diagram and wrote as a multiplication what is indeed
the premultiplication from 2.1.3.
Evaluating on M we obtain another description of the action of H on [M,N ]:
H [M,N ] M
P
❤ev
N
=
H [M,N ] M☛✟
❤S
P
❤ev
P
N
(3.17)
Proposition 3.10 Let H ∈ C be a Hopf algebra and M,P,Q ∈ C left H-modules. Con-
sider the adjunction isomorphism Θ : C(M ⊗ P,Q) ∼= C(M, [P,Q]). By restriction Θ
induces an isomorphism HC(M ⊗ P,Q) ∼= HC(M, [P,Q]). Analogously, for the functor
P ⊗− we have HC(P ⊗M,Q) ∼= HC(M, [P,Q]).
Majid pointed out in [28, Proposition 2.5] that for a Hopf algebra H ∈ C, the category
of left H-modules HC is monoidal, where the action on the tensor product of two H-
modules is given as in (3.16) and the monoidal structure is inherited from that of C. This
together with the preceding proposition allows us to state:
Proposition 3.11 Let H ∈ C be a Hopf algebra and assume that the braiding is H-linear.
Then HC is a closed braided monoidal category.
Remark 3.12 Applying 2.1.3 to the closed monoidal category HC, we obtain that for
M ∈ HC the inner hom-object [M,M ] is an algebra in HC. In particular, it is an H-
module algebra in C, with the H-module structure given by Lemma 3.9 (ii).
The following proposition gives necessary and sufficient conditions for the braiding to
be left H-linear. They will be of fundamental importance through this paper, since they
are one of the pillars which hold up Theorem 5.18, one of our two main theorems.
Proposition 3.13 Let H ∈ C be a Hopf algebra.
(i) The braiding Φ of C is left H-linear if and only if ΦH,X = Φ
−1
X,H for any X ∈ C and
H is cocommutative. When the above condition on Φ is satisfied, we will say that
the braiding is symmetric on H ⊗X.
27
(ii) The braiding Φ of C is right H-colinear if and only if ΦH,X = Φ
−1
X,H for any X ∈ C
and H is commutative.
(iii) H is commutative and Φ is left H-linear if and only if H is cocommutative and Φ
is right H-colinear.
Proof. (i) Suppose that Φ is H-linear. Then we have:
H☛✟
H H
unit
=
H☛✟r
✡✠
r
✡✠
H H
nat.
=
H☛✟r r
✡✠
✡✠
H H
nat.
=
H
r r
☛✟
✡✠✡✠
H H
Φ
H-lin.
=
H☛✟r r
✡✠✡✠
H H
=
H☛✟
H H
i.e., H is cocommutative.
Since Φ is H-linear, so is Φ−1. For X ∈ C the object H ⊗ X is a left H-module via
∇H ⊗X . Now, H-linearity applied to Φ
−1
H⊗X,H means:
H H H X☛✟
✡✠✡✠
H X H
=
H H H X☛✟
✡✠
✡✠
H X H
Composing this with H ⊗ ηH ⊗ ηH ⊗X we get:
H X☛✟r r
✡✠✡✠
H X H
=
H X
r r
☛✟
✡✠
✡✠
H X H,
implying
H X☛✟
H X H
=
H X☛✟
H X H
Finally, composing with εH ⊗X ⊗H we obtain the desired claim.
Conversely, suppose that H is cocommutative and that ΦH,X = Φ
−1
X,H for any X ∈ C.
Pick X, Y ∈ HC. Applying the condition on Φ in the first equality we have:
H X Y☛✟
P P
Y X
=
H X Y☛✟
P P
Y X
nat.
=
H X Y☛✟
P
P
Y X
coc.
=
H X Y☛✟
P
P
Y X
nat.
=
H X Y☛✟
P P
Y X
i.e., Φ is left H-linear.
(ii) Dual to (i). Turn the page 180 degrees.
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(iii) Consequence of (i) and (ii).
As a consequence of (i), in a symmetric monoidal category the braiding is H-linear if
and only if H is cocommutative. In the last section we will give more examples of H-linear
braidings for certain Hopf algebras H in a non-symmetric braided monoidal category.
Remark 3.14 The symmetricity condition for the braiding on H ⊗ X occurring in (i),
(ii) was already considered in the literature and gives rise to the important notion of
Mu¨ger’s center [31, Definition 2.9]. The monodromy of two objects X, Y ∈ C is the
morphism MX,Y = ΦY,XΦX,Y : X ⊗ Y → X ⊗ Y . The Mu¨ger’s center of C is defined to
be Z(C) = {X ∈ C : MX,Y = IdX,Y ∀Y ∈ C}. Then (i) would read as Φ is left H-linear if
and only if H ∈ Z(C) and H is cocommutative.
Let H ∈ C be a Hopf algebra and suppose that the braiding is H-linear. Since the
category of left H-modules is braided, we define the Brauer group of H-module algebras,
denoted by BM(C;H), as Br(HC). Azumaya algebras in HC will be called H-Azumaya
algebras. Notice that an object A ∈ C is an algebra in HC if and only if A is an H-module
algebra in C. For an algebra A ∈ HC, the H-Azumaya defining morphisms
FH : A⊗ A −→ [A,A] and GH : A⊗ A −→ [A,A]
in HC are given respectively by
A⊗ A [A, (A⊗ A)⊗ A]✲
αA,A⊗A
[A,A]✲
[A,∇A(∇A ⊗A)(A⊗ Φ)]
and
A⊗ A [A,A⊗ (A⊗ A)]✲
α˜A,A⊗A
[A,A]✲
[A,∇A(A⊗∇A)(Φ⊗ A)]
where αA,− : IdC −→ [A,− ⊗ A] and α˜A,− : IdC −→ [A,A ⊗ −] are the units of the
adjunctions (− ⊗ A, [A,−]) and (A ⊗ −, [A,−]), respectively, between HC and HC (the
adjunction we saw in Proposition 3.10). Note that αA,− and α˜A,− are precisely the units of
the respective adjunctions between C and C, only here they are evaluated on H-modules.
Thus the morphisms FH and GH in HC are indeed the Azumaya defining morphisms
F : A⊗ A −→ [A,A] and G : A⊗ A −→ [A,A] of A in C. Summing up, we have obtained
that an H-module algebra A is H-Azumaya if and only if it is Azumaya in C. Now, it is
easy to see that:
Proposition 3.15 The forgetful functor induces a group morphism p : BM(C;H) −→
Br(C), [A] 7→ [A] by forgetting the H-module structure of an H-Azumaya algebra. This
morphism splits by the group morphism q : Br(C) −→ BM(C;H) induced by assigning to
any Azumaya algebra the same algebra equipped with the trivial H-module structure.
The first aim of this paper is to compute the cokernel of the morphism q. We will prove
that it is isomorphic to the group of H-Galois objects. We will recall them in the next
section. Before we introduce a subgroup of BM(C;H), whose study will be our second
purpose.
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Definition 3.16 The action by H on an H-Azumaya algebra A is said to be inner if
there exists a convolution invertible morphism f : H −→ A satisfying
H A
P
A
=
H A☛✟
f f−1
✡✠
✍ ✌
A
Lemma 3.17 Assume that the braiding of C is H-linear. The subset
BMinn(C;H) = {[A] ∈ BM(C;H) : A has inner action}
is a subgroup of BM(C;H).
Proof. Let P ∈ HC be faithfully projective. Taking into account the H-module structure
of [P, P ] (Lemma 3.9(i)) and that the morphism θ : H −→ [P, P ] from Lemma 3.9(ii), has
θS as convolution inverse, it is clear that the H-action on [P, P ] is inner. Let A and B
be H-Azumaya algebras having inner actions with corresponding morphisms f : H −→ A
and g : H −→ B. We will prove that the morphism h := (f ⊗ g)∆H : H −→ A⊗ B makes
the action of A ⊗ B inner. Notice first that applying in an appropriate way four times
coassociativity and once cocommutativity of H we have:
H✎ ☞
☛✟☛✟
H H H H
=
H✎ ☞
☛✟☛✟
H H H H
(3.18)
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Using this equality it is easy to prove that the convolution inverse for h is (f−1⊗g−1)∆H .
We now compute:
H A⊗B
P
A⊗B
=
H A B☛✟
P P
A B
=
H A B✎ ☞
✎ ☞
f f−1 ✎ ☞
✡✠g g−1
✍ ✌
✡✠
✍ ✌
A B
2×nat.
=
H A B✎ ☞
☛✟☛✟
f g g−1
✡✠
f−1 ✡✠
✍ ✌
✍ ✌
A B
nat.
=
H A B✎ ☞
☛✟☛✟
f g−1
g
f−1
✡✠ ✡✠
✍ ✌✍ ✌
A B
(3.18)
nat.
=
H A B✎ ☞
☛✟☛✟
f g g−1
f−1 ✡✠
✡✠
✡✠✍ ✌
A B
Prop. 3.13(i)
=
H A B✎ ☞
☛✟☛✟
f g g−1
f−1 ✡✠
✡✠
✡✠✍ ✌
A B
2×nat.
=
H A B✎ ☞
☛✟☛✟
f g g−1
f−1
✡✠✡✠
✡✠✍ ✌
A B
=
H A⊗B✎ ☞
h h−1
✡✠
✍ ✌
A⊗B
Finally, using the cocommutativity of H and that ΦH,A is symmetric by Proposition 3.13,
it is easy to show that f−1 makes the H-action of A inner.
4 The group of Galois objects
In this section we introduce the third term of our sequence, the group of Galois objects.
We introduced it in [17] taking advantage of the construction of the group of biGalois
objects due to Schauenburg, [41]. We will present here the main results on Galois objects
and this group without proofs to keep this paper in a moderate length. The reader is
referred to [17] for them.
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4.1 Relative Hopf modules
The category of relative Hopf modules and the functor of coinvariant objects is defined
in this subsection.
Let H be a Hopf algebra and A a right H-comodule algebra in C. If M is a right
A-module, then it is not difficult to check that
M⊗H A
✏
M⊗H
:=
M H A
P
✏ ✡✠
M H
(4.1)
equips M ⊗H with a structure of right A-module, usually referred to as the codiagonal
one. A right relative Hopf module (or an (A,H)-Hopf module) is a right H-comodule and
a right A-module M ∈ C such that the H-comodule structure morphism of M is right
A-linear, with the A-module structure onM ⊗H as in (4.1). The compatibility condition
takes the form:
M A
✏
P
M H
=
M A
P P
✏ ✡✠
M H
We will denote by CHA the category whose objects are right relative Hopf modules and
whose morphisms are A-linear H-colinear morphisms. One may prove using 2.2.1 (ii) and
2.2.2 that if H is flat, then an equalizer in C of two morphisms in CHA is an equalizer in
CHA . Moreover, the forgetful functor U : C
H
A −→ C preserves equalizers.
LetM be a right H-comodule in C. The object of H-coinvariants of M is the equalizer:
M coH M✲
i ✲ρM M ⊗H.✲
M ⊗ ηH
Actually, (−)coH defines a functor from CH to C. If f : M −→ N is a morphism in
CH , then f coH : M coH −→ N coH is defined, by the universal property of the equalizer
(N coH , iN ), as the unique morphism such that iNf
coH = fiM . Clearly, the functor (−)
coH
also acts on CHA . Indeed, it is part of an adjoint pair:
Proposition 4.1 [17, Proposition 3.3] With A,H ∈ C as above, F : C −→ CHA , N 7→ N⊗A
is a left adjoint to G : CHA −→ C,M 7→M
coH .
Given N ∈ C we view N ⊗ A as a right H-comodule by the coaction ρN⊗A = N ⊗ ρA
and a right A-module by the action µN⊗A = N⊗∇A. Then the compatibility condition of
CHA holds for N⊗A, since A is an H-comodule algebra. The definition of F on morphisms
is clear. We next describe the isomorphism of the adjunction Θ and its inverse Ψ :
CHA (N ⊗ A,M) C(N,M
coH)
✲Θ✛
Ψ
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Let N ∈ C and M ∈ CHA . For f ∈ C
H
A (N ⊗ A,M) the image Θ(f) ∈ C(N,M
coH) is
defined, by the universal property of (M coH , i), as the unique morphism such that
N
Θ(f)
i
M
=
N
r
f
M
whereas for g ∈ C(N,M coH) the image Ψ(g) ∈ CHA (N ⊗ A,M) is given by
N⊗A
Ψ(g)
M
=
N A
g
i
✏
M
The unit of the adjunction αN = ΘN,N⊗A(idN⊗A) : N → (N ⊗ A)
coH is the unique
morphism such that
iN⊗AαN = N ⊗ ηA. (4.2)
The counit of the adjunction βM = ΨMcoH ,M(idM coH ) : M
coH ⊗A→ M is given via
βM =
McoHA
i
✏
M
(4.3)
4.2 Galois objects
The H-comodule algebras A for which the above pair of functors establishes an equiv-
alence between the categories C and CHA are precisely the H-Galois objects.
Definition 4.2 A right H-comodule algebra A in C is called an H-Galois object if the
following two conditions are satisfied:
(i) A is faithfully flat.
(ii) The canonical morphism can = (∇A ⊗H)(A⊗ ρA) : A⊗A→ A⊗H is an isomor-
phism.
Considering A⊗A and A⊗H as right H-comodules by the structure morphisms A⊗ρA
and A⊗∆H respectively, can is right H-colinear. If we view A⊗ A as a right A-module
by the structure morphism A⊗∇A and equip A⊗H with the codiagonal structure, can
is also right A-linear. For H-Galois objects the object of H-coinvariants turns out to be
trivial.
Proposition 4.3 [17, Proposition 3.9] Let A ∈ C be a right H-Galois object. There is
an isomorphism η : I −→ AcoH such that iAη = ηA. In particular,
I A✲
ηA ✲ρA A⊗H✲
A⊗ ηH
(4.4)
is an equalizer.
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The above definition of H-Galois object is stronger than Schauenburg’s one [41, Defi-
nition 3.1], where an H-Galois object is defined to be an H-comodule algebra A such that
(4.4) is an equalizer and can : A⊗A→ A⊗H is an isomorphism. However, to define the
group of H-biGalois objects faithfully flat H-Galois objects are considered. This is one
reason to make our definition. Another one is the following result:
Theorem 4.4 [17, Theorem 3.11] Let A ∈ C be a right H-comodule algebra and suppose
that H is flat. The following statements are equivalent:
(i) A is a right H-Galois object.
(ii) The functors −⊗A : C CHA : (−)
coH✲✛ establish an equivalence of categories.
Clearly H is a comodule algebra over itself by the bialgebra property so we have that
−⊗H : C CHH : (−)
coH✲✛ is an adjoint pair of functors and the Fundamental Theorem
of Hopf modules [26, Theorem 1.1] states that these functors establish an equivalence if
H is flat. As a consequence we have:
Corollary 4.5 Let H be a Hopf algebra in C.
(i) If H is flat, then it is faithfully flat.
(ii) If C is closed and H is finite, then it is faithfully flat and faithfully projective.
Proof. (i) It follows from the Fundamental Theorem of Hopf modules and Theorem 4.4.
(ii) From 2.1.8 and (i), H is faithfully flat. By 2.5.2, H is faithfully projective.
The next proposition will be essential in proving future results.
Proposition 4.6 Let H ∈ C be a flat Hopf algebra. An H-comodule algebra morphism
f : A −→ B between two H-Galois objects A and B is an isomorphism.
Proof. As an H-Galois object, B is a right H-comodule. Equip it with the right A-module
structure given by µB := ∇B(B ⊗ f). With these structures, B lies in C
H
A ,
B A
✏
P
B H
=
B A
f
✡✠
P
B H
comod.
alg.
=
B A
f
P P
✏ ✡✠
B H
f
H-colin.
=
B A
P P
f
✡✠✡✠
B H
nat.
=
B A
P P
f
✡✠✡✠
B H
A-act.
=
B A
P P
✏ ✡✠
B H
Having that A is an H-Galois object, by the preceding theorem the counit β of the
adjunction −⊗ A : C CHA : (−)
coH✲✛ , given in (4.3), is an isomorphism. Let η : I
−→ BcoH be the isomorphism from Proposition 4.3. Then we obtain that
βB(η ⊗A) =
I A
η
i
✏
B
=
A
r
✏
B
=
A
r f
✡✠
B
=
A
f
B
is an isomorphism.
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For a cocommutative Hopf algebra H the group of H-Galois objects will be the set of
isomorphism classes of H-Galois objects. The multiplication in this group will be induced
by the cotensor product. The cotensor product over H of a right H-comodule M and a
left H-comodule N is the equalizer
M✷HN M ⊗N✲
e ✲ρM ⊗N M ⊗H ⊗N,✲
M ⊗ λN
(4.5)
where ρM and λN are the structure morphisms of M and N respectively. Let H ∈ C
be a cocommutative and flat Hopf algebra and B a right H-comodule algebra. Suppose
that ΦB,H = Φ
−1
H,B. Then B is a left H-comodule algebra (indeed a bicomodule) with
structure morphism λB = Φ
−1
H,BρB. If A is another H-comodule algebra, then A✷HB
is an H-comodule algebra and the equalizer morphism eA,B : A✷HB −→ A ⊗ B is an
H-comodule algebra morphism.
Theorem 4.7 [17, Theorem 4.14] Let H ∈ C be a cocommutative and flat Hopf algebra.
Assume that for any pair of H-Galois objects A,B the condition ΦA,B = Φ
−1
B,A holds. Then
the set of isomorphism classes of H-Galois objects, denoted by Gal(C;H), is an abelian
group. The multiplication is given by [A][B] = [A✷HB], the identity element is [H], and
the inverse of [A] is [A], where A is the opposite algebra of A endowed with the following
right H-comodule structure
ρA =
A
P
A H
:=
A
P
S❤
A H
An H-Galois object which is isomorphic to H as a right H-comodule is called an H-
Galois object with a normal basis. The subset of Gal(C;H) consisting of H-Galois objects
with a normal basis, denoted by Galnb(C;H), is a subgroup. We must stress here that the
hypothesis required for H-Galois objects in the above theorem is automatically fulfilled
by this kind of Galois objects. The reason is Schauenburg’s observation ([40]) that for
a cocommutative Hopf algebra H it is ΦH,H = Φ
−1
H,H . Hence the group of Galois objects
with a normal basis may be defined in any braided monoidal category with equalizers.
Let H2(C;H, I) be the second Sweedler cohomology group with values in the unit
object I. We refer to [17, Section 5] for the construction of such a group in a braided
monoidal category. We must stress that it is possible to construct this group thanks to
Schauenburg’s observation. Given a 2-cocycle σ : H ⊗ H → I we define Hσ := H as a
right H-comodule. Then Hσ is a right H-comodule algebra with multiplication and unit
given by
HσHσ
✡✠
Hσ
=
H H☛✟☛✟
σ ✡✠
H
and
r
Hσ
=
r r
σ−1
r
H
(4.6)
where σ−1 is the convolution inverse of σ. Moreover, if σ is normalized, then the unit on
Hσ coincides with ηH .
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Theorem 4.8 [17, Theorem 5.14] Each Hσ is an H-Galois object and the map
ζ : H2(C;H, I)→ Galnb(C;H), [σ] 7→ [Hσ]
is an isomorphism.
5 Beattie’s sequence in a braided monoidal category
In this section we will assume that C is a closed braided monoidal category with equal-
izers and coequalizers, H ∈ C is a flat Hopf algebra and the braiding of C is H-linear.
Nevertheless, for some of the results not all of the assumptions will be necessary.
5.1 The map Υ assigning an H-Galois object to an H-Azumaya
algebra
We start by recalling from [29, Proposition 2.3] the definition of the smash product
algebra. For a left H-module algebra A in C the smash product algebra A#H is defined
as follows: as an object A#H = A⊗H , the multiplication and unit are given by
A#H A#H
✍ ✌
A#H
:=
A H A H☛✟
P ✡✠
✍ ✌
A H
and
r
A#H
:=
r r
A H
This algebra becomes a right H-comodule algebra with the structure of right H-comodule
given by A ⊗∆H . It also admits a structure of A-A-bimodule as stated in the following
result. Its proof is easy.
Lemma 5.1 The object A#H has a structure of a left A⊗ A-module via:
A⊗A A#H
P
A#H
:=
A A A H
r r
A#H A#H A#H
✍ ✌
✍ ✌
A#H
=
A A A H
☛✟
P
✡✠
✍ ✌
A H
(5.1)
As a consequence, according to Diagram 3.4, the left and right A-module structures of
A#H are given respectively by
νAA#H =
A A#H
r
A⊗A
P
A#H
=
A A#H
✍ ✌
A H
and µAA#H =
A#H A
r
A⊗A
P
A#H
=
A#H A☛✟
P
✡✠
A H
(5.2)
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The first goal of this subsection is to prove that if A is an H-Azumaya algebra in C,
then (A#H)A is an H-Galois object (H flat). The proof will be completed once we prove:
1) (A#H)A is an H-comodule algebra;
2) (A#H)A is faithfully flat;
3) can(A#H)A is an isomorphism.
We proceed to prove 1). For this part the algebra A does not have to be Azumaya.
Lemma 5.2 Let A be an H-module algebra in C. Then (A#H)A has an algebra structure
such that the equalizer morphism j : (A#H)A −→ A#H is an algebra morphism.
Proof. We will show that the multiplication ∇A#H on A#H induces a multiplication on
(A#H)A. We will prove that f := ∇A#H(j ⊗ j) : (A#H)
A ⊗ (A#H)A −→ A#H satisfies
the identity from Diagram 3.10, with Q = (A#H)A ⊗ (A#H)A, M = A#H and j = jM .
Bear in mind the A ⊗ A-module structure of A#H (Diagram 5.1) and consider it as
an A-bimodule, Diagram 5.2. According to (3.7), (A#H)A then satisfies
A (A#H)
A
r j
A#H
✍ ✌
A#H
=
A (A#H)
A
j
r
A#H
✍ ✌
A#H
(5.3)
By successive applications of the associativity of A#H and equality (5.3) we have:
A (A#H)
A
(A#H)
A
r j j
A#H ✍ ✌
✍ ✌
A#H
ass.
=
A (A#H)
A
(A#H)
A
r j j
A#H
✍ ✌
✍ ✌
A#H
(5.3)
=
A(A#H)
A
(A#H)
A
j j
r
A#H
✍ ✌
✍ ✌
A#H
ass.
=
A (A#H)
A
(A#H)
A
j j
r
A#H
✍ ✌
✍ ✌
A#H
(5.3)
=
A(A#H)
A
(A#H)
A
j j
r
A#H
✍ ✌
✍ ✌
A#H
ass.
=
A(A#H)
A
(A#H)
A
j j
r
A#H
✡✠
✍ ✌
A#H
nat.
=
A(A#H)
A
(A#H)
A
j j
✍ ✌
r
A#H
✍ ✌
A#H
This means that Diagram 3.10 holds for the upper choice of Q,M and f . In view of
Remark 3.3, ∇A#H induces then a morphism ∇ : (A#H)
A ⊗ (A#H)A −→ (A#H)A
making the following diagram commutative:
(A#H)A ⊗ (A#H)A (A#H)⊗ (A#H)✲
j ⊗ j
(A#H)A A#H✲
j
❄
∇
❄
∇A#H
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We prove that ηA#H = ηA#ηH : I −→ A#H induces a unit on (A#H)
A. We have:
A
r r r
A#H A#H
✍ ✌
A#H
= A⊗ ηH =
A
r r
A#H
r
A#H A#H
✍ ✌
A#H
Then, there is a morphism η : I −→ (A#H)A such that jη = ηA#H . As done for 2.2.1(i),
((A#H)A,∇, η) is an algebra and j : (A#H)A −→ A#H is an algebra morphism.
We will next prove that (A#H)A is an H-subcomodule of A#H .
Lemma 5.3 Let H ∈ C be a flat Hopf algebra, A ∈ C an algebra and M ∈ CH with
structure morphism ρM : M −→M ⊗H. Assume that M is a left A⊗A-module and that
ρM is A⊗ A-linear, that is,
A⊗A M
P
P
M H
=
A⊗A M
P
P
M H
Then MA is a right H-comodule via ρ := t−1M,Hρ
A
M : M
A −→ (M ⊗ H)A ∼= MA ⊗ H and
jM : M
A −→M is an H-comodule morphism (here tM,H is that from Diagram 3.13).
Proof. Since ρM : M −→M ⊗H is left A⊗A-linear, it induces ρ
A
M : M
A −→ (M ⊗H)A so
that the square in the diagram
MA M✲
jM
(M ⊗H)A M ⊗H✲
jM⊗H
❄
ρAM
❄
ρM
MA ⊗H
❄
t−1M,H jM ⊗H
✟✟
✟✟
✟✟✯
commutes. The triangle below commutes due to Proposition 3.7. As in the proof of
2.2.1(ii), comodule version, one may show that ρ = t−1M,Hρ
A
M makes M
A into an H-
comodule and that jM is right H-colinear.
In view of the preceding lemma we will have that (A#H)A is an H-subcomodule
of A#H and j : (A#H)A −→ A#H an H-comodule morphism if ρA#H = A ⊗ ∆H is
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A⊗ A-linear. This holds if ΦH,A = Φ
−1
A,H :
A⊗A A#H
P
P
A#H H
=
A A A H☛✟
☛✟
P
✡✠
✍ ✌
A HH
nat.
=
A A A H
✎ ☞
☛✟
P
✡✠
✍ ✌
A H H
coass.
=
A A A H
✎ ☞
☛✟
P
✍ ✌
✍ ✌
A H H
cond.Φ
nat.
=
A A A H
☛✟
P
✡✠
✍ ✌☛✟
A H H
=
A⊗A A#H
P
P
A#H H
As a subalgebra and a subcomodule of the H-comodule algebra A#H , the object (A#H)A
is itself an H-comodule algebra (2.2.1). We record this fact in the following result.
Corollary 5.4 Let A be an H-module algebra, where H is flat, and suppose that the
braiding satisfies ΦH,A = Φ
−1
A,H . Then (A#H)
A is a right H-comodule algebra and the
morphism j : (A#H)A −→ A#H is an H-comodule algebra morphism.
In our context the above condition on Φ is satisfied because the braiding is H-linear
and by Proposition 3.13. This corollary proves 1). We now proceed to prove 2), that is,
that (A#H)A is faithfully flat.
Observe that A⊗(A#H)A ∼= A#H = A⊗H in C. The first isomorphism holds because
A is Azumaya and hence we have an equivalence of categories A⊗− : C −→ A⊗AC : (−)
A,
Proposition 3.4. Recall that A is Azumaya in C because it is so in HC. As an Azumaya
algebra, A is faithfully projective and thus faithfully flat (2.5.1). From Corollary 4.5(i)
we know that H is faithfully flat. Then we have by 2.1.1(ii) that A⊗H , and hence also
A⊗ (A#H)A, is faithfully flat.
Let f, g : M −→ N and e : E −→M be morphisms in C. Assume that
A⊗ E A⊗M✲
A⊗ e ✲A⊗ f
A⊗N✲
A⊗ g
is an equalizer in C. It is also an equalizer in A⊗AC due to 2.2.2. Being an equivalence,
A⊗− : C −→ A⊗AC reflects equalizers. Thus (E, e) is an equalizer in C and so A⊗− reflects
equalizers in C. Now we may apply 2.1.1(iii) to conclude that (A#H)A is faithfully flat.
We finally prove 3), that is, that can(A#H )A is an isomorphism. This will not be an
easy task. An Azumaya algebra A in HC is in particular an Azumaya algebra in C. The
functor A ⊗ − : C −→ A⊗AC is then an equivalence of categories. Our strategy will be to
prove that A⊗ can(A#H )A is an isomorphism, then so will be can(A#H )A .
From Remark 3.5 the counit β : A⊗(A#H)A −→ A#H of the adjunction (A⊗−, (−)A)
is given by the morphism β = νAA#H(A ⊗ j). Since A is an Azumaya algebra, we know
that β is an isomorphism in ACA. Let δ : (A#H)⊗AA −→ A#H denote the corresponding
isomorphism in ACA from 2.3.3 and ω : [(A#H) ⊗A A] ⊗ (A#H)
A −→ (A#H) ⊗A [A ⊗
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(A#H)A] the isomorphism in ACA from 2.3.4. Let σ : A ⊗ (A#H)
A ⊗ (A#H)A −→
(A#H)⊗A (A#H) in ACA be defined as the following composition of isomorphisms:
A⊗ (A#H)A ⊗ (A#H)A
β⊗id
∼= (A#H)⊗ (A#H)A
δ−1⊗id
∼= [(A#H)⊗A A]⊗ (A#H)
A
ω
∼= (A#H)⊗A [A⊗ (A#H)
A]
id⊗Aβ∼= (A#H)⊗A (A#H).
We further set τ := β⊗H : A⊗ (A#H)A⊗H −→ (A#H)⊗H. Now we define a morphism
ξ : (A#H)⊗A (A#H) −→ (A#H)⊗H as ξ = τ(A⊗ can(A#H)A)σ
−1. If we show that ξ is
an isomorphism, then so will be A⊗ can(A#H )A and we will be done.
We define the morphism
Λ := (∇A#H ⊗H)λ((A#H)⊗A ρA#H) : (A#H)⊗A (A#H) −→ (A#H)⊗H,
where each morphism in this composition is induced like the following diagram indicates
(Λ is the composition on the right-hand side edge):
✲Π (A#H)⊗A (A#H)
(A#H)⊗A [(A#H)⊗H ]
❄
(A#H)⊗A ρA#H
(A#H)⊗ (A#H)
❄
(A#H)⊗ ρA#H
(A#H)⊗ [(A#H)⊗H ] ✲
Π′
[(A#H)⊗ (A#H)]⊗H
❄
∼=
[(A#H)⊗A (A#H)]⊗H✲
Π⊗H ❄
λ
(A#H)⊗H
❄
∇A#H ⊗H
PPPPPPPPPPPPPq
∇A#H ⊗H
Here Π := ΠA#H,A#H and Π
′ := ΠA#H,(A#H)⊗H . Observe that λ is an isomorphism
because the third row of the diagram is a part of a coequalizer, since C is closed. From
the diagram it is clear that ΛΠ = canA#H . We are going to prove first that ξ = Λ and
then we will find the inverse for Λ. So ξ will be an isomorphism, as desired. For that
purpose we consider the following diagram. The composition of morphisms on the right
hand-side edge represents ξ = τ(A ⊗ can(A#H)A)σ
−1 whereas on the left-hand side edge
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are mostly the morphisms that induce the latter ones:
✲Π (A#H)⊗A (A#H)
(A#H)⊗A [A⊗ (A#H)
A]
❄
id⊗A β
−1
(A#H)⊗ (A#H)
❄
id⊗ β−1
(A#H)⊗ [A⊗ (A#H)A] ✲Π
′′
❄
∼=
[(A#H)⊗ A]⊗ (A#H)A [(A#H)⊗A A]⊗ (A#H)
A✲Π1 ⊗ id
❄
ω−1
(A#H)⊗ (A#H)A
❄
δ ⊗ id
PPPPPPPPPPPPPq
µAA#H ⊗ id
A⊗ (A#H)A ⊗ A⊗ (A#H)A
❄
β−1 ⊗A⊗ id
PPPPPPPPPPPPPq
µA
A⊗(A#H)A ⊗ id
❄
β−1 ⊗ id
[A⊗ (A#H)A]⊗ (A#H)A
1
2
3
4
A⊗A⊗ (A#H)A ⊗ (A#H)A
❄
A⊗ Φ−1 ⊗ id
∇A ⊗ id⊗ id
❄
∼=
PPPPPPPPPPPPPq
A⊗ (A#H)⊗ (A#H) A⊗ [(A#H)A ⊗ (A#H)A]✛
A⊗ j ⊗ j
❄
A⊗ canA#H
A⊗ (A#H)⊗H ✛
A⊗ j ⊗H
A⊗ [(A#H)A ⊗H ]
❄
A⊗ can(A#H)A
[A⊗ (A#H)A]⊗H ]
❄
∼=
❄
β ⊗H
(A#H)⊗H
❍❍❍❍❍❍❍❍❍❍❍❍❍❍❍❥
∇A ⊗H ⊗H
(A#H)⊗ (A#H)
❄
∇A ⊗H ⊗ (A#H)
✲
canA#H
5
6
7
8
Here Π′′ := ΠA#H,A⊗(A#H)A and Π1 := ΠA#H,A. Note that the diagrams 〈1〉, 〈2〉, 〈3〉,
〈6〉 and 〈7〉 commute as they define morphisms on their right hand side edges. Diagram
〈4〉 commutes since β as counit (and hence also β−1) is a morphism in ACA, in particular
it is right A-linear. Diagram 〈5〉 commutes by the way the right A-module structure
of A ⊗ (A#H)A is defined. The object A ⊗ (A#H)A has a structure of an A-bimodule
inherited from the one of its left tensor factor A. Finally, 〈8〉 commutes since can is left
A-linear. So the whole big diagram commutes.
Applying associativity in A, the equalizer property of (A#H)A and naturality respec-
tively, we have:
(∇A ⊗H)(∇A ⊗ j)(A⊗ Φ
−1
A,(A#H)A
) =
= (∇A ⊗H)(A⊗∇A ⊗H)(A⊗ A⊗ j)(A⊗ Φ
−1
A,(A#H)A
)
= (∇A ⊗H)(A⊗ µ
A
A#H)(A⊗ ΦA,A#H)(A⊗A⊗ j)(A⊗ Φ
−1
A,(A#H)A
)
= (∇A ⊗H)(A⊗ µ
A
A#H)(A⊗ j ⊗ A).
Tensoring this equality with j on the right, we get that the composition of morphisms
from the edges of diagrams 〈5〉, 〈6〉 and 〈8〉
(∇A ⊗H ⊗ (A#H))(A⊗ j ⊗ j)(∇A ⊗ id ⊗ id)(A⊗ Φ
−1
A,(A#H )A
⊗ id)
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becomes
(∇A ⊗H ⊗ id)(A⊗ µ
A
A#H ⊗ id)(A⊗ j ⊗ A⊗ j ).
We substitute this and, from the outer edges of the big diagram, we get the following
situation where the outer diagram commutes:
(A#H)⊗ (A#H)
A⊗ (A#H)A ⊗A⊗ (A#H)A
❄
β−1 ⊗ β−1
(A#H)⊗A (A#H)✲
Π
❄
A⊗ j ⊗ A⊗ j
A⊗ (A#H)⊗A⊗ (A#H)
(A#H)⊗ (A#H)✲
β ⊗ β
A⊗ (A#H)⊗ (A#H)✲
A⊗ id ⊗ νA
A#H
[A⊗ (A#H)]⊗A (A#H)
❄
Π2
A⊗ (A#H)⊗ (A#H)
❄
✲Π2
µAA⊗(A#H) ⊗ id
(A#H)⊗ (A#H)
❄
νAA#H ⊗ id
(A#H)⊗H
❄
ξ
(A#H)⊗A (A#H)✲
Π ✲Λ
νAA#H ⊗A id
❅
❅
❅
❅❘
νAA#H ⊗ id
 
 
 
  ✒
❄
Π
910
11 12
12
Here diagram 〈10〉 commutes by the definition of β. Diagram 〈11〉 commutes by the co-
equalizer property of [A⊗ (A#H)]⊗A (A#H). Diagram 〈12〉 commutes by the definition
of νAA#H ⊗A idA#H (Π2 is the coequalizer morphism). Since also the outer diagram com-
mutes, diagram 〈9〉 commutes as well, yielding ξΠ = ΛΠ. But Π is an epimorphism, so
ξ = Λ.
The next step is to find the inverse of Λ. For that purpose we define the morphism
θ : (A#H)⊗H −→ (A#H)⊗ (A#H) by
θ :=
A#H H✎ ☞
S❤
✡✠r
A #H A#H
and let θ := Πθ : (A#H)⊗H −→ (A#H)⊗A (A#H). Let us prove that θ is the inverse
of Λ. We have:
θΛΠ = θcanA#H =
A H A H☛✟ ☛✟
P ✡✠
✍ ✌ ☛✟
S❤
✡✠r
Π
(A#H)⊗A(A#H)
coass.
ass.
=
A H A H☛✟ ☛✟
☛✟
P S❤
✍ ✌✡✠
✡✠r
Π
(A#H)⊗A(A#H)
antip.
counit
unit
=
A H A H☛✟
P
✍ ✌
r
Π
(A#H)⊗A(A#H)
=
A#H A H
✏ r
Π
(A#H)⊗A(A#H)
Π
=
A#HA H
r
✡✠
Π
(A#H)⊗A(A#H)
= Π.
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From here, we get θΛ = id(A#H )⊗A(A#H ). Finally:
Λθ = ΛΠθ = canA#Hθ =
A H H✎ ☞
S❤
✡✠☛✟r
☛✟
P ✡✠
✍ ✌
A H H
mod.-alg.
=
A H H✎ ☞
S❤
✡✠☛✟
r ☛✟
r ✡✠
✡✠
A H H
counit
unit
=
A H H✎ ☞
S❤ ☛✟
✡✠
✍ ✌
A H H
coass.
ass.
=
A#H H☛✟
☛✟
S❤
✡✠
✍ ✌
A H H
antip.
counit
unit
= id(A#H )⊗H .
This finishes the proof of 3). Thus we have established:
Proposition 5.5 Let C be a closed braided monoidal category with equalizers and co-
equalizers. Let H ∈ C be a flat Hopf algebra and suppose that the braiding is H-linear. If
A ∈ C is an H-Azumaya algebra, then (A#H)A is an H-Galois object.
We are next going to show that the assignment
Υ : BM(C;H) −→ Gal(C;H), [A] 7→ [(A#H)A]
just established is a group morphism. The proof will be long and technical.
Proposition 5.6 Assumptions are like in the previous proposition. Suppose in addition
that ΦT,X = Φ
−1
X,T for any H-Galois object T and X ∈ C. If A and B are H-Azumaya
algebras in C, then there is an isomorphism of H-Galois objects
[(A⊗ B)#H ]A⊗B ∼= (A#H)A✷H(B#H)
B.
Proof. As the braiding is H-linear, H is cocommutative by Proposition 3.13. That the
above two objects are H-Galois we know from Proposition 5.5 and because the cotensor
product of two H-Galois objects is such too. In order to prove that they are isomorphic as
H-Galois objects, it suffices to find an H-comodule algebra morphism between them, in
virtue of Proposition 4.6. Now we explain the strategy of the proof. Observe the following
diagram
❄
α2
[(A⊗B)#H ]A⊗B
❄
α1
(A⊗ B)#H✲
j
[(A#H)⊗ (B#H)]A⊗B (A#H)⊗ (B#H)✲
j˘ ❄
α
(A#H)A ⊗ (B#H)B
✻
jA′ ⊗ jB′
PPPPPPPPPPPPPq
ζ−1A′,B′
(A#H)A✷H(B#H)
B ✲e (A#H)A ⊗H ⊗ (B#H)B✲
ρ′ ⊗ id
✲
id ⊗ λ′
(A#H)⊗ (B#H)
❄
jA′ ⊗ jB′
(A#H)⊗H ⊗ (B#H),✲
ρ⊗ idB ′
✲
idA′ ⊗ λ
❄
jA′ ⊗H ⊗ jB′
1
2
3
4
(5.4)
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where the notation we enlighten here:
A′ := A#H, B′ := B#H, e := e(A#H)A,(B#H)B ,
j := j(A⊗B)#H , j˘ := j(A#H)⊗(B#H)
ρ′ := ρ(A#H)A , λ
′ := λ(B#H)B
ρ := ρA#H , λ := λB#H .
Since (B#H)B is an H-Galois object, the condition Φ(B#H)B ,A = Φ
−1
A,(B#H)B
is fulfilled
by hypothesis. We can use then the natural transformation ζ from Proposition 3.8. We
are going to define a morphism α : (A ⊗ B)#H −→ (A#H)⊗ (B#H) which will induce
α1. Then ζ
−1
A′,B′α1 will induce α2 and it will be an H-comodule algebra morphism, which
would finish the proof.
Set α = (A ⊗ ΦB,H ⊗ B)(A ⊗ B ⊗ ∆H). We first show that α induces α1 and that
they are comodule algebra morphisms. In view of Remark 3.3 we should prove that
f := αj : [(A⊗ B)#H ]A⊗B −→ (A#H)⊗ (B#H) satisfies the equality
A⊗B [(A⊗B)#H]A⊗B
j
(A⊗B)#H☛✟
(A#H)⊗(B#H)
P
(A#H)⊗(B#H)
=
A⊗B [(A⊗B)#H]A⊗B
j
(A⊗B)#H☛✟
(A#H)⊗(B#H)
✏
(A#H)⊗(B#H)
Denote the left-hand side by Σ and the right one by Ω. Recalling the A ⊗ B-bimodule
structure of (A#H)⊗ (B#H) from Diagram 3.14, we compute
Ω =
A B [(A⊗B)#H]
A⊗B
j
(A⊗B)#H☛✟
(A#H)⊗(B#H)
A#H
B#H
✏ ✏
A#H B#H
nat.
(5.2)
=
A B [(A⊗B)#H]
A⊗B
j
(A⊗B)#H
☛✟
☛✟
☛✟
P
P ✡✠
✡✠
A H B H
2×nat.
=
A B [(A⊗B)#H]
A⊗B
j
(A⊗B)#H
☛✟
☛✟
☛✟
P
P
✡✠
✍ ✌
A H B H
(3.18)
nat.
=
A B [(A⊗B)#H]
A⊗B
j
(A⊗B)#H
☛✟
☛✟☛✟
P
P
✍ ✌✡✠
A H B H
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nat.
P rop.3.13
=
A B [(A⊗B)#H]
A⊗B
j
(A⊗B)#H
☛✟
☛✟
P P ☛✟
✍ ✌✍ ✌
A H B H
j
=
A B [(A⊗B)#H]
A⊗B
j
(A⊗B)#H
✡✠✡✠☛✟
A H B H
nat.
=
A B [(A⊗B)#H]
A⊗B
j
(A⊗B)#H☛✟
✡✠
✡✠
A H B H
(5.2)
= Σ.
We will show that α is an algebra and a right H-comodule morphism. For multiplicativity
it is to prove that the diagrams Λ and Γ below are equal:
Λ :=
(A⊗B)#H (A⊗B)#H
✍ ✌
α
(A#H)⊗(B#H)
=
A B H A B H☛✟
☛✟
✡✠
P P ☛✟
✍ ✌✍ ✌
A H B H
Γ :=
(A⊗B)#H (A⊗B)#H
α α
✍ ✌
(A#H)⊗(B#H)
=
A B H A B H☛✟ ☛✟
☛✟
P ✡✠ ☛✟
✍ ✌
P ✡✠
✍ ✌
A H B H
We develop Γ as follows:
Γ
3×nat.
=
A B H A B H✎ ☞
☛✟☛✟ ☛✟
P ✡✠
P ✡✠✍ ✌
✍ ✌
A H B H
coass.
coc.
=
A B H A B H✎ ☞
☛✟
☛✟ ☛✟
P ✡✠
P ✡✠✍ ✌
✍ ✌
A H B H
nat.
=
A B H A B H✎ ☞
☛✟
☛✟ ☛✟
P ✡✠P ✡✠
✍ ✌
✍ ✌
A H B H
nat.
=
A B H A B H☛✟
P ☛✟☛✟
☛✟
✡✠
✡✠P
✡✠
✍ ✌
A H B H
coass.
nat.
=
A B H A B H☛✟
P ☛✟ ☛✟☛✟
✡✠
✡✠
✡✠ P
✍ ✌
A H B H
Prop.3.13
nat.
=
A B H A B H☛✟
P ☛✟ ☛✟☛✟
✡✠✡✠
✡✠ P
✍ ✌
A H B H
bialg.
=
A B H A B H☛✟
P ☛✟
✍ ✌✎ ☞
✡✠ P
✍ ✌
A H B H
=: Γ′
45
Observe that
H H B
✡✠☛✟
H B H
=
H H B
✡✠☛✟
H B H
Note that the left-hand side of this diagram appears in Γ′. We substitute the right-hand
side diagram in Γ′ and obtain
Γ′ =
A B H A B H☛✟
P ☛✟
✡✠
✡✠ ☛✟
P
✍ ✌
A H B H
Prop.3.13
nat.
=
A B H A B H☛✟
P ☛✟
✡✠
✡✠ P ☛✟
✍ ✌
A H B H
nat.
coass.
=
A B H A B H☛✟
☛✟
✡✠
P P ☛✟
✍ ✌✍ ✌
A H B H
Prop.3.13
= Λ.
This proves that α is compatible with multiplication. The compatibility with unit is
obvious.
We view (A⊗B)#H as a right H-comodule by the structure morphism (A⊗B)#∆H
and (A#H) ⊗ (B#H) by (A#H)⊗ (B#∆H). That α is right H-colinear is true by the
coassociativity of H . In Corollary 5.4 we have proved that ([(A⊗ B)#H ]A⊗B, j(A⊗B)#H)
is an H-comodule algebra pair. Analogously as in Lemma 5.2 one proves that (((A#H)⊗
(B#H))A⊗B, j(A#H)⊗(B#H)) is an algebra pair. On the other hand, it is immediate that
the right H-comodule structure morphism (A#H) ⊗ ρB#H is (A ⊗ B)
e-linear. Thus,
by Lemma 5.3, (((A#H) ⊗ (B#H))A⊗B, j(A#H)⊗(B#H)) is an H-comodule pair. As a
subcomodule and a subalgebra of an H-comodule algebra, ((A#H)⊗ (B#H))A⊗B is such
as well, 2.2.1. Having that α is an H-comodule algebra morphism, we obtain as for 2.2.3
that α1 is such too.
We now prove that ζ−1A′,B′α1 induces α2 and that they are comodule algebra mor-
phisms. Note that the triangle 〈2〉 in Diagram 5.4 is the one from Proposition 3.8.
From Proposition 5.5 we know that (B#H)B is an H-Galois object. By hypothesis,
the conditions of Proposition 3.8 are fulfilled and we have that 〈2〉 commutes. Further,
the square 〈3〉 commutes by the way ρ′ and λ′ are induced. Observe that (A#H)A
and (B#H)B are equalizers and that both are (faithfully) flat. Therefore we have that
((A#H)A⊗ (B#H)B, id(A#H )A⊗ jB ′) and ((A#H)
A⊗ (B#H)B, jA′⊗ id(B#H )B ) are equal-
izers. By flatness of H we get further that (A#H)A ⊗ (B#H)B ⊗ H , and consequently
(A#H)A ⊗ H ⊗ (B#H)B, are equalizers with the respective morphisms. This gives us
in particular that jA′ ⊗ H ⊗ jB′ is a monomorphism, as a composition of the latter two
equalizer morphisms.
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We furthermore have ((A#H)⊗ λ)α = (ρ⊗ (B#H))α. Indeed,
A B H☛✟
☛✟
A H H B H
coc.
=
A B H☛✟
☛✟
A H H B H
coass.
=
A B H☛✟
☛✟
A H H B H
Prop.3.13
nat.
=
A B H☛✟
☛✟
A H B H
We now compute looking at the Diagram 5.4:
(jA′ ⊗H ⊗ jB′)(ρ
′ ⊗ id(B#H )B )ζ
−1
A′,B ′α1 =
〈3〉
= (ρ⊗ idB ′)(jA′ ⊗ jB ′)ζ
−1
A′,B ′α1
〈2〉
= (ρ⊗ idB ′ )˘jα1
〈1〉
= (ρ⊗ idB ′)αj
= (idA′ ⊗ λ)αj
〈1〉
= (idA′ ⊗ λ)˘jα1
〈2〉
= (idA′ ⊗ λ)(jA′ ⊗ jB ′)ζ
−1
A′,B ′α1
〈3〉
= (jA′ ⊗H ⊗ jB′)(id(A#H )A ⊗ λ
′)ζ−1
A′,B ′α1 .
Since jA′ ⊗ H ⊗ jB′ is a monomorphism, we obtain that ζ
−1
A′,B′α1 induces α2 so that the
diagram 〈4〉 commutes.
It remains to prove that α2 is an H-comodule algebra morphism. From Corollary
5.4 we know that ((A#H)A, jA#H) and ((B#H)
B, jB#H) are H-comodule algebra pairs.
Viewing (A#H)⊗ (B#H) and (A#H)A⊗ (B#H)B as H-comodules via (A#H)⊗ ρB#H
and (A#H)A ⊗ ρ(B#H)B respectively, we have that they are H-comodule algebras. We
have commented before that (((A#H) ⊗ (B#H))A⊗B, j(A#H)⊗(B#H)) is an H-comodule
algebra pair. Now 2.2.3(a) applies to the triangle 〈2〉, giving us that ζ−1A′,B′ is an H-
comodule algebra morphism. That α1 is such we have seen above. The equalizer morphism
e : (A#H)A✷H(B#H)
B −→ (A#H)A ⊗ (B#H)B is an H-comodule algebra one, since
(A#H)A and (B#H)B are H-comodule algebras. Recall that (A#H)A✷H(B#H)
B has
the H-comodule structure via (A#H)A✷Hρ(B#H)B . This time 2.2.3(a) applies to the
diagram 〈4〉 inside Diagram 5.4 and we obtain the statement on α2.
Proposition 5.7 Let C be a closed braided monoidal category with equalizers and co-
equalizers. Let H be a flat and commutative Hopf algebra. Suppose that the braiding is
H-linear and that ΦT,X = Φ
−1
X,T for any H-Galois object T and X ∈ C. The map
Υ : BM(C;H) −→ Gal(C;H), [A] 7→ [(A#H)A]
is a group morphism.
Proof. Since the braiding is H-linear, H is cocommutative, Proposition 3.13. In virtue of
Theorem 4.7, Gal(C;H) is a group. By Proposition 5.5, (A#H)A is anH-Galois object for
any H-Azumaya algebra A. We will show that Υ does not depend on the representative
of a class in BM(C;H) and that it is compatible with product.
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We will first prove that Υ([M,M ]) = [H ] in Gal(C;H) for any faithfully projective
H-module M in C (abusing of notation we suppressed the brackets to denote the class
of [M,M ]). To this end we will define a morphism σ : H −→ ([M,M ]#H)[M,M ]. By
Proposition 4.6 it will be an isomorphism of H-Galois objects provided that it is an H-
comodule algebra morphism. Let θ : H −→ [M,M ] be the algebra morphism induced
by the H-module structure of M as in Lemma 3.9. The morphism σ will be induced by
σ = (θS⊗H)∆H : H → [M,M ]⊗H. We check that it factors through ([M,M ]#H)
[M,M ].
Due to Remark 3.3 and Diagram 3.10 this will hold if we prove that
[M,M ] H
σ
P
[M,M ]#H
=
[M,M ] H
σ
✏
[M,M ]#H
Applying the structure of an [M,M ]-bimodule on [M,M ]#H described in Diagram 5.2,
we get that the above equality amounts to
[M,M ] H
σ
[M,M ]#H
✍ ✌
[M,M ] H
=
[M,M ] H
σ
[M,M ]#H
☛✟
P
✡✠
[M,M ] H
The left-hand side diagram we denote by Σ and the right one by Ω. We develop Ω as
below, where in the third equation we apply the H-module structure of [M,M ] described
in Lemma 3.9(ii),
Ω
nat.
=
[M,M ] H
σ
[M,M ]#H☛✟
P
✡✠
[M,M ] H
σ
=
[M,M ] H
☛✟
S❤
θ
[M,M ]#H☛✟
P
✡✠
[M,M ] H
Lem. 3.9
=
[M,M ] H
✎ ☞
✎ ☞
S❤☛✟
θ θ S❤
θ
✡✠
✍ ✌
✍ ✌
[M,M ] H
coass.
ass.
=
[M,M ] H
✎ ☞
☛✟☛✟
S❤ S❤
θ θ θ
✡✠✡✠
✍ ✌
[M,M ] H
θ
alg.m.
=
[M,M ] H
✎ ☞
☛✟☛✟
S❤ S❤
✡✠θ
θ
✡✠
✍ ✌
[M,M ] H
antip.
=
[M,M ] H
✎ ☞
r ☛✟
S❤
r θ
θ
✡✠
✍ ✌
[M,M ] H
θ
alg.m.
=
[M,M ] H
☛✟
S❤
θ
✡✠
[M,M ] H
Prop.3.13
nat.
=
[M,M ] H☛✟
S❤
θ
✍ ✌
[M,M ] H
σ
= Σ.
This proves that σ induces the morphism σ : H −→ ([M,M ]#H)[M,M ] such that σ =
j[M,M ]#Hσ.
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We have that j[M,M ]#H and, since H is flat, also j[M,M ]#H ⊗ H are monomorphisms.
From Corollary 5.4 we know that j[M,M ]#H is an H-comodule algebra morphism. Then
by 2.2.3(a), σ will be an H-comodule algebra morphism if so is σ.
That σ is H-colinear is clear by the coassociativity of H . The multiplicativity of σ
follows from:
H H
✍ ✌✎ ☞
❤S
θ
[M,M ] H
bialg.
=
H H☛✟☛✟
✡✠✡✠
❤S
θ
[M,M ] H
S
antih.
=
H H☛✟☛✟
❤S ❤S ✡✠
✡✠
θ
[M,M ] H
comm.
=
H H☛✟☛✟
❤S ❤S ✡✠
✡✠
θ
[M,M ] H
θ
alg.m.
=
H H☛✟☛✟
❤S ❤S ✡✠
θ θ
✡✠
[M,M ] H
=
H H☛✟☛✟
❤S ❤S
θ θ
✡✠✡✠
[M,M ] H
It is clear that σ is also compatible with unit. This finishes the proof that Υ([M,M ]) = [H ]
in Gal(C;H).
We now prove that Υ does not depend on a representative of the class in BM(C;H).
Take two H-Azumaya algebras A and B such that [A] = [B] in BM(C;H). Then there are
faithfully projective H-modules P and Q such that A⊗ [P, P ] ∼= B⊗ [Q,Q] as H-module
algebras. Using the result established in the previous paragraph and Proposition 5.6, we
have:
((A⊗ [P, P ])#H)A⊗[P,P ] ∼= (A#H)A✷H([P, P ]#H)
[P,P ] ∼= (A#H)A✷HH ∼= (A#H)
A
((B ⊗ [Q,Q])#H)B⊗[Q,Q] ∼= (B#H)B✷H([Q,Q]#H)
[Q,Q] ∼= (B#H)B✷HH ∼= (B#H)
B.
The two expressions on the left-hand sides are isomorphic because of the assumption
A⊗ [P, P ] ∼= B⊗ [Q,Q]. The isomorphism of the expressions on the right hand-sides then
means that Υ([A]) = Υ([B]) in Gal(C;H). Thus Υ is well defined. From Proposition 5.6
it follows that Υ is a group morphism.
Proposition 5.8 Let C be a closed braided monoidal category with equalizers and co-
equalizers. Let H be a flat and commutative Hopf algebra. Suppose that the braiding is
H-linear. Then, the action on an H-Azumaya algebra A is inner if and only if (A#H)A
is a Galois object with a normal basis. Moreover, the map
Υ′ : BMinn(C;H) −→ Galnb(C;H), [A] 7→ [(A#H)
A]
is a group morphism.
Proof. Suppose that A is an H-Azumaya algebra with inner action and corresponding
morphism f : H −→ A. Since A is an Azumaya algebra, the adjunction (A ⊗−, (−)A) is
an equivalence of categories. Hence AA ∼= (A ⊗ I)A ∼= I and the equalizer (AA, jA) from
Definition 3.2 is isomorphic to the equalizer
I A✲
ηA [A,A⊗ A]✲
α˜A,A ✲[A,∇A] [A,A⊗ A].✲
[A,∇AΦ]
Having that H is flat, we obtain that
H A⊗H✲
ηA ⊗H [A,A⊗ A]⊗H✲
α˜A,A ⊗H ✲[A,∇A]⊗H
[A,A⊗ A]⊗H✲
[A,∇AΦ]⊗H
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is an equalizer too. Define δ : A⊗H −→ A⊗H as δ = (∇A⊗H)(A⊗f⊗H)(A⊗∆H). Let
us prove that δjA#H : (A#H)
A −→ A⊗H induces δ : (A#H)A −→ H using the equalizer
property of (H, ηA ⊗H). For this we will need the following identities:
A (A#H)
A
jA#H
✡✠
A H
jA#H
=
A (A#H)
A
jA#H
☛✟
P
✍ ✌
A H
Prop.3.13
=
A (A#H)
A
jA#H
☛✟
P
✍ ✌
A H
nat.
=
A (A#H)
A
jA#H☛✟
P
✍ ✌
A H
(5.5)
A A A A A
✡✠
✡✠
✍ ✌
✍ ✌
A
=
A A A A A
✡✠ ✡✠
✡✠
✍ ✌
A
(5.6)
We compute:
A (A#H)
A
jA#H
δ
✡✠
A H
=
A (A#H)
A
jA#H☛✟
f
✡✠
✍ ✌
A H
ass.
=
A (A#H)
A
jA#H☛✟
✡✠ f
✍ ✌
A H
(5.5)
=
A (A#H)
A
jA#H☛✟
☛✟
P f
✍ ✌
✍ ✌
A H
µA
inner
=
A (A#H)
A
jA#H
✎ ☞
☛✟
☛✟
f
f f−1
✡✠
✍ ✌
✍ ✌
✍ ✌
A H
Prop.3.13
=
A (A#H)
A
jA#H
✎ ☞
☛✟
☛✟
f
f f−1
✡✠
✍ ✌
✍ ✌
✍ ✌
A H
nat.
coass.
=
A (A#H)
A
jA#H
✎ ☞
✎ ☞
f f−1
✡✠✎ ☞
✡✠ f
✍ ✌
✍ ✌
A H
Prop.3.13
nat.
=
A (A#H)
A
jA#H
✎ ☞
f
✎ ☞
f−1
✡✠✎ ☞
✡✠ f
✍ ✌
✍ ✌
A H
(5.6)
coass.
=
A (A#H)
A
jA#H
✎ ☞
f
✎ ☞
✎ ☞
f−1 f
✡✠ ✍ ✌
✍ ✌
✍ ✌
A H
f−1∗f
nat.
=
A (A#H)
A
jA#H☛✟
f
✡✠
✡✠
A H
=
A (A#H)
A
jA#H
δ
✡✠
A H
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This proves that δjA#H : (A#H)
A −→ A ⊗ H induces δ : (A#H)A −→ H such that
δjA#H = (ηA ⊗ H)δ. Clearly, δ and ηA ⊗ H are right H-colinear and by Proposition
3.13 and Corollary 5.4 we know that jA#H is such as well. Then by 2.2.3(i), δ is right
H-colinear too. To find the inverse of δ we prove that ζ := (f−1 ⊗H)∆H : H −→ A⊗H
factors through (A#H)A. We need the following equalities:
H✎ ☞
✎ ☞
✎ ☞
H H H H
=
H✎ ☞
✎ ☞
☛✟
H H H H
(5.7)
A A A A
✡✠
✡✠
✍ ✌
A
=
A A A A
✡✠ ✡✠
✍ ✌
A
(5.8)
We now have:
A H✎ ☞
f−1
✡✠
A H
unit
counit
nat.
=
A H✎ ☞
☛✟
r f−1
r
✡✠
✍ ✌
A H
f∗f−1
Prop.3.13
=
A H✎ ☞
✎ ☞
✎ ☞
f−1
f−1 f
✍ ✌ ✡✠
✍ ✌
A H
nat.
(5.7)
(5.8)
=
A H✎ ☞
✎ ☞
✎ ☞
f f−1
f−1 ✡✠
✍ ✌
✍ ✌
A H
nat.
µA
inner
=
A H✎ ☞
f−1
✎ ☞
P
✍ ✌
A H
nat.
=
A (A#H)
A
✎ ☞
f−1
☛✟
P
✍ ✌
A H
Prop.3.13
=
A (A#H)
A
✎ ☞
f−1
☛✟
P
✍ ✌
A H
So ζ : H −→ A⊗H induces ζ : H −→ (A#H)A such that jA#Hζ = ζ. We now prove that ζ
and δ are inverses of each other. It is easy to see that (∇A ⊗H)(A⊗ ζ)δ = idA#H . Then
jA#H = (∇A ⊗H)(A⊗ ζ)δjA#H
= (∇A ⊗H)(A⊗ ζ)(ηA ⊗H)δ
= (∇A(ηA ⊗ A)⊗H)ζδ
= ζδ
= jA#Hζ δ.
Since jA#H is a monomorphism, we get ζ δ = id(A#H)A . Similarly, one may easily check
that δζ = ηA⊗H . Then, ηA⊗H = δζ = δjA#Hζ = (ηA⊗H)δ ζ. Having that ηA⊗H is a
monomorphism, we obtain δ ζ = idH . This proves that (A#H)
A is a Galois object with
normal basis.
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Conversely, suppose that ζ : H −→ (A#H)A is a right H-comodule isomorphism. The
unit β = (∇A⊗H)(A⊗ jA#H) : A⊗ (A#H)
A −→ A⊗H of the adjunction (A⊗−, (−)A)
is an isomorphism because A is an Azumaya algebra, Remark 3.5. Let us prove that
v :=
H
r
β−1
ζ−1
r
A
and u :=
H
ζ
jA#H
r
A
are convolution inverses of each other. Being jA#H right H-colinear, then so are clearly
β and β−1 Moreover, ζ−1 is such as well, so
v ∗ u =
H
r ✎ ☞
β−1 ζ
ζ−1 jA#H
r r
✍ ✌
A
=
H
r
β−1
ζ−1✎ ☞
r ζ
jA#H
✍ ✌r
A
=
H
r
β−1
jA#H
✡✠r
A
β
=
H
r
r
A
Since β is left A-linear, then so is β−1, hence
u ∗ v =
H✎ ☞
ζ r
jA#H β−1
r ζ−1
✍ ✌r
A
=
H✎ ☞
ζ
jA#H r
r
✍ ✌
β−1
ζ−1
r
A
=
H✎ ☞
ζ
r jA#H
✡✠r
β−1
ζ−1
r
A
nat.
β
=
H
r ☛✟
ζ
β
r
β−1
ζ−1
r
A
=
H
r ζ
β
☛✟
r
β−1
ζ−1
r
A
=
H
r
r
A
where in the fourth diagram we applied that ζ and β are right H-colinear. We have:
H A
P
A
=
H A✎ ☞
✎ ☞P
v u
✍ ✌
✍ ✌
A
coass.
u
=
H A✎ ☞
v
✎ ☞
ζ P
jA#H
✡✠r
✍ ✌
A
ζ,j
H-colin.
=
H A✎ ☞
v ζ
jA#H
✍ ✌☛✟
r P
✍ ✌
A
nat.
ass.
=
H A✎ ☞
v
ζ
jA#H
☛✟
P
✍ ✌r
✍ ✌
A
Prop.3.13
(5.5)
=
H A✎ ☞
v
ζ
jA#H
✡✠r
✡✠
A
u
=
H A✎ ☞
v
u
✡✠
✍ ✌
A
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This means that the H-action on A is inner.
We finally show that Υ′ : BMinn(C;H) −→ Galnb(C;H), [A] 7→ [(A#H)
A] is a group
morphism. Observe that the condition ΦT,X = Φ
−1
X,T required in Proposition 5.6 for any
H-Galois object T and X ∈ C was only used there for Galois objects of the form (A#H)A
for an H-Azumaya algebra A. This condition is fulfilled by any Galois object T with
normal basis. This is because T ∼= H as comodules, in particular as objects in C, and
since the braiding is H-linear, Proposition 3.13 gives that ΦH,X = Φ
−1
X,H for any X ∈ C.
We just proved that if A is an H-Azumaya algebra with inner action, then (A#H)A is an
H-Galois object with normal basis. As in the proof of Proposition 5.7, one proves that
Υ′ : BMinn(C;H) −→ Galnb(C;H) is a group morphism.
5.2 From an H-Galois object to an Azumaya algebra
In this subsection we will prove that every H-Galois object gives rise to an Azumaya
algebra. This will be needed to show in the next subsection that the map Υ : BM(C;H)
−→ Gal(C;H) defined before is surjective. We will start by recalling from [42, Section 2]
some facts about duality of Hopf algebras. The following proposition collects [42, 2.5,
2.14 and 2.16]:
Proposition 5.9 Let C be a closed braided monoidal category.
(i) If H is a coalgebra in C, then [H, I] is an algebra.
(ii) If H is a finite algebra in C, then H∗ = [H, I] is a coalgebra.
(iii) If H is a finite Hopf algebra in C, then so is H∗ = [H, I].
We recall here the structure morphisms since we will need them later. The multipli-
cation and unit for H∗ are defined via the universal property of (H∗, ev) by
H∗ H∗ H
✍ ✌
✡✠
=
H∗H∗ H☛✟
✡✠✡✠
(5.9)
H
r
✡✠
=
H
r
(5.10)
The finiteness condition in (ii), and hence also in (iii), is needed in order to be able to
consider H∗⊗H∗ ∼= (H ⊗H)∗. Then one may apply 2.1.9 to define a comultiplication on
H∗ using the universal property of ([H⊗H, I], ev) and applying the isomorphism induced
by (2.8). The comultiplication and counit are given by the following diagrams:
H∗ H H☛✟
✡✠✡✠
=
H∗ H H
✍ ✌
✡✠
(5.11)
H∗
r
=
H∗
r
✡✠
(5.12)
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Via the universal property of (H∗, ev) we may define the antipode S∗ for H∗ as:
H∗ H
S∗❤
✡✠
=
H∗ H
S❤
✡✠
(5.13)
It is easy to see that a finite algebra A in C is commutative if and only if A∗ is a
cocommutative coalgebra. The proof of the following proposition is not difficult. The
first statement is proved in [42, Proposition 2.7].
Proposition 5.10 Let H ∈ C be a finite coalgebra. If M ∈ CH , then M ∈ H∗C with
the structure morphism given in (5.14). If N ∈ H∗C, then N ∈ C
H with the structure
morphism given in (5.15). The categories CH and H∗C are isomorphic via the previous
assignments.
H∗ M
P
M
=
H∗M
P
✡✠
M
(5.14)
N
P
N H
=
N☛✟
P
N H
(5.15)
Moreover, if T is a right H-comodule algebra, then T is a left H∗-module algebra with the
structure (5.14).
Lemma 5.11 Let H be a finite Hopf algebra and T a right H-comodule algebra in C.
Then T is a left T#H∗-module via:
T#H∗T
P
T
=
T H∗ T
P
✡✠✡✠
T
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Proof. As a right H-comodule, T has the structure of a left H∗-module given by Diagram
5.14. We compute:
T#H∗ T#H∗ T
✍ ✌
P
T
=
T#H∗ T#H∗ T☛✟
P ✡✠
✍ ✌ P
✍ ✌✡✠
T
(5.14)
=
T#H∗ T#H∗ T☛✟
P✡✠
P
✡✠✡✠
✡✠
✍ ✌
T
(5.9)
nat.
=
T#H∗ T#H∗ T☛✟ P
P ☛✟
✡✠✡✠ ✡✠✡✠
✍ ✌
T
(5.11)
nat.
=
T#H∗ T H∗ T
P P
✡✠ ☛✟
✡✠ ✡✠✡✠
✡✠
T
comod.
nat.
ass.
=
T#H∗ T H∗ T
P P
P✡✠
✡✠✡✠
✡✠✡✠
T
nat.
comod.-alg.
=
T#H∗ T H∗ T
P
✍ ✌✡✠
P
✍ ✌✡✠
T
=
T#H∗ T#H∗ T
P
P
T
We also have:
T
r r P
✡✠✡✠
T
(5.10)
=
T
P
r
T
= idT .
Proposition 5.12 Let H be a finite commutative Hopf algebra and T an H-Galois object.
Assume that the braiding of C is H-linear and that ΦT,T = Φ
−1
T,T . Then T is faithfully
projective and T#H∗ is an Azumaya algebra in C.
Proof. To prove that T is faithfully projective we need several intermediate results whose
proofs are omitted because they are not difficult and require long diagramatic computa-
tions. Consider H∗ as a left H-module via
H H∗
P
H∗
=
H H∗☛✟
✡✠
H∗
nat.
=
H H∗
☛✟
✡✠
H∗
With the above structure H∗ becomes a left H-module algebra. One needs for the proof
that ΦH,H∗ = Φ
−1
H∗,H . This is assured because we are assuming that the braiding is H-
linear, Proposition 3.13. Let A be a right H-comodule algebra. We now consider the
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smash product A ⋆ H∗ that is defined as follows: A ⋆ H∗ = A⊗H as an object in C, the
multiplication is given by
A⋆H∗ A⋆H∗
✍ ✌
A⋆H∗
=
A H∗ A H∗
P
P
✡✠ ✡✠
A H∗
and the unit is ηA ⊗ ηH∗ . Notice that this smash product is a priori different from the
one we have used before. The reader may check the associativity and unit property of
this new multiplication (ΦH,A = Φ
−1
A,H and ΦH,H∗ = Φ
−1
H∗,H will be needed). This smash
product allows to recognize the category of relative Hopf modules CHA as the category of
left modules over A ⋆ H∗. The isomorphism between these categories is established as
follows: M ∈ CHA becomes a left A ⋆ H
∗-module via (5.16) and N ∈ A⋆H∗C is made into
an object in CHA by the left H
∗-action and right A-action given in (5.17):
A⋆H∗M
P
M
:=
A H∗M
P
✡✠
✏
M
(5.16)
H∗ N
P
N
=
H∗ N
r
A⋆H∗
P
N
N A
✏
N
=
N A
r
A⋆H∗
P
N
(5.17)
Now we view N as a right H-comodule by Proposition 5.10. These two assignments define
functors by acting as the identity on morphisms and they are inverse to each other. Again
for the proof the hypothesis ΦH,A = Φ
−1
A,H and ΦH,H∗ = Φ
−1
H∗,H is needed.
By Theorem 4.4 the functors −⊗ T : C CHT : (−)
coH✲✛ establish a C-equivalence
of categories. On the other hand, consider the functors G : CHT −→ T⋆H∗C and F : T⋆H∗C
−→ CHT defining the above isomorphism of categories. They are also C-functors. Then
G(− ⊗ T ) : C −→ T⋆H∗C is a C-equivalence of categories. By Morita Theorem II (2.4.5),
there is a strict Morita context (I, T ⋆ H∗, P, Q, f, g) with Q := G(T ). From Morita
Theorem I (2.4.4), Q = T is faithfully projective (over I).
By the right version of Morita Theorem II, [T, T ] ∼= T ⋆ H∗ as algebras. Since H is
commutative, T is a rightH-comodule algebra when endowed with the comodule structure
of T . Then T is a left H∗-module algebra and we can consider the smash product T#H∗.
The reader may easily verify that the multiplications in T ⋆ H∗ and T#H∗ are the same
(cocommutativity of H∗ is needed). Hence T#H∗ is an Azumaya algebra in C for any
H-Galois object T . Finally, observe that T , equipped with the comodule structure of T ,
is an H-Galois object and that T = T as algebras (because ΦT,T = Φ
−1
T,T ).
5.3 Surjectivity of Υ
In what follows we will equip T#H∗ with anH-module structure so that it becomes an
H-module algebra. This will make it an H-Azumaya algebra in view of Proposition 5.12.
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Our goal then will be to prove that [T#H∗] is a preimage in BM(C;H) of [T ] ∈ Gal(C;H)
through Υ. Thus the map Υ : BM(C;H) −→ Gal(C;H) will be surjective.
Lemma 5.13 Let H ∈ C be a finite commutative Hopf algebra and T ∈ C a right H-
comodule algebra. The object T#H∗ is a left H-module with the structure:
H T#H
∗
P
T#H∗
=
H T H∗☛✟
✡✠
T H∗
If furthermore Φ is H-linear, then the above makes T#H∗ into a left H-module algebra.
Proof. We first have to check that the following diagrams are equal:
L :=
H H T#H
∗
✡✠
P
T#H∗
=
H H T H∗
✡✠ ☛✟
✡✠
T H∗
and
H H T H∗☛✟
☛✟
✡✠
✡✠ T H∗
=
H H T#H
∗
P
P
T#H∗
=: R
Starting by applying commutativity of H and naturality, we develop L as follows:
L =
H H T H∗☛✟
✡✠
✡✠ T H∗
(5.11)
=
H H T H∗☛✟
☛✟
✡✠✡✠
T H∗
2×nat.
=
H H T H∗☛✟
☛✟
✡✠✡✠
T H∗
nat.
=
H H T H∗☛✟
☛✟
✡✠
✡✠
T H∗
nat.
coass.
= R
The compatibility with unit is also satisfied:
T#H∗
r
P
T#H∗
=
T H∗
r ☛✟
✡✠
T H∗
(5.12)
=
T H∗☛✟
r
T H∗
=
T#H∗
T#H∗
This H-module structure will be compatible with the algebra structure of T#H∗. To
prove this we should show first that
H T#H
∗ T#H∗
✍ ✌
P
T#H∗
=
H T#H
∗ T#H∗
☛✟
P P
✍ ✌
T#H∗
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As a right H-comodule, T is a left H∗-module with the structure given in Diagram 5.14.
Together with the above proved H-module structure on T#H∗ the preceding question
transforms to
H T H∗ T H∗☛✟
P
✡✠
✡✠✡✠✎ ☞
✡✠
T H∗
=
H T H∗ T H∗☛✟
☛✟
☛✟✡✠☛✟
✡✠ P
✡✠
✡✠✡✠
T H∗
Let Σ and Ω denote the left and right-hand side diagrams, respectively. We develop Σ as
follows:
Σ
bialg.
=
H T H∗ T H∗☛✟
P ☛✟☛✟
✡✠✡✠
✡✠✡✠
✡✠
T H∗
nat.
(5.9)
=
H T H∗ T H∗☛✟
P ☛✟☛✟
✡✠✡✠☛✟ ✡✠
✡✠✡✠
T H∗
nat.
coass.
=
H T H∗ T H∗☛✟ ☛✟
☛✟
☛✟
P ✡✠
✡✠✡✠
✡✠
✡✠
T H∗
Prop.3.13
ΦH∗,H∗
Prop.3.13
ΦH,H∗
=
H T H∗ T H∗☛✟ ☛✟
☛✟
☛✟
P ✡✠
✡✠✡✠
✡✠
✡✠
T H∗
nat.
=
H T H∗ T H∗✎ ☞
☛✟
☛✟✡✠☛✟
✍ ✌
P
✡✠✡✠
✡✠
T H∗
nat.
=
H T H∗ T H∗✎ ☞
☛✟
☛✟✡✠☛✟
✍ ✌
P
✡✠
✡✠✡✠
T H∗
H∗
coc.
=
H T H∗ T H∗✎ ☞
☛✟
☛✟✡✠☛✟
P
✡✠ ✡✠
✡✠✡✠
T H∗
coass.
= Ω.
In the fourth and penultimate equality we have used that H∗ is cocommutative since H
is finite and commutative by assumption. Finally, the H-module structure of T#H∗ is
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compatible with the unit:
H
r
P
T#H∗
=
H
r r
☛✟
✡✠
T H∗
=
H
r r r
✡✠
T H∗
(5.10)
=
H
r r
r
T H∗
=
H
r
r
T#H∗
As announced we now prove that Υ is surjective by showing that Υ([T#H∗]) = [T ].
Let γ : [(T#H∗)#H ]T#H
∗
−→ T be the morphism given by γ = (T ⊗ εH∗ ⊗ εH)j. We
prove that γ is an isomorphism of H-Galois objects by proving that it is an H-comodule
algebra morphism (Proposition 4.6). Before this let us deduce several identities that
hold on [(T#H∗)#H ]T#H
∗
. To its equalizer property, expressed in Diagram 5.3 with
A := T#H∗, we will apply σ := T ⊗ εH∗ ⊗ εH . Recalling the algebra structure of
A = T#H∗, which we already dealt with in Lemma 5.13 (taking into account the left
H∗-module structure of the right H-comodule T ), we obtain:
T H∗ [(T#H
∗)#H]T#H
∗
☛✟
j
P✡✠
✡✠ r r
✍ ✌
T
=
T H∗[(T#H
∗)#H]T#H
∗
j
☛✟
☛✟
✡✠☛✟
P✍ ✌
✡✠
✍ ✌r r
T
By the corresponding properties of the counits this simplifies to
T H∗ [(T#H
∗)#H]T#H
∗
j
P
r r
✡✠
✍ ✌
T
=
T H∗ [(T#H
∗)#H]T#H
∗
j
P
✡✠
✡✠
✍ ✌
T
(5.18)
Neutralizing the braiding ΦT#H∗,[(T#H∗)#H]T#H∗ on the right-hand side, we compose the
whole equation from above (in the braided diagrams orientation) with Φ−1
[(T#H∗)#H]T#H∗ ,T#H∗
.
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Then the above expression takes the form:
[(T#H∗)#H]T#H
∗
T H∗
j
r r
P
✡✠
✍ ✌
T
=
[(T#H∗)#H]T#H
∗
T H∗
j
P
✡✠
✡✠
✍ ✌
T
(5.19)
On the other hand, from (5.18) we can obtain further equations,
T [(T#H
∗)#H]T#H
∗
j
✡✠r r
T
=
T [(T#H
∗)#H]T#H
∗
r j
P
r r
✡✠
✍ ✌
T
(5.18)
=
T [(T#H
∗)#H]T#H
∗
r j
P
✡✠
✡✠
✍ ✌
T
(5.10)
=
T [(T#H
∗)#H]T#H
∗
j
r
P
✡✠
✍ ✌
T
(5.20)
and similarly
H∗[(T#H
∗)#H]T#H
∗
r j
P
r r
✡✠
✍ ✌
T
(5.18)
=
H∗[(T#H
∗)#H]T#H
∗
r j
P
✡✠
✡✠
✍ ✌
T
which is equivalent to
H∗[(T#H
∗)#H]T#H
∗
j
P
r r
✡✠
T
=
H∗[(T#H
∗)#H]T#H
∗
j
r
✡✠
T
nat.
=
H∗[(T#H
∗)#H]T#H
∗
j
r
✡✠
T
(5.21)
Now we are going to prove that γ : [(T#H∗)#H ]T#H
∗
−→ T is an algebra morphism.
With the same notation as above, σ = T ⊗ εH∗ ⊗ εH and A = T#H
∗, we have that γ will
be multiplicative if
(A#H)A (A#H)A
✍ ✌
j
σ
T
=
(A#H)A (A#H)A
j j
σ σ
✍ ✌
T
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Since j is an algebra morphism (Lemma 5.2), this amounts to
(A#H)A (A#H)A
j j
✍ ✌
σ
T
=
(A#H)A (A#H)A
j j
σ σ
✍ ✌
T
It would be satisfied if σ were multiplicative. However, this does not seem to be the case.
This is why we make a more elaborate computation. We substitute back A = T#H∗,
then the last equation that is to prove becomes
[(T#H∗)#H]T#H
∗
[(T#H∗)#H]T#H
∗
j j
✎ ☞
☛✟✡✠☛✟ r
✡✠
P✍ ✌
r
✡✠
✍ ✌
T
=
[(T#H∗)#H]T#H
∗
[(T#H∗)#H]T#H
∗
j j
r r r r
✍ ✌
T
We denote the left-hand side by Σ and the right one by Ω. Using the properties of the
counits, we can rewrite and further develop Σ as follows:
Σ =
[(T#H∗)#H]T#H
∗
[(T#H∗)#H]T#H
∗
j j
P r
✡✠
✡✠
✍ ✌
T
(5.19)
=
[(T#H∗)#H]T#H
∗
[(T#H∗)#H]T#H
∗
j j
r r r
P
✡✠
✍ ✌
T
(5.20)
= Ω.
In the last equation we applied that ΦT,X = Φ
−1
X,T for any H-Galois object T and any
X ∈ C. The morphism γ will be compatible with unit if γηMA = σjηMA = ηM . But from
Lemma 5.2 we know that jηMA = ηM . With M = (T#H
∗)#H it is clear that σηM = ηT .
With this we have proved that γ is an algebra morphism.
We prove that γ is right H-colinear by showing that it is left H∗-linear (recall Propo-
sition 5.10). We consider T as a left H∗-module by Diagram 5.14. Recall that A#H is a
right H-comodule via A ⊗ ∆H where A = T#H
∗. Then it is a left H∗-module with the
structure given in Diagram 5.14. Analogously as in Lemma 5.3, (A#H)A inherits its left
H∗-module structure from A#H , which satisfies
H∗ (A#H)
A
P
j
A#H
=
H∗ (A#H)
A
j☛✟
✡✠
A H
(5.22)
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Putting back A = T#H∗ and using σ = T ⊗ εH∗ ⊗ εH , then γ will be left H
∗-linear if we
show
H∗[(T#H
∗)#H]T#H
∗
P
j
σ
T
=
H∗[(T#H
∗)#H]T#H
∗
j
σ
P
T
Again, σ is not left H∗-linear, so we have to do a more involved computation. Applying
Diagram 5.22, the definition of σ and the H∗-module structure of T , we get that the above
question becomes
H∗[(T#H
∗)#H]T#H
∗
j ☛✟
✡✠ r r
T
=
H∗[(T#H
∗)#H]T#H
∗
j
r r
P
✡✠
T
But this is fulfilled because of (5.21). Hence γ : [(T#H∗)#H ]T#H
∗
−→ T is right H-
colinear and summing up it is an isomorphism of H-Galois objects. Recall from 2.1.8
that since H is finite, it is also flat. Then we have finally established:
Proposition 5.14 Let C be a closed braided monoidal category with equalizers and co-
equalizers. Let H be a finite and commutative Hopf algebra. Suppose that the braiding Φ
is H-linear and that ΦT,X = Φ
−1
X,T for any H-Galois object T and any X ∈ C. Then the
map Υ : BM(C;H) −→ Gal(C;H), [A] 7→ [(A#H)A] is surjective.
5.4 The split exact sequence
Consider the sequence
1 Br(C)✲ BM(C;H)✲
q
✛
p
Gal(C;H)✲Υ 1.✲
Recall that the map q sends [A] ∈ Br(C) to [A] in BM(C;H), where A is equipped with the
trivial H-module structure. The map p : BM(C;H) −→ Br(C), induced by forgetting the
H-module structure of an H-Azumaya algebra, satisfies pq = idBr(C). Thus the sequence is
split and we know from the previous subsection that Υ is surjective. We prove exactness
at BM(C;H).
We show that Im(q) ⊆ Ker(Υ). For an Azumaya algebra A ∈ C with trivial H-module
structure it is A#H = A⊗H as algebras. By the equivalence of categories given by the
pair of functors (A⊗−, (−)A) we get that (A⊗H)A ∼= H as objects in C. In order to prove
that this is an isomorphism of H-Galois objects we prove that it is a right H-comodule
algebra morphism, Proposition 4.6. Observe Diagram 3.12 of Lemma 3.6, defining the unit
ζ : H −→ (A⊗H)A of the above adjunction, withM = H . The morphism ηA⊗H is clearly
a right H-comodule algebra one, as so is jA⊗H , by Corollary 5.4. Now by 2.2.3(a), ζ is
such a morphism as well. Thus Υ([A]) = [(A#H)A] = [(A⊗H)A] = [H ], so [A] ∈ Ker(Υ).
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Suppose that Im(q) ( Ker(Υ). Since p(Ker(Υ)) ⊆ Br(C), there exists an H-Azumaya
algebra A which determines two different classes [A1] and [A2] in Ker(Υ). This algebra
has two different H-module structures in BM(C;H), a non-trivial one and a trivial one.
As the underlying Azumaya algebra is the same, it is p([A1]) = p([A2]). We will show
that p is injective when restricted to Ker(Υ), reaching a contradiction with [A1] 6= [A2] in
Ker(Υ). This will prove that Im(q) = Ker(Υ).
We proceed to prove that the morphism p : BM(C;H) −→ Br(C) restricted to Ker(Υ)
is injective. Suppose that p([A]) is trivial in Br(C), for [A] ∈ Ker(Υ). Then there is an
algebra isomorphism δ : A −→ [P, P ], for some faithfully projective object P ∈ C. On the
other hand, we have an H-comodule algebra isomorphism ω : H −→ (A#H)A. Consider
the equalizer algebra morphism j : (A#H)A −→ A#H . The composition (A#εH)j :
(A#H)A −→ A is denoted by ǫ. Then ǫω : H −→ A is an algebra morphism. We are going
to define an H-module structure on P . This will induce an H-module algebra structure
on [P, P ] by Remark 3.12. Then we will prove that δ : A −→ [P, P ] is a morphism of
H-module algebras, thus A will become trivial in BM(C;H) and we will have the claim.
Lemma 5.15 Let ξ := δǫω : H −→ [P, P ]. Then the following morphism defines a left
H-module structure on P :
H P
P
P
:=
H P
❤S
ξ
❤ev
Proof. The compatibility with the multiplication in H is easily proved using that S is an
algebra antimorphism, H is commutative, ξ is an algebra morphism and the definition
of the multiplication in [P, P ]. For the compatibility with the unit use furthermore the
definition of the unit of [P, P ] (2.1.3).
Let ϕ : H −→ [P, P ] denote the algebra morphism from Lemma 3.9(i) stemming from
the left H-module structure of P shown in the above lemma. Since H is (co)commutative,
S2 = idH . This implies further:
H P
❤S
ϕ
❤ev
P
Lem.3.9
=
H P
❤S
P
P
=
H P
❤S
❤S
ξ
❤ev
P
=
H P
ξ
❤ev
P
This yields
ϕS = ξ. (5.23)
Recall from Lemma 3.9(ii) that the H-module structure on P induces an H-module struc-
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ture on [P, P ] making it into an H-module algebra. This structure was given by:
H [P,P ]
P
[P,P ]
=
H [P,P ]☛✟
❤S
ϕ ϕ
✡✠
✍ ✌
[P,P ]
Lemma 5.16 With the above H-module structure on [P, P ], the morphism δ : A −→ [P, P ]
is left H-linear.
Proof. We know from Corollary 5.4 that the morphism j : (A#H)A −→ A#H is right
H-colinear. Using the equalizer property of ((A#H)A, j) and writing out ǫ = (A#εH)j,
we deduce
A H
ω
j
✍ ✌r
A
=
A H
ω
j
☛✟
P r
✍ ✌
A
=
A H
ω
j
☛✟
r P
✍ ✌
A
ω, j
H-colin.
=
A H✎ ☞
ω
j
r
P
✍ ✌
A
=
A H✎ ☞
ǫω
P
✍ ✌
A
(5.24)
We have:
H A
δ
P
[P,P ]
=
H A☛✟
δ
❤S
ϕ ϕ
✡✠
✍ ✌
[P,P ]
nat.
Lem.3.9(ii)
(5.23)
=
H A☛✟
ǫω
δ δ
ϕ ✡✠
✍ ✌
[P,P ]
δ
alg.mor.
=
H A☛✟
ǫω
ϕ ✡✠
δ
✡✠
[P,P ]
(5.24)
=
H A✎ ☞
✎ ☞
ǫω
P
✍ ✌
ϕ δ
✍ ✌
[P,P ]
S2=id
(5.23)
δ alg.
mor.
=
H A✎ ☞
✎ ☞
ǫω
❤S P
δ δ
ξ ✍ ✌
✍ ✌
[P,P ]
Prop.3.13
nat.
ass.
=
H A✎ ☞
✎ ☞
❤S P
ξ ξ
✡✠ δ
✍ ✌
[P,P ]
coass.
ξ alg.
mor.
=
H A✎ ☞
☛✟ P
❤S
✡✠ δ
ξ
✍ ✌
[P,P ]
antip.
=
H A☛✟
r P
r
ξ δ
✍ ✌
[P,P ]
ξ alg.
mor.
=
H A
P
δ
[P,P ]
We have done practically all the work to prove the main theorem of this paper.
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Theorem 5.17 Let C be a closed braided monoidal category with equalizers and coequal-
izers. Let H be a finite and commutative Hopf algebra. Suppose that the braiding is
H-linear and that ΦT,X = Φ
−1
X,T for every H-Galois object T and X ∈ C. Then there is a
split exact sequence
1 Br(C)✲ BM(C;H)✲
q
✛
p
Gal(C;H)✲Υ 1.✲
Furthermore, BM(C;H) ∼= Br(C)×Gal(C;H).
Proof. It just remains to prove the last statement. By the definition of the morphism
q : Br(C) −→ BM(C;H) and surjectivity of Υ : BM(C;H) −→ Gal(C;H) we have the
following situation
Br(C) BM(C;H)✲
q
[A] [A]✲
Gal(C;H)✲Υ
[T#H∗] [T ]✛
We are going to prove that [A] and [T#H∗] commute in BM(C;H). This will be done
by showing that the braiding acting between T#H∗ and A is a left H-module algebra
morphism. Since Φ is left H-linear, Φ is right H-colinear, by Proposition 3.13(iii). In
view of Proposition 5.10 this means that Φ is left H∗-linear. In particular, ΦH∗,A = Φ
−1
A,H∗ ,
because of Proposition 3.13. On the other hand, by hypothesis, if T is an H-Galois object,
then ΦT,A = Φ
−1
A,T . We will show that ΦT#H∗,A is a left H-module algebra morphism.
Consider (T#H∗)⊗A and A⊗(T#H∗) as leftH-modules by the codiagonal structures.
However, since [A] ∈ Br(C), we have that A is a trivial H-module, so the above two
respective H-module structures will be induced by the one of T#H∗. Recalling the left
H-module structure of T#H∗ from Lemma 5.13 we find:
H T⊗H∗ A
P
A T⊗H∗
=
H T H∗ A☛✟
✡✠
A T H∗
nat.
=
H T H∗A
☛✟
✡✠
A T H∗
=
H T⊗H∗A
P
A T⊗H∗
This proves that ΦT#H∗,A is left H-linear. That ΦT#H∗,A is compatible with multiplication
follows by naturality:
T#H∗A T#H
∗
A
A⊗(T#H∗) A⊗(T#H∗)
✍ ✌
A⊗(T#H∗)
=
T H∗ A T H∗ A
✡✠ ☛✟
P ✡✠
✍ ✌
A T H∗
nat.
=
T H∗ A T H∗ A☛✟
P ✡✠✡✠
✍ ✌
A T H∗
cond.
ΦT,A
ΦH∗,A
=
T H∗ A T H∗ A☛✟
P ✡✠✡✠
✍ ✌
A T H∗
=
(T#H∗)⊗A (T#H∗)⊗A
✍ ✌
(T#H∗)⊗A
A T#H
∗
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Obviously ΦT#H∗,A is compatible with unit, so it is an algebra morphism. Thus we have
proved that BM(C;H) ∼= Br(C)×Gal(C;H).
The following result is a byproduct of the proof of Theorem 5.17.
Theorem 5.18 Let C be a closed braided monoidal category with equalizers and coequal-
izers. Let H ∈ C be a finite and commutative Hopf algebra. Assume that the braiding is
H-linear. Then there is a split exact sequence
1 Br(C)✲ BMinn(C;H)✲
q
✛
p
Galnb(C;H)✲
Υ′ 1.✲ (5.25)
Moreover, BMinn(C;H) ∼= Br(C)× H
2(C;H, I).
Proof. Observe that the condition ΦT,X = Φ
−1
X,T for any H-Galois object T and any X ∈ C
used in the proof of Theorem 5.17 is not required here. This is because when dealing with
an H-Galois object with normal basis T this condition is automatically fulfilled. Since
T ∼= H as right H-comodules, T ∼= H as objects in C. The H-linearity of the braiding
assures that ΦH,X = Φ
−1
X,H for any X ∈ C. So this conditions also holds for any T
isomorphic to H .
By Proposition 5.8, the map Υ′ : BMinn(C;H) −→ Galnb(C;H), [A] 7→ [(A#H)
A] is a
group morphism. For an H-Galois object T , the algebra T#H∗ is an H-Azumaya algebra
in virtue of Proposition 5.12 and Lemma 5.13. In order to establish the isomorphism
((T#H∗)#H)T#H
∗ ∼= T in Proposition 5.14 we have used the aformentioned symmetric-
ity condition. This isomorphism then holds for any H-Galois object with normal basis
property. The H-Azumaya algebra T#H∗ has inner action when T has a normal basis,
Proposition 5.8. Then Υ′ is surjective and we have the split sequence (5.25).
Arguing as in the proof of Theorem 5.17 we may show that this sequence is exact.
When proving that [A] ∈ Br(C) and [T#H∗] commute in BM(C;H) we have used that
ΦT,X = Φ
−1
X,T . For T having normal basis property this holds, showing that BMinn(C;H)
∼=
Br(C)×Galnb(C;H). Finally, apply Theorem 4.8 stating that Galnb(C;H) ∼= H
2(C;H, I).
Corollary 5.19 Let C be a closed braided monoidal category with equalizers and coequal-
izers. Let H ∈ C be a finite and commutative Hopf algebra. Assume that the braiding
is H-linear and any H-Galois object has normal basis property. Then BMinn(C;H) =
BM(C;H).
Proof. The hypothesis ΦT,X = Φ
−1
X,T for any H-Galois object T in Theorem 5.17 holds
because we are assuming that any H-Galois object has normal basis property. From this
theorem, any class [A] in BM(C;H) is of the form [A] = [B][T#H∗] where [B] ∈ Br(C) and
T is an H-Galois object. By hypothesis, T has normal basis property and by Proposition
5.8, [T#H∗] ∈ BMinn(C;H). Since Br(C) ⊂ BMinn(C;H), we are done.
We can now derive the results of Alonso A´lvarez and Ferna´ndez Vilaboa [3, Proposition
4.2 and Theorem 4.5] for the decomposition of BM(C;H) and BMinn(C;H) in case C is
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a symmetric monoidal category and H ∈ C a finite commutative and cocommutative
Hopf algebra. In this situation, the braiding is automatically H-linear, Proposition 3.13.
They require that every H-Galois object is, in our terminology, faithfully projective [3,
Definition 2.3] (instead of faithfully flat as we do). Both definitions coincide when H is
finite. From Proposition 5.12, an H-Galois object is faithfully projective. On the other
hand, faithfully projective implies faithfully flat (2.5.1).
Corollary 5.20 Let C be a closed symmetric monoidal category with equalizers and co-
equalizers and H ∈ C a finite commutative and cocommutative Hopf algebra. Then
BM(C;H) ∼= Br(C)×Gal(C;H) and BMinn(C;H) ∼= Br(C)× H
2(C;H, I).
For C symmetric notice that BMinn(C;H) = BM(C;H) if and only if every H-Galois
object has normal basis property.
Problem 5.21 For a Hopf algebra H in a closed braided monoidal category C such that
the braiding Φ is H-linear we have a split exact sequence
1 Br(C)✲ BM(C;H)✲
q
✛
p
Coker(q)✲Π 1.✲
Under the additional hypothesis that C has equalizers and coequalizers, that H is finite
and commutative, and that ΦT,T ′ΦT ′,T = idT ′⊗T for every two H-Galois objects T and T
′
we have proved that Coker(q) ∼= Gal(C;H). Would it be possible to describe Coker(q)
without the symmetricity assumption on the braiding for H-Galois objects?
6 Applications
In this final section we will apply our two main results to a certain family of Rad-
ford biproduct (indeed bosonization) Hopf algebras including relevant examples of Hopf
algebras like Sweedler Hopf algebra, Radford Hopf algebra, Nichols Hopf algebra and
modified supergroup algebras. It is important to mention that the latter exhausts, up
to Drinfel’d twist, all triangular Hopf algebras when the base field is algebraically closed
of characteristic zero [18]. We will show that Beattie’s exact sequence underlies in the
computation of the Brauer group of these Hopf algebras, allowing thus to attain a com-
plete understanding of it. A family of examples generalizing Radford Hopf algebra and
Nichols Hopf algebra will be treated in detail to illustrate the different topics discussed
in this paper. New computations of Brauer groups of quasi-triangular Hopf algebras are
presented.
6.1 Radford biproducts and Majid’s bosonization
In this subsection we mainly recollect known facts on the Radford biproduct, with the
exception of Proposition 6.2 and Corollary 6.3, which may be of independent interest.
If (H,R) is a quasi-triangular Hopf algebra with bijective antipode over a field K,
then a braiding for the category HM is given by ΦR := τR, where τ is the usual flip
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map. Conversely, if (HM,Φ) is a braided monoidal category, then R := τΦ(1H ⊗ 1H)
defines a quasi-triangular structure on H . Concretely, if R = R(1) ⊗ R(2) ∈ H ⊗ H is a
quasi-triangular structure, the braiding ΦR for M,N ∈ HM and its inverse are given by
ΦR(m⊗ n) = R
(2) ·
H
n⊗R(1) ·
H
m (6.1)
Φ−1R (n⊗m) = R
(1) ·
H
m⊗ S−1(R(2))·
H
n, (6.2)
for m ∈M,n ∈ N , where ·
H
denotes the action of H on M,N.
Let B be an algebra in HM and a coalgebra in
HM. We use the abbreviated form of
Sweedler’s notation for the comultiplication ∆B and the coaction ρB of B: given b ∈ B
we write ∆B(b) = b(1) ⊗ b(2) ∈ B ⊗ B and ρB(b) = b[−1] ⊗ b[0] ∈ H ⊗ B. We denote by
B ×H the space B ⊗H and the element b⊗ h in B ×H is written as b× h. The action
of H on B is denoted by⊲. We equip B ×H with the following operations:
smash product: (b× h)(b′ × h′) = b(h(1)⊲ b
′)× h(2)h
′
smash coproduct: ∆(b× h) = (b(1) × b(2)[−1]h(1))⊗ (b(2)[0] × h(2))
unit: 1B×H = 1B × 1H
counit: εB×H(b× h) = εB(b)εH(h)
for b, b′ ∈ B and h, h′ ∈ H . Radford biproduct Theorem [38, Theorem 2.1 and Proposition
2] characterizes when B⊗H is a bialgebra and a Hopf algebra with the above operations.
Majid observed that Radford biproduct construction is better understood in the frame-
work of a certain braided monoidal category. With this observation, Radford biproduct
Theorem states that B ⊗ H is a bialgebra with the above operations if and only if B is
a bialgebra in the braided monoidal category HHYD of left Yetter-Drinfel’d H-modules.
This category is braided monoidal with braiding Ψ : M ⊗ N −→ N ⊗M and its inverse
given by
Ψ(m⊗ n) = m[−1] ·Hn⊗m[0], Ψ
−1(n⊗m) = m[0] ⊗ S
−1(m[−1])·Hn,
for m ∈ M,n ∈ N and M,N ∈ HHYD. Moreover, if B is a Hopf algebra in
H
HYD, then
B ×H becomes a Hopf algebra with antipode
S(b× h) = (1× SH(b
[−1)]h))(SB(b
[0])× 1).
For a quasi-triangular Hopf algebra (H,R) every left H-module M belongs to HHYD
with coaction λ :M −→ H ⊗M given by
λ(m) := R(2) ⊗R(1) ·
H
m, m ∈M, (6.3)
and (HM,ΦR) can be seen as a braided monoidal subcategory of (
H
HYD,Ψ). As a par-
ticular case of Radford’s Theorem, if B is a Hopf algebra in HM, then B ×H is a Hopf
algebra. The process of obtaining an ordinary Hopf algebra B×H out of a Hopf algebra B
in HM as above is called bosonization by Majid. The following proposition is a simplified
version of [29, Theorem 4.2].
68
Proposition 6.1 Let H be a quasi-triangular Hopf algebra and B a Hopf algebra in HM.
Consider the category B(HM) of B-modules in HM. GivenM ∈ B(HM) the compatibility
condition is
h·
H
(b·
B
m) = (h(1)⊲ b)·B(h(2) ·Hm)
for h ∈ H, b ∈ B and m ∈ M . Then there is an isomorphism of monoidal categories
B(HM) ∼= B×HM.
This isomorphism is the identity on morphisms and on objects is defined as follows.
We make a module L in B(HM) into a B ×H-module via
(b× h) · l := b·
B
(h·
H
l), l ∈ L.
Conversely, on a B ×H-module M we define a B- and an H-action via
b·
B
m := (b× 1H) ·m and h·Hm := (1B × h) ·m
respectively, for b ∈ B, h ∈ H and m ∈M .
Let ι : H → B × H, h 7→ 1B × h denote the inclusion map, which is a Hopf algebra
map.
Proposition 6.2 Let (H,R) be a quasi-triangular Hopf algebra and B a Hopf algebra in
HM. Consider the Radford biproduct Hopf algebra B × H. Then R := (ι ⊗ ι)(R) is a
quasi-triangular structure on B ×H if and only if the braiding ΦR is B-linear in HM.
Proof. Assume that R is a quasi-triangular structure for B × H . Then the category
(B×HM,ΦR) is braided monoidal. In particular, ΦR is B×H-linear. Due to Proposition
6.1 its corresponding map ΦR is B-linear in HM. Indeed, for M,N ∈ B(HM) one has
that the maps ΦR : M ⊗N −→ N ⊗M in B×HM and ΦR : M ⊗N −→ N ⊗M in B(HM)
are equal. For, observing that R = (1B ×R
(1))⊗ (1B ×R
(2)), we find that
ΦR(m⊗ n) = (1B ×R
(2)) · n⊗ (1B ×R
(1)) ·m = R(2) ·
H
n⊗R(1) ·
H
m = ΦR(m⊗ n)
for m ∈M and n ∈ N .
Conversely, in (HM,ΦR) suposse ΦR is B-linear. Similarly as above, by Proposition
6.1, ΦR is an isomorphism in B×HM. Moreover, ΦR satisfies the two hexagon axioms
for a braided monoidal category in HM and it is B-linear. Then ΦR satisfies the two
hexagon axioms in B×HM. Thus (B×HM,ΦR) is a braided monoidal category and then
R is a quasi-triangular structure on B ×H .
Corollary 6.3 Let (H,R) be a quasi-triangular Hopf algebra so that R extends to a
quasi-triangular structure R on the Radford biproduct B×H. Then the braided monoidal
categories (B(HM),ΦR) and (B×HM,ΦR) are isomorphic.
Proof. The monoidal category B×HM is braided with braiding ΦR. The other one is
braided because of Proposition 6.2 and Proposition 3.11. That the two braidings are
equal we saw in the previous proposition.
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Remark 6.4 Under the hypothesis of the previous corollary, we know from Proposition
3.13 that B is cocommutative in HM. According to [40, Corollary 5], there is a trian-
gular Hopf algebra (H˜, R˜) and a surjective map g : (H,R) → (H˜, R˜) such that B is a
cocommutative Hopf algebra in H˜M and h · b = g(h)b for all h ∈ H, b ∈ B. This makes
more precise the description of the family of Radford biproducts we are regarding.
6.2 Beattie’s sequence as the root of the known computations
For the quasi-triangular Hopf algebra (H,R) we will denote as usual the Brauer group
of the category (HM,ΦR) by BM(K,H,R). The next two results are consequences of
our main theorems applied to the particular type of Radford biproduct Hopf algebras
described before.
Theorem 6.5 Let (H,R) be a quasi-triangular Hopf algebra and B ∈ HM a Hopf alge-
bra. Suppose that R = (ι⊗ ι)(R) is a quasi-triangular structure for B ×H. Assume that
the braiding ΦR is symmetric on T⊗X for every B-Galois object T ∈ HM and X ∈ HM.
Then BM(K,B ×H,R) ∼= BM(K,H,R)×Gal(B;HM).
After the group of lazy 2-cocycles was studied in [7], and knowing the computations
of Brauer groups done in [45], [12], [13] and [11], it was suspected that the group of lazy
2-cocycles would embed in the Brauer group, as mentioned in the introduction of [7].
In view of the following result, there is an embeding of the second braided cohomology
group of the braided Hopf algebra into the Brauer group of the corresponding Radford
biproduct. This cohomology group embeds in (and coincides in some cases with) the
second lazy cohomology group for the examples analyzed, as verified in [17], that clarifies
this suspicion.
Theorem 6.6 Let (H,R) be a quasi-triangular Hopf algebra and B ∈ HM a Hopf al-
gebra. Suppose that R = (ι ⊗ ι)(R) is a quasi-triangular structure for B × H. Then
BM(K,H,R)×H2(HM;B,K) is a subgroup of BM(K,B ×H,R).
In the sequel we will show that Beattie’s sequence underlies in the computations of
the Brauer group of Sweedler Hopf algebra, Radford Hopf algebra, Nichols Hopf algebra
and modified supergroup algebras carried out in the aforementioned papers. All these
Hopf algebras are examples of the sort of Radford biproducts we are considering. The
strategy in the computation of the Brauer group of these Hopf algebras is to consider the
group homomorphism ι∗ : BM(K,B × H,R) → BM(K,H,R) induced by the inclusion
map ι : H → B ×H . Then we have a split exact sequence
1 Ker(ι∗)✲ BM(K,B ×H,R)✲
✲ι
∗
✛
π∗
BM(K,H,R) 1.✲
Being B × H a Radford biproduct, the map π : B × H → H, b × h 7→ εB(b)h is a Hopf
algebra map such that πι = idH . Since (π ⊗ π)(R) = R, the map π induces a group
homomorphism π∗ : BM(K,H,R) → BM(K,B × H,R) such that ι∗π∗ = idBM(K,H,R).
One next computes Ker(ι∗) by attaching to each class a certain invariant constructed
from the fact that the action of B ×H on a representative of the class, which is a matrix
algebra, is inner (Skolem-Noether Theorem for Hopf algebras).
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Theorem 6.7 With hypothesis as in the above paragraph and assuming that the braiding
ΦR is symmetric on T ⊗X for every B-Galois object T ∈ HM and X ∈ HM, we have
Ker(ι∗) ∼= Gal(HM;B).
Proof. Put C = HM and consider the isomorphism of categories BC ∼= B×HM of Corollary
6.3. PickM ∈ C and consider it as a right B×H-module via π. View it as an object in BC.
The corresponding B-module structure ofM in C is the trivial one. Pick now N ∈ B×HM
and equip it with the H-module structure via ι. This is the same as forgetting the B-
module structure of N (as an object in BC). This shows that under the identification of
categories BC ∼= B×HM the morphisms p and q of Theorem 5.17 coincide with ι
∗ and π∗
respectively, that is, the following diagram is commutative:
❄
∼=
Br(C;B) Br(C)✲
p
BM(K,B ×H,R) BM(K,H,R)✲
ι∗
❄
∼=
1✲
1✲
From here it follows that Ker(ι∗) ∼= Ker(p) and Ker(p) = Gal(HM;B) by Theorem 5.17.
6.3 Examples
We finish this paper by analyzing a family of examples of Radford biproduct Hopf
algebras that will illustrate our main theorems. They will provide us with an example
of a non-symmetric braided monoidal category and a braided Hopf algebra where the
symmetricity assumption on the braiding for a Galois object and any other object is ful-
filled. They will also give us an example of braided Hopf algebra possessing Galois objects
without the normal basis property, and consequently an example where the subgroup of
Azumaya algebras with inner action is proper. Using our sequence we will compute the
Brauer group for each of these Hopf algebras, recovering the computation for Radford
Hopf algebra Hν and Nichols Hopf algebras E(n) carried out in [12] and [13] respectively.
The following family of Hopf algebras appears in [32, Section 4]. Let n,m be natural
numbers, K a field such that char(K) ∤ 2m and ω a 2m-th primitive root of unity. For
i = 1, ..., n pick 1 ≤ di < 2m an odd number and set d = (d1, ..., dn). Consider the Hopf
algebra
H(n, d) = K〈g, x1, ..., xn|g
2m = 1, x2i = 0, gxi = ω
dixig, xixj = −xjxi〉,
where g is group-like whereas xi is a (g
m, 1)-primitive element, that is, ∆(xi) = 1⊗ xi +
xi ⊗ g
m. The antipode is given by S(g) = g−1 and S(xi) = −xig
m. View KZ2m as a
Hopf subalgebra of H(n, d). The quasi-triangular structures of KZ2m were classified in
[39, Page 219] and are of the form:
Rs =
1
2m
( 2m−1∑
j,t=0
ω−jtgj ⊗ gst
)
(6.4)
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for 0 ≤ s < 2m. It is easy to check that Rs is a quasi-triangular structure of H(n, d) if
and only if sdi ≡ m (mod. 2m) for every i = 1, ..., n. Moreover, Rs is triangular if and
only if s = m. As particular instances of this family we obtain Radford Hopf algebra [39,
Page 252] (n = 1, m odd, d1 = m) and Nichols Hopf algebra (m = 1).
Set d≤n−1 = (d1, ..., dn−1). We will describe H(n, d) as a Radford biproduct of L =
H(n− 1, d≤n−1) and the exterior algebra B = K[xn]/(x
2
n), which is an L-module algebra
with action g · xn = ω
dnxn and xi · xn = 0 for i = 1, ..., n− 1. It becomes a commutative
and cocommutative Hopf algebra in LM with coalgebra structure and antipode given as
follows:
∆(xn) = 1⊗ xn + xn ⊗ 1, ε(xn) = 0, S(xn) = −xn.
We now can consider the Hopf algebra B×L obtained by Majid’s bosonization. It is not
difficult to show that the map
Ψ : H(n, d) −→ B ×H(n− 1, d≤n−1), G 7→ 1× g,Xi 7→ 1× xi, Xn 7→ xn × g
m
is a Hopf algebra isomorphism. Here we denote the generators of H(n, d) by G and Xi
instead of g and xi. That Rs is a quasi-triangular structure both on H(n − 1, d
≤n−1)
and H(n, d) means that Rs, as a quasi-triangular structure on H(n− 1, d
≤n−1), extends
to the quasi-triangular structure of H(n, d). The extension Rs = (ι ⊗ ι)(Rs) lying in
(B×L)⊗ (B×L) corresponds to (Ψ−1⊗Ψ−1)(ι⊗ ι)(Rs) = Rs in H(n, d)⊗H(n, d). By
Theorem 6.5 we will obtain the direct sum decomposition
BM(K,H(n, d),Rs) ∼= BM(K,L,Rs)×Gal(LM;B),
once we check that the symmetricity condition on the braiding is fulfilled. Our goal now
is to describe the group of B-Galois objects in LM. For this we must distinguish two
cases: dn = m and dn 6= m.
Proposition 6.8 Suppose that dn 6= m and set In = {1 ≤ i < n : di ≡ −dn (mod. 2m)}.
Then Gal(LM;B) ∼= (K,+)
|In|.
Proof. Let α = (α1, ..., αn−1) ∈ K
n−1. Consider the algebra C(α) = K〈w : w2 = 0〉 with
L-action and right B-comodule structure given by:
g · 1 = 1 ρ(1) = 1⊗ 1
g · w = ωdnw ρ(w) = 1⊗ xn + w ⊗ 1
xi · w = αi
(6.5)
Observe that ωdn+diαi = ω
dn+dixi · w = (ω
dixig) · w = (gxi) · w = αi. Then C(α) is an
L-module if and only if αi = 0 for i /∈ In. Under this condition, it is easy to check that
C(α) is a B-Galois object in LM.
We will next prove that any B-Galois object A in LM is of this form. Denote its
comodule structure map by ρ : A −→ A⊗B. From the isomorphism can : A⊗A→ A⊗B
we obtain dimK(A) = dimK(B) = 2. We may choose a basis {1, y} of A such that g ·1 = 1
and g · y = ωky for 0 ≤ k ≤ 2m− 1. Write
ρ(y) = a1⊗ 1 + b1⊗ xn + cy ⊗ 1 + ey ⊗ xn
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where a, b, c, e ∈ K. Since A is a B-comodule, the counit axiom entails a = 0 and c = 1.
Then,
ρ(y) = b1⊗ xn + y ⊗ 1 + ey ⊗ xn (6.6)
Using that ρ is L-linear, from ρ(g · y) = g · ρ(y) we get b(ωdn − ωk) = 0 and e = 0. If
b = 0, then ρ(y) = y⊗ 1 and consequently Aco(B) = A, contradicting the fact Aco(B) = K.
Thus b 6= 0 and dn = k. Write z = b
−1y. Then ρ(z) = 1 ⊗ xn + z ⊗ 1. We check that
z2 = 0. As g · y2 = ω2ky2, if y2 6= 0, then either ω2k = 1 or ω2k = ωk. This would imply
dn = 0 or dn = m, a contradiction. We claim that, for i = 1, ..., n− 1, it is xi · z = αi for
some αi ∈ K. If xi · z = 0, it is clear. Suppose xi · z 6= 0. From the equality
ωdn+dixi · z = (ω
dixig) · z = (gxi) · z = g · (xi · z).
it follows ωdn+di = 1 or ωdn+di = ωdn. The latter case is not possible because di is odd.
Therefore xi · z = αi. Since A is an L-module, αi = 0 for i /∈ In. Put α = (α1, ..., αn−1).
Then A is isomorphic to C(α) by mapping 1 to 1 and z to w.
We have thus described the set Gal(LM;B). To find its group structure we first verify
the symmetricity condition of the braiding Φ on C(α) ⊗X for every X ∈ LM. We may
find a basis {vl : l ∈ Γ} of X such that g · vl = ω
θlvl for 1 ≤ θl ≤ 2m. It is easy to check
that
ΦC(α),X(1⊗ vl) = vl ⊗ 1 ΦX,C(α)(vl ⊗ 1) = 1⊗ vl
ΦC(α),X(z ⊗ vl) = (−1)
θlvl ⊗ z ΦX,C(α)(vl ⊗ z) = (−1)
θlz ⊗ vl
Hence ΦX,C(α)ΦC(α),X = idC(α)⊗X .
Set r = |In| and In = {i1, ..., ir} with i1 < ... < ir. For α as before, define αIn =
(αi1 , ..., αir). We claim that the map Ω : Gal(LM;B)→ (K,+)
r, [C(α)] 7→ αIn is a group
isomorphism. That Ω is well-defined and injective follows from the fact C(α) ∼= C(β)
as B-comodule algebras in LM if and only if α = β. For, let ϑ : C(α) −→ C(β) be
such an isomorphism. Denote the algebra generators of C(α) and C(β) by y and z
respectively. Then ϑ(1) = 1 and ϑ(y) = κz for some κ ∈ K because ϑ is g-linear.
Since ϑ is right B-colinear, (ϑ ⊗ IdB)ρα(y) = ρβϑ(y), where ρα and ρβ are the comodule
structure maps of C(α) and C(β) respectively. This yields κ = 1. On the other hand,
βi = xi · ϑ(y) = ϑ(xi · y) = αi for every i = 1, ..., n − 1. For the injectivity, recall that
αi = βi = 0 for i /∈ In.
For the surjectivity, take α¯ = (α¯1, ..., α¯r) ∈ K
r and construct α ∈ Kn−1 as follows:
αi = 0 if i /∈ In and αi = α¯j if i = ij . Then Ω([C(α)]) = α¯. To verify compatibility
with the product, consider C(α) and C(β). Let y, z, w be the algebra generators of
C(α), C(β) and C(α + β) respectively. We turn C(β) into a left B-comodule via the
braiding. If λβ denotes the left B-comodule structure morphism, then λβ(1) = 1⊗ 1 and
λβ(z) = 1 ⊗ z + xn ⊗ 1. It is easily checked that {1 ⊗ 1, 1 ⊗ z + y ⊗ 1} is a K-basis of
C(α)✷BC(β). Recall that we view C(α)✷BC(β) as a right B-comodule via C(α)✷Bρβ.
It is also easy to show that θ : C(α + β) −→ C(α)✷BC(β), defined by θ(1) = 1 ⊗ 1 and
θ(w) = 1⊗ z+y⊗1, is a B-comodule algebra morphism in LM. Then Ω([C(α)][C(β)]) =
Ω([C(α + β)]) = (α + β)In = αIn + βIn = Ω([C(α)]) + Ω([C(β)]).
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Proposition 6.9 Suppose that dn = m and set In = {1 ≤ i < n : di ≡ m (mod. 2m)}.
Then Gal(LM;B) ∼= (K,+)
|In|+1.
Proof. This proof follows the lines of the above one and we will just point out where the
differences are. Let a ∈ K and α = (α1, ..., αn−1) ∈ K
n−1 such that αi = 0 for i /∈ In.
Consider the algebra C(a;α) = K〈w : w2 = a〉 with L-action and right B-comodule
structure given by (6.5). One may easily check that C(a;α) is a B-Galois object in LM.
Unlike the case dn 6= m, notice that g ·w
2 = (g ·w)2 even for a 6= 0. To prove that any B-
Galois object A in LM is of this form argue as in the previous proof but take into account
that now can occur y2 = a, for some not necessarily zero a ∈ K, since g ·y2 = (g ·y)2 = y2.
The map Ω : Gal(LM;B) → (K,+)
r+1 is now defined by [C(a;α)] 7→ (a, αIn). Note
that C(a;α) ∼= C(b; β) as B-comodule algebras in LM if and only if a = b and α = β.
With notation as above, since ϑ(y) = z, then a = ϑ(y2) = z2 = b. Proving that α = β
is similar. Surjectivity is clear. For the compatibility with the product, observe that
(1⊗ z + y⊗ 1)2 = 1⊗ z2 − y⊗ z + y⊗ z + y2⊗ 1 = (a+ b). The part concerning αIn and
βIn is as before.
Remark 6.10 For dn = m any normalized 2-cocycle σ : B ⊗ B → K in LM is of the
form σ(1⊗ 1) = 1, σ(1⊗ xn) = σ(xn ⊗ 1) = 0 and σ(xn ⊗ xn) = a for some a ∈ K. Then
Bσ = C(a; 0). Observe that every B-Galois object with the normal basis property is of the
form C(a; 0). It is easy to see that Galnb(LM;B) ∼= (K,+) and hence BMinn(LM;B) ∼=
Br(LM)× (K,+). If n > 1, then C(a;α) has not the normal basis property for α 6= 0. If
n = 1, then every B-Galois object has the normal basis property.
However, if dn 6= m, there are no non-trivial normalized 2-cocycles because σ(xn ⊗
xn) = g ·σ(xn⊗xn) = σ(g · (xn⊗xn)) = ω
2dnσ(xn⊗xn). In this case the group of B-Galois
objects with the normal basis property is trivial. This explains the differences between
the two cases.
Applying the previous propositions and recursion we are able to compute the Brauer
group of H(n, d) with respect to the quasi-triangular structure Rs.
Theorem 6.11 For each j = 1, ..., n set Ij = {1 ≤ i < j : di ≡ −dj (mod. 2m)}. Let
rj = |Ij| if dj 6= m and rj = |Ij|+ 1 otherwise. Then
BM(K,H(n, d),Rs) ∼= BM(K,KZ2m,Rs)× (K,+)
r1+...+rn.
Since KZ2m is self-dual, Rs may be seen as the bicharacter on Z2m given by θs(x, y) =
ωsxy for all x, y ∈ Z2m and the Brauer group BM(K,KZ2m,Rs) is that studied by Childs,
Garfinkel and Orzech in [15] and denoted by Bθs(K,Z2m). Form = 1, the group Bθ1(K,Z2)
is nothing but the Brauer-Wall group BW(k). So this part in the above decomposition
belongs to the Brauer-Long group theory and there are tools to compute it.
From our previous theorem we can recover the computation of the Brauer group of
Radford Hopf algebra Hm (n = 1, m odd, d1 = m in our notation) and Nichols Hopf
algebra E(n) (m = 1) done in [12] and [13] respectively. In the first case, d1 = m and
then BM(K,Hm,Rs) ∼= Bθs(K,Z2m) × (K,+). In the second case, di = m and ri = i for
i = 1, ..., n. Then BM(K,E(n),R1) ∼= BW(K)× (K,+)
n(n+1)
2 .
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