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INTRODUCTION 
It can be considered that the behaviour of an animal consists of motor acts performed in 
response to specific stimuli coming from both the internal environment (e.g. thirst and 
hunger) and the external environment (e,g. auditory, visual and somaesthetic stimuli)[1] 
The nervous system of an animal monitors these two environments and enables the animal 
to react as is necessary{2]. It is thus of interest to study the central nervous process by 
which these stimuli can lead to motor acts, and this has been a major theme of studies 
in neurophysiology. We have been particularly interested in the mechanism by which a 
specific external stimulus can trigger a trained movement.  This mechanism can be con- 
sidered as a st imulus-response process. Attempts at the modeling of this process have 
come from anatomical studies, reaction time experiments in experimental psychology and. 
in particular, from recordings of single neuron activity[3-5]. In this paper, we try to show 
that a rigid analysis of single neuron activity is necessary if one wishes to give a functional 
interpretation to the modeling of the central nervous system. 
The nervous system of animals is made up of an interconnecting network of neurons 
and information passes within this network in the form of discrete action potentials which 
are transmitted from one neuron to another[6]. The neurons may be grouped together to 
form an anatomical structure, and the different brain structures are connected between 
themselves[6]. 
After the initial perception of a stimulus, one can imagine that in its passage from one 
structure to another, the nervous impulses originally evoked by the stimulus become 
transformed into the motor activity, which is finally seen in the motor neurons which 
innervate muscles. A neuronal basis for this transformation has been shown by anatomical 
studies showing the connections between different brain structures[2, 3, 7, 8]. These 
studies have shown the existence of possible pathways from the primary sensory areas 
to motor areas which involve numerous brain structures (Fig. 1). The actual function of 
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Fig. 1. Schematic diagram showing possible pathways from the primary receiving areas to the muscles. The 
connections between the primary receiving areas and the association areas consist of direct and indirect pathways. 
Peripheral feedback from the muscles can act on several structures informing on the execution of the motor act. 
In a similar way, the association areas ma.v receive acopy of the output from the motor cortex. Such information 
may be of use by the association areas for the initiation and control of movement. 
the different structures has been difficult to determine and is only clear for those structures 
which are situated at the beginning and the end of the pathways[9, 10]. As to what becomes 
of sensory information once it leaves the primary receiving areas, little is known. 
Another approach to the study of the transformation of sensory activity into motor 
activity has been developed in experimental psychology and is based on the results of 
reaction time experiments. Here the transformation mechanism has been described in 
terms of a stimulus-response process, and there has been an attempt at modeling to 
describe the functions which one would expect to be the features of a stimulus-response 
process[5, 11, 12]. In such models, the different functions are characterized without being 
attributed to any particular brain structure. These studies have given rise to the idea of 
a sequence of information processing which may reflect the anatomical sequence in which 
the different brain structures are organized. In fact, Sternberg[l 1] has described senso- 
rimotor activity as a series of independent serially organized processing stages which 
relate the stimulus response to the motor response (Fig. 2). 
We have been interested to know what are the neurophysiological correlates of the 
different stages in this process. The world of experimental psychology has given us the 
terms to describe the functions in a stimulus-response process, and anatomical studies 
have shown the various pathways connecting brain structures: we would like to know 
how to analyse the neuronal activity of the different brain structures o as to see if they 
present he required functions. 
METHODS OF ANALYSIS:  OLD AND NEW 
A classical approach to the study of the stimulus-response process has been to record 
the discharge of action potentials in a single neuron (i.e. a unit recording) in an identified 
brain structure during the performance of a specific task in response to a given sensory 
REACTION TIME 
Stimulus-response process 
STIMULUS 
1 
I Percept,on L
1 
[ Idenbflcat~on 
1 
Response 
I deter m'natiOn, t 
1 
Initiation of 
motor response 
1 
Elaborabon of 
motor response 
1 
Response output 
1 
RESPONSE 
907 
ta 
tb 
I 
tc 
td 
t e 
J 
tf 
tg 
Fig. 2. Diagram showing the sequence of possible processing stages relating a stimulus which has a behavioural 
significance with the required motor act. The time periods t. to t,, correspond to the time between individual 
stages, the sum of these periods being the reaction time and the whole can be regarded as a stimulus-response 
process. 
stimulus[13]. This procedure can be repeated several times so as to have many sequences 
of neuronal discharge or trials for the same neuron. Numerous unit recordings can be 
made successively in the same structure, and the discharge data is classically analysed 
by studying the temporal relationship between any change in the frequency of neuronal 
discharge and the different events of the experiment, e.g. the onset of the conditioned 
stimulus, the onset of the conditioned response. 
Such experiments have given a series of mean latency values for the various structures 
which, on the basis of anatomical connections, may be considered to inte~ene at different 
stages of the stimulus-response process (for review, see [14]). Attempts to put these 
structures in a sequence by comparing latency values has had a limited success because 
of the great overlap in the distribution of latency values for the different structures (see. 
for example, [15]). Also numerous motor tasks of differing complexity have been used 
and for some tasks the time period stimulus to response (i.e. reaction time) is a third that 
of more complex tasks. The discharge data has, up to now, been usually analysed as peri- 
stimulus or peri-response histograms of all the discharge sequences recorded for a par- 
ticular neuron[13, 16]. The bin width for these histograms is usually 20 ms, and the criteria 
for detecting a change in neuronal discharge have varied from author to author and are 
essentially arbitrary[17]. Finally, when a sensory stimulus is used to trigger a movement. 
any change in activity after the stimulus but before the movement may be a sensory 
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response to the stimulus or part of the motor activity which gives rise to the movement. 
The interpretation of such changes has up to now depended upon the structure in which 
the recording was made and its presumed position in the stimulus-response process. With 
the recent description of stimulus-related responses in structures classically considered 
to be motor[14], there is a need for more rigorous criteria to use in the interpretation of
this data. 
In an attempt to overcome some of these difficulties, we have developed a novel method 
of data analysis which is of use in the modeling of the nervous mechanisms underlying 
the stimulus-response process[17, 18]. In contrast to previous techniques which are based 
on peri-event histograms, we have examined neuronal discharge data trial by trial to detect 
any change in the frequency of discharge and so have a precise estimate of the latency 
of change. In addition, we have introduced the concept of variance relationship which is 
an indication of whether and to what degree the detected neuronal response is "related" 
to the stimulus or the motor task[18]. Such a concept is of value when attempting to place 
different brain structures in the stimulus-response process. 
THE EXPERIMENTAL SET-UP AND AIMS 
We have used a variation of the technique originally described by Evarts[19, 20] to 
record single neuron activity in the cortex of adult Rhesus monkeys (Macaca mulatta). 
Each animal was trained to perform a rapid extension or flexion movement of the forearm 
about the elbow in response to the respective auditory cue (1000 or 400 Hz). An arm 
displacement in excess of 35 ° and within a time limit of 1.5 sec was rewarded with fruit 
juice. Polyurethane-varnished tungsten microelectrodes were advanced through the cortex 
via a recording chamber fixed above the craniotomy made over the cortical area to be 
studied. In our experiments, the location of the chamber allowed penetrations tobe made 
in the motor cortex, the somaesthetic cortex and the posterior parietal cortex. Data acqui- 
sition was performed on line with a PDP-Lab8/E computer with which neuronal spike in- 
tervals and the angular displacement of the forearm about the elbow (analogue-digital 
conversion rate 200 Hz) were stored. Data analysis was performed off line using a Mini 
6 computer. 
The methods of analysis described in this paper were developed uring the study of 
the functional role of the posterior parietal cortex in the monkey. This cortical region has 
been the subject of intense studies in recent years (see review by Hyvfirinen[21]), and 
yet its functional role is still not clear. For the population of neurons which change their 
activity after a stimulus but before a movement, some authors have attributed a sensory 
function while others have proposed that this population of parietal neurons may have a 
function in the initiation of limb movements[21]. Thus it is not clear whether the posterior 
parietal cortex can be placed towards the beginning or the end of the stimulus-response 
process. Apart from its value in the understanding of the brain mechanisms for movement, 
such information would be useful in the diagnosis and interpretation of the effects of 
parietal esions in humans. 
ESTIMATION OF NEURONAL RESPONSE LATENCY 
During the period of spontaneous discharge of a neuron, the intervals between action 
potentials form a sequence of random variables, and this spontaneous activity has been 
the subject of detailed statistical analysis[22, 23]. If the neuronal discharge is modified in 
relation to a stimulus or a motor act, the intervals uddenly become either shorter (ex- 
citation) or longer (inhibition), and this is called a neuronal response. Thus the estimation 
of the latency of a neuronal response can be considered as the estimation of a change 
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point in a sequence of random variables and can be stated as follows: 
A sequence of random variables Xi, i = 1 . . . . .  n is given in which a change in the 
distribution possibly occurs at an unknown point: X,, i = I . . . . .  r has the distribution 
Fl(x), and Xi, i = r 4- 1 . . . . .  n has the distribution F:(x). 
With our data, the random variables are the time intervals between action potentials 
which are positive. In addition, the means and standard deviations of these intervals are 
approximately linearly related for most examples of neuronal discharge. 
We have proposed the following model to represent a sequence of neuronal discharge 
containing a change in activity: 
Fl(.v) = F(x; y. at): F2Lv) = F(x; y, a:), 
where F is the gamma distribution, y the shape and a the scale parameters. The suitability 
of the gamma distribution and the estimators it gives have been studied in detail and 
discussed elsewhere[18]. We have estimated the point of change in neuronal discharge 
using the maximum likelihood estimator. The estimate is the value of r which maximizes 
X~-r r X~r(n r) 
where X~, is the mean of the r first intervals, and X,~ is the mean of the (n - r) following 
intervals. In this way, we are able to precisely estimate the latency of a change in neuronal 
activity for all of the individual trials recorded for a particular neuron. 
THE VARIANCE RELAT IONSHIP  
In analysing the data in this way, each sequence of discharge can be divided into two 
time periods which are X. the period between the onset of the stimulus and the change 
in activity, and Y. the period between the change in activity and the onset of the motor 
act. The sum of the two time periods is the reaction time, Z (Fig. 3). Thus, for each neuron 
recorded, we have a series of values of X and Y. The variance of these two time periods 
can be studied, and we have introduced the concept of variance relationship which can 
give an idea as to the position of the recorded neuron in the st imulus-response process. 
When this method of analysis is applied to a population of neurons all recorded in the 
same structure, one can attempt o place that population of neurons in the sequence of 
neuronal structures which make up a st imulus-response process. It should be noted that 
the same anatomical structure may have two or more functionally different populations 
of neurons. 
The degree to which two events are related can be seen by the variance in the time 
which separates the two events. If the variance is very small, the relationship between 
the two events can be considered to be deterministic. Thus, if the variance of the time 
period X is extremely small, we can suggest hat the change in neuronal activity is due 
to the stimulus. As the variance of the time period between these two events increases, 
one can be less and less sure that the two are related. If three events which occur in 
sequence are considered {e.g. onset of stimulus, change in neuronal activity and onset of 
a motor act), we can say whether the relationship stimulus-change in neuronal activity 
differs more or less from a deterministic process than the relationship change in activity- 
motor act by comparing the variances of the time periods which separate the three events. 
In our experiments, this corresponds to the time periods X and Y. If there is a significant 
difference between the variance of X and Y, we say that the change in neuronal activity 
is stimulus variance-related if varX < varY and movement variance-related if vary  < 
varX[ 18]. 
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Fig. 3. Diagram illustrating the use of the comparison of variance to analyse neuronal discharge sequences. In
A, three sequences of discharge are shown in order of increasing reaction time (SM). The onset of a change in 
neuronal activity divides this time into two periods, X and Y. B: When the discharge sequences are arranged 
with respect o the onset of the stimulus (S). it can be seen that the period X has little variance and the peri- 
stimulus histogram shows a marked increase in activity. C: When the same data is arranged with respect to the 
movement (M), it can be seen that the period Y is highly variable and the peri-response histogram shows only 
a general increase in activity. Thus, from B and C, we conclude that varX < varYand that the change in activity 
is variance related to the stimulus. 
Basical ly ,  the var iance re lat ionship only tells us something about  the importance of  the 
random component  of  the process  relating two events ,  but this can be used as an argument  
for a causal  l ink between a change in neuronal  act iv i ty  and one or other  of  the events  in 
an exper imenta l  design which in our  case are the onset  of the condi t ioned st imulus and 
the onset  of  the cond i t ioned motor  act. We have shown that for certain neuronal  structures,  
the concept  of  var iance re lat ionship may cor respond to that of  funct ional  role in the 
s t imu lus - response  process[18].  We recorded the act iv i ty  of neurons located in the pr imary  
motor  cor tex ,  which is widely accepted  to have a major  motor  funct ion on the basis of  
e lect rophys io log ica l  nd anatomica l  studies[10. 24]. The data from these neurons was 
ana lysed  using the methods  descr ibed above ,  and as was expected ,  the neurons were 
found to be s igni f icant ly var iance- re la ted to the movement .  In addit ion,  d ischarge data 
from neurons  located around the caudal  end of  the Sylv ian f issure was also studied. These 
neurons  were s igni f icant ly var iance re lated to the st imulus and,  anatomica l ly ,  this cort ical  
area is known to rece ive a strong audi tory  input[25]. However ,  the concept  of  var iance-  
re lat ionship  must be used with care,  and further  studies of the propert ies  of  var iance 
re lat ionship  are necessary  for neurons in structures of  re lat ively wel l -known and clear- 
cut funct ion.  
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.Another important argument for a causal link bet~veen a change in neuronal activity 
and either the stimulus or the motor act is the anatomical connections to and from the 
recorded structure, Using the variance relationship, ~ve can have an indication as to ~vhat 
stage a change in neuronal activity occurs in the st imulus-response process. Thus the 
variance relationship and a description of anatomical connections must be used together. 
A population of neurons in a particular structure, ~hich have a short mean latency for 
the neuronal response after the stimulus and are variance-related to the stimulus, are more 
probably involved in an early stage of the st imulus-response process rather than in the 
later stages implicated in the elaboration of a motor act. Such a function is all the more 
probable if there are direct anatomical connections from the primary receiving areas and 
the structure under investigation. 
THE ORDERING OF BRAIN STRUCTURES IN THE ST IMULUS-RESPONSE 
PROCESS 
The problem of the functional interpretation of the variance relationship becomes com- 
plex when, from the point of view of anatomical connections, the structure under inves- 
tigation is neither directly connected to the primary receiving areas nor the primary motor 
structures. To say that the neuronal responses of such a structure are variance-related to 
the stimulus or to the motor act gives little information as to what stage the structure 
intervenes in the st imulus-response process. The functional interpretation may be aided 
by knowing to what degree the activity of the neurons is variance-related to the stimulus 
or to the motor act. 
A measure of the strength of a variance relationship can be had by studying the ratio 
of the variance of the two time periods X and Y. Neuronal responses in the primary 
receiving areas which are at the beginning of the st imulus-response process are variance- 
related to the stimulus to a high degree of significance and the ratio varX/varY tends 
towards 0. We obtained a mean value of varXIvarY = 0.22 for neurons (re = 12) located 
around the caudal end of the Sylvian fissure. In contrast, at the end of the st imulus- 
response process, neuronal responses in a primary motor structure (the motor cortex) are 
variance-related to the onset of the motor act, and the ratio varX..var Y should tend towards 
infinity. The mean value of varX/varY for neurons in the motor cortex I,z = 8) in our 
experiments was 2.7. The ratio of varX/varY may be used to arrange different brain struc- 
tures in a sequence which corresponds to a hypothetical st imulus-response process. As 
the value of varX/varY increases from one structure to another, it can be considered that 
the function of each structure is at a stage further away from the initial perception of the 
stimulus and approaches the stages of initiation and elaboration of the motor act. 
Anatomical data suggest that the model of a sequential organization of function, as 
proposed by Sternberg and others, is valid. Thus we consider that the variance relationship 
and the ratio varX/varY are valuable characteristics of neurons which can be used to 
determine the function of the different central nervous structures involved in the st imulus- 
response process. 
VARIANCE RELAT IONSHIP  AND DISEASE 
Lesions of brain structures may lead to a perturbation i the st imulus-response process. 
For example, an animal trained to respond to an auditory signal will no longer respond 
if the cochlear or the auditory nerve are destroyed, because these two nervous structures 
are part of the first stages in perception of an auditory stimulus. Likewise, at the other 
end of the st imulus-response process, section of the ventral roots in the spinal cord will 
lead to paralysis of the limb innervated by the sectioned motor neurons, because these 
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Fig. 4. A possible pathway connecting the parietal association cortex to the motor cortex involves a cerebro- 
cerebetlar loop. Our results suggest that neuronal discharge passing from one structure to the next gradually 
becomes transformed from a sensory response into motor activity. The pathway by which the sensory response 
reaches the parietal association cortex is not clear and may involve connections from the auditor,, cortex to the 
frontal obe, prefrontal and premotor areas which in turn are connected to the parietal association cortex. 
neurons are the sole connection between the central nervous system and the muscles for 
the expression of movement.  
These are two rather extreme examples and the result of such lesions is that the stim- 
u lus-response process no longer functions. Lesions of brain structures implicated in the 
intermediary stages of this process may lead to more subtle and diverse perturbations in
the response to stimuli and the initiation of movement.  As we have studied the functioning 
of the posterior parietal cortex, we will use examples from this subject to describe how 
the techniques of analysis that we have developed may be of help in understanding the 
abnormal functioning of the st imulus-response process after brain lesions. 
We have shown that there is a population of neurons located in area 5 of the posterior 
parietal cortex in monkeys which appear to play a role in the st imulus-response pro- 
cess[14]. We have proposed that the function of these neurons is in the linking of the 
sensory response to an instruction for movement and the motor activity for this movement 
(Fig. 4). In our experiments, we described a population of neurons which were variance- 
related to the onset of an auditory stimulus which was an instruction for movement.  The 
mean latency for the change in activity of these cells was after that of the auditory cortex 
in similar experiments. In addition, although these responses were variance-related to the 
auditory signal, their latency after the signal was influenced by the time for the onset of 
movement,  i.e. the reaction time. As the reaction time became shorter, the latency of the 
stimulus variance-related neuronal response was reduced. We interpreted this as showing 
that this population of neurons in area 5 function in the transformation of sensory activity 
into motor activity[14]. 
In man, the effects of lesions in the posterior parietal cortex are, at least in part, 
perturbations which may arise as a result of the loss of the linking mechanism which we 
have proposed. The unilateral neglect observed in patients with right-sided posterior le- 
sions is an inattention towards the contralateral half of the body and visual space[26, 27]. 
This inattention may occur because the patient is unable to associate behaviourally sig- 
nificant stimuli in this visual space and the requisite motor response. Patients with parietal 
lesions may also present hypokinesia in that they have a reduced tendency to perform 
motor acts. Again, such a deficit may be because the parietal mechanism for initiating 
motor acts in response to specific stimuli that we have proposed is no longer functional. 
It is possible that the analytical approach to the st imulus-response process that we 
have proposed may be useful in understanding the deficits produced by brain lesions 
in other brain structures which, by their anatomical connections, may be implicated in 
this process. The methods we propose may also lead to a better knowledge of the mech- 
anisms by which sensory activity is transformed into motor activity. 
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