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Abstract
It is shown that square matrices A and B have a common invariant subspace W of di-
mension k > 1 if and only if for some scalar s, A C sI and B C sI are invertible and their
kth compounds have a common eigenvector, which is a Grassmann representative for W . The
applicability of this criterion and its ability to yield a basis for the common invariant subspace
are investigated. © 2001 Elsevier Science Inc. All rights reserved.
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1. Introduction
The lattice of invariant subspaces of a matrix is a well-studied concept with sev-
eral applications. In particular, there is substantial information known about matrices
having the same invariant subspaces, or having chains of common invariant subspac-
es (see [7]). The question of existence of a non-trivial invariant subspace common to
two or more matrices is also of interest. It arises, among other places, in the study of
irreducibility of decomposable positive linear maps on operator algebras [3]. It also
comes up in what might be called Burnside’s theorem, namely that if two square
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complex matrices do not have a common non-trivial invariant subspace, then the
algebra that they generate is the entire matrix algebra. The practical aspects of deter-
mining whether two matrices have a common invariant subspace of dimension k > 1
are considered in [5], where a necessary condition is provided; this condition is also
shown to be sufficient under certain assumptions. In what follows, we extend the
above results by identifying a necessary and sufficient condition for the existence of a
common invariant subspace of dimension k. We also describe a strategy for checking
this condition and for determining a basis for a common invariant subspace.
We begin with some basic facts from multilinear algebra that can be found in
[4,11]. For positive integers k 6 n, let hni D f1; : : : ; ng and denote by Qk;n the k-
tuples of hni with elements in increasing order. The members of Qk;n are considered
ordered lexicographically.
For any matrix X 2 Cmn and non-empty   hmi;   hni, let XT j U denote
the submatrix of X in rows and columns indexed by  and , respectively. Given an
integer 0 < k 6 min.m; n/,the kth compound of X is defined as the
(
m
k
  (n
k

matrix
X.k/ D .det XT j U/2Qk;m;2Qk;n . Matrix compounds satisfy .XY /.k/ D X.k/Y .k/.
The exterior product of xi 2 Cn; i D 1; : : : ; k, denoted by x1 ^    ^ xk , is the
(
n
k

-
component vector equal to the kth compound of X D Tx1 j    j xkU, i.e.,
x1 ^    ^ xk D X.k/ D .det XT j hkiU/2Qk;n :
Consequently, if A 2 Cnn and 0 < k 6 n, the first column of A.k/ is precisely the
exterior product of the first k columns of A. Exterior products satisfy the following:
x1 ^    ^ xk D 0 () x1; : : : ; xk are linearly dependent: (1)
1x1 ^    ^ kxk D
kY
iD1
i .x1 ^    ^ xk/ .i 2 C/: (2)
A.k/.x1 ^    ^ xk/ D Ax1 ^    ^ Axk: (3)
When a vector x 2 C.nk/ is viewed as a member of the kth Grassmann space over Cn,
it is called decomposable if x D x1 ^    ^ xk for some xi 2 Cn; i D 1; : : : ; k; we
refer to x1; : : : ; xk as the factors of x. By conditions (2) and (3), those decomposable
vectors whose factors are linearly independent eigenvectors of A 2 Cnn are eigen-
vectors of A.k/. The spectrum of A.k/ coincides with the set of all possible k-products
of the eigenvalues of A. In general, not all eigenvectors of a matrix compound are
decomposable (see [13] for an example).
Consider now a k-dimensional subspace W  Cn spanned by fx1; : : : ; xkg. By
(1) we have that
W D fx 2 CnI x ^ x1 ^    ^ xk D 0g:
The vector x1 ^    ^ xk is known as a Grassmann representative for W. It follows
that two k-dimensional subspaces spanned by fx1; : : : ; xkg and fy1; : : : ; ykg, respec-
tively, coincide if and only if for some non-zero  2 C,
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x1 ^    ^ xk D  .y1 ^    ^ yk/; (4)
i.e., Grassmann representatives for a subspace differ only by a non-zero scalar factor.
2. The criterion
Recall that W is an invariant subspace of A 2 Cnn if Ax 2 W for all x 2 W .
As f0g and Cn are trivially invariant subspaces of every matrix in Cnn, we restrict
our attention to non-trivial invariant subspaces. First is a slight refinement of the
necessary condition for the existence of a common non-trivial invariant subspace
shown in [5]; its proof is included for completeness and in order to note that the
common eigenvector of the compounds mentioned is decomposable, its factors being
basis vectors of the common invariant subspace.
Theorem 2.1. Let W be a common invariant subspace of A;B 2 Cnn with basis
fx1; : : : ; xkg; 1 6 k < n. Then the following hold:
.i/ [5] For all s 2 C; .A C sI/.k/; .B C sI/.k/ have a common eigenvector x.
.ii/ The eigenvector x in (i) is a Grassmann representative for W, i.e., x D
x1 ^    ^ xk .
Proof. As A and B have a common invariant subspace W if and only if A C sI
and B C sI do, we need only show the conclusions when s D 0. Let Q 2 Cnn be
an invertible matrix whose first k columns are the basis vectors of W, fx1; : : : ; xkg.
Then
R D Q−1AQ D

R11 R12
0 R22

and S D Q−1BQ D

S11 S12
0 S22

;
where S11; R11 2 Ckk . It follows that
R.k/ D .Q.k//−1A.k/Q.k/ and S.k/ D .Q.k//−1B.k/Q.k/:
Due to the block upper triangular structure of R, in the first column of R.k/ only
the diagonal entry may be non-zero. Hence the first column of Q.k/, call it x, is an
eigenvector of A.k/ and, similarly, an eigenvector of B.k/. By definition of Q and the
kth compound, x D x1 ^    ^ xk . 
We now can prove the following necessary and sufficient conditions for the exis-
tence of a common non-trivial invariant subspace.
Theorem 2.2. Let A;B 2 Cnn and W be a subspace of Cn of dimension k, 1 6
k < n. The following are equivalent:
.i/ W is a common invariant subspace of A and B.
.ii/ There exists decomposable x 2 C.nk/ such that for all s 2 C; x is a common
eigenvector of .A C sI/.k/ and .B C sI/.k/.
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.iii/ There exist decomposable x 2 C.nk/ and Os 2 C such that A C OsI and B C OsI
are invertible and x is a common eigenvector of .A C OsI/.k/ and .B C OsI/.k/.
The vector x in (ii) and (iii) is a Grassmann representative for W.
Proof. Implication (i) ) (ii) follows from Theorem 2.1. Implication (ii) ) (iii)
is trivial. To show (iii) ) (i), let Os be such that A C OsI; B C OsI are invertible. It
follows that their kth compounds are also invertible. Thus there exist non-zero  2 C
and x1; : : : ; xk 2 Cn such that x D x1 ^    ^ xk =D 0 and
.A C OsI/.k/x D .A C OsI/x1 ^    ^ .A C OsI/xk D  .x1 ^    ^ xk/:
That is, by (4) and the discussion preceding it,
spanfx1; : : : ; xkg D spanf.A C OsI/x1; : : : ; .A C OsI/xkg:
Similarly,
spanfx1; : : : ; xkg D spanf.B C OsI/x1; : : : ; .B C OsI/xkg:
It follows that W D spanfx1; : : : ; xkg is a common invariant subspace of A C OsI and
B C OsI , and thus a common invariant subspace of A and B, having x as its Grassmann
representative. 
Notice that once the existence of a common invariant subspace for two matrices
is established, this subspace is left invariant by all analytic functions of the two
matrices, as well as all words formed from the two matrices. It is also clear that
the above theorem can be extended to the case of any number of matrices having a
common invariant subspace.
In the sufficient condition for the existence of a common invariant subspace of A
and B of dimension 2 6 k < n provided in [5, Theorem 3.1], it is assumed that B is
invertible and A.k/ has distinct eigenvalues. When 2 6 k < n, the latter assumption
implies indeed that the eigenvalues of A are also non-zero and distinct. In turn, all the
eigenvectors of A.k/ must be decomposable. In other words, the sufficient condition
in [5] is superseded by the ‘only if’ part of the following necessary and sufficient
condition.
Corollary 2.3. Let A;B 2 Cnn be invertible. Then A;B have a common invari-
ant subspace of dimension k, 1 6 k < n; if and only if A.k/; B.k/ have a common
decomposable eigenvector.
Proof. The necessity of the compounds having a common decomposable eigenvec-
tor follows from Theorem 2.1 and the sufficiency from (iii) ) (i) of Theorem 2.2
with Os D 0. 
A related problem that has recently arisen in mathematical biology [2] poses a
natural matrix theoretic question, namely, when do two matrices have a common
invariant convex cone? By a convex cone we mean a subset of Rn that contains all
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non-negative linear combinations of given vectors. The dimension of a cone C is the
dimension of its span, C− C. In connection with the common invariant subspace
problem, we have the following result.
Corollary 2.4. Let C be cone of dimension k and suppose that AC  C; BC  C;
where A;B 2 Cnn. Then A.k/ and B.k/ have a common decomposable eigenvector
that is a Grassmann representative of C− C.
Proof. Notice that W D C− C is a subspace of dimension k left invariant by A and
B. The conclusions follow readily from Theorem 2.2. 
Certainly, as every subspace is a convex cone, the interest in the above corollary is
whenC is not a subspace but rather a pointed cone (i.e., C \ .−C/ D f0g) or a proper
cone (i.e., closed, pointed, with non-empty interior). Conditions that are necessary
and sufficient for two matrices to have a common pointed or proper cone invariant
are not known.
3. Implementation of the criterion
The algorithm provided in [5] resolves the problem of existence of a common
invariant subspace when one of the matrices has distinct eigenvalues (requiring in
the process a finite number of rational computations). Our results lead to a plausible
strategy for all matrices, including the opportunity of providing a basis for the com-
mon invariant subspace. As in [5], use will be made of the following criterion for the
existence of a common eigenvector.
Theorem 3.1 [12]. Let X;Y 2 Cpp and
K D
p−1X
m;‘D1
TXm; Y ‘UTXm; Y ‘U;
where TXm; Y ‘U denotes the commutator XmY‘ − Y ‘Xm. Then X and Y have a com-
mon eigenvector if and only if K is not invertible.
Consider now the following plan for discovering a k-dimensional (1 6 k < n)
common invariant subspace of given matrices A;B 2 Cnn.
1. Find s such that A C sI and B C sI are invertible.
2. Compute X D .A C sI/.k/; Y D .B C sI/.k/ and K as in Theorem 3.1.
3. If K is invertible, A and B do not have a common invariant subspace of dimension
k.
4. Otherwise, compute bases for the intersections of eigenspaces of X and Y.
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5. If the intersecting eigenspaces of X and Y contain a non-zero decomposable vector,
then A and B have a common invariant subspace of dimension k. Otherwise, no
such subspace exists.
6. Find a decomposable vector belonging to an eigenspace intersection of Step 4 and
factor it; its factors form a basis for a common invariant subspace of A and B.
Steps 1–3 of the above plan are straightforward. Steps 2 and 3 can be computation-
ally expensive, depending on n and k. Step 4 can be performed using [8, Algorithm
12.4.3]. Steps 5 and 6 can be theoretically and practically challenging; we will return
to them after the following illustrative example.
Example 3.2. Let us consider whether
A D
0
@ 3 −3 10 4 0
−1 −3 5
1
A ; B D
0
@−1 −3 5−2 6 2
−7 −1 11
1
A
have a common invariant subspace of dimension k D 2 or not. The eigenvalues of A
are all equal to 4 and of B are 4 (double) and 8. We compute the second compounds
of A and B to be
X D A.2/ D
0
@ 12 0 −4−12 16 −12
4 0 20
1
A ; Y D B.2/ D
0
@−12 8 −36−20 24 −28
44 −8 68
1
A :
The matrix K of Theorem 3.1 is a scalar multiple of0
@1 0 10 0 0
1 0 1
1
A
and thus it is not invertible. Using Matlab’s null routine (which computes orthogonal
bases, either rationally via the echelon form or via the singular value decomposition),
we find that
Nul.X − 16I/ D spanf; g; where  D .−1 0 1/t;  D .0 1 0/t;
Nul.Y − 16I/ D spanfγ g; where γ D .1 −1 −1/t;
and
Nul.Y − 32I/ D spanfg; where  D .1 1 −1/t:
Since γ;  2 spanf; g, we have that γ;  are common eigenvectors of X and Y.
Moreover, γ and  are decomposable as γ D x1 ^ x2 and  D x1 ^ x3, where
x1 D .1 0 1/t; x2 D .0 1 −1/t; x3 D .0 1 1/t:
It follows that spanfx1; x2g and spanfx1; x3g are common invariant subspaces of A
and B. Notice also that, in agreement with Theorem 2.2 when k D 1; A and B have
a common invariant subspace of dimension 1, namely, the span of x1, which is a
common eigenvector of A and B.
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Step 5 of our plan raises in essence the following question: Given a subspace U
of the kth Grassmann space over Cn, when does U contain a non-zero decompos-
able vector? A similar problem for subspaces of the tensor product of finite dimen-
sional vector spaces is considered in [1] and is associated with the existence of a
quasi-positive semidefinite operator of negative inertia k.
There are, of course, subspaces U that do not contain a non-zero decomposable
vector, e.g., the span of a non-decomposable vector. If the subspace in question is
one dimensional, the quadratic Plücker relations for decomposability can be used
(see [11, Vol. II, Section 4.1, Definition 1.1]). For example,
x D .x1; : : : ; x6/t 2 C.42/
is decomposable if and only if x1x6 − x2x5 C x3x4 D 0:
As can be seen in the following proposition, the answer to the above question for
a general subspace is related to the dimension of the Grassmann variety, identified
here with the set G D fz 2 C.nk/ V z =D 0 is decomposableg.
Proposition 3.3. Let U be a subspace of C.nk/. If dim U > (n
k
 − k.n − k/; then U
contains a decomposable vector.
Proof. The Grassmann variety G on projective space P.nk/−1 has dimension
k.n − k/ [9, Chapter XIV]. The subspace U is also an algebraic variety of dimen-
sion dim U . In addition, U and G are homogeneous sets (i.e., closed under scalar
multiplication). By [10, Corollary 3.30], if dim U C k.n − k/ > (n
k

, then the in-
tersection of U and G is non-empty and thus U contains a non-zero decomposable
vector. 
In certain cases, all vectors in the intersecting subspaces of Step 4 are decom-
posable. For example, if A is assumed to have distinct eigenvalues, then for an ap-
propriate s, X D .A C sI/.k/ also has distinct eigenvalues [5]. As a consequence,
all eigenvectors of X are exterior products of eigenvectors of A and are therefore
decomposable. Another classical case leads to the following result.
Proposition 3.4. Let A;B 2 Cnn and W be a subspace of Cn of dimension n − 1.
The following are equivalent:
.i/ W is a common invariant subspace of A and B.
.ii/ There exists s 2 C such that .A C sI/.n−1/ and .B C sI/.n−1/ are invertible
and have a common eigenvector.
.iii/ A and B have a common eigenvector u such that W? D spanfug.
Proof. We first notice that any common eigenvector of .A C sI/.n−1/ and .B C
sI/.n−1/ is an element of the .n − 1/st Grassmann space over Cn. By [11, Vol. II,
Section 4.1, Theorem 1.3] the Grassmann variety in this case coincides with the
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whole space, i.e., every vector is decomposable. Thus the equivalence of (i) and (ii)
follows from Theorem 2.2. The equivalence of (i) and (iii) is elementary. 
Next we comment on Step 6 of our plan, that is, finding a decomposable vector
and its factors. This problem is related to problems that arise in linear control theory
(e.g., pole assignment by feedback). They are referred to as determinantal assign-
ment problems and their solution involves finding a minimal parameterization of the
quadratic Plücker relations (see e.g., [6]).
We conclude with one more example for which Proposition 3.4 is not relevant
and, as the matrices do not have distinct eigenvalues, the results in [5] do not apply.
Example 3.5. Let
A D
0
BB@
1 0 1 1
1 2 0 0
1 0 2 1
1 1 0 1
1
CCA ; B D At:
The eigenvalues of A and B are 3 and 1 (triple). The second compounds of A and B
are
X D A.2/ D
0
BBBBBB@
2 −1 −1 −2 −2 0
0 2 1 0 0 −1
1 −1 0 −1 −1 1
0 2 1 4 2 0
−1 0 1 0 2 0
0 −2 −1 −2 −1 2
1
CCCCCCA
; Y D B.2/ D Xt:
The matrix K of Theorem 3.1 is not invertible and thus X and Y have common ei-
genvectors. We find that V1 D Nul.X − I/ D spanf; g and V2 D Nul.Y − I/ D
spanfγ; g, where
 D .0 1 −1 −1 1 0/t;  D .−1 2 −1 −1 0 1/t;
γ D .2 −1 −1 1 1 0/t;  D .1 0 −1 1 0 1/t:
Also, dim.V1 \ V2/ D 2 C 2 − dim.V1 [ V2/ D 1. In fact,
 −  D γ −  D .1 −1 0 0 1 −1/t
spans V1 \ V2 and is decomposable by the quadratic Plücker relations. Its factors are
x1 D .1 0 0 −1/t; x2 D .0 1 −1 0/t
and thus spanfx1; x2g is a common invariant subspace of A and B D At. A simi-
lar analysis for the eigenspaces corresponding to 3 gives that spanfy1; y2g is also a
common invariant subspace, where
y1 D .1 0 0 1/t; y2 D .0 1 1 0/t:
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