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The unit theorem for finite-dimensional
algebras
Hendrik Lenstra
Notes for a mini-course given at the Max Planck Institute for Mathematics in
Bonn, on October 25th and November 3rd 2016.
Summary. The unit theorem to which the present mini-course is devoted is a
theorem from algebra that has a combinatorial flavour, and that originated in
fact from algebraic combinatorics. Beyond a proof, the course also addresses
applications, one of which is a proof of the normal basis theorem from Galois
theory.
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1. Introduction
An algebra over a commutative ring F is a ring A equipped with a ring ho-
momorphism F −→ Z(A) = (center of A) (so that the multiplication map
A × A −→ A is F -bilinear). Let F be a field. An algebra A over F is called
finite-dimensional if the dimension of A, viewed as a vector space over F , is
finite.
1
Theorem (Unit theorem). Let F be a field, let A be a finite-dimensional
algebra over F , and let H be an additive subgroup of A that spans A as an
F -vector space. Then H contains a unit of A.
If H is as in the theorem, then H contains some basis B for A as a vector space
over F , and H will then also contain the additive subgroup of A generated by
B; that additive subgroup equals
∑
b∈B(Z ·1) · b, where Z ·1 denotes the prime
subring of F (so Z · 1 ∼= Z/(charF )Z). Conversely, if B is any F -vector space
basis for A, then
∑
b∈B(Z ·1) ·b is an additive subgroup of A that spans A as an
F -vector space. So we see that the unit theorem is equivalent to the following
statement: if A is a finite-dimensional algebra over a field F , with vector space
basis B, then A contains a unit all of whose coefficients on B belong to the
prime subring of F .
Exercise 1. Show that the theorem is incorrect without the finite dimensionality assump-
tion.
Interesting examples of finite-dimensional algebras over F are: matrix rings
over F ; group rings of finite groups over F ; extension fields of finite degree
over F (for which the unit theorem is trivial); and rings of the form F n =
F × F × . . .× F (n copies of F , for some n ∈ Z≥0), with componentwise ring
operations. Algebras of the latter type are said to be totally split. For a totally
split algebra, the unit theorem says: if B is a basis for F n over F , then some
integral linear combination of B has all coordinates different from zero.
The three main subjects of the present mini-course are a proof of the unit
theorem, applications, and the case of commutative algebras.
The proof. To explain the main idea and the main difficulty of the proof, I give
it in a special case. Let F and A be as in the unit theorem. As we saw above,
we may assume that H is the additive subgroup of A generated by some vector
space basis b1, b2, . . . , bn of A over F . For x =
∑n
i=1 xibi ∈ A (with xi ∈ F ), let
M(x) be the n× n-matrix that describes the F -linear map A −→ A, a 7→ xa,
on the basis b1, b2, . . . , bn. Then x is a unit of A if and only if detM(x) 6= 0.
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Also, one has M(x) =
∑n
i=1 xiM(bi), so if one defines the element P of the
polynomial ring F [X1, . . . , Xn] by
P = det
(
n∑
i=1
XiM(bi)
)
then one has detM(x) = P (x1, x2, . . . , xn), and x is a unit of A if and only
if P (x1, x2, . . . , xn) 6= 0. Since for x = 1 one has detM(x) = 1 6= 0, the
polynomial P is not the zero polynomial. Now make the assumption that F
has characteristic zero or, equivalently, that its prime subring is infinite. We
may identify that prime subring with Z. Since, by a well-known theorem (see
§2), a non-zero polynomial in n variables over a field does not vanish identically
on any product of n infinite subsets of the field, there exists (x1, x2, . . . , xn) ∈
Z × Z × . . . × Z with P (x1, x2, . . . , xn) 6= 0. This gives rise to an element
x =
∑n
i=1 xibi that belongs to H and is a unit, as desired.
This proves the unit theorem in the case of characteristic zero. In the case of
non-zero characteristic p, the main difficulty is that a non-zero polynomial may
vanish identically on a product of finite sets, such as Z/pZ×Z/pZ×. . .×Z/pZ.
To overcome this difficulty, we shall develop a variant of the combinatorial
Nullstellensatz that is independent of the choice of coordinates; it states that,
under certain conditions, the phenomenon just described does not occur. To
prove that in our case those conditions are satisfied, we use a classical structure
theorem for finite-dimensional algebras over an algebraically closed field.
Exercise 2. Let F , A, H be as in the unit theorem, and assume that F has characteristic
zero. Prove that every coset a+H of H , with a ∈ A, contains a unit of A.
Applications. To illustrate the applications of the unit theorem, we use it to
obtain a mild sharpening of the normal basis theorem from Galois theory. Let
E ⊂ F be a finite Galois extension of fields, with Galois group G. It is well-
known that one has #G = [F : E]. The normal basis theorem asserts that
there exists α ∈ F such that (σα)σ∈G is a basis for F as a vector space over
E. We shall prove the following.
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Theorem. Let E, F , G be as above, and let H be an additive subgroup of F
that spans F as an E-vector space. Then there exists α ∈ H such that (σα)σ∈G
is a vector space basis of F over E.
Exercise 3. Verify this theorem directly in the case E = R, F = C.
To deduce the theorem from the unit theorem, we let F [G] denote the group
ring of G over F , and we define ϕ : F −→ F [G] by
ϕ(α) =
∑
τ∈G
(τ−1α) · τ.
This map has the following properties:
(i) ϕ is E-linear,
(ii) ϕ(σα) = σ · ϕ(α) for all σ ∈ G, α ∈ F ,
(iii) for any basis (bi)i∈I for F as an E-vector space, (ϕ(bi))i∈I is a basis for
F [G] as an F -vector space.
Here (i) is obvious, and (ii) follows from an easy computation. For (iii), it
suffices to show that the square matrix (τbi)τ∈G,i∈I is invertible. Suppose
aτ ∈ F , for τ ∈ G, are such that for all i ∈ I one has
∑
τ∈G aτ τbi = 0.
Then for all b ∈ F one has
∑
τ∈G aτ τb = 0, so by Artin’s theorem on linear
independence of field homomorphisms one has aτ = 0 for all τ ∈ G, and (iii)
follows.
Now let H be as in the theorem. Then H spans F as an E-vector space,
so (iii) shows that ϕ(H) spans F [G] as an F -vector space. Applying the unit
theorem, with F [G] and ϕ(H) in the roles of A and H , we can choose α ∈ H
such that ϕ(α) is a unit of F [G]. Then F [G] · ϕ(α) = F [G], so (σ · ϕ(α))σ∈G
is linearly independent over F . Hence (ii) shows that (ϕ(σα))σ∈G is linearly
independent over F , so a fortiori over E. From (i) it now follows that (σα)σ∈G
is linearly independent over E, so it is a basis for F over E, as required.
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Exercise 4. Let E, F , G, ϕ be as above.
(a) Prove that ϕ is a ring homomorphism if and only if E = F .
(b) Let α ∈ F . Prove: (σα)σ∈G is a basis for F over E if and only if ϕ(α) is a unit of
F [G].
The normal basis theorem is equivalent to the assertion that F , when viewed as
a module over the group ring E[G], is isomorphic to E[G] itself. Paraphrasing
the proof just given, one may say that it starts by verifying this assertion
“after base extension from E to F”; more precisely, the properties of ϕ show
that there is an isomorphism F ⊗E F ∼= E[G] ⊗E F of modules over the ring
E[G]⊗E F , which is nothing but the group ring F [G]. Next, the unit theorem
is used to “descend” this isomorphism from F to E. All applications of the
unit theorem that we shall give, are to similar descent problems.
The commutative case. In the commutative case, we start with the following
exercise, in which R∗ denotes the group of units of a ring R.
Exercise 5. Let A be a commutative finite-dimensional algebra over some field F . Prove
that for some n ∈ Z≥0 there exists a vector space isomorphism ψ : Fn −→ A such that
ψ(F ∗n) ⊂ A∗.
This exercise shows that, in order to prove the unit theorem in the case A is
commutative, one may assume that A is totally split, in which case, as we saw
above, the unit theorem allows a reformulation that does not refer to the ring
structure.
In the commutative case, the unit theorem admits several different proofs,
each of which supplies additional information. For example, we have the fol-
lowing result, which I learnt from Bas Edixhoven.
Theorem. Let F , A, H be as in the unit theorem, and write n for the di-
mension of A as an F -vector space. Assume that the characteristic p of F is
non-zero, and that A is commutative. Then the number of units of A contained
in H is at least (p− 1)n.
One may wonder whether the theorem remains true without the commutativity
assumption.
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2. The combinatorial Nullstellensatz
Throughout this section, F denotes a field. For a non-zero polynomial g in
several variables, we write deg g for the total degree of g.
In the introduction we used the well-known fact that if g ∈ F [X1, . . . , Xn] is
non-zero, with n ∈ Z≥0, and S1, S2, . . . , Sn are infinite subsets of F , then g does
not vanish identically on S1×S2× . . .×Sn. The combinatorial Nullstellensatz
is a quantitative refinement of this statement.
Theorem (Combinatorial Nullstellensatz, Noga Alon, 1999). Let F be a field,
let n ∈ Z≥0, d1, d2, . . ., dn ∈ Z≥0, and let g ∈ F [X1, . . . , Xn]. Suppose that g
has a non-zero coefficient at Xd11 · · ·X
dn
n and that d1 + d2 + . . . + dn = deg g.
Let Si ⊂ F satisfy #Si > di, for 1 ≤ i ≤ n. Then g does not vanish identically
on S1 × . . .× Sn.
Proof. For x = (x1, x2, . . . , xn) ∈ F
n the map F [X1, . . . , Xn] −→ F , f 7→
f(x) = f(x1, x2, . . . , xn) is a surjective ring homomorphism, so denoting its
kernel by I(x), we have F [X1, . . . , Xn]/I(x) ∼= F . We have
I(x) + I(y) = F [X1, . . . , Xn] for x = (xj)
n
j=1, y = (yj)
n
j=1 ∈ F
n, x 6= y,
since if xj 6= yj then I(x) + I(y) contains (Xj − xj) − (Xj − yj) = yj − xj ,
which is a unit. The Chinese remainder theorem now implies that, for any
finite subset S ⊂ F n, the map
F [X1, . . . , Xn] −→
∏
x∈S
F [X1, . . . , Xn]/I(x) ∼= F
S
sending f ∈ F [X1, . . . , Xn] to (f(x))x∈S in F
S, is a surjective ring homomor-
phism.
Turning to the proof of the theorem, we assume, without loss of generality,
that each Si is finite of cardinality di + 1, and we apply the above to S =
6
S1 × S2 × . . .× Sn. For each i, the polynomial
hi =
∏
x∈Si
(Xi − x)
is a monic polynomial in Xi of degree di + 1, and it belongs to the kernel of
the ring homomorphism F [X1, X2, . . . , Xn] −→ F
S that we defined. We claim
that this ring homomorphism is still surjective when restricted to the F -vector
space V (say) spanned by
X i11 X
i2
2 · · ·X
in
n with all ij ∈ {0, 1, . . . , dj}.
To see this, it suffices to observe that for each f ∈ F [X1, X2, . . . , Xn] one
can perform successive “divisions with remainder” by h1, h2, . . . , hn to find
r(f) ∈ V with f ≡ r(f) mod (h1, h2, . . . , hn), so that f and r(f) have the same
image in F S.
The hypothesis d1 + d2 + . . . + dn = deg g ensures that g and r(g) have
the same coefficient at Xd11 · · ·X
dn
n . Since it was supposed to be non-zero, it
follows that r(g) 6= 0.
Because V and F S both have F -dimension
∏n
j=1(dj+1), the surjective map
V −→ F S, which is F -linear, is actually an isomorphism of F -vector spaces.
Hence r(g) does not map to 0. It follows that g does not map to 0 ∈ F S, which
is the statement to be proved. This proves the combinatorial Nullstellensatz.
Exercise 6. Prove that, in the situation of the proof just given, the kernel of the surjective
ring homomorphism F [X1, . . . , Xn] −→ FS is for S = S1 × S2 × . . . × Sn generated by
h1, h2, . . . , hn.
∗Can you also prove that for any finite subset S ⊂ Fn the kernel can be
generated by n elements?
Exercise 7. Prove that the combinatorial Nullstellensatz remains valid if the conditions on
g are replaced by the following: g has a non-zero term cXd11 · · ·X
dn
n (with c ∈ F ) such that
no other non-zero term c′Xe11 · · ·X
en
n (with c
′ ∈ F ) of g satisfies e1 ≥ d1, . . . , en ≥ dn.
The combinatorial Nullstellensatz has seen many dramatic applications in ex-
tremal graph theory and in arithmetic combinatorics. As an example of the
7
latter type, we give a quick proof of the theorem of Cauchy–Davenport. It has
seen many proofs through the ages, but none is as brief as the present one.
Theorem (Cauchy, 1813; Davenport, 1935). Let p be a prime number, let A,
B ⊂ Z/pZ be non-empty subsets, and put A + B = {a + b : a ∈ A, b ∈ B}.
Then we have #(A +B) ≥ min{#A +#B − 1, p}.
Proof. If #A +#B > p, then for each c ∈ Z/pZ the sets A and c− B must
intersect, and therefore A+B = Z/pZ. Assume therefore that #A+#B ≤ p.
If the claim fails, then we can choose C ⊂ Z/pZ with A + B ⊂ C and #C =
#A +#B − 2. Then g =
∏
c∈C(X1 +X2 − c) vanishes on A× B, has degree
#A+#B− 2, and has a non-zero coefficient at X#A−11 ·X
#B−1
2 , contradicting
the combinatorial Nullstellensatz. This proves the theorem.
We next prove that, in a special case, the set of g ∈ F [X1, . . . , Xn] to which
the combinatorial Nullstellensatz applies, is invariant under invertible linear
substitutions of X1, . . . , Xn.
Lemma. Suppose that the characteristic p of the field F is non-zero, and let
m, n ∈ Z≥0. Denote by G the group of ring automorphisms of F [X1, . . . , Xn]
that are the identity on F and that map F ·X1+ . . .+F ·Xn to itself, and write
D for the set of all g ∈ F [X1, . . . , Xn] that have a non-zero term cX
d1
1 · · ·X
dn
n
(with c ∈ F ) satisfying
di < p
m for all i, and
n∑
i=1
di = deg g.
Then for all σ ∈ G we have σD = D.
Note that D consists of those polynomials that by the combinatorial Null-
stellensatz are guaranteed not to vanish identically on any set of the form
S1 × S2 × . . .× Sn, where each Si ⊂ F satisfies #Si = p
m.
Proof of the lemma. For g ∈ F [X1, . . . , Xn], we write lt g for the sum of the
terms of degree deg g of g if g 6= 0, and lt 0 = 0. We have g /∈ D if and only if
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every term of lt g is for some j divisible by Xp
m
j . In other words, writing I for
the ideal (Xp
m
1 , . . . , X
pm
n ) of F [X1, . . . , Xn], we have
g /∈ D ⇐⇒ lt g ∈ I.
Let σ ∈ G, and put V = F · X1 + . . . + F · Xn. Since the map v 7→ v
pm is
additive, I is the same as the ideal generated by {vp
m
: v ∈ V }. Thus, from
σV = V it follows that σI = I. It also follows that σ preserves degree and
homogeneity of polynomials, and therefore that lt σ(g) = σ(lt g). Thus we
have
g /∈ D ⇐⇒ lt g ∈ I ⇐⇒ σ(lt g) ∈ σI ⇐⇒ lt(σg) ∈ I ⇐⇒ σg /∈ D.
This implies the lemma.
Exercise 8. Let F , p, m, n, G, D be as in the lemma.
(a) Prove: G is isomorphic to the group GL(n, F ) of invertible n× n-matrices over F .
(b) Let Γ be the group of all ring automorphisms σ of F [X1, . . . , Xn] with the property
that deg(σg) = deg g for all non-zero g ∈ F [X1, . . . , Xn]. Prove: for all σ ∈ Γ one has
σD = D.
(c) Prove that the group Γ from (b) is isomorphic to a repeated semidirect product
Fn ⋊ (GL(n, F )⋊AutF ).
Theorem (p-power non-vanishing theorem). Let F be a field of non-zero char-
acteristic p, let m, n ∈ Z≥0, d1, d2, . . ., dn ∈ Z≥0, and suppose di < p
m for all
i. Let g ∈ F [X1, . . . , Xn] be a polynomial with deg g = d1 + d2 + . . .+ dn that
has a non-zero coefficient at Xd11 · · ·X
dn
n . Let Si ⊂ F satisfy #Si = p
m, for
1 ≤ i ≤ n, and let b1, b2, . . . , bn be a basis for the F -vector space F
n. Then g
does not vanish identically on
∑n
i=1 Sibi = {
∑n
i=1 xibi : xi ∈ Si (1 ≤ i ≤ n)}.
Proof. Write bi = (bij)
n
j=1. Then the matrix (bij)
n
i,j=1 belongs to GL(n, F ),
and the map
f 7→ σf = f
(∑
i
Xibi1, . . . ,
∑
i
Xibin
)
is a ring automorphism σ of F [X1, . . . , Xn] that belongs to the group G defined
in the lemma. With D as in the lemma, we have g ∈ D, so by the lemma we
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have σg ∈ D. By the combinatorial Nullstellensatz, there are xi ∈ Si (for
1 ≤ i ≤ n) with (σg)(x1, . . . , xn) 6= 0. But
(σg)(x1, . . . , xn) = g
(∑
i
xibi1, . . . ,
∑
i
xibin
)
= g
(∑
i
xibi
)
,
and the theorem follows.
Theorem (Non-vanishing on subgroups). Let F be a field of non-zero char-
acteristic p, let n ∈ Z≥0, and let g ∈ F [X1, . . . , Xn]. Suppose that there exist
integers d1, . . ., dn ∈ {0, 1, . . . , p− 1} such that deg g = d1 + d2+ . . .+ dn and
such that g has a non-zero coefficient at Xd11 · · ·X
dn
n . Then g does not vanish
identically on any additive subgroup H of F n that spans F n as a vector space
over F .
Proof. It suffices to apply the previous theorem to m = 1, taking all Si to
be the prime field Fp of F , and letting b1, b2, . . . , bn be a basis for F
n that is
contained in H . This proves the theorem.
Exercise 9. Prove the following characteristic zero version of the previous theorem. Let F
be a field of characteristic zero, let n ∈ Z≥0, and let g ∈ F [X1, . . . , Xn] be non-zero. Then
g does not vanish identically on any additive subgroup H of Fn that spans Fn as a vector
space over F .
Exercise 10. Let k be a finite field, let F ⊃ k be a field extension, let n ∈ Z≥0, and let
g ∈ F [X1, . . . , Xn]. Suppose that there exist integers d1, . . . , dn ∈ {0, 1, . . . ,#k − 1} such
that deg g = d1 + d2 + . . . + dn and such that g has a non-zero coefficient at X
d1
1 · · ·X
dn
n .
Prove that g does not vanish identically on any sub-k-vector space of Fn that spans Fn as
an F -vector space.
3. The Jacobson radical
The present section is devoted to two properties of the Jacobson radical that
are used in our proof of the unit theorem.
Let A be a ring. We write A∗ for the group of units of A. By an A-module,
we shall always mean a left A-module. An A-module M is called simple if it
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has exactly two submodules (namely, {0} and M). The Jacobson radical of A
is
J(A) = {a ∈ A : aM = 0 for each simple A-module M}.
It is clearly a two-sided ideal of A.
Proposition. Let A be a ring, and a ∈ A. Then:
a ∈ A∗ ⇐⇒ a+ J(A) ∈ (A/ J(A))∗.
Proof. The implication ⇒ is clear. For ⇐, define U = {a ∈ A : a + J(A) ∈
(A/ J(A))∗}, and let a ∈ U . Then Aa + J(A) = A. If Aa 6= A, then A has a
maximal left ideal I with Aa ⊂ I; for any such I, the module A/I is simple,
so J(A) · (A/I) = 0, and therefore J(A) ⊂ I, which leads to the contradiction
A = Aa+J(A) ⊂ I. This proves Aa = A, so we can choose b ∈ A with ba = 1.
Then b + J(A) is the inverse of a + J(A) in the group (A/ J(A))∗, so b ∈ U .
Therefore every element of U has a left inverse in U , which implies that U is
a group under multiplication, so U ⊂ A∗. This proves the proposition.
Exercise 11. Let A be a ring.
(a) Let I be a two-sided ideal of A. Prove: I ⊂ J(A) ⇐⇒ 1 + I ⊂ A∗.
(b) The ring Aopp opposite to A has the same additive group as A, but the product of
two elements x and y in Aopp is defined to be the product of y and x in A. Prove:
J(Aopp) = J(A).
We call a ring D a division ring if D∗ = D \ {0}. By a division algebra over
a commutative ring we mean an algebra that is a division ring. For a ring D
and m ∈ Z≥0, we write M(m,D) for the ring of m ×m-matrices with entries
in D.
Theorem. Let F be a field, and let A be a finite-dimensional algebra over F .
Then for some t ∈ Z≥0 there exist positive integers m1, . . ., mt and finite-
dimensional division algebras D1, . . ., Dt over F such that
A/ J(A) ∼=
t∏
i=1
M(mi, Di)
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as F -algebras.
Proof. We start by proving that, as an A-module, A/ J(A) is the direct sum
of a finite collection of simple A-modules. To this end, define I to be the
set of those left ideals I of A for which A/I can be written as such a direct
sum; for example, one has A ∈ I. Since A and all of its left ideals are finite-
dimensional F -vector spaces, we can choose I ∈ I minimal under inclusion.
We claim I = J(A). Write A/I =
⊕
M∈SM , where S is a finite set of simple
A-modules. Since J(A) ·M = 0 for each M ∈ S, we have J(A) · (A/I) = 0,
so J(A) ⊂ I. Assume, for a contradiction, that the opposite inclusion is
not valid. Then we can choose a simple A-module N and x ∈ N such that
Ix 6= 0. By simplicity of N , we have Ix = N , so the A-linear map f : A −→
(A/I)⊕N, f(a) = (a+ I, ax), fits in a commutative diagram
0 // I //

A //
f

A/I //
id

0
0 // N // (A/I)⊕N // A/I // 0
of A-modules that has exact rows and in which the first vertical arrow is
surjective. Then f is surjective as well, from which it follows that ker f ∈ I; but
ker f is properly contained in I, so this contradicts the minimality of I. This
proves our claim I = J(A), so J(A) ∈ I, and therefore A/ J(A) =
⊕
M∈SM
for some finite set S of simple A-modules.
We now describe the endomorphism ring EndA(A/ J(A)) of the A-module
A/ J(A) in two ways. On the one hand, since A/ J(A) is a ring, the A-linear
maps A/ J(A) −→ A/ J(A) coincide with the right multiplications x 7→ xa by
ring elements a ∈ A/ J(A). Thus, in the notation of Exercise 11(b), we obtain
an isomorphism EndA(A/ J(A)) ∼= (A/ J(A))
opp of F -algebras.
On the other hand, the additive group of EndA(A/ J(A)) may be identified
with
HomA(
⊕
N∈S
N,
⊕
M∈S
M) ∼=
⊕
M,N∈S
HomA(N,M),
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and one readily checks that the product in EndA(A/ J(A)) is, in terms of⊕
M,N HomA(N,M), simply given by matrix multiplication. If f : N −→M is
a non-zero A-linear map, with N,M ∈ S, then by ker f 6= N and fN 6= 0 and
simplicity we have ker f = 0 and fN = M , so f is an isomorphism. Hence
HomA(N,M) = 0 if N 6∼= M , and HomA(M,M) = EndA(M) is a division
algebra; it is finite-dimensional over F , since M is. Now if we sort the M ∈ S
by isomorphism, and let t be the number of isomorphism classes occurring, we
have
⊕
M∈SM
∼=
⊕t
i=1M
mi
i for certain mi ∈ Z>0, with endomorphism ring
isomorphic to
∏t
i=1M(mi,EndA(Mi)) as an F -algebra.
Comparing the two descriptions of EndA(A/ J(A)), we obtain an isomor-
phism
A/ J(A) ∼=
(
t∏
i=1
M(mi,EndA(Mi))
)opp
∼=
t∏
i=1
M(mi, Di)
of F -algebras, where Di = EndA(Mi)
opp and where the second isomorphism is
given by transposition of matrices.
This proves the theorem.
Remark. If F is algebraically closed, then the Di occurring in the theorem
are necessarily equal to F , because every finite-dimensional division algebra D
over F can be written as a union
⋃
a∈D F (a); each F (a) is commutative, so is
a finite field extension of F , and therefore equal to F itself.
4. Proof of the unit theorem
Lemma. Let F be an algebraically closed field, and let A be a finite-dimensional
algebra over F . Then there exist, for some index set J , a basis (bi)i∈J for A
as an F -vector space and a polynomial g ∈ F [Xi : i ∈ J ] such that:
(a) if x =
∑
i∈J xibi ∈ A, with each xi ∈ F , then x is a unit of A if and only
if g((xi)i∈J) 6= 0;
(b) there exists m ∈ Z≥0 such that each non-zero term of g is of the form
±
∏
i∈I Xi for some subset I ⊂ J with #I = m.
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Proof. First suppose that A equals them×m-matrix algebra over F , for some
m ∈ Z>0. For i, j ∈ {1, . . . , m}, let bij ∈ A be the matrix with (i, j)-entry 1
and all other entries 0. Then (bij)
m
i,j=1 is a basis for A over F . Also, for xij ∈ F
and x =
∑
i,j xijbij , we have x ∈ A
∗ ⇐⇒ det((xij)
m
i,j=1) 6= 0, so we can take
g = det((Xij)
m
i,j=1); it is well known that each non-zero term of g has the form
±
∏m
i=1Xiσ(i) for some permutation σ of {1, 2, . . . , m}.
Next suppose that A = A′×A′′ for certain F -algebras A′ and A′′ for which
the assertion of the lemma is valid, with bases (b′i)i∈J ′ and (b
′′
i )i∈J ′′ and polyno-
mials g′, g′′. We may assume that J ′ and J ′′ are disjoint. Since A∗ = A′∗×A′′∗,
we may now take the basis for A to be the union of ((b′i, 0))i∈J ′ and ((0, b
′′
i ))i∈J ′′ ,
with polynomial g = g′ · g′′.
We pass to the general case. Write J(A) for the Jacobson radical of A.
By the theorem of §3 and the remark following that theorem, the F -algebra
A/ J(A) is isomorphic to a product of finitely many matrix algebras over F .
Hence, by the cases already proved, the lemma is valid for A/ J(A), so there are
a basis (bi + J(A))i∈J ′ of A/ J(A) over F and a polynomial g
′ ∈ F [Xi : i ∈ J
′]
satisfying the analogues of (a) and (b). Supplementing (bi)i∈J ′ with an F -basis
for J(A) we obtain a basis (bi)i∈J for A over F , with J
′ ⊂ J . By the proposition
of §3, we can now simply take g = g′, viewed as an element of F [Xi : i ∈ J ].
This proves the lemma.
Exercise 12. Let the notation and the hypotheses be as in the lemma. Also, let S be a set
of simple A-modules such that every simple A-module is isomorphic to exactly one member
of S.
(a) Prove that, when (bi)i∈J and g are constructed as in the proof given, the number m
in (b) is given by m =
∑
M∈S dimF M .
(b) (For readers who know Hilbert’s Nullstellensatz.) Prove that, whenever (bi)i∈J and
g satisfy (a) and (b) of the lemma, the number m in (b) is necessarily equal to∑
M∈S dimF M .
We can now prove the unit theorem from the introduction, which reads as
follows.
Theorem. Let F be a field, let A be a finite-dimensional algebra over F , and
let H be an additive subgroup of A that spans A as an F -vector space. Then
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H contains a unit of A.
Proof. We proved the theorem already in the introduction if charF = 0, so
we may assume charF = p > 0.
Let it first be assumed that F is algebraically closed. Choose (bi)i∈J and g
as in the lemma. Since A∗ is non-empty, part (a) of the lemma implies g 6= 0.
By part (b), we can choose a non-zero term ±
∏
i∈J X
di
i of g with
∑
i di = deg g
and all di ∈ {0, 1}. The non-vanishing theorem on subgroups, from §2, now
shows that g does not vanish identically on H , so by part (a) of the lemma we
have H ∩ A∗ 6= ∅, as required.
We pass to the general case. Let Ω be any algebraically closed field extension
of F , and write AΩ for the Ω-algebra A ⊗F Ω. We may identify A with the
sub-F -algebra A ⊗ 1 of AΩ. As an Ω-vector space, AΩ is spanned by A, and
therefore also by H . We claim that we have A∗ = A ∩ A∗Ω. Namely, if a ∈ A,
then one has a ∈ A∗ if and only if the matrix that describes the F -linear
map A −→ A, x 7→ xa, on some F -basis for A is invertible; but this matrix
doesn’t change if we use the same basis for AΩ over Ω, so its invertibility is
also equivalent to a ∈ A∗Ω, as required.
We can now apply the case already proved to AΩ, and find that H ∩ A
∗
Ω is
non-empty; but H ⊂ A, so we have H ∩A∗ = H ∩A ∩ A∗Ω = H ∩ A
∗
Ω 6= ∅.
This proves the unit theorem.
Exercise 13. Let F be a perfect field of characteristic p > 0, let A be a finite-dimensional
algebra over F , and put n = dimF A. Prove that for every basis (bi)
n
i=1 of A over F there
exists a polynomial g ∈ F [X1, . . . , Xn] that satisfies the hypothesis of the non-vanishing
theorem on subgroups from §2, such that for any x =
∑n
i=1 xibi ∈ A, with xi ∈ F , one has:
x ∈ A∗ ⇐⇒ g(x1, . . . , xn) 6= 0.
Exercise 14. Let F be a field, let A be a finite-dimensional algebra over F , and let H be
an additive subgroup of A that spans A as an F -vector space. Prove that every coset of H
in A contains a unit of A.
Exercise 15. Let F be a field, let m ∈ Z>0, and let H be an additive subgroup of the ring
M(m,F ) of m ×m-matrices over F that spans M(m,F ) as an F -vector space. Prove that
for every c ∈ F and every a ∈M(m,F ) there exists x ∈ a+H with detx 6= c.
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5. Descending module properties
Throughout this section we make the following assumptions. By F we denote
a field, and K is an extension field of F . For any F -vector space V , we shall
write VK = V ⊗F K, which is a K-vector space with dimK(VK) = dimF (V );
we shall always identify V with its image V ⊗ 1 in VK . We shall constantly
use that a sequence V −→ V ′ −→ V ′′ of F -vector spaces is exact if and
only if the sequence VK −→ V
′
K −→ V
′′
K of K-vector spaces it induces is
exact; this is because K is F -free of non-zero rank. In particular, one has
V = 0 ⇐⇒ VK = 0, and an F -linear map V −→ V
′ is zero, injective,
surjective, or bijective, if and only if the induced K-linear map VK −→ V
′
K has
the same respective property.
By A we denote an F -algebra. Then AK is a K-algebra and if M is an
A-module, then MK is an AK-module. Modules denoted by M or N will
always be assumed to be finite-dimensional as vector spaces over F ;
then MK and NK have the same property over K. We do not assume that
A be finite-dimensional over F ; however, when dealing with an A-module M ,
we can typically reduce to that case by replacing A by its image in EndF (M),
which does have finite F -dimension.
In the present section we are interested in properties of an A-module M
that are base-change invariant in the sense that they pass to the induced
AK-module MK . Each such property gives rise to a descent problem: if the
AK-module MK has the property, does the same hold for the A-module M?
In many cases where the answer is affirmative, an easy proof can be given by
means of the unit theorem; often a slighty sharper statement can be obtained,
as was the case with the normal basis theorem in §1.
The following lemma will be constantly used.
Lemma. Let M , N be A-modules. Then the natural map
HomA(M,N)K −→ HomAK(MK , NK)
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is an isomorphism.
Proof. Replacing A by its image in (EndF M) × EndF N , we may assume
dimF (A) <∞. For M = A, both groups in the lemma may be identified with
NK , and the assertion is easy to check. For general M , we can now use a
finite presentation Am −→ An −→ M −→ 0 of M as an A-module, and left
exactness of Hom, to reduce to the previous case. This proves the lemma.
The first property we consider is cyclicity. We call an A-module M cyclic
if there exists x ∈ M with M = Ax or, equivalently, if there is a surjective
A-linear map A −→M .
Theorem (Generator theorem). Let M be a cyclic A-module, and let H be an
additive subgroup of M that spans M as an F -vector space. Then there exists
x ∈ H with M = Ax.
Proof. As above, we reduce to the case dimF A < ∞. Let f : A −→ M be a
surjective A-linear map. Then f−1H is an additive subgroup of A that spans
A as an F -vector space, so by the unit theorem there is a unit u ∈ f−1H .
Then x = f(u) ∈ M satisfies Ax = f(Au) = f(A) = M , as required. This
proves the theorem.
Remark. See Exercise 18 for a generalization to modules that require more
generators.
Theorem (Descending cyclicity). Let M be an A-module. Then M is cyclic
if and only if MK is a cyclic AK-module, and one has A ∼=M as A-modules if
and only if AK ∼= MK as AK-modules.
Proof. Both “only if” statements are clear. For the first “if” statement,
assume thatMK is a cyclic AK-module. Applying the generator theorem, with
MK , AK , K, M =M ⊗1 in the roles of M , A, F , H , we find x ∈M such that
the map A −→ M , a 7→ ax, becomes surjective after tensoring with K. Then
it is already surjective, as required. For the second “if” statement, the map
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A −→ M obtained in the same way is also injective, because AK ∼= MK implies
dimF A = dimK(AK) = dimK(MK) = dimF M . This proves the theorem.
Changing rings, we can extend the second part of the theorem above to more
general isomorphisms.
Theorem (Descending isomorphisms). Let M , N be A-modules. Then one
has M ∼=A N ⇐⇒ MK ∼=AK NK.
Proof. It suffices to prove ⇐. Let f : MK −→ NK be an AK-linear isomor-
phism. Then EndAK (NK) −→ HomAK (MK , NK), g 7→ gf , is an isomorphism
of EndAK (NK)-modules, so by the lemma the EndA(N)-module HomA(M,N)
becomes isomorphic to EndA(N) after tensoring with K. Applying the the-
orem proved above, with EndAN and HomA(M,N) in the roles of A and
M , one finds EndAN ∼= HomA(M,N) as EndAN -modules, so HomA(M,N) =
(EndAN) · h for some A-linear map h : M −→ N . Then one also has
HomAK (MK , NK) = EndAK (NK) ·hK (for hK = h⊗ idK), so f = i ·hK for some
i ∈ EndAK(NK). Since f is an isomorphism hK is injective, and comparing
dimensions one finds that hK is an isomorphism. Then h is an isomorphism,
as desired.
Exercise 16. Suppose that M and N are isomorphic A-modules. Let H be a subgroup
of HomA(M,N) that spans HomA(M,N) as an F -vector space. Prove that H contains an
isomorphism M −→ N of A-modules.
Theorem (Noether–Deuring). Let M and N be A-modules. Then there exists
an A-module P with M ∼= N ⊕ P as A-modules if and only if there exists an
AK-module Q with MK ∼= NK ⊕Q as AK-modules.
Proof. For the “only if”-part one can take Q = PK . For the “if”-part, we
write V = HomA(M,N) and W = HomA(N,M). Note that by the lemma,
we may identify VK with HomAK(MK , NK) and WK with HomAK (NK ,MK).
Likewise, if we write B = EndA(N), which is a finite-dimensional algebra over
F , then we may identify BK with EndAK NK . It is an easy exercise to show
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that the existence of P as in the theorem is equivalent to the existence of a
pair (f, g) ∈ V ×W with f · g ∈ B∗. So, to prove the theorem, it suffices to
prove that such a pair exists if we are given a pair (f ′, g′) ∈ VK ×WK with
f ′ · g′ ∈ B∗K . The K-span of the subgroup V · g
′ ⊂ BK equals VK · g
′, which is
a left BK-ideal containing the unit f
′ · g′ and is therefore equal to BK . Hence,
applying the unit theorem with K, BK , V · g
′ in the respective roles of F , A,
H , we find f ∈ V with f · g′ ∈ B∗K . Next, the K-span of f ·W ⊂ BK is a right
BK-ideal containing the unit f · g
′, so it equals BK , and with K, BK , f ·W in
the roles of F , A, H we find g ∈ W with f · g ∈ B∗K . Since also f · g ∈ B, we
have f · g ∈ B∗, as desired. This proves the theorem.
In the exercises that follow, the assumptions stated at the beginning of this
section remain in force. This applies in particular to the assumption dimF M <
∞. We recall that a module P over a ring R is called projective if for any surjec-
tive R-linear map V −→ W of R-modules the induced map HomR(P, V ) −→
HomR(P,W ) of abelian groups is surjective; equivalently, P is projective if and
only if there exists an R-module Q such that P ⊕Q is a free R-module.
Exercise 17. Let R be a ring, let P be a projective R-module, and let V be an R-module.
Prove that the following two assertions are equivalent:
(i) there is a surjective R-linear map f : P −→ V ;
(ii) there exists f ∈ HomR(P, V ) with f · EndR P = HomR(P, V ), and every such f is
surjective.
Exercise 18. Let n ∈ Z≥0, and letM be an A-module that can be generated by n elements.
Prove that for every additive subgroup H ⊂Mn that spans Mn as an F -vector space there
exists (x1, x2, . . . , xn) ∈ H such that M =
∑n
i=1 Axi.
Exercise 19. LetM be an A-module, and let P be a finitely generated projective A-module.
Prove: there exists a surjective A-linear map P −→M if and only if there exists a surjective
AK-linear map PK −→MK .
Exercise 20. Let M be an A-module. Prove that the least number of generators of M as
an A-module is equal to the least number of generators of MK as an AK-module.
Exercise 21. Suppose that F is a finite field, let V be a 2-dimensional F -vector space, and
write P for the set of 1-dimensional subspaces of V .
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(a) Put A = F ⊕ FP , and define a multiplication on A by (a, x) · (b, y) = (ab, ay + bx).
Prove that A is a commutative ring and that the map F −→ A, a 7→ (a, 0) is a ring
homomorphism that makes A into a finite-dimensional algebra over F .
(b) Put M = V ⊕
⊕
W∈P(V/W ). Prove that the scalar multiplication · : A×M −→M ,
(a, (bW )W∈P ) · (x, (yW +W )W∈P) = (ax, (ayW + bWx+W )W∈P ) makes M into an
A-module satisfying dimF M <∞.
(c) Prove: there exists an injective AK-linear map AK −→MK if and only if K 6= F .
Remark. Since A is projective as an A-module, Exercise 21(c) shows that
Exercise 19 may fail when injective instead of surjective maps are considered.
The following exercise shows that Exercise 19 also becomes incorrect when the
projectivity condition is omitted.
Exercise 22. Let F , A be as in Exercise 21. Construct A-modules P and M , both finite-
dimensional over F , such that there exists a surjective AK-linear map PK −→ MK if and
only if K 6= F .
6. Glynn’s determinant formula
In the present section we give a new proof of the commutative case of the
unit theorem. Throughout this section, p is a prime number, F is a field of
characteristic p, and n ∈ Z≥0.
Theorem (Glynn’s determinant formula, 1998). For any n × n-matrix A =
(aij)
n
i,j=1 over F , the coefficient of the polynomial
n∏
j=1
(
n∑
i=1
aijXi
)p−1
at Xp−11 X
p−1
2 · · ·X
p−1
n
equals (detA)p−1.
Example. If A is a diagonal matrix, then an easy computation shows that
one has in fact
n∏
j=1
(
n∑
i=1
aijXi
)p−1
= (detA)p−1 ·Xp−11 · · ·X
p−1
n .
Proof of the theorem. Write V for the F -vector space
∑n
i=1 F · Xi. Then
F [X1, X2, . . . , Xn] may be identified with the symmetric algebra of V over F .
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Hence the group Aut V , which may be identified with GL(n, F ), acts on the
F -algebra F [X1, X2, . . . , Xn] in a natural way. Write I for the ideal generated
by {vp : v ∈ V }. Then for all σ ∈ Aut V one has σI = I. Also, since
p-th powering is additive, the ideal I is generated by {Xp1 , . . . , X
p
n} and has
therefore as an F -basis the set of monomials Xd11 · · ·X
dn
n in which at least one
di is at least p. It follows that the F -algebra R = F [X1, . . . , Xn]/I has the
images of the monomials Xd11 · · ·X
dn
n with all di < p as an F -basis. Hence R
contains V , and the R-ideal J = {r ∈ R : rV = 0} is the one-dimensional
F -vector space generated by the image of Xp−11 · · ·X
p−1
n in R.
The natural action of Aut V on R preserves J so yields a group homomor-
phism ϕ : Aut V −→ AutF J ∼= F
∗. The latter group is abelian, so kerϕ
contains the commutator subgroup [Aut V,Aut V ]. But if #F > 2—which
we may assume, upon replacing F by a suitable extension—then by Exercise
23 we have [Aut V,AutV ] = ker det, where det : Aut V −→ F ∗ is the de-
terminant map. Therefore, for σ ∈ Aut V , the image ϕ(σ) depends only on
det σ, and checking the case that σ is given by a diagonal matrix, one finds
ϕ(σ) = (det σ)p−1. Rewriting this in terms of the Xi, one obtains from this
Glynn’s formula in the case A is invertible. In the generic case, when the aij
are n2 polynomial variables over Fp and F = Fp(aij : 1 ≤ i, j ≤ n), the matrix
is indeed invertible; and the general case follows from the generic case. This
proves the theorem.
Exercise 23. Prove: if V is an n-dimensional vector space over F , then [AutV,Aut V ]
equals the kernel of det : AutV −→ F ∗, except in the case n = #F = 2, in which case
[AutV,Aut V ] has index 2 in ker det.
Exercise 24. Let m ∈ Z≥0. Prove that Glynn’s determinant formula is also valid when
one replaces p− 1, at all occurrences, by pm − 1.
Exercise 25. Let k be a finite field, and d1, d2, . . ., dn ∈ Z≥0. Prove:
∑
x1,x2,...,xn∈k
xd11 · · ·x
dn
n =
{
(−1)n if each di is a positive multiple of #k − 1,
0 otherwise.
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Theorem. Let B = {(bij)
n
j=1 : 1 ≤ i ≤ n} be a basis of the F -vector space F
n,
and let H ⊂ F n be the additive subgroup generated by B. Then we have
∑
(y1,y2,...,yn)∈H
yp−11 y
p−1
2 · · · y
p−1
n = (−1)
n · (det(bij)
n
i,j=1)
p−1.
Proof. If we write f =
∏n
j=1(
∑n
i=1 bijXi)
p−1
, then the sum on the left equals
∑
x1,x2,...,xn∈Fp
f(x1, . . . , xn)
p−1.
We apply Exercise 25 to k = Fp. Since f is homogeneous of degree n · (p− 1),
it has at most one non-zero monomial c ·Xd11 · · ·X
dn
n with all di ∈ Z>0 · (p−1),
namely with all di = p − 1; and the coefficient c at that monomial equals
(det(bij)
n
i,j=1)
p−1, by Glynn’s formula. Hence the theorem follows from Exercise
25. This proves the theorem.
Since the right hand side in the formula just proved is non-zero, it implies that
at least one (y1, y2, . . . , yn) ∈ H satisfies y1y2 · · · yn 6= 0. As we saw in section
1, this implies the commutative case of the unit theorem.
Exercise 26. Let B = {(bij)nj=1 : 1 ≤ i ≤ n} be a basis of the F -vector space F
n, and let
k be a finite subfield of F . Write W for the k-vector space generated by B. Prove:∑
(y1,y2,...,yn)∈W
y#k−11 y
#k−1
2 · · · y
#k−1
n = (−1)
n · (det(bij)
n
i,j=1)
#k−1.
7. A lower bound and an algorithm
We give a third proof of the unit theorem in the commutative case, again
concentrating on totally split algebras. It will lead to a lower bound, as stated
in the theorem at the end of the introduction.
Throughout this section, F is a field.
Theorem. Let E be a subfield of F , and n ∈ Z≥0. Let W ⊂ F
n be a sub-E-
vector space of F n such that the natural map W ⊗E F −→ F
n is an isomor-
phism. Then W has a basis B over E such that
∑
b∈B E
∗ · b ⊂ F ∗n.
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Proof. In this proof, we abbreviate − ⊗E F to −F . For i ∈ {1, 2, . . . , n},
let pii : WF −→ F be the composition of the isomorphism WF
∼
−→ F n and the
i-th coordinate projection F n −→ F . Then WF −→ F
n, x 7→ (pii(x))
n
i=1, is
an isomorphism of F -vector spaces, which is the same as saying that pi1, pi2,
. . ., pin form a basis for the F -vector space HomF (WF , F ) or, equivalently, that
pi1∧pi2∧ . . .∧pin is a non-zero element of the exterior power
∧nHomF (WF , F ),
which is a 1-dimensional F -vector space.
For each i, defineWi =W∩(ker pii). The natural map HomE(W/Wi, E)F −→
HomF (WF/(Wi)F , F ) is an isomorphism (cf. the lemma in section 5). Here we
may identify HomF (WF/(Wi)F , F ) with the set of all f ∈ HomF (WF , F ) that
are 0 on (Wi)F ; so pii ∈ HomF (WF/(Wi)F , F ). The image of the natural map
(
n⊗
i=1
HomE(W/Wi, E)
)
F
∼
→
n⊗
i=1
HomF (WF/(Wi)F , F )→
n∧
HomF (WF , F )
contains the non-zero element pi1 ∧ pi2 ∧ . . . ∧ pin. It follows that there are
ρi ∈ HomE(W/Wi, E) such that the image of ρ1⊗ρ2⊗. . .⊗ρn is non-zero. Then
ρ1 ∧ ρ2 ∧ . . .∧ ρn is non-zero as an element of
∧nHomE(W,E), so the E-linear
map W −→ En, x 7→ (ρi(x))
n
i=1, is an isomorphism. We now choose B to be
the inverse image of the standard basis of En. Then for each x ∈
∑
b∈B E
∗ · b
and each i one has ρi(x) 6= 0, so x /∈ Wi = W ∩ ker pii, so pii(x) 6= 0; and
therefore x ∈ F ∗n. This proves the theorem.
Theorem (Lower bound). Let F be a field, let A be a commutative algebra over
F of finite vector space dimension n, and let H ⊂ A be an additive subgroup
that spans A as an F -vector space. Assume that the characteristic p of F is
positive. Then #(H ∩A∗) ≥ (p− 1)n.
Proof. As we argued in the introduction, we may assume that A is totally
split, so A ∼= F n as F -algebras, and that H is the Fp-span of some F -basis for
A. With E = Fp and W = H we can now apply the previous theorem, and we
find an Fp-basis B for H such that
∑
b∈B F
∗
p ·b ⊂ A
∗. This implies the theorem.
23
For every F of non-zero characteristic p and every n ∈ Z≥0, one readily con-
structs A and H such that equality holds in the theorem. It is of interest
to classify all cases in which the equality sign is valid, and also to drop the
commutativity assumption.
An algorithm. The proofs of the unit theorem that we gave in the earlier
sections, in the general and in the commutative case, do not offer an efficient
method for finding the unit that is asserted to exist. By contrast, the proof that
we gave in the present section does lead to an efficient algorithm in the totally
split case. It is efficient in the sense that, when sufficiently good algorithms
are available for doing arithmetic in the fields involved, it runs in polynomial
time.
Resuming the notation used in the first theorem above and its proof, we
outline an algorithm that, given a field extension E ⊂ F , a non-negative integer
n, and a basis C for F n over F , constructs a basis B for W =
∑
c∈C E · c over
E such that
∑
b∈B E
∗ · b ⊂ (F ∗)n.
The algorithm starts by computing E-bases for the subspaces Wi ⊂W de-
fined in the proof, as well as bases Pi for the E-vector spaces HomE(W/Wi, E),
expressed on a basis for HomE(W,E). For ρ ∈ Pi, write ρF for ρ⊗ idF , which
we view as an element of HomF (WF , F ). Let now pii ∈ HomF (WF , F ) be as in
the proof, so that pi1 ∧ . . . ∧ pin 6= 0. The algorithm finds, for i = 1, 2, . . . , n in
succession, an element ρi ∈ Pi such that ρ1F ∧ρ2F ∧. . .∧ρiF ∧pii+1∧. . .∧pin 6= 0.
This is done as follows. Assume, inductively, that ρ1F ∧ρ2F ∧ . . .∧ρi−1F ∧pii ∧
pii+1∧. . .∧pin 6= 0. As we saw in the proof, pii belongs to HomF (WF/(Wi)F , F ),
which is the F -linear span of (Pi)F , so for at least one ρ ∈ Pi one has
ρ1F ∧ . . . ∧ ρi−1F ∧ ρF ∧ pii+1 ∧ . . . ∧ pin 6= 0, or, equivalently, the F -linear
map WF −→ F
n,
x 7→ (ρ1F (x), . . . , ρi−1F (x), ρF (x), pii+1(x), . . . , pin(x))
is an isomorphism. The first ρ ∈ Pi that is found to satisfy the latter condition
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is chosen to be ρi. Once ρ1, ρ2, . . ., ρn have all been found, one has an
isomorphism W −→ En, x 7→ (ρi(x))
n
i=1 of E-vector spaces. As in the proof,
one now takes B to be the inverse image of the standard basis of En.
It would be of great interest to extend the algorithm to the non-commutative
case.
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