Noncompliance is a common challenge in the analysis and interpretation of prevention trials. The authors describe new formulations of the problem based on D. B.
Prevention trials that assess the efficacy of interventions apply the interventions to groups of participants and then compare the distributions of relevant outcomes across groups. If statistically and substantively significant differences are found, the central issue is whether these differences can be attributed to causal effects of the interventions rather than to confounding factors. Randomized treatment assignment is a key design tool for limiting the undermining effects of confounding factors. The potential for bias in the assignment process is removed, and randomization balances the distribution of confounding factors across groups on average. Chance imbalances can be 148 LITTLE AND YAU This estimates the causal effect of treatment assignment rather than the effect of the treatment for participants who actually received it. The estimator is protected from bias by randomized treatment allocation but as a measure of the effect of the intervention is distorted by the switching between groups.
Another approach is to classify participants according to the treatments actually received (an "as treated'' analysis). The problem then is that randomization is violated, and confounding factors associated with switching potentially corrupt the causal interpretation of treatment effects. Because both of these approaches to analysis have problems, in practice both "as randomized" and "as treated" analyses are often carried out when the effects of treatments are being assessed.
We describe and apply here some recent work in statistics and econometrics (Angrist, Imbens, & Rubin 1996; Imbens & Rubin 1997a , 1997b ) that provides a useful causal framework for thinking about noncompliance problems, as well as new and improved methods of statistical analysis. The focus is on another outcome, the average treatment effect for compliers, which Imbens and Rubin (1997b) called the compileraverage causal effect. Because the degree of compliance is determined by the study participants, the extensive econometric literature on self-selection is also pertinent (e.g., Gronau, 1974; Heckman & Robb, 1985; Robins, 1989) . In that approach, compliance status is included as a variable in a multivariate model, and instrumental variable methods of estimation are applied (Bowden & Turkington, 1984) . We discuss here a simple version of that approach that yields an instrumental variable estimator of the compiler-average causal effect known as Bloom's method by some prevention researchers (Bloom, 1984) . This estimator also arises in the biostatistics literature on compliance (Sommer & Zeger, 1991) .
We apply these approaches for estimating the complier-average causal effect to data from the JOBS II intervention trial Vinokur, Price, & Schul, 1995) , which tested the efficacy of a job training intervention for unemployed people. The intervention consisted of five half-day job search seminars that helped the participants enhance their job search strategies. The control treatment was a selfguided booklet with advice on how to find a job.
Noncompliance arose because nearly half of the participants randomized to the intervention did not attend the seminars. Vinokur, Price, and Caplan (1991) estimated the complier-average causal effect for the earlier JOBS I employment intervention trial using Bloom's (1984) estimator. In this article we apply that method and Imbens and Rubin's (1997a) approach to the JOBS II data set, with and without covariates.
Noncompliance as a Missing Data Problem
Consider a randomized study consisting of a new treatment and a control treatment. Imbens and Rubin (1997b) reflects the dependence of the treatment received by participant i on the treatment assigned. Imbens and Rubin (1997b) actually adopted a more general notation that also allows the treatment received by participant (' to depend on treatments assigned to other participants. For simplicity we exclude this possibility in our formulation. Thus: if participant lisa compiler, then T,(\) = 1 and T,(0) = 0; if participant i is an always-taker, then T ; (l) = 7,.(0) = 1; if participant i is a never-taker, then T,(l) = 7~,<0) = 0; if participant i is a defier, then 7",(1) = 0 and T,(°) = 1.
In practice, knowledge of the compliance status of participants is incomplete, and Imbens and Rubin (1997b) Let Y be an outcome of interest, and let Y^R^) be the potential outcome for a participant randomized to group RJ and receiving treatment 7",. This notation implies the stable unit treatment value assumption (SUTVA; Imbens & Rubin, 1997b; Rubin, 1978) , defined as follows:
Assumption 1 (SUTVA): The potential outcomes for each individual i do not depend on the treatment status of other individuals in the sample.
An important conceptual feature of the framework is that causal effects are defined for individuals, even though individual effects cannot be directly observed. (Holland, 1986; Rubin, 1974 Rubin, , 1978 . Note the following:
1 . The causal effect of treatment assignment is not the causal effect of treatment unless there is full compliance, because only compilers always receive the treatments actually assigned.
2. The effect is generally not observable for individuals, because participants are assigned to intervention or control but not to both. 
which is the instrumental variable estimator of the complier-average causal effect derived by Bloom (1984) . An equivalent expression is:
Pc
where y cl and y nl are means for compliers and noncompliers in the treatment group, respectively.
This formulation makes explicit assumptions that were hidden in previous derivations. In particular, Bloom (1984) implied that the randomization As- we discuss a second advantage of Imbens and Rubin's (1997b) formulation, the fact that it leads to more efficient estimators of the complier-average causal effect than the instrumental variable estimator. First, however, we apply the ideas of this section to the JOBS II prevention trial.
Application to JOBS U
The JOBS II intervention trial Noncompliance arises here in the form of a substantial rate (46%) of no-shows for the intervention seminar among the experimental group; receipt of the self-guided booklet was defined to establish compliance in the control group, and hence all participants assigned to that treatment were deemed to have complied with it. If seminars were available to all study participants it would be possible to consider alwaystakers who attend the seminar regardless of assignment, and defiers who fail to attend the seminars if assigned to them but take the seminars if assigned to the control group. However, because participants randomized to the control group were not allowed to attend the seminars, defiers are forced to act like never-takers because they cannot defy the control assignment, and always-takers are forced to act like compliers because as controls they cannot obtain the intervention. Thus, there is no way to distinguish defiers from never-takers or compliers from alwaystakers, and analytically nothing is gained from making the distinctions-they are like covariates that cannot be entered into a regression because they are never recorded. Thus we treat always-takers as compliers and defiers as never-takers, and define C, = 1 if the ith participant is a complier and TJRj) = /?, for R t = 0, 1, and C, = 0 if the fth participant is a never-taker and T/J? ( ) = 0 for R, = 0, 1.
Note that participants with R, = T t = I were as-signed and received the intervention and thus are known to be compilers (C, = 1). Participants with R t = 1, 7"; = 0 were assigned to the intervention and received the control treatment and thus are known to be never-takers (C, = 0). Participants who were assigned and thus received the control treatment (R t = T i = 0) may or may not have complied with the intervention if assigned to that group, and hence their compliance status (the value of C,) is unknown. The Instrumental Variable Estimator 2 of the compileraverage causal effect reduces to the difference in mean outcomes for participants assigned to the intervention and those assigned to the control divided by the proportion of compilers in the treatment group. We estimated the complier-average causal effect for the outcome Y = change in depression score between TO and T3, defined so that positive values reflect an increase in depression over time. To be consistent with previous analyses of the data , we applied the method separately to two groups defined by values of a baseline risk variable. Specifically, we computed a risk score on the basis of the financial strain, assertiveness, and depression scores; participants with a risk score greater or equal to 1.38 were assigned to the high-risk group, and other participants were assigned to the low-risk group. The cutoff point was chosen to obtain approximately 25% high-risk respondents. For the low-risk group the mean depression changes were .016 in the treatment group and .057 in the control group, and the proportion of compilers in the treatment group is .56, so the estimated complier-average causal effect is (.016 -.057)7.56 = -.073. The corresponding calculation in the high-risk group is (-.457 + .383)7.55 = -.132. These estimates are both in the direction of a positive treatment effect but (as discussed in the next section) are not statistically significant.
Let us consider the validity of the assumptions that underlie this estimator in the JOBS II setting. Assumption 3 of no defiers is reasonable in the JOBS II setting because, as noted above, defiance was not an option-participants who were randomized to the control group had no way of attending the intervention. The nonzero denominator assumption (Assumption 4) is also clearly satisfied in the JOBS II setting.
Other assumptions are more questionable. The randomization assumption, 5, is violated because there are missing values, particularly for later outcomes, which are subject to attrition from the sample. For simplicity we ignore that aspect of the data in this discussion, although in a future article we will expand the analysis to incorporate longitudinal outcomes subject to attrition. Assumption 1 (SUTVA) implies that the potential outcome of a respondent does not depend on the treatment status of other respondents. If the presence of a participant in the seminars affects the outcomes of other respondents in the seminar, the potential outcome of participants in the experimental group would depend on whether this influential participant is selected into the experimental group, and SUTVA would be violated. Although SUTVA is a nontrivial assumption for interventions such as JOBS II that involve a group setting, it appears difficult to correct for violations of this assumption, at least without more information on how participants interacted at the seminars. Methods to measure and correct for violations of this assumption are a topic for future research.
Assumption 2 (exclusion restriction) states that the outcome is independent of the treatment assignment given the actual treatment received. That is, the effect of treatment or no treatment for an individual is the same whether the participant is randomized to the experimental group or to the control group. This assumption is the main condition for the randomization indicator to be an instrumental variable. It would be violated if a participant who was randomized to the intervention and did not comply were demoralized by inability to take advantage of the opportunity, whereas the same person randomized to the control group would be less demoralized because the intervention was never offered. The outcome depression score of that individual might well differ under these two scenarios.
Maximum Likelihood Estimation

Analysis Without Covariates
Under Bloom's (1984) conditions and Assumptions 1-5, the instrumental variable estimator is approximately unbiased for the complier-average causal effect. Imbens and Rubin (1997b) proposed an alternative approach to inference for the complier-average causal effect, which builds a model for the distribution of Y and estimates the parameters by maximum likelihood or Bayesian techniques. Suppose there are no defiers, and let ir n , -rt^ and TT C denote, respectively, the proportion of never-takers, always-takers, and compilers in the population, ir n + ir a + TT C = 1. Assume that the distribution of Xis normal with variance cr 2 and mean u. n for never-takers, n a for alwaystakers, u. c0 for compliers assigned to the control group, and p. cl for compilers assigned to the treatment group. The likelihood based on the observed data then has the form: =0.7,=l) x II /e{Sj = 1.7j=l}
x n fe{ff,=o,r,=o} where 6 = (-n n , tr a , TT C , (JL £O , n, cl , n n , (j, a , a 2 ) is the set of parameters in the model, and g(y\^, o-2 ) denotes the probability density of a normal distribution with mean (j, and variance a 2 . Maximum likelihood estimates of the parameters are obtained by maximizing this function with respect to the parameters 6. In the JOBS II setting there are no always-takers, so ir a = 0 and the likelihood simplifies to:
2 ) + i ' A c i are maximum likelihood estimates of jj, t<) and jJL tl . Imbens and Rubin (1997b) (Tanner, 1996) , which yields improved inferences for small sample sizes.
We now apply this maximum likelihood method to the JOBS II data. Table 1 (Table 2) , the mean changes in depression scores are negative, reflecting a regression to the mean because initial depression was high for these participants. The complier-average causal effect is negative and larger than for the low-risk group, but still not significantly different from 0. Table 3 is a comparison of the estimated complieraverage causal effect from the maximum likelihood and instrumental variable approaches. We computed standard errors using the bootstrap and for the instrumental variable method took into account sampling variability in the proportion of compliers omitted in Bloom's (1984) article. In this application the results of the two methods are very similar. The gain in efficiency of the maximum likelihood method is not necessarily apparent from applications to two specific data sets, but there is a reason for the similarity of the results here. As noted above, the important difference between the two methods is that maximum likelihood, Note. CAGE = complier-average causal effect. 
Analysis With Covariates
We now extend the model of the previous section to allow the mean outcome Y and the probability of compliance TT to depend on Covariates. We start from the model for Y of the previous section, which we rewrite
where ^ = p 0 , u,^ = p 0 + P 0 u, cl = p 0 + p c + P cs , fJ CR is the compiler-average causal effect of treatment, and e, is a random error normally distributed with mean 0 and variance a 2 . The absence of a 
where X where X c is a vector of covariates predictive of compliance and X c is the value of X c for Participant i.
Maximum likelihood estimates for the model defined
by Equations 5 and 6 can be computed using the EM algorithm, and standard errors can be computed using the bootstrap. More details are provided in the Appendix.
We applied this model to the JOBS II data using covariates measured at baseline. Table 4 lists covariate summary statistics for the control and treatment groups, and for the treatment group, further classified Table 5 , together with bootstrap standard errors.
The parameter estimates of the reduced model indicate that for both groups depression at TO had a strong negative association with change in depression between TO and T3, as might be expected. The estimated effects of compliance are not significant in either group. Being married had a significant protective effect in the low-risk group. The complier-average causal effect estimate, adjusted for the covariates, is Note. CACE = compiler-average causal effect; TO = baseline; LRT • hood ratio test. Dashes represent variables omitted from the model. The maximum likelihood analysis can be compared with the instrumental variable approach in the presence of covariates proposed by Bloom (1984) . He fitted an additive linear model for Y as a function of covariates X Yi and two indicator variables, the participation indicator P, = RjC,, which takes the value 1 for Note. CACE = compiler-average causal effect. Note. CACE = compiler-average causal effect. Table 9 .
Conclusions
We have described methods for inference about the complier-average causal effect, the causal effect of a treatment restricted to the subpopulation of individuals who comply with the treatment assigned. We applied the methods to assess the intervention effect on change in depression between TO and T3 in the JOBS II trial. We improved precision and interpretability of the analysis by measuring and including covariates that are predictive of the outcome and of compliance.
The complier-average causal effect estimated from the model with covariates suggested a positive effect for the intervention for compliers in the high-risk group.
Clearly the value of these analyses depends on whether the complier-average causal effect is a useful quantity to estimate. In the presence of noncompliance, the complier-average causal effect is arguably more informative than the intention-to-treat effect, which fails to take into account whether participants who are randomized to a treatment actually received it or not. The "as-treated" analysis is also potentially misleading. In particular, under the monotonicity assumption (3), the "as-treated" analysis compares the treatment outcome for compliers and always-takers with the control outcome for compliers and nevertakers. In the JOBS II setting there are no alwaystakers, so this comparison is not comparing like with like unless never-takers are comparable with compliers in their outcomes. The complier-average causal effect divides the population according to compliance status in a given experiment, and this division potentially varies in repetitions of the experiment. Nevertheless, the complier-average causal effect seems to Any approach to estimating the complier-average causal effect involves assumptions, and a useful feature of Imbens and Rubin's (1997b) the mean outcome in the control group differs substantially from the mean outcome for noncompliers in the treatment group. In our application to JOBS II the first of these conditions was met, but the second was not, and gains from the maximum likelihood approach over the simpler instrumental variable approach were not apparent. Imbens and Rubin (1997b) presented a simulation study with low rates of compliance where gains from the maximum likelihood approach are important, using a nonparametric version of the model described here. More simulation studies comparing the two methods would be useful.
A subtle technical distinction between our model for the complier-average causal effect and the instrumental variable approach of Bloom (1984) is that they imply different additivity assumptions for the complier-average causal effect in the presence of covariates, as noted in the discussion following Equation 8.
The additivity assumption implied by our reduced model with $ cx = $ CKX = 0 seems more natural, although whether it is more realistic in practice is an empirical question.
The maximum likelihood inferential methods described here assume large samples. Bayesian implementations of Imbens and Rubin's (1997b) method have the potential to provide better inferences in small samples. In a paper currently in preparation, (Yau & Little, 1998) where A*$ = 2j,(/t _o.r,-oj " > ;' ) ' s me estimated number of compilers in the control group.
The EM algorithm then iterates between Steps 2 and 3 until changes in parameter estimates are negligible.
Maximum Likelihood Analysis With Covariates
The EM algorithm in the presence of covariates is similar to the case in which there are no covariates. The E step at Iteration t computes the expectation of C i given observed values, covariates, and current parameter values 6 (0 for participants in the control group, namely: where u.^, is the predicted mean of y, for compilers in the control group with covariates X fi and parameters 6 ( ", and u,J2 is the predicted mean of y, for noncompliers in the control group with covariates X Y _ and parameters 6 (0 . The M step computes the new estimates 8" +1) of 6 given C, observed values, and covariates. The estimates are given by weighted logistic regression for the compliance model and weighted least squares for the model for Y, with participants in the experimental group being assigned unit weights and participants in the control group being assigned a weight o>J" for being a complier (C ; = 1) and a weight 1 -o>!" for being a never-taker (C, = 0), where values of coj" are given above.
Bootstrap Standard Errors
Standard errors are computed with the bootstrap. Specifically, B = 100 random samples of size n are drawn with replacement from the original sample, and the above maximum likelihood estimation procedure is applied to each of these samples. The bootstrap estimate of the variance of an estimate is then the sample variance of the estimates over all the bootstrap samples. In particular, if 8 <w is the estimate of 8 from the 6th bootstrap sample, then the variance of 8 is estimated as S,,(8 W -S)
