We propose a new method to use a constrained local polynomial regression to estimate the unknown parameters in ordinary differential equation models with a goal of improving the smoothing-based two-stage pseudo-least squares estimate. The equation constraints are derived from the differential equation model and are incorporated into the local polynomial regression in order to estimate the unknown parameters in the differential equation model. We also derive the asymptotic bias and variance of the proposed estimator. Our simulation studies show that our new estimator is clearly better than the pseudo-least squares estimator in estimation accuracy with a small price of computational cost. An application example on immune cell kinetics and trafficking for influenza infection further illustrates the benefits of the proposed new method.
Introduction
Differential equations are widely used to describe and quantify dynamic systems in many scientific fields. The so-called inverse problem of differential equation models, i.e., the estimation of unknown parameters based on experimental data of state variables, is quite challenging because the standard nonlinear least squares method may fail due to convergence problems, local minima and high computational cost. Recently alternative methods based on nonparametric smoothing have been proposed and investigated in statistical literature by Poyton, Varziri, McAuley, McLellan & Ramsay (2006) , Ramsay, Hooker, Campbell & Cao (2007) , Chen & Wu (2008) , Liang & Wu (2008) , Brunel (2008) . These alternative methods intend to improve the computational efficiency and stability of the nonlinear least squares method with a price of reduced estimation accuracy.
A general nonlinear ordinary differential equation model can be written as
where X(t) = {X 1 (t), ..., X d (t)} T is a d-dimensional state vector, θ = (θ 1 , ..., θ q ) T is a q-dimensional vector of unknown parameters, and F (·) = {F 1 (·), ..., F d (·)} T is a known nonlinear function vector. Note that the proposed methodology with minor modifications is also applicable to more general differential equations with input variables.
The process X(t) is usually measured with noise and we observe Y (t) = X(t) + e(t) (1.2)
where the measurement error e(t) is independent of X(t) with mean zero and a covariance matrix Σ e .
Denote the solution to the differential equation (1.1) as X(t; θ). Generally X(t; θ)
does not have an analytic solution and needs to be obtained by solving the differential equations numerically. This results in computationally intensive and often numerically unstable estimation for parameter θ. To avoid numerically solving the differential equations, the nonparametric smoothing techniques were applied to the observed process to estimate the parameters θ via multiple-stage procedures in Poyton, Varziri, McAuley, McLellan & Ramsay (2006) , Ramsay, Hooker, Campbell & Cao (2007) , Chen & Wu (2008) , Liang & Wu (2008) and Brunel (2008) . Particularly, Liang & Wu (2008) proposed using the local polynomial estimation as the smoothing technique in the first stage, and obtained the pseudo-least square estimator for θ in the second estimation stage. The differential equation (1.1) was only used in the second estimation stage while the first stage of the local polynomial smoothing did not use the information of differential equations, which results in a significant reduction of estimation efficiency of the pseudo-least squares estimator compared to the nonlinear least squares estimator. In this paper, we intend to propose a new approach to improve the Liang and Wu's pseudo-least squares estimator by creatively combining the local polynomial smoothing and differential equation information. We expect that the new method may gain more in estimation accuracy with a small price in computational cost.
2 Differential equation-Constrained Local Polynomial Regression
Notation and method
We assume that the process Y (t) is observed at time points t 1 , t 2 , ..., t n . So the measurement model (1.2) can be rewritten as
For notational simplicity, we present our model and method for the univariate case, i.e., d = 1. However, the proposed methodologies and theoretical results can be easily extended to the general case of d > 1. In particular, we will illustrate this point in our simulation studies and real data analysis by applying the proposed method to the multivariate cases in Section 3.
We can estimate X(t) and its derivative at any time point t by the nonparametric local polynomial smoothing of observed Y i s, i = 1, ..., n. Particularly, we can obtain the smoothing estimates for the processX(t * k ) and its derivativeX ′ (t * k ) over a grid of time points t = t * 1 , t * 2 , ..., t * m . Liang & Wu (2008) proposed a two-stage estimation procedure for differential equation parameter estimation: (1) use the local polynomial smoothing over the grid of observed time points t i to yield estimates forX(t i ) and
.., n in the first stage; and (2) estimate differential equation parameters θ using the pseudo-least squares estimator,
where ω(t i ) is an appropriate weight function. In general, we can extend the Liang and Wu's procedure over a time grid of size m which can be larger than the number of original measurements n . That is,
This modified pseudo-least squares estimator is shown to converge at n −1/2 rate (Liang & Wu, 2008 , 2010 Fang, Wu & Zhu, 2011 
We expect this new method to improve upon the Liang-Wu's pseudoleast squares estimator in estimation accuracy with a small price of computational cost.
The standard local pth-order polynomial regression estimates X(t) and its derivative up to order p at time t can be obtained by minimizing the objective function
)/h, and h is the bandwidth.
Then X(t) can be estimated by that of α and the derivatives X (j) (t)/j! can be estimated by those of β j , j = 1, 2, ..., p (Fan & Gijbels, 1996) . Considering the differential equation (1.1), we notice that the local polynomial coefficients (α, β 1 ) in (2.2) should satisfy
. The higher derivatives X (j) (t) can similarly be expressed as functions
Thus, we have the general differential equation constraints
Hence, after plugging in the above differential equation constraints, the objective function of the local polynomial regression (2.2) can be reformulated as follows,
The optimization of (2.4) jointly over α and θ provides estimatesα =X(t) andθ simultaneously.
However, the optimization of (2. 5) with respect to ξ = (α 1 , ..., α m , θ) T , where ω(t * k ) are nonnegative weights over the time grid as suggested by Brunel (2008) and the bandwidth h can be determined by the crossvalidation approach or the plug-in method as suggested by Liang & Wu (2008) . Thê ξ that minimizes (2.5) is called the differential equation constrained local polynomial estimator.
For a general nonlinear function F of the differential equation model, the optimization of (2.5) becomes a nonlinear minimization problem, thus we may lose the computational efficiency of the original local polynomial fitting. To solve this problem, we consider a linear estimator that results from one iteration of the Gauss-Newton optimization Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) of (2.5) at a previous estimate
and W is a nm × nm diagonal weight matrix, that is,
Jacobian matrix evaluated at ξ = ξ * . Then a Gauss-Newton iteration minimizes (2.5)
This results in the weighted linear least squares estimator
Note that the selection of bandwidth h and m is an important issue for practice.
Here we suggest to select the bandwidth h using the plug-in method according to the recommendations by Liang and Wu (2008 
Particularly, when ω(a 0 ) = ω(b 0 ) = 0 and mh 3 → ∞,
Here and in the following we use the shorthand notations
The proof outline of Theorem 1 is given in the Appendix and details are provided in the online supplementary materials.
We have used the random design for time points t 1 , ..., t n and t * 1 , ..., t * m in the Theorem by assuming that they follow a random distribution with densities f (t) and f g (t), respectively. We can also consider a fixed design so that
.., n and k = 1, ..., m. The proof for the fixed design case is similar but more tedious. The local polynomial regression is design Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) adaptive for p odd, that is, the asymptotic bias and variance are the same under both the random design and the fixed design (Fan and Gijbels 1996, p68) . We expect that this is true under our model setting. In either case, the parameter estimatorθ converges at
Notice that the functionα k is still estimated at a nonparametric rate which is slower than n −1/2 . This result is similar to those obtained in Brunel (2008) , Liang & Wu (2008 , 2010 , and Fang,
The result of this theorem is also similar to the one-step maximum likelihood approximation (Theorem 4.3 of Lehmann & Casella 1998) in some sense. The one-step
Newton-Raphson iteration of the likelihood equation starting at a n −1/2 -consistent estimator results in a more efficient estimator. Here we show that one Gauss-Newton iteration for maximizing (2.5) starting at n −δ rate estimator (δ > 1/4) could result in a new n −1/2 rate estimator for θ. Our one-iteration estimator (2.6) is a linear estimator, which is used to improve the Liang-Wu's pseudo-least squares (PsLS) estimator (Liang & Wu 2008 , 2010 . The initial estimator for α k 's can be taken as the smoothing estimator without using the differential equation information. For example, one iteration starting from the Liang-Wu's PsLS estimatorθ and a local polynomial estimator for α k 's results in a linear estimator with a n −1/2 rate for θ. The linearity may also be useful for future extension of our method to mixed-effects differential equation models for longitudinal data (Fang, Wu & Zhu, 2011) .
Remark. From the theorem, we can see that, for a small enough h = o(n −1/(2p) ), the bias for the PsLS estimator and our proposed estimator is in the same order of o p (n −1/2 ), so the variance dominates the mean squared error of the two estimators.
For ω(a 0 ) = ω(b 0 ) = 0 and if m is chosen to be large enough so that mh 3 → ∞, then we have an explicit expression (2.7) for the variance of our proposed estimator. For simplicity, considering the case of uniformly distributed t i s and t * k s on time interval [0, 1], then f (t) = f g (t) = 1, and the variance var(θ) of our estimator becomes
Compared to our estimator, the variance of Liang-Wu PsLS estimator (Liang and Wu 2010) has an extra term
F , which is clearly a positive semi-definite matrix. Thus, our estimator has a smaller asymptotic variance compared to that of the PsLS estimator.
Statistica Sinica: Newly accepted Paper (accepted version subject to English editing) This extra term in the variance of Liang-Wu's PsLS estimator corresponds to the error propagated from the first stage estimatorX(t).
Remark. As long as h p is of smaller order than n −1/2 , the order p of the polynomial is not very important. As p increases, there are more terms in (2.5) and the computational burden increases. Therefore, a small value of p = 1 or p = 2 would be preferred in practice. In the numerical studies below, we used p = 2 which is the same as that in Liang-Wu's method (2008) for fair comparisons.
Numerical Studies
In this section, first we compare the performance of the proposed method with LiangWu's method (2008) , the method of Ramsay, Hooker, Campbell & Cao (2007) and the nonlinear least squares estimator by Monte Carlo simulations. In addition, we apply the proposed method to a real data set on immune cell trafficking for influenza infection to illustrate the usefulness of the proposed method. We measure the performance of the estimators by their average relative error (ARE) in simulation studies as
withθ i as the estimate for θ in the ith simulation runs with i = 1, 2, ..., r. The computational cost and convergence are also considered in evaluating different estimation methods.
Since the Liang-Wu's pseudo-least squares estimator and the proposed new estimator in this paper are computationally efficient, they can be used as the starting point for the nonlinear least squares estimator. So this hybrid strategy may enjoy both computational efficiency of the pseudo-least squares estimator or the new estimator and high estimation accuracy of the nonlinear least squares estimator. We will also evaluate the performance of the hybrid approaches in our simulation studies.
Example 1. In this simulation example, we simulated the data from the FitzHughNagumo system of differential equations that were originally used to model the behavior of spike potentials in the giant axon of squid neurons in FitzHugh (1961) and Nagumo, Arimoto, & Yoshizawa (1962) . This model was also used for simulation studies by Ramsay, Hooker, Campbell & Cao (2007) and Liang & Wu (2008) . We use this model to investigate the finite-sample behavior of the proposed method and other existing methods. The FitzHugh-Nagumo system can be written as Table 3 , we also reported the standard deviation (STD) of the estimators in Table 1 here. We can see that the trend and conclusions for the STD are similar to those for the AREs, i.e., comparing to the Liang-Wu's pseudo-least squares (PLS) estimator, our new estimator has a lower while for the other two cases, the two methods produce mixed performance in terms of both STD and ARE (for some parameters, the PLS estimator is better and for some other parameters, our new estimate is better). However, the NLS estimator using our new estimator as the initial value always performs better for all the cases in both STD and ARE, compared to those using the PLS estimator as the initial value. Also included in the online supplementary materials are simulation results for evaluating the data augmentation size m. While the proposed new estimator's performance remains similar for larger m in most cases, increasing m does lead to improvement of AREs in a few cases.
However, for the NLS estimator θ N LS new using the proposed estimator as a starting point, the performance improvement is not significant. Therefore, we would recommend using m = n in practice when using the proposed estimator as the starting point for the NLS estimator. δ m , δ s and δ l are the disappearance rates in MLN, spleen and lung, respectively; γ ms is the migration rate from MLN to spleen, γ ml the migration rate from MLN to lung, and γ sl the migration rate from spleen to lung. For this differential equation system, a total of n = 77 data points at 9 distinct time points for each of the three state variables, To stabilize the measurement error variance, a logarithm transformation is applied.
That is, we let
The differential equations can be re-expressed as We apply our proposed estimation method with a piece-wise linear weight function: w(t) = 1 for 6 ≤ t ≤ 13; w(t) = t − 5 for 5 ≤ t ≤ 6; w(t) = 14 − t for 13 ≤ t ≤ 14 to the real data set as suggested by Brunel (2008) . For comparisons, we also obtained the Liang-Wu's pseudo-least squares estimates and the nonlinear least squares estimates for this data set. A grid search was used to obtain the proposed differential equation constrained local polynomial estimates and the nonlinear least squares estimates. We report the results of parameter estimates for these estimation methods in Table 2 and fitted curves in Figure 1 .
From these results, we can see that the proposed new differential equation constrained local polynomial estimates of kinetic parameters are much closer to the nonlinear least squares estimates compared to that of the Liang-Wu's pseudo-least squares estimates. Both the Liang-Wu's method and our new method can save computational times significantly. The residual sum of squares of our new method and the nonlinear least squares estimates is close and small while the Liang-Wu's pseudo-least squares estimate has a very large residual sum of squares. When we used the Liang-Wu's pseudoleast squares estimates as the starting point for the nonlinear least squares estimates, we failed to reach the convergence. When we used our new estimate as the starting point for the nonlinear least squares estimate, we quickly achieved the convergence in approximately half the time that the original nonlinear least squares algorithm took. Thus, this real data analysis example also demonstrates the benefits of the proposed differential equation constrained local polynomial approach.
Concluding Remarks
In this paper, we intend to propose a new estimation method for differential equation parameters based on the differential equation constraint local polynomial regression with a goal for improving the Liang-Wu's pseudo-least squares estimate. We investigated the asymptotic properties and finite-sample behaviors of the proposed method. Our simulation studies and real data analysis show that the proposed new estimator is clearly better than the Liang-Wu's pseudo-least squares estimator in estimation accuracy with a small price of computational cost. Due to their computational efficiency, the pseudoleast squares and differential equation constrained local polynomial estimates could be used as the starting point for the more refined nonlinear least squares estimate and our simulation results also show that our new estimate is also better for this purpose. Our simulation results also demonstrate that the Ramsay, Hooker, Campbell & Cao (2007) 's collocation method is more stable and can improve the estimation accuracy of the non-linear least squares estimate significantly, but it cannot achieve the estimation accuracy of the nonlinear least squares estimate without using our proposed estimator as the starting point, and its computational cost is highest among all the methods in our simulation studies. Lu, Liang, Li & Wu (2011) show that the computationally efficient method such as the pseudo-least squares estimate is very useful to deal with high-dimensional differential equation models in which case the nonlinear least squares method often fails due to high computational cost and instability in computational implementations. We also expect that the proposed differential equation constrained local polynomial approach can improve the performance of the pseudo-least squares estimates in the high-dimensional case, which is a worthy future research topic.
A limitation of the proposed method is that its estimation accuracy has not reached to that of the nonlinear least squares estimate. There is still a space to improve the proposed differential equation constrained local polynomial estimate. Another limitation of the proposed method, similar to the Liang-Wu's pseudo-least squares estimator, is its requirement to measure all state variables. If there are any latent (unobserved) variables, the proposed method cannot be directly applied. However, the proposed method can be adapted to deal with the latent state variables by paying more for computational cost.
More careful investigations are needed to evaluate the trade-off between the additional computational cost and the benefits. We also notice that, so far there is no good method to optimally select the bandwidth (h) and the data augmentation size (m), which is still an open question. We have followed the recommendations in Liang and Wu (2008) for bandwidth selection and it works well in our numerical studies. The selection of m for data-augmentation is not very critical based on our simulation results. In theory, we can select m as large as possible as long as we can afford the additional computational cost. However, the formal theoretical investigation on selection of optimal h and m is definitely another worthy future research topic.
The proposed differential equation constrained local polynomial estimator is a linearized estimator in contrast to a nonlinear estimator such as Liang-Wu's pseudo-least squares estimator. Hence it is possible to extend the approach to population differential equation models (ODE). Longitudinal dynamic (random coefficient) ODE models have been suggested by Putter et al. (2002) , Huang, Liu and , in which the hierarchical Bayesian approach was used to estimate popula-tion dynamic parameters in HIV dynamic models from longitudinal clinical data. Li et al (2002) proposed a spline-enhanced population model to study pharmacokinetics using a random time-varying coefficient ODE model. Guedj, Thiebaut, and Commenges (2007) used the maximum likelihood approach directly to estimate unknown parameters in random coefficient ODE models. Fang, Wu and Zhu (2011) extended the two-stage estimation method to random coefficient ODE models for longitudinal data. However, the extension of the differential equation constrained local polynomial estimator to the population mixed-effects ODE model is not trivial and remains an open research topic.
Jacobian matrix J is sparse with many zero elements: 
where
Since p is fixed, DX i,k and Dθ i,k are sums of fixed number of terms. Since by (A.1), the kernel sums of
, the error analysis later often only need to focus on the lowest power term in DX i,k and Dθ i,k . That is, 1 and
respectively.
Direct calculation shows that
where the subscripts of the four sub-matrices denote their dimensions. The matrix D is a m × m diagonal matrix with entries
The k-th row of the L matrix is
and
The definition of A F is given under (2.7). Proof of Lemma 1: The proof of Lemma 1 comes from direct calculations using
and (A.1). Notice that that DX i,k has p + 1 terms that each is of the form of powers
Since the asymptotic is done for fixed p, m → ∞ and n → ∞, asymptotically D k corresponds to the term with highest order among the (p + 1) 2 terms. The leading term
The rest of terms are of order S k,j for some j ≥ 1 so are of order O p (nh j ) or O p (nh j+1 ). Either way, they are at most of It is easy to check by the block matrix algebra that
The order of quantities in (A.6) is described in the following lemma whose proof is provided in the online supplemental materials.
Using the results in Lemma 1 and 2, 
Similar to the analysis in the proof of Lemma 1, we evaluate the order of J T W T j by focusing on the term with the lowest power of (t i −t * k ) as the higher power terms lead to a smaller order kernel sum. The first m elements in J T W T j are of the form
Again, the lowest power term in Dθ i,k is (t i − t * k ) so that those last q elements are of the same order as ..., m, (A.11) and 
The proof of Lemma 3 is given in the online supplemental materials. Using (A.6), we directly calculate var(θ) as 
