Abstract. We present an algorithm that achieves superlinear convergence for nonlinear programs satisfying the Mangasarian-Fromovitz constraint quali cation and the quadratic growth condition. This convergence result is obtained despite the potential lack of a locally convex augmented Lagrangian. The algorithm solves a succession of subproblems that have quadratic objective and quadratic constraints, both possibly nonconvex. By the use of a trust-region constraint we guarantee that any stationary point of the subproblem induces superlinear convergence which avoids the problem of computing a global minimum.
1. Introduction. Recently, there has been renewed interest in analyzing and modifying the algorithms for constrained nonlinear optimization for cases where the traditional regularity conditions do not hold 5, 12, 11, 20, 24, 23] . This research has been motivated by the fact that large-scale nonlinear programming problems tend to be almost degenerate (have large condition numbers for the Jacobian of the active constraints). It is therefore important to de ne algorithms that are as little dependent as possible of the ill-conditioning of the constraints. In this work, we term as degenerate those nonlinear programs (NLPs) for which the gradients of the active constraints are linearly dependent. In this case there may be several feasible Lagrange multipliers.
Many of the previous analysis and rate of convergence results for degenerate NLP 5, 12, 11, 20, 24, 23] are based on the validity of some second-order conditions. These are essentially equivalent to the condition in unconstrained optimization that, for a critical point of a function f(x) to be a local minimum, f xx 0 is a necessary condition and f xx 0 is a su cient condition. Here is the positive semide nite ordering. The place of f xx in constrained optimization is taken for these conditions by L xx , the Hessian of the Lagrangian, which is now required to be positive de nite on the critical cone for one or all of the Lagrange multipliers 7, 21] .
This work di ers from previous approaches in that we assume only that 1. At a local solution x of the constrained nonlinear program, the rst-order Mangasarian-Fromovitz 18, 17] constraint quali cation holds. 2. The quadratic growth condition (QG) 6, 15] is satis ed:
f(x) f(x ) + jjx ? x jj 2 (1.1) for some > 0 and all x feasible in a neighborhood of x . 3. The data of the problem are twice continuously di erentiable. These assumptions are equivalent to a weaker form of the second-order su cient conditions 14, 6] which does not require the positive semide niteness of the Hessian of the Lagrangian on the entire critical cone. In a recent a paper 2] it has been shown that these conditions guarantee that x is an isolated stationary point and that a steepest-descent like algorithm induces linear convergence to x . The framework used here accommodates even problems for which no locally convex augmented Lagrangian exists 2], which do not satisfy the assumptions of most other convergence results 5, 12, 11, 20, 24] .
In this paper we de ne an algorithm that is superlinearly convergent even in the very general conditions outlined above. The trade-o is that the subproblems to be solved are more complex than a quadratic program. The algorithm can be justi ed by a particular perspective on Newton's method for unconstrained optimization. If f(x) is the function to be minimized without constraints then su ciently close to a solution x Newton's direction, d, is a solution of the quadratic minimization problem. The term f(x) is constant for this minimization problem, but we include it to emphasize that we can regard d as a solution of the second-order approximation to the problem. If we have an inequality constrained nonlinear program, min x f(x) subject to g i (x) 0 i = 1; 2; : : :; m; its second-order approximation at x is the following problem We call such a problem a quadratically constrained quadratic problem (QCQP). To ensure that the problem is bounded even for x far from the solution x , we add to the problem a trust-region constraint, which is also quadratic:
The problem is generally not convex and thus nding the global optimum may be a di cult problem. Also, the trust-region constraint may interfere with the order of convergence. However, we show that for x close to x and for su ciently small but xed: 1. The trust region constraint is inactive at any stationary point of the QCQP. 2. Any stationary point d of the QCQP used as a progress direction induces superlinear convergence. Therefore, nding a local solution to the QCQP is su cient to induce superlinear convergence of the iterates, which considerably reduces the conceptual complexity of a sequential QCQP (SQCQP) algorithm. Note that the QCQP subproblem is identical to the one used in 16], although the analysis conditions in this work are more general.
The paper is structured as follows. In Subsection 1.1 we discuss the di erent conditions de ning a stationary point of a nonlinear program and the quadratic growth condition. Section 2 characterizes stationary points of the second-order approximation (QCQP) of the nonlinear program at x . We show that, if the trust-region constraint de nes a su ciently small region then the Mangasarian-Fromovitz constraint qualication is satis ed at any feasible point and d = 0 is the unique stationary point of the QCQP. As a result, in Section 3 we prove that, for x su ciently close to x , the trust-region constraint is inactive at any stationary point of QCQP and we prove the superlinear convergence of the SQCQP algorithm. We conclude with Section 4, where we brie y discuss possible approaches to solving the QCQP subproblem.
1.1. Previous Work, Framework, and Notations. We deal with the NLP problem min x f(x) subject to g(x) 0; (1.2) where f : I R n ! I R and g : I R n ! I R m are twice continuously di erentiable. Since our analysis is limited to a neighborhood of a point x that is a strict local minimum, we assume that all constraints are active at x , or g(x ) = 0. Such a situation can be obtained by choosing a su ciently small trust-region and simply dropping the constraints i for which g i (x ) < 0, since this relationship holds in an entire neighborhood of x . This does not reduce the generality of our results, but it simpli es the notation because now we do not have to refer separately to the active set.
The regularity condition, or constraint quali cation, ensures that a linear approximation of the feasible set in the neighborhood of x captures the geometry of the feasible set. Often in local convergence analysis of constrained optimization algorithms, it is assumed that the constraint gradients r x g i (x ), i = 1; 2::m, are linearly independent, so that the Lagrange multiplier in (1.6) is unique. We assume instead the Mangasarian-Fromovitz constraint quali cation (MFCQ) 18, 17] : r x g i (x ) T p ? 0 ; i = 1; 2; : : :; m; for some 0 > 0, p 2 I R n , jjpjj = 1. The critical cone at x is 7, 22] C = u 2 I R n j r x g i (x ) T u 0; i = 1; 2; : : :; m; r x f(x ) T u = 0 :
We brie y review some of the second-order conditions in the literature. In the framework of 7], the second-order su cient conditions for x to be an isolated local solution of (1. (1.12) Further analysis shows that, in presence of MFCQ, these conditions are necessary and su cient for the quadratic growth condition to hold 6, 14, 15, 22] .
If the condition (1.12) holds, but (1.11) does not, then there may be no augmented Lagrangian with a positive semide nite Hessian, as it is shown with an example in 2]. This is an interesting aspect since it invalidates the usual working assumption of Lagrange multiplier methods 4]. It also shows that the analysis in this paper is done without assuming the existence of an augmented Lagrangian that has x as an unconstrained minimum.
In our analysis we use the L 1 nondi erentiable exact penalty function: P(x) = maxf0; g 1 (x); :::g m (x)g: (1.13) If the MFCQ (1.7) conditions hold at x , then the quadratic growth condition (1.1) and the second order conditions (1.12) are each equivalent to the following condition 6] minff(x) ? f(x ); P(x)g jjx ? x jj 2 (1.14) for some > 0 and all x in a neighborhood of x .
For some function h : I R n ! I R k we denote by c 1h , c 2h bounds depending on the rst and second derivatives of h. The positive and negative parts of h(x) are h + (x) = maxfh(x); 0g and respectively, h ? (x) = maxf?h(x); 0g, both taken componentwise.
With this notation h(x) = h + (x) ? h ? (x). Also, in our notation, r x g i (x), and r x g(x) are column vectors. 4 In this work we need to estimate distances to sets described by linear constraints: P = fd 2 I R n j M eq d + q eq = 0; M in d + q in 0g ; (1.15) where M eq and M in are n eq n and, respectively, n in n matrices and q eq and q in are n eq and, respectively, n in dimensional vectors. By Ho man's Lemma 13] , if P 6 = ;, The aim of this section is to show that under assumptions (2.3) and (2.2), there exists 5 > 0 such that d = 0 is the only stationary point of TRQCQP( ) (2.1), for any 0 5 . As a consequence any algorithm that reaches a stationary point of TRQCQP( ) (2.1) nds its global optimum. The results from 2] ensure that d = 0 is an isolated stationary point of TRQCQP( ) (2.1). However, the developments of this section are necessary to ensure that additional stationary points are not introduced by the trust region constraint.
The proof has the following steps, each stated for su ciently small . Lemma 2.4 proves that MFCQ (1.7) is satis ed for all stationary pointsd of (2.1). Therefore, at any stationary point there exist Lagrange multipliers that satisfy (1.6); Lemma 2.3 ultimately implies that for any Lagrange multiplier at a stationary pointd of (2.1) there exists a su ciently close Lagrange multiplier at d = 0 whose active subset is included in the active subset of . This leads to the identity ( i + i )(b T id + Lemma 2.5 proves that the multiplier of the trust-region constraint is bounded above. This in turn implies Lemma 2.6: the Lagrange multipliers of all potential stationary points are uniformly bounded. Theorem 2.7, the main result of this section, proves thatd = 0 is the unique stationary point of (2.1). Subsection 2.1 contains additional results implied by Ho man's Lemma (1.16), which are used in Section 3. The important consequence of this lemma is that Lagrange multipliers exist at any stationary point of TRQCQP( ) (2.1).
Sensitivity results for
Proof Take We can now divide through (2.27) with kq 1 and take the limit as q ! 1 and kq 1 ! 1. We obtain where is the quantity from Lemma 2.3, c is the quantity from Lemma 2.5, 1 is the quantity from Lemma 2.6 and j , j = 1; 2; 3; 4, are the bounds on the trust regions that ensure that all preceding results hold. At every step, the algorithm solves a problem with quadratic constraints and a quadratic objective, none of which are assumed to be convex. We name the above algorithm sequential quadratically constrained quadratic programming or SQCQP.
As outlined in Subsection 1.1, we assume without loss of generality that g i (x ) = 0; 8i = 1; 2; : : :; m; after eventually considering a su ciently small trust-region, and that the quadratic growth condition (1.1) and MFCQ (1.7) hold at a local solution x of the nonlinear program (1.2). From 14, 6] these conditions are equivalent to MFCQ (1.7) and (1.12), which are expressed only in terms of the derivatives of the data up to the second order. We show that (3.1) is feasible for xed and x in some neighborhood of x . Since it is also bounded, a stationary point must exist. Due to the fact that it captures the entire information up to second order for (1.2) at x , the quadratically constrained quadratic program satis es MFCQ (1.7) and (1.12) at d = 0. As a result of 14, 6] it follows that (3.2) satis es MFCQ (2.2) and the quadratic growth condition (2.3). Therefore, all the results from Section 2 apply for (3.2). We follow a line of proof similar to the one in Section 2.
Theorem 3.1 proves that MFCQ (1.7) is satis ed by (3.1) in a neighborhood of x and that the trust-region constraint is inactive at any stationary point d of (3.1). Corollary 3.2 further insures that in a neighborhood of x , the Lagrange multipliers of (3.1) are uniformly bounded. Lemma 3.3 ultimately implies that for any Lagrange multiplier at a stationary point d of (3.1) at x = x there exists a su ciently close Lagrange multiplier at x = x whose active subset is included in the active subset of . This in turn leads to the conclusions of Lemma 3.4 that ( i + i )g i (x+d) = o(jjdjj 2 ) and that P(x + d) = o(jjdjj 2 ), where d is a stationary point of (3.1). This helps bound above the variations in the objective function of (3.1) in the proof of Theorem 3.5. Theorems 3.5 and 3.6 prove the superlinear convergence of a sequence x k+1 = x k + d k initiated su ciently close to x , where d k is any stationary point of (3.1). (iii) For any sequence x k 2 N (x ), k = 1; 2; : : : with x k ! x when k ! 1.
and withd k a stationary point of (3.1) at x = x k , we must haved k ! 0 as k ! 1. .2) we still obtain a feasible nonlinear program. We regard (3.1) as a perturbation of (3.2) and we therefore have, from the fact that f; g are twice continuously di erentiable, that there exist a neighborhood N 2 (x ) of x such that (3.1) is feasible for any x 2 N 2 (x ), which proves part (i) as long as N (x ) N 2 (x ), which will be established later. we can extract a subsequence k q such that x kq ! x , kq ! , d kq ! d 6 = 0 as q ! 1. Taking the limit as q ! 1 in (3.3) we obtain from the continuity of all data involved in terms of (x; d), that d is a stationary point of (3.2). Since d 6 = 0 this contradicts the outcome of Theorem 2.7 that is valid due to our choice of 6 . This proves (iii).
Assume now that (iv) does not hold. It then follows that there exists a sequence x k ! x with d k a stationary point and such that d k = . But this contradicts the conclusion of (iii) and thus there exists a neighborhood N (x ) N 3 (x ) such that for x 2 N (x ) any stationary point of (3.1) satis es d T d < 2 and for which the conclusions of parts (i),(ii) and (iii) hold. The proof is complete. is a continuous function on jjwjj 7 with the property that i (0) = 0. We have that d is a stationary point of (3.1) and as a result satis es g i (x) + r x g i (x) T d + The relation (3.9) now follows by comparing (3.9), (3.10) and (3.12) and taking 3h (z) = 1 3h (z) + 2 3h (z). If h were three times continuously di erentiable, then 3h would be related to the third derivative of h, from the error formula of trapezoidal integration 1], which is the origin of our subscript notation. Proof Since x k ! x , the sequence x k eventually reaches N 1 (x ). Since 0 < 7 , this means that Lemmas 3.4 and 3.3, as well as all preceding results apply for su ciently large k. Using (3.9) we get that
? r x f(x k ) + r 2 xx f( Using the Kuhn-Tucker conditions (1.6) to replace r x f(x k ) +r 2 xx f(x k )d k and r x f(x ) in terms of g and the Lagrange multipliers, and using the bounds k 1 1 , jj jj 1 1 , that follow from Corollary 3.2, we get from (3.13) f(x k + d k ) ? f(x ) (3.16) 18 We now bound all terms involving and . Using that jj ? jj c ( x k ? x + d k ) from (3.14) and that g is twice continuously di erentiable and thus 
