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Abstract
Deep learning methods continue to have a
decided impact on machine learning, both
in theory and in practice. Statistical theo-
retical developments have been mostly con-
cerned with approximability or rates of esti-
mation when recovering infinite dimensional
objects (curves or densities). Despite the im-
pressive array of available theoretical results,
the literature has been largely silent about
uncertainty quantification for deep learning.
This paper takes a step forward in this im-
portant direction by taking a Bayesian point
of view. We study Gaussian approximabil-
ity of certain aspects of posterior distribu-
tions of sparse deep ReLU architectures in
non-parametric regression. Building on tools
from Bayesian non-parametrics, we provide
semi-parametric Bernstein-von Mises theo-
rems for linear and quadratic functionals,
which guarantee that implied Bayesian cred-
ible regions have valid frequentist coverage.
Our results provide new theoretical justifica-
tions for (Bayesian) deep learning with ReLU
activation functions, highlighting their infer-
ential potential.
1 Introduction
Neural networks have emerged as one of the most
powerful prediction systems. Their empirical success
has been amply documented in many applications in-
cluding image classification (Krizhevsky et al., 2012),
speech recognition (Hinton et al., 2012) or game intel-
ligence (Silver et al., 2016). Beyond algorithmic de-
velopments, there has been a rapid progress in theo-
retical understanding of deep learning (Anthony and
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Bartlett, 2009). The majority of existing statistical
theory has been concerned with prediction aspects, e.g.
approximability (Telgarsky, 2016; Yarotsky, 2017; Vi-
tushkin, 1964) or rates of convergence (either from a
frequentist point of view (Mhaskar et al., 2017; Poggio
et al., 2017; Schmidt-Hieber, 2017) or a Bayesian point
of view (Polson and Rockova, 2018)). A distinguish-
ing feature of statistics, that goes beyond mere con-
struction of prediction maps, is providing uncertainty
quantification (UQ) for inference (hypothesis testing
and confidence assessments). The statistical approach
to uncertainty quantification uses observations to con-
struct a random subset (confidence set) which contains
the truth with large probability. While computational
methods such as Boostrapped DQN (Osband et al.,
2016) and Deep Ensembles (Lakshminarayanan et al.,
2017) have been proposed to quantify predictive un-
certainty, theoretically justifiable developments on UQ
for deep learning are more rare.
A structured approach to the problem of uncertainty
assessment lies in Bayesian hierarchical modeling. The
Bayesian paradigm for deep learning places a proba-
bilistic blanket over architectures/parameters and al-
lows for uncertainty quantification via posterior dis-
tributions (Neal, 1993). While exact Bayesian infer-
ence is computationally intractable, many approxi-
mate methods have been developed including MCMC
(Neal, 2012), Variational Bayes (Ullrich et al., 2017),
Bayes by Backprop (Blundell et al., 2015), Scalable
Data Augmentation (Wang et al., 2019), Monte Carlo
Dropout (Gal and Ghahramani, 2016), Hamiltonian
methods (Springenberg et al., 2016). The Bayesian
inference is fundamentally justified by the Bernstein-
von Mises (BvM) theorem. The BvM phenomenon
occurs when, as the number of observations increases,
the posterior distribution is approximately Gaussian,
centered at an efficient estimator of the parameter of
interest. Moreover, the posterior credible sets, i.e. re-
gions with prescribed posterior probability, are then
also confidence regions with the same asymptotic cov-
erage. While the BvM limit is not unexpected in regu-
lar parametric models, infinite-dimensional notions of
BvM are far from obvious (see e.g. Castillo and Nickl
(2013)).
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Uncertainty Quantification for Sparse Deep Learning
Our paper deals with uncertainty quantification. Our
approach is inherently Bayesian and, as such, is con-
ceptually epistemic where uncertainty about the un-
known state of nature is expressed through priors and
coherently updated with the data. The frequentist no-
tion of uncertainty is primarily aleatoric as it reflects
variability in possible realizations of an event that is
largely stochastic in nature and is irreducible. The
premise of the BvM phenomenon is that these two
uncertainties, while qualitatively very different, are
not mutually exclusive in the sense that their quan-
tifications can agree. Priors that are not subjective
and more automatic do not necessarily adhere to epis-
temic interpretation and can yield aleatoric measures
of quantification. Our work sheds light on the fact
that frequentist calibration is an attainable goal of
Bayesian statistical procedures, where the BvM phe-
nomenon facilitates communication of uncertainty us-
ing the more universally understood frequentist con-
cept (Dawid, 1982).
In this note, we study the semi-parametric BvM phe-
nomenon concerning the limiting behavior of the pos-
terior distribution of certain low-dimensional sum-
maries of a regression function. In particular, we as-
sume a non-parametric regression model with fixed
covariates and sparse deep ReLU network priors,
which have been recently shown to attain the op-
timal speed of posterior contraction (Polson and
Rockova, 2018). Building on Castillo and Rousseau
(2015), who laid down the general framework for
semi-parametric BvMs, and on Polson and Rockova
(2018), we formulate asymptotic normality for linear
and quadratic functionals. Related semi-parametric
BvM results have been established for density estima-
tion (Rivoirard and Rousseau, 2012), Gaussian process
priors (Castillo, 2012b,a), covariance matrix (Gao and
Zhou, 2016) and tree/forest priors (Rockova, 2019).
Our results provide new frequentist theoretical justifi-
cations for Bayesian deep learning inference with cer-
tain aspects of a regression function.
Our analysis focuses on sparse deep ReLU networks.
Deep networks have been shown to outperform shal-
low ones in terms of representation power (Telgarsky,
2016), model complexity (Mhaskar et al., 2017) and
generalization (Kawaguchi et al., 2017). The ReLU
squashing function has been generally preferred due to
its expressibility and inherent sparsity. For instance,
Yarotsky (2017) provides error bounds for approximat-
ing polynomials and smooth functions with deep ReLU
networks. Schmidt-Hieber (2017) showed that deep
sparse ReLU networks can yield rate-optimal recon-
structions of smooth functions and their compositions.
Sparse architectures (in addition to ReLU) can re-
duce the test error. For example, sparsification can be
achieved with dropout (Srivastava et al., 2014) which
averages over sparse structures by randomly remov-
ing nodes and, thereby, alleviates overfitting. More
recently, Polson and Rockova (2018) proposed Spike-
and-Slab Deep Learning (SS-DL) as a fully Bayesian
variant of dropout. Their framework provably does not
overfit and achieves an adaptive near-minimax-rate op-
timal posterior concentration. Liu (2019) studies the
BvM phenomena for the gradient function of Bayesian
deep ReLU network and proposes a variable selection
method based on the credible intervals. We continue
the theoretical investigation of SS-DL in this paper.
Similar to Rockova (2019), we consider a non-
parametric regression model where responses Y (n) =
(Y1, . . . , Yn)
′ are linked to fixed covariates xi =
(xi1, . . . , xip)
′ ∈ [0, 1]p for i = 1, . . . , n as follows
Yi = f0(xi) + i, i
iid∼ N(0, 1), (1)
where f0 ∈ Hαp is an α-Ho¨lder smooth function on a
unit cube [0, 1]p for some α > 0. The true generative
model implied by (1) will be denoted by Pn0 . We want
to reconstruct f0 with f ∈ F , where the model class F
is assigned a prior distribution Π. Our goal is to study
the asymptotic behavior of the posterior distribution
Π
[√
n(Ψ(f)− Ψˆ) |Y (n)
]
,
where Ψ : F → R is a measurable function of interest
and where Ψˆ is a random centering point (see Theorem
2.1 in Castillo and Rousseau (2015)).
Two functionals are considered in our work. The first
one is the linear functional
Ψ(f) =
1
n
n∑
i=1
a(xi)f(xi), (2)
with a constant weighting functions a(·). We discuss
potential generalizations to the non-constant case later
in Section 5 . The second functional of interest is the
squared-L2 norm
Ψ(f) = ‖f‖2L , (3)
where ‖f‖2L = 1n
∑n
i=1[f(xi)]
2. Note that ‖·‖L cor-
responds to the LAN (locally asymptotically normal)
norm, which is equivalent to the empirical L2-norm
‖·‖n in our model. There is extensive literature on
minimax estimation of linear and quadratic function-
als, initiated in Ibragimov and Khasminskii (1985) and
followed by Cai and Low (2005); Efromovich and Low
(1996); Collier et al. (2017), to name a few. While
the linear functional is useful for inference about the
average regression surface, the quadratic functional is
useful in many testing problems, including construc-
tion of confidence balls (Cai and Low, 2006) and good-
ness of fit tests (Du¨mbgen, 1998; Butucea, 2007). We
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study adaptive estimation of the two functionals from
a Bayesian perspective.
First, we give the definition of asymptotic normality.
Definition 1.1. Denote with β the bounded Lipschitz
metric for weak convergence and with τn the mapping
τn : f →
√
n(Ψ(f) − Ψn). We say that the posterior
distribution of the functional Ψ(f) is asymptotically
normal with centering Ψn and variance V if
β(Π[· | Y (n)] ◦ τ−1n ,N (0, V ))→ 0, (4)
in Pn0 -probability as n → ∞. We will write this more
compactly as Π[· | Y (n)] ◦ τ−1n  N (0, V ).
Next, we say that the posterior distribution satisfies
the BvM theorem if (4) holds with Ψn = Ψˆ + oP (
1√
n
)
for Ψˆ a linear efficient estimator of Ψ(f0).
Castillo and Rousseau (2015) provide general condi-
tions on the model and on the function Ψ(·) to guaran-
tee that the BvM phenomenon holds. Our results are
built on the first-order approximation technique devel-
oped in their work. Essentially, we want to show that
the sparse deep learning posterior can approximate
both f0 and the linear expansion term well enough
so that the remainder term vanishes when n→∞.
The rest of our paper is organized as follows. Sec-
tion 2 defines sparse ReLU networks and reviews the
posterior concentration results. Section 3 contains the
main results of BvM properties of the two functionals
and Section 4 discusses extensions to adaptive priors.
Section 5 concludes with a discussion.
2 Deep ReLU Networks
We follow the notation used in Polson and Rockova
(2018). We denote with F(L,p, s) the class of sparse
ReLU networks with L ∈ N layers, a vector of p =
(p0, . . . , pL+1)
′ ∈ NL+2 hidden units and sparsity level
s ∈ N, which is the upper bound on the number of
nonzero parameters. In our model, we have p0 = p
and pL+1 = 1. Each function f
DL
B (x) ∈ F(L,p, s)
takes the form
fDLB (x) = WL+1σbL
(
WLσbL−1 · · ·σb1(W1x)
)
+ bL+1
(5)
where bl ∈ Rpl are shift vectors and Wl are pl × pl−1
weight matrices that link neurons between the (l −
1)th and lth layers and σb(x) is the squashing function.
Throughout this work, we assume the rectified linear
(ReLU) function σb(x) = max(x+ b, 0) which applies
to vectors elementwise. Note that the top layer shift
parameter bL+1 is outside the ReLU function since the
top layer is only a linear function. We denote the sets
of all model parameters with
B = {(W1, b1), . . . , (WL, bL), (WL+1, bL+1)}. (6)
Let Zl ∈ Rpl represent the hidden nodes of the lth
layer obtained as
Zl(x) = σbl(WlZl−1(x)), for l = 1 . . . , L,
Z0(x) = x.
We use Z = {Zl}Ll=1 to represent the collection of all
hidden neurons. Their values are completely deter-
mined by {Wl, bl}Ll=1, independently of the top layer
parameters {WL+1, bL+1}.
2.1 Spike-and-Slab Priors
We place a probabilistic structure on B that is slightly
different from Polson and Rockova (2018). In partic-
ular, we remove the spike-and-slab prior on the top
layer L to obtain a fully-connected top layer for each
function fDLB (x). Such a relaxation on the top layer
facilitates the change of measure step in our results.
Later we show that having a fully connected top layer
does not affect the network approximability and the
posterior concentration rate.
We convert B into a vector by stacking {Wl, bl}L+1l=1
from the bottom to the top and denote B =
(β1, . . . , βT )
′, where T =
∑L
l=0 pl+1(pl + 1) is the
number of parameters in a fully connected network
with L layers and a vector of p neurons. Note
that {βj}j>T−(pL+1) corresponds to the top layer
{WL+1, bL+1}. Then the priors on B are
pi(βj | γj) = γj p˜i(βj) + (1− γj)δ0(βj), (7)
with
γj = 1 for j > T − (pL + 1), (8)
where p˜i(β) is specified as
p˜i(βj) =
{
N(0, 1), j > T − pL + 1,
Uniform[−1, 1], j ≤ T − pL + 1, (9)
i.e., the top layer weights follow standard normal dis-
tribution, while the deep weights follow uniform dis-
tribution on [−1, 1]. δ0(β) is a dirac spike at zero,
and γj ∈ {0, 1} for whether or not βj is nonzero. We
let γj = 1 for all j > T − (pL + 1) so that the top
layer is fully connected. The vector γ = (γ1, . . . , γT )
′
encodes the connectivity pattern below the top layer.
We assume that, given the network structure and the
sparsity level s = |γ| > pL, all architectures are equally
likely a priori, i.e.
pi(γ | p, s) = I(γj = 1 for j > T − pL − 1)(
T−pL−1
s−pL−1
) . (10)
We denote with Vp,s the set of all combinatorial pos-
sibilities of connectivity patterns below the top layer.
For a given sparsity level s, we can write
F(L,p, s) =
⋃
γ∈Vp,s
F(L,p, γ), (11)
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where each shell F(L,p, γ) consists of all uniformly
bounded functions fDLB with the same connectivity
pattern γ, i.e. F(L,p, γ) = {fDLB (x) ∈ F(L,p, s) :
fDLB (x) as in (5) with B arising from (7) for a given
γ ∈ Vp,sand where ∥∥fDLB (x)∥∥∞ < F} for some F > 0.
Remark 2.1. The prior for the deep coefficients βj
in (9) can be replaced by
p˜i(βj) = N(0, 1),∀j = 1, . . . , T. (12)
The posterior concentration rate can be also shown to
be rate-optimal under this prior. We give the sketch
of the proof after Theorem 6.1 in Supplemental Ma-
terial. Moreover, the BvM property for this prior can
be immediately concluded from our proofs of Theorems
3.1-3.3.
2.2 A Connection between Deep ReLUs and
Trees
Before proceeding, it will be useful to revisit a con-
nection between networks and trees. Recall that any
deep ReLU network function can be written as a sum
of local linear functions, i.e.
fDLB (x) =
K∑
k=1
I(x ∈ Ωk)(β˜′kx+ α˜k), (13)
where {Ωk}Kk=1 is a partition of the predictor space
made by recursive ReLU layers (see Polson and
Sokolov (2017) for illustrations). Both the partition
{Ωk}Kk=1 and the coefficients of the local linear func-
tions {β˜k, α˜k}Kk=1 are determined from {Wl, bl}L+1l=1 .
We have omitted the dependence on B for simplicity
of notation.
Balestriero and Baraniuk (2018) view ReLU as Max-
Affine Spline Functions (MASO) and describe how
the local linear functions and partitions are deter-
mined from weights B. They point out that the par-
tition by layer l contains up to 2pl convex conjoint
regions. In practice, however, many of them could
be empty intersections. Montufar et al. (2014) shows
that the number of linear regions K of ReLU net-
works is upper-bounded by 2T and lower-bounded by
(
∏L−1
l=1 bplp cp)
∑p
j=1
(
pL
j
)
. Hanin and Rolnick (2019)
further measure the volume of the boundaries between
these regions.
Deep ReLU networks are similar to trees/forests meth-
ods in the sense that they also partition the predictor
space. In fact, any regression tree can be represented
by a neural network with a particular activation func-
tion, as we illustrate below using an example from Biau
et al. (2016).
Example 1 Define an activation function τb : R →
{−1, 1} such that
τb(x) = 2Ix+b≥0 − 1.
We can reconstruct a two-dimensional (p = 2) example
in Figure 1 with a neural network as
Z1 = τ−b1(X1) Z2 = τ−b2(X2),
Z3 = τ−2(−Z1 + Z2) Z4 = τ−2(Z1 + Z2),
Z5 = τ−1(Z1) fDLB (x) =
5∑
i=3
WiZi.
where b1 and b2 set the decision boundaries along
(X1, X2) axes in the tree, and {Wi}5i=3 are the jump
sizes in each leaf node. A more detailed explanation
of the choice of weights can be found in Biau et al.
(2016). By analogy, the hierarchical segmentation is
determined by the deep layers while the values of the
leaf nodes are assigned by the top layer.
Figure 1: Visualization of Example 1
Deep ReLU networks use a different activation func-
tion and thereby place fewer restrictions on the geom-
etry of the partition boundaries (shards as opposed to
boxes). There are two aspects that make the analy-
sis of deep ReLU networks more difficult. First, the
partitioning lines do not align with coordinate axes
when Wl 6= 0. Second, the partitioning cells {Ωk}Kk=1
and the local linear coefficients {β˜k, α˜k}Kk=1 are re-
lated as they both depend on the unknown coefficients
{Wl, bl}Ll=1. In tree models, on the other hand, they
are independent parameters.
To illustrate the correspondence between the parti-
tions and local linear functions as well as their rela-
tionship to B, we consider the following toy example.
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Example 2 Consider L = 1, p = 2 and p1 = 2.
Given the weights and shifts as
W1 =
(
W 11
W 12
)
, b1 = (b
1
1, b
1
2),W2 =
(
W 21
W 22
)
, b2 = b
2,
we can write the model as
Z1 = σb11(W
1
1x), Z2 = σb12(W
1
2x),
fDLB (x) = σb2(W
2
1Z1 +W
2
2Z2).
Then the corresponding {β˜k, α˜k,Ωk}5k=1 for each local
linear function can be organized as
i β˜i α˜i Ωi
1 W 21W
1
1 +W
2
2W
1
2 W
2
1 b
1
1 +W
2
2 b
1
2 + b
2 A1 ∩A2 ∩A3
2 W 21W
1
1 W
2
1 b
1
1 + b
2 A1 ∩Ac2 ∩A4
3 W 22W
1
2 W
2
2 b
1
2 + b
2 Ac1 ∩A2 ∩A5
4 0 max(b2, 0) Ac1 ∩Ac2
5 0 0 (Ω1 ∪ Ω2 ∪ Ω3 ∪ Ω4)c
with
A1 = {x : W 11x+ b11 > 0}, A2 = {x : W 12x+ b12 > 0},
A3 = {x : β˜1x+ α˜1 > 0}, A4 = {x : β˜2x+ α˜2 > 0},
A5 = {x : β˜3x+ α˜3 > 0}.
Here we use Aci to denote the complement of set Ai,
i.e., Aci = {x ∈ R2 : x /∈ Ai}. The covariance matrix
of {β˜k}3k=1 is
Var
 β˜1β˜2
β˜3
 = 2
9
 2 1 11 1 0
1 0 1
 .
This example is plotted in Figure 2, where the
boundaries of the partitions are nested according to
{β˜k, α˜k}5k=1 and determined by {Wl, bl}2l=1.
Figure 2: Visualization of Example 2
2.3 Posterior Concentration
One essential prerequisite for our BvM analysis is opti-
mal rate of posterior convergence. Polson and Rockova
(2018) (PR18) showed that sparse deep ReLUs attain
the near-minimax optimal rate and are adaptive to un-
known smoothness under suitable priors on the archi-
tecture size. Here, we use a modified prior with a fully
connected top linear layer (as given by (8)). The pos-
terior concentration result still holds. Indeed, for an
arbitrary sparse network, there exists at least one net-
work with a fully connected linear layer that achieves
the same approximation error. The approximability of
our class of networks is thus the same as the class con-
sidered in PR18. We illustrate how such a network can
be constructed in the Supplemental Material (Lemma
6.1).
Denoting (L∗, N∗, s∗) as in Theorem 5.1 of PR18 and
choosing the parameters of the network as{
L = L∗ + 1  log(n),
s = s∗ + 24pN∗ . np/(2α+p), (14)
we define
AMn = {fDLB ∈ F(L,p, s) :
∥∥fDLB − f0∥∥L ≤Mξn}
(15)
with ξn = n
−α/(2α+p) logδ(n) for some M > 0 and δ >
0. As we formalize in Theorem 6.1 in the Supplement,
one can show Π[AMnn |Y (n)] = 1+oP (1) for any Mn →
∞ and uniformly bounded α-Ho¨lder mappings f0.
Our analyses in Section 3 will be performed locally on
sets AMnn where the posterior concentrates.
3 Semi-parametric BvM’s
Locally on the sets An ≡ AMnn we will perform expan-
sions of the log-likelihood as well as the functional Ψ.
The log-likelihood is denoted with
`n(f) = −n
2
log 2pi −
n∑
i=1
[Yi − f(xi)]2
2
.
and the log-likelihood ratio ∆`(f) = `(f)−`(f0) can be
expressed as a sum of a quadratic term and a stochastic
term via the LAN expansion as follows
∆`(f) = −n
2
‖f − f0‖2L +
√
nWn(f − f0)
where
Wn(f − f0) = 〈f − f0,
√
n〉L
=
1
n
n∑
i=1
√
ni[f0(xi)− f(xi)].
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We focus on the first-order approximations of the func-
tionals. For any f ∈ An, we write
Ψ(f) = Ψ(f0) + 〈Ψ(1)0 , f − f0〉L + r(f, f0).
The first-order term Ψ
(1)
0 is equal to a for linear
functionals (2) and 2f0 for the quadratic functional
(3). The inner product 〈·, ·〉L is defined as 〈g, h〉L =
1
n
∑n
i=1 g(xi)h(xi) for two functions g and h.
Before we dive into the main development, we recall
the results in Castillo and Rousseau (2015) which will
be leveraged in our analysis.
There are two sufficient conditions for obtaining weak
asymptotic normality as defined in (4). The first one
is the vanishing remainder
sup
f∈An
∣∣t√nr(f, f0)∣∣ = oP (1). (16)
The second one is verifying∫
An
e`n(ft)−`n(f0)dΠ(f)∫
An
e`n(f)−`n(f0)dΠ(f)
= 1 + oP (1),∀t ∈ R, (17)
where ft = f − tΨ
(1)
0√
n
.
The second condition in (17) can be shown with a
change of measure argument and it guarantees that
the posterior has no extra bias term. With these
two conditions satisfied, the posterior behavior of√
n(Ψ(f) − Ψˆ) is asymptotically mean-zero normal
with variance V0 =
∥∥∥Ψ(1)0 ∥∥∥2
L
, where
Ψˆ = Ψ(f0) +
Wn(Ψ
(1)
0 )√
n
is a random centering point.
A crucial step is performing the change of measure in
(17), where we replace f with a shifted function ft
in the integration. This is complicated by the fact
that the shifted function ft does not necessarily have
to correspond to a deep ReLU network from the class
F(L,p, s). In the analysis of trees, for instance, one
can condition on the partition parameter and per-
form the shift of measure on functions supported on
the same partition, where the shift only affects step
heights. For a deep ReLU network, however, parti-
tions Ωk and local linear coefficients (˜bk, α˜k) in (13)
are not independent as they both depend on the deep
weights {Wl, bl}Ll=1. It is thereby not obvious how the
shift affects the partitions and the network coefficients.
If we want to preserve the partitions of the predictor
space, the only “free” parameters left to play with are
the top layer weights {WL+1, bL+1}. Similarly as for
trees, we consider conditioning on the deep coefficients
{Wl, bl}Ll=1, which is equivalent to conditioning on γ
and Z = {Zl}Ll=1, and perform the change of measure
only on the top layer. We write the function class
conditionally on (γ, Z) as
F(L,p, γ, Z) = {f ∈ F(L,p, s) : f = WL+1ZL+bL+1
and f has connectivity γ}. (18)
Since the prior of {Wl, bl}Ll=1 is continuous, there are
infinitely many (γ, Z)-dependent shells F(L,p, γ, Z)
inside F(L,p, s). The general scheme of our proof is
as follows. First, for each shell F(L,p, γ, Z), we have
a local centering point ΨˆγZ and a local variance V
γ
Z .
Moreover, the shifted function ft inside each shell lives
on the same partition as f and the change of measure
can therefore be performed more easily. Second, we
show that ΨˆγZ and V
γ
Z converge uniformly to a global
centering point Ψˆ and a global variance V0 for all Z and
γ inside An. This implies that we recover the global
BvM on F(L,p, s). The details of the local projections
and the proof of all theorems are in Supplemental Ma-
terial.
3.1 Linear Functionals
To start, we consider the linear functional in (2) where
a(·) is a constant function in which case Ψ(f) can be
viewed as a constant multiple of the average regression
surface evaluated at {xi}ni=1. Let
Ψ(f) = Ψ(f0) + 〈a, f − f0〉L, Ψ(1)0 = a,
Ψˆ = Ψ(f0) +
Wn(a)√
n
, V0 = ‖a‖2L .
Theorem 3.1. Assume the model (1), where f is en-
dowed with a prior on F (L,p, s) defined in (7), (8) and
(9). Assume that (14) is satisfied and that f0 ∈ Hαp ,
where p = O(1) as n → ∞, α < p and ‖f0‖∞ ≤ F .
When a(·) is constant, we have
Π(
√
n(Ψ(f)− Ψˆ) | Y (n)) N(0, ‖a‖2L)
in Pn0 -probability as n→∞.
Proof. Reference to a Section 6.4 in Supplemental Ma-
terial. When a(·) is constant, the shifted functions ft
can be easily constructed by shifting the top intercept
bL+1 → bL+1 − ta√n . The projection of a is not needed
as the remainder term is zero.
Remark 3.1. When a(·) is not constant, we need the
projection of a(·) (conditional on (γ, Z)), denoted by
aγ[Z], to be close to a for all Z and γ supported by An.
In order for the BvM result to hold, we would then
require the no-bias condition
〈a− aγ[Z], f − f0〉L = oP
(
1√
n
)
. (19)
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In order to verify this condition, one could view Z as a
collection of random sparse ReLU features and study
the approximability of this class. Although there are
some studies on the universal approximation error of
random ReLU features (Sun et al., 2019; Yehudai and
Shamir, 2019), general conditions for the approxima-
tion ability of such projections are not yet obvious.
3.2 Squared L2-norm Functional
We consider the quadratic functional in (3). The es-
timation of the L2-norm is closely related to minimax
optimal testing of hypothesis under empirical L2 dis-
tance (Collier et al., 2017). This functional could serve
as the risk function and has been used in many testing
problems (Cai and Low, 2006; Du¨mbgen, 1998). The
next theorem relies on the following notation
Ψ(f) = Ψ(f0) + 2〈f0, f − f0〉L + ‖f − f0‖2L ,Ψ(1)0 = 2f0,
Ψˆ = Ψ(f0) +
2Wn(f0)√
n
, V0 = 4 ‖f0‖2L .
Theorem 3.2. Assume the model (1), where f is en-
dowed with a prior on F (L,p, s) defined in (7), (8) and
(9). Assume that (14) is satisfied and that f0 ∈ Hαp ,
where p = O(1) as n→∞, α ∈ (p2 , p) and ‖f0‖∞ ≤ F .
Then we have
Π(
√
n(Ψ(f)− Ψˆ) | Y (n)) N(0, 4 ‖f0‖2L)
in Pn0 -probability as n→∞.
Proof. Reference to Section 6.5 in Supplemental Ma-
terial. For this quadratic functional, we use the (γ, Z)-
dependent projection fγ0[Z] to approximate Ψ
(1)
0 =
2f0 so that the change of measure can be conducted
through {WL+1, bL+1}. The additional constraint α >
p/2 is added to obtain ξ2n = o(
1√
n
), which ensures that
the remainder term (16) vanishes.
4 Adaptive Priors
The results in previous section are predicated on the
assumption that the smoothness α is known. This is
hardly ever satisfied in practice and the next natural
step is to inquire whether similar conclusions can be
obtained when α is unknown. Similarly as PR18, in-
stead of the α-dependent choices of the width N and
sparsity level s in (14), we deploy the following priors
that adapt to smoothness
pi(N) =
λN
(eλ − 1)N ! , for λ ∈ R, (20)
pi(s) ∝ e−λss, for λs > 0. (21)
The parameter space now consists of shells of sparse
ReLU networks with different widths and sparsity lev-
els, i.e.
F(L) =
∞⋃
N=1
T⋃
s=0
F(L,pLN , s), (22)
where F(L,pLN , s) was defined in (11). An approxi-
mating sieve can be constructed that consists of sparse
and not so wide networks, i.e.
Fn =
Nn⋃
N=1
sn⋃
s=0
F(L,pLN , s) (23)
with Nn  nξ2n/ log n and sn  nξ2n.
Following the same strategy as in the proof Theorem
6.2 of PR18, we extend the posterior concentration
result to the case of adaptive priors (7), (8), (20) and
(21) (see Theorem 6.2 in the Supplemental Material).
The next step is extending the BvM results from the
previous section. The following Theorem shows that
one can obtain asymptotic normality of the quadratic
and linear functionals without the exact knowledge of
α.
Theorem 4.1. Assume the model (1), where f is en-
dowed with a prior on F (L) defined through (7), (8),
(9), (20) and (21) with L  log(n). Assume that
f0 ∈ Hαp , where p = O(1) as n → ∞, α < p and
‖f0‖∞ ≤ F .
(i) For the linear functional Ψ(f) in (2) where a(·)
is constant, we obtain
Π(
√
n(Ψ(f)− Ψˆ) | Y (n)) N(0, ‖a‖2L),
where Ψˆ = Ψ(f0) +
1√
n
Wn(a).
(ii) For the square L2-norm functional Ψ(f) in (3),
we obtain for α ∈ (p2 , p)
Π(
√
n(Ψ(f)− Ψˆ) | Y (n)) N(0, 4 ‖f0‖2L)
where Ψˆ = Ψ(f0) +
2√
n
Wn(f0).
Proof. Reference to Section 6.6 in Supplemental Ma-
terial.
Remark 4.1. Similar constraints on the smoothness
α have been imposed in other related works (Farrell
et al., 2018). However, unlike in other developments
(Schmidt-Hieber, 2017; Farrell et al., 2018), the con-
vergence rates we build on are adaptive in the sense
that, beyond the assumption α < p, the exact knowl-
edge of α is not required. When the imposed smooth-
ness assumptions do not hold, one could still obtain
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asymptotic normality via misspecified BvM-type re-
sults (Kleijn and Van der Vaart, 2012) but uncertainty
quantification with the implied credible sets would be
problematic.
Remark 4.2. It is worth noting that our results do not
hinge on the assumption that f0 came from the prior.
Instead, f0 is an arbitrary Ho¨lder smooth function, not
necessarily a neural network. While the model is ul-
timately mis-specified, our results are attainable due
to the expressibility of deep ReLU networks where one
can approximate f0 with deep learning mappings with
a rapidly vanishing error. The fact that our poste-
rior concentrates around the truth at the optimal rate
makes the derivation of BvM and valid inference fea-
sible.
5 Discussion
In this paper, we obtained asymptotic normality re-
sults for linear and squared L2-norm functionals for
deep, sparse ReLU networks. These results can be
used as a basis for semi-parametric inference and can
be extended in various ways.
First, one could obtain similar formulations for gen-
eral smooth linear functionals by verifying the no bias
condition in (19). This relates to the approximation
ability of random ReLU features mentioned in Remark
3.1. The ReLU features act similarly as random ro-
tational trees. However, the nested nature of parti-
tions and local linear functions make the analysis dif-
ficult. Random features have gained much attention
recently. For instance, Rahimi and Recht (2008) show
how random features can be connected to kernel meth-
ods. Sun et al. (2019) discuss the universal approxima-
tion bounds for compositional ReLU features. Huang
et al. (2006) and Huang (2014) provide similar results
and they propose an implementation of the extreme
learning machine implementation, where only the top
layer is trained while deep layers are sampled randomly
from some distribution. A time-series variant of this
algorithm is the Deep Echo State Network (Sun et al.,
2017; McDermott and Wikle, 2019).
Another way to obtain BvM for smooth linear func-
tionals would be to construct a less-restrictive pro-
jection of the first-order term Ψ
(1)
0 . Schmidt-Hieber
(2017) shows that parallelization can be realized using
embedding networks. The shifted function ft could be
constructed as an embedding network that simultane-
ously represents (f,Ψ
(1)
0 ). This representation could
leverage the approximability of smooth functions a
with deep neural networks.
To sum up, our semi-parametric BvM results cer-
tify that (semi-parametric) inference with Bayesian
deep learning is valid and that meaningful uncertainty
quantification is attainable. Possible applications of
our results include casual inference, whereby embed-
ding our model within a missing data framework (Ray
and van der Vaart, 2018), the average functional can
be used for average treatment effect estimation. In
this vein, our results are relevant for the develop-
ment/understanding of the widely sought after ma-
chine learning methods for causal inference (Athey and
Wager, 2017). In particular, an extension of our work
along these lines will constitute a fully-Bayesian vari-
ant of the doubly-robust plug-in approach of Farrell
et al. (2018). In addition, the main theorems (The-
orem 3.1-3) provide foundations for testing hypothe-
ses such as exceedance of a level
∑n
i=1 f0(xi) > c.
Lastly, an important future direction will be quan-
tifying uncertainty about the entire function f0 (not
only its functionals), which was recently formalized for
Bayesian CART by Castillo and Rockova (2019).
Our work is primarily concerned with theoretical fre-
quentist study of the posterior distribution. Inves-
tigating practical usefulness and computation of our
priors is an important future direction. There are
various ways to approximate aspects of deep learning
posterior distributions under spike-and-slab prior, see
Polson and Rockova (2018) for a discussion on possi-
ble implementations. In addition, Deng et al. (2019)
proposed an adaptive empirical Bayesian method for
sparse deep learning with a self-adaptive spike-and-
slab prior.
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6 Supplemental Material
6.1 Rudiments
With the prior measure Π(·) on F(L,p, s), given observed data Y (n) = (Y1, . . . , Yn)′, inference about f0 is carried
out via the posterior distribution
Π(A|Y (n), {xi}ni=1) =
∫
A
∏n
i=1 Πf (Yi|xi)dΠ(f)∫ ∏n
i=1 Πf (Yi|xi)dΠ(f)
,∀A ∈ B
where B is a σ-field on F(L,p, s) and where Πf (Yi|xi) is the likelihood function for the output Yi under f .
6.2 Posterior Concentration Rate
First, we show that the posterior concentrates at the optimal (near-minimax) rate. We modify the result in
Polson and Rockova (2018) to our prior which differs in two aspects: (1) the top layer is fully connected, (2) the
top layer coefficients are assigned a Gaussian prior. First, we show that our fully-connected top layer networks
can approximate f0 as well as the networks considered in Polson and Rockova (2018) (i.e. with a sparse top
layer). The following Lemma demonstrates how one can construct a fully connected top layer network from any
network considered in PR18 so that their outputs are the same. A graphical illustration of this construction can
be found in Figure 3.
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Figure 3: Network Construction
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Lemma 6.1. Assume a sparse network fDLB∗ ∈ F˜(L,p∗, s∗) of the form (6) in PR18 with a sparsity pattern γ,
where F˜(L,p∗, s∗) is defined in Section 4 of PR18. With p∗ = (p, p∗1, . . . , p∗L, 1) ∈ NL+2 and |γ| = s∗, there
exists at least one network fDLB ∈ F(L + 1,p, s) with p = (p, p∗1, . . . , p∗L, p∗L, 1) ∈ NL+3 and |γ| = s ≤ s∗ + 2p∗L
such that fDLB∗ (x) = f
DL
B (x) for any x ∈ Rp.
Proof. We construct one function fDLB that satisfies the stated conditions. We denote B = {(Wl, bl) : 1 ≤ l ≤
L+ 2} such that p = (p, p∗1, . . . , p∗L, p∗L, 1) ∈ NL+3 and choose the same deep coefficients {Wl, bl} = {W ∗l , b∗l } for
each 1 ≤ l ≤ L. The parameters of the top layer are set as WL+2 = 1′p∗L and bL+2 = b
∗
L+1. Choosing the matrix
WL+1 in a way such that W
′
L+11p∗L = W
∗′
L+1 we obtain
fDLB (x) = WL+2ZL+1 + bL+2 = WL+2WL+1Z
∗
L + b
∗
L+1 = W
∗
L+1Z
∗
L + b
∗
L+1 = f
DL
B∗ (x).
The procedure we use to generate WL+1 from W
∗
L+1 can be found in Algorithm 1.
Algorithm 1 Network Construction of F(L+ 1,p, s) from F˜(L,p∗, s∗)
1: We assume W ∗L+1,1 6= 0
2: Initialize {Wl, bl}Ll=1 = {W ∗l , b∗l }Ll=1,WL+1 = 0pL×pL , bL+1 = 0,WL+2 = I′pL , bL+2 = b∗L+1
3: function h(j) . the index of last connected node (up to j) in layer L+1 of fDLB∗
h(j) := max{k ≤ j : WL+1,k 6= 0}
4: function ι(j) . #nodes in layer L+1 in fDLB that will be connected to ZL,h(j)
5: ι(j) :=
∑pL
i=1 I(h(i) = h(j))
6: procedure Generate WL+1 from W
∗
L+1
7: for each j = 1 : pL do
8: if h(j) = j then . when ZL,j previously connected in f
DL
B∗
9: WL+1,i,i =
W∗L+1,j
ι(j) . connect ZL,j to ZL+1,j with the averaged weights
10: else . when ZL,j previously unconnected in f
DL
B∗
11: WL+1,j,h(j) =
W∗L+1,h(j)
ι(j) . connect ZL,h(j) to ZL+1,j with the averaged weights
It turns out that the sparsity of this extended network satisfies
s = s∗ + ‖WL+2‖0 + ‖WL+1‖0 −
∥∥W ∗L+1∥∥0 = s∗ + 2p∗L − ∥∥W ∗L+1∥∥0 ≤ s∗ + 2p∗L.
With the construction from Lemma 6.1, our network class could achieve at least the same approximation error as
the one in Schmidt-Hieber (2017). To recover the posterior concentration rate results in Theorem 6.1 in PR18,
we impose the following conditions on (L, s,N)
L∗ ∝ log(n)
s∗ . np/(2α+p)
N∗ ∝ np/(2α+p)/ log(n)
⇒

L = L∗ + 1 ∝ log(n)
s ≤ s∗ + 2p∗L = s∗ + 24pN∗ . np/(2α+p) + np/(2α+p) plog(n) . np/(2α+p)
N = N∗ ∝ np/(2α+p)/ log(n)
The assumptions on the network structure (depth, width and sparsity) maintain very similar for our new prior.
We formally state the posterior concentration result for our prior below.
Theorem 6.1. Assume f0 ∈ Hαp where p = O(1) as n → ∞, α < p and ‖f0‖∞ ≤ F . Let L, s be as in (14),
and p = (p, 12pN, . . . , 12pN, 1)′ ∈ NL+2, where N = CNbnp/(2α+p)/ log(n)c for some CN > 0. Under the priors
from Section 2.1, the posterior distribution concentrates at the rate n = n
−α/(2α+p) logδ(n) for some δ > 1 in
the sense that
Π(fDLB ∈ F(L, p, s) : ‖f − f0‖n > Mnn | Y (n))→ 0
in Pn0 probability as n→∞ for any Mn →∞.
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Proof. The statement can be proved as in Rockova and Polson (2018) by verifying the following three conditions
(adopted from Ghosal and Van Der Vaart (2007))
sup
>n
log E
( 
36
;A,1 ∩ Fn; ‖·‖n
)
≤ n2n (24)
Π(An,1) ≥ e−dn
2
n (25)
Π(F\Fn) ≤ e−(d+2)n2n for some d > 2. (26)
We define Fn, for some Cn = Cnp/(2α+p) log2δ(n) and C > 0, as
Fn = {fDLB ∈ F(L,p, s) : ‖WL+1‖22 + b2L+1 ≤ Cn}.
Here Fn ⊂ F(L,p, s) is an approximating space (a sieve) consisting of functions whose top layer weights are
contained in a ball of radius
√
Cn in RpL+1. We show that this sieve contains most of the prior mass as required
in (26) for C > 0 large enough. Indeed, because p = O(1) and
pL + 1 = 12 pN + 1  np/(2α+p)/ log(n)
we have
Π(F\Fn) = P
(
‖WL+1‖22 + b2L+1 > Cn
)
= P(χ2pL+1 > Cn) = P(e
1
4χ
2
pL+1 > e
Cn
4 ) ≤ e−Cn4 2(pL+1)/2 → 0.
Next, we want to verify the entropy condition (24). Because
{fDLB ∈ Fn : ‖f‖∞ ≤ } ⊂ {fDLB ∈ Fn : ‖f‖n ≤ }
we have
sup
>n
log E
( 
36
; f ∈ Fn; ‖·‖∞
)
. log

 2
n/36
V (L+1)
s−(pL+1)
︸ ︷︷ ︸
(I)
 √Cn
n/36
V (L+1)
pL+1
︸ ︷︷ ︸
(II)

. (s+ 1) log
(
72
n
(L+ 1)(12pN + 1)2(L+1)
)
+ (pL + 1) log(n
p/(2α+p) log2δ(n))
. np/(2α+p) log(n) log
(
n/ logδ(n)
)
+ np/(2α+p)/ log(n) log
(
n log(n)
)
. np/(2α+p) log2(n) . n2n
for some δ > 1, where
V =
L+1∏
l=0
(Pl + 1) (27)
and using the fact that s . np/(2α+p) and L  log(n).
The covering number E( 36 ; f ∈ Fn; ‖·‖∞) consists of two parts. The part (I) stands for the covering number
for the deep architecture, while the part (II) is the covering number for the top layer. The calculations of the
covering numbers are derived from Lemma 12 of Schmidt-Hieber (2017) which shows∥∥fDLB − fDLB∗ ∥∥∞ ≤ ‖B −B∗‖∞ V (L+ 1)
with V defined as in (27). To make sure
∥∥fDLB − fDLB∗ ∥∥∞ ≤ n36 , we want ‖B −B∗‖∞ ≤ n/362V (L+1) . Since all
deep parameters are bounded in absolute value by one, we can discretize the unit cube [−1, 1]s−pL−1 with a
grid of a diameter n/362V (L+1) and obtain the covering number in part (I). For the top layer, the weights and the
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bias term are contained inside a (pL + 1)-dimensional ball with a radius
√
Cn. Part(II) for ‖·‖∞ is bounded by
the n/362V (L+1) -covering number of a Euclidean ball of radius
√
Cn in (pL + 1)-dimensional space (Edmunds and
Triebel, 2008).
Last, we need to show that the prior concentrates enough mass around the truth in the sense of (25). From
Lemma 6.1 and Lemma 5.1 in PR18, we know that there exists a neural network fˆBˆ ∈ Fn(L,p, s), such that∥∥∥fˆBˆ − f0∥∥∥
n
≤ /2.
We denote the connectivity pattern of fˆBˆ as γˆ (with sˆ = |γˆ|) and the corresponding set of coefficients as Bˆ.
Following the same arguments as in PR18, we have
{fDLB ∈ Fn(L,p, s) :
∥∥fDLB − f0∥∥n ≤ n} ⊃ {fDLB ∈ Fn(L,p, γˆ) : ∥∥fDLB − f0∥∥n ≤ n/2}.
We now denote with β ∈ RT and βˆ ∈ RT the vectorized nonzero coefficients in B and Bˆ that have the sparsity
pattern γˆ. We use γ(β) to pin down the sparsity pattern of β. Using Lemma 12 of Schmidt-Hieber (2017) we
have{
fDLB ∈ Fn(L,p, γˆ) :
∥∥fDLB − f0∥∥n ≤ n/2} ⊃ {β ∈ RT : γ(β) = γˆ and ∥∥∥β − βˆ∥∥∥∞ ≤ n2V (L+ 1)
}
. (28)
Altogether, we can write
Π(fDLB ∈ Fn(L,p, sˆ) :
∥∥fDLB − f0∥∥n ≤ n) > Π(fDLB ∈ Fn(L,p, γˆ) :
∥∥fDLB − f0∥∥n ≤ n/2)(
T−pL−1
sˆ−pL−1
)
>
1(
T−pL−1
sˆ−pL−1
)Π(β ∈ RT : γ(β) = γˆ and ∥∥∥β − βˆ∥∥∥
∞
≤ n
2V (L+ 1)
)
.
We note that with sˆ  np/(2α+p), L  log(n) and N  np/(2α+p)/ log(n)
1(
T−pL−1
sˆ−pL−1
) ≥ e−(L+1)sˆ log(12pN) > e−D1 log2(n)np/(2α+p)
for some D1 > 0. In addition, under the uniform prior on the deep coefficients and the standard normal prior
on the top layer, we can write
Π
(
β ∈ RT : γ(β) = γˆ and
∥∥∥β − βˆ∥∥∥
∞
≤ n
2V (L+ 1)
)
≥
(
n
2V (L+ 1)
)sˆ−pL−1 ∏
j>T−pL−1
Π
(∣∣∣βj − βˆj∣∣∣ ≤ n
2V (L+ 1)
)
=
(
n
2V (L+ 1)
)sˆ−pL−1 ∏
j>T−pL−1
∫ n
2V (L+1)
− n
2V (L+1)
dΠ(βj − βˆj). (29)
where the last T − pL − 1 coefficients in β are the top layer weights and bias as shown in (9).
We want to recenter the normal distribution at 0 rather than βˆj by using the following inequality
dN(βˆj , 1)
dN(0, 12 )
= e−
1
2 (βj−βˆj)2+β2j = e
1
2 (βj+βˆj)
2−βˆ2j ≥ e−βˆ2j .
Then we can continue with the lower bound for (29) as follows
(29) ≥
(
n
2V (L+ 1)
)sˆ−pL−1
e
−∑j>T−pL−1 βˆ2j
(∫ n
2V (L+1)
− n
2V (L+1)
dN
(
0,
1
2
))pL+1
≥
(
n
2V (L+ 1)
)sˆ−pL−1
e−Cn
(
e−(
n
2V (L+1)
)2 n√
piV (L+ 1)
)pL+1
≥
(
2√
2pi
)pL+1( n
2V (L+ 1)
)sˆ
e−Cne
− (pL+1)n
4(12pN+1)(L+1)(L+1) ≥ e−D2np/(2α+p) log2(n)
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for some D2 > 0 and recall that Cn = Cn
p/(2α+p) log2δ(n).Thus we can combine the bounds and conclude that
e−(D1+D2)n
p/(2α+p) log2(n) ≥ e−dn2n for some δ > 1 and d > D1 +D2. The proof is now complete.
It is worth noting that the same concentration rate still holds if we use N(0, 1) prior on all parameters. We could
define
Fn = {‖β‖22 ≤ Cn}.
The prior mass condition in (26) is
Π(F\Fn) = P(χ2s > Cn) ≤ e−C1n
p/(2α+p) log2δ(n).
The entropy condition in (24) is
sup
>n
log E( 
36
, f ∈ Fn; ‖·‖∞) . log

 √Cn
n/36
V (L+1)
s
. (s+ 1) log
(
72
n
(L+ 1)(12pN + 1)2(L+1)
)
+ s log(Cnp/(2α+p) log2δ(n))
. np/(2α+p) log(n) log
(
n/ logδ(n)
)
+ np/(2α+p) log(n log(n))
. n2n
for some δ > 1, using the fact that s . np/(2α+p) and L  log(n).
The prior concentration condition in (25) can be proved by changing (29) into
Π(β ∈ RT : γ(β) = γˆ,
∑
j
β2j ≤ Cn and
∥∥∥β − βˆ∥∥∥
∞
≤ n
2V (L+ 1)
)
≥ e−
∑
j βˆ
2
j
(∫ n
2V (L+1)
− n
2V (L+1)
dN(0,
1
2
)
)sˆ
≥ e−Cn
(
e−(
n
2V (L+1)
)2 n√
piV (L+ 1)
)sˆ
≥ e−Cn
(
n√
piV (L+ 1)
)sˆ
e
− sˆn
4(12pN+1)(L+1)(L+1) ≥ e−Dnp/(2α+p) log2(n).
Theorem 6.2. (adaptive priors) Assume f0 ∈ Hαp , where p = O(1) as n → ∞, α < p, and ‖f0‖∞ ≤ F . Let
L  log(n) and assume priors for N and s as in (20) and (21). Assume the prior of f as given by (7) and (8).
Then the posterior distribution concentrates at the rate ξn = n
−α/(2α+p) logδ(n) for δ > 1 in the sense that
Π(f ∈ F(L) : ‖f − f0‖L > Mnξn | Y (n))→ 0
in Pn0 probability as n→∞ for any Mn →∞.
The proof for Theorem 6.2 follows the same techniques used in Theorem 6.2 of PR18. And this adaptive results
also hold for networks with standard normal priors on all weights.
6.3 Preparations for Main Theorems
The general framework for first-order approximation of functionals is as follows
Theorem 6.3. (Castillo and Rousseau, 2015) Consider the model Pn0 , a real-valued functional f → Ψ(f) and
〈·, ·〉L,Ψ(1)0 ,Wn, as defined above. Suppose that (16) is satisfied, and denote
Ψˆ = Ψ(f0) +
Wn(Ψ
(1)
0 )√
n
, V0 =
∥∥∥Ψ(1)0 ∥∥∥2
L
.
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Let Π be a prior distribution on f . Let An be any measurable set such that
Π(An | Y (n)) = 1 + oP (1), as n→∞.
Then for any real t with ft as
ft = f − tΨ
(1)
0√
n
,
we could write
EΠ[et
√
n(Ψ(f)−Ψˆ) | Y (n), An] = eoP (1)+t2V0/2
∫
An
e`n(ft)−`n(f0)dΠ(f)∫
An
e`n(f)−`n(f0)dΠ(f)
.
Moreover, if ∫
An
e`n(ft)−`n(f0)dΠ(f)∫
An
e`n(f)−`n(f0)dΠ(f)
= 1 + oP (1), ∀t ∈ R (30)
is satisfied, then the posterior distribution of
√
n(Ψ(f)−Ψˆ) is asymptotically normal and mean-zero, with variance
V0.
Proof. Set Rn(·, ·) = 0,Ψ(2)0 = 0, µn = 0 in Theorem 2.1 of Castillo and Rousseau (2015).
Projection of Functions The intuition of our projection conditional on (γ, Z) is to maintain the same par-
titions for the shifted function in (17) and perform the change of measure locally. We first give the notation for
ZL, which are the nodes in the top layer. Let ZLj , j = 1, . . . , pL denote the j
th node in Lth layer, which can be
written as a sum of local linear functions, respectively:
ZLj(x) =
KL∑
k=1
I(x ∈ Ωjk){β˜j
′
k x+ α˜
j
k}
here the partitions {Ωjk}KLk=1 and coefficients {β˜jk, α˜jk}KLk=1 are determined by {Wl, bl}Ll=1.
For simplicity of notation, we denote WL+1 = (w1, . . . , wpL)
′. Then the output can be written as:
f(x) =
pL∑
j=1
wjZLj(x) + bL+1
=
KL∑
k1=1
· · ·
KL∑
kpL=1
I
x ∈ pL⋂
j=1
Ωjkj

 pL∑
j=1
wj β˜
j′
kj
x+
 pL∑
j=1
wjα˜
j
kj
+ bL+1
 .
We denote the projection of function a(x) conditional on {Wl, bl}Ll=1 with aγ[Z], since conditional on {Wl, bl}Ll=1
is equivalent to conditional on (γ, Z):
(W a, ba) = arg minWL+1,bL+1∈Fn(L,p,γ,Z) ‖WZL(x) + b− a(x)‖L ,
aγ[Z](x) = W
aZL(x) + b
a.
The projection aγ[Z] can also be viewed as the best approximation to a conditional on (γ, Z).
Similarly, we denote projection of f0 onto {Wl, bl}Ll=1 as fγ0[Z]:
(W 0, b0) = arg minWL+1,bL+1∈Fn(L,p,γ,Z) ‖WZL(x) + b− f0(x)‖L , (31)
fγ0[Z](x) = W
0ZL(x) + b
0. (32)
Note that f ∈ {WZL(x) + b : W ∈ RpL , b ∈ R}, so naturally we have
∥∥∥fγ0[Z] − f0∥∥∥
L
≤ ‖f − f0‖L.
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6.4 Proof of Theorem 3.1
We will perform the analysis locally on the sets An ≡ AMnn from (15) for some Mn → ∞. We use the fact
that convergence of Laplace transforms for all t in probability implies convergence in distribution in probability
(Castillo and Rousseau, 2015). The posterior decomposes into a mixture of laws with weights Π(γ | Y (n)), where
γ is the vector encoding the connectivity pattern with prior in (10). We denote with In,γ = EΠ[et
√
n(Ψ(f)−Ψˆ) |
Y (n), An, γ] and write
In : = EΠ[et
√
n(Ψ(f)−Ψˆ) | Y (n), An] =
∑
γ∈Vp,s
Π(γ | Y (n), An)In,γ .
Next, we want to show that on the event An and uniformly for all γ ∈ Vp,s
In,γ = e
oP (1)+t
2V0/2(1 + o(1)) as n→∞
so that In = e
oP (1)+t
2V0/2(1 + o(1)).
We choose γ such that F(L,p, γ) ∩ An 6= ∅ and for f ∈ F(L,p, γ) ∩ An we expand the linear functional as
Ψ(f)−Ψ(f0) = 〈a, f − f0〉L which yields
Ψ
(1)
0 = a,
r(f, f0) = 0.
The remainder condition (16) is thus trivially satisfied. To verify the second condition (17), we choose the shifted
function ft as
ft = f − ta√
n
.
Due to the fact that our class of neural networks has a top linear layer, the function ft shares the same deep
connectivity structure as f where only the top layer intercepts btL+1 have been shifted. The change of measure
thus only influences bL+1 where b
t
L+1 = bL+1 − ta√n . Next, we can write
In,γ = e
t2
2 ‖a‖2L ×
∫
An
e`n(ft)−`n(f0)dΠ(f | γ)∫
An
e`n(f)−`n(f0)dΠ(f | γ) (33)
= e
t2
2 ‖a‖2L ×
∫
ft+
ta√
n
∈An e
`n(ft)−`n(f0)dΠ(ft | γ) dΠ(f |γ)dΠ(ft|γ)∫
An
e`n(f)−`n(f0)dΠ(f | γ) . (34)
Next, we show that the ratio above converges to 1 as n→∞. We have
dΠ(f | γ)
dΠ(ft | γ) =
dΠ({Wl, bl}Ll=1,WL+1, bL+1 | γ)
dΠ({Wl, bl}Ll=1,WL+1, btL+1 | γ)
=
dΠ({Wl, bl}Ll=1 | γ)dΠ(WL+1)dΠ(bL+1)
dΠ({Wl, bl}Ll=1 | γ)Π(WL+1)Π(btL+1)
=
dΠ(bL+1)
dΠ(btL+1)
dΠ(bL+1)
dΠ(btL+1)
=
φ(bL+1)
φ(bL+1 − ta√n )
= exp
{
−1
2
[
b2L+1 − (bL+1 −
ta√
n
)2
]}
= exp
(
−atbL+1√
n
+
t2a2
2n
)
Next, we note (from the definition of the sieve Fn and Cn in the proof of Theorem 6.1)
|bL+1|√
n
≤
√
Cn√
n
. n− α2α+p log
δ(n).
Going back to (33), we now have for some c > 0
e−c n
− α
2α+p logδ(n)+ t
2a2
2n +
t2
2 ‖a‖2L ×
Π
(
f + ta√
n
∈ An | Y (n), γ
)
Π
(
f ∈ An | Y (n), γ
) ≤ In,γ
≤ ec n−
α
2α+p logδ(n)+ t
2a2
2n +
t2
2 ‖a‖2L ×
Π
(
f + ta√
n
∈ An | Y (n), γ
)
Π
(
f ∈ An | Y (n), γ
) . (35)
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Next, from
‖f − f0‖L −
∥∥∥∥ ta√n
∥∥∥∥
L
≤
∥∥∥∥f + ta√n − f0
∥∥∥∥
L
≤ ‖f − f0‖L +
∥∥∥∥ ta√n
∥∥∥∥
L
it is clear that{
f : ‖f − f0‖L ≤Mnξn −
∥∥∥∥ ta√n
∥∥∥∥
L
}
⊂
{
f :
∥∥∥∥f + ta√n − f0
∥∥∥∥
L
≤Mnξn
}
⊂
{
f : ‖f − f0‖L ≤Mnξn +
∥∥∥∥ ta√n
∥∥∥∥
L
}
This yields
Π
(
f : ‖f − f0‖L ≤ ξn −
∥∥∥∥ ta√n
∥∥∥∥
L
| Y (n), γ
)
≤ Π
(
f : f +
ta√
n
∈ An | Y (n), γ
)
≤ Π
(
f : ‖f − f0‖L ≤ ξn +
∥∥∥∥ ta√n
∥∥∥∥
L
| Y (n), γ
)
.
Since the concentration rate is slower than 1/
√
n, i.e. ξn = n
−α/(2α+p) logδ(n) & n−1/2, we have Π(f + ta√
n
∈
An) → Π(f ∈ An), as n → ∞. From the sandwich inequality (35), we have In,γ → e
t2‖a‖2L
2 for any t ∈ R as
n→∞.
6.5 Proof of Theorem 3.2
Similar to the linear functional case, the posterior decomposes into a mixture of laws with weights Π(γ | Y (n)),
where γ is the vector encoding the connectivity pattern with a prior in (10). We can write
In : = EΠ[et
√
n(Ψ(f)−Ψˆ) | Y (n), An] =
∑
γ∈Vp,s
Π(γ | Y (n), An)In,γ (36)
where
In,γ := EΠ[et
√
n(Ψ(f)−Ψˆ) | Y (n), An, γ].
We further decompose each In,γ by conditioning on the deep weights {Wl, bl}Ll=1. We can write
Π({Wl, bl}L+1l=1 | Y (n), An, γ) = Π(WL+1, bL+1 | {Wl, bl}Ll=1,Y (n), An, γ)Π({Wl, bl}Ll=1 | Y (n), An, γ)
= Π(WL+1, bL+1 | Y (n), An, γ, Z)Π(Z | Y (n), An, γ),
since Z = {Zl}Ll=1 is fully determined by {Wl, bl}Ll=1 and we can thereby replace conditioning on {Wl, bl}Ll=1 by
conditioning on Z. We can further dissect In,γ by conditioning on Z
In,γ =
∫
IZn,γdΠ(Z | Y (n), An, γ), where IZn,γ :=
∫
et
√
n(Ψ(f)−Ψˆ)dΠ(WL+1, bL+1 | Y (n), An, γ, Z).
In the rest of the proof, we show that IZn,γ → exp(−t2V0/2) uniformly for all γ and Z such that f ∈ An. This
can be done in two steps. First, we show that conditional on (Y (n), An, γ, Z), Ψ(f) asymptotically centers at
a local (γ, Z)-dependent centering point ΨˆγZ with a local (γ, Z)-dependent variance V
γ
Z (both defined later). In
the second step, we show that the local centering points ΨˆγZ are close to the global centering point Ψˆ and that
the local variances V γZ converge to V0 uniformly for all γ and Z such that f ∈ An.
We define the (γ, Z)-dependent local centering point and variance as
ΨˆγZ = Ψ(f0) +
Wn(2f
γ
0[Z])√
n
and V γZ = 4
∥∥∥fγ0[Z]∥∥∥2
L
, (37)
where fγ0[Z] is the ‖ · ‖L projection of f0 on the set of deep learning networks f with a connectivity pattern γ
and hidden nodes Z defined in (32).
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For any f ∈ F(L,p, γ), the squared L2-norm functional can be expanded as
Ψ(f)−Ψ(f0) = 2〈f0, f − f0〉L + ‖f − f0‖2L
= 2〈fγ0[Z], f − f0〉L + ‖f − f0‖2L + 2〈f0 − fγ0[Z], f − f0〉L.
Note that
∥∥∥fγ0[Z] − f0∥∥∥
L
≤ ‖f − f0‖L for any f which has a connectivity pattern γ and hidden nodes Z.
This expansion yields the first-order and remainder terms
Ψ
(1)
0 = 2f
γ
0[Z],
r(f, f0) = ‖f − f0‖2L + 2〈f0 − fγ0[Z], f − f0〉L.
To ensure asymptotical normality of Ψ(f), we first need to ensure the local shape condition in (16). Assuming
that the smoothness α satisfies
α > p/2 (38)
we have for f ∈ An with a connectivity γ and hidden nodes Z
r(f, f0) = ‖f − f0‖2L + 2〈f0 − fγ0[Z], f − f0〉L
≤ 2 ‖f − f0‖2L +
∥∥∥f0 − fγ0[Z]∥∥∥2
L
≤ 3 ‖f − f0‖2L . ξ2n = n−
2α
2α+p log2δ = o
(
1√
n
)
.
Next, to verify the second sufficient condition (17) we define the shifted function ft as
ft = f −
2tfγ0[Z]√
n
.
Then we use the local centering point ΨˆγZ in (37) to define
I˜Zn,γ :=EΠ[et
√
n(Ψ(f)−ΨˆγZ) | Y (n), An, γ, Z] (39)
=e
2t2
∥∥∥fγ0[Z]∥∥∥2L ×
∫
An
e`n(ft)−`n(f0)dΠ(f | γ, Z)∫
An
e`n(f)−`n(f0)dΠ(f | γ, Z)
=e
2t2
∥∥∥fγ0[Z]∥∥∥2L ×
∫
ft+
2tf
γ
0[Z]√
n
∈An
e`n(ft)−`n(f0)dΠ(ft | γ, Z) dΠ(f |γ,Z)dΠ(ft|γ,Z)∫
An
e`n(f)−`n(f0)dΠ(f | γ, Z)
For simplicity of notation, we first denote ζ = (WL+1, bL+1)
′ ∈ RpL+1 and ζt = (W tL+1, btL+1)′ ∈ RpL+1 and
∆ = (W 0, b0)′ as defined in (31). Then we can simply write ζt = ζ − 2t√
n
∆.
Since all parameters are a-priori independent and there is no sparsity structure placed on {WL+1, bL+1}, the
prior ratio dΠ(f |γ,Z)dΠ(ft|γ,Z) can be calculated as
dΠ(f | γ, Z)
dΠ(ft | γ, Z) =
dΠ(WL+1)
dΠ(W tL+1)
dΠ(bL+1)
dΠ(btL+1)
=
dΠ(ζ)
dΠ(ζt)
=
pL+1∏
i=1
exp
{
−1
2
[
ζ2 − (ζi − 2t√
n
∆i)
2
]}
= exp
{
pL+1∑
i=1
[
−ζi∆it√
n
+
2t2∆2i
n
]}
.
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Similar to our previous proof, we have under the assumption α > p/2∣∣∣∣∣
pL+1∑
i=1
ζi
∆it√
n
∣∣∣∣∣ ≤ t√n ‖ζ‖2 ‖∆‖2 . Cn√n = o(1), (40)
where we used the fact that both f and fγ0[Z] are contained in An and thereby have their top coefficients contained
in a ball of radius
√
Cn (recall the definition of Cn in the proof of Theorem 6.1).
Now, using the fact that
‖f − f0‖L − 2
∥∥∥∥∥ tf
γ
0[Z]√
n
∥∥∥∥∥
L
≤
∥∥∥∥∥f + 2tf
γ
0[Z]√
n
− f0
∥∥∥∥∥
L
≤ ‖f − f0‖L + 2
∥∥∥∥∥ tf
γ
0[Z]√
n
∥∥∥∥∥
L
we have
Π
(
f : ‖f − f0‖L ≤ ξn − 2
∥∥∥∥∥ tf
γ
0[Z]√
n
∥∥∥∥∥
L
| Y (n), γ, Z
)
≤ Π
(
f +
2tfγ0[Z]√
n
∈ An | Y (n), γ, Z
)
≤ Π
(
f : ‖f − f0‖L ≤ ξn + 2
∥∥∥∥∥ tf
γ
0[Z]√
n
∥∥∥∥∥
L
| Y (n), γ, Z
)
.
Again, since the concentration rate is slower than 1/
√
n, i.e. ξn = n
−α/(2α+p) logδ(n) & n−1/2, we have
Π(f +
2tfγ
0[Z]√
n
∈ An | Y (n), γ, Z)
Π(An | Y (n), γ, Z)
→ 1, ∀t ∈ R. (41)
Hence, with (38), (40) and (41), one concludes I˜Zn,γ → e2t
2
∥∥∥fγ0[Z]∥∥∥2L as n→∞ using a similar sandwich inequality
in (35). In other words, we have
I˜Zn,γ = e
t2V γZ /2(1 + o(1)). (42)
Recall the definition of a local centering point ΨˆγZ and a local variance V
γ
Z in (37). Then we can write
IZn,γ = EΠ[et
√
n(Ψ(f)−Ψˆ) | Y (n), An, γ, Z]
= EΠ[et
√
n[(Ψ(f)−ΨˆγZ)+(ΨˆγZ−Ψˆ)] | Y (n), An, γ, Z]
= I˜Zn,γ × et
√
n(ΨˆγZ−Ψˆ)
= (1 + o(1))et
2V γZ /2+t
√
n(ΨˆγZ−Ψˆ)
= (1 + o(1))et
2V0/2+t
2(V γZ−V0)/2+t
√
n(ΨˆγZ−Ψˆ).
The proof will be complete once we show the following condition uniformly for all γ such that f ∈ An
In,γ =
∫
IZn,γdΠ(Z | Y (n), An, γ)
= (1 + o(1))et
2V0/2
∫
et
2(V γZ−V0)/2+t
√
n(ΨˆγZ−Ψˆ)dΠ(Z | Y (n), An, γ)→ et2V0/2, as n→∞.
This is equivalent to showing∫
et
2(V γZ−V0)/2+t
√
n(ΨˆγZ−Ψˆ)dΠ(Z | Y (n), An, γ) = 1 + oP (1). (43)
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Since we work conditionally on the set An, we have ‖fγ0[Z] − f0‖L . ξn and thereby
√
n(Ψˆ− ΨˆγZ) = Wn(fγ0[Z] − f0) = oP (1),
|V γz − V | = 4
∣∣∣∣∥∥∥fγ0[Z]∥∥∥2
L
− ‖f0‖2L
∣∣∣∣
. 2 ‖f0‖L
∥∥∥fγ0[Z] − f0∥∥∥
L
+
∥∥∥fγ0[Z] − f0∥∥∥2
L
.
∥∥∥fγ0[Z] − f0∥∥∥
L
≤ ξn
under the assumption that ‖f0‖L ≤ F .
Using the smoothness assumption (38), we have ξ2n = o
(
1√
n
)
. We can bound the integral in (43) using the
uniform bounds on
√
n(Ψˆ− ΨˆγZ) and |V γz − V | as
(43) =
∫
et
2ξn/2+t×oP (1)dΠ(Z | Y (n), An, γ)
=et
2ξn/2+t×oP (1) = eoP (1) = 1 + oP (1).
Putting the pieces together, we write In from (36) as
In =
∑
γ∈Vp,s
Π(γ | Y (n), An)In,γ =
∑
γ∈Vp,γ
Π(γ | Y (n), An)et2V0/2(1 + oP (1)) = et2V0/2(1 + oP (1))
which completes the proof.
6.6 Proof of Theorem 4.1
For our proof for Theorem 4.1, the analysis is locally conducted on the set
AMn = {f ∈ F(L) : ‖f − f0‖L ≤Mnξn} (44)
with ξn = n
−α/(2α+p) logδ(n) for some M > 0 and δ > 0. And from the results in Theorem 6.2, we know
Π(AMn | Y (n)) = 1 + op(1) for any Mn →∞.
Conditioning on An in (44), the posterior consists of a mixture of laws conditional on N, s and γ
In = EΠ[et
√
n(Ψ(f)−Ψˆ) | Y (n), An]
=
∞∑
N=1
Π(N | Y (n), An)
T∑
s=1
Π(s | Y (n), An, N)
∑
γ∈Vp,s
Π(γ | Y (n), An, N, s)In,s,γ
=
Nn∑
N=1
Π(N | Y (n), An)
sn∑
s=1
pi(s | Y (n), An, N)
∑
γ∈Vp,s
Π(γ | Y (n), An, N, s)In,s,γ + op(1)
where we denote with
In,s,γ = EΠ[et
√
n(Ψ(f)−Ψˆ) | Y (n), An, N, s, γ].
The second equality follows from the fact that Π(N > Nn | Y (n))→ 0 and Π(s > sn | Y (n))→ 0 in Pn0 probability
as n → ∞, using Corollary 6.1 of Polson and Rockova (2018). Thereby the set An eventually excludes all the
deep learning mappings outside the sieve.
Linear functionals For Ψ(f) = 〈a, f〉L, when a(·) is a constant function, following the same strategy as in
the proof of Theorem 3.1, we have
In,s,γ = e
t2‖a‖2L/2(1 + o(1))
and thereby the BvM holds.
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Squared L2-norm functionals For Ψ(f) = ‖f‖22, we use the same strategy as in the proof of Theorem 3.2.
For α ∈ (p2 , p), we have ∥∥∥fN,s,γ0[Z] − f0∥∥∥2
L
≤ ‖f − f0‖2L = o
(
1√
n
)
(45)
here fN,s,γ0[Z] denotes the projection of f0 onto deep learning networks with a fixed sparsity and hidden structure
(γ, Z) where |γ| = s and the width equals N (similarly as in (32)). The inequality (45) holds for all f with a
deep structure determined by (γ, Z).
The following arguments are similar to the proof of Theorem 3.2 but will be conditional on N and s. Since
Π({Wl, bl}L+1l=1 | Y (n), An, N, s, γ) = Π(WL+1, bL+1 | Y (n), An, N, s, γ, Z)dΠ(Z | Y (n), An, N, s, γ)
we can rewrite In,s,γ as
In,s,γ =
∫ (∫
et
√
n(Ψ(f)−Ψˆ)dΠ(WL+1, bL+1 | Y (n), An, N, s, γ, Z)
)
dΠ(Z | Y (n), An, N, s, γ)
= (1 + o(1))e2t
2‖f0‖2L
∫
et
2(V N,s,γZ −V0)/2+t
√
n(ΨˆN,s,γZ −Ψˆ)dΠ(Z | Y (n), An, N, s, γ)
where
ΨˆN,s,γZ = Ψ(f0) +
1√
n
Wn(2f
N,s,γ
0[Z] ), V
N,s,γ
Z = 4
∥∥∥fN,s,γ0[Z] ∥∥∥2
L
.
and the term (1 + o(1)) comes from similar considerations as in (42).
Now we need to show In,s,γ → e2t2‖f0‖2L for all N, s and γ in the local neighborhood An. In other words,
sup
N≤Nn
sup
s≤sn
sup
γ∈Vp,s
∫
et
2(V N,s,γZ −V0)/2+t
√
n(ΨˆN,s,γZ −Ψˆ)dΠ(Z | Y (n), An, N, s, γ) = oP (1). (46)
Then we can write for α > p/2
√
n(ΨˆN,s,γ − Ψˆ) = Wn(fN,s,γ0[Z] − f0) = oP (1),
|VN,s,γ − V0| = 4
∣∣∣∣∥∥∥fN,s,γ0[Z] ∥∥∥2
L
− ‖f0‖2L
∣∣∣∣
. 2 ‖f0‖L
∥∥∥fN,s,γ0[Z] − f0∥∥∥
L
+
∥∥∥fN,s,γ0[Z] − f0∥∥∥2
L
.
∥∥∥fN,s,γ0[Z] − f0∥∥∥
L
≤ ξn.
With α > p/2, (46) is satisfied. Aggregating the sum of IN,s,γ over N, s and γ, we have
In =
Nn∑
N=1
Π(N | Y (n), An)
sn∑
s=1
Π(s | Y (n), An, N)
∑
γ∈Vp,s
Π(γ | Y (n), An, N, s)In,s,γ + oP (1)
=
Nn∑
N=1
Π(N | Y (n), An)
sn∑
s=1
Π(s | Y (n), An, N)
∑
γ∈Vp,s
Π(γ | Y (n), An, N, s)(1 + o(1))e2t2‖f0‖2L+oP (1) + oP (1).
As a result, we have In → e2t2‖f0‖2L for all t ∈ R as n→∞, which concludes the proof for the L2-norm functional
case.
