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Abstract
We systematically construct and study smooth supersymmetric solutions in 5 dimensional
N =1 Yang-Mills-Einstein supergravity. Our solution is based on the ADHM construction of
(dyonic) multi-instantons in Yang-Mills theory, which extends to the gravity-coupled system.
In a simple supergravity model obtained from N =2 theory, our solutions are regular ring-
like configurations, which can also be interpreted as supertubes. By studying the SU(2)
2-instanton example in detail, we find that angular momentum is maximized, with fixed
electric charge, for circular rings. This feature is qualitatively same as that of supertubes.
Related to the existence of this upper bound of angular momentum, we also check the
absence of closed timelike curves for the circular rings. Finally, in supergravity and gauge
theory models with non-Abelian Chern-Simons terms, we point out that the solution in the
symmetric phase carries electric charge which does not contribute to the energy. A possible
explanation from the dynamics on the instanton moduli space is briefly discussed.
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1 Introduction
Remarkable progress has been made recently in our understanding of the supersymmetric solutions
in supergravity theories in various dimensions. The general consequence of the existence of a
Killing spinor has been analyzed in 5 dimensional minimal supergravity [1], and then in gauged
and/or matter-coupled supergravity theories [2, 3, 4] in 5 dimension. Similar studies in higher
dimensions have also been carried out: just to mention a few of them, 6-dimensional minimal
supergravity [5], 11-dimensional supergravity [6, 7] and type IIB supergravity [7].
The general properties of supersymmetric solutions have proven to be useful in finding new
explicit solutions. For instance, in 5-dimensional supergravity theories mentioned above, new black
rings [8, 9, 10, 11, 12] andAdS5 black holes [13, 3, 14] are discovered, fully utilizing these structures.
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A purpose of this paper is to broaden our understanding to the 5-dimensional supergravity coupled
to the vector multiplets with non-Abelian gauge groups. Technically, this Yang-Mills-Einstein
supergravity is obtained by a procedure called gauging. The gauging relevant to this theory is
that of a global non-Abelian isometry of the scalar manifold in the vector multiplet, as we review
below.
5-dimensional Yang-Mills-Einstein supergravity should have a large class of supersymmetric
solutions, which we expect from our knowledge of 5-dimensional supersymmetric Yang-Mills field
theory in flat space. Firstly, it is well-known that there are supersymmetric instanton particles in
the latter theory, which are finite energy solutions of the self-duality equation for Yang-Mills field
strength in spatial R4, carrying topological charge which we call the instanton number. The general
solution of this non-linear partial differential equation with finite topological charge is known,
called the ADHM construction [15, 16], which we shall review and heavily use in this paper. This
construction has a remarkable property of completely solving the self-duality differential equation,
up to an algebraic constraint on the parameters appearing in the ansatz of the solution. Even if the
latter constraint is notorious as a general closed-form solution is not available, all the differential
equation is completely solved.
A dyonic version of this instanton particle is also known [17]. This configuration carryies
electric charge as well as topological one. It is an instanton particle in the Coulomb phase of the
theory. Ordinary instantons tend to collapse in this phase, while nonzero electric charge stabilizes
this collapse to a finite size. This ‘dyonic instanton’ has been studied in various directions, with
its interpretation as supertubes [18, 20] (ending on D4 branes) [21, 22, 23, 24]. The equations
for supersymmetric solutions can again be solved modulo a set of algebraic constraints, using the
ADHM construction [17, 25].
In this paper, firstly, we present the set of general conditions for the bosonic supersymmetric
solutions in 5-dimensional Yang-Mills-Einstein supergravity, preserving time-like supersymmetry.
This is a simple generalization of [3, 4] obtained in Maxwell-Einstein supergravity theories. This
condition also generalizes the equations for the dyonic instanton in the field theory to the gravity-
coupled case. A more general analysis of such conditions is presented in [26], but we shall explain
the derivation to be self-consistent. Secondly, we show that this set of equations determining the
gauge fields, scalars and the metric can be ‘solved’ in a way which naturally generalizes the ADHM
construction. Namely, we solve all differential equations leaving a set of algebraic conditions. The
solution that we obtain in this manner is manifestly regular at the generic point of the instanton
moduli space.
From our solution for the metric, one can easily read-off the ADM angular momentum of the
configuration. In models with ‘rigid’ limits, in which 5 dimensional gauge theory description of [27]
would become relevant, one naturally expects that same result could also have been obtained from
the Noether angular momentum in the field theory, which is an integral of angular momentum
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density over spatial R4. The latter integral could not be evaluated yet. We show that one of the
differential conditions we solve in this paper can be used to make this Noether integrand into a
surface term, giving the same answer as the above ADM value.
Having the expression for angular momentum and electric charge at hand, we investigate the
N = 1 truncated model of N = 2 supergravity with SU(2) gauge group in detail. We find for
2-instanton configurations that various components of the angular momentum have upper bounds
given by the electric charges, where the maximum is attained when the configuration becomes
a ‘round circle’ on a 2-plane with U(1)2 symmetry like a ring. This is a feature which also
happens for the supertubes [28, 29, 24]. Our analysis provides another evidence for the supertube
interpretation of our solutions. We also study the geometry of this U(1)2 symmetric configuration
in detail, where the radius of the ‘ring’ is one of the free parameters of the solution. In particular,
we show that this geometry has no closed timelike curves (CTC). This should be naturally related
to the above fact that the angular momentum has an upper bound, since it is over-rotation which
usually causes the naked CTC to appear. The general solution we find does not admit such a
source for over-rotation, which leads us to a conjecture that CTC would be absent in the general
solution we found. We do not attempt to check it in this paper.
The interpretation of our solution becomes subtler, but interesting, when there is a non-
Abelian Chern-Simons term in the theory for SU(N) gauge group with N ≥ 3. For example, such
gauge theories have been obtained from M-theory on singular Calabi-Yau 3-folds [27], where the
non-Abelian Chern-Simons coupling arises either classically or by integrating out massive Dirac
fermions. Since our solution is new even in the gauge theory case, we present our ADHM solution
in the context of both supergravity and gauge theory. The instanton carries electric charges even
in the symmetric phase, namely, with zero asymptotic VEV for adjoint scalars. The structure of
our general solution suggests a natural model for its moduli space dynamics, on which we only
comment briefly in this paper.
The rest of this paper is organized as follows. In section 2 we summarize the necessary back-
grounds on 5 dimensional supergravity coupled to vector multiplets. Special geometry, gauging
and several models are explained. In section 3 we analyze the general structure of supersymmet-
ric solutions in this theory and derive a set of differential conditions, generalizing the analysis
in the literature. We also systematically construct regular solutions of these equations using the
ADHM construction. The physical charges, some of which have been unknown, are computed as
well. In section 4 we consider examples. We first consider the properties of gauge theory solitons,
especially in the theory with Chern-Simons coupling. We also consider the SU(2) 2-instantons
in detail: we find various bounds on physical charges, and identify the structure of regular ring.
Section 5 concludes the paper with discussions. Derivation of our ADHM solution is given in
detail in appendix A. Properties of Killing spinor bilinears are summarized in appendix B.
3
2 Special geometry and gauging
In this section we summarize some aspects of 5 dimensional N =1 Maxwell-Einstein supergravity
(preserving 8 real supersymmetries), and explain the gauging of this theory to obtain the Yang-
Mills-Einstein supergravity. We also explain some models of our interest. including the related
supersymmetric Yang-Mills-Chern-Simons gauge theory.
The 5 dimensional N = 1 supergravity coupled to nV Abelian vector multiplets contains the
following fields: (1) metric gµν , (2) gravitino ψ
i
µ (i = 1, 2), (3) a graviphoton plus nV vector fields
which are put together and written as AIµ (I = 1, 2, · · · , nV + 1), (4) nV gauginos λxi and (5) nV
real scalars ϕx (x = 1, 2, · · · , nV ). The coupling of gravity to the vector multiplets is conveniently
described by the real special geometry [30]. One introduces nV +1 real scalars X
I together with
the vector fields AIµ. The scalars X
I have one more degree than is needed to parameterize nV
dimensional moduli space of ϕx, which we call MnV . XI is constrained as
V(X) ≡ 1
6
CIJKX
IXJXK = 1 , (2.1)
where CIJK is a set of parameters of the theory, totally symmetric in its indices. When we write
XI(ϕx), it is understood that the above constraint is solved by ϕx. The above constraint can be
written as
XIXI = 1 where XI ≡ 1
6
CIJKX
JXK . (2.2)
The bosonic part of the action of this theory is
S =
1
16πG
∫ (
⋆R−QIJF I ∧ ⋆F J −QIJdXI ∧ ⋆dXJ − 1
6
CIJKA
I ∧ F J ∧ FK
)
(2.3)
where we use the metric with mostly plus signature and
QIJ ≡ 9
2
XIXJ − 1
2
CIJKX
K (2.4)
is the coupling matrix of U(1)nV +1 gauge fields. This matrix satisfies QIJX
J = 3
2
XI .
In some theories, including one that we consider in this paper, the constant CIJK satisfies the
so-called symmetric space condition:
CIJKCJ(LMCNP )K =
4
3
δI(LCMNP ) ( C
IJK ≡ CIJK ) . (2.5)
In this case, the following relations hold:
V = 9
2
CIJKXIXJXK , X
I =
9
2
CIJKXJXK . (2.6)
The properties of symmetric space are not used when we derive the supersymmetry conditions or
our regular solutions in section 3, but are used to analyze specific examples in section 4.2.
4
Now we turn to the gauging of the above theory [31, 32]. To this end, we explain the global
symmetry of the this theory. The theory has a global SU(2)R R-symmetry, which rotates ψ
i
µ and
λxi as doublets. Apart from this, there can be a symmetry G which leaves the cubic polynomial
V(X) in (2.1) invariant. The infinitesimal G-transformation is given as
δXI = M IJX
J , δAIµ =M
I
JA
J
µ (2.7)
M I(JCKL)I = 0 . (2.8)
Leaving the polynomial V(X) invariant, this transformation becomes a global symmetry of the
Lagrangian, and especially generates an isometry onMnV with the metric
gxy ≡ QIJ ∂X
I
∂ϕx
∂XJ
∂ϕy
. (2.9)
Among the global symmetry group SU(2)R ×G, we want to gauge a subgroup K ⊂ G to obtain
Yang-Mills-Einstein supergravity.1 We summarize some aspects of this gauging, referring the
readers to [32] and references therein for details. The gauge field AIµ and the scalar X
I , which are
both in an nV +1 dimensional (generally reducible) representation of G, decompose to
(nV + 1)G → adjK ⊕ (singlets)K ⊕ (other non singlets)K (2.10)
under K, where adjK denotes the adjoint representation. The last part consists of the non-
singlets apart from the adjoint we picked out. We label the gauge fields belonging to the adjoint
representation as
Aaµ , a = 1, · · · , k ≡ dim(adjK) . (2.11)
To gauge the theory with group K, one should appropriately insert the K-connection Aaµ in the
action and supersymemtry transformations to make this symmetry K a local one: covariantize
the derivatives acting on all non-singlet components of the fields XI(ϕx) and λxi , change the field
strength F a = dAa into a non-Abelian one, and change the Chern-Simons term into a non-Abelian
one. This modification of the action containing adjoint and other non-singlet fields, if any, breaks
the modified supersymmetry transformation in general. If there are no non-singlet fields in (2.10),
the only thing one should do to restore supersymmetry is to add a suitable Yukawa interaction
for fermions without further deforming supersymmetry transformation rule [31, 32]. If there exist
non-singlet non-adjoint fields, one has to work harder to restore supersymmetry [33].
In this paper, we only consider the case in which the decomposition (2.10) consists of one
adjoint and arbitrary number of singlets. We label the nV+1−k singlet fields as Aαµ and Xα. The
constants CIJK are constrained from the symmetry K as
Cabc = cdabc , Cαab = Cαδab , Cαβa = 0
(
dabc ≡ 1
2
tr(T a{T b, T c}) , tr(T aT b) = 1
2
δab
)
(2.12)
1Another possibility which we do not consider here is the gauging which includes a subgroup of SU(2)R. In this
case one has to introduce a scalar potential.
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where T a’s are the generators of K. Cαβγ is not constrained. Below we present models of this
type derived from string theory.
The gauging of the subgroup K ⊂ G outlined above can be done as follows. The isometry of
MnV is generated by a set of Killing vectors. The k Killing vectors Kxa (ϕx) are given as
Kxa (ϕ) =
3
2
f cabXc(ϕ)
(
gxy∂yX
b(ϕ)
)
= −3
2
f cab
(
gxy∂yXc(ϕ)
)
Xb(ϕ) , (2.13)
where the second expression is equal to the first one since (fabc is the structure constant of K)
ML(ICJK)L = 0 → fLa(ICJK)L = 0 → f cabXcXb = 0 . (2.14)
Firstly the derivatives and field strengths have to be covariantized. Since our main interest in this
paper is to analyze bosonic solutions, here we only record the bosonic part of the covariantization:
∂µϕ
x → Dµϕx = ∂µϕx + gKxaAaµ , (2.15)
F aµν = ∂µA
a
ν − ∂νAaµ → F aµν = ∂µAaν − ∂νAaµ + gfabcAbµAcν , (2.16)
where g is the coupling constant. Other singlet quantities, like F αµν , are unchanged. If dabc 6= 0,
which is possible only for SU(N) with N ≥ 3 among simple groups, the Chern-Simons term is
covariantized to the non-Abelian one:
dabcA
a∧dAb∧dAc → trSU(N)
(
A ∧ F ∧ F + i
2
A ∧A ∧ A ∧ F − 1
10
A ∧ A ∧A ∧A ∧A
)
, (2.17)
where F = dA− iA ∧A and A = AaT a.
Actually, the isometry of our model with (2.12) has a simpler realization as follows. The Killing
vector Kxa transforms X
I as
δaX
I = f IaJX
J =
{
f bacX
c (if I = b)
0 (if I = α)
(2.18)
which is basically the reason why we required f ca(bCcd)I = 0 for the polynomial V(X) to be
invariant under K. This (rather obvious) statement can also be checked directly from the above
definition of Kxa .
2 Therefore one finds
DµX
I = ∂µX
I + gAaµδaX
I =
{
∂µX
a + gfabcA
b
µX
c (I = a)
∂µX
α (I = α)
, (2.20)
2From the definition of Killing vector and special geometry, one finds
δaX
I = ∂xX
IKxa = −
3
2
fJaKX
K
(
gxy∂xX
I∂yXJ
)
= fJaKX
K
(
δIJ −XIXJ
)
= fJaKX
K (2.19)
where structure constants other than f cab are all zero, and we used f
J
IKXJX
K = 0. From this we confirm
DµX
I = ∂µX
I + f IbJA
b
µX
J is given as (2.19). Similarly, one finds δaXI = −fJaIXJ .
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and similarly DµXa = ∂µXa + gf
c
abA
b
µXc.
We will sometimes consider the above supergravity together with a related 5 dimensional Yang-
Mills gauge theory model presented in [27]. Firstly, we normalize the gauge fields and scalars in
the adjoint representation (Aaµ, X
a) such that the covariant derivatives do not contain the coupling
g. We define
(Aaµ, X
a)SYM = g(A
a
µ, X
a)SUGRA . (2.21)
We write φa ≡ (Xa)SYM . The first limit we consider is the one in which the scalars φa and the
gauge fields Aaµ are ‘small’. Let us write φ
a ∼M and ∂µφ
φ
∼M , where M is the scale of the gauge
theory, or more specifically of the classical solutions, which we are interested in. Taking M ≪ g,
we can regard the singlet scalars Xα as constants (of ∼ O(1)). The metric gµν can also be taken
to be approximately constant (≈ ηµν), while other singlet fields like F αµν are set to be nearly zero.
One also finds
Qab ≈ −1
2
CabI(X
I)SUGRA =
1
2
(−CαXα)δab − c
2g
dabcφ
c . (2.22)
If CαX
α < 0, one introduces the following Yang-Mills and Chern-Simons coupling ‘constants’
1
g2YM
=
(−CαXα)
16πGg2
, cYM = − c
16πGg3
. (2.23)
The bosonic part of the resulting gauge theory action is given as
S =
∫
d5x
[
−
(
1
g2YM
δab + cYMdabcφ
c
)(
1
4
F aµνF
bµν +
1
2
Dµφ
aDµφb
)]
+ SCS (2.24)
where
SCS = +
cYM
6
∫
tr
(
A ∧ F ∧ F + i
2
A ∧ A ∧ A ∧ F − 1
10
A ∧A ∧A ∧ A ∧ A
)
. (2.25)
This theory can be obtained from the prepotential F(φ) = 1
2g2
YM
φaφa + cYM
6
dabcφ
aφbφc [27], anal-
ogous to V(X) appearing in (2.1). Demanding that the exponential of the Chern-Simons term be
invariant under large gauge transformations, cYM should be
1
(2π)2
times an integer [27], which can
be checked from 1
n!
∫
R2n
tr(F ∧ · · · ∧ F ) ∈ (2π)nZ.
We close this section by explaining some supergravity models that will be considered in this
paper.
We shall consider in some detail a supergravity model obtained by an N = 1 truncation of the
N = 2 supergravity. The latter can be obtained as a low-energy theory of type II string theory
on K3 × S1 or its various U-duals like heterotic string theory on T 5. We start from the N = 2
supergravity coupled to n vector multiplets. The latter vector multiplets contain n gauge fields,
2n symplectic Majorana fermions and 5n real scalars. Especially, the scalar manifold is given as
SO(1, 1)× SO(5, n)
SO(5)× SO(n) (2.26)
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up to discrete quatients, where the first factor comes from the dilaton in the N = 2 gravity
multiplet. We consider an N = 1 truncation of this N = 2 theory, keeping only the N = 1
gravity and vector multiplets while setting the hypermultiplets and gravitino multiplet to zero.
The scalars ϕx in the truncated model live on the nV = n+ 1 dimensional space
MnV = SO(1, 1)×
SO(1, nV −1)
SO(nV −1) , (2.27)
whose special geometry is determined by the polynomial
V(X) = 1
2
X1
(
ηabX
aXb
)
, (2.28)
where a, b = 2, 3, · · · , nV +1 and ηab = diag(+,−,−, · · · ,−). One can easily show that this set of
cubic coefficients, C1ab = ηab and others zero, satisfies the symmetric space condition (2.5). There
is an obvious global symmetry SO(1, nV − 1) onMnV . The group K we would like to gauge is in
its compact subgroup, K ⊂ SO(nV −1).
For the above string theory compactification, the massless scalar moduli is generically given by
(2.26) or (2.27) with n = 21. Near certain points of the moduli space, namely the fixed points of
the isometry K, the U(1)21 gauge symmetry enhances to non-Abelian symmetry which technically
is realized as the supergravity gauging. A simple example, among many others, is SO(32)×U(1)5
or E8 × E8 × U(1)5 where the non-Abelian factors may be regarded as being inherited from 10
dimensional heterotic gauge symmetry for cetain values of the moduli. At the level of supergravity,
the gauging of the theory described by (2.28) with respect to any Lie group K can be done by
first enlarging the scalar manifolds as
SO(1, 1)× SO(1, n)
SO(n)
→ SO(1, 1)× SO(1, k − r + n)
SO(k − r + n) , (2.29)
where k and r are the dimension and rank of K, respectively. The cubic polynomial is (2.28)
with a, b = 2, · · · , k−r+n+2 ≡ nV +1. The matrix ηab becomes −δab ∝ tr(TaTb) in the k-
dimensional subspace with negative signature, proportional to the quadratic Casimir of any group
K of dimension k. V(X) is therefore invariant under the action of K, which can can be gauged.
Under K, the nV +1 = n + k − r + 2 dimensional representation decomposes as (adj)k ⊕ (n−r+
2 singlets), which is the class of theory we discussed. For instance, taking k = 496 and r = 16,
one can gauge either subgroup SO(32) or E8 × E8 of SO(496).
Another interesting example is obtained from M-theory on K3-fibred Calabi-Yau 3-folds [32].
In order to correctly gauge these models, one has to take care of the 1-loop effect of massive Dirac
fermions in the adjoint representation of K, renormalizing the Chern-Simons coupling CIJK. This
model is not treated in this paper. We just mention that there is no such renormalization in the
above N = 2 theory due to the underlying 16 supersymmetry.
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3 Supersymmetric regular solutions
3.1 General properties of supersymmetric solutions
In this section we investigate the general supersymmetric solutions in the Yang-Mills-Einstein
supergravity explained in the previous section. The strategy is closely related to the ones in, e.g.,
[1, 3, 4]. Conventions on geometry and spinors follows [1]. Especially we use mostly negative
metric ηµν = (+−−−−) only in this subsection and Appendix B, to parallel our results with the
similar ones in [3, 4]. To go to the latter convention, changing sign in front of the Einstein-Hilbert
term and the scalar kinetic term would suffice in the bosonic action (2.3).
We start by assuming the existence of a Killing spinor ǫi (i = 1, 2) in a purely bosonic back-
ground, satisfying the following equations coming from the supersymmetry transformations of
gravitino and gaugino:
0 = δψiµ =
(
∇µ + 1
8
XI(γ
νρ
µ − 4δ νµ γρ)F Iνρ
)
ǫi (3.1)
and
0 = δλix =
(
1
4
QIJγ
µνF Jµν +
3
4
γµDµXI
)
ǫi
∂XI
∂ϕx
. (3.2)
Here ∇µ denotes the spacetime-covariant derivative, while Dµ (acting on XI) is used to emphasize
that it is K-covariantized. Its action on XI is given as
DµXI = ∂µXI + f
K
IJA
J
µXK (where f
α
∗∗ = f
∗
∗α = 0) , (3.3)
while its action on F Iµν should also include Christoffel connection in curved spaces. Using the
property XI∂xX
I = 0 of special geometry, the gaugino equation (3.2) can be written as [3, 4]
0 =
((
1
4
QIJ − 3
8
XIXJ
)
F Jµνγ
µν +
3
4
γµDµXI
)
ǫa . (3.4)
A bosonic configuration solving the above equation, should additionally satisfy the equation of
motion for the gauge fields (including the Gauss’ law) to be a solution. This equation is
D(QIJ ⋆ F
J) = −1
4
CIJKF
J ∧ FK +QJKfJILXL(⋆DXK) . (3.5)
Assuming this equation, other equations of motion will turn out to be guaranteed from the inte-
grability of Killing spinor equation, in the case we consider (in which timelike supersymmetry is
preserved, to be explained below).
Having a solution of the equations (3.1) and (3.2), it is helpful to study the various spinor
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bilinears following, for instance, [1, 3, 4]:
ǫ¯iǫj = fǫij (3.6)
ǫ¯iγµǫ
j = Vµǫ
ij (3.7)
ǫ¯iγµνǫ
j = Φijµν (i↔ j symmetric) , (3.8)
real 2 forms Jaµν : Φ
11 = J1+iJ2 , Φ22 = J1−iJ2 , Φ12=−iJ3 . (3.9)
They satisfy a set of algebraic relations due to Fierz identity, and differential conditions obtained
by using the Killing spinor equation. The structure of these conditions are similar to the ones
presented in [1, 3, 4] and are summarized in appendix B. Firstly, all algebraic conditions and
differential condition obtained from gravitino equation (3.1) are same as the results [4] for the
Maxwell-Einstein theory. There are minor difference in conditions obtained from the gaugino
equation (3.2) and the equation of motion (3.5), modified by the gauging.
Equations (B.7) shows that V is a Killing vector. From (B.1), it may be either timelike or null.
In this paper we consider the timelike case, which is what we meant by timelike supersymmetry.
Introducing coordinates (t, xm) (m=1, · · · , 4) such that V = ∂
∂t
, the metric can be written as
− ds2 = −f 2(dt+ ω)2 + f−1hmndxmdxn (3.10)
where f , ω and hmn are independent of t. hmn is a metric on 4 dimensional base space, which we
call B. Following [4], we set e0 = f(dt+ω), choose the volume form (vol)4 of B and take e0∧(vol)4
to be the 5 dimensional volume form. With (vol)4, we can decompose dω as
fdω = G+ +G− , (3.11)
namely into self-dual and anti-self-dual 2-forms on B, again following the above references. One
can see from (B.3) and (B.4) that J i can all be regarded as anti-self-dual 2-forms on B, while from
(B.5) and (B.9) that they provide an integrable hyper-Ka¨hler structure on B [1].
Now we turn to the gauge fields. AI can be written as AI = AI0e
0 +AI where AI is a 1-form
on B. We choose the gauge AI0 = XI , which is not essential but convenient:
AI = XIe0 +AI . (3.12)
Using (B.12), one can follow [4] and write
F I = −f−1e0 ∧D(fXI) + ΨI +ΘI +XIG+ (3.13)
where ΘI and ΨI are self-dual and anti-self-dual on B, respectively. Inserting this expression into
(B.6) and (B.8), one obtains
XIΨ
I = G− , XIΘ
I = −2
3
G+ . (3.14)
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However, since (B.11) requires ΨI to be proportional to XI , one finds
ΨI = XIG− . (3.15)
Inserting this back to (3.13), one obtains
F I = D(XIe0) + ΘI , (3.16)
where ΘI is related to G+ as (3.14). Since this field strength is related to the potential (3.12) as
F I = dAI + 1
2
f IJKA
J ∧AK , which is
dAI +
1
2
f IJKA
J ∧ AK = D(XIe0) +
(
dAI + 1
2
f IJKAJ ∧ AK
)
, (3.17)
one concludes that the self-dual component ΘI is given by the 1-form AI on B as
ΘI = dAI + 1
2
f IJKAJ ∧AK , (3.18)
which is exactly the Yang-Mills field strength of AI on the space B. The set of constraints on ΘI
is (3.18), self-duality on B, and (3.14).
Following the Maxwell-Einstein supergravity, one can also show that the above conditions are
sufficient to show the Killing spinor equations. Firstly, imposing the projection γ0ǫi = ǫi, the
gaugino equation follows from (3.16) and the fact ΘI = ⋆4Θ
I . The gravitino equation reduces to
∂tǫ
i = 0 , ∇m(f− 12 ǫi) = 0 . (3.19)
As in the Maxwell-Einstein theory, there exist 4 real independent components solving these equa-
tions and γ0ǫi = ǫi on the hyper-Ka¨hler space B.
Apart from the conditions for supersymmetry, one also has to impose the equation of motion
for the gauge fields. After imposing the supersymmetry conditions, it turns out that the only
nontrivial component of this equation is the Gauss’ law:
DmDm(f−1XI) = 1
6
CIJK ⋆4 (Θ
j ∧ΘK) . (3.20)
As mentioned above, the supersymmetry conditions and this Gauss’ law guarantee other equations
of motion also hold in our timelike case.
To summarize, one obtains the following set of equations to be solved:
ΘI = ⋆4Θ
I (ΘI = dAI + f IJKAJ ∧AK) (3.21)
DmDm(f−1XI) = 1
6
CIJK ⋆4
(
ΘJ ∧ΘK) (3.22)
(1 + ∗4)dω = −3f−1XIΘI (3.23)
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where Dm is the covariant derivative on B with the connection AI . These equations should be
solved to give the fields AI , XI , f and ω. The basic fields are given by (3.10) and (3.12). The
above three equations are similar to those in the Maxwell theory [10, 12]. There, if one tries to
solve them in the order listed above, they can be regarded as linear equations with source. The
situation is nearly the same here. The first equation is non-linear to start with. However, the
latter two can be solved linearly, regarding the right hand sides as external source terms once the
previous equations are solved. Even the first non-linear equation is has been studied in depth,
since it is the famous equation describing self-dual instantons in Yang-Mills theory. In the next
subsection, we present a large class of (semi-)explicit solutions of this set of equations.
3.2 ADHM instantons and regular solutions
From now we assume the base space R4 and systematically find a class of configurations solving
(3.21), (3.22), (3.23). The self-dual Yang-Mills gauge field configurations on R4 can be found by
the so-called ADHM construction [15, 16]. We base our analysis on the ADHM construction to
find solutions of the other equations we listed in the previous subsection.
Before starting the analysis, we would like to clarify the different normalizations in supergravity
and Yang-Mills theory. So far we naturally normalized the scalars XI and gauge fields AIµ to have
mass dimension 0. The gauge coupling g has dimension 1. A convenient normalization for the
analysis of solitons in gauge theory is to set this coupling to 1 by rescaling XIYM = gX
I
SUGRA
and AIY M = gA
I
SUGRA, where the prefactor in front of the kinetic terms of vector multiplet fields
becomes 1
16πGg2
. We assume the latter normalization in this subsection and Appendix A. In this
normalization, scalars satisfy 1
6
CIJKX
IXJXK = g3. The equations (3.21) and (3.22) takes the
same form replacing XI ≡ 16CIJKXJXK and ΘI into the new ones, while (3.23) becomes
(1 + ⋆4)dω = −3g−3(f−1XI)ΘI (3.24)
with the new normalization.
As mentioned above, we choose the 4 dimensional base space to be R4 with the flat metric
hmn = δmn, even though there are more general possibilities of base space. With this choice of
the base space, the general solution to the self-dual field equation (3.21) is given by the ADHM
construction which we explain now. We will exclusively consider the case with SU(N) gauge group
in this paper, even if we expect the cases with SO(N) and Sp(N) gauge groups can be treated in
a similar way. Following [25], one starts the construction of SU(N) k-instantons by writing down
an (N + 2k)× 2k matrix ∆α˙(x)
∆α˙ ≡ aα˙ + baxαα˙ (3.25)
where
xαα˙ ≡ xmσmαα˙ , xm ∈ R4 , σmαα˙ = (1, i~σ) , σ¯nα˙α = (1,−i~σ) (3.26)
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and
aα˙ ≡
(
ωα˙
a′αα˙
)
, bα ≡
(
0N×2k
12k×2k
)
. (3.27)
The constant matrices ωα˙ and a
′
αα˙ ≡ anσnαα˙, an are N×2k, 2k×2k and k×k matrices, respectively,
and we suppressed all matrix indices except for the 2-component SO(4) spinor indices α and α˙.
We refer the readers to [25] for more details on notations.
The self-dual field strength Θmn, or the connection Am, is given by an (N + 2k) × N matrix
U(x) satisfying the following conditions
∆¯α˙(x)U(x) = 0 , U¯U = 1N×N . (3.28)
The gauge field Am is given as
Am = iU¯(x)∂mU(x) , (3.29)
whose field strength is guaranteed to be self-dual if ωα˙ and Hermitian matrices an satisfy the
following algebraic equation (σ¯mn ≡ σ¯[mσn] and σmn ≡ σ[mσ¯n]):
ω¯α˙ωβ˙(σ¯mn)
β˙
α˙ = 2(1− ∗4)[am, an] . (3.30)
With (3.30) satisfied, one can show that the 2k × 2k matrix ∆¯α˙∆β˙ takes the form
∆¯α˙∆β˙ = F
−1(x)δα˙α˙ (3.31)
with an invertible k× k Hermitian matrix F (x). The field strength ΘaT a, where T a’s are SU(N)
generators with the normalization in section 2, is given as
Θmn ≡ ΘamnT a = 2iU¯bα(σmn) βα F b¯βU . (3.32)
The general solution to the k × k matrix equation (3.30) is not known, but we will say that
one ‘solved’ the equation (3.21) in the sense that partial differential equation is reduced to an
algebraic one. The number of unconstrained real degrees in the matrices are 4Nk: from the
original 4Nk + 4k2 degrees in ωα˙ and an, one subtracts the number of equations in (3.30), 3k
2,
as well as the U(k) gauge transformation degree k2 [25]. This actually is the general self-dual
configuration with given topological charge k, deduced from a suitable index theorem.
Having this general solution parameterized by 4Nk data, one has to solve the covariant Laplace
equation with sources (3.22). We first consider the scalars in the adjoint representation, I = a.
The Laplace equation without source is solved in [25], see their Appendix C. In Appendix A.1, we
generalize this construction to the case with sources provided by the non-Abelian Chern-Simons
term. The equation and our solution in matrix notation are
D2(f−1XaT a) = c
24
(
ΘmnΘmn − 1
N
tr(ΘmnΘmn)1N
)
(3.33)
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and
f−1XaT
a = U¯(x)J0U(x) − c
24N
∂2 log(detF (x)) 1N (3.34)
where the (N+2k)× (N+2k) matrix J0 is given as
J0 =
(
vN×N (
ϕk×k − c12F (x)
)⊗ 12
)
. (3.35)
We hope using ϕ will not cause confusion with scalars ϕx in section 2. Here the k × k matrix ϕ
should satisfy
Lϕ ≡ 1
2
{
ω¯α˙ωα˙, ϕ
}
+ [an, [an, ϕ]] = ω¯
α˙vωα˙ − c
6
1k (3.36)
for (3.34) to solve (3.33). The N × N matrix v = vaT a is the asymptotic value of XaT a at
infinity. Equation (3.36) is linear in ϕ. We will present the explicit 2-instanton solutions in the
next section. Anyhow, the differential equation is solved modulo the algebraic equation (3.36).
Now we turn to the Laplace equation for the singlet scalars with source terms,
∂2(f−1Xα) =
Cα
6
∗4 (Θa ∧Θa) = Cα
6
tr (ΘmnΘmn) . (3.37)
It can be solved using the Osborn’s formula [34] for the topological charge density:
trN(ΘmnΘmn) = (∂
2)2 log
(
detFk×k(x)
)
. (3.38)
From this one obtains
f−1Xα = +
1
6
Cα∂
2 log
(
detF (x)
)
+ hα , (3.39)
where hα are constants. One might have inserted any harmonic function Hα(x) on R
4 instead
of hα, which is a homogeneous solution of this equation. However, in foresight, we do not insert
any nontrivial homogeneous solution, which in R4 is associated with singular sources, in order to
obtain regular solutions.
Finally, we turn to the differential equation (3.23) for the 1-form ωm. In Appendix A.2, we
derive the following solution in general ADHM instanton background:
ωm = −3i
g3
tr
(
J0P∂mP − ∂mPP
2
+ 2[ϕ, am]F − c
72
ǫmnpq∂nF
−1F∂pF
−1F∂qF
−1F
)
, (3.40)
where P(x) ≡ UU¯ . Again, one might add arbitrary homogeneous solution ∆ωm to the equation
(3.23), where d(∆ω) is anti-self-dual. For nonzero ∆ωm to vanish at asymptotic infinity, it should
also be associated with a singular source since the Maxwell equation d†d(∆ω) = 0 is satisfied for
anti-self-dual d(∆ω). For instance, adding
∆ωm =
j
r4
(δ[1mx
2] + δ[3mx
4]) (3.41)
to a spherically symmetric black hole would change the solution into the BMPV black hole with
the self-dual angular momentum (JL)12 = (JL)34 ∼ j. Adding it to our solution would result in
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closed timelike curves. Anyhow we again do not add such homogeneous solutions. This completes
the construction of our solution of (3.21)-(3.23).
We emphasize that the solution we obtained is manifestly smooth ‘generically’: namely all
components of the fields (gµν , F
I
µν , X
I) are finite and smooth in space-time coordinates (t, xm),
at a generic point on the instanton moduli space. This is guaranteed from the construction itself,
once the matrix F (x) introduced in (3.31) is invertible. This assumption is not true on a certain
point of the instanton moduli space. For example, there are parameters which can be identified
as the sizes of instantons. When any of these sizes is taken to zero, the configuration Θamn starts
to be singular at the ‘location’ of this small instanton. This singularity propagates to the other
fields at this point. Just to mention one phenomenon, let us consider the Chern-Simons coupling
CαA
α ∧ (F a ∧ F a) which induces U(1) electric charges of Aαµ to an instanton. As the instanton
becomes small, the souce for F αµν becomes point-like, which has an effect of replacing h
α in (3.39)
by a harmonic function sourced by a point charge. Away from such ‘singular’ points on the
instanton moduli space, our configuration is smooth.
In [35], regular solutions for the gravitating single monopoles and instantons in 4- and 5-
dimensional (super-)gravity saturating BPS energy bounds are constructed. Moreover, in the
’t Hooft (dyonic) multi-instanton background, the regular solutions in 10 dimensional heterotic
supergravity is obtained in [36, 37]. Our solution is a generalization of these works in the 5
dimensional setting.
We close this section by computing the physical charges of our solutions.
The U(1)N−1 ⊂ SU(N) electric charge q is given as (choosing the orientation dt∧dr∧vol(S3))
qa ∼ 1
8πG
∫
S3
QaI ⋆ F
I =
3
16πG
∫
S3
⋆4D(f−1Xa) (3.42)
where the integral is over the asymptotic 3-sphere. We multiply 1
g3
on the right hand side, which
will turn out to be the most natural normalization. Expanding the integrand, the electric charge
is given by the N diagonal entries of the following N ×N matrix,
q = − 3
16πGg3
·4π2
(
1
2
{v, ωα˙ω¯α˙} − ωα˙ϕω¯α˙ − ck
6N
1N
)
≡ 4π2
(
1
2
{vˇ, ωα˙ω¯α˙} − ωα˙ϕˇω¯α˙ − cYMk
2N
1N
)
,
(3.43)
where we introduce new variables vˇ ≡ − 3
16πGg3
v, ϕˇ ≡ − 3
16πGg3
ϕ in foresight. In section 4.1 we
show this is the natural normalization in Yang-Mills field theory. cYM is already introduced as
(2.23). The matrix q is traceless if ϕ satisfies (3.36). This is a simple generalization of the result
in [17] to the case c 6= 0.
We now compute the ADM angular momentum associated with the Killing vector −ξab, where
ξab ≡ xa∂b − xb∂a:
Jab = − 1
16πG
∫
S3
⋆∇ξab = − 4π
2kab
16πGg3
(3.44)
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where ωm ≈ kmnxng3r4 as r → ∞. Expanding the matrices F and P, one obtains from (3.40) the
following:
ωm ≈ 3i
g3
xn
r4
{
trk
(
ω¯α˙vωβ˙ − ϕω¯α˙ωβ˙
)
(σ¯mn)
β˙
α˙ + 4trk
(
ϕ[am, an]
)}
=
3i
g3
xn
r4
{
trk
(
ω¯α˙vωβ˙
)
(σ¯mn)
β˙
α˙ + 2(1 + ∗4)trk
(
ϕ[am, an]
)}
, (3.45)
where we used the ADHM constraint (3.30) on the second line. Therefore, one finally obtains
Jmn = +4π
2i
{
trk
(
ω¯α˙vˇωβ˙
)
(σ¯mn)
β˙
α˙ + 2(1 + ∗4)trk
(
ϕˇ[am, an]
)}
, (3.46)
where again the new variables vˇ and ϕˇ are introduced as shown in the previous paragraph, to
compare the result (3.46) with the one from field theory in section 4.1.
The ADM mass is associated with the Killing vector ξ = ∂t
3:
M = +
3πα
4G
(3.47)
if f ≈ 1− α
r2
as r →∞. With the asymptotic behavior
f−1XI ≈ hI + µI
r2
, f−
1
2XI ≈ hI + µ
I
r2
, (3.48)
where hI = XI(∞), one can easily find α = µIhI . From (3.34) and (3.39) one finds
M = qaφ
a(∞) + 8π
2k
g2YM
, (3.49)
where φa(∞) is the expectation value of φa(= gXaSUGRA) at infinity, and g2YM is given by (2.23).
This saturates the BPS bound given in [17].
4 Examples and applications
4.1 The Yang-Mills(-Chern-Simons) gauge theory
When the Yang-Mills gauge fields and scalars are taken to be ‘small’, as explained in section 2,
our solution reduces to that of the gauge theory of [27]. The dyonic instanton configuration in the
gauge theory without non-Abelian Chern-Simons term has been first studied in [17]. The general
ADHM solution in the presence of the non-Abelian Chern-Simons term has been unknown in the
gauge theory, so we shall take a more detailed look at our new solution in this context. Another
problem in the gauge theory which has not been answered is the computation of the Noether
angular momentum of the configuration. In the previous section we obtained the ADM angular
3The Killing vector for mass always picks up a minus sign relative to those for spatial momenta [13].
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momentum, but it seems that the same answer should be obtained on the gauge theory side as
the Noether charge. We also explain this point in this subsection.
In the Yang-Mills-Chern-Simons theory, the differential conditions for the supersymmetric
solutions are
Fmn = ⋆4Fmn
D2φˇa = +cYM
4
dabcF
b
mnF
c
mn (4.1)
where
φˇa ≡ ∂F(φ)
∂φa
=
1
g2YM
φa +
cYM
2
dabcφ
bφc
(
F(φ) ≡ 1
2g2YM
φaφa +
cYM
6
dabcφ
aφbφc
)
. (4.2)
Furthermore, even if the metric degree considered in the previous section is irrelevant in the gauge
theory, we would still like to consider the regular solution of the following diffential equation:
(1 + ⋆4)(dα)mn = −6trN(φˇFmn) , (4.3)
where the regular solution for the 1-form αm can be obtained as we got ωm before. If one takes
the scaling of fields F YMmn = gF
SUGRA
mn and φˇa = − 316πGgXSUGRAa into account, one obtains
αm = ωm(vˇ) = − 3
16πGg3
ωm(v) , (4.4)
with ωm given as (A.36). This differential equation and the solution αm will still play interesting
roles as we explain below.
Firstly, let us re-consider the electric charge computed in the previous seciton. The expression
(3.43) is exactly the same as that in [17] in the case c = 0 (correcting a factor 2 typo there).
The quantization of this electric charge was studied from the moduli space dynamics of Yang-
Mills instantons [17], where the electric charge is understood as a momentum conjugate to the
coordinate on the moduli space parameterizing the global gauge zero mode. See [38] also. A
potential of the schematic form ∝ v2|ωα˙|2 is generated on the moduli space, which holds the
motion in the moduli space in a finite ωα˙ region. Since ϕ is also proportional to v, one finds that
the electric charge depens linearly on the asymptotic value va of φˇa = 1
g2
YM
φa.
When there is a non-zero Chern-Simons term, c 6=0, the physics becomes different. In this case
one finds that the configuration carries nonzero electric charge even when φa(∞) = 0 (or v=0), as
the second and third terms of (3.43) are still nonzero. From the dynamics on the instanton moduli
space, this quantity should also be understood as the momentum conjugate to the global gauge
zero mode. The Lagrangian should acquire modifications other than the potential to explain this
charge. From (3.49), the electric charge, or momentum, does not contribute to the BPS mass
if φa(∞) = 0. It is likely that the states with electric charges should provide a sort of lowest
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Landau level degeneracy from the viewpoint of moduli space dynamics, by an addition of external
magnetic field on the moduli space.4
For simplicity, let us briefly comment on the single instantons in the unbroken phase (φa(∞) =
0) when cYM 6= 0. The magnetic field Θamn is given by the SU(N) embedding of single SU(2)
’t Hooft solution. In this background, one finds nonzero scalar and electric field. However, the
electric charge contribution to the energy is zero since v = 0. One finds
ϕˇ = −cYM
4λ2
→ q = π2cYM
(
P − 2
N
1N
)
, (4.5)
where λ is the size of the instanton, P is the projector to the 2 dimensional subspace of the N
dimensional space in which SU(2) ’t Hooft solution is embedded. With vˇ = 0, since the potential
∝ λ2vˇ2 confining λ is absent, the nature of the corresponding motion on the moduli space should
be quite different. What we expect from (4.5) is a motion on the moduli space with appropriate
‘magnetic field.’ Just for convenience, let us assume that λ is much larger than cYMg
2
YM , the
only scale of this system. Then we can trust the moduli space metric for single instantons with
cYM = 0, which is a cone over
SU(N)
U(N−2)
with homogeneous metric on the base. Upon coupling the
system to a suitable 1-form A ∼ cYMθ, where dθ gives the Kahler 2-form of the space SU(N)SU(2)×U(N−2) ,
one finds that the rest particle solution carries an angular momentum of the form (4.5). More
comment is in order in the conclusion section.
Now we consider the angular momentum of the configuration. The Noether angular momentum
is given by the following 4 dimensional integral5:
Jmn = −
∫
d4x(xmT0n − xnT0m) , (4.6)
where
T0m =
(
1
g2YM
δab + cYMdabcφ
c
)
F a0nF
b
mn = −2∂ntr
(
φˇFmn
)
. (4.7)
The integral (4.6) can be written as
Jmn = −2
∫
S3
r3dΩk
(
xntr
(
φˇFmk
)− xmtr (φˇFnk))+ 4
∫
R4
d4x tr
(
φˇFmn
)
, (4.8)
where dΩk is the vector normal to the unit 3-sphere whose length is the volume element of S3. In
[37], the second term is shown to be zero for the ’t Hooft multi-instanton background. The first
surface term is easily evaluated to give an expression for Jmn in this case. For general ADHM
instanton, the second term is nonzero and the general expression of Jmn has not been available yet.
However, one can also change the second term of (4.8) into a surface term, using the differential
condition (4.3): ∫
d4xtr(φˇFmn) = −1
6
∫
S3
r3
(
dΩmαn − dΩnαm + ǫmnpqdΩpαq
)
(4.9)
4We thank David Tong for pointing it out to us.
5Overall minus sign is inserted since positive energy is given by
∫
d4xT00, while spatial momentum has a relative
minus sign in its definition.
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where we used the following fact for an integral over a region Σ in R4:∫
Σ
d4x ∂af =
∫
∂Σ
dSa f . (4.10)
Evaluating the two surface integrals, one finds
− 2
∫
S3
r3dΩk
(
xntr
(
φˇFmk
)− xmtr (φˇFnk)) = +4π2itr(ω¯α˙vˇωβ˙(σ¯mn)β˙α˙) (4.11)
−2
3
∫
S3
r3 (dΩmαn − dΩnαm + ǫmnpqdΩpαq) = +2π
2
3
(1 + ⋆4)kmn(vˇ) (4.12)
where αm(vˇ) ≈ kmn(vˇ)xnr4 near r → ∞. Adding the above two, what we get is exactly same as the
ADM angular momentum (3.46).
4.2 SU(2) 2-instantons: closed timelike curves and charge bounds
In this subsection we investigate the the case with SU(2) gauge group in detail. Since dabc = 0 for
SU(2), there is no non-Abelian Chern-Simons term here. Since the single instanton is basically
given by the ’t Hooft solution, which is quite special rather than being generic, we concentrate on
the case in which instanton number k is 2. (For simplicity, we set g = 1.)
The Yang-Mills 2-instanton for SU(2) gauge group is completely given by the so-called Jackiw-
Nohl-Rebbi (JNR) solution [39]. For k = 2, it is parameterized by three positions ai (i = 0, 1, 2)
in R4, and associated scales λi. The solution is given as
Aam = −η¯amn∂n logH(x) , H ≡
2∑
i=0
λ 2i
|x− ai|2 , (4.13)
where the anti-self-dual ’t Hooft tensor η¯amn is defined as σ¯mn ≡ iη¯amnσa (or η¯abc = ǫabc and
η¯ab4 = −δab ). One of the three scales λi is unphysical, since overall scaling of H(x) does not
affect the gauge field Aam. Furthermore, as shown in [39, 40], one of the twelve real parameters
in ai is unphysical. To be more precise, there is a unique circle in R
4 passing through the three
points ai. It is shown that moving the three points along this circle with relative ‘speed’ λ
2
i can
be undone by a local gauge transformation. Thus one is left with 15 − 1 − 1 = 13 independent
parameters. Together with the 3 degrees in global gauge orientation, they provide the complete
parameterization of the moduli space of SU(2) 2-instantons.6
For convenience, we assume the scalars in vector multiplet live on the coset, which is a sym-
metric space, explained in section 2. The neutral and charged [22] scalars are given as (Cα=−1
with α = 1 only, for this symmetric space example)
f−1Xα = hα+
Cα
6
∂2
(
log
(
s0
|x0|2|x1|2|x2|2
)
− logH
)
= hα+
Cα
6
(
∂mH∂mH
H2
−
∑
i
4
|xi|2
)
(4.14)
6From the general ADHM solution, the above JNR solution can be obtained by appropriate singular gauge
transformation. See, for instance, [22] for details.
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and
φa
σa
2
=
1
sΣH(x)
(
Z¯vZ +
Cσa
2
η¯amn
(
(x0)
m
|x0|2
(x1)
n
|x1|2 +
(x1)
m
|x1|2
(x2)
n
|x2|2 +
(x2)
m
|x2|2
(x0)
n
|x0|2
))
(4.15)
where Z = σm
si(xi)m
|xi|2
≡ σmZm, v = va σa2 , si ≡ (λi)2, sΣ = s0 + s1 + s2, xi = x− ai and
C ≡ 4vaη
a
mn
(
(a0)m(a1)n + (a1)m(a2)n + (a2)m(a0)n
)
(s0s1)−1|a0 − a1|2 + (s1s2)−1|a1 − a2|2 + (s2s0)−1|a2 − a0|2 . (4.16)
From this expression one can obtain the function f . Assuming the above symmetric space with
V(x) = 1
2
X1((X2)2 −XaXa), one finds
f−3 =
27
2
(f−1X1)
(
h 22 − φaφa
)
(> 0 everywhere)
(
27
2
h1
(
h 22 − vava
)
= 1
)
. (4.17)
Otherwise, we just understand that f is given by the algebraic equation 1
6
CIJKX
IXJXK = 1.
Now we turn to the 1-form ωm. Firstly, one can write
− itr (J0(P∂mP − ∂mPP)) = −2tr (φAm) + itr
(
U¯J0∂mU − ∂mU¯J0U
)
. (4.18)
After some computation, the second term can be written as
itr
(
U¯J ∂mU − ∂mU¯JU
)
=
2vaη
a
np
sΣH(x)
(
si(xi)
n
|xi|2
)
∂m
(
sj(xj)
p
|xj |2
)
(4.19)
+
C
sΣH(x)
3∑
i=1
ǫijk
(
(xj)
n
|xj|2
)
∂m
(
(xk)
n
|xk|2
)
.
With the following gauge field
Am = −η¯amn
σa
2
∂nH
H
= +
i
2
σ¯mn
∂nH
H
(4.20)
and charged scalar solution, the first term becomes
− 2tr(φAm) = − 1
sΣ
∂n
(
1
H
)(
2va(Zmη
a
np − Znηamp)Zp + vaZpZpηamn
)
− C
sΣ
∂n
(
1
H
)(∑
i
ǫijk
(xj)
m
|xj |2
(xk)
n
|xk|2 −
1
2
ǫmnpq
∑
i
ǫijk
(xj)
p
|xj |2
(xk)
q
|xk|2
)
where we used
η¯amnη¯
a
pq = δmpδnq − δmqδnp − ǫmnpq (4.21)
tr(σ¯(pvσq)σ¯mσn) = 2iva(δn(pη
a
q)m − δm(pηaq)n) + ivaδpqηamn . (4.22)
Adding the two contributions, (4.18) becomes
−4va
sΣ
ηamnZn −
2C
sΣH
(
(a0 − a1)m
|x0|2|x1|2 +
(a1 − a2)m
|x1|2|x2|2 +
(a2 − a0)m
|x2|2|x0|2
)
− η¯amn∂nφa(x) (4.23)
20
where we used
Zm = ∂m
(∑
i
si log |xi|
)
→ ∂mZn − ∂nZm = 0 . (4.24)
The second term appearing in (3.40) is
− itr (b¯βJ aα˙σ¯α˙βm )+ c.c. = + CsΣ
|x0|2(a1 − a2)m + |x1|2(a2 − a0)m + |x2|2(a0 − a1)m
s0|x1|2|x2|2 + s1|x2|2|x0|2 + s2|x0|2|x1|2 , (4.25)
so that ωm itself simply becomes
ωm = −3
2
η¯amn∂nφ
a(x)− 6 va
sΣ
ηamnZn , (4.26)
where the scalar is given as (4.15). One can explicitly check that (4.26) is regular everywhere
including x = ai, even if each term is not. This is just re-confirming the regularity of our general
solution.
To be concrete, let us consider the case where the three points ai form an equilateral triangle
on, say x1-x2 plane, with scales λi being all equal:
a0 = (R, 0, 0, 0) , a1 = (−R
2
,
√
3R
2
, 0, 0) , a2 = (−R
2
,−
√
3R
2
, 0, 0) , s0 = s1 = s2 = 1 . (4.27)
Then one obtains
C = 2v3√
3
(4.28)
The function detF (x) in this case hss U(1)2 symmetry, rotations on two 2-planes:
detF−1(x) = |x0|2|x1|2|x2|2H = 3
(
(r2 + ρ2 +R2)2 −R2r2
)
, (4.29)
where r2 ≡ (x1)2 + (x2)2, ρ2 ≡ (x3)2 + (x4)2. If we take the scalar expectation to be v1 = v2 = 0,
which we do, this symmetry of the gauge field becomes the symmetry of the full solution. To see
this, we first find that the gauge-invariant combination φaφa has this symmetry:
φaφa = v2 − 4v
2R2
9
3(r2 + ρ2) + 5
(r2 + ρ2 +R2)2 −R2r2 +
4v2R4
3
ρ4 + ρ2(r2 + 2R2) +R2r2 +R4
((r2 + ρ2 +R2)2 − R2r2)2 . (4.30)
One can also obtain the 1-form ωm: defining z ≡ x1 + ix2 and z′ ≡ x3 + ix4, one obtains after
some algebra the following,
ω1 − iω2 = 2ivR
2z¯(2(r2 + ρ2 +R2)2 +R2r2)
((r2 + ρ2 +R2)2 − R2r2)2 (4.31)
ω3 − iω4 = −2ivR
2z¯′((r2 + ρ2 +R2)2 + 2R2r2)
((r2 + ρ2 +R2)2 − R2r2)2 , (4.32)
which also has symmetry under U(1)2 rotations. The full geometry is smooth everywhere.
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Now we investigate if there is any closed timelike curves (CTC) in the above geometry. We
would check that there are no timelike directions on the constant t hyperspace. Pick up any unit
vector Nm(x) in R4, that is N t = 0 and NmNm = 1. The norm of this vector is
gµνN
µNν = f−1
(
1− f 3(ωmNm)2
)
≥ f−1
(
1− f 3|ωm|2
)
. (4.33)
Showing that the last expression never becomes negative will be sufficient for proving the absence
of CTC. To be precise, there exists an ambiguity ω → ω + dλ associated with shifting t by λ(x).
However, we work with (4.31) which will turn out to be enough to show f 3|ωm|2 < 1 everywhere.
In fact we find
f 3|ωm|2 = (2vR
2)2[(4r2+ρ2)(r2+ρ2+R2)4+4R2r2(r2+ρ2)(r2+ρ2+R2)2+R4r4(r2+4ρ2)]
[(r2 + ρ2 +R2)2 − R2r2]4
×
(
h1 +
1
6
∂2 log
[
(r2 + ρ2 +R2)2 − R2r2])−1 × (4.34)
(
1
h1
+ 6v2R2
(
3(r2 + ρ2) + 5R2
(r2 + ρ2 +R2)2 − R2r2 −
3R2(r2+ρ2+R2)(ρ2+R2)
[(r2 + ρ2 +R2)2 −R2r2]2
))−1
<
1
4
.
In particular, the upper bound 1 is never attained. This confirms that there are no CTC’s in this
U(1)2-symmetric solutions. The upper bound 1
4
is asymptotically attained when v2 → ∞ and
h1 → 0+, at r = R and ρ = 0.
This absence of CTC in the above example may not be very surprising since CTC appears as
one tries to obtain an over-rotating solution. For instance, one obtains the over-rotating BMPV
black hole as one takes to coefficient of the homogeneous solution for (3.23) to be too large. Since
we only keep in ωm the terms which are not associated with singular sources, there seems to be
no degree in our solution to cause such an over-rotation.
Even if we believe that the absence of CTC can be true for our general regular solutions,
this seems to be hard for us to show without symmetry, like the U(1)2 isometry in the above
example. However, we shall provide an indirect evidence for this conjecture for more general
configurations. We show in the general 2-instanton sector that the angular momentum has an
upper bound given by other charges. Especially, given the instanton number k = 2 and electric
charge q, one finds that certain components of angular momenta are maximized for the above
U(1)2 symmetric configurations.
For general 2-instantons, one obtains the following self-dual angular momentum
jmn = 8π
2(1 + ⋆4)tr
(
ϕ[am, an]
)
=
8π2i
s 2Σ
(1 + ⋆4)
(∑
i
ai ∧ ai+1
)
mn
vbηbpq
∑
i (ai ∧ ai+1)pq∑
i(sisi+1)
−1|ai − ai+1|2 .
(4.35)
Note that, for 2-instantons, one can locate the three positions ai on the 12 plane without losing
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generality. Defining jmn ≡ ηamnja, one finds that only j3 is nonzero and
j3 =
1
4
η3mnjmn =
16π2
s 2Σ
vol(∆(a0a1a2))
(
vaηamn
∑
i (ai ∧ ai+1)mn
)∑
i(sisi+1)
−1|ai − ai+1|2 =
4π2v3
s 2Σ
(4vol(∆(a0a1a2)))
2∑
i(sisi+1)
−1|ai − ai+1|2
(4.36)
where vol(∆(a0a1a2)) is the area of the triangle made by three vectors a0, a1 and a2. The electric
charge is given as [22]
vaqa =
4π2
s 2Σ
(
v2
∑
i
sisi+1|ai − ai+1|2 −
(
vaηamn
∑
i (ai ∧ ai+1)mn
)2∑
i(sisi+1)
−1|ai − ai+1|2
)
≥ 4π
2
s 2Σ
v2
( ∑
i |ai − ai+1|2
)2 − ( vaηamn∑i (ai ∧ ai+1)mn)2∑
i(sisi+1)
−1|ai − ai+1|2 (4.37)
where we used the Schwarz inequality on the last line, which is saturated if s0 = s1 = s2. The
above vaqa and |v|j3 (where |v|2 ≡ vava) satisfies the following inequality:
s 2Σ
4π2
(
vaqa − 2|v|j3) ≥ v2
( ∑
i |ai − ai+1|2
)2 − 3v2 ( 4vol(∆(a0a1a2)) )2∑
i(sisi+1)
−1|ai − ai+1|2
=
v2
( ∑
i |ai − ai+1|2
)2 − 3v2 ( 2∑i |ai − ai+1|2|ai − ai−1|2 −∑i |ai − ai+1|4)∑
i(sisi+1)
−1|ai − ai+1|2
= 2v2
(
(|a01|2−|a12|2)2 + (|a12|2−|a20|2)2 + (|a20|2−|a01|2)2
)∑
i(sisi+1)
−1|ai − ai+1|2 ≥ 0 . (4.38)
The two inequalities are saturated in the following cases, respectively: (1) the first one if s0 =
s1 = s2 and v
1 = v2 = 0, and (2) the second one if |a01|2 = |a12|2 = |a20|2. Therefore we find
|j| ≤ 1
2
vaqa
|v|
, which is saturated by U(1)2 invariant rings.
The anti-self-dual part of the angular momentum is given as
j˜mn = 4π
2i tr(ω¯α˙vωβ˙)(σ¯mn)
β˙
α˙ =
4π2i
s 2Σ
(
s0s1 a¯01va01 + s1s2 a¯12va12 + s2s0 a¯20va20
)α˙
β˙
(σ¯mn)
β˙
α˙ .
(4.39)
Here aij ≡ (ai−aj)mσm. We define j˜mn ≡ η¯amnj˜a, and again align the vectors aij on the 12 plane,
aij = a
1
ijσ
1 + a2ijσ
2. Decomposing v = v‖ + v⊥ = v
3 σ3
2
+ (v1 σ
1
2
+v2 σ
2
2
), one finds
j˜3 =
4π2v3
s 2Σ
(∑
i
sisi+1|ai−ai+1|2
)
(4.40)
j˜1
σ1
2
+ j˜2
σ2
2
= −4π
2
s 2Σ
(
s0s1 a¯01v⊥a01 + s1s2 a¯12v⊥a12 + s2s0 a¯20v⊥a20
)
≡ −4π
2
s 2Σ
(
s0s1|a01|2v01⊥ + s1s2|a12|2v12⊥ + s2s0|a20|2v20⊥
)
(4.41)
where vij⊥ ≡ a¯ij|aij |v⊥
aij
|aij |
. Regarding vij⊥ as a 2-dimensional vector spanned by σ
1 and σ2, it is a
rotation of v⊥. From the structure of (4.41), one finds that (j˜1)
2+ (j˜2)
2 is maximized when all vij⊥
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are parallel, which is possible when all ai lie on the same line in R
4. One finds
√
(j˜1)2 + (j˜2)2 ≤ 4π
2|v⊥|
s 2Σ
(∑
i
sisi+1|ai−ai+1|2
)
. (4.42)
Therefore one obtains
|j˜| =
√∑
a
j˜ 2a ≤
4π2|v|
s 2Σ
(∑
i
sisi+1|ai−ai+1|2
)
. (4.43)
This inequality is saturated if (i) v3 = 0 and aij all parallel, or (ii) v⊥ = 0. With this result, one
finds that the anti-self-dual angular momentum j˜ is also has an upper bound given by the electric
charge:
s 2Σ
4π2
(
vaqa − 2
3
|v||j˜|
)
≥ |v|
2
3
∑
i
sisi+1|ai − ai+1|2 −
(
vaηamn
∑
i (ai ∧ ai+1)mn
)2∑
i(sisi+1)
−1|ai − ai+1|2 ≥ 0 , (4.44)
where we applied the same inequalities used in (4.38). We therefore find |j˜| ≤ 3
2
vaqa
|v|
. For all
inequalities used in the intermediate steps to be saturated, the configuration should again satisfy
s0 = s1 = s2, v1 = v2 = 0 and |a01| = |a12| = |a20|. Especially, both |j| and |j˜| are bound by vaqa|v| .7
We suspect there could exist similar upper bound for general SU(2) instantons with topological
charge k ≥ 3: perhaps similar to what we found here, like vaqa
|v|
≥ ck|j| and vaqa|v| ≥ c˜k|j˜|. We do
not attempted to explore it here, partly because we have not solved (3.36) for ϕ with general k,
and also because we cannot solve the ADHM constraint completely. For k = 1, it is known [37]
that jmn = 0 while |j˜| is proportional to qava|v| . For k = 2, one finds j 6= 0 in general, but the
upper bound for anti-self-dual part |j˜| is still larger than that for the self-dual part. The large k
expectation is that the two bounds would be the same, namely c˜k
ck
→ 1 for k → ∞ [19, 28, 24].
To see how such bounds behave for k ≥ 3, if they exist at all, one could restrict one’s interest to
the multi JNR instanton of [39], where the ADHM data is also known [22]. The matrix ϕ is also
obtained recently for some values of k ≥ 3 [41].
5 Concluding remarks
In this paper we studied supersymmetric solutions of 5 dimensional N = 1 Yang-Mills-Einstein
supergravity. We systematically obtained explicit solutions to the differential equations imposed on
supersymmetric configurations based on ADHM construction, modulo a set of algebraic conditions
on the parameters of the solutions. The solution carries topological charge, electric charge and
angular momentum. This gravitating dyonic instanton solution is regular on the generic point of
the instanton moduli space.
7This question was raised in [24], where a similar conclusion in a slightly different setting was obtained.
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We also checked the absence of CTC in the U(1)2-invariant solution carrying instanton charge
2, and conjectured the absence for our general solution. It is indirectly supported in the general
2-instanton sector by showing the existence of un upper bound for angular momenta in R4. It will
be interesting to further explore it.
In the truncated N = 2 model, the dyonic instantons in 5 dimensional super-Yang-Mills theory
have been argued to be supertubes, configurations carrying suitable dipole charges and expanding
into ‘tubular’ or ‘ring-like’ shapes in space. We find further evidence for this interpretation in the
theory with SU(2) gauge group, by showing that both self-dual and anti-self-dual components
of the angular momentum are maximized for circular configurations with U(1)2 symmetry in the
2-instanton sector.
In the theory with non-Abelian Chern-Simons term, even the gauge theory soliton needs further
study. There we find that our configuration has non-zero electric charge even if the adjoint scalars
take zero VEV, leaving SU(N) gauge symmetry unbroken. The equation (3.36) for ϕ appearing in
the scalar solution has a natural interpretation as a non-dynamical auxiliary degree in the matrix
quantum mechanics describing the dynamics of k-instanton moduli ωα˙ and an: the latter model
arises either as the moduli space approximation or as describing open strings degrees attached to
D0-D4 branes. When c = 0, from the latter viewpoint, since there is a U(k) gauge symmetry on k
stacks of D0 branes, one introduces a gauge field A0 and its superpartner scalar, which we call ϕ,
living on the worldline. The equation of motion for ϕ is exactly (3.36) with c = 0. We managed to
find a deformation of this matrix model with the parameter c 6= 0, preserving 8 supersymmetries,
which yields (3.36) as the equation of motion for ϕ, and further reproduces (4.5) in the single
instanton sector.8 It should be interesting to understand this finding more physically.
In a broader perspective, one could extend the study of non-Abelian supersymmetric solutions
to other gauged supergravity theories. For example, if one gauges both U(1) ⊂ SU(2)R as well
as an isometry on scalar manifolds, the resulting theory has nonzero scalar potential. Gauged
supergravity with N = 2 (16 real) or N = 4 (32 real) supersymmetry is another direction. In a
theory where a subgroup of SU(2)R is gauged, the global SU(2)R symmetry is broken by picking
up a U(1) subgroup. Related to this, the hyper-Kahler structure on the base space that we got
should be relaxed [2], which could render the system richer and/or more complicated.
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A Derivation of the ADHM solutions
In this appendix, we solve the differential conditions (3.22) and (3.23) using ADHM technique.
For convenience, we set the gauging parameter g = 1 here, which can be recovered easily.
A.1 Adjoint scalar solution
In this subsection, we derive the solution of the covariant Laplace equation with a source term
coming from non-Abelian Chern-Simons coupling:
D2(f−1Xa) = c
12
dabcΘ
b
mnΘ
c
mn . (A.1)
Alternatively, in N ×N matrix notation, one may first solve an auxiliary equation
D2Φ = c
24
ΘmnΘmn ({T a, T b} = 1
N
δab1N + 4d
abcT c) . (A.2)
Since there is an overall U(1) part, whose solution is given by the Osborn’s formula
trΦ =
c
24
∂2 log(detF (x)) , (A.3)
f−1Xa is obtained from Φ as
f−1XaT
a = Φ− 1
N
(trΦ)1N = Φ− c
24N
∂2 log(detF (x)) 1N . (A.4)
Using (σmn)
β
α (σmn)
δ
γ = −4
(
δ δα δ
β
γ + ǫαγǫ
βδ
)
, one obtains from Θmn = 2iU¯b(σmnF )b¯U the
following:
ΘmnΘmn = +16
(
U¯bαF b¯βPbβF b¯αU + U¯bαF b¯βPbαF b¯βU
)
. (A.5)
As a first trial, we compute D2(U¯J1U) with J1 ≡ bαF b¯α. The general expression in [25] is
D2(U¯J1U) = −4U¯{bαF b¯α,J1}U + 4U¯bαF ∆¯α˙J1∆α˙F b¯αU
+U¯∂2J1U − 2U¯bαFσnαα˙∆¯α˙∂nJ1U − 2U¯∂nJ1∆α˙σ¯α˙αn F b¯αU . (A.6)
Inserting J1 = bαF b¯α, one obtains
D2(U¯J1U) = −8U¯(bαF b¯α)2U + 4U¯bαF ∆¯α˙bβF b¯β∆α˙F b¯αU
−4U¯bαF b¯βPbβF b¯αU + 8U¯bαF ∆¯α˙bβF b¯α∆α˙F b¯βU (A.7)
where P = UU¯ . Here we used
∂2J1 = −4bαF b¯βPbβF b¯α (A.8)
∂nJ1 =
{
−bαF σ¯β˙βn b¯β∆β˙F b¯α
−bαF ∆¯β˙bβσnββ˙F b¯α
(A.9)
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and σnαα˙σ¯
β˙β
n = 2δ
β
α δ
β˙
α˙ . We try to massage the second and fourth terms:
4U¯bαF ∆¯α˙bβF b¯β∆α˙F b¯αU = 4U¯b
αF b¯β(1−P)bβF b¯αU = 8U¯(bαF b¯α)2U − 4U¯bαF b¯βPbβF b¯αU
8U¯bαF ∆¯α˙bβF b¯α∆α˙F b¯βU = 8U¯b
αF b¯β(1−P)bαF b¯βU = 8U¯(bαF b¯α)2U − 8U¯bαF b¯βPbαF b¯βU
where we used ∆¯α˙bα = b¯α∆α˙. Inserting these back to (A.7), one obtains
D2(U¯J1U) = 8U¯(bαF b¯α)2U − 8U¯bαF b¯βPbβF b¯αU − 8U¯bαF b¯βPbαF b¯βU
= 8U¯(bαF b¯α)
2U − 1
2
ΘmnΘmn . (A.10)
Therefore, Φ has to satisfy
D2
(
Φ +
c
12
U¯bαF b¯αU
)
= +
2c
3
U¯bαF 2b¯αU . (A.11)
The last equation can be solved by generalizing the ansatz taken in [25] to solve the covariant
Laplace equation. We try
Φ +
c
12
U¯bαF b¯αU = U¯
(
v 0
0 ϕ⊗ 12
)
U ≡ U¯J0U , (A.12)
where v is the asymptotic value of XaT
a, and ϕ is a constant matrix to be determined. Plugging
this ansatz in (A.11) and following the computation (C.31) of [25], one obtains
4U¯bαF
(−Lϕ+ ω¯α˙vωα˙)F b¯αU = 2c
3
U¯bαF 2b¯αU (A.13)
where Lϕ = 1
2
{ω¯α˙ωα˙, ϕ}+ [an, [an, ϕ]]. This equation is solved if one demands
Lϕ = ω¯α˙vωα˙ − c
6
1k , (A.14)
which is solvable since L is generically invertible. The final answer is
f−1XaT
a = U¯
(
v 0
0 ϕ− c
12
F (x)
)
U − c
24N
∂2 log(detF (x)) 1N (A.15)
with (A.14).
A.2 The 1-form ωm
Here we derive the solution of (3.23), where the scalar on the right hands side is given by (A.15).
Again as a first trial, we would like to compute the action of 1+∗4
2
d on the 1-form tr (J0P∂mP).
Using the following identities [25],
∂mF =
{
−F σ¯α˙αm b¯α∆α˙F
−F ∆¯α˙bασnαα˙F
(A.16)
∂mP = −∆α˙F σ¯α˙αm b¯αP − Pbασnαα˙F ∆¯α˙ , (A.17)
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one obtains
1 + ∗4
2
tr
(J0∂[mP∂n]P) = 1 + ∗4
2
tr
(
J
(
Pbα(σmn) βα F b¯βP +∆α˙F σ¯ α˙α[m b¯αPbβσn]ββ˙F ∆¯β˙
) )
.
(A.18)
To treat the second term, one needs
(σm)αβ˙(σ¯n)
γ˙δ =
1
2
δmnδ
δ
α δ
δ˙
β˙
− 1
2
δ δα (σ¯mn)
γ˙
β˙
+
1
2
(σmn)
δ
α δ
γ˙
β˙
− 1
2
(σ¯mp)
γ˙
β˙
(σpn)
δ
α . (A.19)
The last term on the right hand side of (A.19) is zero after anti-symmetrizing mn indices. We
thus find a useful identity
1 + ∗4
2
(σ[m)αβ˙(σ¯n])
γ˙δ =
1
2
(σmn)
δ
α δ
γ˙
β˙
. (A.20)
We also need the following property [25],
∆¯α˙J0∆α˙ = ω¯α˙vωα˙ − Lϕ+ {ϕ, F−1} = c
6
1k + {ϕ, F−1} . (A.21)
Using these, the quantity inside the 1+⋆4
2
projector of (A.18) can be written as
tr
(J0Pbα(σmn) βα F b¯βP)+ 12tr
(
(∆¯α˙J0∆α˙)F b¯αP(σnm) αβ bβF
)
(A.22)
= tr
((
U¯J0U
) (
U¯bα(σmn)
β
α F b¯βU
))
+
1
2
tr
(
{ϕ, F} b¯αP(σnm) αβ bβ
)
− c
12
tr
(
bα(σmn)
β
α F
2b¯βP
)
= − i
2
tr
(
(f−1X)Fmn
)
+
1
2
tr
(
{P,J0} bβ(σnm) αβ F b¯α
)
− c
12
tr
(
bα(σmn)
β
α F b¯β(1− P)J1P
)
,
where f−1X ≡ f−1XaT a is given as (A.15). The first term is what we need on the right hand side
of (3.23). We shall explain how to deal with the other two terms below.
First we show that the second term on the last line of (A.22) can be arranged to take the form
1+∗4
2
d(· · · ). First, P appearing in this term can be replaced by −(1−P) = −∆α˙F ∆¯α˙, since there
is b¯αJ bβ = ϕ δβα in the subtracted term, from which one finds (σmn) αα = 0. Thus we consider
− 1
2
tr
(
{∆α˙F ∆¯α˙,J} bβ(σnm) αβ F b¯α
)
. (A.23)
We use (A.20) to rewrite this term as
− 1 + ∗4
2
tr
(
{∆α˙F ∆¯β˙,J } bβ(σ[n)ββ˙F (σ¯m]) α˙αb¯α
)
= −1 + ∗4
2
tr
(
{∆α˙F ∆¯β˙,J } ∂[n∆β˙F∂m]∆¯α
)
.
(A.24)
Using the fact (∂m∆¯
α˙)∆α˙ = ∆¯
α˙(∂m∆α˙) = ∂mF
−1, this can be written as
+
1 + ∗4
2
tr
(
J∆α˙∂[nF∂m]∆¯α˙ + J ∂[n∆α˙∂m]F ∆¯α˙
)
. (A.25)
Each term inside the 1+∗4
2
projector is exact. The first term is
tr
(
J∆α˙∂[nF∂m]∆¯α˙
)
= tr
(
J (aα˙+bασpαα˙xp)∂[nF σ¯ α˙βm] b¯β
)
(A.26)
= −∂[mtr
(
b¯βJ aα˙F σ¯ α˙βn] + 2xn]ϕF
)
,
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and similarly the second term is
tr
(
J ∂[n∆α˙∂m]F ∆¯α˙
)
= +∂[mtr
(
a¯α˙J bβFσn]βα˙ + 2xn]ϕF
)
. (A.27)
Collecting all, one obtains the following expression
1
2
tr
(
{P,J } bβ(σnm) αβ F b¯α
)
=
1 + ∗4
2
∂[mtr
((
a¯α˙J bβσn]βα˙ − b¯βJ aα˙σ¯ α˙βn]
)
F
)
. (A.28)
The expression inside the derivative can simply be rewritten as
tr
((
b¯βJ aα˙σ¯ α˙βn − a¯α˙J bβσnβα˙
)
F
)
= 2trk ([ϕ, am]F ) , (A.29)
where the lower 2k×2k block of aα˙ is written as anσnαα˙. This completes the analysis of the second
term of (A.22).
As the final step, we try to write the third term of (A.22) in the form 1+⋆4
2
d(· · · ). We first
note that this last term can be written in either of the following ways:
Omn ≡ tr
(
bα(σmn)
β
α F b¯β(1−P)J1P
)
= tr
(
bα(σmn)
β
α F b¯βPJ1(1− P)
)
. (A.30)
One can write this term in another way by using the following identity,
(σmn)
β
α δ
δ
γ =
1
2
(σmn)
δ
α δ
β
γ +
1
2
(σmn)
β
γ δ
δ
α −
1
4
(
(σmp)
δ
α (σnp)
β
γ − (σnp) δα (σmp) βγ
)
. (A.31)
Applying this idendity to the latter form in (A.30), one obtains
Omn = tr
(
bα(σmn)
β
α F
2b¯β(∆α˙F ∆¯
α˙)
)
− tr
(
bα(σmn)
β
α F b¯β(∆α˙F ∆¯
α˙)bγF b¯γ(∆β˙F ∆¯
β˙)
)
=
1 + ⋆4
2
tr
(
2∂[mF
−1F 2∂n]F
−1F
)
+ tr
(
∆α˙F ∆¯
β˙bα(σmn)
β
α F b¯β∆β˙F ∆¯
α˙bγF b¯γ
)
=
1 + ⋆4
2
2tr
(
∂[mF
−1F 2∂n]F
−1F + (F∂[mF
−1F∂n]F
−1F )b¯α∆α˙F ∆¯
α˙bα
)
(A.32)
= 2
1 + ⋆4
2
tr
(
(F∂[mF
−1F∂n]F
−1F )(1− b¯αPbα)
)
= +
1 + ⋆4
2
1
2
tr
(
∂[mF
−1F∂n]F
−1(∂2F + 4F 2)
)
≡ 1 + ⋆4
2
̺mn .
We applied the above identity (A.31) to the second term on the first line, and also used ∂2F =
−4F b¯αPbαF [25] one the 4th line. Here we note that, inside the projector 1+⋆42 , proving that the
2-form ̺mn is co-exact is also fine for our purpose. Namely we try to write ̺ = d
†ω(3) with certain
2-form ω(3), where d† ≡ ⋆4d⋆4. The following 3-form
Λmnp = tr
(
∂[mF
−1F∂n]F
−1∂pF
)
= −tr (∂[mF−1F∂n]F−1F∂pF−1F ) (A.33)
turns out to be helpful. Since the three indices mnp are symmetric under cyclic permutations,
anti-symmetrizing mn guarantees that the indices are totally anti-symmetric. Acting ∂p on this
3-form, and using ∂m∂nF
−1 = 2δmn1k, one obtains
∂pΛmnp = 2̺mn . (A.34)
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Inside the projector 1+⋆4
2
, one can write
1 + ⋆4
2
∂pΛmnp =
1 + ⋆4
2
(
⋆4dλ
(1)
)
mn
=
1 + ⋆4
2
(
dλ(1)
)
mn
(A.35)
where λ(1) ≡ ⋆4Λ.
Collecting all, the 1-form ωm is given as
ωm = −3i tr
(
J0P∂mP − ∂mPP
2
+ 2[ϕ, am]F − c
72
ǫmnpq∂nF
−1F∂pF
−1F∂qF
−1F
)
(A.36)
where the traces are either over N +2k or k dimensional matrices, and ϕ appearing in J0 satisfies
(A.14).
B Summary of the properties of spinor bilinear
In this appendix we summarize the algebraic and differential conditions satisfied by the differential
forms constructed from the Killing spinor bilinear. These are nearly the same as the conditions
in Maxwell-Einstein supergravity. We follow the notations of [4].
The algebraic conditions following from the Fierz identity are
VµV
µ = f 2 (B.1)
J i ∧ J j = −2δijf ⋆ V (B.2)
iV J
i = 0 (B.3)
iV ⋆ J
i = −fJ i (B.4)
J iρµJ
jρ
ν = δij
(
f 2ηµν − VµVν
)
+ ǫijkfJ
k
µν . (B.5)
The differential conditions that one obtains from the gravitino Killing spinor equation are
df = −iV
(
XIF
I
)
(B.6)
∇(µVν) = 0 (B.7)
dV = 2fXIF
I +XI ⋆
(
F I ∧ V ) (B.8)
∇µJ iνρ = −
1
2
XI
(
2F I
σ
µ
(
⋆J i
)
σνρ
− 2F I σ[ν
(
⋆J i
)
ρ]µσ
+ ηµ[νF
Iστ
(
⋆J i
)
ρ]στ
)
(B.9)
These conditions are same as the results in [4], except that we are setting χ = 0 (a parameter in
their scalar potential) in their formulae. The conditions coming from the gaugino Killing spinor
equation is slightly different to [4]. Contracting this equation with ǫ¯j , one obtains
V µDµXI = 0 (B.10)(
1
4
QIJ − 3
8
XIXJ
)
F JµνJ
iµν = 0 . (B.11)
30
Contracting it with ǫ¯jγµ, one obtains
iV F
I = −D(fXI) (B.12)
−
(
1
4
QIJ − 3
8
XIXJ
)
F Jµν(⋆J
i) µνρ = −
3
4
(J i) µρ DµXI , (B.13)
where D without subscript denotes exterior K-gauge covariant derivatives. Finally, contracting it
with ǫ¯jγµν , one obtains equations similar to those in [4]. We do not record them as they will not
be used in this paper.
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