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ABSTRACT
This dissertation consist of three parts. The first part of the thesis is devoted to the study
of gravity and higher spin gauge theories in 2+1 dimensions. We construct cosmological so-
lutions of higher spin gravity in 2+1 dimensional de Sitter space. We show that a consistent
thermodynamics can be obtained for their horizons by demanding appropriate holonomy
conditions. This is equivalent to demanding the integrability of the Euclidean boundary
CFT partition function, and reduces to Gibbons-Hawking thermodynamics in the spin-2
case. By using a prescription of Maldacena, we relate the thermodynamics of these solutions
to those of higher spin black holes in AdS3. For the case of negative cosmological constant
we show that interpreting the inverse AdS3 radius 1/l as a Grassmann variable results in a
formal map from gravity in AdS3 to gravity in flat space. The underlying reason for this
is the fact that ISO(2,1) is the Inonu-Wigner contraction of SO(2,2). We show how this
works for the Chern-Simons actions, demonstrate how the general (Banados) solution in
AdS3 maps to the general flat space solution, and how the Killing vectors, charges and the
Virasoro algebra in the Brown-Henneaux case map to the corresponding quantities in the
BMS3 case. Our results straightforwardly generalize to the higher spin case: the flat space
higher spin theories emerge automatically in this approach from their AdS counterparts.
We also demonstrate the power of our approach by doing singularity resolution in the BMS
gauge as an application. Finally, we construct a candidate for the most general chiral higher
spin theory with AdS3 boundary conditions. In the Chern-Simons language, the left-moving
solution has Drinfeld-Sokolov reduced form, but on the right-moving solution all charges and
chemical potentials are turned on. Altogether (for the spin-3 case) these are 19 functions.
Despite this, we show that the resulting metric has the form of the “most general” AdS3
boundary conditions discussed by Grumiller and Riegler. The asymptotic symmetry algebra
is a product of a W3 algebra on the left and an affine sl(3)k current algebra on the right, as
desired. The metric and higher spin fields depend on all the 19 functions.
The second part is devoted to the problem of Neumann boundary condition in Einstein’s
gravity. The Gibbons-Hawking-York (GHY) boundary term makes the Dirichlet problem for
gravity well defined, but no such general term seems to be known for Neumann boundary
conditions. In our work, we view Neumann boundary condition not as fixing the normal
derivative of the metric (“velocity”) at the boundary, but as fixing the functional derivative
of the action with respect to the boundary metric (“momentum”). This leads directly to a
new boundary term for gravity: the trace of the extrinsic curvature with a specific dimension-
dependent coefficient. In three dimensions this boundary term reduces to a “one-half” GHY
term noted in the literature previously, and we observe that our action translates precisely to
the Chern-Simons action with no extra boundary terms. In four dimensions the boundary
term vanishes, giving a natural Neumann interpretation to the standard Einstein-Hilbert
action without boundary terms. We also argue that a natural boundary condition for gravity
in asymptotically AdS spaces is to hold the renormalized boundary stress tensor density
fixed, instead of the boundary metric. This leads to a well-defined variational problem, as
well as new counter-terms and a finite on-shell action. We elaborate this in various (even
and odd) dimensions in the language of holographic renormalization. Even though the form
of the new renormalized action is distinct from the standard one, once the cut-off is taken
to infinity, their values on classical solutions coincide when the trace anomaly vanishes. For
AdS4, we compute the ADM form of this renormalized action and show in detail how the
correct thermodynamics of Kerr-AdS black holes emerge. We comment on the possibility of
a consistent quantization with our boundary conditions when the boundary is dynamical,
and make a connection to the results of Compere and Marolf. The difference between our
approach and microcanonical-like ensembles in standard AdS/CFT is emphasized.
In the third part of the dissertation, we use the recently developed CFT techniques of
Rychkov and Tan to compute anomalous dimensions in the O(N) Gross-Neveu model in
d = 2 +  dimensions. To do this, we extend the “cow-pie contraction” algorithm of Basu
and Krishnan to theories with fermions. Our results match perfectly with Feynman diagram
computations.

To my parents
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Chapter 1
Introduction
This thesis is devoted towards understanding gravity, higher spin theories and conformal
field theories. In view of developments in string theory, these topics are intimately related,
especially in the light of holography. The best known example of hologrphy is the celebrated
AdS/CFT correspondence, which is a statement of equivalence between string theory in cer-
tain curved (anti-de Sitter) spacetime and conformal field theories living on the boundary
of this space. In certain limits the string theory can be approximated by Einstein’s gravity
and most applications of AdS/CFT rely on this limit. There also exists certain limits of
string theory where higher spin theories emerge. The higher spin symmetries are believed to
show up in the high momentum transfer limit of string amplitudes [1, 2, 3, 4, 5, 6, 7, 8, 9]1.
Formally, we can think of higher spin limit as taking α′ → ∞, keeping fixed the number of
string oscillators [5]. There also exist various versions of holography with higher spin fields
propagating in the bulk. This is our motivation for studying the aforementioned topics,
namely to have a better understanding of holography.
In this chapter we present a brief overview of higher spin theories, conformal field theories
and holography. This chapter is largely motivational and we will expand on each of these
topics in subsequent chapters. In Chapter 2, we begin by reviewing gravity in first order
(vielbein-spin-connection) formalism. We shall see its connection to the Chern-Simons the-
ory and extend it to include towers of higher spin fields interacting with gravity. In chapter
3, we construct cosmological solutions of higher spin gauge theories with positive cosmo-
logical constant. We also explore the thermodynamics of our solutions and relate it to the
thermodynamics of higher spin black holes using a prescription due to Maldacena. Chapter
4 deals with the case of negative cosmological constant. We give a prescription, based on
Inonu-Wigner contraction of AdS isometries to map relevant quantities to flat space. We
show how our prescription maps the action, solutions and charges in AdS to flat space. Our
prescription also works for higher spin theories and as an application, we demonstrate the
power of our techniques in singularity resolution. In Chapter 5, we construct a candidate
solution for the most general chiral higher spin theory in AdS. Our chiral theory falls under
1This is only a representative list. The subject of higher spin symmetries in string theory has a long
history and many authors have contributed which are omitted here.
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the same metric class as the recently constructed “most general” AdS3 boundary condition
by Grumiller and Riegler and the symmetry algebra is given by W3 × sl(3)k. In Chapter 6,
we investigate the issue of Neumann boundary condition in Einstein’s gravity. We construct
the boundary action needed for a well-defined variational problem with Neumann boundary
condition. We also extend this to asymptotically AdS space where Neumann boundary con-
dition has the interpretation as fixing the boundary stress-tensor density. Using holographic
renormalization, it is possible to extract counter-terms that can render the on-shell action
finite as well as reproduce the charges of black holes. We do this in dimensions d = 2, 3, 4,
where d is the dimension of the boundary. In Chapter 7, we study the O(N) Gross-Neveu
CFT in 2 +  dimensions. Based on the work of Rychkov-Tan and Krishnan-Basu, we gen-
eralize their techniques to fermions and compute the leading order anomalous dimension for
a class of composite operators in the Gross-Neveu model.
1.1 Motivation
Our current understanding of matter and forces, at the fundamental level, is described by
quantum field theories (QFT). While this recipe is incredibly successful in describing Elec-
tromagnetism, Weak and Strong nuclear force, it fails to describe Gravity at the fundamental
level. Unifying General Relativity (GR) with quantum mechanics remains one of the chal-
lenges of theoretical physics. There are strong indications that at energies of the scale of
Planck mass (≈ 1019 GeV), where Quantum Gravity (QG) effects come into play, General
Relativity has to be replaced by a new theory. One such scenario is in the vicinity of the
center of black holes where the spacetime curvatures become large. String theory is a strong
contender for such a new theory which is consistent with quantum mechanics and general
relativity.
The basic objects of String theory are one dimensional strings whose oscillations give a
spectrum of fields with specific mass and spin in the ambient spacetime in which the string
is propagating [10]. String theory first emerged in the study of strong interactions where
this idea was used to describe the large number of mesons and baryons as oscillation modes
of the string. Even though the string model describes some aspects of the particle spectrum
very well, it was soon abandoned with the advent of Quantum Chromodynamics (QCD).
QCD is a gauge theory based on SU(3) group whose basic ingredients are quarks and gluons
and is asymptotically free. At low energies, the theory becomes strongly interacting and is
not amenable to easy calculations. It was later suggested by ‘t Hooft that the theory might
simplify by lifting the gauge group to SU(N) and taking an N → ∞ limit [11]. The hope
was that the theory becomes exactly solvable at N =∞ and one could then do an expansion
in 1/N . The relevant coupling in this theory is the so called ‘t Hooft coupling λ ∼ g2YMN .
Furthermore, it was also noticed that the Feynman diagram expansion of the amplitudes in
this limit closely mimics string interactions. This explains the earlier success of string theory
in describing some of the aspects of strong interaction.
9
One of the major successes of string theory comes from the study of black holes. Semi-
classical physics in black hole background reveals the thermodynamic aspects of black holes,
as demonstrated by Bekenstein and Hawking [12, 13]. In particular, it was found that black
holes have a finite temperature and entropy given by the universal formula
TBH =
κ
2pi
, SBH =
A
4GN
(1.1)
where κ is the surface gravity, A is the area of the horizon and GN is the Newton’s con-
stant. This suggests that black holes should be understood as a thermodynamic ensemble
and the job of a putative quantum gravity theory is then to explain this entropy in terms
of its microstates. This idea has found some success in string theory where the entropy of
a class of (supersymmetric) black holes are understood in terms of states in string theory
(see [14, 15] and references therein). Another interesting fact about the above formula is
that the entropy scales as the area unlike in a quantum field theory where entropy scales like
the volume. This has led to the celebrated holographic principle of ‘t Hooft and Susskind
[16, 17] which is a property of quantum gravity.
Roughly speaking, the holographic principle is a statement of equivalence between quan-
tum gravity in d + 1 dimensions and an ordinary quantum field theory in d dimensions.
This is rather surprising because we typically encounter systems whose number of degrees
of freedom scales as the volume of the system. String theory admits one of the concrete
realizations of the holographic principle, called AdS/CFT correspondence.
1.2 2 + 1-D gravity and Higher Spins
In 2 + 1 dimensions, pure gravity has no (perturbative) dynamics because curvature is com-
pletely rigid. But despite the lack of any gravitational attraction, gravity in 2+1 dimensions
is non-trivial – black holes solutions were discovered by Banados, Teitelboim and Zanelli
(BTZ) [18] as quotients of AdS3 [19]. This fact makes 2+1 D gravity an excellent theoretical
laboratory for testing a variety nonperturbative issues in quantum gravity, without the added
complications of curvature dynamics which play a huge role in higher dimensions. However,
effort in this direction did not begin in earnest until the work of Witten [20] (see also [21]).
He demonstrated that 2 + 1-d gravity can be recast as a Chern-Simons gauge theory,
SEH = ICS[A]− ICS[A˜] (1.2)
where
ICS[A] =
k
4pi
∫
M
〈A ∧ dA+ 2
3
A ∧ A ∧ A〉 (1.3)
with the gauge gauge group SL(2, R)× SL(2, R) when the cosmological constant Λ is < 0,
the gauge group SL(2, C) when Λ is > 0 and ISO(2, 1) when Λ = 0.
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The negative cosmological constant case drew a lot of attention, partly because that was
the context in which the above mentioned BTZ black holes were discovered, but also because
of the earlier work of Brown and Henneaux [22] who showed that the asymptotic symmetry
algebra of AdS3 gravity is a Virasoro algebra. In fact, this latter result is now widely recog-
nized as a precursor to the celebrated AdS-CFT duality [23] where a fully quantum theory
of gravity in AdSd+1 is conjectured to have an equivalent description in terms of a conformal
field theory supported on the boundary of AdSd+1.
On an entirely different theme, theories of interacting gauge fields with an infinite tower
of higher spins (s ≥ 2) have been studied as a toy version of a full string theory 2 by Fradkin
and Vasiliev [24, 25, 26, 27, 28, 29], building on the early work of Fronsdal [30]. Higher spin
theories in three dimensions, as demonstrated in [31] are considerably simpler than theories
in higher dimensions due to absence of any local propagating degrees of freedom i.e. they
are topological. In addition, it is possible to truncate the infinite tower of higher spin fields
to spin, s ≤ N . The complicated nonlinear interactions of the higher spin fields can be re-
formulated in terms of an SL(N,R)×SL(N,R) Chern-Simons gauge theory (for AdS3 case)
or an SL(N,C) Chern-Simons (for dS3). Therefore 2+1 dimensional higher spin theories are
a generalization of Chern- Simons gravity – one gets back to the spin-2 pure gravity theory
when one sets N = 2.
1.3 AdS Space
We begin by reviewing the geometry of anti-de Sitter space in d + 2 dimensions. AdSd+2
can be thought of as a hyperboloid embedded in flat (d + 3)-dimensional space Rd+1,2 with
Minkowski metric
ds2 = −dX20 − dX2d+2 +
d+1∑
i=1
dX2i . (1.4)
where XM are the coordinates of Rd+1,2. AdS space is now defined by the relation
X20 +X
2
d+2 −
d+1∑
i=1
X2i = L
2 (1.5)
where L is called AdS radius. Both (1.4) and (1.5) has an SO(d + 1, 2) isometry. We can
solve (1.5) by [32]
X0 = L cosh ρ cos τ, Xd+2 = L cosh ρ sin τ
Xi = L sinh ρ Ωi,
(
i = 1, 2, · · · , d+ 1;
d+1∑
i=1
Ωi = 1
)
(1.6)
2Since the latter has infinite dimensional gauge invariance, see the work by Sundborg [3].
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where Ωi are the coordinates on unit d-sphere, Sd. With this parametrization, the induced
metric on the hyperboloid is given by
ds2 = L2
(− cosh2 ρ dτ 2 + dρ2 + sinh2 ρ dΩ2d) (1.7)
The hyperboloid is covered once by this parametrization for 0 < ρ < ∞ and 0 ≤ τ < 2pi.
Topologically, AdSd+2 is S1×Rd+1, where S1 is time-like and the AdS space thus defined has
closed timelike curves. We can get a causal spacetime by taking the universal cover of this
space by extending τ to −∞ < τ <∞. There are no timelike curves on this cover and this
is usually taken as the AdS space here.
The causal structure of the spacetime is invariant under conformal transformations. To
understand the causal structure of AdS space it is convenient to first introduce a new coor-
dinate θ such that tan θ = sinh ρ, θ ∈ [0, pi
2
), under which the metric takes the form
ds2 =
L2
cos2 θ
(−dτ 2 + dθ2 + sin2 θdΩ2d) . (1.8)
The metric in the parenthesis is the metric of Einstein static universe with the difference
being the θ coordinate taking values in [0, pi
2
) instead of [0, pi). The equator θ = pi/2 is the
boundary of the space with topology Sd. The boundary extends in the τ direction and we
must specify a boundary condition on it to have a well-defined Cauchy problem.
There is another useful set of coordinates on AdS called the Poincare coordinates, which
are given by
X0 =
z
2
(
1 +
1
z2
(L2 + ~x2 − t2)
)
, Xd+1 =
z
2
(
1− 1
z2
(L2 + ~x2 − t2)
)
,
Xd+2 =
Lt
z
, Xi =
Lxi
z
(1.9)
with ~x ∈ Rd. The metric in this coordinates is given by
ds2 =
L2
z2
[
dz2 − dt2 + d~x2] (1.10)
The boundary is now at z = 0 and this coordinates only cover half of the hyperboloid. The
Euclidean AdS can be obtained from the above metric by an analytic continuation τ → iτE
and can be obtained by embedding hyperboloid in Rd+2,1.
1.4 Conformal Field Theories
In this section we present the conformal algebra in general Minkowski spacetime in d dimen-
sions. Conformal field theories are ubiquitous in many areas of physics. They appear as the
theory describing the end points of renormalization group flow, i.e. fixed points. In statisti-
cal physics, they appear as theory that describes the physics of systems undergoing a second
12
order phase transition. CFTs appear as critical theories at the point of phase transition.
CFTs are also important in string theory, especially due to AdS/CFT. AdS/CFT provides
a non-perturbative definition of quantum gravity in AdS space and thus CFTs can teach us
about quantum gravity.
Most of the material present here is based on [33]. The conformal group in general d
dimensional flat space is the set of transformations that preserves the form of the metric up
to a scale factor, i.e.
ηµν → eω(x)ηµν (1.11)
It is easy to check that Poincare group is a subgroup of the conformal group with ω(x) = 0.
Therefore, the conformal algebra will contain the generators of Poincare groupMµν of Lorentz
transformations and Pµ of translations. Together, they generate the Poincare algebra
[Mµν ,Mρσ] = −i (ηµρMνσ − ηνρMµσ + ηνσMµρ − ηµσMνρ)
[Mµν , Pρ] = −i (ηµρPν − ηνρPµ) (1.12)
[Pµ, Pν ] = 0
In addition to the Poincare transformations, the conformal group also admits (i) the scale
transformations
xµ → λxµ (1.13)
and (ii) the special conformal transformations
xµ → x
µ + bµx2
1 + 2xνbν + a2x2
(1.14)
Together, they obey the conformal algebra, which apart from the Poincare algebra (1.12),
also contains generators of scale transformation D and special conformal generators Kµ.
Their algebra is given by [34]
[Mµν , Kρ] = −i (ηµρKν − ηνρKµ)
[Pµ, Kν ] = 2i(Mµν − ηµνD)
[Mµν , D] = 0 (1.15)
[D,Kµ] = iKµ
[D,Pµ] = −iPµ
This algebra is isomorpic to the SO(2, d) Lie algebra3 which can be seen by defining gener-
ators Jab, where a, b = 0, 1, · · · , d+ 1 such that
3In the Euclidean space this becomes SO(1, d+ 1).
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Jµν = Mµν , Jµd =
1
2
(Kµ − Pµ),
Jµ(d+1) =
1
2
(Kµ + Pµ), J(d+1)d = D (1.16)
Note that d = 2 is a special case as the group of conformal transformations gets enhanced
to all holomorphic transformations. This leads to some remarkable simplifications in d = 2.
In a field theory the basic constituents are field operators which should now be in a
representation of the conformal group. For physical applications we are often interested
in classifying fields according to their scaling dimension −i∆ which are eigenvalues of the
scaling operator D. Using (1.15) we see that Pµ raises the D eigenvalues one unit and Kµ
lowers them. In unitary theories there is a lower bound for the scaling dimension of any
operator, which leads us to the conclusion that there exists a lowest dimension operator
which is annihilated by Kµ. Such lowest dimensional operators are called primary operators.
For a primary operator Φ(x), the conformal group acts as
[Pµ,Φ(x)] = i∂µΦ(x)
[Mµν ,Φ(x)] = [i(xµ∂ν − xν∂µ) + Σµν ] Φ(x) (1.17)
[D,Φ(x)] = i(−∆ + xµ∂µ)Φ(x)
[Kµ,Φ(x)] =
[
i(x2∂µ − 2xµxν∂ν + 2xµ∆)− 2xνΣµν
]
Φ(x)
where Σµν is a finite dimensional representation of Mµν . The representations of the confor-
mal group is labelled by its Lorentz transformation and its scaling dimensions. Thus the
representations can be broken down into primary fields and all the fields obtained by acting
with Pµ on the primary fields.
Since the conformal group is larger than the Poincare group, it restricts the form of the
correlation functions. For two and three point functions, the conformal symmetry completely
fixes the functional form of the correlator up to few constants. For instance, the 2-point
function of two scalar primary operators is given by
〈O1(x1)O2(x2)〉 = c12
(x12)2∆
(1.18)
where x12 = x1 − x2, c12 is a constant and ∆1 = ∆2 = ∆. The correlation function vanish
for ∆1 6= ∆2. Similarly, the 3-point function of three scalar primary operators is fixed by
the conformal symmetry to be
〈O1(x1)O2(x2)O3(x3)〉 = c123
(x12)∆1+∆2−∆3(x13)∆1+∆3−∆2(x23)∆2+∆3−∆1
(1.19)
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Once again, the power of conformal symmetry fixes the functional form of the 3-point func-
tion up to a constant c123. In general, we can use global conformal invariance to restrict the
n-point function using
0 = 〈GO1 · · ·On〉
= 〈[G,O1]O2 · · ·On〉+ 〈O1 [G,O2] · · ·On〉+ · · · 〈O1 · · · [G,On]〉 (1.20)
where G is the generator of the global conformal group. Using (1.12) and (1.15), the commu-
tators can be replaced by differential operators giving differential equations for the correlator.
Later on we will use this property to obtain the three point function of two scalar primaries
with a primary fermion.
We conclude this section by pointing out one of the general properties of local operators
in a field theory called operator product expansion (OPE). OPE states that a product of two
local operators O1(x1)O2(x2) at short distances can be expressed as a sum of local operators
acting at that point.
O1(x1)O2(x2) =
∑
n
cn12(x1 − x2)On(x2) (1.21)
All operators with same global quantum numbers as O1O2 appear in the sum in general.
The coefficients cn12 does not depend on the positions of other operator insertions. The above
sum should be understood in the sense of operators inside correlation function. In a CFT,
the conformal symmetry restricts the form of the coefficients.
1.5 AdS/CFT Correspondence
The archetypal example of AdS/CFT correspondence is the equivalence between type IIB
string theory compactified on AdS5 × S5 which is dual to four-dimensional N = 4 super-
symmetric Yang-Mills (SYM) theory [23], proposed by Maldacena in 1997. Since then many
more examples of such dualities have been worked out (see [35],for example).
Maldacena’s conjecture was borne out of studying low energy limit of a stack of N coin-
cidental D3-branes in 10-dimensional type IIB supergravity. D3 branes are 3 dimensional
objects propagating through spacetime. The worldvolume theory for this stack of D3 branes
is given by N = 4, SU(N) supersymmetric Yang-Mills (SYM) theory. On the other hand
D3 branes act as sources in the supergravity and contributes to the stress tensor, so the
geometry becomes curved. It turs out, the near horizon geometry of the stack of D3 branes
is AdS5 while far away from the horizon the metric asymptotes to flat space. The key point
here is that the 4 dimensional flat spacetime can be viewed as the boundary of 5 dimensional
AdS space.
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Since AdS/CFT is an equivalence between theories, there must exist a dictionary that
relates the observables in one theory to observables in the other. One also expects the global
symmetries on both sides to match. This is indeed true in the case of AdS5×S5 and N = 4,
SU(N) supersymmetric Yang-Mills (SYM) theory. The isometries group of AdS5 × S5 is
SO(4, 2)×SO(6) while on the gauge theory side SO(4, 2) arises due to conformal invariance.
The gauge theory also has an R-symmetry given by SU(4) ' SO(6) (see [33] for a convenient
review). In addition to the above bosonic symmetries, N = 4 SYM also has 32 supercharges,
enhanced due to conformal invariance. This enhanced supersymmetry also appears in the
near horizon limit from string theory in AdS5 × S5. The parameters on the gauge theory
side such as gYM , θ and N are all dimensionless as expected of a CFT. They are related to
string coupling through
τ ≡ 4pii
g2YM
+
θ
2pi
=
i
gs
+
χ
2pi
(1.22)
where gs is the string coupling and χ is the expectation value of the R-R axion scalar of
type IIB supergravity. There are three dimensionful parameter in string theory on AdS5,
namely, string length ls, AdS radius L and 10 dimensional Newton’s constant G10 (we can
scale the S5 radius to 1). However it is related to parameters in the gauge theory side only
through dimensionless ratios. They are given by [32]
L4
l4s
= 4pigsN = λ,
16piG10
l8s
= (2pi)7g2s = 8pi
5 λ
2
N2
(1.23)
In fact the dictionary goes way beyond the symmetries and couplings and can be extended
to other gauge theory observables such as correlation functions, Wilson loops, entanglement
entropy, etc. On the string theory side, we notice that GN ∼ 1/N2, so quantum effects are
suppressed when N >> 1. The stringy effects are suppressed when the background curva-
ture are small, i.e. L >> ls. This implies λ >> 1 in the gauge theory side. We thus reach
the conclusion that strongly coupled (λ >> 1) gauge theory at large N is well captured by
supergravity on AdS5 × S5.
We can now write the statement of AdS/CFT correspondence in its most useful way.
Suppose φ(x, r) is a bulk field whose boundary value is φ0(x). The interaction of this bulk
field with the branes suggests that the boundary value of the bulk fields acts as sources
for appropriate operators in the CFT [36, 37]. The correspondence can be symbolically
expressed as
〈e
∫
d4xφ0(x)O(x)〉CFT4 = ZString[φ0] (1.24)
AdS/CFT correspondence, in principle, gives a precise, non-perturbative definition of
quantum gravity in an asymptotically AdS spacetime. Moreover the utility of the corre-
spondence comes about because it is a strong/weak coupling duality, which makes it very
useful for applications to strongly coupled systems. Below we will describe how to use the
correspondence to compute 2 and 3 point function in the strongly coupled CFT.
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1.5.1 Correlation Functions
In (1.24) we have equated two partition functions, namely the gauge theory partition function
in presence of sources to the string partition function. We begin by first noticing that given
a partition function, the logarithm of the partition function is the generator of all connected
correlation functions.
〈e
∫
d4xφ0(x)O(x)〉CFT4 = e−W [φ0] (1.25)
The string partition function is not exactly solvable in AdS5 × S5 and we need to resort
to approximation techniques. As we argued previously, at large N, λ we can ignore the
contribution of loops and stringy effects and use supergravity action to compute the partition
function. At leading order we then have the saddle point evaluation of the partition function
Zgauge[φ0] = e−ISUGRA[φ0] (1.26)
The on-shell action ISUGRA is evaluated on solution that satisfy the equations of motion with
the boundary condition
φ(z, x)|z=0 = z4−∆φ0(x) (1.27)
Usually the on-shell supergravity actions are beset with infrared divergences coming from
z → 0 limit of the integral, so the boundary conditions are prescribed on the surface z = 
with → 0 taken at the end of calculations.
We are now in a position to apply the procedure outlined above to compute correlation
functions. For simplicity, we describe the computation of 2-point function for a massive
scalar field in some detail. To the leading order, we can forget about the interactions and
start with the action
I =
1
2
∫
dd+2x
√
g
[
(∂φ)2 +m2φ2
]
(1.28)
To compute the on-shell action, we need to first solve the equations of motion
(2−m2)φ = 0 (1.29)
subject to the boundary conditions
φ(z, x)|z=0 = zd+1−∆φ0(x) (1.30)
where φ0 is an arbitrary function on Rd+1. Fourier transforming the boundary coordinates,
we have
φ(z, x) =
∫
dd+1q
(2pi)d+1
φ(z, q)eiq.x (1.31)
17
In the Poincare coordinates, the wave equation then takes the form(
∂2z −
q
u
∂z − q2 − m
2L2
z2
)
φ(z, q) = 0 (1.32)
To solve the equation we first need to construct the bulk to boundary propagator which is
defined as
(2−m2)K(z, x;x′) = 0, K(z, x;x′)|z=0 = δd+1(x− x′) (1.33)
Fouries transforming the boundary coordinates, we have
K(z, q)|z=0 = 1 (1.34)
We can now solve the Fourier transformed wave equation as done in [33]. For convenience
we will Wick rotate to the Euclidean space and work in the configuration space instead of
Fourier space. The solution in the configuration space is given by
z∆
(z2 + |x− x′|2)∆ , (1.35)
where δ is the larger root of
∆(∆− d− 1) = m2L2 (1.36)
The solution (1.35) vanishes as z → 0 for x − x′ 6= 0. Regularity of the solution demands
we choose ∆ = ∆+, the larger root of (1.36). For this choice, it is now easy to see that the
solution vanishes as z → 0 for |x− x′| 6= 0, i.e.
lim
z→0
z∆+
(z2 + |x− x′|2)∆+ = Cdδ
d+1(x− x′) (1.37)
where
Cd = pi
d+1
2
Γ[∆+ − d+12 ]
Γ[∆+]
(1.38)
The normalized propagator is therefore given by
K∆(z, x;x
′) =
Γ[∆]
pi
d+1
2 Γ[∆− d+1
2
]
z∆
(z2 + |x− x′|2)∆ (1.39)
and the solution to massive wave equation is given by
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φ(z, x) =
1
Cd
∫
dd+1x′
z∆+
(z2 + |x− x′|2)∆+ φ0(x
′) (1.40)
so that
lim
z→0
φ(z, x) ∼ z∆−φ0(x) (1.41)
For d = 3, i.e. in AdS5 the bulk-boundary propagator near z = 0 is given by
lim
z→0
K∆(z, x;x
′) ' z4−∆ [δ(4)(x− x′) +O(z2)]+ z∆ [ C−13|x− x′|2∆ +O(z2)
]
(1.42)
The part of the solution proportional to z4−∆ is the source while the other part corresponds
to the normalizable mode and is determined by the source. We can now compute the on-shell
action by plugging in (1.40) into the action
Ion−shell = −1
2
∫
d4x1d
4x2
∫
d4x
K(z, x;x1)∂zK(z, x;x2)
z3
∣∣∣∣
z=0
(1.43)
From the near boundary expansion of K, we then have
∫
d4x
K(z, x;x1)∂zK(z, x;x2)
z3
' ∆−z2∆−−4δ(x1 − x2) + 4
C3
1
|x− x′|2∆ + · · · (1.44)
The first term is a contact term that diverges as we approach boundary and can be removed
by adding appropriate counter-terms in the action. The systematic procedure for finding
counter-terms is called Holographic renormalization and will be dicussed in detail in Chapter
7. The second terms gives a finite contribution and indicates that the 2-point function of
dual operator is
〈O(x1)O(x2)〉 = 1|x− x′|2∆+ (1.45)
where O(x) is a CFT operator. Similar philosophy also holds for the computation of higher
n-point functions. This concludes our discussion of AdS/CFT correspondence.
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Chapter 2
A Review of (2 + 1)-D Gravity and
Higher Spin theories
This chapter is an elementary review of gravity and higher spin theories in 2 + 1 dimensions.
Most of the material presented here is based on the review article [38]1. The organization
of this chapter is as follows. In Sec. 2.1, we recap the first order formulation of Einstein’s
gravity in 2+1-dimensions and its recasting as a Chern-Simons theory with a non-compact
gauge group. We fix all notations and conventions for the map between the second order
variables (metric) and the gauge connection here. In section 2.2, we review the basics of
higher spin gauge theories in 2 + 1 dimension. We show how Chern-Simons formulation of
pure gravity can be easily generalized to include towers of interacting higher spin fields.
2.1 Chern-Simons Formulation of Gravity
In this section we will briefly review the Chern-Simons formulation of 3D Einstein’s gravity,
first explored in the context of supergravity by [21], later rediscovered and revived by [20].
The aim of this section is to orient the reader and give a flavor of 3D gravity and its topo-
logical nature. See [40] and references therein for a comprehensive survey.
The Chern-Simons formulation is a classical equivalence of Einstein’s gravity in 3 dimen-
sions to the Chern-Simons action with appropriate gauge group. To begin with, the (bulk)
Einstein-Hilbert action is given by
SG =
1
16piG
∫
M
d3x
√−g(R− 2Λ) + Imatter. (2.1)
where R is the Ricci scalar, constructed out of the metric gµν and g is the matrix determinant
of the metric and we have set the cosmological constant to zero. Equations of motion for
1See also [39]
20
the action (2.1) are,
Rµν + Λgµν − 1
2
gµνR = −8piGTµν (2.2)
The number of independent components of Ricci and Riemann tensors in d dimensions are
d(d+ 1)
2
&
d(d− 1)
4
(
d(d− 1)
2
+ 1
)
respectively. In 2 + 1 dimensions it is interesting to note that both these tensors have six
independent components. Hence, Riemann tensor can be written completely in terms of
Ricci tensor and vice versa. Using this and the symmetries of Riemann tensor, it is easy to
show that
Rµνρσ = gµρRνσ + gνσRµρ − gµσRνρ − gνρRµσ − 1
2
(gµρgνσ − gµσgνρ)R. (2.3)
There is no traceless part, i.e. Weyl curvature tensor is zero. The above equation also means
that in vacuum(Tµν = 0), the solutions of Einstein equation are flat for Λ = 0, and for Λ 6= 0
they have constant curvature (i.e. the Ricci scalar is a constant). That is, in vacuum when
Λ = 0, (2.2) becomes
Rµν =
1
2
gµνR (2.4)
which upon taking trace implies R = 0 = Rµν and hence from (2.3), Riemann tensor vanishes
and solution is locally flat. Similarly, when Λ 6= 0 vacuum solutions of Einstein equation have
constant curvature. This means that 2+1 dimensional space-time does not have local degrees
of freedom. It has curvature only where there is matter, and there are no gravitational waves.
The fact that there are no local degrees of freedom in this case can also be seen by look-
ing at the number of independent parameters in the phase space of GR. The independent
parameters we have here are independent components of spatial metric on a constant time
hypersurface, which is d(d− 1)/2 in d dimensions, and their time derivatives(conjugate mo-
menta) which are again d(d−1)/2 in number. Einstein field equations act as d constraints on
initial conditions and furthermore coordinate choice eliminates d degrees of freedom. This
leaves us with d(d− 1)− 2d = d(d− 3) degrees of freedom, which is zero for d = 3.
2.1.1 First Order Formulation of Gravity
The Chern-Simons formulation rests heavily on the so called first order formalism, where the
fundamental variables are vielbein, ea = eaµdxµ and spin connection, ωab = ωaµ bdxµ 2. The
2The Latin alphabets a, b, · · · stand for tangent space indices while the manifold indices are denoted by
Greek alphabets µ, ν, · · · . The Latin indices are raised and lowered using the Minkowski metric
ηab = diag(−1, 1, · · · , 1)
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vielbein satisfies
gµνeaµe
b
ν = η
ab
ηabe
a
µe
b
ν = gµν . (2.5)
Collection of all possible vielbeins at every point onM is called a frame/vielbein bundle. For
any spacetime vector Vµ, now we can work with V a = V µeaµ instead. Covariant derivative of
V a would be,
DµV
a = ∂µV
a + ωaµbV
b (2.6)
where, ωaµb is a connection in vielbein basis, it is called the spin connection. The choice of
ωaµb can be fixed by demanding the net parallel transport of eaµ to give a vanishing covariant
derivative (see [41] or section (12.1) of [42] for a clear discussion)
Dµe
a
ν = ∂µe
a
ν − Γρµνeaρ + abcωµbeνc = 0. (2.7)
If the connection Γρµν is torsion free, then
T a = Dωe
a = dea + ωab ∧ eb = 0 (2.8)
Equation (2.8) is called Cartan’s first structure equation. For torsion free case, expression
for ωaµb can be written explicitly in terms of frame 1-forms by inverting them, we will see
this for 2+1 dimensional case later.
The curvature tensor can be defined using the usual expression for gauge field strength,
adapted to the present case [41]
[Dµ, Dν ]V
a = RaµνbV
b. (2.9)
Using (2.6), Riemann tensor now takes the form,
dxµ ∧ dxνRaµνb = (∂[µωbν]a − ωc[µ|aωb|ν]c)dxµ ∧ dxν (2.10)
= dωba + ω
b
c ∧ ωca (2.11)
which is analogous to the familiar gauge theory expression
F = dA+ A ∧ A. (2.12)
We can now use this along with metric and spin connection to write Einstein action in first
order formalism,
I = k
∫ [
a1a2...aDR
a1a2 ∧ ea3 ∧ . . . eaD + Λ
D!
a1a2...aDe
a1 ∧ ea2 · · · ∧ eaD
]
. (2.13)
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where Ra1a2 is a curvature two form i.e., Ra1a2 ≡ Ra1a2a3a4ea3 ∧ ea4 .
Now it can be seen that in (2 + 1)-dimensions the first order action (2.13) can be written
as:
I =
1
8piG
∫
M
[
ea ∧ (dωa + 1
2
abcω
b ∧ ωc) + Λ
6
abce
a ∧ eb ∧ ec
]
. (2.14)
where we have ωa = 1/2abcωµbcdxµ. One of the equations of motion is obtained by varying
the above action with respect to ωa:
Ta = dea + abcω
b ∧ ec = 0. (2.15)
If triads eaµ are invertible, (2.15) can be solved to obtain the following expression for spin
connection,
ωaµ = 
abceνc (∂µeνb − ∂νeµb)−
1
2
bcd(eνbe
ρ
c∂ρeνd)e
a
µ (2.16)
invertibility of triad is important as the solution (2.16) is a second order equation while
(2.15) is a first order equation 3. Varying the action (2.14) with respect to ea gives,
dωa +
1
2
abcω
b ∧ ωc + Λ
2
abce
b ∧ ec = 0 (2.17)
which can also be expressed as,
Ra = dωa +
1
2
abcω
b ∧ ωc = −Λ
2
abce
b ∧ ec (2.18)
which is the Einstein’s equation in vielbein-spin-connection language.
Up to boundary terms, action (2.14) is invariant under two sets of gauge symmetries, (a)
Local Lorentz Transformations (LLT),
δle
a = abcebτc (2.19)
δlω
a = dτa + abcωbτc (2.20)
where τa is a local function, and (b) Local Translations (LT),
δte
a = dρa + abcωbρc (2.21)
δtω
a = −Λabcebρc. (2.22)
The subscripts t and l above on δ are labels that stand for LLT and LT respectively. These are
called local Lorentz transformations and local translations because the number of components
of τ and ρ are precisely equal to the number of parameters of Lorentz transformations (d(d−
1)/2 of them in d dimensions) and translations (d of them in d dimensions) respectively. The
3Non-invertible triads may find its way in quantum theory but we will only deal with classical theories
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Einstein-Hilbert action in the second order (i.e., in the metric) formulation is invariant under
space-time diffeomorphisms which is related to LLT and LT in the first order formulation
[40].
2.1.2 Connection to Chern Simons Theory
Gravity in 2+1 dimensions behaves like a gauge theory in many ways because its first order
action (2.14) is that of a gauge theory: the so-called Chern-Simons theory. We demonstrate
this by taking A = AaµTadxµ to be a connection one form of group G on a 3-manifoldM, i.e
A is the vector potential of a gauge theory whose gauge group is G, the generators of whose
Lie algebra are Ta. Chern-Simons action for A is then:
ICS[A] =
k
4pi
∫
M
〈A ∧ dA+ 2
3
A ∧ A ∧ A〉 (2.23)
Here k is coupling constant and 〈· · ·〉 is the non-degenerate invariant bilinear form on Lie
algebra of G, which we will define more concretely below for the various cases. Euler-
Lagrange equations of motion coming from (2.23) are
F [A] = dA+ A ∧ A = 0 (2.24)
hence, A is a flat connection(i.e. field strength of A vanishes). This does not mean that
A is always trivial, as potential with vanishing field strength might give rise to non-abelian
Aharanov-Bohm effect.
We will start with the flat space theory. Our goal is to reproduce the Einstein-Hilbert
action in the first order formulation from a Chern-Simons gauge theory. The triad and the
spin connection are taken in the form
ea = eaµ dx
µ, ωa =
1
2
abcωµbc dx
µ. (2.25)
The tangent space indices are raised and lowered using the 2+1 Minkowski metric diag(−1, 1, 1).
Now the claim is that the Chern-Simons action
ICS[A] = k
4pi
∫
〈A ∧ dA+ 2
3
A ∧A ∧A〉 (2.26)
with
A ≡ ea Pa + ωa Ja (2.27)
is the Einstein-Hilbert-Palatini action (with zero cosmological constant) in the first order
formulation, if the generators satisfy the ISO(2, 1) algebra
[Pa, Pb] = 0, [Ja, Jb] = abcJ
c, [Ja, Pb] = abcP
c, (2.28)
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with 012 = 1 and the invariant non-degenerate bilinear form is defined by,
〈Ja Pb〉 = ηab, 〈Ja Jb〉 = 0 = 〈PaPb〉. (2.29)
Here, the level k of the Chern-Simons theory is related to Newton’s constant by
k =
1
4G
. (2.30)
Once crucial ingredient here worthy of note is the choice of the trace form. For all compo-
nents of the gauge field to have appropriate kinetic terms, it is necessary that the trace form
is non-degenerate.
Now we turn to gravity with a negative cosmological constant Λ ≡ −λ < 0. In this
case, Witten’s observation is that again the Einstein-Hilbert action (this time including the
cosmological constant piece) can be obtained from the Chern-Simons action and identical
definitions as above, if one simply changes the algebra of the Pa and Ja to the SO(2, 2)
algebra:
[Pa, Pb] = λabcJ
c, [Ja, Jb] = abcJ
c, [Ja, Pb] = abcP
c. (2.31)
In particular, the trace form is the same as before.
There is a slightly different way of writing the latter (negative cosmological constant)
case, that is often used in the literature and we will find convenient. One first introduces
the generators
J±a =
1
2
(Ja ± l P a) , (2.32)
where l = 1√
λ
. It is easy to check that (2.31) now takes the form[
J+a , J
−
b
]
= 0,
[
J+a , J
+
b
]
= abcJ
c+,
[
J−a , J
−
b
]
= abcJ
c−. (2.33)
The first of the above commutators implies that the algebra is a direct sum: what we have
essentially shown is that SO(2, 2) ∼ SL(2,R)×SL(2,R), and that its algebra can be written
as a direct sum of two copies of sl(2,R). In particular this means that we can introduce T a
and T˜ a via
J+a =
(
T a 0
0 0
)
, J−a =
(
0 0
0 T˜ a
)
(2.34)
so that if T a and T˜ a each satisfy the SL(2,R) algebra,
[Ta, Tb] = abcT
c,
[
T˜a, T˜b
]
= abcT˜
c. (2.35)
then (2.33), and therefore (2.31), are satisfied. An important point to note is that from the
trace form (2.29) one finds that the trace form in terms of T and T˜ are
〈TaTb〉 = l
2
ηab, 〈T˜aT˜b〉 = − l
2
ηab, (2.36)
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In terms of T and T˜ , the gauge field now takes the form
Aµ =
( (
ωaµ +
1
l
eaµ
)
Ta 0
0
(
ωaµ − 1l eaµ
)
T˜a
)
≡
(
AaµTa 0
0 A˜aµT˜a
)
(2.37)
so that the Einstein-Hilbert action with a cosmological constant can be written as the sum
of two pieces now:
k
4pi
∫
〈A ∧ dA+ 2
3
A ∧ A ∧ A〉+ k
4pi
∫
〈A˜ ∧ dA˜+ 2
3
A˜ ∧ A˜ ∧ A˜〉 (2.38)
Since the algebra of both T ’s and T˜ ’s is identical (namely the SL(2,R) algebra), what is
typical in the literature is to identify the generator matrices T a = T˜ a. This means that their
trace forms are also identical, which one takes to be
〈TaTb〉 = 1
2
ηab. (2.39)
Note that this trace form does not have the factor of l as before, so that the missing l has
to be incorporated into the Chern-Simons level by hand for the action to reduce to the
Einstein-Hilbert form. So now
k =
l
4G
. (2.40)
Also, the negative sign in the trace form of the T˜ should also be incoprorated into the action
by hand, so that now the AdS Einstein-Hilbert action takes the final form
IEHAdS =
k
4pi
∫
〈A ∧ dA+ 2
3
A ∧ A ∧ A〉 − k
4pi
∫
〈A˜ ∧ dA˜+ 2
3
A˜ ∧ A˜ ∧ A˜〉 (2.41)
where now the A and A˜ are understood to be expanded in a basis of T a’s (and no T˜ a’s):
Aµ =
(
ωaµ +
1
l
eaµ
)
Ta, A˜µ =
(
ωaµ −
1
l
eaµ
)
Ta (2.42)
with trace form (2.39).
When Λ = −1/l2 > 0, we will be looking at de-sitter gravity. The generators are that of
SL(2,C),
[Ta, Tb] = abcT
c (2.43)
with invariant bilinear form
〈TaTb〉 = 1
2
ηab (2.44)
is same as before and the connection one forms are
26
A =
(
ω +
i
l
e
)
(2.45)
A˜ =
(
ω − i
l
e
)
. (2.46)
with (2.44) as an invariant bilinear form and k = −il/4G, the Chern-Simons action
I[A, A˜] = ICS[A]− ICS[A˜]
is same as first order action (2.14). Note that the two gauge connections A and A˜ are not
independent in this case A˜aT a = A∗aT a (to make action real). This condition also tells us
that, unlike in previous cases, A and A˜ are not independent of one another, hence, the gauge
group of the theory is SL(2,C) and not SL(2,C)× SL(2,C). As F [A] of (2.24) is the only
gauge covariant local object, hence flat connection implies no local observables. The algebras
(2.35) and (2.43) are identical: they are the SL(2) algebra. The coefficients which the field
takes values in decides weather it is SL(2,R)× SL(2,R) or SL(2,C).
Before we end this section, let us look at gauge symmetries and boundary terms that
come up during gauge transformation of (2.23). The Chern-Simons action depends directly
on the gauge-variant A and not on the gauge-invariant field strength F in a conventional
gauge theory. Let us look at its behaviour under gauge transformation of (2.23),
A = g−1dg + g−1A′g. (2.47)
Substituting this in action and simplifying, we get
ICS[A] = ICS[A
′]− k
4pi
∫
∂M
〈(dgg−1) ∧ A′〉 (2.48)
+
k
4pi
∫
M
〈(g−1dg) ∧ (dg−1) ∧ (dg) + 2
3
(g−1dg) ∧ (g−1dg) ∧ (g−1dg)〉.
The last term upon simplification yields,
− k
12pi
∫
M
〈(g−1dg) ∧ (g−1dg) ∧ (g−1dg)〉. (2.49)
Thus under a finite gauge transformation of the Chern-Simons action, we have
ICS[A] = ICS[A
′]− k
4pi
∫
∂M
〈(dgg−1) ∧ A′〉
− k
12pi
∫
M
〈(g−1dg) ∧ (g−1dg) ∧ (g−1dg)〉.
The boundary term in RHS vanishes if the space is compact. If the gauge group G is also
compact, the last term is related to the winding number of the gauge transformation [43],
27
its value will be 2pin(n is integer) for appropriate k. Hence exp(iICS) which occurs in path
integral is gauge invariant. If M is not closed, then we need to add boundary contributions
to (2.23) to make the variational principle well defined(as the expression is for a closed
manifold). This can be seen explicitly by varying A in Chern-Simons action (2.23),
δICS[A] = Eqs. of motion− k
4pi
∫
∂M
〈A ∧ δA〉 (2.50)
The boundary term does not vanish ifM is not closed and action will not have an extrema.
A similar simple exercise can be done with Chern Simons action, if we choose a complex
structure and look at AdS theory [44],
∂M = R× S1 (2.51)
x± =
t
l
± φ. (2.52)
We then have
δICS[A] = − k
4pi
∫
∂M
〈A ∧ δA〉 (2.53)
= − k
4pi
∫
R×S1
dx+dx−〈A+δA− − A−δA+〉 (2.54)
apart from cases like A+ = 0 orA− = 0 at boundary (which can also be worthy of study), to
define a general boundary value problem, we can add
I∂M[A] =
k
2pi
∫
∂M
dx+dx−〈A+A−〉. (2.55)
Depending on weather A+ is held constant or A−, final action will be
I ′CS[A] = ICS[A]± I∂M[A]. (2.56)
If we keep A+ fixed, the modified Chern Simons action I ′CS[A] = ICS[A]+I∂M[A] transforms
under gauge transformation A = g−1dg + g−1A˜g as
I ′CS[A] = I
′
CS[A˜] + kI
+
WZW [g, A˜+]. (2.57)
where I+WZW [g, A˜+] is the action of a chiral Wess-Zumino-Witten model on the boundary
∂M ,
I+WZW [g, A˜+] =
1
4pi
∫
∂M
〈(g−1∂+g)(g−1∂−g)− 2g−1A−gA˜+〉
+
1
12pi
∫
M
〈g−1dg〉3 (2.58)
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This implies that number of physical degrees of freedom of Chern-Simons theory, (2 + 1)-D
gravity in particular, depends on whether space time has a boundary. If there is boundary,
gauge invariance is broken on it and these gauge degrees of freedom are dynamical, each
broken symmetry adding infinite dimensional space of solutions that are not equivalent. We
will address the issue of boundary conditions and variational principle in more detail in
Chapter 6.
2.2 Chern-Simons formulation of Higher Spin Fields
In quantum field theory we have fields that carry irreducible representations of the Poincare
group. Such fields are labelled by their mass and spin, the two Casimirs of the Poincare
group. For instance, the gauge fields in Standard Model are massless fields th spin-1. Simi-
larly, the matter content is made of massive fermionic fields which carry spin-1/2. Another
familiar example is the gravitational field which is spin-2. In fact the representations of
Poincare group can be labelled by arbitrary integer or half-integer spins.
While we can write free theories of higher spin fields, interacting theories suffer various
no-go theorems [45, 46, 47, 48, 49, 50, 51] in flat space which rule out higher spin fields
interacting with the Maxwell field or gravity. This is unacceptable if we believe that at
low energies gravity couple to all fields universally. One of the ways to evade such no-go
theorems is by constructing theories in backgrounds with a non-zero cosmological constant.
On such backgrounds, it is possible to have a large higher spin gauge symmetry (which gen-
erates consistent interaction vertices) while avoiding no-go results such as that of Coleman
and Mandula [52]. Such an interacting theory was in fact proposed by Vasiliev [27] which
consists of a set of non-linear equations of motion with an infinite tower of higher spin gauge
fields interacting with each other (see [53] for a review). Vasiliev’s approach rests on a de-
scription of higher spin fields that mimic the first order approach to gravity discussed before.
On the other hand,Vasiliev theory still lacks a metric-like action description in 4 or higher
dimensions.
In three dimensions however, things simplify to a great extent, owing to the topological
nature of gravity and other massless higher spin fields. In fact, in 3 dimensions, it is possible
to truncate the infinte tower of higher spin fields to any desired spin-N [54]. Another simpli-
fication that is unique to D = 3 is the fact that a spin-s field can be described by a pair of
gauge fields e a1a2···as−1µ and ω a1a2···as−1µ carrying the same index structure (see [55] ). This is
reminiscent of the fact that for pure gravity, one can work with dualized spin connection
ω aµ =
1
2
abcωµ bc (2.59)
For a free field ϕµ1···µs , in D = 3, the Fronsdal equation reduces to a flatness condition on
the field. The above two observations are the starting point of Chern-Simons formulation
of higher spin gauge fields. Based on the above requirements Blencowe [31] proposed an
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interacting theory of higher spins based on Chern-Simons theory.
The structrue of higher spin Chern-simons theory is as follows. In the CS formulation of
gravity we have gauge potentials
a aµ = ω
a
µ +
eaµ
l
, a˜ aµ = ω
a
µ −
eaµ
l
(2.60)
formed out of linear combinations of vielbein and the spin-connection. We then define a
similar linear combination of the higher spin gauge potentials
b a1···as−1µ = ω
a1···as−1
µ +
e a1···as−1µ
l
, b˜ a1···as−1µ = ω
a1···as−1
µ −
e a1···as−1µ
l
. (2.61)
We then introduce higher spin generators T a1···as−1 which can be now added to the sl(2,R)
generators to yield gauge potentials of the form
A =
(
a aµ Ta + b
a1···as−1
µ T a1···as−1
)
dxµ (2.62)
A˜ =
(
a˜ aµ T˜a + b˜
a1···as−1
µ T˜ a1···as−1
)
dxµ (2.63)
Since T a1···as−1 is contracted with the higher spin potential (2.61), it should transform as an
irreducible sl(2,R) tensor and should be traceless [44]
T aa a3···as−1 = 0 (2.64)
and must satisfy [
Tb, Ta1···as−1
]
= cb(a1Ta2···as−1)c (2.65)
If the generators Ta and T a1···as−1 generate a Lie algebra with a non-degenerate bilinear
form, we can form the action
S = SCS[A]− SCS[A˜] (2.66)
where SCS is the Chern-Simons action given by (2.23). In [44], it was shown that the
linearized equations of motion which follows from the CS action is nothing but the Fronsdal
equation. Here the metric and higher spin fields are related to their frame fields by the
relation
eµ =
1
2
(Aµ − A˜µ) (2.67)
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and
gµν =
1
2
〈eµeν〉, ϕµ1···µs =
1
s!
〈e(µ1 · · · eµs)〉 (2.68)
where 〈· · ·〉 refers to the bilinear form defined on the algebra.
So the problem of finding consistent theories of higher spin gauge fields reduces to finding
a semisimple Lie algebra that satisfies (2.64) and (2.65). The commutator of two genera-
tors of spin s1 and s2 in principle can produce a generator of spin different from either and
therefore we may have to add other spins in the theory4. In [56], it was shown that sl(n)
generators admit all the above properties and thus provides a candidate theory.
Let us illustrate this with the simplest possible higher spin theory, a spin-3 field coupled to
gravity. The gauge group that we consider is SL(3,R)×SL(3,R) with generators satisfying
[Ta, Tb] = abcT
c
[Ta, Tbc] = 
d
a(bTc)d (2.69)
[Tab, Tcd] = −(ηa(cd)be + ηb(cd)ae)T e
This algebra is isomorphic to sl(3) Lie algebra and also admits a non-degenerate bilinear
form which is guaranteed by the existence of a quadratic Casimir
C = TaT
a +
1
2
TabT
ab (2.70)
Now we can use the tracelessness condition on the generators and express (2.69) in a more
convenient basis [44]
T0 =
1
2
(L1 + L−1), T1 =
1
2
(L1 − L−1), T2 = L0,
T00 =
1
4
(W2 +W−2 + 2W0), T01 =
1
4
(W2 −W−2), (2.71)
T11 =
1
4
(W2 +W−2 − 2W0), T02 = 1
2
(W1 +W−1),
T22 = W0, T12 =
1
2
(W1 −W−1) (2.72)
where the new set of generators {Lm,Wn} satisfy the commutation relation
[Lm, Ln] = (m− n)Lm+n,
[Lm,Wn] = (2m− n)Wm+n, (2.73)
[Wm,Wn] = −1
3
(m− n)(2m2 + 2n2 −mn− 8)Lm+n
4In fact we can choose
[
Ta1···as−1 , Tb1···bs−1
]
= 0. This however leads to a free theory.
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With this basis, it is now easy to check that the tracelessness condition is trivially satisfied
−T00 + T11 + T22 = 0 (2.74)
In the appendix we give a 3× 3 representation for the generators {Lm,Wn}.
It has to be noted that our arguments also hold for the case of positive as well as zero
cosmological constant. In the case of Λ > 0, the appropriate gauge group is sl(N,C), while
for Λ = 0, the higher spin generators are appropriate generalization of Poincare algebra
[57, 58].
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Chapter 3
Higher Spin Cosmology
3.1 Introduction
We are now in a position to construct higher spin generalizations of de Sitter (dS) cosmology.
de Sitter metric is the vacuum solution to Einstein’s equation with a positive cosmological
constant. Although 3D gravity has no propagating degrees of freedom, the counterpart to
the BTZ black hole quotients were constructed in [59] (also see [60]). The fact that de Sitter
is a cosmological spacetime with a spacelike boundary [61] has made the development of a
consistent dS/CFT proposal much more confusing. Various interesting attempts were made
in [62, 63, 64], but there seems to be a fundamental difficulty in realizing de Sitter space in
any kind of unitary quantum set up as a stable vacuum [65, 66, 67, 68, 69, 70].
The aim of this chapter is to construct cosmological solutions in higher spin dS3 gravity.
We work specifically with the case where the rank of the gauge group, N = 3. The solutions
we construct are the higher spin generalizations of dS3 quotients such as Kerr-dS3 and
quotient cosmology [59, 60, 71] and should be thought of as the de Sitter counterparts of the
spin-3 charged AdS3 black hole solutions of [72, 73]. It has been shown that big-bang type
singularities contained in quotient cosmologies in the purely SL(2) sector of this higher spin
theory can be removed by performing a spin-3 gauge transformation [71]. But the problem
of constructing spin-3 charged cosmologies was left open. In this work, we fill this gap and
discuss the thermodynamics of their cosmological horizons.
The plan of this chapter is as follows. We fix all notations and conventions for the map
between the second order variables (metric and spin-3 field) and the gauge connection here.
We also review and discuss the variational principle for asymptotically de Sitter like connec-
tions in the gauge theory formulation. In Sec. 3.3, we first review pure gravity i.e. SL(2, C)
sector solutions, namely the Kerr de Sitter universe and the quotient cosmology. We do this
both in the metric and gauge theory set-up. Then we construct higher spin extensions of
these geometries by modifying their gauge connection and adding spin-3 charges in a manner
consistent with the triviality of gauge connection holonomies along contractible cycles. These
solutions are shown to contain cosmological horizons and, in the case of quotient cosmology,
higher spin big bang/ big crunch like causal singularities. In the final section, Sec. 3.4,
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these holonomy conditions are shown to be necessary for the consistency of thermodynamics
associated with cosmological horizons. These consistency conditions turn out to be identical
to demanding integrability of a “boundary CFT partition function”. Using a prescription
of Maldacena [64], we relate thermodynamics of our solutions to those of higher spin AdS3
black holes. Our formulation gives the same results as the Gibbons-Hawking results when
we restrict to spin-2 and work in the metric language.
In the static coordinates, the de Sitter metric is given by
ds2 = −
(
1− r
2
l2
)
dt2 +
dr2(
1− r2
l2
) + r2dΩ2d−2, 0 ≤ r < l (3.1)
in d dimensions where dΩ2d−2 is the metric on a unit (d−2)-sphere Sd−2. Another interesting
set of coordinates is the so called “flat slicing” coordinates
ds2 = −dt2 + e2t/ldy2, dy2 = δµνdyµdyν (3.2)
As we discussed earlier, the connection to the Chern-Simons formulation of gravity is
achieved by considering sl(2,C) valued connections. In order to introduce higher spin fields,
we can simply lift the gauge group from sl(2,C) to sl(N,C) which describes an interacting
theory of fields of spin 1, 2, · · ·N (see [74, 71]). We will study the simplest case of sl(3,C)
theory. One simply defines the higher spin (up to spin 3) theory i.e. an interacting theory
of gravity and a spin 3-field, by the action [31]
ICS[A] =
k
4pi
∫
M
〈AdA+ 2
3
A3〉 − k
4pi
∫
M
〈A¯dA¯+ 2
3
A¯3〉. (3.3)
The general sl(3,C) gauge potential can be expressed as
A =
(
ωAµ +
i
l
eAµ
)
TAdxµ (3.4)
A˜ =
(
ωAµ −
i
l
eAµ
)
TAdxµ (3.5)
where TA now stands for both L and W generators. Then, the more familiar metric and
spin-3 field can be extracted from the (imaginary parts of the basis coefficients) of the gauge
field:
gµν =
1
2!
〈eµeν〉, φµνλ = 1
3!
〈e(µeνeλ)〉, (3.6)
while the three-dimensional Newton’s constant (in units of the dS radius, l) is given by the
Chern-Simons level number,
k = −i l
4G3
. (3.7)
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We work in the prevalent general relativity convention where, 8G3 = 1. Since the gauge
group SL(3,C) is non-compact the Chern-Simons level number is not quantized.
3.2 Variational Principle and Boundary Conditions
Now lets consider the variation of the action (3.3). Generically a variation has a bulk
(volume) piece, proportional to the equation of motion and boundary pieces supported on
temporal and spatial boundaries,
δI =
∫
d3x (E.O.M) +
∫
d2x piµδA
µ|tfti +
∫
dtdxj pijµδA
µ
∣∣xi,max
xi,min
(3.8)
To have a good variational principle one has to ensure that these boundary pieces vanish
(on-shell) by prescribing initial and final conditions and spatial boundary conditions. If the
prescribed conditions do not lead to vanishing contribution for the boundary pieces of the
variation, then one has to add supplementary boundary terms to the action to cancel these.
One crucial point to be noted here in contrast with the AdS case is that the action (3.3)
already defines a good variational principle without any supplementary boundary terms.
This is because asymptotically de Sitter spaces have closed spatial sections and the only
boundary contributions are from future infinity (tf → ∞) and at some time coordinate in
the past (ti = const). As the variational principle is usually defined with vanishing variations
at the initial and final times,
δA|ti,tf = 0, (3.9)
these boundary pieces vanish. However we shall not demand the future data to be fixed (i.e.
δA|tf→∞ 6= 0) and look to set up a variational principle by demanding instead the conjugate
momentum vanishes
piµ|tf→∞ → 0. (3.10)
Such a variational principle will be made to appear natural in Sec.3.4 where the close parallel
between de Sitter and Anti-de Sitter cases is brought out. This will often restrict us to a
subclass of solutions which are specified by their future fall-off behaviors (which close under
gauge transformations),
lim
t→∞
Aµ ∼ tαµ (3.11)
for some real bounded exponent αµ. This is the analogue of non-normalizable fall-offs in
AdS. These fall-off behaviors are fixed by conducting the asymptotic (future/past) symmetry
analysis in a manner closely parallel to the AdS3 counterpart [44, 75] as was done in [74]. By
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demanding that the asymptotic symmetries of this larger theory still contain the Virasoro
algebras already present in the SL(2, C) case, it was found that the suitable fall-offs behaviors
at future infinity for the SL(3, C) gauge connections are
Aw¯ = 0, Aρ = b
−1∂ρb, A− AdS3 τ→∞−→ O(1). (3.12)
Here b is a gauge transformation ∈ SL(3, C). However as we shall see in the next section, in
order to construct gauge field configurations with non-vanishing higher spin charges, one has
to violate the asymptotic fall-offs (3.12) and hence one has to supplement the action (3.3)
with boundary terms. Again this is parallel to the situation for higher spin AdS black hole
solutions [72] for which the boundary counter terms were worked out in [76, 77].
3.3 Higher Spin de Sitter Cosmologies
We are interested in constructing solutions of the SL(3, C) gauge theory describing space-
times of positive cosmological constant which have non-zero spin-3 charges in addition to the
spin-2 charges i.e. energy and angular momentum. Since these are higher spin extensions
of the pure gravity solutions or SL(2) sector, let us first review the solutions of the SL(2)
sector obtained by taking quotients of pure three-dimensional de Sitter space [60].
3.3.1 Kerr-dS3 universe
The first class of SL(2) quotients of pure de Sitter space is the so called Kerr - de Sitter
universe (KdS3). These are very similar to de Sitter space itself, in the sense that these
solutions have two regions bounded by cosmological horizons, and have future and past
infinite regions outside the cosmological horizons. However the topology of the past and
future infinities of KdS3 is that of a cylinder, S1 ×R, in contrast to the de Sitter space, for
which they have topology of a sphere, S2.
In static Schwarzschild-like coordinates, the KdS3 metric [59, 60] reads like,
ds2 = −N2(r)dt2 +N−2(r)dr2 + r2 (dφ+Nφdt)2 , (3.13)
N2(r) = M − r
2
l2
+
J2
4r2
, Nφ = − J
2r2
.
Introducing, the outer and inner radii
r2± = Ml
2
(√
1 + (J/M l)2 ± 1
)
/2, (3.14)
one can rewrite Eq.(3.14) as
ds2 = −
(
r2 + r2−
) (
r2+ − r2
)
r2l2
dt2 +
r2l2
(r2 + r2−) (r2+ − r2)
dr2 + r2
(
dφ+
r+r−
r2
dt
l
)2
, r < r+
(3.15)
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and we note that this geometry has a horizon at r = r+. This metric can be analytically
continued across outside i.e. for r > r+:
ds2 = − r
2l2
(r2 + r2−) (r2 − r2+)
dr2 +
(
r2 + r2−
) (
r2 − r2+
)
r2l2
dt2 + r2
(
dφ+
r+r−
r2
dt
l
)2
. (3.16)
In this region r is timelike while t is spacelike. To make contact with the gauge the-
ory we write down the SL(2, C) connections for the two regions. Introducing, N 2(r) ≡
(r2+r2−)(r2−r2+)
r2l2
= −N2(r), the gauge field expressions are,
A0 = N(r)
(
dφ+ i
dt
l
)
, A1 =
lNφ − i
N(r)
dr
l
, A2 =
(
rNφ + i
r
l
)(
dφ+ i
dt
l
)
for r < r+
A0 = − lNφ − iN (r)
dr
l
, A1 = N (r)
(
dφ+ i
dt
l
)
, A2 =
(
rNφ + i
r
l
)(
dφ+ i
dt
l
)
;
for r > r+. (3.17)
In the exterior region, r > r2+, on can transform to Fefferman-Graham like coordinates
(ρ, w, w¯) defined by
ρ = ln
(√
r2 − r2+ +
√
r2 + r2−
2l
)
, w = φ+ it/l, w¯ = φ− it/l (3.18)
and obtain the form of the metric,
ds2 = −l2dρ2 + 1
2
(
Ldw2 + L¯dw¯2
)
+
(
l2e2ρ +
LL¯
4
e−2ρ
)
dwdw¯, (3.19)
where, the zero modes, L, L¯ are defined by,
L+ L¯ = Ml, L− L¯ = iJ. (3.20)
Note that ρ here is a time coordinate, eg. [78]. This coordinate system is better suited
than the Schwarzschild one for conducting the asymptotic symmetry analysis of dS3 and its
identification with Euclidean Virasoro algebra and its charges [60]. As noted in [71], the
corresponding SL(2, C) gauge field is,
A = i T0 dρ+
[(
eρ − L
2l
e−ρ
)
T1 + i
(
eρ +
L
2l
e−ρ
)
T2
]
dw (3.21)
One can obtain the above Kerr-dS3 connection from a primitive connection, a given by
a =
[(
1− L
2l
)
T1 + i
(
1 +
L
2l
)
T2
]
dw (3.22)
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free of any ρ dependence, by performing a single valued gauge transformation on a:
A = B−1a B + B−1dB, (3.23)
for
B = exp (iρT0) = exp(ρL0) (3.24)
(because B being a sole function of ρ is single valued in the φ direction).
3.3.2 Quotient Cosmology
One can also construct de Sitter quotients containing (spinning) big bang/big crunch singu-
larities [60] (also reviewed in [79] ). These quotients are locally given by the same exterior
Kerr- de Sitter metric (3.16). But since t and r switch their roles and become spacelike and
timelike respectively, we are better off switching their roles in the metric itself,
ds2 = − t
2l2
(t2 + r2−) (t2 − r2+)
dt2 +
(
t2 + r2−
) (
t2 − r2+
)
t2l2
dr2 + t2
(
dφ+
r+r−
t2
dr
)2
. (3.25)
The quotient cosmology arises when we compactify r into a circle. With, r and φ both being
periodic the future and past infinity of this quotient cosmology have the topology of a torus,
S1×S1 as opposed to R×S1 for the case of the Kerr de Sitter universe. Also with a periodic
r, this metric cannot be extended to −r+ < t < r+ where grr < 0 and one has closed timelike
curves. Removing this region then leaves us with a big bang (big crunch) like solution for
t > r+ (t < r+) with the r-φ torus degenerating to a circle [60]. This is an example of a
causal structure singularity [19], and these are the analogues of higher dimensional curvature
singularities in 2+1 dimensions. These singularities were shown to be removable via a higher
spin gauge transformation when embedded into a spin-3 SL(3) theory in [71].
Since the quotient cosmology is metrically identical to the exterior regions of the Kerr
de Sitter universe, the Fefferman-Graham gauge metric expression (3.19) and the gauge
connection expressions (3.21,3.22,3.24) also carry over with the coordinate changes,
ρ = ln
(√
t2 − r2+ +
√
t2 + r2−
2l
)
, w = φ+ ir/l, w¯ = φ− ir/l. (3.26)
3.3.3 The Higher Spin cosmological gauge fields
In the SL(3) theory, the general primitive connection that satisfies asymptotic (future) de
Sitter fall off conditions is
a′ =
[(
1− L
2l
)
T1 + i
(
1 +
L
2l
)
T2 +
W
8l
W−2
]
dw (3.27)
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L and W can be functions of z, but we will consider the constant case in analogy with [72].
Explicit forms for the generators can be found in [71]. We can transform from the primitive
connection a′, to A′, the fully ρ-dependent form by applying the transformation (3.24)
A′ = iT0dρ+
[(
eρ − L
2l
e−ρ
)
T1 + i
(
eρ +
L
2l
e−ρ
)
T2 +
W
8l
e−2ρW−2
]
dw, (3.28)
which we call the Fefferman-Graham gauge because it manifests the proper ρ→∞ fall-offs
behaviors Eq. (3.12) as derived in [44, 74].
As the trace of W−2 with any SL(3) generator is zero, we find that metric obtained
from A′, A¯′ is same as (3.19). But the spin-3 field now attains a non-zero value. These
non-vanishing components of spin-3 fields are given by
ϕwww = − i
8
l2W,
ϕwww¯ = − i
24
lL¯We−2ρ +
i
24
l2W,
ϕww¯w¯ = − i
96
L¯2We−4ρ +
i
24
lL¯We−2ρ,
ϕw¯w¯w¯ =
i
32
L¯2We−4ρ. (3.29)
In order to construct metrics (cosmologies) with non-vanishing spin-3 charges (which will
necessarily violate the asymptotically dS fall-offs), we propose the following ansatz for the
primitive connection corresponding to a general spin-3 cosmology
a′ =
[(
1− L
2l
)
T1 + i
(
1 +
L
2l
)
T2 +
W
8l
W−2
]
dw
+ µ [W2 + w0W0 + w−2W−2 + t (T1 − iT2)] dw¯, (3.30)
where µ,w0, w−2, and t are constants. The motivation for this comes from the fact that
under a suitable set of analytically continuations of the charges and sign of the cosmological
constant (which will be elaborated in the following sections) de Sitter higher spin cosmologies
turn into the Euclidean sections of AdS higher spin black hole solutions of [72] (much like in
the case of pure gravity or SL(2) sector, Kerr-dS3 solutions continue on to Euclidean BTZ
black holes).
Now, the connection (3.30) is an off-shell object and contains too many independent
parameters. Restricting on-shell, we find that the connection has to be of the form
a′ =
[(
1− L
2l
)
T1 + i
(
1 +
L
2l
)
T2 +
W
8l
W−2
]
dw
+ µ
[
W2 − L
2l
W0 +
L2
16l2
W−2 +
W
l
(T1 − iT2)
]
dw¯. (3.31)
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Now although the connection is on-shell, it is still arbitrary in the sense that one does
not know whether such solutions make a regular or singular contribution to the Hartle-
Hawking wave-function (or equivalently, when continued to Euclidean AdS, the correspond-
ing Gibbons-Hawking partition function, ZECFT ). Just as in the second-order or metric
formulation of gravity, this is guaranteed by demanding the regularity of the Euclidean
section of the metric, in case of the first-order or connection formulation, it is fixed by de-
manding triviality of the gauge-connection A along contractible circle(s). The non-trivial
topology of the connection is captured by the holonomy matrix or the Wilson loop operator
along any contractible circle, C
HolC(A) ≡ B−1 exp
[∮
C
dxµaµ
]
B = eHC . (3.32)
The triviality of the connection is ensured when this holonomy matrix is identity. Equiva-
lently, this means that the matrix, HC has eigenvalues (0,−2pii, 2pii). In the case of Kerr-dS3
and its spin-3 generalizations one has a contractible thermo-angular circle,
(t, φ) ∼ (t+ iβ, φ+ iβΩ) . (3.33)
Equivalently, if one defines τ = β
2pi
(1− iΩl), this thermo-angular circle can be reexpressed
as (w, w¯) ∼ (w + 2piτ/l, w¯ + 2piτ¯/l) .
The associated holonomy is,
Hol(a) = B−1 exp
[∫ iβ
0
dt at +
∫ iβΩ
0
dφ aφ
]
B
= B−1 exp
[∫ iβ
0
dt i (aw − aw¯) /l +
∫ iβΩ
0
dφ (aw + aw¯)
]
B
= B−1 exp [− (2piτ aw − 2piτ¯ aw¯) /l] B
= eW (a). (3.34)
This means that the matrix W (a) should have eigenvalues (0,−2pii, 2pii)1. These two (com-
plex) conditions entirely fix the charges L,W in terms of the potentials β, µ.
For generic gauge connections it is nontrivial to compute the holonomy matrix ex-
actly. Since all we need are its eigenvalues, we are perfectly fine to work with the matrix,
exp(w˜(a)), w˜(a) ≡ − (2piτ aw − 2piτ¯ aw¯), instead, since it is related to the Holonomy matrix,
exp(W (a)) by a single-valued gauge transformation (similarity transformation), B and hence
1Of course, one could consider the eigenvalues to be integer multiples of ±2pii, in general, to get trivial
holonomy. However, the choice of (0,−2pii, 2pii) is motivated by the fact that the time component of the
vielbein should also be regular (finite and single-valued) at the horizon [80]
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has the same eigenvalue spectrum. Demanding the eigenvalues of the w˜z be (0,−2pii, 2pii)
implies
det (w˜(a)) = 0, Tr
[
w˜(a)2
]
= −8pi2, Tr [w˜(a)] = 0. (3.35)
which translate to the following relations determining the charges L,W in terms of the
potentials τ, µ,
27l2τ 3W − 36lτ 2αL2 − 54lτα2LW − 54lα3W 2 − 8α3L3 = 0
1− 2τ
2L
l3
− 6ταW
l3
+
4
3
α2L2
τ 2l2
= 0 (3.36)
where α = µτ¯ . Since we are already familiar with the exact solution for purely spin-2
charges i.e. mass and angular momentum, we can now obtain a solution to the charges in
the presence of spin-3 potentials in a perturbation series in the spin-3 chemical potential, µ:
W =
∞∑
i=1
aiµ
i L =
l
2τ 2
+
∞∑
j=1
bjµ
j (3.37)
Substituting this in Eq.(3.36) and solving both equations to quadratic order µ, we get fol-
lowing perturbative solution for L and W
L
l
=
l2
2τ 2
− 5α
2l4
6τ 6
+ · · · , W
l
=
αl4
3τ 5
− 20α
3l6
27τ 9
+ · · · (3.38)
These solutions satisfy the integrability conditions (as can be checked order by order),
∂L
∂α
=
∂W
∂τ
, (3.39)
pointing out to the existence of a bulk (Euclidean) action, I
δI ∼ δτ L+ δα W (3.40)
with L and W being functions of τ, α. The basic reason why eqn (3.39) arises is because
we are demanding that there be an underlying partition function description for the system
(the exponential of the action being the semi-classical partition function). The integrability
condition is the statement that the double derivatives of the partition function (with respect
to α and τ) commute. A closely related discussion can be found in section (5.2) of [72]. The
precise form of the action functional requires taking care of various subtleties, see [81]. We
will make use of their results when we make comparisons with the AdS case.
For the (higher spin) AdS case, the integrability conditions were understood [72] to be
integrability conditions of a boundary CFT partition function, ZCFT dual to the higher spin
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AdS bulk theory (vide AdS/CFT). The on-shell bulk action, Ion-shell is the saddle-point
contribution to ZCFT , corresponding to the classical higher spin Black hole configuration.
Similarly it will be shown later, the integrability conditions Eq. (3.36,3.38) for the case
of (higher spin) de Sitter connections apply to that a putative dual Euclidean CFT par-
tition function, ZCFT∗. It will also be shown that two partition functions (ZCFT , ZCFT∗)
are related by a suitable “Wick-rotation” of the Cherns-Simons level number (cosmological
constant) and gauge theory charges (mass, spin, spin-3 charges).
Finally we apply the radial gauge transformation, (3.24) to obtain full radial dependence,
A′ = iT0dρ+
[(
eρ − e−ρ L
2l
)
T1 + i
(
eρ + e−ρ L
2l
)
T2 + e
−2ρ W
8l
W−2
]
dw
+µ
[
e2ρ W2 − L2lW0 + e−2ρ L
2
16l2
W−2 + e−ρWl (T1 − iT2)
]
dw¯,
A¯′ = −iT0dρ+
[(
eρ − e−ρ L¯
2l
)
T1 − i
(
eρ + e−ρ L¯
2l
)
T2 + e
−2ρ W¯
8l
W−2
]
dw¯
+µ¯
[
e2ρ W2 − L2lW0 + e−2ρ L
2
16l2
W−2 + e−ρ W¯l (T1 + iT2)
]
dw. (3.41)
The corresponding metric expression is
ds2 = −l2dρ2 +
(
lL
2
+
lW µ¯
2
− 1
2
e−2ρLWµ¯− L¯
2µ¯2
3
)
dw2
+
(
lL¯
2
+
lW¯µ
2
− 1
2
e−2ρL¯Wµ− L
2µ2
3
)
dw¯2 (3.42)
+
(
1
2
e2ρl2 − 3lWµ
4
− 3lW µ¯
4
+
L2µµ¯
8
+
LL¯µµ¯
12
+
L¯2µµ¯
8
+
1
8
e−2ρ
(
LL¯+ 4WWµµ¯
))
dwdw¯
while the expressions for the non-vanishing spin-3 field components are,
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ψρρw =
1
18
il2L¯µ¯, ψρρw¯ = − 1
18
il2Lµ,
ψwww = −1
8
il2W +
1
16
ilL2µ¯+
1
24
ilLL¯µ¯+
1
16
ilL¯2µ¯− 1
12
ilL¯Wµ¯2 +
1
27
iL¯3µ¯3
+
1
4
ie−2ρ
(
lWWµ¯− 1
6
LL¯Wµ¯− 1
2
L¯2Wµ¯2
)
− 1
8
ie−4ρWW
2
µ¯2 +
ie−4ρL¯2W
2
µ¯3
16l
,
ψw¯w¯w¯ = −1
4
ie4ρl3µ+
1
2
ie2ρl2Wµ2 − 1
24
ilLL¯µ+
1
12
ilLWµ2 − 1
27
iL3µ3 − 1
4
ilW 2µ
+
1
24
ie−2ρLL¯Wµ2 +
1
32
ie−4ρ
(
L¯2W − L
2L¯2µ
2l
)
, (3.43)
ψwww¯ =
1
12
ie2ρ
(
l2Lµ¯+
1
3
il2L¯µ¯
)
+
1
24
il2W − 1
18
ilL2µ− 1
18
ilLWµµ¯− 1
72
iL2L¯µµ¯2
− 1
108
iLL¯2µµ¯2 − 1
72
iL¯3µµ¯2 +
ie−2ρ
12
(
1
12
LL¯2µ¯+
1
4
L¯3µ¯− lW 2µ¯− 1
2
lL¯W
+
2
3
L2Wµµ¯+
1
36
L¯WWµµ¯2
)
− ie
−4ρ
24
(
L¯3Wµ¯2
2l
− L¯WWµ¯−W 3µ¯2 + L
2W
2
µµ¯2
2l
)
,
ψww¯w¯ =
1
12
ie4ρl3µ¯− ie2ρl2
(
1
9
Lµ+
1
6
Wµµ¯
)
+
1
12
i
(
lLWµ2 +
1
6
lL¯2µ¯− 1
3
lL¯Wµµ¯
+
1
6
L3µ2µ¯+
1
9
L2L¯µ2µ¯+
1
6
LL¯2µ2µ¯+ lW 2µ2µ¯
)
+
1
12
ie−2ρ
(
lL¯W − 1
3
L2L¯µ
− 1
6
L¯2Wµµ¯− 1
3
LWWµ2µ¯
)
− 1
24
ie−4ρ
(
L¯2W − L¯
4µ¯
8l
+ L¯W
2
µ¯− L
2L¯Wµµ¯
2l
)
.
3.3.4 Schwarzschild Gauge
The Fefferman-Graham (FG) gauge expressions only cover a part of the spacetime outside
the horizon. In this section, we describe solution of the gauge connection in Schwarzschild
gauge. For simplicity, we will consider the purely non-rotating case from now on,
L = L¯, W¯ = −W and µ¯ = −µ. (3.44)
The metric in FG gauge is then,
gρρ = −l2,
gtt =
(
eρ − L+ 2Wµ
2l
e−ρ
)2
,
gφφ = l
2
(
eρ +
L− 2Wµ
2l
e−ρ
)2
+
4L2|µ|2
3
− 2l Wµ. (3.45)
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We observe that there is a horizon i.e. gtt vanishes, at
ρ+ =
1
2
ln
[
L+ 2Wµ
2l
]
. (3.46)
Now, we can introduce the Schwarzschild radial coordinate r (motivated from the definition
of the Schwarzschild radial coordinate for the pure SL(2) case),
ρ = ln
[
r +
√
r2 − r2+
2l
]
, (3.47)
where r2+ is
r2+ = 2l(L+ 2Wµ). (3.48)
In the limit µ = 0, the above equation reduces to the pure SL(2) case, (3.18). In the
Schwarzschild like gauge the metric is given by,
ds2 = − l
2
r2 − r2+
dr2 +
2(L+ 2Wµ)
l r2+
(
r2 − r2+
)
dt2 + (3.49)( r L
L+ 2Wµ
+
2lµW
√
r2 − r2+
L+ 2Wµ
)2
+
4L2|µ|2
3
− 2l Wµ
 dφ2
We also note that gφφ > 0 as it is a sum of manifestly positive quantities (W and µ are
imaginary quantities with same sign vide (3.38)) and there are no closed timelike curves in
the φ direction.
Now that we have the metric expressions for the higher spin versions of the Kerr de Sitter
universe in Schwarzschild gauge (3.50) outside the cosmological horizon, one can now write
down metric for higher spin generalizations of the quotient cosmologies (3.25) by simply
swapping r and t.
ds2 = − l
2
t2 − r2+
dt2 +
2(L+ 2Wµ)
l r2+
(
t2 − r2+
)
dr2 (3.50)
+
(L t+ 2µW√t2 − r2+
L+ 2Wµ
)2
+
4L2|µ|2
3
− 2l Wµ
 dφ2.
Just as in the case for the SL(2) quotient cosmology, r is now compactified into a circle
and this metric cannot be continued inside the horizon, r+. As a result this it contains big
bang/big crunch like singularities at t = ±r+ when the r-circle degenerates to a point, exactly
like its SL(2) cousin. It will be interesting to consider the resolution of these singularities
along the lines of [71], but we will not pursue it here.
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3.4 Thermodynamics of asymptotically de Sitter connec-
tions
The aim of this section to derive a consistent thermodynamics for asymptotically dS3 spin-2
connections in the Chern-Simons language. (See [82] for an explicit expression for the entropy
in metric-like variables.) In a metric (second order) formalism of gravity, more precisely spin-
2 gravity, thermodynamics of spacetimes containing horizons of any kind is provided by the
Gibbons-Hawking generalization [83] of the black hole thermodynamics of Bardeen, Carter
and Hawking [84]. However, as we shall see, in the Chern-Simons or first order set-up,
a consistent thermodynamics is obtained extremely efficiently by first mapping de Sitter
solutions to Euclidean AdS (EAdS) solutions and then demanding integrability conditions
on free energy (equivalently partition function) of a putative Euclidean CFT located on the
future infinity of the asymptotic de Sitter (same as conformal boundary of the analytically
continued EAdS solution). Maldacena [64] notes that the conformal patch of dS 2,
ds2 =
−dη2 + dx2d
η2/l2
(3.51)
goes over to the Poincare patch of the EAdS, under, l2 → −l2 and, η2 → −z2,
ds2 =
dz2 + dx2d
z2/l2
, (3.52)
and then he proposes that for any asymptotic (in time) de Sitter space,
ΨHartle−Hawking = ZCFT ∗ , (3.53)
since for EAdS one has the celebrated AdS-CFT conjecture ZESUGRA = ZCFT . Under the
identifications, the Euclidean path-integral in AdS becomes the Hartle-Hawking wave func-
tion of dS. Next we construct a similar map between the exterior regions of Kerr deSitter
and and Euclidean BTZ black hole and then generalize to the higher spin case where the
bulk action would be a first order action instead of second order (metric) action.
3.4.1 “Wick-rotation” from Kerr de Sitter to EBTZ
We simply write down these identifications for the FG gauge,
2ie., the upper quadrant in the dS Penrose diagram containing the infinite future at η = 0 and bounded
by the horizon at η = 1. No light rays from the infinite past can reach this region.
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ρdS → ρEAdS + i pi
2
,
tds → i tEAdS (3.54)
ldS → i lEAdS,
LdS, L¯dS → −iLEAdS,−iL¯EAdS
MdS, JdS → −MAdS, −JAdS. (3.55)
Under these identifications, the KdS3 metric Eq. (3.16) goes over to
ds2 → ds˜2 = l2dρ2 + l
2
(
Ldw2 + L¯dw¯2
)
+
(
l2e2ρ +
LL¯
4
e−2ρ
)
dwdw¯ (3.56)
but now with,
L =
Ml + J
2
, L¯ =
Ml − J
2
. (3.57)
This is an evidently an Euclidean metric. To determine whether this is the Euclidean BTZ
metric (EBTZ), we write the EBTZ metric expressions directly from Euclideanizing the
Lorentzian BTZ,
ds2 =
l
2
(
L+ dw+2 + L− dw−2
)
+
(
l2e2ρ +
L+L−
4
e−2ρ
)
dw+ dw− + l2dρ2,
w± = φ± t
l
, (3.58)
where, the “zero modes” L+, L− are defined in terms of the mass and the spin by,
L+ =
Ml + J
2
, L− =
Ml − J
2
. (3.59)
Upon a replacing t→ itE, we obtain the EBTZ metric,
ds2 =
l
2
(
L+dw2 + L−dw¯2
)
+
(
l2e2ρ +
L+L−
4
e−2ρ
)
dwdw¯ + l2dρ2,
w = φ+
itE
l
, w¯ = φ− itE
l
, (3.60)
Clearly, this is identical to the Wick-rotated KdS3 metric eq. (3.56).
In Schwarzschild-like coordinates, the Kerr-dS3 metric 3.14, on using the identifications,
3.55, becomes,
46
ds˜2 = N2dt2 +N−2dr2 + r2
(
iNφdt+ dφ
)2
,
N2 = −M + r
2
l2
+
J2
4r2
, Nφ =
J
2r2
. (3.61)
The Lorentzian exterior BTZ metric Eq. (3.58) reads,
ds2 = −N2dt2 +N−2dr2 + r2 (Nφdt+ dφ)2 ,
N2 = −M + r
2
l2
+
J2
4r2
, Nφ =
J
2r2
. (3.62)
which upon Euclideanizing i.e. t→ itE,
ds2 = N2Edt
2
E + dr
2/N2E + r
2
(
i NφEdtE + dφ
)2
,
N2E = −M +
r2
l2
+
J2
4r2
, NφE =
J
2r2
. (3.63)
One can write a metric expression in terms of outer and inner horizons for the BTZ along
the lines of 3.16,
ds2 = −
(
r2 − r2+
) (
r2 − r2−
)
r2l2
dt2 +
r2l2
(r2 − r2+) (r2 − r2−)
dr2 (3.64)
+r2
(
dφ+
r+r−
r2
dt
l
)2
, r > r+
with,
r2± =
Ml2
2
1±
√
1−
(
J
Ml
)2 . (3.65)
So the identifications are,
r+ → r+, (r−)KdS3 → −i (r−)BTZ . (3.66)
For KdS3 note that in terms of L, L¯,
r+ =
√
Ll +
√
L¯l√
2
, r− =
√
Ll +
√
L¯l√
2
(3.67)
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r2+ + r
2
− = 2
√
LL¯l2. (3.68)
So, the temperature inverse of KdS3 in terms of L, L¯,
β
2pi
=
l2
2
(
1√
2Ll
+
1√
2L¯l
)
. (3.69)
For non-rotating KdS3, τ = β/2pi and we have
L
l
=
l2
2τ 2
. (3.70)
Again, this metric (3.63) is exactly that of the Wick-rotated dS metric in Schwarzschild
coordinates, Eq. (3.61).
3.4.2 dS-AdS “Wick rotation” at work: Equivalence of thermody-
namics in the metric formulation
In order to further solidify our heuristic identifications, we show that under these identifica-
tions the Gibbons-Hawking thermodynamics [83], including the temperature and entropy of
the Kerr-dS3 solution, maps onto to those the “Wick-rotated” EBTZ solutions.
1. The entropies for either geometry are the same since entropy of either cosmological or
Black-hole horizons in the Gibbons-Hawking framework is given by
S =
1
4G
(Horizon Area) = 2 (2pir+) = 4pir+. (3.71)
This is borne out by our heuristic identifications, since r+ → r+.
2. The temperature of KdS3 is given by Gibbons-Hawking thermodynamics by the conical
singularity trick,
TKdS3 =
r2+ + r
2
−
2pil2r+
. (3.72)
Using the identification Eq. (3.66) and the additional identification Tds → −TAdS3 this
temperature continues to the Hawking temperature of the corresponding BTZ black
hole!
TBTZ =
r2+ − r2−
2pil2r+
. (3.76)
3This temperature sign flip is a direct result of the flip in the sign of mass parameter or “internal energy”
M in identification 3.55. The conjugacy relation
T−1 =
∂S
∂M
, (3.73)
directs you that one needs to perform,
TdS → −TAdS (3.74)
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3. The chemical potential conjugate to angular momentum is,
ΩKdS3 = −T
∂S
∂J
= − r−
r+l
(3.77)
Again under the identifications, we obtain the expected behavior ΩdS → ΩAdS since
JdS → −JAdS 4. We note that, ΩBTZ = r−r+l . Parenthetically, we note that when we
move to Euclidean BTZ, we need to define, JEAdS = −iJAdS and consequently the new
conjugate ΩEAdS = iΩAdS, so that respective identifications are, JdS → −iJEAdS and
ΩKdS3 → −iΩEBTZ .
Since under the identifications, one can successfully map any dS thermodynamic quan-
tities like entropy, internal energy, angular charges and their respective conjugates to AdS
quantities, the laws of thermodynamics will continue as well. When higher spin charges are
added, we will demand a similar statement to hold with higher spin charges and chemical
potential added to the thermodynamical relations.
3.4.3 Thermodynamics in the Chern-Simons formulation
So far everything we discussed was in the SL(2, C) sector of the theory with just metric or
spin-2 fields turned on, but we extend this analogy to the full SL(3, C) sector i.e. when both
metric and spin-3 field are present. In that case though we do not know the generalization of
the Gibbons-Hawking thermodynamics [84]. However, taking dS/CFT as a principle, we can
propose that the thermodynamics of a dS-connection is identical to that of a suitably contin-
ued Euclidean AdS-connection i.e. a higher spin AdS black hole [72]. The thermodynamics
of SL(3, C) valued Euclidean AdS3-connections for higher spin black-holes (connected to
BTZ, i.e. the so called “BTZ” branch) has been shown to be dictated by the integrability
conditions of the free energy of a dual CFT [72]. These conditions which can be cast in a
gauge-invariant form by the holonomy conditions [72]. Under the correct identifications of
charges and potentials, the integrability or holonomy conditions of a dS connection should
continue to those of an AdS connection. Or turning this fact around, we expect the charges
we obtain functions of the potentials µ and T on solving the integrability conditions on the
dS side, (3.38) to reproduce the respective solution of AdS integrability conditions i.e. AdS
in consonance with
MdS → −MAdS . (3.75)
4Since, going over from dS to AdS implies the replacements S → S, J → −J and β → −β, we must have
Ω→ Ω in order to reproduce the correct thermodynamic relation,
∂S
∂J
= −Ωβ (3.78)
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charges as a function of AdS potentials [81] upon making the dS-to-AdS identifications. For
AdS, the solution to the holonomy conditions is,
L+
l
=
l2
2τ 2
+
10
3
α2l4
τ 6
+ . . . ,
W+
l
= −4
3
αl4
τ 5
+ . . . . (3.79)
We have the identifications for the spin-3 charges when going from dS to AdS,
αAdS =
αdS
2
,W+AdS = −2iWdS, (3.80)
or,
µAdS = −µdS
2
,W+AdS = −2iWdS. (3.81)
To compute, ZCFT from the bulk gauge theory, we make use of the saddle point approx-
imation,
ZCFT = Z(E)SUGRA = e
IOn−shellE (3.82)
where, IE is the Euclidean bulk action, defined in terms of the original action, I by
IE[F (x, t)] = iI[F (x, itE)]. (3.83)
The Chern-Simons action without any supplementary boundary terms,
ICS =
k
4pi
∫
〈AdA+ 2
3
A3〉, (3.84)
is the right action for the SL(2) sector. On-shell this becomes [85],
ICS[A] = − k
4pi
∫
dt dφ 〈AtAφ〉. (3.85)
For SL(3) sector one needs to add new boundary terms as formulated in [76, 77]. But it is
easy to see that a similar map as we are presenting below will also hold for the boundary
terms, so in the following, we will illustrate it only for the bulk terms. Using, (5.1) of [72]
IEAdSon-shell = −
2βL
l
+
16βµ2L2
3l2
. (3.86)
The higher spin de Sitter on-shell action turns out to be5,
I˜dSon-shell = −
(
2βL
l
+
4
3
βµ2L2
l2
)
. (3.88)
5To get this on-shell action, we perform integration over t-circle (0, iβ) and over φ-circle (0, 2pi)
I˜dSon-shell = i
(
− k
4piR
)∫ −β
0
(i dt)
∫ 2pi
0
dφ
[−i Tr (AtAφ − A¯tA¯φ)] , (3.87)
with k = −2il.
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Again, using the identifications, we see that the dS on-shell action reproduces the EAdS
on-shell action, (3.86)
I˜dSOn−shell = I
EAdS
On−shell. (3.89)
Thus we have demonstrated that the higher spin generalizations of Kerr de Sitter universes
are related to (higher spin) AdS black holes just as they were in the pure gravity (spin-2)
case in the metric formulation. However this on-shell action is not yet equal to −βΦ, where
Φ is the grand “higher spin” canonical potential Φ = E − TS − µW . But it is possible to
add boundary/supplementary terms and change the action I˜dSon−shell to a new action IOn−shell
such that,
−IOn−shell = βΦ. (3.90)
Such a procedure was conducted in the anti de Sitter case in [81], see their section (2.2). For
our de Sitter case, the necessary extra terms can be obtained from their expressions by the
AdS-dS identifications, in exact analogy with our computation here for the bulk terms. The
match between our entropy and the higher spin AdS3 black hole entropy [86] is a natural
consequence, and we have explicitly checked this. This concludes our discussion about the
connection between the thermodynamics of the Kerr-dS3 solution and that of higher spin
black holes in AdS3.
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Chapter 4
A Grassmann Path from AdS3 to Flat
Space
4.1 Introduction
The AdS/CFT correspondence has provided us with substantial insight into the nature of
quantum gravity when there is a negative cosmological constant. This includes the possibil-
ity of a resolution of the black hole information paradox, and potential exact candidates for
quantum gravity in terms of non-gravitational quantum gauge theories.
Eventually, one would like to understand flat space quantum gravity as well, but taking
the vanishing comsological constant limit of the AdS/CFT correspondence in order to ac-
complish this has remained a challenge. Some progress in this direction has been made by
Barnich and collaborators [87, 88, 89]1 in the AdS3 case. Specifically, Barnich and Compere
[92] showed that the asymptotic symmetry algebra of AdS3 (the Virasoro algebra of Brown-
Henneaux) turns into that of flat 2+1 dimensional space (namely, the centrally extended
version [92, 88] of the so-called BMS3 [93] algebra) in a certain scaling limit where the cos-
mological constant is sent to zero.
In this chapter, we will show that there is a simple algebraic way to relate semi-classical
gravity in flat space to that in AdS when the spacetime is 2+1 dimensional. The start-
ing point is the fact that 2+1 dimensional gravity can be thought of as a Chern-Simons
gauge theory. The gauge group of the theory is SO(2, 2) when there is a cosmological con-
stant Λ ≡ −λ < 0, but when Λ = 0 the gauge group is ISO(2, 1). It turns out that
an Inonu-Wigner contraction on the SO(2, 2) algebra gives us the ISO(2, 1) algebra. This
Inonu-Wigner contraction and its connection the BMS/GCA correspondence has been stud-
ied in [94, 95, 96].
1A very recent work on this topic is [90]. See also [91] for some recent interesting thoughts on the
asymptotics of flat space.
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Our simple observation is that this Inonu-Wigner contraction of the algebras can be re-
alized at the level of the theories, by taking the inverse AdS3 radius  ≡ 1/l =
√
λ to be a
Grassmann parameter such that 2 = 0, [97]2. We show that this trick can be used to map
the actions, the solutions and the asymptotic symmetry algebras. Specifically, the general
Fefferman-Graham solution for AdS3 gravity written down by Banados goes over into the
general flat space solution in BMS gauge, and the Virasoro algebra with the Brown-Henneaux
central charge goes over into the BMS3 algebra of flat space with the correct central charge.
We also show that this approach generalizes to higher spin theories which are essentially
Chern-Simons theories with higher rank gauge groups. The recently constructed flat-space
higher spin theories emerge very simply and straightforwardly from this approach. As an
illustration of the usefulness of our approach, we show how we can resolve singularities in flat
space gravity using higher spins in a BMS-like gauge. We claim that our construction is more
“advantageous" than various other implementations of the limit/contraction, in particular,
in the case of higher spin gravity. One reason for this is the fact that our approach can be
implemented algebraically. Another (technical) reason is that our approach automatically
provides us with a useful trace form in the Chern-Simons formulation of flat space theory.
Since the observables are nonlocal gauge theory objects like holonomies of Wilson loops
our approach provides an instantly readable/executable map to read them off, unlike in the
previous approaches.
4.2 Inonu-Wigner Contraction
For the case of a negative cosmological constant, the 3D Einstein-Hilbert action in Chern-
Simons form is given by (2.41). The basic reason why we have set up these constructions
carefully in Chapter 1 is because the precise chain of logic in writing down the action in the
form (2.41) is often not discussed in the literature, but is crucial for what we are about to
discuss. One of our basic observation in this work is that if one makes the replacement
1
l
→  (4.1)
(where  is a Grassmann parameter so that 2 = 0), in (2.42), then the AdS Einstein-
Hilbert action (2.41) turns into the flat space Einstein-Hilbert action, but multiplied by an
overall factor of . In other words we will see that the quantity multiplying the , after the
above replacement, is the flat space gravitational action. This makes sure that the Newton’s
constant and Chern-Simons level after this replacement are related by
k =
1
4G
. (4.2)
2Recently, this approach has been furthur generalized to various kinds of graded alegebras which appear
in physics, in [98].
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Even though we will not do so here, we can absorb the overall factor of  into the definition
of the G and formally treat G as a Grassmann parameter: since we are mostly interested
in classical equations of motion where G is merely an overall factor, this will not make any
difference at the level of the solutions. These claims are easy to check by direct computation,
and we have done so.
For most purposes we will be using this map from AdS to flat space as a useful technical
tool for dealing with various aspects of classical solutions, so for the purposes of this thesis,
we will think of it as a formal tool. But the simplifications that happen are sufficiently
drastic, that it is tempting to speculate that there is more to this story than a mere trick.
The fundamental reason why the above replacement works is because of the fact that
ISO(2, 1) is an Inonu-Wigner contraction of SO(2, 2). For the specific case here, Inonu-
Wigner contraction is the statement that if one scales the generators P a in the SO(2, 2)
algebra (2.31) by a (non-Grassmann) parameter  (that is P a → P a) and then takes → 0,
one is left with the ISO(2, 1) algebra (2.28). But instead of taking the analytic limit → 0
to implement the Inonu-Wigner contraction, one can also treat  as a Grassmann parameter
and end with the same (2.31). This is an algebraic realization of the contraction and that is
what we are putting to use here.
An explicit way in which both the norms and the algebras of ISO(2, 1) can be realized
in terms of the T a and T˜ a generators of SL(2,R) is to define:
P a =
(
 T a 0
0 − T˜ a
)
, Ja =
(
T a 0
0 T˜ a
)
(4.3)
If one identifies T a with Ja+ =
( T a 0
0 0
)
and T˜ a with Ja− =
( 0 0
0 T˜ a
)
, then this can be
thought of as another way to write
P a = (T a − T˜ a), Ja = (T a + T˜ a) (4.4)
which in turn follows from (2.32) upon 1/l → . This generalizes very straightforwardly to
higher spin theories as well, as we will briefly discuss later.
Another (non-Grassmann) way to think of the mapping from one theory to other is to
think of it as the scaling limit where 1/l → 0 but with k/l is held fixed. Even though it is
not couched there in this language, this is essentially what BGG have done [88]. We will
find this useful in our discussion of the Brown-Henneaux algebra.
It is trivial to check that the diffeomorphisms and local Lorentz transformations, written
in terms of the triads and the spin connections, also go over from the AdS to the flat case
without any difficulty when we set 1/l→ . The explicit expressions can be found in Witten’s
paper and the check is trivial, so we will not repeat them here.
Often, in what follows we will use generators T a that have the trace form
Tr(T aT b) = 2ηab, (4.5)
following the conventions of [99], where they are working with 3 × 3 generators, which are
more convenient from the perspective of generalizations to higher spin theories. This implies
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that we should take
k =
l
16G
, (4.6)
in the AdS case.
4.3 AdS3 in BMS-like gauge
Our goal is first to show the transition from general locally AdS3 solution [100] to the general
asymptotically flat solution using the Grassmann approach3.
Following [88], we first write down the general locally AdS solution in a BMS-like gauge to
ease the transition to flat space. The general asymptotically AdS3 line element that satisfies
the Einstein equations with a negative cosmological constant can be written in the form
ds2 =
(
M− r
2
l2
)
du2 − 2dudr + 2N dudφ+ r2dφ2 (4.7)
provided
∂uM = 2
l2
∂φN , 2∂uN = ∂φM. (4.8)
This solution, and these conditions on the arbitrary functions are merely a re-writing of
the general Fefferman-Graham solution in AdS3 [100]. This is easily checked by noting that
M,N ≡ M(φ, u),N (φ, u) satisfying the above conditions can be expressed in terms of the
usual left and right moving functions, L(x+), L¯(x−),
M(u, φ) = 2 (L(x+) + L¯(x−)) , N (u, φ) = l (L(x+)− L¯(x−)) , (4.9)
with x± = u
l
± φ.
We take the triad for this locally AdS3 solution (in BMS like coordinates) to be
e = − 1√
2
[(M
2
− 1− r
2
2l2
)
du− dr +N dφ
]
T0 +
− 1√
2
[(M
2
+ 1− r
2
2l2
)
du− dr +N dφ
]
T1 − rdφT2. (4.10)
The (dualized) spin-connection (2.25) can be computed directly from the triads, and the
result is:
3In this section, we have chosen to set 8G = 1 in agreement with the general convention in 2+1-D general
relativity literature.
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ω0 = − 1√
2
(
∂uN
r
− ∂φM
2r
+
N
l2
)
du− 1√
2
(M
2
− 1− r
2
2l2
)
dφ, (4.11)
ω1 = − 1√
2
(
∂uN
r
− ∂φM
2r
+
N
l2
)
du− 1√
2
(M
2
+ 1− r
2
2l2
)
dφ, (4.12)
ω2 = − r
l2
du. (4.13)
These expressions have been checked to satisfy the torsion-free condition,
∂µe
a
ν − ∂νeaµ + a bc
(
eb µω
c
ν − eb νωc µ
)
= 0, (4.14)
and the Einstein equation [20] (provided conditions (4.8) hold),
∂µω
a
ν − ∂νωaµ + a bc
(
ωb µω
c
ν +
1
l2
eb µe
c
ν
)
= 0.
Note that the asymptotic AdS3 fall off conditions went into the construction of the Fefferman-
Graham form: they are implicit in our starting point. So the constraints (4.8) came purely
from imposing the AdS3 Einstein equations.
Using the triads and the spin connection, now we can immediately write down the explicit
gauge field corresponding to the general asymptotically AdS3 solution via (2.42).
4.4 Grassmann Path to Flat Space
Now we turn to the general locally flat solution. In the “BMS-gauge” [87], where asymptotic
analysis is easiest (akin to Fefferman-Graham gauge in the case of AdS), the most general
solution in 2 + 1-d is,
ds2 =M(φ)du2 − 2dudr + 2
[
J (φ) + u
2
∂φM(φ)
]
dudφ+ r2dφ2. (4.15)
(Later we will specialize to the case whenM(φ) = M and J (φ) = J/2 are constants, which
has a cosmological interpretation).
Now, the gauge field from the last section, upon the Grassmann replacement of 1/l → 
gives us the explicit form
A = − 1√
2
[

(M
2
− 1
)
du− dr + 
(
J + u
2
M′
)
dφ+
(M
2
− 1
)
dφ
]
T0
− 1√
2
[

(M
2
+ 1
)
du− dr + 
(
J + u
2
M′
)
dφ+
(M
2
+ 1
)
dφ
]
T1
− r dφ T2. (4.16)
Note that the Grassmann replacement gives a simple interpretation for the form of the
functions now because of the constraints (4.8):
M≡M(φ), N ≡ J (φ) + u
2
M′(φ). (4.17)
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Our claim from section 2 is that the ISO(2, 1) theory can be reformulated as a Grassmann
valued SO(2, 2) gauge theory with the connection4
A = (ωa + ea)Ta
where, Ta ∈ SO(2, 1) = SL(2, R) and  is a Grassman parameter. This means that we can
read off the flat space triad and spin connection from this gauge field.
Indeed, it is easy to check that the triad and spin connection one obtains this way, can
reproduce the most general flat metric (4.15). The natural expressions for the flat space
triads are [57]5,
e0 = − 1√
2
[(M(φ)
2
− 1
)
du− dr +
(
J (φ) + u
2
dM(φ)
dφ
)
dφ
]
,
e1 = − 1√
2
[(M(φ)
2
+ 1
)
du− dr +
(
J (φ) + u
2
dM(φ)
dφ
)
dφ
]
,
e2 = −r dφ, (4.18)
We can compute the spin-connection from Cartan’s torsion-free condition and this also
matches the result obtained from Grassmann replacement from AdS:
ω0 = − 1√
2
(M(φ)
2
− 1
)
dφ,
ω1 = − 1√
2
(M(φ)
2
+ 1
)
dφ,
ω2 = 0. (4.19)
For later use we write down the ISO(2, 1) connection in terms of the ISO(2, 1) generators
as well (2.28):
A = − 1√
2
[(M
2
− 1
)
du− dr +
(
J + u
2
M′
)
dφ
]
P0
− 1√
2
[(M
2
+ 1
)
du− dr +
(
J + u
2
M′
)
dφ
]
P1 (4.20)
−r dφ P2 − 1√
2
(M
2
− 1
)
dφ J0 − 1√
2
(M
2
+ 1
)
dφ J1,
where,M′ = ∂φM(φ).
4We will exclusively work with “holomorphic" part. The “anti-holomorphic" A˜ = (ωa − ea)Ta part is
entirely analogous.
5However in contrast to the convention of [57], we choose a convention where ηab = diag (−1, 1, 1).
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4.5 Asymptotic Charge Algebra
We restore all factors of 8G for this section to facilitate a consistent derivation of the flat
space from a grassmanian AdS expressions. The AdS charges (as derived in BMS looking
gauge) were written down by [88],
Qf,Y =
1
16piG
∫ 2pi
0
dφ [f (M+ 1) + 2YN ] , (4.21)
associated with the killing vector,
ξf,Y = f du− Y − l∂φf
(∫ ∞
r
dr′r′−2e2β
)
dφ− r (∂φξφ − U∂φf) (4.22)
with f, Y defined in terms of purely holomorphic and antiholomorphic (arbitrary) functions,
Y ±:
f =
l
2
(
Y +(x+) + Y −(x−)
)
, Y =
1
2
(
Y +(x+)− Y −(x−)) . (4.23)
U, β, V are metric paramaters,
ds2 = e2β
V
r
du2 − 2e2βdudr + r2 (dφ− Udu)2 . (4.24)
In fact looking at the metric (4.7), we have,
β = 0,
V
r
+ r2U2 = −r
2
l2
+M,N = −r2U. (4.25)
First we do a mode decomposition [88],
L(L¯) = −1
4
+
∑
m
1
2l
L±e−imx
±
, (4.26)
we have,
M = −1 +
∑
m
8G
l
(
L+me
−imu/l + L−−me
imu/l
)
e−imφ, (4.27)
N = 4G
∑
m
(
L+me
−imu/l − L−−meimu/l
)
e−imφ. (4.28)
So replacing,
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1l
→ , (4.29)
these mode expansions, become
M = −1 + 8G (L+0 + L−0 )+ 8G∑
m6=0
(
L+m(1−  imu) + L−−m(1 +  imu)
)
e−imφ
= −1 + 8G
∑
m
(
L+m + L
−
−m
)
e−imφ,
N = 4G (L+0 − L−0 )+ 4G∑
m6=0
[(
L+m − L−−m
)− u im (L+m + L−−m)] e−imφ. (4.30)
Next we define,
Pm =
1
l
(
L+m + L
−
−m
)
, Jm = L
+
m − L−−m, (4.31)
which after the Grassman replacement turns into
Pm = 
(
L+m + L
−
−m
)
,Jm = L+m − L−−m, (4.32)
These definitions can be motivated in two ways. One is by taking a cue from [89] and making
the replacement 1/l→  in the expressions there. Another way to motivate this definition is
as follows. These modes are to be thought of as capturing the infinite dimensional extension
of SL(2,R) (or ISO(2, 1) after the flat space limit). The zero mode part of these generators
is SL(2,R) (respectively ISO(2, 1)). The definitions, restricted to the zero mode sector is
precisely what is needed to make the transition from SL(2,R) to ISO(2, 1), so it is natural
extend the definitions to the higher modes as well. Either way, ultimately the only thing that
matters is that this definition ends up giving us BMS3 from Virasoro as we show presently.
With the above definitions,
M(φ) = −1 + 8G
∑
m
Pme
−imφ, (4.33)
N = 8G
(
J (φ) + u
2
∂φM(φ)
)
,J (φ) ≡ 1
2
∑
m
Jme
−imφ. (4.34)
Similarly for the killing vector parameters after making the replacements,
 f =
1
2
∑
m
(
Y +m + Y
−
−m
)
e−imφ −  u
∑
m 6=0
im
(
Y +m − Y −−m
)
e−imφ,
Y =
1
2
∑
m
(
Y +m − Y −−m
)
e−imφ −  u
∑
m6=0
im
(
Y +m + Y
−
−m
)
e−imφ
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Analogous to (4.32) we have
Tm ≡ 1
2
(
Y +m + Y
−
−m
)
, Ym ≡ 1
2
(
Y +m − Y −−m
)
. (4.35)
This leads to the expressions,
f = T (φ) + u∂φY (φ), Y = Y (φ) (4.36)
Now finally we can plug equations (4.33), (4.34), and (4.36) in the expression (4.21) for the
AdS charges to obtain,
QT,Y =
1
16piG
∫ 2pi
0
(T (φ)M(φ) + 2Y (φ)J (φ)) . (4.37)
This is exactly the expression of ISO charges obtained in [87] upon conducting a Henneaux-
Teitelboim like asymptotic symmetry analysis for flat space (BMS/CFT correspondence).
To conlude this section we show how the Virasoro algebra with Brown-Henneaux central
charge goes over to the BMS algebra with the correct central charge6. The latter has central
charges c± = 3l
2G
:
[
L±m, L
±
n
]
= (m− n)L±m+n +
c±
12
m(m2 − 1)δm+n,
[
L±m, L
∓
n
]
= 0. (4.38)
To this end use a more convenient version of the Virasoro for our contraction purpose,
[Jm, Jn] = (m− n) Jm+n, (4.39)
[Pm, Pn] =
1
l2
(m− n) Jm+n, (4.40)
[Jm, Pn] = (m− n)Pm+n + k
12
m
(
m2 − 1) δm+n. (4.41)
where
k ≡ c
+ + c−
l
=
3
G
(4.42)
Now we arrrive at the bms3 algebra by the simple replacement, 1l → , (and accordingly
Pm → Pm, Jm → Jm)
[Jm,Jn] = (m− n)Jm+n, (4.43)
[Pm,Pn] = 0, (4.44)
[Jm,Pn] = (m− n)Pm+n + k
12
m
(
m2 − 1) δm+n. (4.45)
6See [101] for a related discussion in a different context.
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4.6 Higher Spin Extension
For the higher spin version, one has to extend the ISO(2, 1) algebra by including a new set
of spin-3 generators, Jab, Pab [57, 58]. The algebra takes the form
[Jab, Jcd] = −
(
ηa(cd)bm + ηb(cd)am
)
Jm,
[Jab, Pcd] = −
(
ηa(cd)bm + ηb(cd)am
)
Pm,
[Pab, Pcd] = 0,
[Ja, Jbc] = 
m
a(bJc)m, (4.46)
[Ja, Pbc] = 
m
a(bPc)m,
[Pa, Jbc] = 
m
a(bPc)m,
[Pa, Pbc] = 0.
We will call this the hsf3 algebra. The invariant nondegenerate bilinear product is given by
(the only non-vanishing pieces),
〈Pa, Jb〉 = ηab, (4.47)
〈Pab, Jab〉 = ηacηbd + ηadηbc − 2
3
ηabηcd. (4.48)
This algebra can be realized as as Inonu-Wigner contraction of SL(3,R)× SL(3,R) algebra
analogous to the spin-2 case. In terms of the two copies of the SL(3) generators
[Ta, Tb] = abcT
c, (4.49)
[Ta, Tbc] = 
d
a(bTc)d, (4.50)
[Tab, Tcd] = σ
(
ηa(cd)be + ηb(cd)ae
)
T e. (4.51)
it can be straightforwardly checked that one can define the hsf3 generators via
P a =
(
 T a 0
0 − T a
)
, Ja =
(
T a 0
0 T a
)
(4.52)
P ab =
(
 T ab 0
0 − T ab
)
, Jab =
(
T ab 0
0 T ab
)
. (4.53)
This is the Grassmann realization of Inonu-Wigner and our point is that this can be used to
interpret a Grassmann valued SL(3,R)×SL(3,R) gauge field as an hsf3 (that is, flat space
higher spin) gauge field. The Grassmann approach immediately enables us to get to the
above result from the generators of [44]. The traces of the SL(3,R)×SL(3,R) are designed
so that it reproduces (4.48). As in the spin-2 case, the flat space higher spin gauge field can
be expressed via Grassmann parameter by its natural generalization
A =
2∑
a=0
(ea +  ωa)Ta +
2∑
a,b=0
(
eab +  ωab
)
Tab (4.54)
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Again we expect the actions and the asymptotic symmetries to work out exactly analogously,
but we leave the details.
4.7 Application: Singularity Resolution in the BMS Gauge
So far what we have done is to merely repeat known results (but from a new and perhaps
a simpler and more elegant point of view). Now we will show that this new technology
makes certain computations tractable and show that certain singularity resolution questions
become anwerable in this frame work. The reason for this is that constructing a set of explicit
matrix generators that satisfy the hsf3 algebra while having the non-degenerate trace form
(4.48) is non-trivial. But one can bypass this problem while having a non-degenerate trace
form by working within the Grassmann technology.
Other discussions on singularity resolution in higher spin theories can be found in [99, 71,
102, 103, 104]. The basic idea of singularity resolution in this set up is to consider a singular
solution of the spin-2 theory, embed it in the higher spin theory, and then to look for gauge
transformations that retain the holonomy within the same conjugacy class. If there exists a
gauge transformation that gives rise to metric and higher spin fields that are regular while
not changing the conjugacy class, we have resolved the singularity.
4.7.1 Metric Formulation of the Singular Cosmology
We start with the boost-shifted orbifold cosmology [105] which has a sigularity we intend to
resolve. To obtain this solution, we can start with the general flat space BMS-gauge solution
that we considered previously and specialize to the case whenM(φ) = M and J (φ) = J/2
are constants. As pointed out in [88, 89] this BMS gauge metric could be thought of as an
expression in outgoing null coordinate,
u = t−
∫
dr/N2(r), (4.55)
and a new angular coordinate,
ϕ = φ−
∫
dr Nϕ/N2 (4.56)
to correspond to a Schwarzschild-type metric,
ds2 = −N2(r)dt2 +N−2(r)dr2 + r2 (dϕ+Nϕdt)2 , (4.57)
where
N2(r) = −M + J
2
4r2
=
M
r2
(
r2C − r2
)
, Nϕ =
J
2r2
. (4.58)
Note that ϕ = φ−∫ dr Nϕ/N2 and hence does not parametrize a compact direction. However
one can identify ϕ ∼ ϕ + 2pi and construct quotient spaces [106, 107, 88] with cosmological
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(Cauchy) horizons at r = rC . However these spaces contain pathological regions with closed
time-like curves, r < 0 and such regions are excised. r = 0 thus becomes a causal structure
singularity. These have been dubbed shifted boost orbifolds [106, 107, 108]7 when they were
discovered and discussed in the context of string theory. However, we shall refer to these as
flat quotient cosmologies. A Penrose diagram of the flat quotient cosmology is provided in
Fig. 4.1.
r=
0
r=
0
r=
r_
c
r=r_c
r=r_c
r=
r_
c
Figure 4.1: 2D slice of Penrose diagram of the Shifted Boost orbifold.
4.7.2 Gauge Theory Formulation of the Singular Cosmology
For completeness, we present the expressions for the set of triads and the dual spin connection
for the flat quotient cosmology in Schwarzschild gauge (4.57):
e0 = N(r)dt, e1 = −N−1(r)dr, e2 = rNϕ(r) dt+ rdϕ, (4.59)
ω0 = N(r)dϕ, ω1 =
Nϕ(r)
N(r)
dr, ω2 = r Nϕ(r)dϕ. (4.60)
The triad and the spin connection for the general BMS gauge solution has been written down
before. We will need the full gauge connection that we wrote down in (4.21). It turns out
that one can express this full connection, A in terms of a primitive connection, a which is
stripped-off of any r-dependence,
7The reason for the name is the fact that the metric can be understood as an orbifold of flat space under
shifts and boosts, but we will not need that connection, so we will not elaborate on it.
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a(u, φ) = − 1√
2
[(M
2
− 1
)
du+
(
J + u
2
M′
)
dφ
]
P0
− 1√
2
[(M
2
+ 1
)
du+
(
J + u
2
M′
)
dφ
]
P1 (4.61)
− 1√
2
(M
2
− 1
)
dφ J0 − 1√
2
(M
2
+ 1
)
dφ J1,
using a radial gauge transformation, b(r) = exp
(
rP0+rP1√
2
)
,
A = b−1 a b+ b−1∂rb. (4.62)
This will be useful to us in resolving the singularity.
4.7.3 Holonomy of the flat cosmology
For the flat quotients, M(φ) = M and 2J (φ) = J are constants, and the Wilson loop
operator along a constant u, φ-circle around r = 0 is,
W = exp
(∫ 2pi
0
dφ A
)
= exp
(
b−12piaφb
)
= b−1 exp (2piaφ) b, (4.63)
where,
aφ = − 1√
2
[
J
2
(P0 + P1) +
(
M
2
− 1
)
J0 +
(
M
2
+ 1
)
J1
]
. (4.64)
Under a trivial gauge transformation, U ,
W = UWU−1 = eUwU
−1
(4.65)
where, w ≡ 2piaφ.
4.7.4 ISO(2, 1) Solution as a Grassmann Valued SO(2, 2) Solution
We haven’t introduced explicit matrices for the P a and Ja, but we do not need to. This
is because the same holonomy information can be captured equivalently in the Grassmann
language. To this end, we first note that the full connection can also be written as the
Grassmann valued connection (4.16).
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This connection can also be written in terms of a primitive connection. The radial
dependence is contained in the term,
Ar = 
T0 + T1√
2
dr. (4.66)
We can try to gauge away r-dependence and construct a primitive connection by gauge
transforming with
U = exp(T+r), (4.67)
with T± = T0±T1√2 , so that A = U
−1aU + U−1dU . This r-independent primitive connection is
a(u, φ) =
[
T− − M
2
T+
]
du+
[
−
(
M
2
+ 
(
J +
u
2
M ′
))
T+ + T−
]
dφ (4.68)
We are interested in computing the holonomy matrix of this connection a along a φ-circle of
constant u, r in the special case when M , J are constant. The eigenvalues of the holonomy
are given by
w = 2piaφ = {0, −2pi
√
M − pi J√
M
, 2pi
√
M + pi
J√
M
} (4.69)
For more generic cases determining the eigenvalues is hard, so instead we use the char-
acteristic polynomial theorem for 3 × 3 square matrices. For a square matrix M , the char-
acteristic equation is
M3 = MI3 +
1
2
(
tr(M2)− (tr(M))2)M + tr(M)M2. (4.70)
The eigen-values of two holonomy matrices are identical, iff the coefficients of their char-
acteristic polynomials agree. It is easy to check that this theorem is valid even when the
matrix has Grassmann valued matrix elements.
For the flat cosmology, and M = w, the left and right holonomy matrices give rise to
Detw = 0,
tr (w) = 0,
tr
(
w2±
)
= 8pi2 (M + 2 J) (4.71)
Of course, since exp(w±) ∈ SL(3), tr(w±) = 0 is automatically ensured.
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4.7.5 Singularity Resolution
We extend the SL(2, R) connection (4.68) by adding Grassmann valued SL(3) generators,
a′ = a+
2∑
a,b=0
(cab +  dab)Tab. (4.72)
After gauge transforming to include the radial dependence we will have a form,
A′ = A+
2∑
a,b=0
(eab +  ωab)Tab (4.73)
This is a Grassmann valued SL(3, R)×SL(3, R) connection and equivalently a connection in
the higher spin theory in asymptotically flat space. The metric and the higher spin fields can
be obtained from the gauge field by identifying the triad (and its higher spin version)[57].
The correction to metric takes the explicit form
ds2 =
(
ηabe
a
µe
b
ν + 2ηacηbde
ab
µe
cd
ν
)
dxµdxν . (4.74)
Actually, instead of using the generators, Tab which do not constitute a linearly indepen-
dent set, we will use the set, Wa [99]
a′ = a+
2∑
a=−2
(ca +  da)Wa (4.75)
A′ = A+
2∑
a=−2
(Ca +  Da)Wa (4.76)
We may look at the simplest case of singularity resolution where we only turn on W gener-
ators in aφ component of the primitive connection.
a′φ = aφ +
2∑
a=−2
(ca + da)Wa (4.77)
Next we need to satisfy the equations of motion i.e flatness of the connection,
da′ + a′ ∧ a′ = 0 (4.78)
• Demanding cr, dr = 0 i.e., no radial components, flatness implies the coefficients ca and
da are independent of r. This should not be surprising as this is still in “radial” gauge
or a primitive connection, where radial dependence has been gauged away just like in
the SL(2) sector,
caµ = c
a
µ(u, φ) d
a
µ = d
a
µ(u, φ) (4.79)
But the surprising fact that higher spin contribution to the metric is r independent as
evident from Eq. (4.74).
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• We futhermore assume all coefficients in the primitive connection to be constants. This
is justified because we care to find some resolution, not the most general resolution of
the singularity. The equation of motion for these coefficients are then given by
[au, aφ] = 0 (4.80)
This gives us following conditions
c1 = 0, c−1 = 0, c0 +Mc−2 = 0, Mc0 + 4c2 = 0. (4.81)
Coefficients d1 and d−1 are not determined by any equation and can be freely choosen
to be zero.
Next, we impose the holonomy constraints. As before we want the eigenvalues of w = 2pia′φ
to be same as that of Eq. (4.71).
1. The trace condition gives,
8c20
3
+ 32c2c−2 = 0, (4.82)
16c0d0
3
+ 32c−2d2 + 32c2d−2 = 0.
2. Determinant condition gives,
−16c
3
0
27
+ 4c2 +
64c0c2c−2
3
− 2c0M
3
+ c−2M2 = 0, (4.83)
−16c
2
0d0
9
+
64c2c−2d0
3
+ 4d2 +
64c0c−2d−2
3
− 4c0J
3
(4.84)
−2d0M
3
+ 4c−2JM + d−2M2 = 0.
These equations can be consistently solved for various coefficients ca and da. Here we list
one particular solution which helps in singularity resolution.
c2 = 0, c−2 = 0, c0 = 0, (4.85)
together with coefficients d0, d2 and d−2 which are now constrained to obey following relation
4d2 − 2d0M
3
+ d−2M2 = 0 (4.86)
Transforming back to full r-dependent gauge, we obtain the metric to be
ds2 =Mdu2 − 2dudr + 2J dudφ+
[
12d20
9
+ 16d2d−2 + r2
]
dφ2 (4.87)
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The fact that the collapsing φ-cycle is now stabilized at finite radius is evident from the
metric. More concretely, it can also be seen explicitely from the form of Ricci scalar
R =
24 (d20 + 12d2d−2)M
(4d20 + 48d2d−2 + 3r2)
(4.88)
which is a non-constant, but everywhere non-singular function of r. It can be checked that
there exists values of d0, d2 and d−2 consistent with (4.86) which makes (4.88) non-singular
everywhere. The higher spin fields that result from the gauge transformation are also regular
everywhere, even though we will not present the details.
In any event, singularity resolution was only illustrative for our purposes here: our goal
was to demonstrate that the Grassmann approach can be a useful technical tool and not
merely a curiosity.
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Chapter 5
Chiral Higher Spin Gravity
5.1 Introduction
In gravity theories with a negative cosmological constant, it is natural to consider Anti-
deSitter space as the vacuum, and to think of solutions with asymptotically AdS3 boundary
conditions as states built on that vacuum. However, the precise choice of the fall-offs one
allows in one’s definition of “asymptotically AdS3” has turned out to be somewhat arbitrary
and many consistent choices are known in the literature [109, 110, 111, 112, 113, 114]. For
example, the most famous of these is the Brown-Henneaux [22] boundary conditions which
corresponds in a certain radial gauge to the choice of left (right) Chern-Simons gauge field
with (anti-)holomorphic dependence on the boundary coordinates, along with some restric-
tions on the charges and chemical potentials that show up in these gauge fields.
Recently, Grumiller and Riegler [115] have written down what is arguably the “most gen-
eral” such AdS3 boundary condition for gravity. By this they mean that all the charges and
chemical potentials that are visible in the Chern-Simons formulation are also visible in the
metric formulation. Yet in the asymptotic limit the metric has an AdS3 form, albeit with
fall-offs that are more general than the ones found in Fefferman-Graham. They showed that
the asymptotic symmetry algebra in this case is two copies of the sl(2)k current algebra.
They accomplished this by working with a choice of radial gauge that was different from the
standard radial “Banados” gauge. We will call this the Grumiller-Riegler radial gauge.
A very natural question to ask in this context is to see whether this can be generalized
to higher spins. Can one work with a higher spin theory, turn on all the charges and chemi-
cal potentials (including higher spin ones) in the Chern-Simons language and be lead to an
asymptotically AdS3 metric, perhaps in the generalized Fefferman-Graham gauge of [115]?
We will see that this is not possible. If we keep all the charges, the metric fall-offs are no
longer of the generalized Fefferman-Graham type. This means that we have to remove some
of the charges/chemical potentials in a consistent way1 and see whether one can get a consis-
1The jargon for this activity is “reduction”.
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tent asymptotic symmetry algebra with acceptable AdS3 fall-offs. In the Banados gauge, one
such choice is well known: this is the so-called Drinfeld-Sokolov reduction [44, 116] which
when done on both sides truncates left and right sides equally and leads to an asymptot-
ically AdS3 metric in the Fefferman-Graham gauge and a W3 ×W3 asymptotic symmetry
algebra. Can one allow more general charges and chemical potentials by working with the
Grumiller-Riegler radial gauge and allowing the generalized Fefferman-Graham metric?
Indeed, in this chapter we will see that if one allows this, one can do much better. In
fact, one can make a Drinfeld-Sokolov reduction on only one side and (self-consistently)
set a certain higher spin chemical potential to zero, while letting the other side be fully
general: this still leads to the generalized Fefferman-Graham metric. This is a total count
of 19 unknown functions between the charges and chemical potentials. One can also check
that all of these functions show up in the metric/higher spin fields side of the story as well.
Furthermore, we can calculate the asymptotic symmetry algebra and we find that the result
is a copy of the W3 algebra on the left and an affine sl(3)k algebra on the right. We suspect
that this is the most general chiral higher spin gravity that satisfies these requirements, even
though we do not prove it2.
In the final section, we will offer some comparison with the closely related results of [117].
5.2 Chiral Spin-3 Gravity
Taking a cue from the AdS/dS solutions discussed in previous chapters, we can choose a
radial gauge of the form
A = b−1db+ b−1a(t, φ)b, A˜ = bdb−1 + ba¯(t, φ)b−1 (5.1)
where all the ρ dependence now comes from the group element b(ρ). For empty AdS there
are many choices of radial gauge, the usual one being b = exp(ρL0), which we will call the
Banados gauge. In [115], the group element b was instead chosen to be
b = exp(L−1) exp(ρL0) (5.2)
This radial gauge (which we will call the Grumiller-Riegler gauge) manifests all the sl(2)
charges and potentials present in the gauge field language, in the metric language as well.
For our case, a and a¯ are the sl(3, R) Lie algebra valued fields which takes the general form
2One way to disprove this claim is to have an algebra that is “bigger” than W3 but “smaller” than sl(3)k
on the left, and show that there exists a radial gauge where this, together with the right side, leads to an
asymptotically AdS3 fall-off. We have a suspicion that an sl(2)k on the left might also be allowed while
having sl(3)k on the right, but this is a different class of chiral higher spin theory than the one we are
looking at here: it does not have higher spin excitations at all on the left. Note that the right side is already
as general as can be.
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at(t, φ) = µ
(−1)L−1 + µ(0)L0 + µ(1)L1 + ν(−2)W−2 + ν(−1)W−1
+ν(0)W0 + ν
(1)W1 + ν
(2)W2
aφ(t, φ) = L(−1)L−1 + L(0)L0 + L(1)L1 +W(−2)W−2 +W(−1)W−1
+W(0)W0 +W(1)W1 +W(2)W2
a¯t(t, φ) = µ
(−1)L−1 + µ(0)L0 + µ(1)L1 + ν(−2)W−2 + ν(−1)W−1
+ ν(0)W0 + ν
(1)W1 + ν
(2)W2 (5.3)
a¯φ(t, φ) =
pi
8k
(
L(−1)L−1 − 2L(0)L0 + L(1)L1 − 1
4
W(−2)W−2 +W(−1)W−1
− 3
2
W(0)W0 +W(1)W1 − 1
4
W(−2)W−2
)
where {Li,Wj} are the sl(3, R) generators whose algebra is given in Appendix A Eq. (A.4).
The normalization of coefficients of a¯φ have been chosen for later convenience. The equa-
tions of motion impose relationship between the set of potentials {µ(i), ν(j)} and the charges
{L(i),W(j)} and is given in the appendix for the unbarred sector while it is identical for
the barred sector also. Following [115], we hold chemical potentials as fixed functions
δat = δa¯t = 0 while
δaφ(t, φ) =
1∑
i=−1
δL(i)(t, φ)Li +
2∑
j=−2
δW(j)(t, φ)Wj
δa¯φ(t, φ) =
1∑
i=−1
δLi(t, φ)Li +
2∑
j=−2
δWj(t, φ)Wj
(5.4)
The time-like boundary of AdS gives rise to an infinite dimensional phase space with infinitely
many global charges. The algebra of charges can be then determined by the Regge-Teitelboim
approach [118, 119].
In [115], a generalization of Fefferman-Graham gauge for asymptotically AdS metrics was
introduced. The motivation of this gauge was to capture all independent sl(2) charges in
the metric formulation as well. This metric takes the general form
ds2 = dρ2 + 2
(
eρN
(0)
i +N
(1)
i + e
−ρN (2)i +O(e
−2ρ)
)
dρdxi
+
(
e2ρg
(0)
ij + e
ρg
(1)
ij + g
(2)
ij +O(e
−ρ)
)
dxidxj (5.5)
We call this the generalized Fefferman-Graham gauge and various expansion coefficients
capture all independent combinations of the chemical potentials and charges in the sl(2)
Chern-Simons language. This was the motivation for the choice of radial gauge (5.2).
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We take (5.5) as our definition of asymptotically AdS metric and construct a higher
spin theory which preserves this form of metric. Using (5.2), (5.1) and (2.68), we find that
the most general gauge connection (5.3) would violate the metric form (5.5) and therefore
the coefficients of the gauge connection have to be restricted. We begin by imposing the
Drinfeld-Sokolov (DS) condition on the left gauge connection aφ in order to further restrict
the coefficients. DS reduction in the highest weight gauge amounts to fixing the coefficients
of aφ such that [44, 116, 120, 75]
aφ(φ) = L1 + a
(−)
φ (φ) (5.6)
where
[L−1, a
(−)
φ (φ)] = 0 (5.7)
The above equation fixes the form of a(−) and the reduced gauge field can be now written as
aφ(φ) = L1 +
2pi
k
LL−1 − pi
2k
WW−2 (5.8)
As shown by [44, 116], this restriction helps getting aW3 charge algebra. With this restriction
on aφ, the equations of motion takes the form
µ(0) + ∂φµ
(1) = 0
Lµ(1) + 2Wν(2) − k
2pi
µ(−1) − k
4pi
∂φµ
(0) = 0
Lµ(0) +Wν(1) − k
2pi
∂φµ
(−1) + ∂tL = 0
2Lν(−1) −Wµ(0) − k
pi
∂φν
(−2) − 1
2
∂tW = 0
Lν(0) − 1
2
Wµ(1) − k
pi
ν(−2) − k
4pi
∂φν
(−1) = 0 (5.9)
Lν(1) − k
2pi
ν(−1) − k
6pi
∂φν
(0) = 0
Lν(2) − k
4pi
ν(0) − k
8pi
∂φν
(1) = 0
ν(1) + ∂φν
(2) = 0
However, to get the right fall-offs for the metric it turns out that the DS reduction is not
enough. But it can be accomplished by specifying the chemical potentials. This is consistent,
because chemical potentials are fixed functions that we are allowed to specify. For the metric
to be have correct fall-off we need ν(2) = 0. This fact combined with the equations of motion
(partially) fix other chemical potentials. It turns out that the chemical potentials are now
specified by a single function µ. The final left gauge connection can be written as
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a =
(
µL1 − µ′L0 +
(
2pi
k
Lµ+ 1
2
µ′′
)
L−1 − pi
2k
WµW−2
)
dt
+
(
L1 +
2pi
k
LL−1 − pi
2k
WW−2
)
dφ (5.10)
(5.11)
and the left over equations of motion for a(t, φ) now gives
L˙ − µL′ − 2Lµ′ − k
4pi
µ′′′ = 0 (5.12)
−W˙ + µW ′ + 3Wµ′ = 0 (5.13)
where dot and prime refers to derivatives with respect to time and φ respectively. Note that
setting µ = 1 results in holomorphic dependence of L and W on the boundary coordinates
[44].
For the barred sector, no further restrictions are needed to stay in the generalized
Fefferman-Graham form of the metric, and therefore a¯(t, φ) stays in the most general form:
a¯(t, φ) =
(
µ(−1)L−1 + µ(0)L0 + µ(1)L1 + ν(−2)W−2 + ν(−1)W−1
+ ν(0)W0 + ν
(1)W1 + ν
(2)W2
)
dt+
pi
8k
(
L(−1)L−1 − 2L(0)L0 + L(1)L1
− 1
4
W(−2)W−2 +W(−1)W−1 − 3
2
W(0)W0 +W(1)W1 − 1
4
W(−2)W−2
)
The equations of motion for a¯(t, φ) is substantially more complicated because of more number
of terms and is listed in the appendix (where we suppress the bar’s however). The metric is
explicitly given by:
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gρρ = 1, gρt =
eρ
2
µ+
(
µ− 1
2
µ(0) − 1
2
µ′
)
+
e−ρ
2
µ(1)
gρφ =
eρ
2
+
(
1− pi
8k
L(0)
)
+
e−ρpi
16k
L(1)
gtt = e2ρµµ(−1) − e−ρµµ(0) +
[
−2pi
k
Lµ2 − µµ(0) + 1
4
µ(0)2 + µµ(1) − µ(1)µ(1) + 1
3
ν(0)2
− ν(1)ν(−1) + 4ν(2)ν(−2) + 1
2
µ(0)µ′ +
1
4
µ′2 − 1
2
µ(1)µ′′
]
+ e−ρµ(1)(2µ− µ′)
+ e−2ρ
(
µ(1)µ+
2pi
k
Lµµ(1) − µ(1)µ′ + 1
2
µ(1)µ′′
)
+ e−4ρ
2pi
k
Wµν(2)
gtφ =
e2ρ
2
(
1
4
L(−1)µ+ µ(−1)
)
− e
ρ
2
(
1
4
L(0)µ− µ(0)
)
+
pi
16k
[
−32Lµ+ 2L(0)µ
+ L(1)µ− 8k
pi
µ(0) − L(0)µ(0) + 8k
pi
µ(1) − L(−1)µ(1) − L(1)µ(−1) −W(0)ν(0)
− W(−1)ν(1) −W(−2)ν(2) −W(1)ν(−1) −W(2)ν(−2) − L(0)µ′ − 4k
pi
µ′′
]
+
e−ρpi
2k
[
2k
pi
µ(1) +
L(1)
4
(
µ− 1
2
µ′
)]
+
e−2ρpi
4k
[
1
4
L(1)µ+ pi
2k
L(1)Lµ+ 2k
pi
µ(1)
+ 4Lµ(1) − 1
4
L(1)µ′ + 1
8
L(1)µ′′
]
+ e−4ρ
pi
k
W
(
ν(2) − pi
32k
W(2)µ
)
(5.14)
gφφ = e2ρ
pi
8k
L(−1) + eρ pi
4k
L(0) + pi
4k
[
L(0) + pi
16k
L(0)2 + 1
2
L(1) − pi
16k
L(1)L(−1)
− 8L+ 3pi
64k
W(0)2 − pi
16k
W(1)W(−1) + pi
16k
W(2)W(−2)
]
+ e−ρ
pi
4k
L(1)
+ e−2ρ
pi
8k2
L(1) (k + 2piL)− e−4ρ pi
2
16k2
W(2)W
We omit writing the spin-3 field here to avoid clutter. However we like to remark that the
metric and the spin-3 field combined has all the 19 independent functions that appeared in
the gauge field. In the next section, we present the asymptotic symmetry algebra for our
solution.
5.3 Global Charges and their Algebra
In this section we elucidate the approach of Regge-Teitelboim [118], applied to Chern-Simons
theories [119] to compute the algebra of global charges. Asymptotically AdS spaces have a
time-like boundary and the gauge transformations that act non-trivially on the boundary
(i.e. gauge transformations that do not become identity as ρ → ∞) are not true gauge
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transformations but are rather genuine symmetry transformations. On the time-like bound-
ary, these transformations map one solution to another giving rise to a non-trivial boundary
phase space.
We begin with a space + time decomposition of the CS gauge field3. We begin by assum-
ing that the three manifold M is topologically a solid cylinder with a time-like boundary
which is topologically ∂M' R× S1. The gauge connection can be expressed as
Aµdx
µ = Atdt+ Aρdρ+ Aφdφ (5.15)
The action now takes the form
ICS =
k
4pi
∫
M
dtdρdφ〈AφA˙ρ − AρA˙φ + 2AtFρφ〉+ k
4pi
∫
∂M
dtdφ〈AtAφ〉 (5.16)
In the above action we see that At is a Lagrange multiplier enforcing the constraint Fρφ = 0
while Aρ and Aφ are the dynamical variables (with the caveat that this theory is topological).
Similar story will also hold for the barred sector A˜µ. We first define the smeared generators
of gauge transformations
G[Λ] =
k
4pi
∫
Σ
dtdφ〈ΛFtφ〉+Q[Λ] (5.17)
where Σ is the spatial hypersurface and Q[Λ] is a boundary term that is added to make G[Λ]
a differentiable functional of Ai, i = ρ, φ. For a state independent gauge parameter Λ, Q[Λ]
takes the form
Q[Λ] = − k
2pi
∫
∂Σ
dφ〈ΛAφ〉 (5.18)
The generators G(Λ) satisfies the Poisson bracket relation
{G[Λ], G[Γ]} = G[[Λ,Γ]] + k
2pi
∫
∂Σ
dφ〈Λ∂φΓ〉 (5.19)
The second term is a central extension and comes out as a consequence of the surface term
Q[Λ]. Q[Λ] does not vanish on-shell, i.e. when Fij = 0 and any transformation for which
Q[Λ] 6= 0 generate global symmetries through
δΛF = {Q[Λ], F [Ai]} (5.20)
3Our discussion in this section is for the pure Chern-Simons theory with no extra boundary terms. This
corresponds to a Neumann boundary condition in the metric language, see [121, 122, 123], which we address
in Chapter 6. The variational principle with at held fixed that we have used in the previous sections requires
the addition of an additional boundary term to the CS action, to be well-defined. But this point will not
affect our discussion in this section because it relies only on the Lagrange multiplier term that generates the
gauge algebra, which arises from the bulk piece in (5.16).
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for any phase space functional F [Ai]. The gauge transformations Λ that preserve the bound-
ary condition 5.1 and 5.3 can be written as
Λ = b−1λ(t, φ)b, λ = (i)(t, φ)Li + σ(j)(t, φ)Wj (5.21)
where the summation is implied over indices i and j. This gives a non-vanishing charge Q[Λ]
Q[Λ] = − k
2pi
∫
dφ〈λaφ〉 (5.22)
Now we are in a position to compute the Poisson algebra of the charges. We begin
with the unbarred sector whose coefficients are restricted by the DS highest weight gauge
condition. Under the gauge variation 5.35, the connection a transforms by
δλa = dλ+ [a, λ] (5.23)
Since the form of the gauge field is fixed, the boundary condition preserving transforma-
tions Λ, given by (5.35), are now characterized by two functions  and σ. The exact form
of the gauge transformation parameter and variation of charges can be found in [44]. The
expressions the global charge associated with the transformation is given by
Q[Λ] =
∮
dφ ((φ)L(φ) + σ(φ)W(φ)) (5.24)
The charges generate an algebra through the Poisson brackets which is nothing but the
classical W3 algebra
{L(φ),L(φ′)} = − (δ(φ− φ′)L′(φ) + 2δ′(φ− φ′)L(φ))− k
4pi
δ′′′(φ− φ′) (5.25)
{L(φ),W(φ′)} = − (2δ(φ− φ′)W ′(φ) + 3δ′(φ− φ′)W(φ)) (5.26)
{W(φ),W(φ′)} = −1
3
(2δ(φ− φ′)L′′′(φ) + 9δ′(φ− φ′)L′′(φ) + 15δ′′(φ− φ′)L′(φ)
+ 10δ′′′(φ− φ′)L(φ) + k
4pi
δ(5)(φ− φ′)
+
64pi
k
(
δ(φ− φ′)LL′(φ) + δ′(φ− φ′)L2(φ))) (5.27)
with the central charge
c = 6k =
3l
2GN
(5.28)
In terms of the Fourier modes
L(φ) = − 1
2pi
∑
Lne
−inφ, W(φ) = 1
2pi
∑
Wne
−inφ (5.29)
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and shifting the zero mode of L by
L0 → L0 − k
4
. (5.30)
The algebra now takes the familiar form
i{Lm, Ln} = (m− n)Lm+n + c
12
δm+n,0 (5.31)
i{Lm,Wn} = (2m− n)Wm+n (5.32)
i{Wm,Wn} = −1
3
(
(m− n)(2m2 + 2n2 −mn− 8)Lm+n + 96
c
(m− n)Λm+n
+
c
12
m(m2 − 1)(m2 − 4)δm+n,0
)
(5.33)
where Λn is defined as
Λn =
∑
n∈Z
Lm+nL−m (5.34)
Now we return to the barred sector and compute the symmetry algebra. Since there are no
restrictions on the coefficients of a¯φ all the charges transform under the gauge transformation.
The boundary preserving gauge transformation is given by
Λ = bλ(t, φ)b−1, λ = (i)(t, φ)Li + σ(j)(t, φ)Wj (5.35)
The transformation of charges under the above gauge transformation is then given by
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δL(0) = 1
4
(
L(−1)(1) − L(1)(−1) +W(−1)σ(1) + 2W(−2)σ(2) −W(1)σ(−1)
−2W(2)σ(−2) − k
pi
∂φ
(0)
)
δL(−1) = 1
4
(
− L(−1)(0) − 2L(0)(−1) − 2W(−1)σ(0) −W(−2)σ(1) − 3W(0)σ(−1)
−4W(1)σ(−2) + 2k
pi
∂φ
(−1)
)
δL(1) = 1
4
(
L(1)(0) + 2L(0)(1) + 2W(1)σ(0) + 3W(0)σ(1) + 4W(−1)σ(2)
+W(2)σ(−1) + 2k
pi
∂φ
(1)
)
δW(2) = 1
4
(
2W(2)(0) + 4W(1)(1) − 4L(1)σ(1) − 16L(0)σ(2) − 8k
pi
∂φσ
(2)
)
(5.36)
δW(1) = 1
4
(
W(1)(0) + 3W(0)(1) −W(2)(−1) + 2L(1)σ(0) + 2L(0)σ(1)
−4L(−1)σ(2) + 2k
pi
∂φσ
(1)
)
δW(0) = 1
4
(
2W(−1)(1) − 2W(1)(−1) + 2L(−1)σ(1) − 2L(1)σ(−1) − 4k
3pi
∂φσ
(0)
)
δW(1) = 1
4
(
−W(−1)(0) +W(−2)(1) − 3W(0)(−1) − 2L(−1)σ(0) − 2L(0)σ(−1)
+4L(1)σ(−2) + 2k
pi
∂φσ
(−1)
)
δW(2) = 1
4
(
− 2W(−2)(0) − 4W(−1)(−1) + 4L(−1)σ(−1) + 16L(0)σ(−2) − 8k
pi
∂φσ
(−2)
)
Similarly, the a¯t is fixed, δλa¯t = 0 gives the time-evolution of the gauge parameters {(i), σ(j)}.
From (5.22), the charge associated with the above gauge transformation can be computed
to be
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Q¯[λ] =
∮
dφ
(
L(0)(0) + L(1)(−1) + L(−1)(1) +W(2)σ(−2) +W(1)σ(−1) +W(0)σ(0)
+ W(−1)σ(1) +W(−2)σ(2)
)
(5.37)
Using eq. (5.20) and eq. (5.36), the Poisson algebra of the connections can be determined
to be an sl(3)k Kac-Moody algebra [44].
{a¯Aφ (φ), a¯Bφ (φ′)} = −
2pi
k
(
δ(φ− φ′)fABC a¯Cφ (φ)− δ′(φ− φ′)γAB
)
. (5.38)
fABC are the structure constants of sl(3) and γAB is the inverse of the sl(3) Killing metric.
The sl(3)k algebra can be written in a more familiar form by Fourier decomposing the gauge
connection
a¯A(φ) =
1
k
∑
n∈Z
a¯An e
−inφ (5.39)
which gives
{a¯An , a¯Bm} = −fABC a¯Cn+m + inγABδn+m,0 (5.40)
Thus our solution presents a W3 × sl(3)k as its asymptotic symmetry algebra.
5.4 Comments
In this concluding section, we briefly contrast our work with previous results. In an inter-
esting paper [117] Poojary and Suryanarayana made the following choice of the bare gauge
field:
a = (L1 − κL−1 − ωW−2) dt+ (L1 − κL−1 − ωW−2) dφ (5.41)
a¯ =
(
−L−1 + κ˜L1 + ω˜W2 +
1∑
a=−1
faLa +
2∑
b=−2
gbWb
)
dt
+
(
L−1 − κ˜L1 − ω˜W2 +
1∑
a=−1
faLa +
2∑
b=−2
gbWb
)
dφ (5.42)
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In our language, this amounts to the following restrictions on the charges and the chemical
potential:
µ = 1, L = − k
2pi
κ, W = 2k
pi
ω,
µ(1) = κ˜+ f 1, µ(−1) = f−1 − 1, µ(0) = f 0 (5.43)
ν(2) = g2 + ω˜, ν(a) =W(a) = ga, a 6= 2
L(1) = 8k
pi
(f 1 − κ˜), L(−1) = 8k
pi
(1 + f−1), ,L(0) = −4k
pi
f 0,
W(2) = −32k
pi
(g2 − ω˜), W(−2) = −32k
pi
g−2, W(0) = −16k
3pi
g0,
W(±1) = 8k
pi
g±1 (5.44)
Note that there are 12 independent functions in this case as opposed to our 19. Furthermore
imposing the equations of motion makes κ and ω holomorphic in the boundary coordinates.
They showed that with this choice the asymptotic charge algebra is W3 × sl(3)k.
Since the charge algebra depends only on the bare gauge field, our construction is an
explicit demonstration that the restriction of [117] is not necessary if one’s goal is to reproduce
the W3 × sl(3)k algebra: the most general gauge field on the right side, together with a
somewhat more general gauge field on the left (see Section 3 for details), will still do the
job4.
Another comment worth making is that even with the restricted form (5.41), (5.42)
of [117], one can check that the metric does not have the typical Fefferman-Graham fall-
off, neither in the Banados radial gauge that [117] are working with (we show this in an
Appendix), nor in the Grumiller-Riegler radial gauge that we use (which is a corollary of our
results in section 3). To make sense as an asymptotically AdS space, one must think of the
metric in the generalized Fefferman-Graham gauge5. We have checked that our general field
configuration leads to this metric in both Banados and Grumiller-Riegler radial gauges.
4We would also like to bring to attention the work of [124] who have considered chiral higher spin fields
in flat space
5This issue is possibly moot however if one views asymptotic AdS3 in higher spin theories as a not-very-
meaningful idea in the metric formulation. If one adopts such a point of view, there is nothing stopping one
from turning on all the charges on either side and the resulting charge algebra would be two copies of sl(3)k.
It should be kept in mind however, that part of the motivation for the Drinfeld-Sokolov reduction choice in
[44] was that the metric had the usual (asymptotic) AdS3 form even with higher spins turned on. This is
our motivation for taking the metric (somewhat) seriously even with higher spins turned on.
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Chapter 6
Neumann Boundary Condition in
Gravity and Holography
6.1 Introduction
To derive equation of motion from an action using a variational principle (see e.g., [125]),
we need to make sure that the boundary terms arising from the variation vanish. For two-
derivative theories, the boundary terms that arise from the variation of the action typically
contain variations of both the field and its normal derivative at the boundary. Holding both
fixed at the boundary will trivially get rid of these terms, but it will also remove most of the
interesting dynamics. Instead, what one tries to do is to add boundary terms to the action
such that the total boundary variation after the addition of these new terms depends either
only on the field variation, or only on the normal derivative variation. When we can find a
boundary term to accomplish this, we say that we have a Dirichlet problem (in the former
case) or a Neumann problem (in the latter). In such a situation, we have a well-defined
variational problem upon demanding that the field (for Dirichlet) or its normal derivative
(for Neumann) be held fixed at the boundary.
In the case of gravity, it has been known since [126, 127] that there exists a boundary term
one can add to the bulk Einstein-Hilbert action to make the Dirichlet problem for the metric
well-defined. This is the Gibbons-Hawking-York (GHY) term. But the Neumann problem
as we have stated in the above paragraph does not seem to be well-defined for gravity. This
is because, (to the best of our knowledge) no one has written down a boundary term to be
added to the Einstein-Hilbert action such that just holding the normal derivatives fixed at
the boundary kills all boundary terms that arise from the variation of the total action 1.
This is striking, since the GHY term has been around for forty years.
In our work, we take an alternative view on the Neumann problem. Instead of holding
the normal derivative of the metric fixed at the boundary, we will seek a variational prob-
1See for example [128] for some explicit expressions for the variations in the context of three dimensions;
the structure in general dimensions is similar.
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lem where the functional derivative of the action with respect to the boundary metric is
held fixed. In the case of classical particle mechanics, these two formulations are equivalent
because the former corresponds to holding the velocity fixed at the boundary, whereas the
latter corresponds to holding the momentum fixed. But we will see that in the case of grav-
ity, the latter formulation results in a drastic simplification, and we can indeed write down
a boundary term that makes this type of a Neumann problem well-defined.
On a related issue, in the usual AdS/CFT correspondence [23, 37, 36], the boundary
values of fields on the gravity side are identified as the sources of the fields in the field the-
ory. Thus AdS/CFT correspondence is formulated as a Dirichlet problem as well (on the
gravity side). Typically, to get a finite action on solutions, one has to take care of infrared
divergences of the Einstein-Hilbert action in both flat space and in AdS. This is true even
with the addition of boundary terms that make the variational problem well-defined. In flat
space, this was done for the GHY boundary term in [126, 127] and for the Neumann term in
[121] via appropriate background subtraction procedures. In AdS however, for the Dirichlet
problem, there exists a well-defined and quite natural way to get finite actions by the addi-
tion of counter-terms [129, 130], which have a very natural interpretation in the dual field
theory as canceling UV divergences. Such counter-terms lead to a finite action and a finite
(renormalized) stress tensor. The existence of this finite stress tensor suggests that in AdS,
one can define the Neumann variational problem to be one where we hold the renormalized
stress tensor density fixed, and one should get a well-defined variational principle and finite
Neumann action. We can do this in two ways: we can do this via starting from the renor-
malized Dirichlet action in AdS (which is well-known from, say, [130]) and do a Legendre
transform on the boundary metric, or we can start from a Fefferman-Graham expansion as
the definition of asymptotically AdS space, and systematically construct counter-terms for
the un-renormalized Neumann action by demanding vanishing of divergences. In the next
section, we will adopt the latter strategy and write down explicit renormalized Neumann
actions in AdSd+1 with d = 2, 3, 4. Remarkably, we will find that both these approaches
yield the same results.
The organization of this chapter is as follows. In Sec. 6.2 we recapitulate the standard
Dirichlet problem in gravity, including the Gibbons-Hawking-York (GHY) term and varia-
tional principle. In Sec. 6.3, we proceed with constructing the Neumann boundary term
through a boundary Legendre transform. In Sec. 6.4 and 6.5 we comment about the form
of Neumann action in various dimensions and its relation to a previous work of Brown and
York [131].
6.2 Dirichlet problem
We will start by reviewing the Dirichlet problem for gravity. Everything in this section is
well-known, but we want to write the Dirichlet action in a form that is suitable for moving
to Neumann. The Einstein-Hilbert action in (d+ 1)-dimensions with a cosmological term is
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given by2
SEH =
1
2κ
∫
M
dd+1x
√−g(R− 2Λ) (6.1)
where κ = 8piG. Variation of Einstein-Hilbert action yields
δSEH =
1
2κ
∫
M
dd+1x
√−g(Gab + Λgab)δgab − 1
κ
∫
∂M
ddy
√
|γ|ε
(
δΘ +
1
2
Θijδγij
)
(6.2)
where Gab = Rab − 12Rgab is the Einstein tensor, γij = gabeai ebj is the induced metric on
the boundary ∂M and eai = ∂x
a
∂yi
is the coordinate transformation relating the boundary
coordinates yi to the bulk coordinates xa, and Θ = γijΘij is the trace of the extrinsic
curvature. ε distinguishes the space-like and time-like hypersurfaces and takes values ε = ±1
for time-like and space-like boundaries respectively. We also assume that the boundaries are
not null. The extrinsic curvature is defined as
Θij =
1
2
(∇anb +∇bna)eai ebj (6.3)
where na is the unit normal to the boundary. The variational principle is spoiled by the
offending surface term which does not vanish for a fixed boundary metric γij. Therefore we
need to add a boundary term to (6.1) to make the variational principle well defined. This
boundary piece is the Gibbons-Hawking-York term
SGHY =
1
κ
∫
∂M
ddy
√
|γ|εΘ (6.4)
whose variation is given by
δSGHY =
1
κ
∫
∂M
ddy
√
|γ|ε
(
δΘ +
1
2
Θγijδγij
)
(6.5)
Therefore the variation of total gravitational action yields
δSD = δSEH + δSGHY =
1
2κ
∫
M
dd+1x
√−g(Gab + Λgab)δgab (6.6)
− 1
2κ
∫
∂M
ddy
√
|γ|ε (Θij −Θγij) δγij
Thus we find that the action SD is stationary under arbitrary variations of the metric in
the bulk provided we satisfy the bulk equations of motion and the variations vanish on the
boundary.
2Our notations and conventions are that of [132]
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For use in the next subsection, we define the canonical conjugate of the boundary metric
as,
piij ≡ δSD
δγij
= −
√|γ|
2κ
ε(Θij −Θγij) (6.7)
The variation of (6.6) can thus be expressed as
δSD =
1
2κ
∫
M
dd+1x
√−g(Gab + Λgab)δgab +
∫
∂M
ddy piijδγij (6.8)
6.3 Neumann problem
We want to write down a variational principle where instead of holding the metric γij fixed
at the boundary, we can hold piij fixed 3. It is easy to see from (6.8) that this can be easily
accomplished by adding yet another term to the Dirichlet action of the previous section.
The form suggested by (6.8) is
SN = SD −
∫
∂M
ddy piijγij (6.9)
It is trivial now to check that the variation of SN is
δSN =
1
2κ
∫
M
dd+1x
√−g(Gab + Λgab)δgab −
∫
∂M
ddy δpiijγij
guaranteeing that holding piij fixed at the boundary yields a well-defined variational problem.
Explicitly, our Neumann action is given by
SN = SEH + SNb (6.10)
≡ SEH + (3− d)
2κ
∫
∂M
ddy
√
|γ|εK (6.11)
We will discuss features, applications and extensions of this action. We will see that it is
natural one to consider from many different angles.
6.4 d=1, 2, 3
In two dimensions, our boundary term is identical to the GHY boundary term. This might
seem puzzling, but is easy to understand by writing the metric in conformal gauge. The
3Note that in particle mechanics, holding q˙ fixed and holding p fixed at the boundary are identical
because of the simple q˙2 form of the kinetic term, which guarantees that p(q, q˙) = q˙. Note that both in
particle mechanics as well as in our case for gravity, we are using the suggestive symbols p and piij , but
thinking of them as functions of (q, q˙) and (γij , ∂aγij) respectively.
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only degree of freedom is the conformal factor in the metric ds2 = e2φ(t,r)(−dt2 + dr2) and
in terms of φ, the Einstein-Hilbert action takes the form
SEH ∼
∫
dt dr(φ¨− φ′′) (6.12)
Variation of this results in boundary terms of the form
∫
dt δφ′|Λ. The GHY term is de-
signed precisely to cancel this when varied, and unlike in higher dimensions this form is trivial
enough that its variation kills off the entire boundary piece. We have taken the boundary
to be timelike and put it at r = Λ for definiteness, but the discussion is obviously analogous
for a spacelike boundary.
In more than two dimensions, the Dirichlet and Neumann boundary terms are always dis-
tinct. In three dimensions, our Neumann boundary term reduces to SNb =
1
2κ
∫
∂M d
2y
√|γ|εK,
which is “one-half" the Gibbons-Hawking term. Remarkably, this boundary term has previ-
ously appeared in the literature for other reasons both in the flat case [133, 128] as well as
in AdS [134, 135].
Especially in light of holography in AdS3 and flat 2+1 dimensional space, there is much
to be said here. But we will leave that for future work, and make only one brief comment:
the Einstein-Hilbert action leads to a boundary piece
SCSB ∼
∫
∂M
Tr(A ∧ A¯) (6.13)
in the Chern-Simons formulation (see eg., [38, 97] for an elementary discussion of Chern-
Simons gravity in 2+1 dimensions; we work with the AdS case for concreteness). It is
straightforward to check that the “one-half" Gibbons-Hawking term precisely gets rid of this
boundary piece 4. Therefore in 2+1 dimensions, our boundary term makes the metric for-
mulation of gravity translate precisely into the bulk Chern-Simons action, with no boundary
term at all. A natural choice of boundary conditions [134] in the Euclidean geometry is then
to set Az = 0 or Az¯ = 0 at the boundary (here z ∼ (t + ix) where t and x are boundary
coordinates). These boundary conditions are satisfied by AdS3 and the BTZ black hole.
In four dimensions, our boundary term identically vanishes. Thus, we come to a per-
haps surprising conclusion: standard Einstein-Hilbert gravity in four dimensions, without
boundary terms, has an interpretation as a Neumann problem.
6.5 Microcanonical Gravity
In [131], a microcanonical definition of the gravitational path integral was proposed. The
basic idea there was to add new boundary terms to the gravitational field, so that the energy
surface 5 density and the momentum surface density are held fixed at the boundary, in the
4See for example [136], the discussion at the beginning of section 2.1. The “one-half" GHY term is not
discussed there, but our claims about it follow trivially from the expressions there.
5The term “surface" arises because [131] work in four dimensions, but the approach is more general.
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definition of the variational principle. One can then use this action to define a microcanonical
path integral for gravity which has some pleasing properties.
Even though [131] does not emphasize it, it is easy to see that the surface energy/momentum
densities that they hold fixed are just some of the components of the energy momentum sur-
face density, which is the quantity we have held fixed in defining our Neumann variational
problem. The approach of [131] results in the somewhat awkward action, eqn. (3.13) in their
paper. However, despite this, since charges are best defined globally in general relativity, we
feel that the approach of [131] is a very interesting one. This is one of the motivations for
defining a more “covariant" variational problem where it is the whole stress-energy tensor
density on the boundary that is held fixed. Happily, this also turns out to have a Neumann
interpretation.
The work of [131] was before the era of AdS/CFT, and in hindsight, we believe this
approach is an even more interesting one in the AdS/CFT context. Fixing the boundary
stress energy tensor gives us a natural definition for a microcanonical approach to AdS/CFT.
We will be reporting on this in greater detail elsewhere [123], but we briefly outline some of
the results here.
The natural boundary stress tensor in AdS/CFT is the one introduced by [129] (see also,
for example [130]). These stress tensors are obtained by adding further boundary terms
(which have a natural interpretation as counter-terms in the holographic language) while
demanding that the on-shell action be finite 6. This gives rise to the finite renormalized
boundary stress tensors found in [129, 130].
Together with the results of Sec. 6.3, this suggests that a natural object to hold fixed
while doing a Neumann variation in the AdS/CFT context is the renormalized stress tensor
density, not the bare stress tensor density. Indeed, it is possible to show [123] that one can
add appropriate counter-terms to our Neumann action (6.11) so that:
(a) the variation of the total action leads to the renormalized stress tensor of [129, 130]
(up to an ambiguity in odd dimensions [123]),
(b) the variational principle is well-defined when one holds this renormalized boundary
stress tensor density fixed, and
(c) the total on-shell action is finite.
A detailed discussion of these issues in various dimensions will be presented in upcoming
sections following [123]. There, we will also argue that AdS/CFT is the natural context for
discussing, extending and finding applications for the (stress-tensor version of the) micro-
canonical path integral approach of [131]
6.6 Holographic Renormalization of Neumann Gravity
In this section we will derive the renormalized Neumann action by directly dealing with the
Fefferman-Graham expansion (6.15) and demanding that the action be finite. Typically in
Dirichlet theory one imagines that the boundary conditions are set by the leading part of
6The original action has a bulk IR divergence.
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the FG expansion, in our case it is a combination of the gi’s (see (6.15) that is getting fixed
via the renormalized boundary stress tensor. A standard review is [137].
6.6.1 Regularized Action in Fefferman-Graham Coordinates
By asymptotically AdSd+1 space, we mean a metric that solves the Einstein equation with a
negative cosmological constant, that can be expressed asymptotically (i.e., as z → 0) by a
general Fefferman-Graham expansion given by
ds2 = Gµνdx
µdxν =
l2
z2
(
dz2 + gij(x, z)dx
idxj
)
(6.14)
where
g(x, z) = g0 + z
2g2 + · · ·+ zdgd + zd log z2 hd +O(zd+1). (6.15)
Only even powers of z appear up to O(z[d−1]). The log term appears only for even d. In all
the discussions that follow, we set l = 1. The cosmological constant is related to the AdS
radius through the relation Λ = −d(d−1)
2l2
. Since only even powers appear in the expansion,
we introduce a new coordinate ρ = z2 in which the metric takes the form
ds2 =
dρ2
4ρ2
+
1
ρ
gij(x, ρ)dx
idxj (6.16)
g(x, ρ) = g0 + ρg2 + · · ·+ ρd/2gd + ρd/2 log ρ hd
Note that the condition that this metric solves the Einstein equation means that the higher
order g(m)ij can be determined in terms of the lower order ones, and explicit formulas can be
written down for them. We present explicit expressions in an Appendix. We can compute
the Neumann action [121, 122] (note that [122] worked with the bulk dimension, so our
d = D − 1 in the notation there),
SN =
1
2κ
∫
M
dd+1x
√−g(R− 2Λ)− (d− 3)
2κ
∫
∂M
ddy
√
|γ|εΘ (6.17)
for (6.16) and we immediately sees that it diverges. This is not a surprise: the same thing
happens for the Dirichlet action as well, and the process of adding counter-terms to the
Dirichlet action to make it finite is known as holographic renormalization [130]. We can
adopt a similar approach here. The first step is to cut-off the radial integration at a finite
ρ = , to regulate the action. After this regularization, the Neumann action (6.17) is given
by
SregN = −
d
2κ
∫
ddx
∫

dρ
1
ρd/2+1
√−g
− (d− 3)
2κ
∫
ddx
1
ρd/2
(
d
√−g − 2ρ∂ρ
√−g)∣∣∣∣
ρ=
(6.18)
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Our goal is to add counter-terms so that the Neumann action becomes finite. We will
find that this is indeed a natural construction and for standard black hole solutions it leads
to the same on-shell action as the Dirichlet theory.
6.6.2 AdS3 (d = 2)
In d = 2 the regularized Neumann action takes the form,
SregN = −
1
κ
∫
d2x
[∫

dρ
√−g
ρ2
+
(
−
√−g

+ ∂ρ
√−g
)∣∣∣∣
ρ=
]
(6.19)
Using the expansion for the determinant (B.1) and doing the ρ integral, we arrive at following
final form for the regulated action
SregN =
1
2κ
∫
d2x
√−g0 log  Tr g2 (6.20)
In this work, we will ignore this Logarithmic divergence, because it will not be relevant
for the situations we consider, like black holes. This is similar to the approach of [129]
and we would like to write down counter-terms parallel to theirs in terms of the induced
metric. The logarithmic divergence in the Dirichlet case were presented later in [130]. We
emphasize however that even though we do not use them, our presentation of logarithmic
divergences is complete: the expressions for the quantities involving g2 in (6.20), (6.33)
in terms of curvatures of the boundary metric g0 are presented in an Appendix. Note
however that unlike the other counter-terms, we cannot absorb the cut-off dependence of the
logarithmic divergence entirely into expressions involving the induced metric; a logarithmic
cut-off dependence will remain. This is unavoidable, and this is the form in which [130] also
leave their results, see their equation (B.4), last term. The renormalized quantities are of
course cut-off independent by construction.
Once we ignore the logarithmic term, the renormalized Neumann action is therefore
identical to the original Neumann action SN in three dimensions: no counter-terms are
required to render the action finite.
SrenN = SN (6.21)
This was an observation that was already made in a slightly different language in [128, 134],
as a special observation about three dimensions. From our perspective, the fact that the
bare action is already finite in 2+1 dimensions is the crucial reason why their construction
works.
Now we come to one crucial observation. The renormalized stress-tensor in 2+1 dimen-
sions is given by [129]:
T renab =
1
κ
[Θab −Θγab + γab] (6.22)
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We will now show that the renormalized Neumann action (which coincidentally happens to
be the same as the bare Neumann action in 2+1 dimensions7) gives rise to a well-defined
variational principle when we demand that the renormalized boundary stress tensor density
is held fixed. This means that, given the renormalized stress-tensor as our boundary data,
we have a well defined variational principle.
To show this, first note that in three dimensions,
δSrenN = δSN = δ
[
1
2κ
∫
M
d3x
√−g(R− 2Λ) + 1
2κ
∫
∂M
d2x
√−γΘ
]
(6.23)
=
1
2κ
∫
M
d3x
√−g(Gab + Λgab)δgab −
∫
d2x
[
δ
(
−
√−γ
2κ
(Θab −Θγab)
)
γab
]
The bare stress-tensor is defined as
T bareab =
1
κ
[Θab −Θγab] (6.24)
The surface term in (6.23) can be thus expressed as
δ
(
−
√
γ
2κ
(Θab −Θγab)
)
γab = δ
(√−γ
2
T bare ab
)
γab (6.25)
Now by an explicit calculation, we can see that
δ
(√−γ
2
T bareab
)
γab = δ
(√−γ
2
T renab
)
γab (6.26)
This shows that the Neumann variational problem of the renormalized action might as well
be formulated by holding the renormalized boundary stress tensor density fixed. This arises
because in formulating the variational problem one has the freedom to add a χab to the stress
tensor that one is holding fixed at the boundary as long as it satisfies
δ
(√−γχab) γab = 0 (6.27)
We will see that in odd d dimensions, this ambiguity in practice does not arise because the
variational problem of Neumann type for the renormalized action essentially automatically
leads to the renormalized stress tensor. We turn now to demonstrate this in four dimensions.
6.6.3 AdS4 (d = 3)
In d = 3, the singular part of regularized action evaluates to
7This coincidence of the renormalized and the bare Neumann actions is a feature of 2+1 dimensions and
does not hold in higher dimensions, but the statements we make about the renormalized action apply in
higher dimensions as well.
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SregN = −
3
2κ
∫
d3x
∫

dρ
√−g
ρ5/2
(6.28)
= −1
κ
∫
d3x
√−g0
(
1
3/2
+
3
21/2
Tr g2
)
where we have once again used the determinant expansion (B.1). The determinant of the
induced metric γab can be expressed as
√−γ =
√−g
d/2
(6.29)
This, together with (B.4) allows us to write the counter-term action
Sct =
1
κ
∫
d3x
√−γ
(
1− 1
4
R[γ]
)
(6.30)
The fact that this is the correct counter-term can be checked by expanding (6.30) in the
Fefferman-Graham expansion order by order and using (B.1) and (B.4). The renormalized
Neumann action, in a notation analogous to that in [129], is thus given by
SrenN =
1
2κ
∫
M
d4x
√−g (R− 2Λ) + 1
κ
∫
d3x
√−γ
(
1− 1
4
R[γ]
)
(6.31)
Including this counter-term and doing variations, we also reproduce the stress-tensor of
[129, 130]
T renab =
1
κ
[Θab −Θγab + 2γab −Gab] (6.32)
where Gab = Rab[γ] − 12R[γ]γab is the Einstein tensor of the induced metric8. This stress
tensor is known for empty AdS and AdS black hole to be finite and also has the right leading
fall-offs to reproduce the correct finite charges for the AdS black hole.
This shows again that the renormalized Neumann action leads to a well-defined varia-
tional problem when holding the renormalized boundary stress tensor fixed.
6.6.4 AdS5 (d = 4)
For the case of d = 4, the divergent part of the action evaluates to
SregN = −
2
κ
∫
d4x
√−g0
(
3
22
+
3
4
Tr g2 − log  1
8
(
(Tr(g2))2 − Tr(g2)2
))
(6.33)
8More precisely, what we reproduce is δT renab from the variational problem for the renormalized Neumann
action. But unlike in odd d, this leads directly to (6.32) and we do not need to use the ambiguity of the
type (6.27).
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Barring the log term, all other divergences in (6.33) can be cancelled by adding a counter-
term given by
SctN =
3
κ
∫
d4x
√−γ (6.34)
Once again, this can be explicitly checked by expanding (6.34) in Fefferman-Graham expan-
sion and using the relations (B.1) and (B.4). The renormalized Neumann action is given
by
SrenN =
1
2κ
∫
M
d5x
√−g (R− 2Λ)− 1
2κ
∫
∂M
d4x
√−γ Θ + 3
κ
∫
d4x
√−γ (6.35)
As in the case of d = 2, there is an ambiguity in the stress-tensor. The renormalized stress-
tensor we hold fixed for the variational principle is given by
T renab =
1
κ
[
Θab −Θγab + 3γab − 1
2
Gab
]
(6.36)
Once again this shows that the renormalized Neumann action (6.35) gives a well defined
variational principle with renormalized stress-tensor. We also note that (6.35), being an
even d case has an ambiguity similar to d = 2 case, and we have used the fact that
δ
(√−γGab) γab = 0. (6.37)
In what follows, we will often suppress the superscript ren when there is no source of
ambiguity that we are indeed working with the renormalized action.
6.6.5 Comparison With Standard Holographic Renormalization
How does all this compare with the standard discussion of holographic renormalization in
the Dirichlet case?
One difference is that the counter-terms that are added in the Dirichlet case do not
change the variational problem: before and after their addition, the boundary metric that is
held fixed is identical. This is not true in our case. Before renormalization, the quantity that
is held fixed is the unrenormalized stress tensor density, but at the end it is the renormalized
stress tensor density. It is of course not surprising that added terms can change the varia-
tional problem, what is worthy of remark here is the philosophy behind it: we demanded the
finiteness of the Neumann action, and that leads to a well-defined variational problem with
the renormalized quantity held fixed. Satisfyingly, this same object can also be obtained as
the Legendre transform of the renormalized Dirichlet action, see Appendix B. Note that the
unrenormalized actions are merely a crutch and the renormalized actions are the physically
relevant objects.
Let us also note that the total action/partition function (including counter-terms and
everything else) can only be a functional of the quantity fixed at the boundary. This is
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guaranteed at the level of the action because again, the Neumann action is a Legendre
transform of Dirichlet and therefore (by construction) depends only on the conjugate variable.
In equations, as we discuss in an Appendix, we can view our action as
SrenN [pi
ren
ab ] = S
ren
D [γ
ab]−
∫
∂M
dD−1x pirenab γ
ab (6.38)
where
pirenab =
δSrenD
δγab
. (6.39)
This can be viewed as the semi-classical version9 of a Legendre transform at the level of
partition functions:
Γ[δW/δγab] = W [γab]−
∫
∂M
dD−1x
δW
δγab
γab (6.40)
At the level of the semi-classical saddle, this translates to the statement that the variational
principle (while holding the conjugate quantity fixed at boundary) is well-defined, which we
checked explicitly earlier in this section. The separate terms (including counter-terms) in
the action which are integrated over can have complicated dependences, but they conspire
to satisfy the above demands.
As an aside, we also note some papers in the literature which deal with related set-ups.
In particular, in [139] the boundary metric fluctuates but they arrange that the variational
principle with the Dirichlet action works, by setting T ij = 0. There are other papers,
especially in three dimensions, which deal with similar set-ups [115, 97, 136, 109, 110, 111,
112, 140, 141]. In fact, our approach can be thought of in many ways as a general framework
for dealing with some of these situations. The work of [139] treats the boundary stress tensor
to be a fixed given value (namely, zero), so their partition function is a number, so they do
not discuss the points we emphasize in the previous paragraph. Our work can be thought of
as a generalization of theirs and our partition function is a proper functional, where instead
of setting the stress tensor (density) to be zero, we treat it as arbitrary but fixed10.
6.7 Finite On-shell Action
In this section we present the results of on-shell action and stress-energy tensor for the
Neumann action in various dimensions. We also draw comparison of our on-shell action
with the on-shell Dirichlet action. Note that the precise value of the action is sensitive to
the infrared cutoff of the action integral. So one cannot work abstractly at the level of the
9We will briefly discuss the existence of a full quantum theory further in Section 5 and 6, as well as in
more detail in [138].
10The “arbitrariness" of the boundary stress tensor should of course still satisfy the requirement that the
Fefferman-Graham expansion should satisfy the bulk equations of motion, see the discussion in [130] for
details.
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Fefferman-Graham expansion like we did so far, because we need to know the metric finitely
deep into the geometry and not merely as an expansion at the boundary. So we will consider
explicit solutions like black holes.
6.7.1 AdS3
The Dirichlet action for gravity in AdS3 is given by [129]
SD =
1
2κ
∫
M
d3x
√−g(R− 2Λ) + 1
κ
∫
∂M
√−γΘ− 1
κ
∫
∂M
√−γ (6.41)
We evaluate the above action on the BTZ metric
ds2 = −(r
2 − r2+)(r2 − r2−)
r2
dt2 +
r2 dr2
(r2 − r2+)(r2 − r2−)
+ r2
(
dφ− r+r−
r2
dt
)2
(6.42)
where r+ and r− are the outer and inner horizons respectively and are related to the charges
through the relation M = r2+ + r2− and J = 2r+r−. In the above metric we have set l = 1.
Evaluating the action between time −T to T and r+ < r < R on this solution yields
SBTZD =
2pi(r2+ + r
2
−)T
κ
+O
(
1
R2
)
(6.43)
The on-shell Neumann action for the BTZ solution yields
SBTZN =
2pi(r2+ + r
2
−)T
κ
(6.44)
which matches with the Dirichlet action in the limit R → ∞. The stress-energy tensor
similarly takes the form
Tab =
(
− r2++r2−
2κ
r+r−
κ
r+r−
κ
− r2++r2−
2κ
)
+O
(
1
R2
)
(6.45)
This stress tensor has the right fall-offs to reproduce finite charges M and J through the
relation [131, 142]
Qξ = −
∫
Σ
dD−1x
√
σ(uaTabξ
b) (6.46)
where ξa is the Killing vector generating the isometry of the boundary metric and ua is the
unit time-like vector. We see that the counter-term action that was chosen to make the
on-shell Neumann action finite also produces a finite stress tensor. This was shown for the
Dirichlet case by [129].
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6.7.2 AdS4
The (renormalized) Dirichlet action in D = 4 takes the form
SD =
1
2κ
∫
M
d4x
√−g(R− 2Λ) + 1
κ
∫
∂M
d3x
√−γΘ
− 2
κ
∫
∂M
d3x
√−γ
(
1 +
(3)R
4
)
(6.47)
The AdS-Schwarzschild black hole metric is given by
ds2 = −(1− 2M
r
+ r2)dt2 +
dr2
(1− 2M
r
+ r2)
+ r2dΩ2 (6.48)
The horizon is obtained by the real root of
1− 2M
rH
+ r2H = 0 (6.49)
Evaluating the action for this metric yields (integrated in the region −T < t < T and
rH < r < R)
SAdS−BHD = −
8pi(M − r3H)T
κ
+O
(
1
R
)
(6.50)
The stress tensor computed for this metric is given by
Tab =
 −2MκR 0 00 −M
κR
0
0 0 −M sin2(θ)
κR
+O (1/R2) (6.51)
which once again has the right fall-offs to obtain finite charges as described in the previous
section. The Neumann action in D = 4 takes the form
SN =
1
2κ
∫
M
d4x
√−g(R− 2Λ) + 1
κ
∫
∂M
d3x
√−γ
(
1−
(3)R
4
)
(6.52)
which evaluates to
SAdS−BHN = −
8pi(M − r3H)T
κ
+O
(
1
R
)
(6.53)
The sub-leading term here differs from the sub-leading term in the Dirichlet action and the
two actions are same only in the R→∞ limit.
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6.7.3 AdS5
In D = 5 the Dirichlet action takes the form
SD =
1
2κ
∫
M
d5x
√−g(R− 2Λ) + 1
κ
∫
∂M
d4x
√−γΘ
− 3
κ
∫
∂M
d3x
√−γ
(
1 +
(4)R
12
)
(6.54)
Evaluating this action for the black hole metric
ds2 = −f(r)dt2 + dr
2
f(r)
+ r2dΩ23 (6.55)
where
f(r) = r2 + 1− 2M
r2
(6.56)
The horizon is once again determined by the largest positive root of
r2H + 1−
2M
r2H
= 0 (6.57)
The action evaluates to
SBHD = −
2pi2T
κ
(2M +
3
4
− 2r4H) +O
(
1/R4
)
(6.58)
The stress tensor takes the form
Tab =

−3(8M+1)
8R2κ
0 0 0
0 − (8M+1)
8R2κ
0 0
0 0 −((8M+1) sin
2(ψ))
8R2κ
0
0 0 0 −((8M+1) sin
2(θ) sin2(ψ))
8R2κ
+O (1/R4) (6.59)
The Neumann action in this case can be written as
SN =
1
2κ
∫
M
d5x
√−g(R− 2Λ)− 1
κ
∫
∂M
d4x
√−γΘ + 3
κ
∫
∂M
d4x
√−γ (6.60)
which evaluates to
SBHN = −
2pi2T
κ
(2M +
3
4
− 2r4H) +O
(
1/R2
)
(6.61)
Again, we find agreement when the radial cutoff is taken to infinity.
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6.8 ADM Formulation of Renormalized AdS4 Action
The ADM formulation of GR works by singling out the time direction from the spatial
direction and re-expressing the content of GR in terms of ADM variables. Thus the spacetime
is thought of as foliated by spatial slices Σt which are the hypersurfaces of constant t. The
spacetime metric can be expressed as
ds2 ≡ gαβdxαdxβ = −N2dt2 + hab(dya +Nadt)(dyb +N bdt) (6.62)
where N is the Lapse function, Na is the shift vector and hab is the induced metric on the
hypersurface Σt. In what follows, we assume that the manifold is a box with finite spatial
extend such that the boundary is time-like, denoted B. The spatial section of B is denoted
B. We will also ignore the space-like boundaries at initial and final times and work with
coordinates such that the time-like boundary is orthogonal to the spatial hypersurfaces, Σt.
Under the ADM split of the bulk metric, (6.62), the induced metric on the boundary B, also
undergoes a decomposition
ds2 ≡ γijdxidxj = −N2dt2 + σAB(dθA +NAdt)(dθB +NBdt) (6.63)
where σAB is the induced metric on B. We will also need the expression for the decomposition
of Ricci scalar
(D)R = (D−1)R +KabKab −K2 − 2∇α
(
uβ∇βuα − uα∇βuβ
)
(6.64)
where Kab is the extrinsic curvature of the spatial hypersurface Σt (not to be confused with
the boundary). The point about ADM split is that N and Na are not dynamical fields and
therefore their conjugates are constraint relations. The dynamical field is the spatial metric
hab and the canonical conjugate momentum is given by
pab ≡ ∂
∂h˙ab
(
√−gLG) =
√
h
2κ
(Kab −Khab) (6.65)
where Kab is the extrinsic curvature of Σt. The details of the ADM decomposition of grav-
itational action can be found in [132, 122]. We will work with AdS4 in what follows, for
convenience.
6.8.1 Dirichlet action
In this section, we return to the case of ADM decomposition, for the renormalized Dirichlet
action in AdS4. The renormalized action in the covariant form is given by [130, 129]
SD =
1
2κ
∫
M
d4x
√−g(R− 2Λ) + 1
κ
∫
B
d3x
√−γΘ (6.66)
+
1
κ
∫
B
d3x
√−γ
(
−2
l
)[
1 +
(3)R
4
]
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The first two terms are the Einstein-Hilbert and the GHY piece, and can be written in terms
of the ADM variables following the steps of [122]. This gives us the following form for the
action [132]
SD = SEH + SGHY + Sct (6.67)
=
∫
M
dDx
(
pabh˙ab −NH −NaHa
)
+
∫
B
dD−1y
√
σ (Nε−Naja) + Sct
where H and Ha are the Hamiltonian and momentum constraints,
H =
√
h
2κ
(
KabKab −K2 − (3)R + 2Λ
)
(6.68)
Ha = −
√
h
κ
Db(K
ab −Khab)
√
σε,
√
σja and N
√
σsab/2 are the momenta conjugate to N , Na and σab. and are given by
ε =
k
κ
, ja =
2√
h
rbp
b
a (6.69)
sab =
1
κ
[
kab −
(
ra∂aN
N
+ k
)
σab
]
where kab is the extrinsic curvature of B embedded in Σt and k = kabσab. The counter-term
action is given in the covariant form by
Sct =
1
κ
∫
B
d3x
√−γ
(
−2
l
)[
1 +
(3)R
4
]
(6.70)
Using (6.64) and the expression for the determinant
√−γ = N√σ, we obtain the counter-
term action as
Sct =
1
κ
∫
B
d3x
(
−2
l
)[
1 +
l2
4
(
(2)R + kˆabkˆ
ab − kˆ2
)]
(6.71)
where kˆab is the extrinsic curvature of B as a hypersurface embedded in B. For black hole
geometries, we also get a contribution from the horizon which is given by decomposing
the covariant Neumann action with a boundary at the horizon where no data is specified
[131, 122, 143]. The action then takes the form
97
SD =
∫
M
dDx
(
pabh˙ab −NH −NaHa
)
(6.72)
+
∫
H
dD−1y
√
σ
(
ra∂aN
κ
+
2raNbp
ab
√
h
)
+
∫
B
dD−1y
√
σ (Nε−Naja)
+
1
κ
∫
B
d3x
(
−2
l
)[
1 +
l2
4
(
(2)R + kˆabkˆ
ab − kˆ2
)]
We can further express the above action in terms of the renormalized parameters thereby
absorbing the counter-term into the renormalized quantities εren = ε + εct, jrena = ja + jcta
and srenab = sab + sctab. To do so, we do a canonical decomposition of the tensor using normal
and tangential projections [142]. The expressions for renormalized quantities are given by
εren = uaubT
ab (6.73)
jrena = −σabT bcuc
srenab = σacσbdT
cd
where T ab is the renormalized stress tensor given by
T ab =
1
κ
(
Θab −Θγab + 2
l
γab − lGab
)
(6.74)
Using the above expressions, we get
εren = ε− 1
κ
[
2
l
+
l
2
(
(2)R− kˆabkˆab + kˆ2
)]
(6.75)
jrena = ja +
l
κ
(
dakˆ − dbkˆba
)
srenab = sab +
1
κ
[
2
l
σab +
l
2
(
(2)R + kˆabkˆab − kˆ2
)
− l
(
− 1
N
Lmkˆab − 1
N
dadbN +
(2)Rab + kˆkˆab − 2kˆackˆcb
)]
In writing the above expressions, we have made use of Gauss-Codazzi relations whose exact
expressions are given in the Appendix. Thus, the renormalized action can be expressed as
SD =
∫
M
dDx
(
pabh˙ab −NH −NaHa
)
(6.76)
+
∫
H
dD−1y
√
σ
(
ra∂aN
κ
+
2raNbp
ab
√
h
)
+
∫
B
dD−1y
√
σ (Nεren −Najrena )
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Kerr-AdS: Covariant
As an illustration of our construction, we can evaluate the action on the Kerr-AdS metric in
D = 4. Rotating black holes are better defined in AdS, than flat space (see eg., [144, 145]).
The metric in Boyer-Lindquist type coordinates is given by
ds2 = ρ2
(
dr2
∆
+
dθ2
∆θ
)
+
∆θ sin
2 θ
ρ2
(
adt− r
2 + a2
Σ
dφ
)2
− ∆
ρ2
(
dt− a sin
2 θ
Σ
dφ
)2
(6.77)
where
ρ2 = r2 + a2 cos2 θ, ∆ = (r2 + a2)
(
1 +
r2
l2
)
− 2Mr (6.78)
∆θ = 1− a
2
l2
cos2 θ, Σ = 1− a
2
l2
The horizon is at the largest positive root of ∆(rH) = 0. The angular velocity of the black
hole (for r ≥ rH) is given by
ω = aΣ
(
∆θ(r
2 + a2)−∆
(r2 + a2)2∆θ − a2∆ sin2 θ
)
(6.79)
The angular velocity at the horizon is given by
ΩH =
aΣ
r2H + a
2
(6.80)
while the angular velocity at the boundary (r →∞), is given by Ω∞ = −a/l2. The angular
velocity relevant for the thermodynamics is given by Ω = ΩH − Ω∞ [146, 147]. Given the
metric, the ADM variables can be read off by comparing (6.77) with the ADM form of the
metric. The Lapse, Shift and spatial metric is given by
N =
√
ρ2∆∆θ
(r2 + a2)2∆θ − a2∆ sin2 θ
(6.81)
Nφ = aΣ
(∆−∆θ(r2 + a2))
(r2 + a2)2∆θ − a2∆ sin2 θ
hab =

ρ2
∆
0 0
0 ρ
2
∆θ
0
0 0
((r2+a2)2∆θ−a2∆ sin2 θ)
ρ2Σ2

For thermodynamic interpretation we must work with the complex metric associated
with the black hole, which is given by the identification N → −iN˜ , Nφ → −iN˜φ [131, 122].
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The periodicity of time circle can be estimated by evaluating ra∂aN˜ ≡ 2pi/β term on the
horizon. This gives the time periodicity, β, to be
β =
4pi(r2H + a
2)
rH
(
1 + a
2
l2
+
3r2H
l2
− a2
r2H
) (6.82)
The expressions for various terms in the covariant action are:
R = −12
l2
(6.83)
Θ =
3
l
+
(−3a2 + 2l2 − 5a2 cos 2θ)
4lR2c
+O(1/R4c)
(3)R =
2l2 − 3a2 − 5a2 cos 2θ
l2R2c
+O(1/R4c)
Evaluating the complex metric on the covariant action (6.66), and using the expression (6.82)
for the periodicity, we get
SD = −i pil
2(r2H + a
2)2(l2 − r2H)
(l2 − a2) (a2l2 − (a2 + l2)r2H − 3r4H)
(6.84)
This is related to the free energy through the relation
−βFD ≡ logZD ≈ iSD (6.85)
where β is the inverse temperature which can be identified with the periodicity of the time
circle. This gives the free energy of the black hole to be
FD =
(r2H + a
2)(l2 − r2H)
4(l2 − a2)rH (6.86)
Kerr-AdS: ADM
Evaluating the complex metric on the ADM decomposed action, the bulk term vanishes
because the metric is stationary and satisfies Einstein’s equation. The horizon term gives a
contribution of
SH = −iA
4
− iΩHPJ (6.87)
On the boundary we can see that the renormalized ε, jφ and sAB have correct fall-offs so as
to give finite results for the integral,
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εren =
(
M(a2 − 4l2 + 3a2 cos 2θ)
lΣκ
)
1
R3c
+O(
1
R4c
) (6.88)
jφren =
3aM
κ
√
∆θ
Σ
1
R4c
+O(
1
R5c
)
Evaluating the boundary integrals, we have
SB = iEP + iΩ∞PJ (6.89)
where E and J are calculated as
E =
M
Σ2
, J =
Ma
Σ2
(6.90)
which are the ADM charges of the Kerr black hole. Using (6.85), we have
FD = E − TS − ΩJ (6.91)
Now, by an explicit computation, we can verified that the free energy, FD, in (6.86) can be
expressed as
FD = −T A
4
− ΩJ + g(A, J) (6.92)
where
g(A, J) =
√
A
16pi
+
4pi
A
J2 +
J2
l2
+
A
8pil2
(
A
4pi
+
A2
32pi2l2
)
(6.93)
Equating (6.92) to the free energy computed using ADM approach, (6.91), we get the gen-
eralized Smarr formula (see eq.(41) of [146]).
E2 =
A
16pi
+
4pi
A
J2 +
J2
l2
+
A
8pil2
(
A
4pi
+
A2
32pi2l2
)
(6.94)
Following [146] we can also relate these calculations to the first law, which we will not repeat.
6.8.2 Neumann action
The renormalized Neumann action in AdS4 is given by
SN =
1
2κ
∫
M
d4x
√−g(R− 2Λ) + 1
κ
∫
B
d3x
√−γ
(
1
l
)[
1− l
2
4
(3)R
]
(6.95)
The bare part of the Neumann action in ADM was derived in [121]. In D = 4 it can be used
to write
101
SN = SEH + Sct (6.96)
=
∫
M
d4x
(
pabh˙ab −NH −NaHa
)
+
∫
B
d3x
√
σ
(
Nε
2
−Naja + N
2
sabσab
)
+ Sct
The counter-term action can be decomposed similar to the Dirichlet case and we get
Sct =
1
κ
∫
B
d3x
(
1
l
)[
1− l
2
4
(
(2)R + kˆabkˆ
ab − kˆ2
)]
(6.97)
For the black hole geometries, one again has a contribution from the horizon and action
takes the form
SN =
∫
M
d4x
(
pabh˙ab −NH −NaHa
)
(6.98)
+
∫
H
d3y
√
σ
(
ra∂aN
κ
+
2raNbp
ab
√
h
)
+
∫
B
d3x
√
σ
(
Nε
2
−Naja + N
2
sabσab
)
+
1
κ
∫
B
d3x
(
1
l
)[
1− l
2
4
(
(2)R + kˆabkˆ
ab − kˆ2
)]
Using the expressions for renormalized parameters, the Neumann action can be expressed as
SN =
∫
M
d4x
(
pabh˙ab −NH −NaHa
)
(6.99)
+
∫
H
d3y
√
σ
(
ra∂aN
κ
+
2raNbp
ab
√
h
)
+
∫
B
d3x
√
σ
(
Nεren
2
−Najrena +
N
2
sren abσab
)
Kerr-AdS: Covariant
We can evaluate the covariant Neumann action on the Kerr-AdS complex metric, we obtain
SN = −i pil
2(r2H + a
2)2(l2 − r2H)
(l2 − a2) (a2l2 − (a2 + l2)r2H − 3r4H)
(6.100)
Notice that unlike the asymptotically flat case, the on-shell value of the Dirichlet and Neu-
mann action are equal. The on-shell action is related to the Neumann free energy through
the relation
−βFN ≡ logZN ≈ iSN (6.101)
which gives the free energy of the black hole to be
FN =
(r2H + a
2)(l2 − r2H)
4(l2 − a2)rH (6.102)
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Kerr-AdS: ADM
Evaluating the complex metric on the ADM decomposed action, the horizon term gives a
contribution of
SH = −iA
4
− iΩHPJ (6.103)
On the boundary we have,
sabren =
( − lM∆θ
κ
0
0 −M(a2+2l2−3a2 cos 2θ)
2lκ sin2 θ
)
1
R3c
+O(1/R4c) (6.104)
σab =
(
ρ2
∆θ
0
0
((r2+a2)2∆θ−a2∆ sin2 θ)
ρ2Σ2
)
We get a contribution of iEP/2 from the integration over εren term and another contribution
of iEP/2 from the integration over srenab term. The jrenφ gives a contribution of iΩ∞PJ .
Together we have again
SB = iEP − iΩ∞PJ (6.105)
Again using (6.101), the free energy takes the form
FN = E − TS − ΩJ (6.106)
where Ω = ΩH − Ω∞ is the potential relevant for the thermodynamics. So we end up
getting the exact same expressions for FN and FD (in covariant and canonical approaches,
separately).
The emergence of the canonical ensemble together with the Smarr formula implies the
first law as well. This follows from the discussion in [146], so we will not repeat it.
6.9 Alternative Quantizations in AdS
We would like to investigate whether these boundary conditions can define a consistent
quantum gravity in AdS. If so, this will provide a set of boundary conditions that are
different from the standard Dirichlet boundary conditions familiar from AdS/CFT. So far
on the other hand, a skeptic could choose to think of our discussion as merely a class of
well-defined boundary conditions/terms for classical gravity in AdS. However, the fact that
these boundary conditions give rise to finite actions that lead to correct thermodynamical
relations is suggestive to us of an underlying quantum theory: so let us try and explore to
see whether we can take these boundary conditions seriously at the quantum level. We will
not prove it here (but see [138]) that our approach can be the starting point of a consistent
quantum theory, but we will merely make some related observations.
From the boundary theory point of view, the translation from the metric-fixed to stress-
tensor-fixed point of view is a Legendre transform that takes the boundary partition function
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to the boundary effective action11. This seems to us to be a perfectly natural and consistent
operation as we discussed in Section 2.5, so we believe there should be a legitimate formu-
lation of holography in which the correspondence is phrased in the language of the effective
action and not in terms of the generating functional. Note that for this, we will have to move
away from the standard Dirichlet formulation of holography where the boundary values of
bulk fields are interpreted as sources.
The trouble is that it is well-known that (for example) for scalars in a fixed AdS back-
ground, of the two modes (which we can call Dirichlet and Neumann) only the Dirichlet mode
is typically normalizable [148, 149]. The exception to this is when the mass of the scalar
falls in the Brietenlohner-Freedman window, where a Legendre transform analogous to ours
takes the Dirichlet scalar theory to the Neumann scalar theory, and both are well-defined
quantum mechanically [148]. When the scalar mass is not in this specific range, there is
only one choice of acceptable normalizable mode and a unique quantization in a fixed AdS
background.
To understand this better, let us note that the reason why we want normalizable modes is
because we want them to be well-defined states in the Hilbert space of the putative quantum
theory, with finite norm. This translates to a notion of finite energy: when the scalar mode
has finite energy in the bulk of AdS, it can be well-defined as a state in the Hilbert space of
the quantum theory. This is what happens in the case of scalar quantum field theory in a
fixed AdS background [150, 149, 148].
Now, lets consider the case when the background is not rigid and the metric is allowed
to fluctuate. Lets start by considering scalar fields in such a set up. We note two things –
one is that a dynamical background makes the notion of energy more subtle, and secondly
the notion of mass of the scalar is ambiguous because (say) a term of the form
(m2 + λR)φ2 (6.107)
where R is the curvature scalar of the background will look like a usual mass term in the
rigid limit. So a non-minimal coupling can sometimes be difficult to distinguish. As it
happens both these issues have been addressed in [151] (see also [152, 153]) and it was found
that once one deals with the appropriate notion of (canonical) energy both quantizations
are admissible. We will take this as an encouraging fact: when dealing with the full gravity
theory with appropriate counterterms etc. it is not necessarily only a Dirichlet boundary
condition that can be well-defined, the notion of canonical energy needs to take into account
the full theory.
Indeed, a similar conclusion was arrived at by Compere and Marolf [139], who considered
the possibility of not fixing the boundary metric, and instead considered simply integrating
it over in the path integral. At the semi-classical level, the variational principle would then
yield
δSrenD = Eqs. of motion +
1
2
∫
∂M
ddx
√−g0T ijδg0ij , (6.108)
11A similar approach for scalar fields was taken in [148], the source and condensate are dual variables in
the Legendre transform sense.
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where now there is no assumption that δg0ij = 0 because we are letting it fluctuate. This
means that to ensure that the action is stationary, now we need the boundary (renormalized)
stress tensor to vanish12. Remarkably, Compere-Marolf found that such boundary metric
fluctuations are in fact normalizable with respect to the canonical (symplectic) structure
defined by the full renormalized Dirichlet action SrenD . Furthermore they also showed that
the symplectic structure is also conserved when the boundary condition Tij = 0 holds.
They further showed that if we couple the full renormalized bulk Dirichlet action above
to a boundary action that is a functional of the boundary metric (i.e., the boundary is
dynamical), so that the variation now becomes
δSbndryD ≡ δ (SD + Sbndry) = e.o.m−
1
2
∫
∂M
ddx
√−g0T ijδg0 ij (6.111)
+
∫
∂M
ddx
δSbndry
δg0 ij
δg0 ij
= e.o.m− 1
2
∫
∂M
ddx
√
g0
(
T ij − 2√
g0
δSbndry
δg0 ij
)
δg0 ij
then again the claims above hold, if instead of requiring T ij = 0 we now require
T ij − 2√
g0
δSbndry
δg0 ij
= 0. (6.112)
With that aside, let us turn to our Neumann case. We will merely discuss some connec-
tions between our work and and that of Compere-Marolf and leave it at that for now. We
first note that the usual Dirichlet action plus a boundary term, after a Legendre transform
of the kind we discussed, takes the form
SbndryN ≡ SD + Sbndry +
∫
∂M
ddx
√
g0
2
(
T ij − 2√
g0
δSbndry
δg0 ij
)
g0 ij (6.113)
This has the variation
δSbndryN = e.o.m +
1
2
∫
∂M
ddxg0 ij δ
[√
g0
(
T ij − 2√
g0
δSbndry
δg0 ij
)]
(6.114)
12The boundary stress-energy tensor that we have often used in our discussions in this work is given by
the relation
T renij [γ] = −
2√−γ
δSrenD
δγij
(6.109)
where the boundary is placed at ρ = . This is related to the CFT stress tensor (which is the true renormalized
stress tensor, and the one we are using in this section) through
Tij = lim
→0
(
1
d/2−1
T renij [γ]
)
= lim
→0
(
− 2√−g(x, ) δSrenDδgij
)
(6.110)
= − 2√
g0
δSrenD
δgij0
.
Here, g0 is the leading term in the Fefferman-Graham expansion.
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Note that this is of the Neumann form, but now with boundary dynamics. It would be inter-
esting to see if this leads to normalizable fluctuations, perhaps if one imposes the condition
(6.112) that Compere and Marolf do. It is worth mentioning here that what [139] calls Neu-
mann boundary condition is (as is often conventional in the gravity literature) the vanishing
of Tij. This is the gravitational analogue of starting with the standard Dirichlet action in
particle mechanics, letting the coordinate q fluctuate at the boundary, but demanding that
q˙ = 0 at the boundary so that the boundary piece dies anyway, so that variational problem
is well-defined. A genuinely Neumann condition is less constraining: it merely says that the
normal derivative/canonical conjugate is fixed, not necessarily zero. This is what we do and
therefore our Neumann case is more analogous to fixing q˙ to a specific value at the boundary
Of course to conclusively settle this question requires further work, but we suspect that
when one takes into account the full dynamics of the system instead of a fixed AdS back-
ground, more boundary conditions than what are usually considered lead to consistent quan-
tum theories. It seems likely that one can discuss the normalizability via the symplectic
structure in a covariant phase space approach, and we will report on work in this direction
elsewhere.
6.10 Comments and Discussions
A standard Neumann boundary term for gravity, where one can obtain a well-defined varia-
tional problem by simply holding the normal derivative of the metric fixed at the boundary,
is not known for Einstein-Hilbert gravity to the best of our knowledge. Occasionally state-
ments of the form Kij = 0 or Kij − αhij = 0 are considered as Neumann or Robin (mixed)
boundary conditions in the literature. But note that these are in fact far stronger conditions
than the usual Neumann or Robin boundary conditions, which merely say that these quan-
tities are fixed, not that they are zero. Indeed, these conditions put differential constraints
on the boundary surface (surfaces which admit conditions of this type are sometimes called
totally umbilical surfaces [154]). In hindsight, our approach provides a natural explanation
why some of these boundary conditions had nice properties: they arise as natural further
restrictions on the Neumann boundary condition, which puts restrictions on the boundary
stress tensor (or equivalently, the extrinsic curvature). In this context, we suspect that it
should be possible to define a Neumann boundary condition for higher derivative gravity
theories [125] as well, by setting the functional derivative of the action with respect to the
boundary metric fixed.
In the context of AdS/CFT some papers with a loosely Neumann flavor have appeared,
one of the more visible ones being [139]. What they do is to treat the bulk path integral
(or action, when one is working semi-classically) as a functional of the boundary metric and
then integrate over the boundary metric to define a new path integral. This has its interest,
but its connection to the standard Neumann problem is not immediate.
We believe that what we have considered in this work is a natural version of the Neumann
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condition for gravity: our approach reduces to the standard Neumann problem when applied
to particle mechanics, and it does not put any differential constraints on the boundary sur-
face. It also puts various curiosities in the literature on boundary terms, in context. The
Neumann path integral that we have considered in this work is also related to the “micro-
canonical" path integral that was considered by Brown-York [131]. Their approach amounts
to holding some of the components of the quasi-local (boundary) stress tensor density fixed,
whereas our approach is in some sense more covariant: we hold the entire boundary stress
tensor density fixed. We saw that this has a natural interpretation as a Neumann problem,
and results in a very simple Neumann action that leads to various nice features, some of
which we investigated in [121, 122, 123].
The path integral of [131] was called a “microcanonical" functional integral. The moti-
vation of [131] for this nomenclature was that in gravity, the total charges reduce to surface
integrals over the boundary. In [131] this surface integral is not explicitly done, but we
believe this surface integral actually needs to be done in order to get a true charge, and to
make the path integral truly “microcanonical" from the gravity perspective.
We would like to emphasize however that even keeping the integrated charge (energy)
fixed on the gravity side in the sense of [131] is not quite the same as holding the CFT energy
fixed in AdS/CFT. This is because in [131] the boundary metric is allowed to fluctuate. In
AdS/CFT however, in the microcanonical ensemble when we hold the CFT energy fixed, we
also hold the metric fixed. If we have infinite resolution, there is no ensemble of states in
the CFT satisfying both these conditions.
In AdS/CFT, the natural microcanonical object to hold fixed from the CFT perspec-
tive is the total CFT energy, which should be compared to a charge (the boundary stress
tensor density is a current from the CFT perspective). In the thermodynamic limit, the
microcanonical density of states is a Laplace transform of the canonical partition function
[155]. The usual discussion of Hawking-Page transition in AdS/CFT is in the context of the
canonical ensemble, but by doing this Laplace transform we can move to the microcanonical
ensemble as well. The resulting discussion is guaranteed to match with the discussion of AdS
thermodynamics in the microcanonical ensemble done in the Hawking-Page paper [156]13,
because the corresponding canonical discussions match.
Our construction, as we have emphasized, is different from both [131] as well as the
AdS/CFT discussion. Morally it is more similar to [131] because we also do not pin down
the metric at the boundary. Our approach could be viewed as an alternate implementation
of holography in AdS where the boundary metric is allowed to fluctuate. In a follow-up paper
[138] (unpublished), further evidence will be provided that these boundary conditions may
be consistent boundary conditions for quantum gravity in AdS: we will find that in odd d the
13This discussion is in the last section of their paper, and is not as well-known as their canonical discussion.
The only thing relevant for our purposes here is that they change ensembles via the aforementioned Laplace
transform.
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fluctuations are normalizable, and that in even d, normalizability of the bulk fluctuations is
guaranteed when the dynamics of the boundary metric is controlled by conformal gravity.
Recently, our results were further generalized to construct Robin boundary terms for gravity
in [157]. Considering the fact that the Dirichlet boundary term [126, 127] has had numerous
applications since its inception more than 40 years ago, perhaps it is not surprising that the
Neumann term [121] also leads to natural applications and generalizations.
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Chapter 7
ε-Expansion in Gross-Neveu CFT
7.1 Introduction
Symmetry principles have emerged as the hallmark of modern physics. Our best understand-
ing of nature so far is based on Standard model where (gauge) symmetries largely fixes the
theory. In a quantum theory, symmetries affect the particle/field content of the theory as
well as provide constraints on the correlation function of operators in the theory.
Conformal field theories have emerged as fascinating class of quantum field theories which
finds many applications in physics, ranging from critical systems to Quantum gravity. Con-
formal symmetry can be thought of as an extension of Poincare symmetry, augmented with
scale invariance and conformal invariance1. Often times, especially in lower dimension sys-
tems, conformal invariance can be invoked as a powerful tool that allows us to go beyond
perturbation theory.
In recent work, Rychkov and Tan [158] have shown that the power of conformal invariance
can be used to compute -expansions at the Wilson-Fisher fixed point (see also [159]). This
approach is not reliant on Feynman diagrams (and in that sense is non-perturbative2), and
uses only conformal symmetry and analyticity in  as inputs.
The results of Rychkov-Tan were generalized to other dimensions and other fixed point
theories in [159]. The computations require a systematic approach to handling contractions
of fields in these theories, and a systematic approach for doing this was developed for scalar
O(N) theories [159]. One of the goals of this work is to generalize this to CFTs with fermions.
Concretely, we will work with O(N) Gross-Neveu model in d = 2 +  dimensions [160]
3. This theory is interesting for various reasons: there is a huge literature on this theory,
and its large-N expansion and asymptotic freedom (among various other features) have been
thoroughly investigated in the last decades. We generalize the approach of [158, 159] to this
1The notion of conformal invariance is in conflict with the notion of asymptotic states, hence conformal
field theories lack a S-matrix. However n-point correlation functions are well defined
2This should be taken with a pinch of salt – the epsilon expansion is afterall perturbative. The idea here
is that the perturbative parameter in the present approach is not (at least manifestly) the coupling constant.
3The multiplicative renormalizability of Gross-Neveu model in 2 +  dimensions is discussed in [161, 162],
our results are unchanged for the U(N) model as well.
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theory, and verify that the results agree with existing perturbative results in the literature,
where they overlap. The contents of this chapter is based on [163].
7.2 O(N) Gross-Neveu model in 2 +  dimensions
The Gross-Neveu model action in d = 2 +  dimensions is given by
S =
1
2pi
∫
ddσ
[
ψA6 ∂ψA + 1
2
gµ−(ψAψA)2
]
(7.1)
In 2 dimensions, this theory is renormalizable with a dimensionless coupling constant. The
coupling constant is proportional to  and hence this theory describes a weakly coupled fixed
point for small values of . We have introduces a scale µ to make the coupling constant
dimensionless.
The engineering dimension of the fields is fixed by the action
[ψ] ≡ δ = 1 + 
2
(7.2)
The equations of motion for this theory are given by
γµ∂µψ
A + gµ−(ψBψB)ψA = 0 (7.3)
∂µψ
Aγµ − gµ−(ψBψB)ψA = 0 (7.4)
According to [158], this equation has to be seen as a conformal multiplet shortening
condition, where in the free theory, the operators (ψBψB)ψA and (ψBψB)ψA are primaries,
but in the interacting theory they are made secondary by above equations. Following [158],
we formalize the relationship between operators in the free and interacting case by means of
following axioms:
• The interacting theory enjoys conformal symmetry.
• For any operator in the interacting theory, there is a corresponding operator in the
free theory, which the interacting theory operator approaches to in the → 0 limit.
For definiteness, we call the interacting theory operators as V2n, V A2n+1 a and V A2n+1 a4
which in the free limit goes to
V2n → (ψAψA)n (7.5)
V A2n+1 a → (ψBψB)nψAa
V A2n+1 a → (ψBψB)nψAa
4A word on notations: small latin indices a, b, · · · are the spinor indices whereas A, B, etc stand for
O(N) indices
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• Operators V A3 a and V A3 a are not primaries, instead they are related to the primaries by
the multiplet shortening conditions
γµ∂µV
A
1 = −α()V A3 (7.6)
∂µV
A
1 γ
µ = α()V A3
This puts restrictions on the dimensions of these operators,
∆3 = ∆1 + 1 (7.7)
The proportionality constant α() can be fixed later using the axioms above. All other
operators Vm, m 6= 3, are primaries.
The two-point function of two primaries of same dimension ∆1 is
〈V A1 a(x1)V B1 b(x2)〉 =
(6x12)ab
(x212)
∆1+
1
2
δAB (7.8)
where we have used the Feynman slash notation 6x = xµγµ. In the free limit this becomes
〈ψAa (x1)ψBb (x2)〉 =
(6x12)ab
x212
δAB (7.9)
The anomalous dimension is defined as the difference between the actual scaling dimension
of the operator and the engineering dimension, i.e, ∆n = nδ + γn. We also make the crucial
assumption that the anomalous dimensions are analytic functions of  and therefore admits
a power series expansion
γn = yn,1+ yn,2
2 + ... (7.10)
Our first task is to fix α in (7.6). Differentiating (7.8) and substituting appropriate
factors of γ matrices, we obtain
(γµ)ca〈∂1 µV A1 a(x1)∂2 νV B1 b(x2)〉(γν)bd
= (γµ)ca∂1 µ∂2 ν
(
(6x12)ab
(x212)
∆1+
1
2
)
(γν)bdδ
AB (7.11)
= −(2∆1 + 1)(2∆1 + 1− d) (6x12)cd
(x212)
∆1+
3
2
δAB
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Left hand side of (7.11) takes the form
−α2〈V A3 c(x)V B3 d(y)〉 (7.12)
which in the free limit evaluates to
−α2()(N − 1)(6x12)cd
(x212)
2
δAB (7.13)
Comparing both sides, we obtain
α = σ
√
4γ1
N − 1 (7.14)
where σ = ±1. The exact sign will be determined later. Following [158, 159], we consider
correlators of the form
〈V2n(x1)V A2n+1 a(x2)V B1 b(x3)〉, 〈V2n(x1)V A2n+1 a(x2)V B3 b(x3)〉 (7.15)
which in the free limit goes to
〈φ2n(x1)φA2n+1 a(x2)φB1 b(x3)〉, 〈φ2n(x1)φA2n+1 a(x2)φB3 b(x3) (7.16)
where we have introduced operators φ2n and φA2n+1 a as a shorthand for (ψBb ψBb )n and (ψBb ψBb )nψAa .
The reason we are interested in these correlators is because of its sensitivity to multiplet re-
combination. To see this, we notice that in the free theory, φ2n × φA2n+1 a OPE contains
operators ψAa and (ψBb ψbb)ψAa whereas in the interacting theory V2n × V A2n+1 a OPE only con-
tains V1 as the primary. The coefficients in both cases are independently computable and
by Axiom:2, we expect them to match in the limit → 0.
In the free case, we have following OPE
φ2n(x1)× φA2n+1 a(x2) ⊃ f2n(x212)−n
(
ψAa + ρ2n(6x12)ab(ψψ)ψAb
)
(7.17)
The coefficients f2n and ρ2n can be determined by counting the number of Wick contractions.
In next section, we provide an algorithm, based on [159], to determine these coefficients for
arbitrary n. This is matched with the interacting theory OPE
V2n(x1)× V A2n+1 a(x2) ⊃ f˜2n(x212)−
1
2
[∆2n+∆2n+1−∆1] (7.18)[
δac + q1δacx
µ
12∂2 µ + q2(6x126 ∂2)ac
]
V A1 c(x2)
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7.3 Counting contractions
We now turn our attention to computing f and ρ coefficients in (7.17). Apart from (7.17),
we also need OPE’s of the form
φA2n+1 a(x1)× φ2n+2(x2) ⊃ f2n+1(x212)−(n+1) ×[
(6x12)abψAb + ρ2n+1x212(ψψ)ψAa
]
(7.19)
which are used to fix the anomalous dimensions of odd operators. In [159] a recursive
algorithm was used to count Wick contractions, which can be adapted for the fermions. The
Wick contractions can then be viewed as various ways of connecting upper and lower rows,
resulting in recursive equations. In the case of fermions, the principle is essentially the same,
but the contractions have a bit more structure. We use ’+’ and ’−’ to denote ψ and ψ
respectively. To capture the contractions, we introduce the quantity F p,r+,r−p+q,s+,s−;m+,m− , where
p is the number of upper double cow-pies5 which stand for ψψ, r+ is the number of upper
single cow-pies of ’+’ type, r− is the number of upper single cow-pies of ’+’ type, p + q is
the number of lower double cow-pies, s± is the number of lower single cow-pies of type ±,
m± is the number of uncontracted ψs and ψs respectively. A contraction is always between
an upper + and a lower − or vice-versa.
• • • •••+ − + − + + − −
• • • • • • •••+ − + − + − + + − −
p r+ r−
p+ q s+ s−
The various coefficients fs and ρs in our notation becomes
f2p = F
p,0,0
p,0,1;0,1 f2pρ2p = F
p,0,0
p,0,1;1,2 (7.20)
f2p+1 = F
p,0,1
p+1,0,0;0,1 f2p+1ρ2p+1 = F
p,0,0
p+1,0,0;1,2
7.3.1 f2p
There are 3 different kinds of contractions that are possible. Of the first type, the two kernels
of the pth double cow-pie are contracted with two kernels of same lower cow-pie. This gives
5Cow-pies is the jargon originally used in [159], which refers to the pictorial representation of individual
fields that are being Wick-contracted. In our case they correspond to boxes which carry a + or − sign
denoting ψ and ψ respectively.
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a factor of Np. The second possibility is to contract the two kernels of upper cow-pie to
two different kernels of lower double cow-pie resulting in a factor of −p(p− 1) and the last
possibility is to contract one of the kernels of upper double cow-pie with a kernel in lower
double cow-pie and the second kernel of upper cow-pie with the single kernel of lower row.
This gives a factor of −p. So, the resulting contraction can now be expressed as following
recursion equation
F p,0,0p,0,1;0,1 = (Np− p(p− 1)− p)F p−1;0p−1,1;0,1 (7.21)
• • •+ − + − + −
• • •+ − + − + − −
• • •+ − + − + −
• • •+ − + − + − −
• • •+ − + − + −
• • •+ − + − + − −
This recursion equation can be solved along with the launching condition F 0;00,1;0,1 = 1 and
we obtain
f2p = p!(N − 1)(N − 2) · · · (N − p) (7.22)
7.3.2 f2p+1
There are only two types of contractions possible, analogous to the first two types above.
The recursion equation can therefore be written by inspection
F p;1p+1,0;0,1 = (N(p+ 1)− p(p+ 1))F p−1,0,1p,0,0;0,1 (7.23)
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with the lauching condition F 0;11,0;0,1 = 1 which gives
f2p+1 = (p+ 1)!(N − 1)(N − 2) · · · (N − p) (7.24)
7.3.3 f2pρ2p
Here the first possibility involves contracting both the kernels of upper double cow-pie with
lower cow-pies analogous to the computation of f2p. This gives a factor of Np−p(p− 1)−p.
Another possibility involves contracting ’+’ of an upper double cow-pie with the single ’−’
in the lower row. This gives a factor of −F p−1;0p−1,0;1,1.
• • •+ − + − + −
• • •+ − + − + − −
Other possibilities involve single contractions of upper kernels, which can be done in
following ways: (a) ’+’ of the upper double cow-pie contracted with a ’−’ of the lower
double cow-pie, (b) ’−’ from the upper double cow-pie with a + from lower double cow-
pie. One can see by explicit computation for the lower orders (i.e. p = 2, 3, · · · ) that their
contribution is given by −pF p−1,0,0p−1,0,1;1,2. Notice that the coefficient is different from the naive
expectation because not all single contractions are independent and we must be careful to
avoid over-counting and to keep track of the index structure.
• • •+ − + − + −
• • •+ − + − + − −
• • •+ − + − + −
• • •+ − + − + − −
Thus we get the recursion equation
F p,0,0p,0,1;1,2 = p [N − p− 1]F p−1,0,0p−1,0;1,2 − F p−1,0,1p,0,0;1,1 (7.25)
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F p−1,0,1p,0,0;1,1 can be again evaluated using the cow-pie formalism and its recursion equation is
given by
F p;0p,0;1,1 = (p+ 1)(N − p)F p−1,0p,0;1,1 (7.26)
This system of recursion equations can be solved using the launching condition F 0,0,00,0,1;1,2 = 0
and F 0,0,01,0,0;1,1 = 1. Using the expression for f2p in (7.22) we get,
ρ2p = − p
N − 1 (7.27)
7.3.4 f2p+1ρ2p+1
We again have three cases to consider: (a) Both kernels of the upper cow-pie contracted
with lower cow-pies, (b) Both kernel remain uncontracted, and (c) Only one of the kernels
is contracted.
Case (a) is similar to the computation of f2p+1 and gives a factor of (p+1)(N−p)F p,0,0p−1,0,1;1,2.
Case (b) does not contribute as we do not obtain the desired operator. Case (c) is similar
to the case of f2pρ2p. Once again, by explicit computation for the lowest order, we can see
that its contribution is −(p+ 1)F p,0,0p−1,0,1;1,2.
• • •+ − + − + − −
• • •+ − + − + − + −
• • •+ − + − + − −
• • •+ − + − + − + −
So we have following recursion equation
F p,0,1p+1,0,0;1,2 = (p+ 1)(N − p− 1)F p−1,0,1p,0,0;1,2 (7.28)
which can be solved with the launching condition F 1,0,00,0,1;1,2 = 1. Using (7.24) along with the
recursion equations above, we get
ρ2p+1 = 1− p
N − 1 (7.29)
In the appendix we provide an alternate derivation of (7.27) and (7.29) using cow-pies.
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7.4 Matching with the Free Theory
Having fixed the OPE coefficients of the free theory, we are now in a position to compute the
anomalous dimensions of the interacting theory operators. This involves analyzing 3-point
functions with V2n × V A2n+1 a OPEs in (7.18) and demanding that in the  → 0, they go to
corresponding quantities in free theory. In particular, we analyze 3-point correlators of the
form
〈V2n(x1) V A2n+1 a(x2) V B1 b(x3)〉 → 〈φ2n(x1)φA2n+1 a(x2)φB1 b(x3)〉 (7.30)
∼ f2n(x212)−n〈ψAa (x2)ψBb (x3)
and
〈V2n(x1) V A2n+1 a(x2) V B3 b(x3)〉 → 〈φ2n(x1)φA2n+1 a(x2)φB3 b(x3)〉 (7.31)
∼ f2nρ2n(x212)−n(6x12)ab〈φA3 a(x2)φB3 b(x3)〉
The LHS of (7.31) can be evaluated, to the leading order, using V2n× V A2n+1 a OPE of (7.18)
and the fact that V3 is a descendent of V1, i.e,
〈V A1 a(x1)V B3 b〉 = α−1()∂2 µ〈V A1 a(x1)V B1 c〉(γµ)cb
= σ
√
(N − 1)γ1 δabδ
AB
(x212)
∆1+
1
2
(7.32)
Since this is proportional to √γ1, it vanishes in the  → 0 limit. Therefore, to reproduce
(7.17) and (7.19) we need q1 to remain finite in this limit. We also need q2 to blow up as
→ 0 limit such that
qi2α()→ ρi, i = 2p, 2p+ 1 (7.33)
The coefficients qi are determined by conformal symmetry whose details and explicit form
can be found in Appendix. As alluded before, we find that q1 is indeed finite in the free
limit. The asymptotic behavior of q2 is given by
q2n2 ≈
(γ1 + γ2n − γ2n+1)
4γ1
, q2n+12 ≈
(γ1 + γ2n+1 − γ2n+2)
4γ1
(7.34)
Its evident that for q2 to blow up y1,1 has to vanish. This gives us following telescoping series
y2n,1 − y2n+1,1 = 2σ
√
(N − 1)y1,2 ρ2n, n = 1, 2, · · · (7.35)
y2n+1,1 − y2n+2,1 = 2σ
√
(N − 1)y1,2 ρ2n+1 n = 0, 1, · · · (7.36)
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Together this can be written as
yi,1 − yi+1,1 = 2σ
√
(N − 1)y1,2 ρi, i = 1, 2, · · · (7.37)
Summing the telescoping series gives
yn,1 = K
n−1∑
m=1
ρm (7.38)
This gives the anomalous dimensions of all the odd and even primaries in the theory once
we fix the numerical value of K. To fix this we make use of (7.7) which can be written as
2δ + γ3 = γ1 + 1 (7.39)
This gives y3,1 = −1 which can now be used to fix K by setting n = 3 in (7.38).
y3,1 = K(ρ1 + ρ2) (7.40)
This gives K = − (N−1)
(N−2) which fixes σ = −1 and furthermore fixes y1,2 also. Thus we obtain
γ1 =
(N − 1)
4(N − 2)2 
2 (7.41)
One can also compute the anomalous dimensions of V2 which we obtain to be
γ2 = −(N − 1)
(N − 2) (7.42)
which are in perfect agreement with the results of [164, 165, 166].
7.5 Conclusion
We have considered O(N) Gross-Neveu model in 2+  dimensions and computed the leading
order anomalous dimension for a class of operators of the form V2n, V A2n+1 a and V A2n+1 a.
In doing so, we have only appealed to the conformal symmetry and OPE, without getting
bogged by Feynman diagrams. Our results are in agreement with the previous results in
the literature obtained using Feynman diagrams. Our main result is (7.38) along with the
“cow-pie” formalism adapted to fermions, so our work provides an extension of [158] and
[159] to fermions.
It should also be noted that the leading order -expansion coefficient is completely de-
termined by conformal symmetry and does not depend on the dynamics. However, to go
beyond the leading order, two and three point functions are not enough and one also needs
information from the four point functions, as considered here [167].
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Chapter 8
Summary & Conclusions
In this dissertation, we have explored various topics in 2 + 1-D gravity and higher spin the-
ories, conformal field theories and boundary conditions in gravity. The common theme that
connects most of the work here is holography.
Higher Spin Theories
Gravity and higher spin gauge theories in 2 + 1 dimensions is substantially simple due to
the lack of local dynamics. In our work, we have constructed the higher spin generaliza-
tion of Kerr-de-Sitter and Quotient cosmologies for backgrounds with positive cosmological
constant. A general spin-3 charged gauge field takes the form
a =
[(
1− L
2l
)
T1 + i
(
1 +
L
2l
)
T2 − W
8l
W−2
]
dω
+ µ
[
W2 − L
2l
W0 +
L2
16l2
W−2 − W
l
(T1 − iT2)
]
dω¯
Thermodynamics of gravity solutions is an important testing ground for putative quantum
gravity theories and it is therefore important to understand the thermodynamics of our so-
lutions. We have demonstrated that the thermodynamics of higher spin generalizations of
Kerr de Sitter universes are related to (higher spin) AdS black holes. A solution is said to be
thermodynamically consistent if it obeys the first law of thermodynamics. The consistency of
our (cosmological) solutions is ensured by imposing trivial holonomy on the time component
of the gauge field. This is the higher spin equivalent of Gibbons-Hawking conical singularity
argument and by a Euclidean continuation we show our solutions reproduce the thermody-
namics of horizon (even though the notion of horizon is not gauge invariant). Higher spin
theories share many approximate qualitative features with string theory. Thus the hope is
that understanding higher spin theories can shed light on how string theory solves many of
the puzzles in gravity such as singularity of the black holes and big bang.
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For backgrounds with a negative cosmological constant, AdS/CFT provides a window to
quantum gravity in those spaces. However, we live in a universe with a (tiny) positive cos-
mological constant and most of our particle physics are formulated in flat space. One would
eventually like to understand quantum gravity is such scenario. In 2 + 1 dimensions there
exist a one way map based on Inonu-Wigner contraction of AdS3 isometry algebra which re-
lates quantities in AdS space with that of flat space. We provide a prescription to implement
the Inonu-Wigner contraction, using a Grassmann parameter identified with the inverse AdS
radius, 1/l → , 2 = 0. Under this identification, a general AdS3 solution (in a BMS like
gauge) has the form
A = − 1√
2
[

(M
2
− 1) du− dr + Ndφ+ (M
2
− 1)]T0
− 1√
2
[

(M
2
+ 1
)
du− dr + Ndφ+ (M
2
+ 1
)]
T1 − rdφT2
which can be identified as the flat space solution. This maps the action, solutions and
asymptotic charges of AdS into flat space, atleast at the classical level. We demonstrate
that our prescription works even in higher spin theories and black hole singularity in higher
spin theories. This is a piquing observation that need further investigation to see if there
are deeper reasons why it works.
We have also generalized the recent work of Grumiller and Riegler on the most general AdS3
boundary condition to higher spins. Taking their metric as our definition of asymptotically
AdS space, we have constructed arguably the most general higher spin solution with the
same metric asymptotically. Our solutions have the feature that the left moving sector has
a Drinfeld-Sokolov reduced form while the right moving sector has completely unrestricted
sl(3) connection. Thus the asymptotic symmetry algebra of the left moving sector is a copy
of W3 and for the right moving sector we find the loop algebra sl(3)k with a central ex-
tension. The complete asymptotic symmetry algebra of these solutions is W3 × sl(3)k and
we compare it with a previous work of Poojary and Suryanarayana where this asymptotic
symmetry algebra has appeared before. Our solution is more general than that of Poojary-
Suryanarayan since we find their metric also to be in the generalized Fefferman-Graham class.
Neumann Boundary Condition in Gravity and Holography
We have also studied the issue of Neumann boundary condition in Einstein’s gravity. In our
work, we have constructed a boundary term for gravity that makes the variational problem
well defined with Neumann boundary condition. This is the analogue of Gibbons-Hawking-
York term for the Dirichlet boundary condition. To accomplish this, we sought a variational
problem where the conjugate momentum associated with the boundary metric is held fixed.
This gives a boundary term which is similar to Gibbons-Hawking terms but with a different
coefficient. Incidentally, we find that this coefficient vanish in 4 dimensions, making Einstein-
Hilbert action a well posed Nauemann problem in 4D. Our primary result is the explicit form
of the action
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SN =
1
2κ
∫
M
dd+1x
√−g(R− 2Λ) + (3− d)
2κ
∫
∂M
ddy
√
|γ|εK (8.1)
We also notice that in d = 2 dimensions, our boundary term has appreared previously
in the literature in other guises. The Neumann boundary condition is thermodynamically
found to give a mixed ensemble and reproduce the first law of thermodynamics [122]. In
asymptotically AdS spaces, our boundary condition lends itself to holographic interpretation
as keeping the boundary stress tensor fixed. We have demonstrated that on-shell divergence
of Neumann action can be eliminated by adding counter-terms that can be systematically
computed by holographic renormalization. The renormalized action in various dimensions is
Sd=2ren =
1
2κ
∫
M
d3x
√−g(R− 2Λ) + 1
2κ
∫
∂M
d2x
√−γΘ = Sd=2N
Sd=3ren =
1
2κ
∫
M
d4x
√−g(R− 2Λ) + 1
κ
∫
∂M
d3x
√−γ
(
1− R[γ]
4
)
Sd=4ren =
1
2κ
∫
M
d5x
√−g(R− 2Λ)− 1
2κ
∫
∂M
d4x
√−γΘ + 3
κ
∫
∂M
d4x
√−γ
where we have omitted the logarithmic term, responsible for trace anomaly. This term can
be reinstated when required and do not contribute to on-shell action for simple solutions like
AdS-Schwarzschild black holes. We find that when the trace anomaly vanish, the on-shell
renormalized Dirichlet and Neumann action have same value. Our expectation is that there
exist a version of holography with dynamical boundary metric whose investigation is deferred
to future work.
ε-Expansion in the Gross-Neveu CFT
In the third part of the thesis, we have studied O(N) Gross-Neveu model in 2 +  dimension
at the Wilson-Fisher fixed point. The aim of this chapter is to demonstrate the power of
conformal symmetry in restricting the observables in the theory and in some cases, as con-
sidered here, in completely determining certain observable such as the anomalous dimension
of composite operators. Here we generalized the earlier work of Rychkov and Tan to com-
pute the anomalous dimension for a class of composite operators in the theory. In doing so
we have employed the “cow-pie” contraction algorithm of Basu and Krishnan, extended to
fermions. We find a general expression for the leading order anomalous dimension for the
composite operators V2n and V A2n+1.
yn,1 = −(N − 1)
(N − 2)
n−1∑
m=1
ρm (8.2)
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where ρm is a specific OPE coefficient in the free theory. We compare our results to previous
works in the literature, the leading order anomalous dimension of operators ψ and ψψ, for
instance,
γ1 =
(N − 1)
4(N − 2)2 
2, (8.3)
γ2 = −(N − 1)
(N − 2), (8.4)
match with the Feynman diagram computation.
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Appendix A
A.1 sl(3) algebra and generators
For sl(3) generators we use the principle embedding basis where the generators {Li,Wj}
satisfy the algebra
[Li, Lj] = (i− j)Li+j (A.1)
[Li,Wj] = (2i− j)Wi+j (A.2)
[Wi,Wj] = −1
3
(i− j)(2i2 + 2j2 − ij − 8)Li+j (A.3)
We work with the 3 × 3 fundamental representation and the generators are explicitly
given by
L−1 =
 0 −2 00 0 −2
0 0 0
 , L0 =
 1 0 00 0 0
0 0 −1
 , L1 =
 0 0 01 0 0
0 1 0

W−2 =
 0 0 80 0 0
0 0 0
 , W−1 =
 0 −2 00 0 2
0 0 0
 , W0 = 2
3
 1 0 00 −2 0
0 0 1
 (A.4)
W1 =
 0 0 01 0 0
0 −1 0
 , W2 =
 0 0 00 0 0
2 0 0

The Killing metric of sl(3) is given by
γAB = x Tr[TA, TB], x ∈ R (A.5)
123
where TA ∈ {Li,Wj}, i = −1, · · · , 1, j = −2, · · · , 2. We choose the constant x such that
γAB =

0 0 −1 0 0 0 0 0
0 1/2 0 0 0 0 0 0
−1 0 0 0 0 0 0 0
0 0 0 0 0 0 0 4
0 0 0 0 0 0 −1 0
0 0 0 0 0 2/3 0 0
0 0 0 0 −1 0 0 0
0 0 0 4 0 0 0 0

(A.6)
A.2 Equations of Motion for General sl(3,R) Connection
For a general gauge field a(t, φ),
a(t, φ) =
(
1∑
i=−1
µ(i)(t, φ)Li +
2∑
j=−2
ν(j)(t, φ)Wj
)
dt
+
(
1∑
i=−1
L(i)(t, φ)Li +
2∑
j=−2
W(j)(t, φ)Wj
)
dφ (A.7)
equations of motion impose constraints on the chemical potentials and charges. The equation
of motion is given by
Ftφ = ∂taφ − ∂φat + [at, aφ] (A.8)
which in the component form are given by
L(1)µ(0) − L(0)µ(1) + 2W(1)ν(0) − 2W(0)ν(1) + 4W(−1)ν(2) − 4W(2)ν(−1)
+ ∂φµ
(1) − ∂tL(1) = 0 (A.9)
−2L(−1)µ(1) + 2L(1)µ(−1) − 2W(−1)ν(1) + 16W(−2)ν(2) + 2W(1)ν(−1)
− 16W(2)ν(−2) + ∂φν(0) − ∂tL(0) = 0 (A.10)
L(−1)µ(0) − L(0)µ(−1) + 2W(−1)ν(0) − 4W(−2)ν(1) + 2W(0)ν(−1) + 4W(1)ν(−2)
− ∂φν(−1) + ∂tL(−1) = 0 (A.11)
2W(−2)µ(0) −W(−1)µ(−1) + L(−1)ν(−1) + 2L(0)ν(−2) − ∂φν(−2) + ∂tW(−2) = 0 (A.12)
−W(−1)µ(0) − 4W(−2)µ(1) + 2W(0)µ(−1) − 2L(−1)ν(0) + L(0)ν(−1) + 4L(1)ν(−2)
+ ∂φν
(−1) − ∂tW(−1) = 0 (A.13)
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−3W(−1)µ(1) + 3W(1)µ(−1) − 3L(−1)ν(1) + 3L(1)ν(−1) + ∂φν(0) − ∂tW(0) = 0 (A.14)
W(1)µ(0) − 2W(0)µ(1) + 4W(2)µ(−1) + 2L(1)ν(0) − L(0)ν(1) − 4L(−1)ν(2)
+ ∂φν
(1) − ∂tW(1) = 0 (A.15)
2W(2)µ(0) −W(1)µ(1) + L(1)ν(1) − 2L(0)ν(2) + ∂φν(2) − ∂tW(2) = 0 (A.16)
A.3 The Metric of Poojary-Suryanarayana
In [117], the proposed gauge field solution (5.41), (5.42) translates to the following metric in
the Banados radial gauge b = exp(ρL0) that they work with:
gρρ = 1, gρt = −1
2
f 0, gρφ = −1
2
f 0
gtt = e2ρ(−1 + f−1) +
[
1
4
f 0
2 − f 1f−1 + 1
3
g0
2 − g1g−1 + κ+ κ˜− f−1κ˜+ 4g−2(g2 + ω˜)
]
− e−2ρκ(f 1 + κ˜) + 4e−4ρω(g2 + ω˜) (A.17)
gtφ = e2ρf−1 +
[
1
4
f 0
2 − f 1f−1 + 1
3
g0
2 − g1g−1 + κ− κ˜+ 4g−2g2
]
− e−2ρf 1κ
+ 4e−4ρg2ω
gφφ = e2ρ(1 + f−1) +
[
1
4
f 0
2 − f 1(1 + f−1) + 1
3
g0
2 − g1g−1 + κ+ κ˜+ f−1κ˜+ 4g−2(g2 − ω˜)
]
+ e−2ρκ(κ˜− f 1) + 4e−4ρω(g2 − ω˜)
Notice that this metric does not fall under the usual Fefferman-Graham form because of the
non-vanishing gρt and gρφ components. However this metric is still allowed by the generalized
Fefferman-Graham class of metrics of (5.5).
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Appendix B
B.1 Asymptotic solution
The relation between the various gi’s (with i < d) in Fefferman-Graham expansion is deter-
mined by solving Einstein’s equation iteratively. This was worked out in detail in [130] and
here we collect some useful results for completeness. The indices below are raised with the
metric g0.
The determinant of induced metric on ρ =  boundary can be expanded as follows
√−g = √−g0
(
1 +
1
2
Tr(g−10 g2) +
1
8
2
(
(Tr(g−10 g2))
2 − Tr(g−10 g2)2
)
+O(3)
)
(B.1)
The leading coefficients gn for n 6= d are given by 1
g2 ij = − 1
(d− 2)
(
Rij − 1
2(d− 1)Rg0 ij
)
(B.2)
g4 ij =
1
(d− 4)
(
1
8(d− 1)DiDjR−
1
4(d− 2)D
kDkRij +
1
8(d− 1)(d− 2)g0 ijD
kDkR
− 1
2(d− 2)R
klRikjl +
(d− 4)
2(d− 2)2R
k
i Rkj +
1
(d− 1)(d− 2)2RRij
+
1
4(d− 2)2R
klRklg0 ij − 3d
16(d− 1)2(d− 2)2R
2g0 ij
)
(B.3)
For n = d, one can obtain the trace and divergence of gn as well as the coefficient of
logarithmic term hd from Einstein’s equation and we refer the reader to Appendix A of
[130]. On-shell g2 is determined in terms of the induced metric γ as [130]
1Our convention for Ricci tensor and Ricci scalar differ from [130] by a minus sign
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Tr g2 =
1
2(d− 1)
(
−R[γ] + 1
(d− 2)
(
Rij[γ]R
ij[γ]− 1
2(d− 1)R
2[γ]
)
+O[R3[γ]]
)
(B.4)
Tr g22 =
1
(d− 2)22
(
Rij[γ]R
ij[γ] +
4− 3d
4(d− 1)2R
2[γ] +O[R3[γ]]
)
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Appendix C
C.1 Legendre Transform Approach
The Neumann action can be thought of as a boundary Legendre transform of the Dirichlet
action. The Neumann and Dirichlet action are related by [122]
SrenN = S
ren
D −
∫
∂M
ddx pirenab γ
ab (C.1)
where pirenab =
δSrenD
δγab
. pirenab is further related to the renormalized boundary stress tensor as
pirenab = −
√−γ
2
T renab (C.2)
So, given the renormalized action and the boundary stress tensor for the Dirichlet case,
we can use the above relations between the Dirichlet and Neumann action to obtain a
renormalized action for the Neumann case. This serves as an independent check of the
holographic renormalization of Neumann case and we will go through each case (d = 2, 3, 4)
separately here.
C.1.1 AdS3
The renormalized Dirichlet action and stress-tensor for AdS3 are given by [129, 130]
SrenD =
1
2κ
∫
M
d3x
√−g(R− 2Λ) + 1
κ
∫
∂M
d2x
√−γΘ (C.3)
− 1
κ
∫
∂M
d2x
√−γ
and
T renab =
1
κ
(Θab −Θγab + γab) (C.4)
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where we have set l = 1. Using (C.1) and (C.2) we immediately see that
SrenN =
1
2κ
∫
M
d3x
√−g(R− 2Λ) + 1
2κ
∫
∂M
d2x
√−γΘ (C.5)
which matches with the renormalized Neumann action obtained by holographic renormal-
ization.
C.1.2 AdS4
In AdS4, the renormalized Dirichlet action and stress tensor is [129, 130] (for l = 1)
SrenD =
1
2κ
∫
M
d4x
√−g(R− 2Λ) + 1
κ
∫
∂M
d3x
√−γΘ (C.6)
− 2
κ
∫
∂M
d3x
√−γ
(
1 +
(3)R
4
)
and
T renab =
1
κ
(
Θab −Θγab + 2γab − (3)Gab
)
(C.7)
Using (C.1) and (C.2) we obtain
SrenN =
1
2κ
∫
M
d4x
√−g(R− 2Λ) + 1
κ
∫
∂M
d3x
√−γ
(
1−
(3)R
4
)
(C.8)
which is in agreement with the renormalized Neumann action obtained by holographic renor-
malization.
C.1.3 AdS5
For the case of AdS5 the renormalized action and stress-tensor are given by [129, 130] (for
l = 1)
SrenD =
1
2κ
∫
M
d5x
√−g(R− 2Λ) + 1
κ
∫
∂M
d4x
√−γΘ (C.9)
− 3
κ
∫
∂M
d4x
√−γ
(
1 +
(4)R
12
)
and
T renab =
1
κ
(
Θab −Θγab + 3γab − 1
2
(4)Gab
)
(C.10)
Using (C.1) and (C.2) we once again obtain the renormalized Neumann action which matches
with the one obtained by holographic renormalization
129
SrenN =
1
2κ
∫
M
d5x
√−g(R− 2Λ)− 1
2κ
∫
∂M
d4x
√−γΘ (C.11)
+
3
κ
∫
∂M
d4x
√−γ
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Appendix D
D.1 Gauss-Codazzi-Ricci relations
Gauss-Codazzi relations helps us express the spacetime curvature tensors in terms of the
intrinsic and extrinsic curvatures of the embedding hypersurface. They can be summarized
as follows:
R + 2Rabu
aub = (2)R− kˆabkˆab + kˆ2 (D.1)
σabucR
bc = dakˆ − dbkˆba
σacσbdR
cd = − 1
N
Lmkˆab − 1
N
dadbN +
(2)Rab + kˆkˆab − 2kˆackˆcb
where Lm refers to the Lie derivative with respect to the vectorma = Nua, da is the covariant
derivative w.r.t the metric σab and kˆab is the extrinsic curvature of B embedded in B.
The last of these relations does not arise as commonly as the first two, we refer the
reader to [168]. We need all three of them in our simplifications of the ADM version of the
renormalized actions.
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Appendix E
E.1 OPE coefficients from 3-point function
As mentioned in Section 7.2, the OPE coefficients, qi, are completely determined by the
conformal symmetry [169]. Here we outline a procedure for obtaining these coefficients from
an expansion of 3-point functions. For the case in hand, the coefficients are computed from
a scalar-fermion-antifermion 3-pt correlator which takes following form [170, 171]
〈V2n(x1)V A2n+1 a(x2)V B1 b(x3)〉 = C123
(6x23)abδAB
(x212)
l3 (x223)
l1 (x231)
l2
(E.1)
+ C ′123
(6x126x31)abδAB
(x212)
l′3 (x223)
l′1 (x231)
l′2
where l1, l2 and l3 and their primed counterparts are determined in terms of the scaling
dimensions of the operators
l1 =
1
2
[1−∆2n + ∆2n+1 + ∆1]
l2 =
1
2
[∆2n −∆2n+1 + ∆1] (E.2)
l3 =
1
2
[∆2n + ∆2n+1 −∆1]
and l′1 = l1 − 1/2, l′2 = l2 + 1/2 and l′3 = l3 + 1/2. The functional form of the 3-pt function
(E.1) is essentially fixed by imposing conformal symmetry, i.e.
0 = 〈GIV2n(x1)V A2n+1 a(x2)V B1 b(x3)〉 (E.3)
= 〈[GI , V2n(x1)]V A2n+1 a(x2)V B1 b(x3)〉+ 〈V2n(x1)[GI , V A2n+1 a(x2)]V B1 b(x3)〉
+ 〈V2n(x1)V A2n+1 a(x2)[GI , V B1 b(x3)]〉
where GI collectively stand for the generators of the conformal group and V2n(x1), V A2n+1 a(x2)
and V B1 b(x3) are all assumed to transform as primary under the action of GIs.
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The case of n = 1 has to be treated separately since V3 is not primary. For the time being,
we consider the simpler case of all three operators being primary and return to n = 1 case in
the end. Now we imagine a scenario where the first two operators, V2n(x1) and V A2n+1 a(x2),
are coming together such that |x12|  |x31| and |x12|  |x23|. This allows us to expand the
3-pt function (E.1) by eliminating x31 using the relation
x231 = x
2
23
(
1 +
2x12.x23
x223
+
x212
x223
)
(E.4)
Substituting this in (E.1) and keeping leading terms in x12 we obtain following series
〈V2n(x1)V A2n+1 a(x2)V B1 b(x3)〉 ≡ C123
(6x23)abδAB
(x212)
l3 (x223)
l1 (x231)
l2
(E.5)
≈ C123(x212)−
1
2
[∆2n+∆2n+1−∆1]
[
(6x23)ab
(x223)
∆1+
1
2
− 2l2 (6x23)ab(x12.x23)
(x223)
∆1+
3
2
]
− C ′123(x212)−
1
2
[∆2n+∆2n+1−∆1]
[
(x212)
3/2δab
(x223)
∆1+
1
2
+
(x212)
1/2(6x126x23)ab
(x223)
∆+ 1
2
]
Since the operators V2n and V A2n+1 a(x2) are close, we may use OPE (7.18). Substituting this
into the LHS of (E.1), we obtain
〈V2n(x1)V A2n+1 a(x2)V B1 b(x3)〉 ≈ f˜(x212)−
1
2
[∆2n+∆2n+1−∆1]
[
〈V A1 a(x2)V B1 b(x3)〉 (E.6)
+ q1 x
µ
12∂2 µ〈V A1 a(x2)V B1 b(x3)〉+ q2 (6x126 ∂2)ac〈V A1 c(x2)V B1 b(x3)〉
]
This evaluates to
〈V2n(x1)V A2n+1 a(x2)V B1 b(x3)〉 ≈ f˜(x212)−
1
2
[∆2n+∆2n+1−∆1]
[
(6x23)ab
(x223)
∆1+
1
2
(E.7)
+ q1
(
(6x23)ab
(x212)
∆1+
1
2
− (2∆1 + 1)(x12.x23)(6x23)ab
(x223)
∆1+
3
2
)
+ q2
(d− 2∆1 − 1)(6x12)ab
(x223)
∆1+
1
2
]
δAB
Comparing this with the 3-pt expansion (E.1), we see that the terms proportional to C ′123
does not match with the terms in (E.7). Therefore we have C ′123 = 0 and
q1 =
∆2n −∆2n+1 + ∆1
2∆1 + 1
(E.8)
q2 =
∆2n −∆2n+1 + ∆1
(2∆1 + 1)(2∆1 + 1− d)
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The fermion-scalar-anti-fermion 3-point function is given by
〈V A2n+1 a(x1)V2n+2(x2)V B1 b(x3)〉 = C123
(6x126x23)abδAB
(x212)
m3 (x223)
m1 (x231)
m2
(E.9)
+C ′123
(6x31)abδAB
(x212)
m′3 (x223)
m′1 (x231)
m′2
with
m1 =
1
2
[1−∆2n+1 + ∆2n+2 + ∆1] (E.10)
m2 =
1
2
[∆2n+1 −∆2n+2 + ∆1]
m3 =
1
2
[1 + ∆2n+1 + ∆2n+2 −∆1]
and m′1 = m1 + 1/2, m′2 = m2 − 1/2 and m′3 = m3 − 1/2. Here we may set C ′123 = 0 which
follows directly from the arguments of the previous case. Proceeding in a similar manner,
the 3-point function expansion takes the form
〈V A2n+1 a(x1)V2n+2(x2)V B1 b(x3)〉 ≡ C123
(6x126x23)abδAB
(x212)
m3 (x223)
m1 (x231)
m2
(E.11)
≈ C123(x212)−
1
2
[∆2n+1+∆2n+2−∆1+1](6x12)ac
[
(6x23)cb
(x223)
∆1+
1
2
− 2m2 (x12.x23)(6x23)cb
(x223)
∆1+
3
2
]
On the other hand, OPE of the first two operators is given by
V A2n+1 a(x1)× V2n+2(x2) ≈ f˜(x212)−
1
2
[∆2n+1+∆2n+2−∆1+1](6x12)ac (E.12)
×
[
δcd + q1 δcdx
µ
12∂2 µ + q2 (6x126 ∂2)cd
]
V A1 d(x2)
Substituting this in the LHS of (E.9) and comparing with (E.11), we get
q1 =
∆2n+1 −∆2n+2 + ∆1
2∆1 + 1
(E.13)
q2 =
∆2n+1 −∆2n+2 + ∆1
(2∆1 + 1)(2∆1 + 1− d)
We now return to the case of n = 1 in (E.1). Here we have
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〈V2(x1)V A3 a(x2)V B1 b(x3)〉 = −
1
α()
(6 ∂2)ac〈V2(x1)V A1 c(x2)V B1 b(x3)〉 (E.14)
− 1
α()
[
(d+ 2l1)δab − 2l3 (6x126x23)ab
x212
]
1
(x212)
l3 (x223)
l1 (x231)
l2
Expanding the above expression for |x12|  |x31| and |x12|  |x23| as previously, and
comparing against the OPE gives the required coefficient
q22 ≈
(γ2,1 + 1)
4γ1,2
(E.15)
where we have used the fact that γ1 = γ1,22 and γ2 = γ2,1. Similarly, from the
〈V A1 a(x1)V4(x2)V B1 b(x3)〉 3-pt function one obtains
q32 ≈ −
(1 + γ4,1)
4γ1,2
(E.16)
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Appendix F
F.1 Computing f2pρ2p and f2p+1ρ2p+1 from cow-pies
In this appendix we give an alternate way to obtain f2pρ2p and f2p+1ρ2p+1 coefficients using
cow-pie contractions. This works as a double check of our results, because there are not
many results other than (7.41) and (7.42) that we can check in the literature.
F.1.1 f2pρ2p
For the ease of counting, we invert the cow-pie and start the contractions from the single
kernel. There are two cases to consider,
Case I : The ‘−’ kernel remains uncontracted. It is easy to see that its contribution is zero
because rest of the contractions cannot give the desired operator.
Case II : The ‘−’ kernel is contracted with ‘+’ from the double cow-pie.
• • •+ − + − + − −
• • •+ − + − + −
which contributes −pF p−1,0,1p,0,0;1,1 which can again be evaluated using cow-pies. Once again,
we invert the cow-pie diagram and start the contractions from the uncontracted ‘−’ in
the double cow-pie. As can be readily seen, there are two cases to consider:
(a) : ‘−’ remains uncontracted. This gives a contribution of F p,0,0p+1,0,0;1,1.
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• • •+ − + − + −
• • •+ − + − + − −
F p,0,0p+1,0,0;1,1 can in turn be evaluated using cow-pies. This is similar to the case of
f2p and f2p+1 and its recursion equation is given by
F p,0,0p+1,0,0;1,1 = (p+ 1)(N − p)F p−1,0,0p,0,0;1,1 (F.1)
(b) : ‘−’ can be contracted with one of the double cow-pies. This gives a factor of
(p+ 1)F p,0,0p,0,1;1,2
• • •+ − + − + −
• • •+ − + − + − −
Putting all the pieces together, we have the following system of recursion equations
F p,0,0p,0,1;1,2 = −pF p−1,0,1p,0,0;1,1 (F.2)
F p,0,1p+1,0,0;1,1 = F
p,0,0
p+1,0,0;1,1 + (p+ 1)F
p,0,0
p,0,1;1,2
F p,0,0p+1,0,0;1,1 = (p+ 1)(N − p)F p−1,0,0p,0,0;1,1
which can be solved along with the launching conditions F 0,0,00,0,1;1,2 = 0, F
0,0,1
1,0,0;1,1 = 1 and
F 0,0,01,0,0;1,1 = 1. Using the expression for f2p in (7.22), we obtain
ρ2p = − p
N − 1 (F.3)
F.1.2 f2p+1ρ2p+1
We proceed analogous to the even case, i.e. f2pρ2p. As in the previous case, we start the
contractions with the single kernel ‘−’. Again, we have two cases:
Case I : ‘−’ remains uncontracted. This indeed contributes, with a factor of F p,0,0p+1,0,0;1,1 which
can be further evaluated using cow-pies. It can be seen that the recursion equation for
F p,0,0p+1,0,0;1,1 is given by
F p,0,0p+1,0,0;1,1 = (p+ 1)(N − p)F p−1,0,0p,0,0;1,1 (F.4)
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Case II : ‘−’ is contracted with one of the double cow-pies. This contributes a factor of
(p + 1)F p,0,0p,0,1;1,2, where F
p,0,0
p,0,1;1,2 can be furthermore evaluated using cow-pies. To this
end, we invert the cow-pie diagram and once again consider two separate cases
a : ‘−’ of the double cow-pie remains uncontracted. It can be seen that this does
not contribute as we do not get the desired operator.
b : ‘−’ of the double cow-pie is contracted with one of the double cow-pies. This
contributes −pF p−1,0,1p,0,0;1,2.
• • •+ − + − + − + −
• • •+ − + − + − −
Thus we have following system of recursion equations, which can be solved along with
the launching conditions F0, 0, 11,0,0;1,2 = 1, F
0,0,0
1,0,0;1,1 = 1, F
0,0,0
0,0,1;1,2 = 0.
F p,0,1p+1,0,0;1,2 = F
p,0,0
p+1,0,0;1,1 + (p+ 1)F
p,0,0
p,0,1;1,2 (F.5)
F p,0,0p+1,0,0;1,1 = (p+ 1)(N − p)F p−1,0,0p,0,0;1,1
F p,0,0p,0,1;1,2 = −pF p−1,0,1p,0,1;1,2
Using (7.24), along with above set of recursion equations gives
ρ2p+1 = 1− p
N − 1 (F.6)
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