Abstract. In the paper su cient second order optimality conditions are established for parabolic boundary control problems with nonlinear boundary condition and constraints on the control and the state. The main idea is to extend the known theory for systems governed by ordinary di erential equations to the case of partial di erential equations. This is performed by means of a semigroup approach and a two-norm technique. The veri cation of the second order conditions is discussed.
1. Introduction. This paper is a further contribution to the theory of optimality conditions for optimal control problems with distributed parameters. The control system under consideration is governed by a semilinear parabolic equation, hence the control problem belongs to the class of nonconvex optimization problems. In contrast to parabolic control problems with convex objective functional and linear equation, where the list of references on optimality conditions is very extensive, merely a few investigations have been devoted to the case of non{linear parabolic equations. We mention only FRIEDMAN 9] , SACHS 22] , SCHMIDT 23] , TR OLTZSCH 24] whose papers are close to the topic of our work. They are concerned mainly with rst order necessary optimality conditions in the form of "local" maximum principles. Another group of publications is devoted to generalizations of the Pontrjagin maximum principle, which avoids the linearization with respect to the control (being typical for "local" maximum principles). We refer to FATTORINI 8] , 6], v. WOLFERSDORF 29] .
First order optimality conditions are very useful to derive structural properties of optimal controls such as bang{bang{theorems and their generalizations (see, for instance, TR OLTZSCH 24] ). However, they are lacking in the su ciency for non{ convex problems. Therefore, their application to the numerical analysis of optimal control problems is limited mainly to the convex case, where the strong convergence of sequences of optimal control of (FEM{) approximations of the control problems can be shown. A number of papers is concerned with such investigations, for instance by LASIECKA 15] , 17], KNOWLES 13] , ALT and MACKENROTH 1], MALANOWSKI 19] and others.
In non{convex problems su cient second order conditions at the optimal point are a substitute for convexity. The theory of su cient second order conditions for twice di erentiable extremal problems in function spaces is known to be more rich and interesting than that for problems in nite{dimensional spaces. This is due to the so{ called two{norm discrepancy, expressing the non{compatibility of the norms needed for second order optimality conditions. This di culty was resolved successfully by IOFFE 12] and MAURER 20]. Basing on these general results a satisfactory theory of su cient second order conditions and its application to non{linear optimal control problems governed by ordinary di erential equations was worked out. Our paper aims to contribute to an analogous theory of second order su cient optimality conditions for control problems governed by semilinear parabolic initial{boundary value problems with constraints on the control and the state. We continue our investigations in 10], where a control problem for the one{dimensional heat equation without state constraints was considered. For a higher dimensional version we refer to 11]. A rst application of these 1 results to the numerical approximations of the corresponding problem is contained in TR OLTZSCH 27].
The extension to higher{dimensional problems is based on a semigroup approach. We rely heavily upon recent results by AMANN 3] By the simple transformationw(t; x) = e ?t w(t; x) the case x can be transformed back to our problem (with re{de ned non{linear functions). Moreover, the theory works analogously for more general uniformly elliptic di erential operators with C 1 {coe cients.
The function b = b(t; x; w; u) de nes a Nemytskij operator B by B(w; u)(t; x) = b(t; x; w(t; (2.5) 3 We should note that (2. ) ; (2.6) for all 0 < < 0 < 1 + 1 r derived by AMANN 3] . We assume throughout this paper that T > 0 meets this requirement. Often we can proceed on the assumption T = 1, we mention only SCHMIDT 23] , who considered several practical important types of nonlinear boundary conditions.
The presence of the state{constraint (2.3) essentially complicates the treatment of our non{linear optimal control problem. This di culty can be resolved embedding the problem into a general class of non{linear programs in Banach spaces with equality and inequality constraints. Therefore, it is natural and necessary to invoke the corresponding extensive theory of optimality conditions. In view of this, we now convert the control problem into a mathematical programming problem:
We The state constraints can be formalized by linear operators G i ,
being continuous from C( 0; T]; C( )) to C 0; T]. After introducing the operators
; the new state function v(t) = w(t), and d(t) = S(t)w 0 , we can formulate our control problem as In this way, the rst order Fr echet derivatives admit the following form: 
The For the proof of a Lagrange multiplier rule we need a certain regularity condition. In a next step we extend the space X 1 U 1 to X p U p , i.e. we look for all solutions of this problem in X p U p . As K and L map X p into spaces of continuous functions, the linearized admissible set remains unchanged. Moreover, continuity and extension properties of B v , B u , (f i ) 0 , i = 1; 2; 3, imply that F v and F u can be continuously extended to X p and U p . In view of this, we can assume F v 2 X p , F u 2 U p . On the other hand, the linearized problem in X p U p satis es the regularity condition at (v; u), for all v 2 X p ,
for all u 2 C, and the complementary slackness condition (3.5) holds. Writing down L v and L u we see that (3.6{3.7) are equivalent to (3.3{3.4).
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The concrete expression of (G i L) is derived in The function S p (s ? t) i belongs to C (D; C( ) Moreover, we shall use the following norms throughout this section: For 1 pha 1 we denote by k k the norm of U . The product space X U will be con ned with the norm k(v; u)k := max(kvk ; kuk ): 9 In order to overcome the known "two{norm discrepancy" which is the main diculty to derive su cient second order conditions, we follow MAURER 20] and assume:
(A1) For all admissible (v; u) there is a pair (k; z) = (k (v; u); z(v; u) (4.6) where 00 (t; x) is de ned analogously to b 00 (t; x) in section 3, p(t; x) is taken from (3.11), ww (t; x) = ww (t; x; w o (t; x)), ' ww = ' ww (x; w o (T; x)) and B 0 = B 0 (v o ; u o ).
The corresponding computations are too lengthy to be presented here. They are along the lines of the one{dimensional case discussed in GOLDBERG/TR OLTZSCH 10] and use mainly the formula for the derivative of q(z) = Q(e + TB(z)) ( ' w (x) = ' w (x; w o (T; x)). On the other hand, w o (T; x) is continuous on , as
