We introduce and investigate the grand Orlicz spaces and the grand Lorentz-Orlicz spaces. An application to the problem of global integrability of the Jacobian of orientation preserving mappings is given.
Introduction
The goal of this paper is to introduce and investigate the grand Orlicz spaces and the grand Lorentz-Orlicz spaces. The grand Lebesgue spaces were introduced by Iwaniec and Sbordone [12] and they found many applications in Analysis, see [12] , [10] . The small Lebesgue spaces were introduced by A. Fiorenza [5] as associate to grand spaces. They have applications to some boundary value problems, see [17] , [6] . Our investigation is closely related to [7] , [4] , where the second and the third authors studied the grand and small Lebesgue spaces and their analogs. The main difference with [7] is that now we do not use the general interpolation-extrapolation theory, although the technique from [13] is applied. The reason for this choice is that the real interpolation of the Orlicz spaces requires too strong conditions on the Orlicz functions. On the other hand, we use Lorentz-Orlicz classes, the quasinorm in which has the same structure as that given by the K-functional in the real interpolation. Therefore a direct approach is possible, which enable us to give characterizations of the grand Lorentz-Orlicz spaces and the grand Orlicz spaces (Theorem 2.4 and Proposition 2.6), similar to those for the grand Lebesgue spaces in [7] .
In Section 3 we give some applications to the problem of global integrability of the Jacobian of orientation preserving mappings in R n . Our results (Theorem 3.1 and Theorem 3.5) are analogs to the corresponding local estimates by Müller [15] , Iwaniec and Sbordone [12] , Greco [8] , Iwaniec and Martin [11] , Koskela and Zhong [14] . Note also that our technique could be applied to the problem of local integrability, but the results obtained will not be more general than those in Koskela and Zhong [14] .
Grand Orlicz spaces
Let (X, μ) be σ -finite measure space. First we consider Orlicz classes L (X, μ), denoted simply by L , where is an Orlicz function, i.e. a positive, continuous, strictly increasing function on (0, ∞), such that (0) = 0,
where f * denotes the decreasing rearrangement of f (see e.g. [3] ).
The Orlicz class L is not a linear set in general. The Orlicz space, denoted by L , is defined as the set of all f such that
This functional is a quasinorm if satisfies the following conditions:
for some constant c ≥ 1, and
where c(α) → 0 as α → 0. For instance, if is convex, or equivalent to a convex function, then the conditions (2.2), (2.3) are satisfied. Other examples are the functions (t) = t p (1 + log(1 + t)) q , p > 0, q > 0. It will be convenient to introduce more general classes, the Lorentz-Orlicz classes L h, , where h is a positive continuous weight on (0, ∞). has the quasinorm
Comparing with [7] , this suggests the following definition.
where h σ (t) := t σ h(t), 0 < σ 0 < 1/2, and N(σ ) is a positive continuous and increasing weight on (0, 1), tempered in the sense that N(2σ ) ≈ N(σ ) (see [9] ). For simplicity we write
and this functional is a quasinorm if satisfies (2.2) and (2.3).
For example, if (t) = t p , h(t) = 1, N(σ ) = σ , and μ(X) = 1, then we get the grand Lebesgue space L p) ([12] , [7] ). In this case (see Proposition 2.6 below)
Now we introduce the grand Orlicz space. Its definition is suggested by the applications below where we consider a weight N , generated by the function : 
where
Note that w N is a slowly varying function on (0, 1) (cf. [7] ).
Proof. Using the identity
we can write
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To estimate I , we change the variables σ → 2σ :
The estimate of II is as follows:
The estimates (2.10), (2.11) and (2.9) give
To prove the reverse, we split the integral
On the other hand,
Therefore (2.13), (2.14), (2.15) give
Finally, to prove (2.8), first we use (2.16) and get
For the reverse, let q(f/λ; h, , w N ) ≤ 1. Then (2.12) gives ρ(f/λ; , h, N ) ≤ c for some constant c > 1. Using the property (2.3), we obtain
The theorem is proved. 
and Theorem 2.4 gives
In the case μ(X) = 1 these formulae simplify.
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Proof. It is sufficient to prove the first part of (2.20). To this end we start with the embedding
uniformly with respect to 0 < σ < σ 0 .
To see this let q = p/(1 + σ ).
Since b is slowly varying,
Using this estimate, we get
hence (2.21) follows. Thus (2.20) is proved in one direction. To prove the reverse let
.
Changing the variables σ → 2σ and applying Hölder's inequality we get
Now the other direction of (2.20) follows from (2.22). The proposition is proved.
In general, we have the following theorem of equivalence.
Proof.
Step 1. First we prove
whence the left part of (2.24) follows. To see the right part, we write
1+σ .
grand orlicz spaces and global integrability of the jacobian 139
Step 2. Let
hence (2.24) implies I ≤ max(J, J 1+σ 0 ) < ∞. Thus (2.23) is proved in one direction. The proof of the reverse is analogous.
Global integrability of the Jacobian
Let be an open subset in R n , n ≥ 2, and let f = (f 1 , . . . , f n ) : → R n , be in the Sobolev class W 1,1 loc . Then the differential matrix Df (x) is defined a.e. in . Let J = J (f ; x) = det Df (x) be the Jacobian determinant and suppose that J (f, x) ≥ 0. Let g(x) := |Df (x)| be the operator norm of the differential matrix Df (x). In the theory of mappings of finite distortion, which has various applications in Analysis, in PDE, the problem of finding optimal conditions on the function g such that J ∈ L 1 loc , is important. This problem was studied in various papers. Let us recall some results. First, by Hadamard's inequality,
n , hence we have a condition for global integrability:
Further, we have the following results for local integrability. S. Müller [15] proved that
T. Iwaniec and C. Sbordone [12] sharpened (3.1) (in the case of local integrability) as follows
L. Greco [8] showed that
for some Orlicz functions and , generalizing the result of S. Müller. P. Koskela and X. Zhong [14] proved that
where GL is some kind of grand Orlicz class, defined as follows lim sup
Here the Orlicz function satisfies the conditions:
In this section we give global estimates, when = R n and g ∈ L ) . We shall use the conclusion in Remark 2.5 and define the grand space L ) without the conditions (2.2) and (2.3). Moreover, the conditions on (t) below are stated explicitly only for t > 1, supposing that on the interval (0, 1) the function is defined in such a way that it is an Orlicz function. 
Theorem 3.1. Let be an Orlicz function such that
Moreover, the following estimates are also valid (2) w (t) μ g (2) grand orlicz spaces and global integrability of the jacobian 141
Proof. Since g ∈ L n−ε we can apply the argument from [18] (see formula (2.3)) and derive the estimate
where M(x) is the Hardy-Littlwood maximal function of g. Using M(x) ≥ g(x) and an argument from [14] , we can replace the set {M(x) > t} in (3.8) by {2g(x) > t} and get the estimate
Here δ > 0 is needed only if n = 2. Introduce the function
Multiplying (3.9) by t
, integrating and using Fubini, we get
where P (x) := max(2, M(x)/2). Using again Fubini, we rewrite this as
Further, integrating by parts, we see that (since lim t→∞ t
for 0 < σ < σ 1 and small σ 1 . From here we derive (3.5) taking the limit as σ → 0. To prove (3.6), we are going to estimate appropriately the right-hand side of (3.10), using the same technique as in the proof of Theorem 2.4. Let
and by Hölder's inequality,
If the integral I (0) is divergent, we get the estimate (3.11)
On the other hand, if the integral I (0) is convergent, then
In (3.11), (3.12) we replace again σ by 2σ and use the estimate (2) t σ μ g (2) t (g * (s)) ds for all 0 < ε < ε g , where A g is a positive functional, depending on g. Taking the limit as ε → 0, we obtain (3.6), (3.7) . In order to prove (3.4), we start with (2) t σ μ g (2) t (g * (s)) ds.
grand orlicz spaces and global integrability of the jacobian 143
From here and (3.14) we get (3.15)
Using Theorem 2.4 and Remark 2.5, we see that (3.15) means
Finally, using homogeneity we get (3.4). The theorem is proved.
Remark 3.2. Starting with the estimate
and taking the supremum under the sign of the integral, we get the estimate
if g ∈ L n−ε for some small ε ≥ 0, where
In particular, if (t) = t n , then N (σ ) ≈ σ and v (t) ≈ (log t) −1 for t > 2. Hence if g ∈ L n−ε for some small ε ≥ 0, then
Another corollary is the estimate
which is an improvement of (3.1) and an analog of the local estimate (0.7) in [12] .
Note that (3.8) is true for g ∈ L n . Hence,
and taking the limit as t → ∞, we obtain J (f ; x) = 0. In particular, this means that inequality (3. Proof. In (3.10) we can replace 1 1+σ by and take the limit as σ → 0.
If in Theorem 3.1 we choose (t) = t n , then we get (1) w(t)
where 
Moreover, the following characterization of the grand Lebesgue-Karamata space is also valid
and using Hölder's inequality, we get
Analogously we estimate the integral II, representing ( To get rid of δ, we first replace f by λf , whence From here we get the estimate (3.20) using the same arguments as at the end of the proof of Theorem 3.1. The theorem is proved. Note that, in general, the class GL introduced by Koskela and Zhong [14] and used to obtain local integrability of the Jacobian, is larger than L ) . For example, suppose that (t) = t n (1 + | log t|) −α , 0 < α < 1/n. Then for large M,˜ (M) ≈ (log M) 1−αn and N (σ ) ≈ σ 1−αn for small σ . Let σ = (log M)
Since the volume of is finite, the assertion follows from here and Theorem 2.7.
