Thermal density functional theory (DFT) calculations often use the Mermin-Kohn-Sham (MKS) scheme, but employ ground-state approximations to the exchange-correlation (XC) free energy. In the simplest solvable non-trivial model, an asymmetric Hubbard dimer, we calculate the exact manybody energies, the exact Mermin-Kohn-Sham functionals for this system, and extract the exact XC free energy. For moderate temperatures and weak correlation, we find this approximation to be excellent. We extract various exact free energy correlation components and the exact adiabatic connection formula.
I. INTRODUCTION
Recent decades have seen enormous advances in the use of DFT calculations [1] of warm dense matter, a highly energetic phase of matter that shares properties of solids and plasmas [2] . Materials under the extreme temperatures and pressures necessary to generate WDM can be found in astronomical bodies, within inertial confinement fusion capsules, and during explosions and shock physics experiments [3] . These calculations are used in the description of planetary cores [4] [5] [6] , for the development of experimental standards [7, 8] , for prediction of material properties [9] [10] [11] , and in tandem with experiments pushing the boundaries of accessible conditions [12] . Because of this growing interest in WDM and thermal systems in general, we seek to better understand thermal DFT using exactly solvable models.
In almost all thermal DFT calculations, a crucial approximation is made: the exchange-correlation (XC) free energy in principle depends on the temperature [13, 14] , but in practice is approximated by a standard groundstate approximation. Most calculations are for extended systems, and usually use a generalized gradient approximation, such as PBE [15] . These Mermin-Kohn-Sham (MKS) [16, 17] calculations predict several key properties, such as the free energy and density for a given distribution of the nuclei, and any properties that can be extracted from these, such as equations of state of materials and Hugoniot shock curves [18] . If the exact temperaturedependent XC free energy were known, such properties would be exact [19] . In some cases, response properties are extracted from the thermal KS orbitals [9] , which involves a further approximation. Although no one has shown that the lack of thermal XC corrections is a fatal flaw in a given calculation, the pervasive use of this uncontrolled approximation is an underlying concern [20] that warrants investigation.
The crucial step that made zero-temperature DFT sufficiently accurate for chemical purposes was the introduction and testing of generalized gradient approximations about 20 years ago [21, 22] . By careful comparison with highly accurate benchmarks produced either by direct solution of the Schrödinger equation or from experiments with well-controlled errors, the general level of accuracy and reliability of such approximations was well documented [23] [24] [25] . With improved binding energies came the ability to determine molecular geometries for complex systems. A similar transformation is occurring in materials science today [26] .
But no such database or highly accurate results exist for thermal systems. It is hard to imagine experimental measurements of energies with the required accuracy under the relevant conditions, but calculations should be possible. Various Monte Carlo methods have been developed to study WDM in extended systems [27] [28] [29] [30] [31] [32] [33] . There have been multiple results from combining Monte Carlo and DFT for such cases [34] [35] [36] [37] . But none of these could approach the accuracy needed to invert the Kohn-Sham equations or extract highly accurate correlation energy components. For such purposes, finite molecular systems are often the only ones where sufficient accuracy can be practically achieved.
The prototype case for electronic structure and chemical binding is the simplest molecule, H 2 , and its binding energy curve at zero temperature is simple to calculate, to study the success of GGA's near equilibrium [38] and their failures as the bond is stretched [39] . But even this system is too difficult to calculate when the electrons are heated: Only the mean number of electrons is fixed, and all possible electron numbers must be included in evaluating the grand canonical partition function.
Here we circumvent this difficulty with the simplest representation of a diatomic molecule. In a minimal basis set (one function per atom), the full Hamiltonian is simply a 2-site Hubbard model to which lattice DFT applies [40] . The severe truncation of the Hilbert space makes exact solution possible in thermal DFT. By inverting the MKS equations, we perform the first exact cal-culations of correlation free energies and their individual components for an inhomogeneous system, an admittedly crude representation of a chemical bond. By performing self-consistent calculations with the exact ground-state exchange-correlation energy functional for this system, we show that the ground-state approximation works well, even becoming relatively exact in the high-temperature limit. We also illustrate several exact conditions on the correlation energy components. While such a simplified model cannot be used to test the accuracy of standard approximations applied in the continuum, such as the local density or generalized gradient approximations, it does provide a first glimpse at the behaviors of correlation energy components as a function of temperature, a subject about which almost nothing is known outside of the uniform electron gas.
This paper is laid out as follows. In section II A we review the ground-state of the asymmetric Hubbard model. In section II B we briefly outline thermal DFT. Next, in section III we write out the analytic expressions for the MB and MKS system. Lastly in section V we discuss some results using the ground-state XC functional.
II. BACKGROUND
A. Ground-state Hubbard Dimer
Ref. [40] is an exhaustive review of the asymmetric Hubbard dimer for the ground-state case. In this section we briefly review the Hamiltonian and the most salient points. The Hamiltonian is typically written aŝ
whereĉ † iσ (ĉ iσ ) are electron creation (annihilation) operators andn iσ =ĉ † iσĉ iσ are number operators, t is the strength of electron hopping between sites, U the Coulomb repulsion when two electrons are on the same site, and v i is the external potential on each site. Without loss of generality, we choose v 1 +v 2 = 0, ∆v = v 2 −v 1 , and denote the occupation difference ∆n = n 2 −n 1 . All terms in Eq. (1) have analogs in an ab initio Hamiltonian [40] . The hopping term plays a role logically analogous to the kinetic energy, the Coulomb repulsion is now ultra-short ranged but otherwise the same, and the on-site potential serves as the one-body potential. Most importantly the asymmetry is necessary to perform our analysis. Otherwise the occupation difference would vanish and we could not learn about the function(al) behavior. We choose units where 2 t = 1 and we vary U and ∆v.
The key observation is that repulsion and asymmetry directly compete. When U dominates over ∆v the density, ∆n, tends towards 0, while in the opposite limit ∆n tends towards 2. Additionally U < ∆v is the weaklycorrelated regime while U > ∆v is strongly-correlated. The difference between weak and strong correlation is very well characterized in the symmetric case, where an expansion in powers of U converges absolutely up to U = 4 t and diverges beyond that; similarly, an expansion in 1/U converges absolutely only for U > 4 t. Here, we restrict our attention to the weakly correlated regime in order to best mimic typical conditions of thermal DFT calculations.
B. Thermal Density Functional Theory
In this section we will briefly review the basics of thermal DFT [16] . For a more exhaustive treatment see Ref. [19] . We begin with an ensemble in thermal equilibrium connected to a bath at temperature τ . The free energy may be found from:
where v(r) is the one-body potential, µ is the chemical potential, and the minimization is over all positive densities with finite kinetic energy. The Mermin functional is
whereT is the kinetic energy operator,V ee the electronelectron repulsion operator,Ŝ the entropy operator, and the minimization is over all statistical density matrices with density n(r). The average particle number is determined uniquely by µ. Then one can construct the MKS equations[19]
where
and v H [n](r) is just the usual Hartree potential [41] and
The density is the sum over all orbitals,
where f τ i = (1+e
are their Fermi occupations. Finally, once self-consistency has been achieved, the free energy of the interacting system is reconstructed as:
. (8) where A S is the Kohn-Sham free energy.
If the exact XC free energy density functional (confusingly, often referred to as simply the XC energy) were known and used in the MKS equations, then their solution produces the exact density and free energy (and any other quantity that can be directly extracted from them). However, there are very few cases where we have access to the exact v XC (r). All practical MKS calculations use some approximation, and most use a simple ground-state approximation. To distinguish different levels of approximation, we write
where E XC [n] is the exact ground-state XC energy, and ∆A
is the difference in XC free energy from its ground-state value. We call this the thermal contribution to A τ XC . Then, the zero-temperature approximation (ZTA) is where we ignore the thermal contribution to A τ XC , i.e., A
i.e., we neglect thermal effects, but use the exact groundstate XC functional. This allows us to separate thermal from non-thermal XC effects in a completely well-defined manner. Of course, in practice, it is only in simple model systems that one has access to the exact ground-state XC functional.
In this language, most modern QMD calculations can be thought to have made two distinct approximations. The first is to make ZTA and ignore thermal contributions. The second is to use some common approximation for E XC [n] within ZTA. On the other hand, calculations that use, e.g., thermal LDA, go beyond ZTA, but approximate both the ground-state and thermal contributions to A τ XC [n].
III. ANALYTIC RESULTS
We apply this technology to the asymmetric Hubbard dimer. The DFT version of a lattice model is called siteoccupation functional theory (SOFT) [42] and has the distinct advantage of a truncated Hilbert space. We can compute every energy for every particle number and construct exact thermodynamic and DFT components. The truncation makes the calculation feasible. We expect that, for very high temperatures, the results will not be representative of realistic systems with infinite Hilbert spaces.
A. Exact many-body solution
To begin, we calculate the finite-temperature manybody energy and density for the Hubbard dimer. Begin with the grand canonical partition function
where E i (N ) is the i-th energy level of the Hamiltonian with N particles. The energies for 0 through 4 particles are calculated explicitly, yielding the exact partition function. From that we construct the grand potential, its derivatives, and the free energy in the usual fashion [43] :
We choose half-filling, N = 2, which means µ = U/2 (and µ = 0 for the MKS system) [44] . With the partition function and Boltzmann factors we can calculate ensemble averages:,
where X i,N is the expectation value of a general operatorX of the i-th state for N particles. Using Eq. (14) we compute the exact energy components for the dimer.
To do this, we calculate the expectation values for each particle number of the quantities of interest such as T , V ee , and ∆n. We list in the appendix all the expectation values for the total energies, energy components, coefficients of the eigenstates, and densities for all the particle numbers. In Fig. 1 and 2 , we plot the free energy and entropy as a function of temperature for several different values of ∆v. For the free energy we include curves for the zerotemperature approximation and for the entropy we include the self-consistent Kohn-Sham entropy (both to be discussed later). In both cases we pick a system, i.e. fix ∆v and U and see what happens as we heat it up. For the free energy, the values at τ = 0 recover the ground-state energies reported in Ref. [40] . Increasing temperature results in a decrease in free energy primarily due to the entropic term, −τ S, as expected. At small temperatures there is minimal effect as seen in Fig. 2 where the entropy is small and further multiplied by a τ 1 when calculating A. However, once the system is sufficiently warm the entropy plays a much larger role. In contrast, increasing ∆v lowers the entropy since the asymmetry restricts the motion of electrons. Lastly, the entropy approaches a maximum value of log(16) for higher temperatures where 16 is the number of states in our grand canonical ensemble.
B. Inversion and correlation components
Next, we construct the exact KS potential as well as various energy components using the MKS approach. To begin we construct the exact occupation difference ∆n from Eq. (14) . We plot the result in Fig. 3 for fixed U but against ∆v and vary τ . In this figure we also plot the ZTA result which will be discussed later. Increasing the temperature pushes the electrons apart, akin to repulsion. As the system heats up, ∆n becomes closer to 0 as both electrons sit on separate sites even when ∆v is large.
To construct the exact MKS potential, we first give formulas for non-interacting electrons (U = 0, a.k.a. tightbinding).
The grand canonical partition function collapses to the product
where i is the single-particle orbital energy. Eq. (12) and (13) can then be used. The entropy can also be explicitly given in terms of Fermi factors, where f i = (1 + e β( i−µ) ) −1 . The Kohn-Sham entropy is calculated in Fig. 2 where the Fermi factors are calculated from self-consistently solving the MKS equations (see below).
To construct the MKS system for the Hubbard dimer within SOFT, we simply repeat the exact calculation with U = 0, i.e., a tight-binding dimer. We find:
where α = (4τ cos φ) −1 , sin φ = x/ √ 1 + x 2 , τ is in units of 2 t, and x = ∆v S /2 t. To perform the inversion for a given density from the many-body problem, we perform a binary search at the given temperature on Eq. (17) to find ∆v S (∆n), the exact KS site-potential difference that yields the required occupation density. The exact ∆v XC for the given ∆n is then found by subtracting off the other potential contributions, i.e., ∆v and ∆v H . The Hartree energy (in the standard DFT definition [41] ) for this model is
and the Hartree potential is simply
and both functionals are temperature-independent. For two unpolarized electrons, E X = −U H /2 at all temperatures [19] , and so is also independent of τ . The thermal MKS hopping energy is just that of this tightbinding problem:
and the tight-binding MKS entropy is
With these simple results, we can now extract the correlation free energy for this problem as
where T τ , S τ , and V τ ee are calculated from the manybody problem via eqs. (14), (12) , and (14) . Since A τ X is trivial and has no thermal contribution for our system, A τ C is what we study, and we know of no other exact calculation of this quantity for a finite system.
IV. NUMERICAL RESULTS
Performing the inversion to explicitly analyze the MKS potential shows how the features of interactions are built into the non-interacting potential [45] [46] [47] . The crux of the MKS approach is that we capture the effects of interactions through the modified external potential ∆v S . For example, interaction causes the dimer occupations to be more symmetric, thus ∆v S < ∆v for a MB system with U > 0. Similarly, for any given density both potentials, ∆v and ∆v S , increase with temperature to counteract thermal effects pushing the system towards symmetry. But even in this simple model, there is a vast parameter space to be explored as, choosing 2 t = 1, we can vary U , ∆v, τ , and N . We focus on N = 2, and the weakly-correlated and low temperature corner of our parameter space: U, τ < 1. In particular, we avoid warming our model so much that properties are strongly influenced by the very limited Hilbert space. Specifically, we check that the system is not too hot by computing the occupations of all the states in the grand canonical ensemble. We test this in the symmetric case because it is most prone to overheating since asymmetry competes against thermal effects. For U = 1, uniform occupation of all states does not occur until τ 8 and appreciable uniformity does not start to arise until τ ≈ 4. Thus our results are not limited by the top of our Hilbert space.
We can calculate all the individual contributions to the correlation free energy by subtracting MKS quantities from their physical counterparts. These are the energy differences appearing in Eq. (22):
The kentropic correlation is K C = T C − τ S C and plays a key role in thermal DFT [48] . In Fig. 4 , we plot the exact correlation free energy functional, the sum of kinetic and potential correlation functional, and lastly the entropic correlation functional all for various temperatures. By fixing U and τ and plotting versus ∆n, we analyze the correlation as a density functional, i.e. we are no longer looking at a fixed system and instead are looking at the underlying structure of how thermal DFT behaves. We see that the correlation free energy is always negative, the kentropic contribution is always positive (not shown), and the potential contribution is always negative. These are consistent with conditions on the correlation [48] . This is the first exact investigation of those inequalities. The correlation free energy, A τ C , always decreases with temperature at U = 1, even though the components do not behave that way at small temperature. T C + U C and τ S C also decrease for all densities at larger temperature just like A C . In this regime, thermal effects dominate over interactions, resulting in the interacting system and the non-interacting system having similar energy components and thus relatively smaller correlation. But for small temperature, i.e. τ < 1 when U = 1, the MKS quantities are furthest from the exact system since neither effect dominates and this results in an even larger difference between the two systems than at τ = 0. Overall we see the same behavior as in the ground-state case [40] -correlation decreases as our system becomes more asymmetric. If the electrons are completely pinned on the lower site then there is no motion, the interaction is completely described by the Hartree, and there is only one entropic conformation. Next, we consider the adiabatic connection formula [49, 50] that has proven useful in studying and improving density functional approximations. The ground-state version was calculated for the Hubbard dimer in Fig. 21 of Ref. [40] . An alternative version, called the thermal connection formula, was derived in Ref. [51] , but that flavor relies on relating the coupling-constant to coordinate scaling. Such a procedure applies to continuum models, but not lattices. So we use the traditional version here, applied to finite temperature [48] :
where λ is a coupling constant inserted in front ofV ee in the Hamiltonian, but (unlike regular many-body theory) the density is held fixed during the variation. Here U τ,λ C is the potential correlation energy at coupling constant λ, which, for our model, is obtained by replacing U with λU .
In Fig. 5 , for the symmetric case, turning on temperature clearly reduces both the magnitude of the correlation and the degree of static correlation, as judged by the initial slope of the curves. Fig. 6 shows this result remains true beyond the symmetric case.
FIG. 7. Correlation free energy for the symmetric case with increasing values of U ranging from weak to strong correlation.
In Fig. 7 , we repeat the A τ C curves of Fig. 4 but now for fixed ∆n = 0 and increasing U . We start with the U = 1 from earlier and increase into the strongly correlated regime. The curves show a minimum at about τ = 0.25, particularly in U = 3 and 4. Thus the derivative with respect to temperature can be negative, and this does not happen even if we look closely at U = 1. Thus the correlation free energy is not generally monotonically decreasing in magnitude and the correlation energy is not bounded by the τ = 0 value.
V. ZERO-TEMPERATURE APPROXIMATION
In this section, we explore the effects of making the zero-temperature approximation (ZTA), in which thermal contributions are ignored (Eq. (10)). We use the (essentially) exact parametrization of the ground-state XC energy of the Hubbard dimer of Eq. (108) of Ref. [40] . This substitution is made in the calculation of the total free energy and in the MKS equations via the calculation of the XC potential, Eq. (6). We return to Fig. 1 , where we also plot the free energy in the ZTA by replacing A τ C (∆n) with E C (∆n), evaluated on the selfconsistent ∆n. We see that the error of ZTA is extremely small for τ 0.5. Moreover, trends are very well reproduced by the ZTA values, and fractional errors shrink for large τ . This suggests that free energies in such calculations may be reliable depending, of course, on the precision needed in a given calculation. The errors grow most rapidly with τ when the dimer is asymmetric. Thermal effects push the electrons apart, making the density more symmetric, in direct competition with ∆v. For larger ∆n, there is a larger error in ignoring thermal effects. Note that since we have only two electrons, our model is a worst case scenario. In many simulations, there are more valence electrons per site, and (exchange-)correlation components are a much smaller fraction of the total energy. In a realistic DFT calculation, the error made by approximating the ground-state functional would likely be much larger than the error due to the lack of temperature-dependence [52] . However, this is only part of the story. Real thermal DFT calculations are performed self-consistently within ZTA. Then both the density and MKS orbitals are often used to calculate response properties (usually on the MKS orbitals) [53] [54] [55] [56] [57] [58] [59] [60] [61] . In Fig. 3 , we compare the selfconsistent density obtained using Eq. (4) through Eq. (7). In Fig. 8 , we plot the differences. We see that the maximum errors in the density are small. At first they grow with small temperature but quickly start to lessen as temperature increases which will be further explained below. As ∆v gets large the error goes to zero since the asymmetry dominates over thermal effects.
In terms of Fig. 4 , the ZTA consists of approximating each of the curves by the corresponding black one. Because all correlation components tend to vanish with increasing temperature, while the total free energy grows in magnitude, the small error made in the ZTA becomes less relevant with increasing temperature. Specifically, we can analyze the symmetric case where correlation effects are at their strongest. At τ = 0 correlation is about 20% of the total energy but when the system is at τ = 1 correlation is roughly 2.5% of the total free energy. More importantly this is due to the total energy magnitude going up by a factor of 5 and the correlation only decreasing by a factor of 2. This explains the small errors in the ZTA free energies of Fig. 1 and the behavior of the self-consistent ZTA densities of Fig. 8 . Note that the temperatures need not be so high as to make the density uniform (i.e., symmetric). Fig. 3 shows that, even for the temperature at which density differences can be largest (τ = 1), the density difference can remain substantial as the temperature increases, if the inhomogeneity (∆v) is large enough.
VI. CONCLUSIONS
In summary, we have solved the simplest possible nontrivial system at finite temperature exactly, both for the many-body case and within MKS density functional theory. We have produced the first exact plots of MKS quantities and the ZTA approximation for a finite system (albeit one with a limited Hilbert space). When the system is weakly correlated system at low to moderate temperatures, the neglect of thermal contributions to the exchange-correlation functional has relatively little effect on the calculated free energies and even less on the selfconsistent densities. Present limitations of ground-state approximations, such as their inability to treat strongly correlated systems, are likely the greatest source of error in these calculations. Future work will explore other quantities of interest within thermal DFT and will analyze the ZTA more deeply. 
Appendix: Energies and Densities for all States
Here we list all the total energies, energy components, and density components for all particle numbers so that all the relevant ensemble averages of Eq. (14) can be reconstructed. We begin with the energies E 1 (2) and E 2 (2) are both positive and should be ordered 4 and 5 instead. However the three triplets, i.e. the three zero-energy states, give only zero values in the later expectation values, so for notational convenience we order the non-zero 2-particle states 0, 1, and 2 instead of 0, 4, and 5. These energies were used to construct Z gc in Eq. The ket |ij signifies an electron at site i and site j. These expectation values were used with Eq. (14) to construct the densities and energy components shown in the figures.
