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は じ め に
Internetは現 在 で はThelnternetを指 す よ う に な っ た が,元 来 は
inter-network,即ち個 々の組 織 も し くは組織 の集合体 の ネ ッ トワー ク間 を
(inter)接続 す る ネ ッ トワー ク とい う意 味で あ る。 また,InternetはInter-
netProtocol(IP)[1]によって通信 が行 われ るネ ッ トワ 一ーク であ る。
つ ま り,ネ ッ トワー クの 問 を接 続す る ものが なけれ ばlnternetは成 り立 た
ず,そ れ を行 ってい る代 表的 な ものがInterneteXchangeなのであ る。
InterneteXchange(以下IXと 書 く)は,異 な るネ ッ トワーク を接 続す る
ポイ ン トで あ り,こ こを通 じて組織 間のIPパ ケ ッ トが交換 され る。
IXには大 き くわ けて,GlobalIX(GIX),NationalIX(NIX),Regional
IX(RIX)の3つ があ る と考 え られ る。
GIXは国際 間のIPパ ケ ッ トを交換す る場 であ り,主 にアメ リカに置 か れて
い るCIX(CommercialInterneteXchange)がその役 割 を担 ってい る。
NIXは国内のIPパ ケ ッ トを交換す る場であ る。国内では,N【Xと して1994年
よ りWIDEProject(WidelyIntegratedDistributedEnvironmentProject)†1に
よっ てNSPIXP1(NetworkServiceProviderlnterneteXchangeProject1)
の実、験運用が始 ま り,現 在 はNSPIXP2,3での実験運 用が行 われ,ま た商用 の
IXも複数現 れてい る。
†1URL:http://www.wide.ad.jp/
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RIXは地域内におけるIPパケ ットのショー トカットの場 として作 られるこ
とが多 く,組織間の合意の基 に組織間のパケ ットのみを交換する。例えば道内
では釧路管内でこのようなRIXが活動 している。
IXではIPパケッ トが直接交換 される,つ まり,複数のネッ トワークインタ
フェースのいずれかか らやってきたIPパケッ トは,経 路表に基づいてしかる
べ きネットワークインタフェースへと送 られる。
図1にIXに おいてIPパケ ッ トが点線
を通過 して直接や りとりされることを示 し
ている。
多 くのユーザに対 してサービスを提供す
る場合,ユ ーザが どのネッ トワークに接続
して い るか に係 わ らず サー ビス の 質
(WWW(WorldWideWeb)でURL[2]
をクリックしてか ら実際に情報が手元に届
く時間といったもの)を 一定以内に保ちた
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い と考 える と,複 数 のネ ッ トワー クが接続 してい るIXを 介 して サー ビス を行
うことが望 ま しい。
しか し,既 存 のNIXに,あ る組 織が機 器 を持 ち込 んでサー ビス を行 うこ と
は不 可 能 で あ る。 そ れ で は,組 織 がNIXを 新 た に立 ち上 げ て,複 数 のISP
(lnternetServiceProvider)等と接続す ることが可 能か とい うと,こ れ も種 々
の理 由で不可能 なのが現実 であ る。
そ こで,本 論 文で はIXに 代 わ る概念 と して,複 数 のISPとの接続 を行 うが
IPパケ ッ トの直接 的 なforwardingを伴 わない,Internetにお けるLayer4†2
で の ア プ リケー シ ョ ンサー ビ ス と してContentsLayerInterneteXchange
(CLIX)を提 案 し,CLIXが 複 数 のISPと接 続す る場合 に生 じる諸 問題 と,
現在実験 を行お うとして いるCLIXProjectについて の概要 説明 を行 う。
†20SI的 に表現するとLayer7
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図2にCLIXの概念を示す。図1と 異な
るのは,CLIXを通過 して直接IPパケ ッ
トが交換 されることはない とい う点であ
る。
即ち,CLIXとや りとりされるパケッ ト
は,発 信元IPア ドレスがCLIXのIPアド
レスであるか,相 手先IPアドレスがCLIX
のIPア ドレスであるかのいずれかを満た
している場合に限られ,そ れ以外のパケ ッ
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トがや って くる ことはな く,仮 にそれ以外 のパ ケ ッ トや って くるこ とがあって
も,IXの ようにそのパケ ッ トを中継す る ことは行 わない。
2イ ンターネ ッ トの接続形態
ここでは,現在のインターネッ トが どのような接続モデルの上で成 り立って
いるかと,なぜ国内でNIXが増やせないのかについて説明を行う。
2.1ASモ デル とIX
現 在 の イ ンター ネ ッ トのモ デル は,ネ ッ トワー クの 自律 的主体 範囲 で あ る
AS(AutonomousSystem)番号 を もつ組織 と,GIXとNIX及 び一部 のRIX
のバ イパス によって成 り立 ってい る。
通常AS番 号 を持 つ組織 は,1つ 以 上のIXと 接続 を行い,他 の組織 と通信
を行 ってい る。 通信 を行 うか どうか は,両 方 の組 織 のAUP(AcceptableUse
Policy)によって合意 可能 な範囲 で定め る。 また,通 信 を行 うため に必要 とな
る経路 表は通常BGP4[3]によって交i換され ている。
国内同士 のパ ケ ッ トはNIXで 交換 し,海 外 とのパケ ッ トはGIXで 交換す る
のが通例 であ る。米 国が現在 はGIXの 役 割の大部分 を負 ってい る。
AS番 号 を もつ 組織 は,ISPや 学術 研 究組 織(WIDE,SINET(ScienceIn一
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formationNetwork)†3)等のネッ トワーク管理組織である。
通常 このような組織 はNIXに接続 して,互 いのAS問 のパケ ットを交換す
る。これをpeeringとい う。NIXでのpeeringは,NIXに接続する組織全て
と必ずpeeringを行 うという方法 と,AS同 士のネゴシエー ションによって
peeringを決める方法がある。
また,こ のようなAS番 号 をもつ組織 は自前でGIXへの接続,い わゆる自
前の海外線を持ち,海 外の組織 との通信は自前の海外線を通 じてGIX経由で
行 う方法をとる。
仮 に,MXに 接続する組織で海外線を持たない所があれば,そ の組織 を海
外にキャリーする契約をどこかの組織 と結ばない限 り,その組織はグローバル
なコネクテビティを持たない。 しかし,そ のようなグローバルなコネクテビテ
ィを持たない組織 はインターネッ トに接続 しているとは言 えない。通常NIX
には自前で海外線 を持つ組織が接続をしてお り,海外線を持たない組織は他の
組織に海外線のキャリーの契約をして接続する必要がある。 しかし,こ の場合
は,そ の組織を海外ヘキャリーをしている組織の一部とみなして,ASも キャ
リー してい る組織 のASに 組入 れ,キ ャリーする組織 と接続す るのみで,
NIXへの接続は行 わないことが多い。
図3に,NIXに 接続するISPが3つあ り,そのうち2つ がGIXと海外線で
接続 されている様子 を示す。ここで,ISPCが有す るASは,ISPCが 海外
線、を持たないのであれば,こ の例ではISPA,Bのいずれか とキャリーをする
契約を結ばなければグローバルなコネクテビティがない。
RIXはこれらと比べて意味が少 し異なる。これは,AS間 というよりも,組
織間やローカルISP間で,バ ック ドア的にネッ トワークを接続 して,ロ ーカ
ルにパケ ットを交換する場所である。当然,RIXが停止 してもNIX経由の経
路を選択で きれば組織 間の通信が途絶えることは通常ない。NIXやGIXと接
続 しているISPがRIXと接続をすることは通常ない。
†3URL:http://www.sinet.adjp/
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図31SPとIXの 接続
2.2NIXを 多数作れないのは何故か
道内で も数多 くのISPがサービスを行い,ま た大学は主にSINETによって
インターネッ トに接続 されているが,こ れらの問のIPパケッ ト交換 は東京ま
たは大阪に設置 されたNIXを通 じて行 われているのが現状である。IXは ト
ラフィックが集中するため混んでおり,ま た道内からは距離が離れているので
当然遅延が生 じる。例えば小樽商大の学生が自宅でISPと接続 しているとき,
自宅 と大学 との間の通信が内地を回るため遅延が生じ,かつパケッ トロスが起
こる可能性が高いわけである。この間の通信を札幌を中継点として行えれば,
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距離 による遅延 も少な く,NIXでのパケッ トの集中も緩和 され,結 果NIXで
のパケッ トロスも減少 し,円滑な情報交換が可能となるわけである。
NIXは現在国内ではNSPIXP1,2が東京で,3が大阪で稼働 し,JPIX†4,
MEX†5といった複数の商用IXが稼動 している。
地政学的には北海道と九州へのNIX設置が望 ましいがまだその段階ではな
い(商 業的にペイしない)と いわれている。
NSPIXP1の実験 開始後,ほ ぼすべての道府県から我が地域 にもIXをという
声があがった。IXを設置するには場所 と機材の他に,IXを安定 してオペレー
ションで きるだけの技術を持つ人間が必要であるが,そ のような技術者の数は
極めて少 ない。 さらにISPの参加は,ISPにとってオペ レーションの複雑化
を招 くので,'仮にIXを設置 した としてもISPの参加が見込めないという状況
がある。
オペレーションが複雑 となる原因は,現 在のインターネットの経路制御 にお
いては,ISP毎に適当なCIDR[4]blockのネットワークア ドレスを割 り当て
ることによ り経路をaggregateし,経路表 を圧縮 して経路交換を行 うことが
大前提 となっているが,ISPは割 り当てられたCIDRblockからその顧客ヘネ
ットワークア ドレスを割 り当てる際に,地 域を考慮 した形での割 り当てを行っ
ておらず,IXが 多数設置 されてそれ らと接続 した場合,aggregateされない
経路による経路交換 をせ ざるを得ないか らである。
3CLIXと その諸問題
本章ではCLIXとは何であるか,及 びCLIXがその目的のために複数のネッ
トワークと接続 した際に起 こり得る諸問題について説明を行 う。
†4URL:http://www.jpix.ad.jp/
†5URL:http://www.mex.ad.jp/
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3.1CuXと は何 か
CLIXとは,次 の定義 を満たすサ ーバで ある。
●複 数のISPと の接 続 を行 う。
●IPパ ケ ッ トの直接 の中継 を行 わ ない(ipjorwarding=0)
●特 定のapplicationのproxyとして動作 す る。
87
特 にWWWに 対 してはproxy&cacheとしての動作 を行 うこ とで トラ フ
ィ ックの減少 に寄与 す る ことが可 能 であ る。 また,複 数 のISPが 接 続 して
いる特性 を利用 して
●CLIXで特 定のサ ー ビス を行 うサ ーバ を設置す る。
とい うICP(lnternetContentsProvider)的利用方法 も可能 である。
proxyとは一般 に代理 サー ビスを指 し,ユ ーザが イ ンター ネ ッ ト上の資源へ
の直接 のア クセ ス を行 う代 わ りに,proxyサーバ に対 して 資源へ の ア クセス
を要 求 し,proxyサーバ が資 源 に アクセス して,そ こで得 た情報 をユーザ に
返す とい う枠 組 みであ る。
IXがISPへ のサー ビスで あ る と捉 え るな らば,CLIXは ユ ーザへ のサ ー ビ
スで ある と考 える こともで きる。
図4に,CLIXをproxyと して指定 したuserからの資 源 アクセス の リクエ
ス トとその応答 の様 子 を示す 。
proxyは,一般 に企業 等で内部 か ら外部 のネ ッ トワー クへ はセキ ュ リテ ィ上
の理 由等か ら直接 ア クセスで きない場 合や,内 部 が プライベー トア ドレス[5]
であ る環境 で,外 部 の特定 のサー ビスを内部か ら透過 的 に,も しくは明示 的に
proxyを通 じる ことで アクセスで きる ようにす るため に使 われてい る。
グローバ ル ア ドレス に接続 可 能 なユー ザがCLIXのproxyサー ビス を使 う
目的は,ユ ーザ が イ ン ター ネ ッ トの資 源 に直接 アクセ スす る場合 に比 べ て,
proxyを経 由す ることに よって資 源の アクセス にか かる時間 を短 縮す るこ とで
あ る。
特 に,WWWのproxy&cacheの 場合 は,複 数 のユ ーザがCLIXのproxy
&cacheを利用す るこ とで,自 分 の要求す るURLの 内容 が キ ャ ッシュ されて
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いることが期待 される。
一方,ISPから見た場合,CLIXは単 なる顧客のネ ットワークとして見 え
るため,IXに接続するための経路制御問題の複雑 さが発生せず,商 用 として
CLIXを設置 した場合でもISPが接続をし易い形態であると考えられている。
2=requestURL=//a
lSPA
tokyonoc
lSPB
tokyonoc
CLIX
webproxyserver
setproxytoCLlXserver
4.replayURL=//a
1=requestURL=//a
図4CLIxのproxy動 作
3.2CLIXの接続方式
CLIXを構築する場合,複 数のISP等と接続 をするためにはい くつかの方法
が考えられる。 ここでは代表的な接続方式について説明を行 う。ここでの接続
方法はCLIXに限らず同じような接続方法をとる場合に当てはまるものである。
自己ア ドレスMultihome方式
一般 に複数の経路によってインターネットに接続することをMultihomeと
いう。
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自己 ア ドレスMultihome方式 は,組 織 の持つ ネ ッ トワー ク ア ドレス を用 い
て複 数のISPに よって外 部 とi接続す る方式 で ある。Multihomeを行 う ことに
よって,接 続 してい るISPのいず れか との接 続が切 断 され た として も,CLIX
のサ ー ビス を行 うことが可能 であ る。
割 り当てア ドレスMultihome方式
自己ア ドレスMultihome方式 が,組 織 の持つ ネ ッ トワー クア ドレス を複数
のISPか らア ドバ タイズ(こ のネ ッ トワー クへ のパ ケ ッ トは こち らへ送 れ と
経路 情報 を流 す こ と)す るこ とに対 して,こ の方 式 は複 数 のISPか ら割 り当
て られ たア ドレスをCLIXサ ーバ の複数の ネ ッ トワー クイ ンタフェース に割 り
当 て る方 式 であ る。 即 ち,こ れ は図2に 示 した各ISPへ の ネ ッ トワー ク イ ン
ター フ ェース で,各 々のISPか ら割 り当 て られ た ア ドレス を使用 す る こ とを
意味す る。
現在 国内 では,ネ ッ トワー クア ドレスの割 り当 てはISPがJPNIC†6から割
り当て られ た ア ドレス を顧客 に割 り当 てる方 式が 主 となって い るので,ISP
と契 約 を行 う際 にISPか ら割 り当 て られた ネ ッ トワー クア ドレス をそ の まま
使用 す る。 この場 合,CLIXサ ーバ はISP問 の トラフ ィ ックを中継 す る こ と
は行 わないので,ip_forwarding=0として,パ ケ ッ トの中継 を止 める。
仮想 ア ドレスMultihome方式
割 り当 て ア ドレスMultihome方式 では,CLIXサ ーバ が持 つ こ とが で きる
物理 的ネ ッ トワー クイ ンタフェースの数 が有限で あるため,そ の数以上 のISP
との接続 は不可能 であ る。
そ こで,図5,6に 示 す,自 前 ア ドレスMultihome方式 と一見 同様 な方法
で接 続す るISPを増 や す こ とを考 え る。 自前 ア ドレスMultihome方式 と異 な
る点 は,太 線で示 す ロー カルネ ッ トワークが複数 のア ドレス を もった多重 ネ ッ
トワークであ る点 であ る。 イーサ ネ ッ トは1つ のネ ッ トワー クを複 数の ネ ッ ト
ワークア ドレス を もったネ ッ トワー ク として運用 で きるので,こ の ようなこ と
†6URL:http://www.jpnic.ad.jp/
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図6 多重ネ ットワークア ドレス方式2
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が可能 とな る。 この とき,コ ンピュー タが接続 している物理的 ネ ッ トワー クイ
ンタフェース は1つ であ るが,こ れ に仮想 ネ ッ トワーク インタフェース を追加
す るこ とに よって複数 の ネ ッ トワー クイ ンタフェースが接 続 しているかの よ う
に見せ か けて運用 を行 う。割 り当て ア ドレスMultihome方式 の一 部の ネ ッ ト
ワー クイ ンタフェース を多重 ネ ッ トワー クア ドレス に して運用す る ことも考 え
られ る。
3.3各 々の接続方式における問題点
前節で述べ た接続方法で複数のISPとの接続を持 ったCLIXを運用する場
合,い くつかの間題が発生することが予想される。ここではその問題点と解決
手法 について説明を行 う。
3.3.1自 己ア ドレスMultihome方式の問題点
CLIXが持 つ ア ドレス を使 ってMultihomeを行 う場合,CLIXの サ ーバ が発
信す るパ ケ ッ トの経路選択 をどうす るか とい う問題が発生 する。対外 ルー タが
1台 でそ のルー タに複 数 のISPか らの接続 が 行 われ てい る場 合 は,CLIXの
サ ーバ はdefaultrouteを対外 ルー タに向け るだ けで よいが,対 外 ルー タは相
手 先 へ の 最 適 と考 え られ る経 路 を選 択 す るた め に,ISPか らそ れ ぞ れfull
route(現在数 万経路)を 入手 す る必要 があ り,ISPへ の帯域 が細 い場合 はそ
れ 自体 が困難 である。
また,既 に どこか のISPと接続 を行 って そのISPのASのCIDRblockから
ネ ッ トワー ク ア ドレス を割 り当て られ た状 態 で,別 のISPと も新 た に接 続 を
行 っ て,既 接続 のISPか ら割 り当て られた ネ ッ トワー クア ドレス をその ま ま
用 いてMultihomeをす る場 合 は,新 た に接 続 したISPは 自分 のASの ネ ッ ト
ワーク ア ドレスに他 のASの ネ ッ トワークア ドレス を含 む こ とにな るた め敬 遠
しがちで ある。特 に,classCよりも小 さなア ドレスブ ロ ックを使 ってい る場
合 は,CIDRに よって経 路 をaggregateできなけ れ ば,新 た に接 続 したISP
が この ネ ッ トワー クア ドレス を 自分 のASか らア ドバ タイズ した と して もIX
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によっては受け入れて貰えない場合 もある。
ISPとしては,元 来顧客はそのISPだけが顧客のインタ…一・ネットへの出口で
あ り,defaultrouteだけが流れれば接続性が保たれると考える傾向があるが,
複数のISPと接続する場合はそう簡単にはいかない。fullrouteが入手で きな
い場合は,少 なくともISPのASの範囲についての経路を入手 しなければ,適
切な経路の選択は行えない。そしてそれ以外はdefaultrouteによる経路の選択
となる。
また,ルータが1台 ではない とすると,ルータが経路情報をCLIX内部のネッ
トワークに流 して,CLIX内部のコンピュータはどのルータを選択するかの情
報を持たな くてはならな くなる。 この場合 もfullrouteが入手困難であれば,
defaultrouteによっての経路選択がとなる。
いずれの場合 も,defaultrouteによっての経路選択が行われたISPへの トラ
フィックが増大 して,複 数のISPと接続することの狙いの1つ であった負荷分
散は果たせな くなる。
さらに,1つ のネットワークア ドレスを複数のISPがア ドバ タイズする,つ
まり複数のASに ネ ットワークア ドレスが存在するとい うこと自体が現在のイ
ンターネットの流れでは排除 される方向に向かいつつあ り,それを避けるため
にCLIXが独 自にAS番 号 を取得することも,AS番 号の資源が洞渇する恐れ
があるので簡単には行えない状況である。
また,CLIXのサーバに対 してコネクションを行う外部のユーザからの経路
が,は たして最適な経路 を通ってやってくるかどうか という問題について も,
ISP同士の経路交換に全てが委ね られていて,CLIXが外部からの経路の選択
を律するための手段 を持たない。
このような現状であるため,複 数のISPからfullrouteを得ることができる
程度の帯域幅がある接続 をしないかぎりは,負荷分散 という意味で自己ア ドレ
スMultihomeを行うことは現状ではうまく機能していない。
また,fullrouteを得ている場合でも,サービスを要求する組織に偏 りがある
場合に,その負荷を他のISPを経由することによって分散させることも難しい。
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3.3.2割 り当てア ドレスMultihome方式の問題点1
割 り当てア ドレスMultihome方式は,自 己ア ドレスMultihome方式が当初
思われていたよりも利用 し難い技術であることが判明 したので,接 続 したISP
か ら割 り当てられるア ドレスをそのまま利用 してサービスを行うとい う方法で
あるが,こ の方法にも問題がある。
まず,Multihomeと同様に,fullrouteが得 られなければ,ど のネットワー
クインタフェースか らパケットを送 り出せば最適な経路で相手に届 くかが決定
できず,少 なくとも接続 したISPのAS分の部分的経路は必要であるか ら経路
を貰 うとして も,そ れ以外はdefaultrouteに頼ることとなり,負荷分散は難
しい。
また,DNS[6],[7]的な複数のネットワークインタフェースの名前をどう
決めるか,と いう問題 も存在する。1つ の名前を決めて,そ のア ドレスが複数
あるという方式 と,ア ドレス毎に別の名前を与える方式が考えられる。前者の
場合 はDNSserverでArecordのroundrobinを行って,複 数のア ドレスが
順に使われるような設定を行 う。
次 に,CLIXサーバか らISPに向かって流れ るパケ ットに関 して発生す る
問題がある。これを図7を 使って説明をする。これは2つ のISPと接続を行っ
①
interface=lfa,一,.
ip-add.ress=a
図7ユ ーザからのリクエス ト経路と返りの経路1
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たCLIXが あ り,ISPAか ら割 り当て られ たネ ッ トワー クア ドレスか らア ド
レスaを ネ ッ トワー クイ ンタフェースIfaに,ISPBか ら割 り当 て られた ネ ッ
トワークア ドレスか らア ドレス ∂をネ ッ トワー クイ ンタフェース 珊 に与 えた
状 態で ある。
ここで,ISPBのASに 存 在 す るuserがア ドレスaに 対 して サー ビス を求
めて コネク シ ョンを行 った とす る① 。 このパ ケ ッ トはISPAのASに 存 在す
る ア ドレス のaに 対 す る コネク シ ョンであ るか ら,ISPBか らNIXを 経 由 し
てISPAを 通 ってCLIXのlfaに届 け られ る。
この コネク シ ョンに対 してCLIXがuserに対 してパ ケ ッ トを送 出す る場 合
は,userがISPBのASに 存在す るのでlfbを選択す るこ とにな る。②
TCP[8]によ る通信 は,(srcaddress,srcport,dstaddress,dstport,TCP)
の5つ 組 に よ って表 わ され,CLIXで は この5つ 組 が(addressa,srcport,
useraddress,dstport,TCP)とな って いる。つ ま り,CLIXの ソー ス ア ドレ
ス が σであ るパ ケ ッ トが 珊,即 ち ア ドレス が ∂である ネ ッ トワーク イ ンタフ
ェースか ら送 出 され るこ とになる。
図7を 見 てわか るよ うに,userからやって くるパ ケ ッ トの経路 と,useアに
戻 るパ ケ ッ トの経 路 は異 なる。異 なって も通信 は可能 であるため,そ れ 自体 は
問題 となるこ とはない。
現在,packetspoofing(偽造 パ ケ ッ ト)を 用 いた ネ ッ トワークへの攻 撃 †7
が 問題 となっ てい る。 そ こで,ISPで は顧 客 か らや って くるパ ケ ッ トの ソー
ス ア ドレスがISPが 顧 客 へ割 り当 た ア ドレスで なけれ ばパ ケ ッ トを中継 しな
い とい うフ ィル ター を設 定す る こ とに よって,packetspoofingを自分の顧 客
が行 うことを不可 能 とす る対 策が行 われ始め ている。
こ うな る と,② の経路 を通 って戻 るパ ケ ッ トは,そ の ソースア ドレスがISP
か ら割 り当て られたア ドレス と異 なる σとい うア ドレスで あるか ら,パ ケ ッ ト
が 中継 されず に,userとの通信が行 えない。
†7URL:http://www.cert.org/advisories/CA-96.21.tcp_syn_flooding.htmlが参
考 に な る 。
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これを避 け るために は,フ ィル タ リングを行 う場合 はCLIXが 持つ全 ての ア
ドレス につ いて の中継 を行 うよ うな フィル ターの設 定 を行 って貰 う必要 があ
る。
3.3.3割 り当てア ドレスMultihome方式 の問題点2
前節 で述べ た通 り,packetspoofing対策 の フ ィル ターの適切 な設定 で,行
きと返 りの経路が異 なる問題 は解 決で きるかに見 えるが,ま だ 同様 な問題が残
されて いる。
図8を 使 って説 明 を行 う。 〃serはCLIXと直接 接続 してい るISPと は異 な
る,海 外 のISPのユ ー ザ とす る。 そ して,userがlfa側の ア ドレスaに 対 し
て コネ クシ ョンを張 っ て きた とす る。 この ときCLIXはdefaultrouteとして
肋 を選択 して い る状態 なの で,前 節 と同様,行 きと返 りの経路 が異 なる こ と
interface=ifa
ip-address=a
←meansdefauItroute
図8ユ ーザからの リクエス ト経路 と返 りの経路2
96 商 学 討 究 第49巻第4号
になる。そ して,ISPBはaと いうCLIXの持つア ドレスがソースア ドレス
であるパケットも中継を認める設定をしているとする。
この場合で も,ISPYにおいてGIXからやって くるパケットのソースア ド
レスがGIXに接続 しているASに 含 まれるものでなければならない,と いう
ポリシーでフィルタリングを行うと,CLIXからuserへの返 りのパケッ トは
フィルターによって捨てられ,通 信が行えない状況となる。
先 ほどと同 じ方法で解決を行お うとす ると,結局世界中のISP等で中継 に
関してフィルターをかける場合に,接 続 しているネットワークインタフェース
からやってくると期待 されるASの ネットワークア ドレス以外に,ISPから通
過を許可されてやってくる可能性があるネットワークア ドレスを考慮する必要
が生 じ,こ 紅は繁雑であるためうま く機能する保証はない。
同様 に,図9に 示す状況で,defaultrouteがISPAからISPBに変わった,
'、
interface=lfa
ip-address=a
図9defaultrouteの変 更
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もしくはfu且routeを貰 っている状況でuserに対す る経路がISPAか らISP
Bに 変わったとする。変わる前の状況では,行 きと返 りは共にISPA側を選
択 している状況であったが,defaultrouteが変 わることで図8と 同じ状況 と
なる。
但 しこれらの場合は,CLIXがCLIXの近傍地域のユーザに対す るサービス
のために設置 されていることを考慮すれば,こ のような接続はないものとして
問題に しなければよい。但 し,CLIXがユーザか らリクエス トを受けた資源に
アクセスしている最 中にdefaultrouteの変更等で資源にアクセスするための
経路が変更になった場合には,フ ィルターによってアクセスが途中で出来な く
なる可能性が残 る。
3.3.4割 り当てア ドレスMultihome方式の間題点の解決策
これらの問題点に対 して解決策 とな りうるものをあげて,は たして解決策と
な りうるかを検討する。
ネ ットワークインタフェースア ドレスのDNS上 の名前 を異なる名前 とし
て,ユ ーザが適切 な名前 を選択 して使 うという方法がCLIX側のコス トを考え
た際には最 も安価 であるが,CLIXと直接接続 しているISPのユーザ以外は
経路が変更される場合があ り,またユーザがはたして適切な選択 をするかは疑
問であるため有効 な手段 とはな らないであろう。
そこで,全 てのネ ットワークインタフェースア ドレスの名前をDNS上 では
同じ名前 として,DNSへ の問い合わせ に対 して問い合わせを行ってきたソー
スア ドレスへの経路が選択 されるネットワークインタフェースのア ドレスを先
にして返す とい う手法が考えられる。これはDNSroundrobinと似た手法で
あるが,CLIXでDNSのprimaryserverを立ち上げて適切なア ドレスを返す
として も,それ以外のDNSのsecondaryserverは常にCLIXの経路表の状態
を知 らなければ適切な ものを先頭に してユーザヘア ドレスを返す ことができ
ず,ま た,ユ ーザが問い合わせたDNSの キャッシュがヒットして返 されたア
ドレスの場合は適切であるかどうかは不明となる。
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別の手法 として,TCPも しくはTCPとICMP[9]の拡張を行って,TCP
のコネクション要求であるSYNパケッ トが適切でないネットワークインタフ
ェースのア ドレス宛てであった場合は,適 切なア ドレス側に変更してから再接
続 を行 うように要請する方法 も考え られるが,全 ての コンピュータのネ ット
ワークコー ドを変更することは困難であ り,かつセキュリティホールとなる可
能性が残る。
また,こ れらの方法はいずれも経路表に基づいたパケッ トの送出を行うこと
が前提であるから,経路表の変化によってパケットを送出するネットワークイ
ンタフェースが変更された場合 は,フ ィルタリングによってパケットが届かな
くなる可能性が常に残る。
逆のアプローチ として,経 路表に頼 らずに,TCPのSYNパ ケ ットがやっ
て きたネッ トワークインタフェースを覚えておいて,返 りのパケットは必ずそ
のネッ トワークインタフェースか ら送出す るというVixilの方法[10]がある。
この手法を用いれば,フ ィルタリングによってパケットが届かなくなる可能性
は消えるが,経 路が最適でないためにCLIXに期待されるショー トカットによ
る資源アクセス時間の短縮が果たせない場合 も起こ り得る。 また,UDP[11]
についてはこの手法が適用で きていない。
さらに別の方法 としては,各ISPはCLIXに対 して自分が割 り当てたネ ッ
トワークア ドレス以外のCLIXの有す るネットワークア ドレスについても,経
路情報を流すというものが考えられる。この場合,ISP自身のASの 範囲内か
らCLIXに自分が割 り当てたアドレス以外にCLIXが有するア ドレスpへ のコ
ネクション要求があった場合にも,そのISPが割 り当てたア ドレスを持つネッ
トワークインタフェースにパケ ットを送 り,そのISPのASの範囲外 には,p
のア ドレスを割 り当てたISPとCLIXとの問のネッ トワークが切断されてな
い限 り,pの ア ドレス を割 り当てたISPを通 ってCLIXにパ ケッ トが送 られ
るが,切 断されたときは自分のASを 経由してパケットを届けることができる
ような経路情報を送る。
また,フ ィルタリングを行 う場合 も,当 然CLIXのもつ全てのネ ットワーク
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図10CLIXの持つ別のアドレスの経路情報を流す場合の経路1
ア ドレス を通過 させ る ことが必 要 となる。
図10にお いて,ISPBのAS内 のuserlがCLIXにISPAから割 り当て られ
たア ドレス を持つ ネ ッ トワー クイ ンタフェース 肋 に向 けてパ ケ ッ トを送 る場
合,① の経路 を通ってISPBか らCLIXに割 り当 て られたア ドレスを もつ ネ ッ
トワークイ ンタフェース 肋 を経 由 してIfaに届 け られるが,他 のISPのuser2
か らのパ ケ ッ トは② の経路 を通 ってネ ッ トワークイ ンタフェース 肋 に届 く。
ここで,図11の ようにISPAとCLIXの 間が切 断 され た場 合 は,ISPB以
外 のuser2からのパケ ッ トもネ ッ トワー クイ ンタフェースIlfbを経 由 してネ ッ
トワー クイ ンタフェースlfaに届 くけ られ,図12の よ うにISPBとCLIXと の
間が切 断 された場合 にはISPBのAS内 のuserlからのパ ケ ッ トは,NIXを
経 由 して ネ ッ トワー クイ ンタフェース 肋 に届 け られ るこ とにな る。
この方法が う ま く機能す ると,複 数のISPと接続 す るこ とに よるバ ックア ッ
プ機 能が達 成 され るが,経 路情報 の複雑 化 と,IXに よってはaggregateされ
て いない小 さなア ドレスブ ロックの経路 情報 は受付 け ない場合 があ るの で,実
現が 困難 な場合 が多い。
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図11CLIXの 持 つ 別 の ア ド レ ス の 経 路 情 報 を 流 す 場 合 の 経 路2
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図12CLIXの持つ別のアドレスの経路情報を流す場合の経路3
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3.3、5仮 想 ア ドレスMultihome方式の問題点
仮想 ア ドレスMultihome方式で の問題 点 は,こ れ まで の2つ の方式 におけ
る問題 点 に準ず る。
また,実 際 のネ ッ トワークイ ンタフェースの1つ に仮 想 ネ ッ トワー クイ ンタ
フェース をつ けた場 合,経 路情 報 を仮想 ネ ッ トワーク インタフェースか ら受 け
た ものが正 しく経路 表 に登録 され るか,及 び,CLIXサ ーバか らコネ クシ ョン
を張 る場合 のCLIX側 の ソース ア ドレスが正 し く選択 で きるか,と い う問題 が
あ る。
4CLIX実 験の概要
本章 では現在準備 が進 め られ ているCLIX実 験 の概 要 を説 明す る。CLIXは
財 団法 人札 幌エ レク トロニ クスセ ンター †8の事業 と して実験 を行 ってお り,
CLIXサーバ の運用 実、験をCLIX研 究会が行 う予 定で ある。
今 回のCLIX実 、験で の接続 方 式 は,接 続 す るISPの 数が 少 ない ため割 り当
て ア ドレスMultihome方式 を用 い るこ とにす る。
CLIXサー バ は札幌エ レク トロニクスセ ンター に設置 され,接 続す るISPは,
札 幌エ レク トロニクスセ ンターが現在接続 しているOCN†9(1.5M)及び ■J†10
(128K),TokyoNet†11(128K)を予定 してい る。
4.1実 験用CuXマ シンのスペ ック
CLIX実験 で使用 す るサ ーバ マ シ ンは,sunnysoft社†12製の表1の ような
スペ ックを持 つ ラ ックマ ウ ン トPCで あ る。 このPCはBytebenchmarktest
で70を超 え る性能 を もち,PCを 用 い たイ ンターネ ッ トサ ーバ としては最高速
†8URL
†9URL
†10URL
†11URL
†12URL
http
http
http
http
http
//www.sec.or.jp/
//www.ocn.ad.jp/
//www.iij.ad.jp/
//www.TokyoNet.ad.jp/
//www.sunny.co.jp/
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表1CLIXサ ーバハー ドウェア諸元
CPU
Mem
MB
CDROM
SCSI
NIC
Video
HDD
RAIDctlr
HDDcase
CPUcase
Rack
Weight
CRT
K/B
Pentiumll/400MHzx2
SDRAMCASLatency2clock(8ns)128MBDIMMx4(Tota1512MB)
Inte1440BX100MHzFSB
ATAPIx8speed
UltraWidex3ch/PCI
10/100Mbpsx4ch/PCI
10Mbpsx2ch/ISA(NE2000Compatible)
AGP4MB
9GBUItraWideSCSIx7(1sparedriveincluded)
UltraWideSCSIx3ch,64MBcachemem,Hotswapavailable
4URackmount,DualPowerUnit,withHotswaptrayx2Chassis
4URackmount,ATXform
EIA20UHeight,withACFanx3andFrontdoor(70WxlOOHx80D)
Approx.150Kg
9"Monochrome
JapaneseMiniKeyboard
の範疇に入 る。この他 に,
するためのPCが加わる。
CLIXサー バでの トラフィック等 を可視化 して表示
4.2実 験用CLIXのソフ トウェア
CLIX実,験で使用するサーバマシンの代表的なソフ トウェアを,表2に示す。
これは,PC上 でFreeなUMXを動作させてネットワークサーバ を運用する
場合のほぼ標準的なソフ トウェア構成である。
4.3CLIXの実験予定
現在CLIXサーバの組み立てが終わ り,ISPとの回線が開通するのをまっ
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表2CuXサ ーバ ソ フ トウ ェ ア(主 な も の)
sendmail
inetd
ssh
wwwserver
proxyserver
MRTG
FreeBSD2.2.7R
MaxProc660,MaxFDs8192
1Pforwardingoff
ipfwon
sendmail-8.9.1
xinetd-2.2.1
ssh-1.2.26
Apache1.3。3
Squid2,1
MRTG2.5.4c
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て実験 を開始 す る状況 にあ る。
当初 はwwwのproxy&cacheと しての動作 を行 うが,順 次他 のサー ビス
も組 み込 んでい く。
現在 考 えているサ ー ビスは,
●wwwmlrror
●anonynmousftp
●wwwactivecache
●stream系サー ビス のreflector
●ICPを使 ったsquidの協調動作
等 であ る。
また,個 人が読 む情報(電 子 メールやNetNews)の中 に書 かれたURLの 情
報 を前 もって集 めて,個 入が 実際 にそ の情 報 をア クセスす る前 にURLをpre
cacheしてお くとい う切 り口をproxyサー ビス に組 み込 むこ とも行 う予 定であ
る。
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5ま と め
「実時間通信 に必要なものは3つ ある。帯域幅,帯 域幅,そ して帯域幅だ」
というのは,イ ンターネットについてよく言われることである。
実時間通信のみならず,帯 域幅が広がればある程度の問題は解決が されるで
あろう。 しかし,帯域幅 を広げるにはコス トがかかるため,当 面CLIX的サー
ビスの需要は存在する。
本論文ではCLIXによって複数のISPと接続 を行 う場合に起こ り得 る問題
点を指摘 し,それを避けるためにはどのようにすべ きかについて述べ,そ して
現在進行 しているCLIX実i験についての概略を説明 した。
実験 を通 じてCLIXでのサービスをどのようにしていけばいいかを考察し,
改めて報告する予定である。
また平成14年の義務教育へ の コ ンピュー タの導入 に伴 って,教 育現場 に有害
なコ ンテ ンツを持 ち込 まない ようにす る,い わゆるkid'smodeと呼ばれ るフ ィ
ル ターの 導入 が要 請 され て お り,学 校 側 に対 す るproxyサー ビス を含 め た
CLIXwithkid'smodeが必 要 となるの で,そ の実現 に向け た取 り組 み も行 っ
てい きたい。
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