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FEDOR SUKOCHEV, AND YURI TOMILOV
Abstract. We compute the Fredholm index, index(DA), of the operator
D
A
= (d/dt)+A on L2(R;H) associated with the operator path {A(t)}∞t=−∞,
where (Af)(t) = A(t)f(t) for a.e. t ∈ R, and appropriate f ∈ L2(R;H), via
the spectral shift function ξ( · ;A+, A−) associated with the pair (A+, A−) of
asymptotic operators A± = A(±∞) on the separable complex Hilbert space
H in the case when A(t) is generally an unbounded (relatively trace class)
perturbation of the unbounded self-adjoint operator A−.
We derive a formula (an extension of a formula due to Pushnitski) relat-
ing the spectral shift function ξ( · ;A+, A−) for the pair (A+, A−), and the
corresponding spectral shift function ξ( · ;H2,H1) for the pair of operators
(H2,H1) = (DAD
∗
A
,D∗
A
D
A
) in this relative trace class context,
ξ(λ;H2,H1) =
1
pi
∫ λ1/2
−λ1/2
ξ(ν;A+, A−) dν
(λ− ν2)1/2
for a.e. λ > 0.
This formula is then used to identify the Fredholm index of D
A
with
ξ(0;A+, A−). In addition, we prove that index(DA) coincides with the spec-
tral flow SpFlow({A(t)}∞t=−∞) of the family {A(t)}t∈R and also relate it to
the (Fredholm) perturbation determinant for the pair (A+, A−):
index(D
A
) = SpFlow({A(t)}∞t=−∞)
= ξ(0;A+, A−)
= pi−1 lim
ε↓0
Im
(
ln
(
detH
(
(A+ − iεI)(A− − iεI)
−1
)))
= ξ(0+;H2,H1)
with the choice of the branch of ln(detH(·)) on C+ such that
lim
Im(z)→+∞
ln
(
detH
(
(A+ − zI)(A− − zI)
−1
))
= 0.
We also provide some applications in the context of supersymmetric quan-
tum mechanics to zeta function and heat kernel regularized spectral asymme-
tries and the eta-invariant.
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1. Introduction
Before attempting to describe a glimpse of the extensive history of the underlying
problem at hand, viz., the computation of the Fredholm index for operators of the
type DA = (d/dt) + A in L
2(R;H), using a variety of different approaches, we
briefly describe the principal setup and the main results in this paper.
Let {A(t)}t∈R be a family of self-adjoint operators in the complex, separable
Hilbert space H, subject to a relative trace class approach described in Hypothesis
2.1, and denote by A the operator in L2(R;H) defined by
(Af)(t) = A(t)f(t) for a.e. t ∈ R,
f ∈ dom(A) =
{
g ∈ L2(R;H)
∣∣∣∣ g(t) ∈ dom(A(t)) for a.e. t ∈ R, (1.1)
t 7→ A(t)g(t) is (weakly) measurable,
∫
R
‖A(t)g(t)‖2H dt <∞
}
.
Our relative trace class setup ensures that A(t) has self-adjoint limiting operators
A+ = lim
t→+∞
A(t), A− = lim
t→−∞
A(t) (1.2)
in H in an appropriate sense (detailed in Theorem 3.7). The principal novelty in
our approach concerns the fact that we permit relative trace class perturbations
B(t) (generally, unbounded) of the asymptotic self-adjoint operator A− such that
A(t) = A− +B(t), t ∈ R. (1.3)
With the possible exception of a spectral gap at zero, no other restrictions on the
self-adjoint unperturbed operator A− are imposed in this paper. Especially, no
discrete spectrum hypotheses will be made in this paper.
The first principal result to be mentioned is the extension of the following trace
formula to our relative trace class approach,
trL2(R;H)
(
(H2 − z I)
−1 − (H1 − z I)
−1
)
=
1
2z
trH
(
gz(A+)− gz(A−)
)
,
z ∈ C\[0,∞),
(1.4)
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where we used the abbreviations
gz(x) = x(x
2 − z)−1/2, z ∈ C\[0,∞), x ∈ R, (1.5)
DA =
d
dt
+A, dom(DA) = dom(d/dt) ∩ dom(A−), (1.6)
H1 = D
∗
ADA, H2 = DAD
∗
A, (1.7)
and A− in L
2(R;H) represents the self-adjoint (constant fiber) operator defined
according to (1.1) (with A(t) replaced throughout by A−, cf. (2.13)).
The trace formula (1.4) then implies the next main result, an extension of Push-
nitski’s formula [129] to our relative trace class formalism:
ξ(λ;H2,H1) =
1
π
∫ λ1/2
−λ1/2
ξ(ν;A+, A−) dν
(λ − ν2)1/2
for a.e. λ > 0. (1.8)
Here ξ( · ;H2,H1) and ξ( · ;A+, A−) denote appropriately defined spectral shift
functions associated with the pairs of self-adjoint operators (H2,H1) and (A+, A−),
respectively.
Assuming that A− and A+ are boundedly invertible, we prove that DA is a
Fredholm operator in L2(R;H). Moreover, one of the main results of this paper is
the following pair of formulas relating the Fredholm index of DA with the spectral
shift function ξ( · ;A+, A−) (for which formula (1.8) is then the major input in
the proof), and with the trace of a difference of the Morse spectral projections
corresponding to (A+, A−),
index(DA) = ξ(0;A+, A−) = trH
(
EA−((−∞, 0))− EA+((−∞, 0))
)
. (1.9)
Here {ET (λ)}λ∈R denotes the family of spectral projections associated with the
self-adjoint operator T .
However, our results go considerably beyond (1.9) in the sense that we also
establish the detailed connection between the spectral flow for the path {A(t)}∞t=−∞
of self-adjoint Fredholm operators and the Fredholm index of DA. More precisely,
introducing the spectral flow SpFlow({A(t)}∞t=−∞) as in Definition 9.5, and recalling
the definition of the index of a pair of Fredholm projections in Definition 9.8,
assuming Hypothesis 2.1 and supposing that 0 ∈ ρ(A+)∩ρ(A−), we prove that the
pair
(
EA+((−∞, 0)), EA−((−∞, 0))
)
of Morse projections is Fredholm and that the
following series of equalities holds:
index(DA) = SpFlow({A(t)}
∞
t=−∞) (1.10)
= ξ(0+;H2,H1) (1.11)
= ξ(0;A+, A−) (1.12)
= index(EA−((−∞, 0)), EA+((−∞, 0))) (1.13)
= trH(EA−((−∞, 0))− EA+((−∞, 0))) (1.14)
= π−1 lim
ε↓0
Im
(
ln
(
detH
(
(A+ − iεI)(A− − iεI)
−1
)))
, (1.15)
with a choice of branch of ln(detH(·)) on C+ analogous to (1.17) below.
For completeness we note that ξ( · ;A+, A−) can be shown to satisfy
ξ(λ;A+, A−) = π
−1 lim
ε↓0
Im(ln(DA+/A−(λ+ iε))) for a.e. λ ∈ R, (1.16)
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and we make the choice of branch of ln(DA+/A−(·)) on C+ such that
lim
Im(z)→+∞
ln(DA+/A−(z)) = 0. (1.17)
Here
DT/S(z) = detH((T − zI)(S − zI)
−1) = detH(I + (T − S)(S − zI)
−1), z ∈ ρ(S),
(1.18)
denotes the perturbation determinant for the pair of operators (S, T ) inH, assuming
(T − S)(S − z0)−1 ∈ B1(H) for some (and hence for all) z0 ∈ ρ(S). In addition, we
recall M. Krein’s celebrated trace formula associated with the pair (A+, A−),
d
dz
ln(DA+/A−(z)) = −trH
(
(A+ − zI)
−1 − (A− − zI)
−1
)
=
∫
R
ξ(λ;A+, A−) dλ
(λ− z)2
, z ∈ C\R.
(1.19)
Analogous formulas apply of course to ξ( · ;H2,H1) in connection with the pair
(H2,H1).
Arguably, equations (1.4), (1.8), and (1.10)–(1.15) represent the central results
of this paper to be developed in subsequent sections.
The concept of spectral flow has also been developed for Breuer–Fredholm op-
erators in semifinite von Neumann algebras (see, e.g., [18], [21], [124]). In this
context a result analogous to those that form the theme of this paper was proved.
In particular, a result relating the spectral flow and index in the setting of Atiyah’s
L2-index theorem was derived in [21, Theorem 8.4]. Using the fact that the spec-
tral shift function can also be defined when working with semifinite von Neumann
algebras, it is likely that extensions of some results of this paper can be made to
this wider setting.
Before describing the contents of our paper we now turn to the relevant history
of this subject and a proper placement of our results in this context. Since it
is impossible to do justice to a discussion of index theory for elliptic differential
operators since the pioneering work of Atiyah and Singer, we only confine ourselves
referring to a few research monographs (see, e.g., [23], [38], [40], [59], [70], [100],
[109], [112], [121], [136] and the detailed references cited therein). Operators of
the form DA = (d/dt) +A were studied by Atiyah, Patodi, and Singer [14]–[16]
with A(t), t ∈ R, a first-order elliptic differential operator on a compact odd-
dimensional manifold with the asymptotes A± boundedly invertible and A±, A(t),
t ∈ R, assumed to have purely discrete spectrum. In particular, the idea that
the Fredholm index of DA equals the spectral flow of the family (path) of self-
adjoint operators {A(t)}∞t=−∞ was put forward in this series of papers. An abstract
theorem concerning the equality of the Fredholm index of DA and the spectral
flow of the family of self-adjoint operators {A(t)}∞t=−∞ under the assumption of
a t-independent domain for A(t) which embeds densely and compactly in H, with
boundedly invertible asymptotes A±, was proved by Robbin and Salamon [135].
This covered the abstract case with purely discrete spectra for A±, A(t), t ∈ R.
This paper contains a fascinating array of applications including Morse theory, Floer
homology, Morse and Maslov indices, Cauchy–Riemann operators, all the way to
oscillation theory of (matrix-valued) one-dimensional Schro¨dinger operators. In
particular, both, finite and infinite-dimensional cases are treated. An extension of
this approach to the Banach space setting appeared in [131]. Examples in which the
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Fredholm index and the spectral flow cease to coincide and the Fredholm index not
only depends on the endpoints A± of the operator path, but on the path itself, are
discussed in [2]. In a related setting, necessary and sufficient conditions for DA to
be Fredholm and an index formula for operators of the form DA, given in terms of
exponential dichotomies, can be found in [98], [99] and the literature cited therein;
the operator semigroups generated by the operators of this form were studied in
[48, Chapter 3].
These references primarily center around the equality of the Fredholm index
and the spectral flow as expressed in (1.10), a fundamental part of modern index
theory. However, the connections with the additional equalities in (1.11)–(1.15)
require quite different ingredients whose roots lie at the heart of scattering theory
for the pair of self-adjoint operators (H2,H1) and, especially, that of (A+, A−),
the asymptotes of the operator path {A(t)}∞t=−∞. In particular, we note that the
spectral shift function ξ(λ;A+, A−) (and hence boundary values of the perturba-
tion determinant DA+/A−(λ+ iε) as ε ↓ 0 in (1.16)) for a.e. λ ∈ σac(A±) is directly
related to the determinant of the λ-dependent scattering matrix via the celebrated
Birman–M. G. Krein formula [24]. It is this additional scattering theoretic ingre-
dient which represents one of the principal contributions of this paper, and, as
evidenced in (1.11)–(1.15), considerably enhances the usual focus on the equality
of the Fredholm index and the spectral flow.
The first relations between Fredholm index theory and the spectral shift function
ξ( · ;H2,H1) were established by Bolle´, Gesztesy, Grosse, Schweiger, and Simon
[37]. In fact, inspired by index calculations of Callias [46] in connection with non-
compact manifolds, the more general notion of the Witten index was studied and
identified with ξ(0+;H2,H1) in [37] and [69] (see also [62], [145, Ch. 5]). The latter
created considerable interest, especially, in connection with certain aspects of su-
persymmetric quantum mechanics. Since a detailed list of references in this context
is beyond the scope of this paper we only refer to [5], [6], [7], [8], [9], [42], [93], [118],
[145, Ch. 5] and the detailed lists of references cited therein. While [37] and [62]
focused on index theorems for concrete one and two-dimensional supersymmetric
systems (in particular, the trace formula (1.4) and the function gz(·) were discussed
in [37] and [62] in the special case where H = C), [69] treated abstract Fredholm
and Witten indices in terms of the spectral shift function ξ( · ;H2,H1) and proved
their invariance with respect to appropriate classes of perturbations. Soon after, a
general abstract approach to supersymmetric scattering theory involving the spec-
tral shift function was developed by Borisov, Mu¨ller, and Schrader [41] (see also
[45], [112, Chs. IX, X], [113]) and applied to relative index theorems in the context
of manifolds Euclidean at infinity.
However, closest to the present paper at hand, and the prime motivation for
writing it, is the recent work by Pushnitski [129] in which he went essentially beyond
the discrete spectrum hypothesis imposed on A±, A(t), t ∈ R, by Robbin and
Salamon in [135]. Basically, Pushnitski replaced the discrete spectrum hypothesis
by the assumption of an arbitrary self-adjoint operator A− in H and by imposing
that B(·) in (1.3) is trace norm differentiable and satisfies the integrability condition
∫
R
‖B′(t)‖B1(H) dt <∞. (1.20)
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Assuming that A− and A+ are boundedly invertible, Pushnitski proved that
index(DA) = ξ(0+;H2,H1)
= ξ(0;A+, A−)
(1.21)
(cf. (1.11), (1.12)) and indicated why this might imply (1.10). Most importantly,
perhaps, he proved the trace formula (1.4) and used it to derive his remarkable
formula (1.8). This effectively removed any discrete spectrum assumptions in this
context. (Very recently another derivation of (1.10) without any discrete spectrum
hypothesis was given in [20], but without entering a discussion of (1.11)–(1.15).)
In the special case where H is finite-dimensional, the trace formula (1.4) was first
proved by Callias [46].
Returning to the content of this paper, our relative trace class hypotheses de-
tailed in Hypothesis 2.1 essentially replaces Pushnitski’s assumption (1.20) by∫
R
‖B′(t)(|A−|+ I)
−1‖B1(H) dt <∞ (1.22)
and certain additional technical conditions, which therefore permit the treatment
of unbounded operators B(·) in H. This extension, however, comes at the price of
considerably more involved proofs at every stage in this paper. In particular, we are
using the theory of double operator integrals to justify the trace class property of
[gz(A+)− gz(A−)] (cf. the right-hand side of the trace formula in (1.4)). Moreover,
the assumptions that we impose on the perturbation B(t) and on B′(t) are so
general that some fairly delicate analysis of measurability issues is required (cf.
Appendix A and [63]).
The paper is organized as follows: In Section 2 we introduce our principal Hy-
pothesis 2.1 and formulate our principal results. Our setup of relatively trace
class perturbations is examined in great detail in Section 3. Section 4 is of pre-
liminary character and proves a variety of results on DA− , DA and sets up the
quadratic forms which define Hj , j = 1, 2. In Sections 5 and 6 we deal with the
left-hand side and the right-hand side of the main trace formula (1.4), respectively.
Whereas Section 5 employs various quadratic form perturbation results and associ-
ated resolvent equations, Section 6 employs the theory of double operator integrals
(DOI) originally pioneered by Daletskii and S. G. Krein and, especially, by Bir-
man and Solomyak. Section 7 is devoted to a careful introduction and study of
the spectral shift function ξ( · ;A+, A−) corresponding to the pair (A+, A−). The
spectral shift function ξ( · ;H2,H1) associated with the pair (H2,H1) is then in-
troduced in Section 8 and the fundamental formula (1.8) as well as the fact that
index(DA) = ξ(0+;H2,H1) = ξ(0;A+, A−) are proved. In addition, some ap-
plications to supersymmetric quantum mechanics including abstract formulas for
the zeta function and heat kernel regularized Atiyah–Patodi–Singer (APS) spectral
asymmetry and the associated the eta-invariant are provided. Our final Section 9
details the connection between the Fredholm index and the spectral flow and proves
the remaining equalities in (1.10)–(1.15). Appendix A is of a technical nature and
takes a close look at operators of the type A in (1.1) and establishes a precise
connection with the notion of direct integrals over the operators A(t), t ∈ R, with
respect to the Lebesgue measure dt. Appendix B is devoted to a proof of the trace
norm analyticity of [gz(A+)− gz(A−)], z ∈ C\[0,∞).
Finally, we briefly summarize some of the notation used in this paper: Let H
be a separable complex Hilbert space, (·, ·)H the scalar product in H (linear in the
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second factor), and I the identity operator in H. Next, let T be a linear operator
mapping (a subspace of) a Banach space into another, with dom(T ), ran(T ), and
ker(T ) denoting the domain, range, and kernel (i.e., null space) of T . The closure
of a closable operator S is denoted by S.
The spectrum, essential spectrum, discrete spectrum, point spectrum, and resol-
vent set of a closed linear operator in H will be denoted by σ(·), σess(·), σd(·),
σp(·), and ρ(·), respectively. The strongly right continuous family of spectral
projections of a self-adjoint operator S in H will be denoted by ES(λ), λ ∈ R.
(In particular, ES(λ) = ES((−∞, λ]), ES((−∞, λ)) = s-limε↓0ES(λ − ε), and
ES((λ1, λ2]) = ES(λ2)− ES(λ1), λ1 < λ2, λ, λ1, λ2 ∈ R.)
The Banach spaces of bounded and compact linear operators on H are denoted
by B(H) and B∞(H), respectively. Similarly, the Schatten–von Neumann (trace)
ideals will subsequently be denoted by Bp(H), p ∈ (0,∞). Analogous notation
B(H1,H2), B∞(H1,H2), etc., will be used for bounded, compact, etc., operators
between two Hilbert spaces H1 and H2. We also use the notation trK(·) for the
trace in the Hilbert space K. We use symbols n-lim, s-lim and w-lim to denote the
operator norm limit (i.e., convergence in the topology of B(H)), and the operator
strong and weak limit.
Throughout, we use the following functions:
gz(x) = x(x
2 − z)−1/2, g(x) = g−1(x) = x(x
2 + 1)−1/2, (1.23)
κz(x) = (x
2 − z)1/2, κ(x) = κ−1(x) = (x
2 + 1)1/2, (1.24)
z ∈ C\[0,∞), x ∈ R.
Let A = (A)∗ be a self-adjoint (and generally, unbounded) operator on a sepa-
rable Hilbert space H, then one can introduce the standard scale of spaces Hm(A),
m ∈ Z (H0 = H) associated with A. In particular, H1(A) is given by H1(A) =
(dom(A), ‖ · ‖H1(A)) the domain of A equipped with the graph norm
‖f‖2H1(A) = ‖Af‖
2
H + ‖f‖
2
H, f ∈ dom(A), (1.25)
and the obvious scalar product (·, ·)H1(A) induced by (1.25), rendering H1(A) a
Hilbert space. In addition, one notes that κ(A) = (A2 + I)1/2 is the isometric
isomorphism between H1(A) and H. Similarly, H2(A) = (dom(A2), ‖ · ‖H2(A))
denotes the domain of A2 equipped with the corresponding graph norm. We recall
that, of course,
dom(A2) = {w ∈ dom(A) ⊆ H |Aw ∈ dom(A)}. (1.26)
Hilbert spaces of the type L2(R; dt;H) will be denoted by L2(R;H) since only
the Lebesgue measure on R will be involved unless explicitly stated otherwise.
Analogously, we will also use the shorthand notation L2(R;B) for L2(R; dt;B) in
cases where B is a Banach space.
Linear operators acting in the Hilbert space L2(R;H) as defined in (1.1), denoted
by boldface letters, A, B, etc., play a special role in this paper and are discussed
in some detail in Appendix A.
Given a pair (A−, A+) of self-adjoint operators in H, we will use (1.24) to obtain
operators κ(A±), κz(A±) in H and κ(A−), κz(A−) in L2(R;H); sometimes, in
proofs, we abbreviate:
κ = κ− = κ(A−) = (A
2
− + I)
1/2, κ+ = κ(A+) = (A
2
+ + I)
1/2, (1.27)
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κ̂ = κ̂− = κ(A−) = (A
2
− + I)
1/2, κ̂− = κz(A−) = (A
2
− − zI)
1/2, (1.28)
where the operators in (1.28) are acting in L2(R;H) and A− is the constant fiber
operator as defined in (1.1) with A(t) = A−, t ∈ R.
Finally, C+ = {z ∈ C | Im(z) > 0} denotes the open complex upper half-plane.
2. Principal Results
In this section we state our main hypotheses and principal results.
Throughout, we consider a family of closed, symmetric, densely defined (gen-
erally, unbounded) operators B(t), t ∈ R, that are infinitesimally bounded with
respect to A−, and whose weak derivative is given by the operators B
′(t), t ∈ R,
that are relatively trace class with respect to A− in the following sense:
Hypothesis 2.1. Suppose H is a complex, separable Hilbert space.
(i) Assume A− is self-adjoint on dom(A−) ⊆ H.
(ii) Suppose there exists a family of operators B(t), t ∈ R, closed and symmetric
in H, with dom(B(t)) ⊇ dom(A−), t ∈ R.
(iii) Assume there exists a family of operators B′(t), t ∈ R, closed and symmetric
in H, with dom(B′(t)) ⊇ dom(A−), such that the family B(t)(|A−| + I)−1, t ∈ R,
is weakly locally absolutely continuous, and for a.e. t ∈ R,
d
dt
(g,B(t)(|A−|+ I)
−1h)H = (g,B
′(t)(|A−|+ I)
−1h)H, g, h ∈ H. (2.1)
(iv) Assume that B′(t)(|A−|+ I)−1 ∈ B1(H), t ∈ R, and∫
R
∥∥B′(t)(|A−|+ I)−1∥∥B1(H) dt <∞. (2.2)
(v) Suppose that the families{(
|B(t)|2 + I
)−1}
t∈R
and
{(
|B′(t)|2 + I
)−1}
t∈R
(2.3)
are weakly measurable (cf. Definition A.3 (ii)).
For notational simplicity later on, B′(t) was defined for all t ∈ R in Hypothesis
2.1 (iii); it would have been possible to introduce it for a.e. t ∈ R from the outset.
We refer to Section 3 for a thorough discussion of the implications of Hypothesis
2.1 and to Appendix A for a discussion of measurability questions of families of
closed operators.
As discussed in detail in Section 3 (cf. Theorem 3.7), Hypothesis 2.1 implies the
existence of a family of self-adjoint operators {A(t)}t∈R in H given by
A(t) = A− +B(t), dom(A(t)) = dom(A−), t ∈ R, (2.4)
as well as a self-adjoint operator A+ in H such that
dom(A+) = dom(A−) (2.5)
and
n-lim
t→±∞
(A(t) − zI)−1 = (A± − zI)
−1, z ∈ C\R. (2.6)
We therefore also introduce
B− = 0, B+ = (A+ −A−), dom(B+) ⊇ dom(A−), (2.7)
and note that
A+ = A− +B+, dom(A+) = dom(A−). (2.8)
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Next, let A in L2(R;H) be then associated with the family {A(t)}t∈R in H by
(Af)(t) = A(t)f(t) for a.e. t ∈ R,
f ∈ dom(A) =
{
g ∈ L2(R;H)
∣∣∣∣ g(t) ∈ dom(A(t)) for a.e. t ∈ R, (2.9)
t 7→ A(t)g(t) is (weakly) measurable,
∫
R
‖A(t)g(t)‖2H dt <∞
}
.
To state our results, we start by introducing in L2(R;H) the operator
DA =
d
dt
+A, dom(DA) = dom(d/dt) ∩ dom(A−). (2.10)
Here the operator d/dt in L2(R;H) is defined by(
d
dt
f
)
(t) = f ′(t) for a.e. t ∈ R,
f ∈ dom(d/dt) =
{
g ∈ L2(R;H)
∣∣ g ∈ ACloc(R;H), g′ ∈ L2(R;H)}, (2.11)
especially,
g ∈ ACloc(R;H) if and only if g is of the form (2.12)
g(t) = g(t0) +
∫ t
t0
h(s) ds, t, t0 ∈ R, for some h ∈ L
1
loc(R;H), and g
′ = h a.e.
(The integral in (2.12) is of course a Bochner integral.) In addition, A is defined
in (2.9) and A− in L
2(R;H) represents the self-adjoint (constant fiber) operator
defined according to
(A−f)(t) = A−f(t) for a.e. t ∈ R,
f ∈ dom(A−) =
{
g ∈ L2(R;H)
∣∣∣∣ g(t) ∈ dom(A−) for a.e. t ∈ R,
t 7→ A−g(t) is (weakly) measurable,
∫
R
‖A−g(t)‖
2
H dt <∞
}
. (2.13)
Assuming Hypothesis 2.1, we will prove in Lemma 4.4 that the operator DA is
densely defined and closed in L2(R;H). Similarly, the adjoint operator D∗A of DA
in L2(R;H) is then given by
D∗A = −
d
dt
+A, dom(D∗A) = dom(d/dt) ∩ dom(A−) = dom(DA). (2.14)
Using these operators, we define in L2(R;H) the nonnegative self-adjoint oper-
ators
H1 = D
∗
ADA, H2 = DAD
∗
A. (2.15)
Finally, let us define the functions
gz(x) = x(x
2 − z)−1/2, z ∈ C\[0,∞), x ∈ R,
g(x) = g−1(x) = x(x
2 + 1)−1/2, x ∈ R.
(2.16)
Our first principal result relates the trace of the difference of the resolvents of
H1 and H2 in L
2(R;H), and the trace of the difference of gz(A+) and gz(A−) in
H.
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Theorem 2.2. Assume Hypothesis 2.1 and define the operators H1 and H2 as in
(2.15) and the function gz as in (2.16). Then[
(H2 − z I)
−1 − (H1 − z I)
−1
]
∈ B1
(
L2(R;H)
)
, z ∈ ρ(H1) ∩ ρ(H2), (2.17)
[gz(A+)− gz(A−)] ∈ B1(H), z ∈ C\[0,∞), (2.18)
and the following trace formula holds,
trL2(R;H)
(
(H2 − z I)
−1 − (H1 − z I)
−1
)
=
1
2z
trH
(
gz(A+)− gz(A−)
)
,
z ∈ C\[0,∞).
(2.19)
For notational convenience, cf. (1.24) and (1.27), we also introduce the self-
adjoint operator
κ = κ(A−) =
(
A2− + I
)1/2
, (2.20)
in H, and for subsequent purposes also the operators
κz(A±) =
(
A2± − zI
)1/2
, z ∈ C\[0,∞). (2.21)
We will now outline the main steps in the proof of Theorem 2.2. As in [129],
the essential element of our strategy is to pass to an appropriate approximation
An(t). The simplest way to do this is to consider the spectral projections Pn =
EA−((−n, n)), n ∈ N, associated with the operator A−. The projections commute
with A−, κ(A−), and their resolvents. Using Pn just introduced, (2.4), (2.8), (2.20),
and (2.21), we define the following operators:
An(t) = PnA(t)Pn, Bn(t) = PnB(t)Pn, B
′
n(t) = PnB
′(t)Pn,
A±,n = PnA±Pn, Bn(+∞) = PnB(+∞)Pn, n ∈ N.
(2.22)
One observes that all operators introduced in (2.22) are bounded operators acting
on the space Hn = ran(Pn) which is, in general, infinite-dimensional. (To verify
this, it suffices to consider An(t) = Pn[A(t)(A− − iIH)
−1][Pn(A− − iIH)Pn], etc.)
For an operator An acting on Hn, we will keep the same notation An to denote the
operator An ⊕ 0 acting on H = Hn ⊕ 0. The proof of the following formula (2.23)
uses the main result in [129] applied to the bounded approximants An(t) of A(t):
Proposition 2.3. Assume Hypothesis 2.1. Then the trace formula (2.19) holds
for the operators An(t), A±,n on H, defined in (2.22), and the operators H1,n and
H2,n on L
2(R;H), obtained by replacing A(t) by An(t) in (2.15), that is, one has
trL2(R;Hn)
(
(H2,n − zI)
−1 − (H1,n − zI)
−1
)
=
1
2z
trHn
(
gz(A+,n)− gz(A−,n)
)
,
z ∈ C\[0,∞). (2.23)
Proof. As Pn = EA−((−n, n)) are the spectral projections for A−, for each fixed
n ∈ N, formula (2.23) follows from [129, Proposition 1.3] under the assumptions in
Hypothesis 2.1. Indeed, formula (2.23) has been proved in [129, Proposition 1.3]
under the assumption ∫
R
‖B′n(t)‖B1(Hn) dt <∞. (2.24)
In the current setting, condition (2.2) and relation
B′n(t)(|A−,n|+ IHn)
−1 = PnB
′(t)(|A−|+ IH)
−1Pn (2.25)
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yield: ∫
R
‖B′n(t)(|A−,n|+ IHn)
−1‖B1(Hn) dt <∞. (2.26)
Since the operator |A−,n| + IHn is bounded for each n ∈ N, (2.26) implies (2.24),
and thus (2.23) holds. 
In view of Proposition 2.3, to complete the proof of Theorem 2.2 it suffices to
pass to the limit in B1(L2(R;H)) in the left-hand side and in B1(H) in the right-
hand side of (2.23) as n → ∞. As a result, Theorem 2.2 is a consequence of the
following three propositions proved, respectively, in Sections 5, 6, and 7 (cf. Lemma
7.3).
Proposition 2.4. Assume Hypothesis 2.1, and consider the operators H1 and
H2 defined in (2.15), and the operators H1,n and H2,n on L
2(R;H), obtained by
replacing A(t) by An(t) in (2.15). Then, for each n ∈ N and z ∈ C\[0,∞),
[(H2 − z I)
−1 − (H1 − z I)
−1], [(H2,n − zI)
−1 − (H1,n − zI)
−1] ∈ B1(L
2(R;H))
(2.27)
and
lim
n→∞
∥∥[(H2 − z I)−1 − (H1 − z I)−1]
−
[
(H2,n − zI)
−1 − (H1,n − zI)
−1
]∥∥
B1(L2(R;H))
= 0. (2.28)
Proposition 2.5. Assume Hypothesis 2.1. Consider the operators A± in (3.51),
A±,n in (2.22), and the function g(x) = x(x
2+1)−1/2, x ∈ R, introduced in (2.16).
Then,
[g(A+)− g(A−)], [g(A+,n)− g(A−,n)] ∈ B1(H) (2.29)
for each n ∈ N and
lim
n→∞
‖[g(A+)− g(A−)]− [g(A+,n)− g(A−,n)]‖B1(H) = 0. (2.30)
Proposition 2.6. Assume Hypothesis 2.1 and consider the function gz(x) = x(x
2−
z)−1/2, x ∈ R, z ∈ C\[0,∞) introduced in (2.16). Then,
[gz(A+)− gz(A−)] ∈ B1(H), z ∈ C\[0,∞), (2.31)
and
C\[0,∞) ∋ z 7→ trH
(
gz(A+)− gz(A−)
)
is analytic. (2.32)
Assuming Propositions 2.4–2.6, one finishes the proof of Theorem 2.2 as follows:
Proof of Theorem 2.2. The left-hand side of formula (2.19) is an analytic function
with respect to z ∈ C\[0,∞). By Proposition 2.6, also the right-hand side is an
analytic function with respect to z ∈ C\[0,∞). By analytic continuation, it suffices
to show (2.19) for z < 0 only. But for z < 0 the conclusions of Proposition 2.5 hold
if g is replaced by gz, using gz(x) = g(x/(−z)1/2) and rescaling A(t) 7→ A(t)(−z)1/2.
Thus, passing to the limit as n→∞ in (2.23), and using Propositions 2.4 and 2.5,
one concludes that (2.19) holds for z < 0. 
Remark 2.7. Alternatively, one can derive relation (2.31) from (2.29) as follows:
One considers the smooth function hz(x) = ((x
2+1)/(x2− z))1/2 with equal limits
1 as x → ±∞. Then the inclusion (2.31) follows from the first assertion in (2.29),
from the formula gz(x) = hz(x)g(x), and the representation
gz(A+)− gz(A−) = [hz(A+)− hz(A−)]g(A+) + hz(A−)[g(A+)− g(A−)], (2.33)
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since the inclusion [hz(A+)−hz(A−)] ∈ B1(H) holds, for instance, by [149, Theorem
8.7.1].
However, much more is true: In Lemma B.1 we will, in fact, prove trace norm
analyticity of [gz(A+)−gz(A−)], z ∈ C\[0,∞), which immediately yields analyticity
of trH(gz(A+)− gz(A−)), z ∈ C\[0,∞), and hence provides yet another alternative
start for proving Theorem 2.2.
The following corollary is one of our principal results saying that the difference
of the Morse projections is of trace class.
Corollary 2.8. Assume Hypothesis 2.1 and suppose that 0 ∈ ρ(A+)∩ρ(A−). Then[
EA−((−∞, 0))− EA+((−∞, 0))
]
∈ B1(H). (2.34)
Proof. By Hypothesis 2.1, (A+ − A−) is a relatively trace class perturbation of
A−, that is (A+ − A−)(A− − zI)−1 ∈ B1(H), z ∈ C\R (see (3.28)), and thus
the difference of the resolvents of A+ and A− is of trace class,
[
(A+ − zI)−1 −
(A− − zI)−1
]
∈ B1(H), z ∈ C\R. In this case (cf. [149, Theorem 8.7.1]), one has
[f(A−)−f(A+)] ∈ B1(H) for any function f having two locally bounded derivatives
and satisfying the following conditions:
(x2f ′(x))′ = O(|x|−1−ǫ), |x| → ∞, ǫ > 0, (2.35)
lim
x→−∞
f(x) = lim
x→+∞
f(x), lim
x→−∞
x2f ′(x) = lim
x→+∞
x2f ′(x). (2.36)
Since EA±((−∞, 0)) =
1
2
(
I − sign(A±)
)
, inclusion (2.34) is equivalent to
[sign(A−)− sign(A+)] ∈ B1(H). (2.37)
We choose ε0 such that [−ε0, ε0] ⊂ ρ(A−)∩ρ(A+) and consider a smooth modifica-
tion g˜ of the function g(x) = x(1 + x2)−1/2 on R\{0} such that g˜(x) = signx
for |x| < ε0/2 and g˜(x) = g(x) for |x| > ε0. Then g˜(A±) = g(A±) since g˜
and g coincide on the spectrum of A±. By the first inclusion in (2.29) we have[
g˜(A−)−g˜(A+)
]
∈ B1(H), and thus, introducing the function f(x) = g˜(x)−sign(x),
the inclusion (2.37) is equivalent to [f(A−) − f(A+)] ∈ B1(H). But the latter in-
clusion holds since f satisfies (2.35), (2.36) with ǫ = 1. 
Next, we will formulate one of our principal results, relating a particular choice
of spectral shift functions of the two pairs of operators, (H2,H1), and (A+, A−).
This requires some preparations as a priori in the present general context, the Krein
spectral shift function for either pair is only defined up to constants.
Since by Theorem 2.2,
[g(A+)− g(A−)] ∈ B1(H), (2.38)
and g(A±) are self-adjoint, Krein’s trace formula in its simplest form (cf. [149,
Theorem 8.2.1] yields
trH
(
g(A+)− g(A−)
)
=
∫
[−1,1]
ξ(ω; g(A+), g(A−)) dω. (2.39)
Defining
ξ(ν;A+, A−) := ξ(g(ν); g(A+), g(A−)), ν ∈ R, (2.40)
then ξ( · ;A+, A−) can be shown to satisfy
ξ( · ;A+, A−) ∈ L
1
(
R; (|ν|+ 1)−2dν
)
. (2.41)
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Next, one also needs to introduce the spectral shift function ξ( · ;H2,H1) asso-
ciated with the pair (H2,H1). Since H2 > 0 and H1 > 0, and[
(H2 + I)
−1 − (H1 + I)
−1
]
∈ B1
(
L2(R;H)
)
, (2.42)
by Theorem 2.2, one uniquely introduces ξ( · ;H2,H1) by requiring that
ξ(λ;H2,H1) = 0, λ < 0, (2.43)
and by
trL2(R;H)
(
(H2 − z I)
−1 − (H1 − z I)
−1
)
= −
∫
[0,∞)
ξ(λ;H2,H1) dλ
(λ− z)2
,
z ∈ C\[0,∞),
(2.44)
following [149, Sect. 8.9].
Given these preparations, we have the following result, an extension of Pushnit-
ski’s formula [129], to be proven in Section 8.
Theorem 2.9. Assume Hypothesis 2.1 and define ξ( · ;A+, A−) and ξ( · ;H2,H1)
according to (2.40) and (2.43), (2.44), respectively. Then one has for a.e. λ > 0,
ξ(λ;H2,H1) =
1
π
∫ λ1/2
−λ1/2
ξ(ν;A+, A−) dν
(λ− ν2)1/2
, (2.45)
with a convergent Lebesgue integral on the right-hand side of (2.45).
Finally, we turn to the connection between the spectral shift function, the spec-
tral flow for the path {A(t)}∞t=−∞ of self-adjoint Fredholm operators, and the Fred-
holm index ofDA to be studied in detail in Section 9. Introducing the spectral flow
SpFlow({A(t)}∞t=−∞) as in Definition 9.5, and recalling the definition of the index
of a pair of Fredholm projections in Definition 9.8, the following result is proved in
Theorem 7.6, Corollary 8.4, and Theorems 9.13. (We note that Theorem 2.9 is the
major input in the proof of the Fredholm index result (2.46)):
Theorem 2.10. Assume Hypothesis 2.1 and suppose that 0 ∈ ρ(A+)∩ρ(A−). Then
the pair
(
EA+((−∞, 0)), EA−((−∞, 0))
)
of the Morse projections is Fredholm and
the following equalities hold:
index(DA) = SpFlow({A(t)}
∞
t=−∞)
= ξ(0;A+, A−) (2.46)
= ξ(0+;H2,H1) (2.47)
= index(EA−((−∞, 0)), EA+((−∞, 0))) (2.48)
= trH(EA−((−∞, 0))− EA+((−∞, 0))) (2.49)
= π−1 lim
ε↓0
Im
(
ln
(
detH
(
(A+ − iεI)(A− − iεI)
−1
)))
, (2.50)
with a choice of branch of ln(detH(·)) on C+ analogous to (2.52) below.
Here we note that ξ can be shown to satisfy (cf. Theorem 7.6)
ξ(λ;A+, A−) = π
−1 lim
ε↓0
Im(ln(DA+/A−(λ+ iε))) for a.e. λ ∈ R, (2.51)
and we make the choice of branch of ln(DA+/A−(·)) on C+ such that
lim
Im(z)→+∞
ln(DA+/A−(z)) = 0, (2.52)
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with
DT/S(z) = detH((T − zI)(S − zI)
−1) = detH(I + (T − S)(S − zI)
−1), z ∈ ρ(S),
(2.53)
denoting the perturbation determinant for the pair of operators (S, T ) in H, assum-
ing (T −S)(S − z0)−1 ∈ B1(H) for some (and hence for all) z0 ∈ ρ(S). In addition,
we recall,
d
dz
ln(DA+/A−(z)) = −trH
(
(A+ − zI)
−1 − (A− − zI)
−1
)
=
∫
R
ξ(λ;A+, A−) dλ
(λ− z)2
, z ∈ C\R,
(2.54)
the trace formula associated with the pair (A+, A−).
3. The Relative Trace Class Setting
Throughout this section we assume Hypothesis 2.1 and closely examine the basic
assumptions made in it.
3.1. A Thorough Analysis of the Main Hypothesis. We start with the fol-
lowing auxiliary result:
Lemma 3.1. Let H be a complex, separable Hilbert space and R ∋ t 7→ F (t) ∈
B1(H). Then the following assertions (i) and (ii) are equivalent:
(i) {F (t)}t∈R is a weakly measurable family of operators in B(H) and ‖F (·)‖B1(H) ∈
L1(R; dt).
(ii) F ∈ L1(R;B1(H)).
Moreover, if either condition (i) or (ii) holds, then∥∥∥∥ ∫
R
F (t) dt
∥∥∥∥
B1(H)
6
∫
R
‖F (t)‖B1(H) dt (3.1)
and the B1(H)-valued function
R ∋ t 7→
∫ t
t0
F (s) ds, t0 ∈ R ∪ {−∞}, (3.2)
is strongly absolutely continuous with respect to the norm in B1(H).
In addition we recall the following fact:
(iii) Suppose that R ∋ t 7→ G(t) ∈ B1(H) is strongly locally absolutely continuous
in B1(H). Then H(t) = G′(t) exists for a.e. t ∈ R, H(·) is Bochner integrable over
any compact interval, and hence
G(t) = G(t0) +
∫ t
t0
H(s) ds, t, t0 ∈ R. (3.3)
Proof. Clearly, condition (ii) implies condition (i).
To prove the converse statement, that is, condition (i) implies condition (ii),
one can argue as follows. Let F : R → B1(H) be a weakly measurable function in
the sense that for every f, g ∈ H, the function (f, F (·)g)H is measurable on R, and
suppose that ‖F (·)‖B1(H) ∈ L
1(R; dt).
One recalls that B1(H) is a separable Banach space. Hence, if F is weakly
measurable in B1(H), then it is measurable in B1(H) by Pettis’ theorem (cf., e.g.,
[11, Theorem 1.1.1], [53, Theorem II.1.2], [83, 3.5.3]). Moreover, one recalls that
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for fixed A ∈ B(H), trH(TA), T ∈ B1(H) is a continuous functional on B1(H)
with norm ‖A‖B(H), and every continuous functional on B1(H) is obtained in this
manner. In particular, one can identify B1(H)∗ and B(H) as Banach spaces.
Next, one notes that F is weakly measurable in B1(H) if and only if trH(F (·)A)
is measurable on R for every A taken from a separating set S ⊆ (B1(H))∗ = B(H)
(cf. [11, Corollary 1.1.3]). As S one may take, for example, the set O of rank-one
operators on H. It will clearly be separating since for any 0 6= T ∈ B1(H) one
can find an operator A = (f0, ·)H g0 ∈ O such that trH(TA) = (f0, T g0)H 6= 0.
However, by hypothesis, trH(F (·)A) = (f0, F (·)g0)H is measurable on R for every
A = (f0, ·)H g0. Thus F is weakly measurable and hence measurable in B1(H).
Moreover, since also ‖F (·)‖B1(H) ∈ L
1(R; dt) by assumption, F is Bochner inte-
grable in B1(H) by Bochner’s theorem (cf., e,g., [11, Theorem 1.14], [53, Theorem
II.2.2], [83, Theorem 3.7.4]).
The estimate (3.1) and the strong absolute continuity of the function in (3.2)
is well-known in the context of Bochner integrals (cf., e.g., [11, p. 6–21], [53, p.
44–50], [83, p. 71–88]).
Finally, also (3.3) is standard (cf., e.g., [11, Proposition 1.2.3]) since B1(H)
has the Radon–Nikodym property by the Dunford–Pettis Theorem (cf., e.g., [11,
Theorem 1.2.6]) as (B∞(H))∗ = B1(H) is a separable dual space (cf., e.g., [72,
Theorem III.7.1], [137, Sect. IV.1]). 
An application of Lemma 3.1 yields the following observations:
Remark 3.2. Hypothesis 2.1 (iii) implies that
{B′(t)(|A−|+ I)
−1}t∈R is weakly measurable (3.4)
since for all g, h ∈ H, (g,B′(·)(|A−| + I)−1h)H arises as a pointwise a.e. limit of
measurable functions. Thus, applying Lemma 3.1, one concludes that assumption
(2.2), ∫
R
∥∥B′(t)(|A−|+ I)−1∥∥B1(H) dt <∞, (3.5)
together with condition (3.4), are equivalent to the (seemingly stronger) condition
B′(·)(|A−|+ I)
−1 ∈ L1(R;B1(H)). (3.6)
In particular, it would have been possible to just assume B′(·)(|A−| + I)−1 ∈
L1(R;B1(H)) in Hypothesis 2.1 (iv).
Remark 3.3. We temporarily introduce the Bochner integral in B1(H),
C(t) =
∫ t
−∞
B′(s)(|A−|+ I)
−1 ds ∈ B1(H), t ∈ R. (3.7)
Applying Lemma 3.1 (iii), one concludes that
C′(t) = B′(t)(|A−|+ I)
−1 for a.e. t ∈ R, (3.8)
and hence, in particular, for all f, g ∈ H,
(f, C′(t)g)H = (f,B
′(t)(|A−|+ I)
−1g)H for a.e. t ∈ R. (3.9)
Thus, by Hypothesis 2.1 (iii),
d
dt
(f, C(t)g)H = (f, C
′(t)g)H = (f,B
′(t)(|A−|+ I)
−1g)H
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=
d
dt
(f,B(t)(|A−|+ I)
−1g)H for a.e. t ∈ R. (3.10)
Consequently, one arrives at
C(t) = B(t)(|A−|+ I)
−1 + C0 for some C0 ∈ B1(H). (3.11)
In particular, one infers that
lim
t→−∞
B(t)(|A−|+ I)
−1 = D− exists in the B1(H)-norm. (3.12)
We now choose the convenient normalization
D− = 0 (3.13)
and hence obtain
B(t)(|A−|+ I)
−1 =
∫ t
−∞
B′(s)(|A−|+ I)
−1 ds ∈ B1(H), t ∈ R, (3.14)
(a fact that will be used later in the proof of Lemma 3.5), and hence one also has
the estimate∥∥B(t)(|A−|+ I)−1∥∥B1(H) 6
∫ t
−∞
∥∥B′(s)(|A−|+ I)−1∥∥B1(H) ds, t ∈ R. (3.15)
In the following we draw some conclusions from Hypothesis 2.1:
We start by recalling the following standard convergence property for trace ideals:
Lemma 3.4. Let p ∈ [1,∞) and assume that R,Rn, T, Tn ∈ B(H), n ∈ N, satisfy
s-limn→∞Rn = R and s-limn→∞ Tn = T and that S, Sn ∈ Bp(H), n ∈ N, satisfy
limn→∞ ‖Sn − S‖Bp(H) = 0. Then limn→∞ ‖RnSnT
∗
n −RST
∗‖Bp(H) = 0.
This follows, for instance, from [79, Theorem 1], [141, p. 28–29], or [149, Lemma
6.1.3] with a minor additional effort (taking adjoints, etc.). We note that by the
uniform boundedness principle, weak (and hence strong) convergence of Rn ∈ B(H)
to an operatorR ∈ B(H) implies the uniform boundedness of the sequence {Rn}n∈N,
that is, the existence of a constant C ∈ (0,∞) such that supn∈N ‖Rn‖B(H) 6 C and
‖R‖B(H) 6 lim infn→∞ ‖Rn‖B(H) (cf., e.g., [147, Theorem 4.26]). (In particular,
the uniform boundedness hypothesis supn∈N ‖Rn‖B(H) 6 C (and similarly for Tn)
used in [141, p. 28] need not be assumed in Lemma 3.4.)
Lemma 3.5. Assume Hypotheses 2.1 and introduce the open cone Cε = {z ∈
C | | arg(z)| < ε} for some ε ∈ (0, π/2). Then
sup
t∈R
∥∥B(t)(|A−| − zI)−1∥∥B1(H) =z→∞
z /∈Cε
o(1). (3.16)
Proof. One estimates, assuming for simplicity that |z| > 1, z /∈ Cε,
sup
t∈R
∥∥B(t)(|A−| − zI)−1∥∥B1(H) = supt∈R
∥∥∥∥ ∫ t
−∞
B′(s)(|A−| − z)
−1 ds
∥∥∥∥
B1(H)
6
∫
R
∥∥B′(s)(|A−| − zI)−1∥∥B1(H) ds (3.17)
=
∫
R
∥∥B′(s)(|A−|+ I)−1(|A−|+ I)(|A−| − zI)−1∥∥B1(H) ds
6
∥∥(|A−|+ I)(|A−| − zI)−1∥∥B(H) ∫
R
∥∥B′(s)(|A−|+ I)−1∥∥B1(H) ds <∞ (3.18)
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due to condition (2.2), since∥∥(|A−|+ I)(|A−| − zI)−1∥∥B(H) 6 c(ε), |z| > 1, z /∈ Cε, (3.19)
for some constant c(ε) > 0. By the dominated convergence theorem and (3.17), it
remains to show that∥∥B′(s)(|A−| − zI)−1∥∥B1(H) −→|z|→∞
z /∈Cε
0 for each s ∈ R. (3.20)
Introducing the normal operators Wz = (|A−| + I)(|A−| − zI)−1, W ∗z = (|A−| +
I)(|A−| − zI)−1, |z| > 1, z /∈ Cε, the norms of Wz are uniformly bounded due to
(3.19). In addition, one has ‖(|A−|− zI)
−1‖B(H) → 0 as |z| → ∞, z /∈ Cε, and thus
for all f ∈ dom(|A−|), (Wz)∗f → 0 in H as |z| → ∞, z /∈ Cε. Since dom(|A−|) is
dense in H, it follows that (Wz)∗ → 0 strongly in H as |z| → ∞, z /∈ Cε. Due to
the fact that
B′(s)(|A−| − zI)
−1 = B′(s)(|A−|+ I)
−1Wz , (3.21)
and the operator B′(s)(|A−|+ I)−1 is in B1(H), Lemma 3.4 implies (3.20). 
Remark 3.6. Since B(t) and B′(t) are symmetric with dom(B(t)) ∩ dom(B′(t)) ⊇
dom(A−), t ∈ R, one concludes that
B(t)∗(|A−|+ I)
−1 = B(t)(|A−|+ I)
−1,
(B′(t))∗(|A−|+ I)
−1 = B′(t)(|A−|+ I)
−1, t ∈ R.
(3.22)
Consequently, (2.2), (3.14), (3.15), (3.6), and (3.16) hold with B(t), B′(t) replaced
by B(t)∗, (B′(t))∗, respectively.
Next, assuming Hypothesis 2.1, we recall the definition of the family of operators
{A(t)}t∈R in H with constant domain dom(A−) (cf. (2.4)) by
A(t) = A− +B(t), dom(A(t)) = dom(A−), t ∈ R, (3.23)
and note that (cf. (3.16))
sup
t∈R
‖A(t)‖B(H1(A−),H) = sup
t∈R
‖A(t)(|A−|+ I)
−1‖B(H)
= sup
t∈R
‖[A− +B(t)](|A−|+ I)
−1‖B(H) <∞.
(3.24)
We now turn to a closer examination of the family {A(t)}t∈R:
Theorem 3.7. Assume Hypothesis 2.1 and define A(t), t ∈ R, as in (3.23). Then
the following assertions hold:
(i) For all t ∈ R, A(t) with domain dom(A(t)) = dom(A−) is self-adjoint in H.
(ii) For all t ∈ R, B(t) is relatively trace class with respect to A−, that is,
B(t)(A− − zI)
−1 ∈ B1(H), z ∈ C\R, t ∈ R. (3.25)
(iii) There exists a self-adjoint operator A+ in H such that
dom(A+) = dom(A−), (3.26)
and
n-lim
t→±∞
(A(t) − zI)−1 = (A± − zI)
−1, z ∈ C\R. (3.27)
(iv) (A+ −A−) is relatively trace class with respect to A−, that is,
(A+ −A−)(A− − zI)
−1 ∈ B1(H), z ∈ C\R. (3.28)
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(v) One has[
(A(t) − zI)−1 − (A− − zI)
−1
]
∈ B1(H), t ∈ R, z ∈ C\R, (3.29)[
(A+ − zI)
−1 − (A− − zI)
−1
]
∈ B1(H), z ∈ C\R, (3.30)
and hence,
σess(A(t)) = σess(A−) = σess(A+), t ∈ R. (3.31)
Proof. (i) Self-adjointness of A(t) on dom(A(t)) = dom(A−) for all t ∈ R immedi-
ately follows from (3.16), which implies∥∥B(t)(A− − zI)−1∥∥B(H) < 1 for |Im(z)| > 0 sufficiently large, (3.32)
and the Kato–Rellich Theorem (cf. [89, Theorem V.4.3]).
(ii) This instantly follows from (3.16).
(iii) Since by (3.6), B′(t)(|A−| + I)−1 ∈ L1(R;B1(H)), one infers in addition to
(3.12) and (3.13) that
lim
t→±∞
B(t)(A− − zI)
−1 =
{
D+(z)
0
exist in the B1(H)-norm (3.33)
for |Im(z)| > 0 sufficiently large. Moreover, by (3.32) and (3.16) (in fact, in this
context it would be sufficient to replace B1(H) by B(H) in (3.16)) one has that[
I +B(t)(A− − zI)
−1
]−1
, [I +D+(z)]
−1 ∈ B(H) for |Im(z)| > 0 sufficiently large.
(3.34)
Employing the second resolvent equation for A(t) one obtains, using (3.34),
(A(t) − zI)−1 = (A− − zI)
−1 − (A(t) − zI)−1
[
B(t)(A− − zI)
−1
]
, t ∈ R, (3.35)
for |Im(z)| > 0 sufficiently large. Thus, applying (3.33), one obtains
n-lim
t→±∞
(A(t) − zI)−1 =
{
(A− − zI)−1[I +D+(z)]−1
(A− − zI)−1
(3.36)
for |Im(z)| > 0 sufficiently large, and hence also
(A(t)− zI)−1 = (A− − zI)
−1
[
I +B(t)(A− − zI)
−1
]−1
, t ∈ R, (3.37)
for |Im(z)| > 0 sufficiently large.
Next, one notes that the strong (and hence in particular the norm) limit of
resolvents of self-adjoint operators is necessarily a pseudoresolvent. The latter is
the resolvent of a closed, linear operator if and only if the z-independent nullspace
of the pseudoresolvent equals {0} (cf. [89, Sect. VIII.1.1]). Since
ker
(
(A− − zI)
−1[I +D+(z)]
−1
)
= {0} for |Im(z)| > 0 sufficiently large, (3.38)
one thus concludes that
n-lim
t→±∞
(A(t)− zI)−1 = (A± − zI)
−1 for |Im(z)| > 0 sufficiently large, (3.39)
for some closed, linear operator A+ in H. Thus, (3.35) yields
(A+ − zI)
−1 = (A− − zI)
−1 − (A+ − zI)
−1D+(z) (3.40)
for |Im(z)| > 0 sufficiently large, and hence (cf. also (3.37))
(A+−zI)
−1 = (A−−zI)
−1[I+D+(z)]
−1 for |Im(z)| > 0 sufficiently large. (3.41)
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Equation (3.41) then yields
(A+ − zI) = [I +D+(z)](A− − zI) for |Im(z)| > 0 sufficiently large, (3.42)
and hence confirms that dom(A+) = dom(A−). Self-adjointness of A+ then follows
from
n-lim
t→∞
[
(A(t) − zI)−1
]∗
= n-lim
t→∞
(A(t)− zI)−1 = (A+ − zI)
−1 =
[
(A+ − zI)
−1
]∗
= (A∗+ − zI)
−1 (3.43)
for |Im(z)| > 0 sufficiently large. Having established self-adjointness of A±, an
analytic continuation with respect to z in (3.39) then yields (3.27).
(iv) This immediately follows from (3.33) and (3.42), which imply
(A+−A−)(A−−zI)
−1 = D+(z) ∈ B1(H) for |Im(z)| > 0 sufficiently large. (3.44)
An analytic continuation with respect to z in (3.44) then yields (3.28).
(v) Relation (3.29) follows from (3.25) and (3.35), relation (3.30) follows from (3.33)
and (3.40). Finally, (3.31) follows from (3.29) and (3.30) (in fact, replacing B1(H) by
B∞(H) would be sufficient for this purpose in both equations) and Weyl’s Theorem
(cf., e.g., [134, Corollary XIII.4.2]). 
Given Theorem 3.7 one can introduce the densely defined, symmetric (and hence
closable) operator B˙(+∞) in H by
B˙(+∞) = A+ −A−, dom(B˙(+∞)) = dom(A−), (3.45)
and its closure B(+∞) in H,
B(+∞) = B˙(+∞), dom(B(+∞)) ⊇ dom(A−). (3.46)
In addition, and in accordance with our normalization D− = 0 in (3.13), we also
introduce
B(−∞) = 0, dom(B(−∞)) = H. (3.47)
By (3.14), (3.33), and D+(z) = B(+∞)(A− − zI)−1, and recalling notation
(2.20), one may thus summarize some of the properties of B(t), B(+∞) by
lim
t→∞
‖[B(t)−B(+∞)](A2− + I)
−1/2‖B1(H) = 0, (3.48)
B(+∞)(A2− + I)
−1/2 =
∫
R
B′(s)(A2− + I)
−1/2 ds ∈ B1(H), (3.49)
B(t)(A2− + I)
−1/2 =
∫ t
−∞
B′(s)(A2− + I)
−1/2 ds ∈ B1(H), t ∈ R. (3.50)
Finally, one also has
A+ = A− +B(+∞), dom(A+) = dom(A−). (3.51)
Next, we denote by H1/2(|A|) the domain of the operator |A|
1/2 equipped with
its graph norm. The following lemma shows that the graph norms associated with
A(t) and |A(t)|1/2, respectively, are equivalent for different t with constants uniform
with respect to t ∈ R:
Lemma 3.8. Assume Hypothesis 2.1. Then there are positive constants c1 and c2
such that for all t ∈ R one has,
‖f‖H1(A−) 6 c1‖f‖H1(A(t)) 6 c2‖f‖H1(A−), (3.52)
f ∈ dom(A−) = dom(A(t)),
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‖f‖H1/2(|A−|) 6 c1‖f‖H1/2(|A(t)|) 6 c2‖f‖H1/2(|A−|), (3.53)
f ∈ dom
(
|A−|
1/2
)
= dom
(
|A(t)|1/2
)
.
Proof. Since B(t) is relatively compact with respect to A−, one concludes that (cf.,
[147, Theorems 9.4(b), 9.7, 9.9])
dom(A−) = dom(|A−|) = dom(|A(t)|) = dom(A(t)),
dom
(
|A−|
1/2
)
= dom
(
|A(t)|1/2
)
, t ∈ R.
(3.54)
For each t ∈ R, the set dom(|A(t)|) is a core for |A(t)|1/2 (see, e.g., [89, Theorem
V.3.24]). This implies that (3.53) follows from (3.52). The second inequality in
(3.52) is just a reformulation of (3.24). To prove the first inequality in (3.52), we
will use Lemma 3.5: Fix z ∈ C\[0,∞) such that ‖B(t)(|A−| − zI)−1‖2B(H) < 1/6,
uniformly with respect to t ∈ R. Then, for each f ∈ dom(A−),
‖f‖2H1(A−) = ‖f‖
2
H + ‖A(t)f −B(t)f‖
2
H 6 ‖f‖
2
H +
(
‖A(t)f‖H + ‖B(t)f‖H
)2
6 ‖f‖2H + 2
(
‖A(t)f‖2H + ‖B(t)(|A−| − zI)
−1(|A−| − zI)f‖
2
H
)
6 ‖f‖2H + 2‖A(t)f‖
2
H + (2/3)
(
‖ |A−|f‖
2
H + z
2‖f‖2H
)
6 c(z)‖f‖2H1(A(t)) + (2/3)‖f‖
2
H1(A−)
, (3.55)
where c(z) is independent of t. 
Remark 3.9. Given the operators κ(A±) =
(
(A±)
2 + I
)1/2
with dom(κ(A+)) =
dom(κ(A−)) = dom(A−), one concludes that κ(A−)
1/2κ(A+)
−1/2 ∈ B(H) by the
closed graph theorem (cf. [89, Remark IV.1.5]). Passing to the adjoint (cf. [147, The-
orem 4.19 (b)]), one infers that κ(A+)
−1/2κ(A−)
1/2 ⊆
[
κ(A−)
1/2κ(A+)
−1/2
]∗
∈
B(H) and hence
κ(A+)−1/2κ(A−)1/2 =
[
κ(A−)
1/2κ(A+)
−1/2
]∗
∈ B(H). (3.56)
3.2. The Role of N-Measurability. We continue this section with some remarks
concerning the relevance of Hypothesis 2.1 (v). Let T in L2(R;H) be defined in
terms of the weakly measurable family of densely defined, closed, linear operators
T (t), t ∈ R, in H in analogy to (A.15), that is,
(T f)(t) = T (t)f(t) for a.e. t ∈ R,
f ∈ dom(T ) =
{
g ∈ L2(R;H)
∣∣∣∣ g(t) ∈ dom(T (t)) for a.e. t ∈ R, (3.57)
t 7→ T (t)g(t) is (weakly) measurable,
∫
R
‖T (t)g(t)‖2H dt <∞
}
.
Then T is closed in L2(R;H), but may not be densely defined. Also, it is of interest
to know if T can be written as the direct integral of the operators T (t). Adding
the hypothesis that the family {T (t)}t∈R is N -measurable (cf. the discussion of
N -measurability in Appendix A) guarantees that T is densely defined by Theorem
A.7. In particular, one then has
T =
∫ ⊕
R
T (t) dt, T ∗ =
∫ ⊕
R
T (t)∗ dt, |T | =
∫ ⊕
R
|T (t)| dt, (3.58)
moreover, the remaining analogs of the direct integral formulas in Theorem A.7
(such as (A.24), (A.25)) apply to T as well.
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Remark 3.10. We will show in Lemma A.10 that Hypotheses 2.1 (i)–(iv), in addi-
tion to Hypothesis 2.1 (v), imply that {B(t)}t∈R and {B′(t)}t∈R are N -measurable
as introduced in Definition A.3 (iii) and further discussed in Remark A.4 (iv). Con-
sequently, B and B′, defined according to (3.57), are densely defined in L2(R;H),
and the analogs of (3.58) hold in either case by Theorem A.7.
Remark 3.11. (i) Assuming Hypothesis 2.1, the weak measurability of {B(t)}t∈R
and {B′(t)}t∈R, proven in Lemma A.10, yield an alternative and direct proof (with-
out relying on Theorem A.7) that B and B′ are densely defined in L2(R;H)
as follows: Since the function B′( · )(|A| + I)−1 is weakly measurable, for each
f ∈ L2(R;H) with compact support, the function B′( · )(|A|+ I)−1f taking values
in L2(R;H) is weakly measurable as well. The fact that
S := {(|A−|+ I)
−1f | ess supp(f) compact} is dense in L2(R;H), (3.59)
then implies that the maximal domain of B′ is dense in L2(R;H). Analogous ideas
yield that the maximal domain of B is dense in L2(R;H). To see that S is indeed
dense in L2(R;H), one argues as follows: Assume that there exists f ∈ L2(R;H)
such that (f, g)L2(R;H) = 0 for every g ∈ S. Then ((|A−|+ I)
−1f, g˜)L2(R;H) = 0 for
every g˜ ∈ L2(R;H) with compact support. Since the latter set is dense in L2(R;H)
one gets (|A−| + I)−1f = 0 a.e. Since (|A−| + I)−1 is injective in H, f = 0 a.e.,
that is, the set S is dense in L2(R;H).
(ii) It is of course possible to interchange B(t) by B(t)∗ in (2.3), and analogously,
one may replace B′(t) by (B′(t))∗ in (2.3).
Remark 3.12. We will show by means of Example A.11 that Hypothesis 2.1(v)
is essential, and cannot be derived from assertions (i)–(iv) in Hypothesis 2.1; in
particular, we will show that weak measurability of the family
{(
|B′(t)|2+I
)−1}
t∈R
does not follow from weak measurability of {B′(t)}t∈R and weak measurability of{
B′(t)(|A−|+ I)−1
}
t∈R
.
Remark 3.13. In the special case where dom(A−) is a core for B(t) for all t ∈ R,
that is,
B(t)
∣∣
dom(A−)
= B(t), t ∈ R, (3.60)
an application of Lennon’s [101] result (A.32) then yields N -measurability of the
family {B(t)}t∈R and
B =
∫ ⊕
R
B(t) dt =
∫ ⊕
R
[
B(t)(|A−|+ I)−1
]
(|A−|+ I)−1 dt
=
[
B(|A−|+ I)−1
]
(|A−|+ I)−1 = B
∣∣
dom(A−)
.
(3.61)
Using (2.2) and (3.15), one concludes that (cf. (3.63) below)∥∥B(|A−| − z I)−1∥∥B(L2(R;H)) = sup
t∈R
∥∥B(t)(|A−| − zI)−1∥∥B(H) <∞. (3.62)
Remark 3.14. In the particular case where T (t) ∈ B(H), t ∈ R, and T (·) ∈
L∞(R;B(H)), the operator T defined in (3.57) is bounded in L2(R;H) and
‖T ‖B(L2(R;H)) = sup
t∈R
‖T (t)‖B(H). (3.63)
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3.3. Some Multi-Dimensional PDE Examples. We conclude this section with
two elementary examples illustrating the feasibility of Hypothesis 2.1.
Example 3.15. Let n ∈ N, p > n, q ∈ ((n/2), p− (n/2)), and ε > 0. Consider
0 6 V− ∈ L
2(Rn; (1 + |x|2)qdnx) ∩ L∞(Rn; dnx), (3.64)
0 6 V (t, ·) ∈ L2(Rn; (1 + |x|2)qdnx) ∩ L∞(Rn; dnx), t ∈ R, (3.65)
and suppose in addition that
∂tV (t, ·) ∈ L
2(Rn; (1 + |x|2)qdnx) ∩ L∞(Rn; dnx), t ∈ R, (3.66)
R ∋ t 7→ V (t, ·) ∈ C1(R;L∞(Rn; dnx)). (3.67)
Denoting the operator of multiplication by V−, V , and ∂tV in L
2(Rn; dnx) by the
same symbol, respectively, we introduce the linear operators
A− = (−∆)
p/2 + V− + εI, dom(A−) = dom
(
(−∆)p/2
)
, (3.68)
B(t) = V (t, ·)− V−, dom(B(t)) = L
2(Rn; dnx), t ∈ R, (3.69)
A(t) = A− +B(t), dom(A(t)) = dom(A−), t ∈ R, (3.70)
in L2(Rn; dnx), with −∆ abbreviating the self-adjoint Laplacian in L2(Rn; dnx)
whose graph domain equals the usual Sobolev space W 2,2(Rn).
Repeatedly applying [141, Corollary 4.8], one verifies that all assumptions in
Hypothesis 2.1 are satisfied. Specifically, since
(|k|2 + 1)−p/2 ∈ L2
(
Rn; (1 + |k|2)qdnk
)
,
V−, V (t, ·) ∈ L
2
(
Rn; (1 + |x|2)qdnx
)
, t ∈ R,
(3.71)
[141, Corollary 4.8] implies that
V−
(
(−∆)p/2 + I
)−1
, V (t, ·)
(
(−∆)p/2 + I
)−1
∈ B1
(
L2(Rn; dnx)
)
, t ∈ R. (3.72)
In addition, one has
σ(A(t)) = σ(A−) = [ε,∞), t ∈ R. (3.73)
Indeed, to show (3.73), one recalls that V > 0 and V− > 0, and since both operators
are relatively compact (in fact, relatively trace class) with respect to (−∆)p/2 by
(3.72), and hence also with respect to A− and A(t) (cf. (3.68), (3.70)), one obtains
σ(A−) ⊆ [ε,∞), σ(A(t)) ⊆ [ε,∞), t ∈ R, (3.74)
σess(A−) = σess(A(t)) = [ε,∞), t ∈ R, (3.75)
implying (3.73).
We note that L2(Rn; (1+ |x|2)qdnx), q > (n/2), in Example 3.15 can be replaced
by the Birman–Solomyak space ℓ1(L2(Rn)) (cf., e.g., [141, Chapter 4]). In addition,
the L∞-assumptions in Example 3.15 can be replaced by appropriate relatively
boundedness assumptions with respect to A−, but we omit further details in the
interest of simplicity.
A similar example, removing the positivity property of A(t) in Example 3.15,
can be constructed as follows:
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Example 3.16. Let n ∈ N, p > n, q ∈ ((n/2), p− (n/2)), and ε > 0. Consider the
self-adjoint 2× 2 matrices V− = (V−,j,k)16j,k62, V (t, ·) = (V (t, ·)j,k)16j,k62, with
V−,j,k ∈ L
2(Rn; (1 + |x|2)qdnx) ∩ L∞(Rn; dnx), 1 6 j, k 6 2, (3.76)
V (t, ·)j,k ∈ L
2(Rn; (1 + |x|2)qdnx) ∩ L∞(Rn; dnx), t ∈ R, 1 6 j, k 6 2, (3.77)
and suppose in addition that
∂tV (t, ·)j,k ∈ L
2(Rn; (1 + |x|2)qdnx) ∩ L∞(Rn; dnx), t ∈ R, 1 6 j, k 6 2, (3.78)
R ∋ t 7→ V (t, ·)j,k ∈ C
1(R;L∞(Rn; dnx)), 1 6 j, k 6 2. (3.79)
Next, we introduce the linear operators
A− =
(
(−∆)p/2 + εI + V−,1,1 V−,1,2
V−,2,1 −(−∆)p/2 − εI + V−,2,2
)
,
dom(A−) = dom
(
(−∆)p/2
)
⊕ dom
(
(−∆)p/2
)
, (3.80)
B(t) = V (t, ·)− V−, dom(B(t)) = L
2(Rn; dnx)⊕ L2(Rn; dnx), t ∈ R, (3.81)
A(t) = A− + B(t), dom(A(t)) = dom(A−), t ∈ R, (3.82)
in L2(Rn; dnx)⊕ L2(Rn; dnx). Then
σess(A(t)) = σess(A−) = (−∞,−ε] ∪ [ε,∞), t ∈ R, (3.83)
and repeatedly applying [141, Corollary 4.8] one again verifies that all assumptions
in Hypothesis 2.1 are satisfied. In the particular case where
V−,1,2 = V−,2,1 = 0, V−,1,1 > 0, V−,2,2 6 0, (3.84)
V1,2(t, ·) = V2,1(t, ·) = 0, V1,1(t, ·) > 0, V2,2(t, ·) 6 0, t ∈ R, (3.85)
then also
σ(A(t)) = σ(A−) = (−∞,−ε] ∪ [ε,∞), t ∈ R, (3.86)
holds as in the proof of (3.73).
Employing the norm resolvent convergence as t→ +∞ in (3.27) then shows that
A+, constructed according to Theorem 3.7, also satisfies (3.73) and (3.86) (cf., e.g.,
[132, Sect. VIII.7]).
4. Preliminaries in Connection with the Trace Formula
In this section we collected some preliminary results used in the proof of Propo-
sitions 2.4 and 2.5.
The following interpolation result (and others) have been proved in [65]. They
extend results originally discussed by Lesch [102]:
Theorem 4.1 ([65]). Let H be a separable Hilbert space and T > 0 a self-adjoint
operator with T−1 ∈ B(H). Assume that S is closed and densely defined in H, with(
dom(S) ∩ dom(S∗)
)
⊇ dom(T ), implying ST−1 ∈ B(H) and S∗T−1 ∈ B(H). If,
in addition, ST−1 ∈ B1(H) and S∗T−1 ∈ B1(H), then
T−1/2ST−1/2 ∈ B1(H), (T
−1/2ST−1/2)∗ = T−1/2S∗T−1/2 ∈ B1(H). (4.1)
Moreover,∥∥T−1/2ST−1/2∥∥
B1(H)
=
∥∥T−1/2S∗T−1/2∥∥
B1(H)
6
∥∥ST−1∥∥1/2
B1(H)
∥∥S∗T−1∥∥1/2
B1(H)
.
(4.2)
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Next, we study properties of the operator DA defined in (2.10) starting with
the constant coefficient case A(t) = A−, t ∈ R. We recall that the operator of
differentiation d/dt in L2(R;H), defined in (2.11), is closed, and the graph norm
on dom(d/dt) is equivalent to the norm in W 1,2(R;H), where W 1,2(·) denotes the
usual Sobolev space of L2(R;H)-functions with the first distributional derivative
in L2(R;H). We note that (d/dt)∗ = −(d/dt) which will be used in (4.5). For
a self-adjoint operator A− in H on dom(A−) ⊆ H, the operator A−, defined by
(2.13), is closed in L2(R;H) since A− is closed in H. In addition, the graph norm
‖ · ‖H1(A−) on dom(A−) is equivalent to the norm in L
2(R;H1(A−)) since
‖f‖2H1(A−) = ‖A−f‖
2
L2(R;H) + ‖f‖
2
L2(R;H) =
∫
R
[
‖A−f(t)‖
2
H + ‖f(t)‖
2
H
]
dt
=
∫
R
‖f(t)‖2H1(A−) dt = ‖f‖
2
L2(R;H1(A−))
, f ∈ dom(A−).
(4.3)
We recall the definition of the constant coefficient operator in L2(R;H),
DA− =
d
dt
+A−, dom(DA−) = dom(d/dt) ∩ dom(A−). (4.4)
Lemma 4.2. Suppose A− is self-adjoint in H on dom(A−) ⊆ H, and define the
operator DA− as in (4.4). Then the following assertions hold:
(i) The graph norm ‖ · ‖H1(DA− )
on dom(DA−) is equivalent to the norm on
W 1,2(R;H) ∩ L2(R;H1(A−)) defined as the maximum of the norms in W 1,2(R;H)
and L2(R;H1(A−)); consequently, the operator DA− is closed.
(ii) The adjoint D∗A− of the operator DA− in L
2(R;H) is given by
D∗A− = −
d
dt
+A−, dom(D
∗
A−
) = dom(d/dt) ∩ dom(A−) = dom(DA−). (4.5)
(iii) The operator DA− is a normal operator in L
2(R;H).
(iv) The spectra of the operators DA− in L
2(R;H) and A− in H satisfy:
σ(DA−) = σ(A−) + iR. (4.6)
Proof. As we will see, the lemma follows by letting A = A− and B = (−id/dt) in
the next assertion (cf. [57, Ex. XII.9.11, p.1259], [147, Ex. 7.48]).
Assertion. Suppose that A and B are two resolvent commuting self-adjoint oper-
ators in a complex, separable Hilbert space K, and define the operators C and C′
by
C = A+ iB, C′ = A− iB, dom(C) = dom(C′) = dom(A) ∩ dom(B). (4.7)
Then
‖Ch‖2K = ‖Ah‖
2
K + ‖Bh‖
2
K, h ∈ dom(C), (4.8)
‖C′h‖2K = ‖Ah‖
2
K + ‖Bh‖
2
K, h ∈ dom(C
′), (4.9)
the operator C is normal, C∗ = C′, and
ρ(A) + iR ⊆ ρ(C). (4.10)
To prove this assertion, we introduce the strongly right continuous families of
spectral projections EA(λ) = EA((−∞, λ]) and EB(λ) = EB((−∞, λ]), λ ∈ R,
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of the operators A and B, respectively. Since by hypothesis the resolvents of A
and B commute, the spectral projections also commute, that is, EA(λ)EB(µ) =
EB(µ)EA(λ), λ, µ ∈ R, and
EA(λ)A ⊆ AEA(λ), EA(λ)B ⊆ BEA(λ),
EB(λ)B ⊆ BEB(λ), EB(λ)A ⊆ AEB(λ), λ ∈ R.
(4.11)
It follows from (4.11) that C and C′ are densely defined, closable operators in K
and
C′ ⊆ C∗, C ⊆ C′∗. (4.12)
Next, we define
Qn = EA([−n, n])EB([−n, n]) = EB([−n, n])EA([−n, n]), n ∈ N, (4.13)
so that limn→∞ ‖Qnh− h‖ → 0 for each h ∈ K and, in addition,
QnC ⊆ CQn, QnC
∗ ⊆ C∗Qn, n ∈ N, (4.14)
ABQn = BAQn, n ∈ N. (4.15)
Let h ∈ dom(C′) and denote hn = Qnh, n ∈ N. Then (4.15) yields
‖C′h‖2K = limn→∞
(Ahn − iBhn, Ah− iBh)K
= lim
n→∞
[
(Ahn, Ah)K + (Bhn, Bh)K + i(Ahn, Bh)K − i(Bhn, Ah)K
]
= lim
n→∞
[
(Ahn, Ah)K + (Bhn, Bh)K
]
= ‖Ah‖2K + ‖Bh‖
2
K, (4.16)
proving (4.9); the proof of (4.8) is similar. By (4.8), the graph norm of C is
equivalent to the norm max
{
‖h‖H1(A), ‖h‖H1(B)
}
on dom(A)∩ dom(B). Since the
latter space is complete, C is closed; similarly, C′ is closed. Next, let h ∈ dom(C∗).
By (4.14), we have
lim
n→∞
C′hn = lim
n→∞
C∗hn = C
∗h. (4.17)
Since C′ is closed, one concludes that h ∈ dom(C′) and C′h = C∗h, which, together
with (4.12), implies that C′ = C∗. Since
‖Ch‖K = ‖C
∗h‖K, h ∈ dom(C) = dom(C
∗), (4.18)
due to (4.9) and (4.8), the normality of C follows by [147, Section 5.6]. Finally, to
prove (4.10), let us fix a µ+ iν ∈ ρ(A)+ iR and apply (4.8) with A and B replaced
by A − µIK and B − νIK, respectively. Since the operator A − µIK is uniformly
bounded from below, for some c > 0,
‖(C − (µ+ iν)IK)h‖
2
K = ‖(A− µIK)h‖
2
K + ‖(B − νIK)h‖
2
K > ‖(A− µIK)h‖
2
K
> c‖h‖2K, h ∈ dom(C), (4.19)
proving that the operator C − (µ+ iν)IK is uniformly bounded from below. Using
(4.9), a similar argument for C∗ completes the proof of the inclusion (µ+iν) ∈ ρ(C),
thus finishing the proof of the assertion.
Returning to the proof of Lemma 4.2, we remark that items (i), (ii), (iii) follow
directly from the assertion just proved (with A = A−, B = (−id/dt), and C =
DA−). In particular, the equivalence of the norms in item (i) follows from (4.8),
‖DA−f‖
2
L2(R;H) = ‖f
′‖2L2(R;H) + ‖A−f‖
2
L2(R;H), f ∈ dom(DA−), (4.20)
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which, in turn, for each f ∈ dom(DA−) = dom(d/dt) ∩ dom(A−) yields
‖f‖2W 1,2(R;H)∩L2(R;H1(A−)) = max
[
‖f‖2H1(d/dt), ‖f‖
2
H1(A−)
]
= max
[
‖f‖2L2(R;H) + ‖f
′‖2L2(R;H), ‖f‖
2
L2(R;H) + ‖A−f‖
2
L2(R;H)
]
6 ‖f‖2L2(R;H) + ‖f
′‖2L2(R;H) + ‖A−f‖
2
L2(R;H) (4.21)
6 2max
[
‖f‖2L2(R;H) + ‖f
′‖2L2(R;H), ‖f‖
2
L2(R;H) + ‖A−f‖
2
L2(R;H)
]
= 2‖f‖2W 1,2(R;H)∩L2(R;H1(A−)),
since the term in (4.21) is equal to ‖f‖2L2(R;H) + ‖DA−f‖
2
L2(R;H) = ‖f‖
2
H1(DA−
).
Therefore, dom(DA−) with the graph norm is a complete space, and thus DA− is
closed.
To finish the proof of item (iv), it remains to show that (µ + iν) ∈ ρ(DA−)
implies µ ∈ ρ(A−). As in the proof of [48, Theorem 3.13], one considers the unitary
operator of multiplication M in L2(R;H) by the scalar function m(t) = e−iνt, that
is,
(Mf)(t) = e−iνtf(t), f ∈ L2(R;H). (4.22)
In addition,
If f ∈ dom(DA−) then Mf ∈ dom(DA−) and DA−Mf = M(−iνI +DA−)f .
(4.23)
Thus, ρ(DA−) = ρ(−iνI +DA−), and therefore (µ + iν) ∈ ρ(DA−) implies µ ∈
ρ(DA−). Similarly to (4.19), for some c > 0,
c‖f‖2L2(R;H) 6 ‖(DA− − µI)f‖
2
L2(R;H) = ‖(A− − µI)f‖
2
L2(R;H) + ‖f
′‖2L2(R;H),
f ∈ dom(DA−). (4.24)
For each k ∈ N, we choose a smooth function χk : R→ [0, 1] such that
χk(t) =
{
1, |t| 6 k,
0, |t| > k + 1,
|χ′k(t)| 6 2, t ∈ R. (4.25)
We fix any h ∈ dom(A−) and denote fk(t) = χk(t)h, t ∈ R. Then fk ∈ dom(DA−)
with f ′k(t) = χ
′
k(t)h and (A−fk)(t) = χk(t)A−h. In addition,
‖f ′k‖L2(R;H)
‖fk‖L2(R;H)
=
‖χ′k‖L2(R;dt)
‖χk‖L2(R;dt)
−→
k→∞
0. (4.26)
Applying (4.24) with f replaced by fk yields:
c‖h‖2H‖χk‖
2
L2(R;dt) 6 ‖(A− − µI)h‖
2
H‖χk‖
2
L2(R;dt) + ‖h‖
2
H‖χ
′
k‖
2
L2(R;dt). (4.27)
Using (4.26), we arrive at the inequality c‖h‖2H 6 ‖(A− − µI)h‖
2
H, thus proving
µ ∈ ρ(A−). 
Remark 4.3. (i) Lemma 4.2 (iv) shows that if A− (and hence A−) has a spectral
gap at 0, then (DA−)
−1 ∈ B(L2(R;H)) and thus DA− is a Fredholm operator of
index zero.
(ii) One notes the peculiar fact that if σ(A−) = R, then DA− has empty resolvent
set, or equivalently, σ(DA−) = C.
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For an alternative proof of Lemma 4.2 (iii) using the notion of N -measurability
we refer to Lemma A.12.
Throughout the remaining part of this section, we continue to assume Hypothesis
2.1.
We recall that A denotes the maximally defined operator in L2(R;H) associated
with the family of operators A(t), t ∈ R, in H, defined by
(Af)(t) = A(t)f(t) for a.e. t ∈ R,
f ∈ dom(A) =
{
g ∈ L2(R;H)
∣∣∣∣ g(t) ∈ dom(A(t)) for a.e. t ∈ R,
t 7→ A(t)g(t) is (weakly) measurable,
∫
R
‖A(t)f(t)‖2H dt <∞
}
. (4.28)
Next, we define in L2(R;H) the operator
DA =
d
dt
+A, dom(DA) = dom(d/dt) ∩ dom(A), (4.29)
as the operator sum of d/dt and A.
Assuming Hypothesis 2.1, we next prove thatDA is a densely defined and closed
operator in L2(R;H), and that the domain of DA actually coincides with that of
DA− in (4.4).
Lemma 4.4. Assume Hypothesis 2.1. Then DA as defined in (4.29) is a densely
defined and closed operator in L2(R;H) and
dom(DA) = dom(D
∗
A) = dom(DA−) = dom(d/dt) ∩ dom(A−). (4.30)
Moreover, the adjoint operator D∗A of DA in L
2(R;H) is given by
D∗A = −
d
dt
+A,
dom(D∗A) = dom(d/dt) ∩ dom(A) = dom(d/dt) ∩ dom(A−).
(4.31)
In addition, the graph norm ‖ · ‖H1(DA) on dom(DA) is equivalent to the norm on
W 1,2(R;H) ∩ L2(R;H1(A−)) defined as the maximum of the norms in W 1,2(R;H)
and L2(R;H1(A−)).
Proof. SinceDA− may have an empty resolvent set, we will focus on the self-adjoint
operator |DA− | at first. Consider the unitary vector-valued Fourier transform
FH : L
2(R;H)→ L2(R;H), (4.32)
first defined by
F 7→ F̂ , F̂ (λ) = (2π)−1/2
∫
R
e−iλsF (s) ds, λ ∈ R, (4.33)
for all F ∈ S(R;H), the H-valued Schwartz class, and then extended to a unitary
operator in L2(R;H) by taking the closure (see, e.g., [76, Lemma 2], [105, p. 16]).
Via the Fourier transform FH, the operator |DA− | is unitarily equivalent to the
operator |itI +A−| in the space L
2(R;H) with domain
dom(|it I +A−|) = dom(it I +A−) = dom(it I) ∩ dom(A−). (4.34)
Using (4.34), Remark 3.14, and the spectral theorem for A−, one obtains∥∥(|A−| − z I)(|DA− | − z I)−1∥∥B(L2(R;H))
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= sup
t∈R
∥∥(|A−| − zI))(| − itI +A−| − zI)−1∥∥B(H)
= sup
t∈R
sup
λ∈σ(A−)
∣∣∣∣ |λ| − z(t2 + λ2)1/2 − z
∣∣∣∣ = 1, z < 0. (4.35)
This in turn implies (still assuming z < 0),∥∥B(|DA− | − z I)−1∥∥B(L2(R;H))
=
∥∥B(|A−| − z I)−1(|A−| − z I)(|DA− | − z I)−1∥∥B(L2(R;H))
6
∥∥B(|A−| − z I)−1∥∥B(L2(R;H))∥∥(|A−| − z I))(|DA− | − z I)−1∥∥B(L2(R;H))
=
∥∥B(|A−| − z I)−1∥∥B(L2(R;H))
= sup
t∈R
∥∥B(t)(|A−| − zI)−1∥∥B(H) =z↓−∞ o(1), (4.36)
by (3.16). Put differently, (4.36) implies the existence of ε(z) > 0 with ε(z) =
z↓−∞
o(1) and η(z) > 0, such that the Kato–Rellich-type bound
‖Bf‖L2(R;H) 6 ε(z)‖|DA− |f‖L2(R;H) + η(z)‖f‖L2(R;H),
f ∈ dom(|DA− |) = dom(DA−),
(4.37)
holds. Next, one recalls that the polar decomposition of a densely defined, closed,
linear operator T in a complex Hilbert space K is of the form T = UT |T |, with UT
(and hence U∗T ) a partial isometry in K, implying |T | = U
∗
TT . Applying the latter
fact to DA− in (4.37), one finally obtains
‖Bf‖L2(R;H) 6 ε(z)‖DA−f‖L2(R;H) + η(z)‖f‖L2(R;H),
f ∈ dom(DA−).
(4.38)
Thus,B is relatively bounded with respect toDA− in L
2(R;H) with relative bound
zero (cf. [89, Sect. 4.1.1]). Since DA− is a closed operator in L
2(R;H) by Lemma
4.2 (i), also DA = DA− +B defined on dom(DA−) is closed in L
2(R;H).
To prove that dom(D∗A) = dom(DA) one can argue as follows: Since B is sym-
metric on dom(DA−) and the operator DA− is normal, and hence dom(D
∗
A−) =
dom(DA−), one obtains that
‖B∗f‖L2(R;H) = ‖Bf‖L2(R;H), f ∈ dom(DA−), (4.39)
and that
‖DA−f‖L2(R;H) = ‖D
∗
A−
f‖L2(R;H), f ∈ dom(DA−). (4.40)
Therefore, (4.38) can be rewritten as
‖B∗f‖L2(R;H) 6 ε(z)‖D
∗
A−
f‖L2(R;H) + η(z)‖f‖L2(R;H),
f ∈ dom(D∗A−),
(4.41)
implying that also B∗ is relatively bounded with respect to D∗A− with relative
bound zero. By the Hess–Kato result [82] (see also [147, p. 111]),
dom(D∗A) = dom(D
∗
A−
) ∩ dom(B∗) = dom(D∗A−) = dom(DA−) = dom(DA)
(4.42)
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and
D∗A = D
∗
A−
+B∗ = D∗A− +B =
(
−
d
dt
+A−
)
+B = −
d
dt
+A,
dom(D∗A) = dom(DA) = dom(DA−).
(4.43)
Here we used again that B∗f = Bf for all f ∈ dom(DA−).
The statements about graph norms have been proved in Lemma 4.2. 
Next, we will discuss some operators needed in the proof of Proposition 2.4. We
start with the operator H0 in L
2(R;H) defined by
H0 = D
∗
A−
DA− = DA−D
∗
A−
(4.44)
(cf. Lemma 4.2 (iii)). In particular, H0 is self-adjoint since DA− is closed, and
H0 > 0. In addition, one obtains that
dom
(
H
1/2
0
)
= dom(DA−) = dom(D
∗
A−
) = dom(d/dt) ∩ dom(A−). (4.45)
We will use the following representation for the resolvent of H0,
R0(z) = (H0 − z I)
−1 =
1
2
(
A2− − z I
)−1/2
K̂0(z), z ∈ C\[0,∞), (4.46)
where K̂0(z) denotes the operator of convolution with e
−(A2−−z I)
1/2|t| on L2(R;H),
that is, R0(z) is an integral operator with the operator-valued integral kernel
R0(z, s, t) =
1
2
κz(A−)
−1e−κz(A−)|t−s| ∈ B(H), s, t ∈ R. (4.47)
Here we used the notation κz(A−) = (A
2
− − zI)
1/2 in (2.21). In the scalar-valued
context formula (4.47) can be found, for instance, in [138, Theorem 9.5.2].
For subsequent purpose we also recall the integral kernelR
1/2
0 (z, s, t) ofR0(z)
1/2,
R
1/2
0 (z, s, t) = π
−1K0(κz(A−)|t− s|), s, t ∈ R, s 6= t, (4.48)
where K0(·) denotes the modified (irregular) Bessel function of order zero (cf. [3,
Sect. 9.6].) Formulas such as (4.47) and (4.48) follow from elementary Fourier
transform arguments as detailed in [133, p. 57–59]. Relation (4.48) requires in
addition the integral representation [74, No. 3.7542] for K0(·).
Next, we study some properties of B′. For this purpose the following known
result will turn out to be useful:
Lemma 4.5. Suppose T (s, t) ∈ B2(H) for a.e. (s, t) ∈ R2 and assume that∫
R2
‖T (s, t)‖2B2(H) ds dt <∞. (4.49)
Define the operator T in L2(R;H) by
(T f)(s) =
∫
R
T (s, t)f(t) dt for a.e. s ∈ R, f ∈ L2(R;H). (4.50)
Then T ∈ B2(L2(R;H)) and
‖T‖2B2(L2(R;H)) =
∫
R2
‖T (s, t)‖2B2(H) ds dt. (4.51)
Conversely, any operator T ∈ B2(L
2(R;H)) arises in the manner (4.49), (4.50).
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For the proof of an extension of Lemma 4.5 we refer to [30, Theorem 11.3.6].
At this point it is worth noting that by Theorem A.7, B and B′ are densely
defined, symmetric, and closed operators in L2(R;H) (cf. Lemma A.10).
Lemma 4.6. Assume Hypothesis 2.1. Then
|B′|1/2 (H0 − z I)
−1/2 ∈ B2(L
2(R;H)),
|(B′)∗|1/2 (H0 − z I)
−1/2 ∈ B2(L
2(R;H)), z ∈ C\[0,∞).
(4.52)
Moreover,∥∥|B′|1/2 (H0 − z I)−1/2∥∥2B2(L2(R;H)) 6 |z|−1/2
∫
R
∥∥B′(t)(A2− + I)−1/2∥∥B1(H) dt,∥∥|(B′)∗|1/2 (H0 − z I)−1/2∥∥2B2(L2(R;H)) 6 |z|−1/2 ∫
R
∥∥B′(t)(A2− + I)−1/2∥∥B1(H) dt,
z < −1. (4.53)
Proof. Abbreviating R
1/2
0 = R
1/2
0 (z), κ̂− =
(
A2− − z I
)1/2
(cf. (1.28)), and κ− =
κz(A−) = (A
2
− − zI)
1/2 (cf. (2.21)), with z < 0, one estimates∥∥|B′|1/2 R1/20 ∥∥2B2(L2(R;H)) = ∥∥|B′|1/2 κ̂−1/2− κ̂1/2− R1/20 ∥∥2B2(L2(R;H))
=
∫
R
∫
R
∥∥|B′(t)|1/2κ−1/2− κ1/2− R1/20 (t, s)∥∥2B2(H) ds dt
6
∫
R
(∥∥|B′(t)|1/2κ−1/2− ∥∥2B2(H) ∫
R
∥∥κ1/2− R1/20 (t, s)∥∥2B(H) ds) dt
=
∫
R
(∥∥κ−1/2− |B′(t)|κ−1/2− ∥∥B1(H) ∫
R
∥∥[κ1/2− R1/20 (t, s)]2∥∥B(H) ds) dt
=
∫
R
(∥∥κ−1/2− |B′(t)|κ−1/2− ∥∥B1(H) ∫
R
∥∥κ−R0(t, s)∥∥B(H) ds) dt
6
∫
R
(∥∥|B′(t)|κ−1− ∥∥B1(H) ∫
R
∥∥κ−R0(t, s)∥∥B(H) ds) dt
6
∫
R
(∥∥B′(t)κ−1− ∥∥B1(H) 12
∫
R
∥∥e−κ−|s−t|∥∥
B(H)
ds
)
dt
=
∫
R
∥∥B′(t)κ−1− ∥∥B1(H) dt 12
∫
R
∥∥e−κ−|s|∥∥
B(H)
ds
6 |z|−1/2
∫
R
∥∥B′(t)κz(A−)−1∥∥B1(H) dt <∞. (4.54)
Here we used Lemma 4.5, employed the fact that κ
1/2
− and R
1/2
0 (t, s) commute and
that κ
1/2
− R
1/2
0 (t, s) is self-adjoint, applied Theorem 4.1 to obtain∥∥κ−1/2− |B′(t)|κ−1/2− ∥∥B1(H) 6 ∥∥|B′(t)|κ−1− ∥∥B1(H), (4.55)
used the polar decomposition B′(t) = UB′(t)|B
′(t)| of B′(t), employed the explicit
form of R0(s, t) in terms of the convolution operator K̂0 in (4.46), and finally, used
the estimate∥∥e−κz(A−)|s|∥∥
B(H)
= sup
λ∈σ(A−)
[
e−(λ
2+|z|)1/2|s|
]
6 e−|z|
1/2|s|, s ∈ R, z < 0, (4.56)
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and hence,
1
2
∫
R
∥∥e−κz(A−)|s|∥∥
B(H)
ds 6 |z|−1/2, z < 0. (4.57)
Next, one notes that∫
R
∥∥B′(t)κz(A−)−1∥∥B1(H) dt =
∫
R
∥∥B′(t)κ(A−)−1[κ(A−)κz(A−)−1]∥∥B1(H) dt
6
∫
R
∥∥B′(t)κ(A−)−1∥∥B1(H) dt, z < −1, (4.58)
since
∥∥κ(A−)κz(A−)−1∥∥B(H) = 1, z 6 −1, for κ(A−) = (A2− + I)1/2, finishing
the proof of the first relation in (4.53) and, using Lemma 4.5, the first inclusion in
(4.52) (for z < −1).
An application of Remark 3.6 (using (3.22) repeatedly) then yields the second
relation in (4.52) (for z < −1) and (4.53).
The extension of (4.52) to z ∈ C\[0,∞) then follows from∥∥R0(ζ)−1/2R0(z)1/2∥∥B(L2(R;H)) 6 C(ζ, z) <∞, ζ < 0, z ∈ C\[0,∞). (4.59)

Lemma 4.7. Assume Hypothesis 2.1. Then,∥∥(A2− − z I)1/2(H0 − z I)−1/2∥∥B(L2(R;H)) = 1, z < 0, (4.60)∥∥A−(H0 − z I)−1/2∥∥B(L2(R;H)) 6 1, z < 0, (4.61)∥∥B(H0 − z I)−1/2∥∥B(L2(R;H)) =z↓−∞ o(1). (4.62)
Proof. Passing to the Fourier transform (cf. (4.32), (4.33)), and using Remark 3.14,
and the spectral theorem, one obtains,∥∥(A2− − z I)1/2(H0 − z I)−1/2∥∥B(L2(R;H) = sup
t∈R
∥∥κz(A−)(t2 + κz(A−)2)−1/2∥∥B(H)
= sup
t∈R
sup
λ∈σ(A−)
∣∣∣∣ λ2 − zt2 + λ2 − z
∣∣∣∣1/2 = 1, z < 0, (4.63)
proving (4.60). The inequality (4.61) is proved analogously. Next, one estimates,∥∥B(H0 − z I)−1/2∥∥B(L2(R;H))
=
∥∥B(A2− − z I)−1/2(A2− − z I)1/2(H0 − z I)−1/2∥∥B(L2(R;H))
6
∥∥B(A2− − z I)−1/2∥∥B(L2(R;H))∥∥(A2− − z I)1/2(H0 − z I)−1/2∥∥B(L2(R;H))
= sup
t∈R
∥∥B(t)(A2− − zI)−1/2∥∥B(H) =z↓−∞ o(1), (4.64)
by (3.16) and (4.61). 
For subsequent purposes, we recall the generalized polar decomposition of a
densely defined and closed operator T in a complex separable Hilbert space K
T = |T ∗|1/2UT |T |
1/2, (4.65)
derived in [67], where UT is the partial isometry in K in the standard polar decom-
position T = UT |T | of T , with |T | = (T
∗T )1/2.
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Next, we introduce the following sesquilinear forms in L2(R;H),
QH0(f, g) =
(
H
1/2
0 f,H
1/2
0 g
)
L2(R;H)
, f, g ∈ dom(QH0) = dom
(
H
1/2
0
)
, (4.66)
QV j (f, g) = (A−f,Bg)L2(R;H) + (Bf,A−g)L2(R;H) + (Bf,Bg)L2(R;H)
+ (−1)j
(
|(B′)∗|1/2f, UB′ |B
′|1/2g
)
L2(R;H)
, (4.67)
f, g ∈ dom(QV j ) = dom
(
H
1/2
0
)
, j = 1, 2,
QV (f, g) = (A−f,Bg)L2(R;H) + (Bf,A−g)L2(R;H) + (Bf,Bg)L2(R;H), (4.68)
f, g ∈ dom(QV ) = dom
(
H
1/2
0
)
,
where we employed the generalized polar decomposition
B′ = |(B′)∗|1/2UB′ |B
′|1/2 (4.69)
of B′.
By Lemmas 4.6 and 4.7, the sesquilinear forms QV j , j = 1, 2, and QV are
well-defined. In addition, QH0 , QV j , j = 1, 2, and QV are symmetric forms.
Lemma 4.8. Assume Hypothesis 2.1. Then the symmetric forms QV j , j = 1, 2,
and QV , defined in (4.67), (4.68), are infinitesimally bounded with respect to the
form QH0 of the self-adjoint operator H0 in L
2(R;H). Thus, the form sums
Q
Ĥj
(f, g) = QH0(f, g) +QV j (f, g), f, g ∈ dom(QĤj ) = dom(QH0), j = 1, 2,
(4.70)
QH(f, g) = QH0(f, g) +QV (f, g), f, g ∈ dom(QĤj ) = dom(QH0), (4.71)
are densely defined, closed, and bounded from below. Consequently, the forms Q
Ĥj
,
j = 1, 2, and QH uniquely define self-adjoint operators Ĥj, j = 1, 2, and H in
L2(R;H), respectively, with Ĥj, j = 1, 2, and H bounded from below, satisfying
dom
(
Ĥj
)
=
{
f ∈ dom(QH0)
∣∣ the map: dom(QH0) ∋ g 7→ QĤj (f, g) (4.72)
is continuous in the norm of L2(R;H)
}
, j = 1, 2,
Q
Ĥj
(f, g) = (f, Ĥjg)L2(R;H), f ∈ dom(QH0), g ∈ dom
(
Ĥj
)
, j = 1, 2, (4.73)
dom(H) =
{
f ∈ dom(QH0)
∣∣ the map: dom(QH0) ∋ g 7→ QH(f, g) (4.74)
is continuous in the norm of L2(R;H)
}
,
QH(f, g) = (f,Hg)L2(R;H), f ∈ dom(QH0), g ∈ dom(H), (4.75)
and
dom
(
|Ĥj |
1/2
)
= dom
(
|H|1/2
)
= dom
(
H
1/2
0
)
. (4.76)
Proof. Applying (4.61) and (4.62) one obtains
|(A−f,Bf)L2(R;H)|
=
∣∣(A−(H0 − zI)−1/2(H0 − zI)1/2f,B(H0 − zI)−1/2(H0 − zI)1/2f)L2(R;H)∣∣
6
∥∥A−(H0 − zI)−1/2∥∥B(L2(R;H))∥∥B(H0 − zI)−1/2∥∥B(L2(R;H))
×
∥∥(H0 − zI)1/2f∥∥2L2(R;H)
=
∥∥B(H0 − zI)−1/2∥∥B(L2(R;H))∥∥(H0 − zI)1/2f∥∥2L2(R;H)
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= a(z)
∥∥(H0 − zI)1/2f∥∥2L2(R;H) , f ∈ dom (H1/20 ), (4.77)
with
a(z) > 0 and a(z) −→
z↓−∞
0. (4.78)
The same estimate now applies to the sesquilinear forms
(Bf,A−f)L2(R;H), (Bf,Bf)L2(R;H), f ∈ dom
(
H
1/2
0
)
. (4.79)
Moreover, Lemma 4.6 yields the same estimate also for the sesquilinear form(
|(B′)∗|1/2f, UB′ |B
′|1/2f
)
L2(R;H)
, f ∈ dom
(
H
1/2
0
)
. (4.80)
Thus, by (4.67) and (4.68), the sesquilinear forms QV j , j = 1, 2, and QV are
infinitesimally bounded with respect to QH0 . The first and second representation
theorem for sesquilinear forms (cf., e.g., [58, Sect. IV.2], [89, Sect. 6.2]) then yields
(4.72)–(4.76) and completes the proof. 
Being defined as a self-adjoint form sum, we note that H is an extension of the
operator sum −(d2/dt2) +A2 defined on dom(d2/dt2) ∩ dom(A2).
Next we will prove that Ĥj coincides with Hj , j = 1, 2:
Lemma 4.9. Assume Hypothesis 2.1. Then,
Ĥj = Hj , j = 1, 2, (4.81)
where
H1 = D
∗
ADA, H2 = DAD
∗
A. (4.82)
In particular,
dom
(
H
1/2
1
)
= dom
(
H
1/2
2
)
= dom
(
H1/2
)
= dom
(
H
1/2
0
)
= dom(DA) = dom(D
∗
A) = dom(d/dt) ∩ dom(A−).
(4.83)
Proof. It suffices to prove Ĥ1 = H1. The sesquilinear form QH1 uniquely associ-
ated with H1 is given by
QH1(f, g) = (DAf,DAg)L2(R;H), f, g ∈ dom(QH1) = dom(DA) = dom
(
H
1/2
1
)
,
(4.84)
with
QH1(f, g) = (f,H1g)L2(R;H), f ∈ dom(QH1) = dom(DA), g ∈ dom(H1).
(4.85)
Thus, one computes
QH1(f, g) = (DAf,DAg)L2(R;H)
= ((DA− +B)f, (DA− +B)g)L2(R;H)
= (DA−f,DA−g)L2(R;H) + (DA−f,Bg)L2(R;H) + (Bf,DA−g)L2(R;H)
+ (Bf,Bg)L2(R;H)
= (DA−f,DA−g)L2(R;H) + (((d/dt) +A−)f,Bg)L2(R;H)
+ (Bf, ((d/dt) +A−)g)L2(R;H) + (Bf,Bg)L2(R;H)
= (DA−f,DA−g)L2(R;H) + (A−f,Bg)L2(R;H) + (Bf,A−g)L2(R;H)
+ (Bf,Bg)L2(R;H) + (f
′,Bg)L2(R;H) + (Bf, g
′)L2(R;H)
= (DA−f,DA−g)L2(R;H) + (A−f,Bg)L2(R;H) + (Bf,A−g)L2(R;H)
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+ (Bf,Bg)L2(R;H) −
(
|(B′)∗|1/2f, UB′ |B
′|1/2g
)
L2(R;H)
, (4.86)
f, g ∈ dom(DA) = dom(DA−).
The last step is a consequence of the following observations:
(f ′,Bg)L2(R;H) + (Bf, g
′)L2(R;H)
= (f ′,Bg)L2(R;H) + (Bf, g
′)L2(R;H) +
(
|(B′)∗|1/2f, UB′ |B
′|1/2g
)
L2(R;H)
−
(
|(B′)∗|1/2f, UB′ |B
′|1/2g
)
L2(R;H)
= lim
R→∞
∫ R
−R
[
(f ′(t), B(t)g(t))H + (f(t), B(t)g
′(t))H + (f(t), B
′(t)g(t))H
]
dt
−
(
|(B′)∗|1/2f, UB′ |B
′|1/2g
)
L2(R;H)
= lim
R→∞
∫ R
−R
d
dt
(f(t), B(t)g(t))H dt−
(
|(B′)∗|1/2f, UB′ |B
′|1/2g
)
L2(R;H)
= lim
R→∞
(f(R), B(R)g(R))H − lim
R→∞
(f(−R), B(−R)g(−R))H
−
(
|(B′)∗|1/2f, UB′ |B
′|1/2g
)
L2(R;H)
= −
(
|(B′)∗|1/2f, UB′ |B
′|1/2g
)
L2(R;H)
, f, g ∈ dom(DA) = dom(DA−).
(4.87)
Here we used the fact that the limits limR→±∞(f(R), B(R)g(R))H, exist since
(f ′(·), B(·)g(·))H, (f(·), B(·)g
′(·))H, (f(·), B
′(·)g(·))H ∈ L
1(R; dt). (4.88)
Moreover, since also
(f(·), B(·)g(·))H ∈ L
1(R; dt), (4.89)
one concludes that
lim
R→±∞
(f(R), B(R)g(R))H = 0, (4.90)
completing the derivation of (4.87) and hence of (4.86). Equations (4.44) and (4.86)
then imply
QH1(f, g) = (f,H0g)L2(R;H) + (f,A−Bg)L2(R;H) + (f,BA−g)L2(R;H)
+ (f,B2g)L2(R;H) −
(
|(B′)∗|1/2f, UB′ |B
′|1/2g
)
L2(R;H)
,
= Q
Ĥ1
(f, g), f, g ∈ dom(QH1) = dom(QĤ1) = dom
(
H
1/2
0
)
, (4.91)
and hence H1 = Ĥ1. 
We will use the following notations for the resolvents of the operators Hj , j =
1, 2, and H:
Rj(z) = (Hj − z I)
−1, z ∈ ρ(Hj), j = 1, 2, R(z) = (H − z I)
−1, z ∈ ρ(H).
(4.92)
Next, we will discuss in detail the properties of the approximative operators
introduced in (2.22). Since Pn = EA−((−n, n)), n ∈ N, is the spectral projection
for A−, we recall the following commutation formulas (cf. (2.22)):
A−,n = PnA−,n = A−,nPn = PnA−,nPn = A−Pn = PnA− = PnA−Pn,
A+,n = PnA+Pn,
(A− − zI)
−1Pn = Pn(A− − zI)
−1, z ∈ ρ(A−), (4.93)
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Bn(t) = PnB(t)Pn, B
′
n(t) = PnB
′(t)Pn, Bn(+∞) = PnB(+∞)Pn, n ∈ N.
Next, one recalls the following properties of the spectral projections Pn in H:
s-lim
n→∞
Pn = I, (4.94)
ran(Pn) ⊆ dom(A−), n ∈ N, (4.95)
lim
n→∞
‖PnA−Pnw −A−w‖H = 0, w ∈ dom(A−). (4.96)
We collect some basic properties of the operators introduced in (2.22) in the next
lemma:
Lemma 4.10. Assume Hypothesis 2.1. Then∫
R
‖[B′(t)−B′n(t)](A
2
− + I)
−1/2‖B1(H) dt→ 0 as n→∞; (4.97)
lim
n→∞
‖[B(+∞)−Bn(+∞)](A
2
− + I)
−1/2‖B1(H)
= lim
n→∞
‖[A+ −A− −A+,n +A−,n](A
2
− + I)
−1/2‖B1(H) = 0, (4.98)
A±,n → A± in the strong resolvent sense in H as n→∞, (4.99)
lim
n→∞
∥∥(B −Bn)(A2− + I)−1/2∥∥B(L2(R;H)) = 0. (4.100)
Proof. As usual, we abbreviate κ = (A2− + I)
1/2. To prove (4.97), we will employ
the dominated convergence theorem. By (4.93) one infers that
‖[B′(t)−B′n(t)]κ
−1‖B1(H) = ‖B
′(t)κ−1 − PnB
′(t)κ−1Pn‖B1(H)
6 2‖B′(t)κ−1‖B1(H),
(4.101)
and the function in the right-hand side of (4.101) is summable thanks to (2.2). For
each t ∈ R, due to (4.93), one may write
[B′(t)−B′n(t)]κ
−1 = B′(t)κ−1 − PnB
′(t)κ−1Pn
= PnB
′(t)κ−1(I − Pn) + (I − Pn)B
′(t)κ−1.
(4.102)
Since B′(t)κ−1 = B′(t)(|A−|+I)−1 ·(|A−|+I)κ−1 ∈ B1(H) by Hypothesis 2.1 (iv),
and since Pn → I in H strongly as n→∞, one can apply Lemma 3.4, thus finishing
the proof of (4.97). By definition, the operators under the B1(H)-norm on either
side in equation (4.98) are equal (cf. (2.22), (3.51)). Because of
[B(+∞)−Bn(+∞)]κ
−1 =
∫
R
[B′(t)−B′n(t)]κ
−1 dt, (4.103)
assertion (4.98) follows from (4.97). That A−,n → A− in strong resolvent sense
follows from (4.96) and [132, Theorem VIII.25(a)]. To see that A+,n → A+ in
strong resolvent sense as n→∞, one writes
(A+ + iI)
−1 − (A+,n + iI)
−1 = −(A+,n + iI)
−1(A+ −A+,n)(A+ + iI)
−1
= −(A+,n + iI)
−1[A+ −A+,n −A− +A−,n]κ
−1κ(A+ + iI)
−1 (4.104)
− (A+,n + iI)
−1(A− −A−,n)(A+ + iI)
−1. (4.105)
Since ‖(A+,n + iI)−1‖B(H) 6 1 for all n for the self-adjoint operator A+,n, and
κ(A+ + iI)
−1 = (A2− + I)
1/2(A+ + iI)
−1 ∈ B(H) due to (3.51), the sequence of
operators in (4.104) converges to zero as n → ∞ (even in B1(H) due to (4.98))
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while the sequence of the operators in (4.105) converges to zero as n→∞ strongly
in H due to (4.96). Finally, relation (4.100) follows from Remark 3.14, the estimate∥∥(B −Bn)(A2− + I)−1/2∥∥B(L2(R;H)) = sup
t∈R
‖[B(t)−Bn(t)]κ
−1‖B(H)
= sup
t∈R
∥∥∥ ∫ t
−∞
[B′(τ) −B′n(τ)]κ
−1 dτ
∥∥∥
B(H)
6
∫ ∞
−∞
‖[B′(τ) −B′n(τ)]κ
−1‖B1(H) dτ , (4.106)
and (4.97). 
5. The Left-Hand Side of the Trace Formula and Approximations
In this section we deal with the left-hand sides of formulas (2.19) and (2.23),
assuming Hypothesis 2.1. We also recall the notations introduced in (2.20), (4.45),
(4.75), (4.82), and (4.92), and Lemma 4.8.
We start by proving the first inclusion in (2.27) (the second inclusion is proved
similarly) and repeatedly use the generalized polar decomposition described in
(4.65). In addition, we will frequently rely on resolvent formulas familiar from
the perturbation theory of quadratic forms (and more generally, for perturbations
permitting appropriate factorizations) as pioneered by Kato [87] and applied to
Schro¨dinger operators by Simon [140] (see also [64, Sections 2, 3]).
Lemma 5.1. Assume Hypothesis 2.1. Then[
(H2 − z I)
−1 − (H1 − z I)
−1
]
∈ B1(L
2(R;H)), z ∈ ρ(H2) ∩ ρ(H1), (5.1)
for the resolvents of the operators defined in (2.15).
Proof. By Lemma 4.6, one infers that[
|(B′)∗|1/2R0(z)
1/2
]∗
UB′ |B
′|1/2 R0(z)
1/2 ∈ B1(L
2(R;H)), z ∈ C\[0,∞). (5.2)
Combining (4.66), (4.67), (4.69), Lemmas 4.8 and 4.9, and equation (5.2), one
computes (for simplicity) for z < 0,
(H2 − z I)
−1 − (H1 − z I)
−1
= −2(H1 − z I)−1|(B
′)∗|1/2UB′ |B
′|1/2 (H2 − z I)−1
= −2
[
|(B′)∗|1/2(H1 − z I)
−1
]∗
UB′ |B
′|1/2 (H2 − z I)
−1
= 2(H1 − z I)
−1/2
[
(H0 − z I)
1/2(H1 − z I)
−1/2
]∗
×
[
|(B′)∗|1/2(H0 − z I)
−1/2
]∗
UB′ |B
′|1/2 (H0 − z I)
−1/2
×
[
(H2 − z I)
−1/2(H0 − z I)
1/2
]∗
(H2 − z I)
−1/2 ∈ B1(L
2(R;H)). (5.3)
By analytic continuation with respect to z based on resolvent equations in a stan-
dard manner, this extends to z ∈ ρ(H2) ∩ ρ(H1). We note that the resolvent
equations used repeatedly at the beginning of this computation follow from the
results in [87, Sect. 1] (see also [64, Sects. 2, 3], [140, Ch. II]). 
To prove (2.28) in Proposition 2.4, we will need one more technical lemma. We
recall the notation introduced in (4.45), (4.68), (4.75), (4.82), (4.92), and introduce
the following bounded operators in L2(R;H):
L(z) = I +
[
A−R
1/2
0 (z)
]∗
BR
1/2
0 (z) +
[
BR
1/2
0 (z)
]∗
A−R
1/2
0 (z)
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+
[
BR
1/2
0 (z)
]∗
BR
1/2
0 (z), z < 0, (5.4)
Ln(z) = I +
[
A−,nR
1/2
0,n (z)
]∗
BnR
1/2
0,n (z) +
[
BnR
1/2
0,n (z)
]∗
A−,nR
1/2
0,n (z)
+
[
BnR
1/2
0,n (z)
]∗
BnR
1/2
0,n (z), z < 0. (5.5)
In what follows, we use the subscript n ∈ N for the operators defined in (4.45),
(4.68), (4.75), (4.82), and (4.92), with A(t), B(t), A− replaced by the operators
An(t), Bn(t), A−,n introduced in (2.22). In addition, one observes that
R0,n(z) = P nR0(z)P n = R0(z)P n = P nR0(z), z ∈ C\R, (5.6)
with P n = EA−((−n, n)) the spectral projection for A−.
Lemma 5.2. Assume Hypothesis 2.1. Then the following assertions hold for the
operators defined in (5.4), (5.5):
(i) limn→∞ ‖L(z)−Ln(z)‖B(L2(R;H)) = 0 uniformly for z 6 −1.
(ii) The operators L(z), Ln(z), n ∈ N, are boundedly invertible on L2(R;H) for
z < 0 and
sup
z6−1
‖L(z)−1‖B(L2(R;H)) <∞, sup
z6−1
sup
n∈N
‖Ln(z)
−1‖B(L2(R;H)) <∞. (5.7)
Proof. Using (2.22), (5.6), the fact that
A−,n = A−,nP n = P nA−,n = P nA−,nP n = A− P n = P nA− = P nA− P n,
n ∈ N, (5.8)
and abbreviating κ̂ = (A2− + I)
1/2, one obtains the following representation:
L(z)−Ln(z) =
[
κ̂R0(z)
1/2
]∗
×
[
[A−κ̂
−1]∗B κ̂−1 + [Bκ̂−1]∗A−κ̂
−1 + [Bκ̂−1]∗B κ̂−1
− [A−,nκ̂
−1]∗Bnκ̂
−1 − [Bnκ̂
−1]∗A−,nκ̂
−1 − [Bnκ̂
−1]∗Bnκ̂
−1
]
×
[
κ̂R0(z)
1/2
]
= J1 + J2 + J3 + J4, (5.9)
where we denoted
J1 =
[
κ̂R0(z)
1/2
]∗
[A−κ̂
−1]∗[(B −Bn)κ̂
−1]κ̂R0(z)
1/2, (5.10)
J2 =
[
κ̂R0(z)
1/2
]∗
[(B −Bn)κ̂
−1]∗[A−κ̂
−1]κ̂R0(z)
1/2, (5.11)
J3 =
[
κ̂R0(z)
1/2
]∗
[(B −Bn)κ̂
−1]∗[Bκ̂−1]κ̂R0(z)
1/2, (5.12)
J4 =
[
κ̂R0(z)
1/2
]∗
[Bnκ̂
−1]∗[(B −Bn)κ̂
−1]κ̂R0(z)
1/2. (5.13)
One observes that
lim
n→∞
‖(B −Bn)κ̂
−1‖B(L2(R;H)) = 0 and sup
n∈N
‖Bnκ̂
−1‖B(L2(R;H)) <∞ (5.14)
by (4.100), and
‖κ̂R0(z)
1/2‖B(L2(R;H)) 6 1 uniformly for z 6 −1 (5.15)
by (4.60) and ‖(A2−+ I)
1/2(A2−− z I)
−1/2‖B(L2(R;H)) = 1, z 6 −1. Thus, assertion
(i) in Lemma 5.2 holds.
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That the operator L(z) is boundedly invertible for z ∈ ρ(H) ∩ (−∞, 0) is well-
known. In addition, one has the identity
(H − z I)−1 = R0(z)
1/2[L(z)]−1R0(z)
1/2
= R0(z)
1/2
[
I +
[
A−R
1/2
0 (z)
]∗
BR
1/2
0 (z) +
[
BR
1/2
0 (z)
]∗
A−R
1/2
0 (z)
+
[
BR
1/2
0 (z)
]∗
BR
1/2
0 (z)
]−1
R0(z)
1/2, z ∈ ρ(H) ∩ (−∞, 0). (5.16)
This is proved as Tiktopoulos’ formula in [140, Section II.3] by first choosing z < 0
with |z| sufficiently large followed by an analytic continuation with respect to z. In
particular,
L−1(z) = (H0 − z I)
1/2 R(z)1/2
[
(H0 − z I)
1/2R(z)1/2
]∗
, z ∈ ρ(H) ∩ (−∞, 0),
(5.17)
L(z) =
[
(H − z I)1/2R0(z)
1/2
]∗
(H − z I)1/2 R0(z)
1/2, z < 0, (5.18)
illustrating again that both operators L(z) and L−1(z) are bounded in L2(R;H)
by (4.83). Analogous considerations apply to Ln(z), n ∈ N.
The rest of assertion (ii) follows from item (i). Indeed, we conclude from (5.4),
(5.5) that
lim
z↓−∞
‖L(z)− I‖B(L2(R;H)) = 0, lim
z↓−∞
‖Ln(z)− I‖B(L2(R;H)) = 0 (5.19)
for each n ∈ N by Lemma 4.7. This implies
sup
z6−1
‖L(z)−1‖B(L2(R;H)) <∞, sup
z6−1
‖Ln(z)
−1‖B(L2(R;H)) <∞ (5.20)
for each n ∈ N, and now item (i) implies the second assertion in (5.7). 
At this point we are ready to prove Proposition 2.4:
Proof. We will abbreviate R
1/2
0 = R
1/2
0 (z), R
1/2
0,n = R
1/2
0,n (z) and L = L(z), Ln =
Ln(z). In view of Lemma 5.1, it remains to show (2.28). Using Lemma 5.2 (ii) and
Lemma 4.6 we choose z < −1 with |z| so large that∥∥L−1/2 [|(B′)∗|1/2R1/20 ]∗UB′ |B′|1/2 R1/20 L−1/2∥∥B(L2(R;H)) 6 1/2,
sup
n∈N
∥∥L−1/2n [|(B′n)∗|1/2R1/20,n]∗UB′n |B′n|1/2 R1/20,n L−1/2n ∥∥B(L2(R;H)) 6 1/2. (5.21)
Using (4.67), (4.68) one infers
(H1 − z I)
−1 = R
1/2
0
[
I +
[
A−R
1/2
0
]∗
BR
1/2
0
+
[
BR
1/2
0
]∗
A−R
1/2
0 +
[
BR
1/2
0
]∗
BR
1/2
0
−
[
|(B′)∗|1/2R
1/2
0
]∗
UB′ |B
′|1/2 R
1/2
0
]−1
R
1/2
0
= R
1/2
0
[
L−
[
|(B′)∗|1/2R
1/2
0
]∗
UB′ |B
′|1/2 R
1/2
0
]−1
R
1/2
0
= R
1/2
0 L
−1/2
[
I −L−1/2
[
|(B′)∗|1/2R
1/2
0
]∗
UB′ |B
′|1/2 R
1/2
0 L
−1/2
]−1
×L−1/2 R
1/2
0 . (5.22)
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A similar calculation for H2 and (5.21) show that the resolvents R1 = R1(z) and
R2 = R2(z) can be computed as follows (and similarly for R1,n, R2,n):
R1 = R
1/2
0 L
−1/2
[
I −L−1/2
[
|(B′)∗|1/2R
1/2
0
]∗
UB′ |B
′|1/2 R
1/2
0 L
−1/2
]−1
×L−1/2 R
1/2
0 , (5.23)
R2 = R
1/2
0 L
−1/2
[
I +L−1/2
[
|(B′)∗|1/2R
1/2
0
]∗
UB′ |B
′|1/2 R
1/2
0 L
−1/2
]−1
×L−1/2 R
1/2
0 . (5.24)
Introducing the bounded operators
M = R
1/2
0 L
−1/2
[
I +L−1/2
[
|(B′)∗|1/2R
1/2
0
]∗
UB′ |B
′|1/2 R
1/2
0 L
−1/2
]−1
L−1/2,
(5.25)
N = L−1/2
[
I −L−1/2
[
|(B′)∗|1/2R
1/2
0
]∗
UB′ |B
′|1/2 R
1/2
0 L
−1/2
]−1
L−1/2 R
1/2
0 ,
(5.26)
Mn = R
1/2
0,n L
−1/2
n
[
I +L−1/2n
[
|(B′n)
∗|1/2R
1/2
0,n
]∗
UB′n |B
′
n|
1/2 R
1/2
0,n L
−1/2
n
]−1
L−1/2n ,
(5.27)
Nn = L
−1/2
n
[
I −L−1/2n
[
|(B′n)
∗|1/2R
1/2
0,n
]∗
UB′n |B
′
n|
1/2 R
1/2
0,n L
−1/2
n
]−1
L−1/2n R
1/2
0,n ,
(5.28)
one obtains the following identities:
R1 −R2 = 2M
[
|(B′)∗|1/2R
1/2
0
]∗
UB′ |B
′|1/2 R
1/2
0 N ,
R1,n −R2,n = 2Mn
[
|(B′n)
∗|1/2R
1/2
0,n
]∗
UB′n |B
′
n|
1/2 R
1/2
0,n Nn.
(5.29)
We need two more preparatory facts to finish the proof of Proposition 2.4: First,
we claim that
lim
n→∞
∥∥∥[|(B′)∗|1/2R1/20 ]∗UB′ |B′|1/2 R1/20
−
[
|(B′n)
∗|1/2R
1/2
0,n
]∗
UB′n |B
′
n|
1/2 R
1/2
0,n
∥∥∥
B1(L2(R;H))
= 0.
(5.30)
Indeed, since the spectral projection P n and the operator −
d2
dt2 commute (cf. (5.6)),
P nR
1/2
0,n = P nR
1/2
0 , R
1/2
0,n P n = R
1/2
0 P n. (5.31)
Since B′n = P nB
′ P n, one can write[
|(B′n)
∗|1/2R
1/2
0,n
]∗
UB′n |B
′
n|
1/2 R
1/2
0,n =
[
|(B′n)
∗|1/2R
1/2
0
]∗
UB′n |B
′
n|
1/2 R
1/2
0 ,
(5.32)
and, after a short calculation with scalar products using (4.69) for B′, B′n, and
B′ −B′n, obtain the estimate∥∥∥[|(B′)∗|1/2R1/20 ]∗UB′ |B′|1/2 R1/20
−
[
|(B′n)
∗|1/2R
1/2
0,n
]∗
UB′n |B
′
n|
1/2 R
1/2
0,n
∥∥∥
B1(L2(R;H))
(5.33)
=
∥∥∥[|(B′ −B′n)∗|1/2R1/20 ]∗U[B′−B′n]|B′ −B′n|1/2R1/20 ∥∥∥B1(L2(R;H))
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6 c
∫
R
‖[B′(t)− B′n(t)](A
2
− + I)
−1/2‖B1(H) dt, (5.34)
using Lemma 4.6 with B′ replaced by [B′ −B′n]. Now claim (5.30) follows from
(4.97).
Second, we claim that
s-lim
n→∞
Mn = M and s-lim
n→∞
Nn = N in L
2(R;H). (5.35)
Indeed, referring to equations (5.25)–(5.28), one notes that s-limn→∞R
1/2
0,n = R
1/2
0
in L2(R;H), while limn→∞
∥∥L−1/2n − L−1/2∥∥B(L2(R;H)) = 0, because of the strong
resolvent convergence of the self-adjoint operators Ln to L as n → ∞ by Lemma
5.2. Also, due to (5.21), the norms of the operators satisfy
sup
n∈N
∥∥∥[I ±L−1/2n [|(B′n)∗|1/2R1/20,n ]∗UB′n |B′n|1/2 R1/20,n L−1/2n ]−1∥∥∥B(L2(R;H)) <∞.
(5.36)
Combining this with (5.30) proves the claim (5.35).
Finally, using (5.29) and (5.31), one infers
R1 −R2 − (R1,n −R2,n)
= 2M
[
|(B′)∗|1/2R
1/2
0
]∗
UB′ |B
′|1/2 R
1/2
0 N
− 2Mn
[
|(B′n)
∗|1/2R
1/2
0,n
]∗
UB′n |B
′
n|
1/2 R
1/2
0,n Nn
= J
(n)
1 + J
(n)
2 , (5.37)
where we denoted
J
(n)
1 = 2(M −Mn)
[
|(B′)∗|1/2R
1/2
0
]∗
UB′ |B
′|1/2 R
1/2
0 N , (5.38)
J
(n)
2 = 2
[
N
[
|(B′)∗|1/2R
1/2
0
]∗
UB′ |B
′|1/2 R
1/2
0
−Nn
[
|(B′n)
∗|1/2R
1/2
0,n
]∗
UB′n |B
′
n|
1/2 R
1/2
0,n
]∗
= 2
[
(N −Nn)
[
|(B′)∗|1/2R
1/2
0
]∗
UB′ |B
′|1/2 R
1/2
0
+Nn
([
|(B′)∗|1/2R
1/2
0
]∗
UB′ |B
′|1/2 R
1/2
0
−
[
|(B′n)
∗|1/2R
1/2
0,n
]∗
UB′n |B
′
n|
1/2 R
1/2
0,n
)]∗
. (5.39)
Since
[
|(B′)∗|1/2R
1/2
0
]∗
UB′ |B
′|1/2 R
1/2
0 ∈ B1(L
2(R;H)) by Lemma 4.6, one con-
cludes that
lim
n→∞
∥∥J (n)j ∥∥B1(L2(R;H)) = 0, j = 1, 2, (5.40)
by (5.30), (5.35), and Lemma 3.4. 
6. The Right-Hand Side of the Trace Formula and Double Operators
Integrals
In this section we deal with the right-hand side of the trace formula (2.19),
and prove Proposition 2.5. Our approach based on the theory of double operator
integrals. This theory originated in [25], [26],[27], [28], [29], [31] (see also the reviews
in [32], [123], [127] and more recent further developments in [47], [51], [52], [125],
[126], [127]).
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To show the first inclusion in assertion (2.29) of Proposition 2.5, we will follow
the strategy in [47], [126]; in particular, see equation (23) in [47, Section 6], where
the inclusion
[g(S+)− g(S−)] ∈ B(H) (6.1)
is proved, assuming (S+−S−)(S2−+I)
−1/2 ∈ B(H). Lemma 6.6 below yields this in-
clusion with B(H) replaced by B1(H), but assuming (S+−S−)(S2−+I)
−1/2 ∈ B1(H).
The argument in Lemma 6.6 involves the concept of double operator integrals.
We begin by recalling some relevant background material regarding double op-
erator integrals (cf. [47], [51], [52], [125], [126]) and fix two unbounded self-adjoint
operators S+ and S− in H.
Let A0 denote the set of all bounded Borel functions φ admitting the represen-
tation
φ(λ, µ) =
∫
R
αs(λ)βs(µ) dν(s), (λ, µ) ∈ R
2, (6.2)
where αs(·), βs(·) : R→ C, for each s ∈ R, are bounded Borel functions satisfying∫
R
‖αs‖∞‖βs‖∞ dν(s) <∞, (6.3)
and dν is a positive Borel measure on R (cf. [51, Proposition 4.7] or [126, Corollary
2]). We introduce the norm on A0 as the infimum of the integrals in (6.3) taken over
all possible representations in (6.2). It is easy to see that A0 is a Banach algebra.
Given two self-adjoint operators S+ and S− in H, one defines for each φ ∈ A0
the operator Tφ,1 = T
(S+,S−)
φ ∈ B(B1(H)), that is, a bounded operator from B1(H)
to itself, as the following integral, absolutely convergent in B1(H)-norm
Tφ,1(K) =
∫
R
αs(S+)Kβs(S−)dν(s), K ∈ B1(H). (6.4)
We will call Tφ,1 = T
(S+,S−)
φ the operator integral; the proof of the fact that Tφ,1
is well-defined follows along the same lines as in [19, Lemma 4.3]. The definition
above (see also [19]) is a particular case of the definition of the double operator
integrals considered in [47], [51], [52], [125], [126]. Replacing B1(H) above with
B(H) one obtains a bounded operator Tφ,∞ from B(H) to B(H). If φ ∈ A0 satisfies
the condition φ(λ, µ) = φ(µ, λ), (λ, µ) ∈ R2 (and we will consider only such φ’s)
then T ∗φ,1 = Tφ,∞ and Tφ,∞|B1(H) = Tφ,1 (cf. [125, Lemma 2.4]). We note that
‖Tφ,1‖B(B1(H)) = ‖Tφ,∞‖B(B(H)) 6 ‖φ‖A0 (6.5)
(cf. [51], [52]). In what follows we use the notation Tφ for either Tφ,1 or Tφ,∞,
which should not lead to a confusion. We remark the following two properties of
the mapping φ→ Tφ for which we again refer to [125, Lemma 2.4]:
(i) φ → Tφ is a homomorphism of A0 into B(B1(H)) (or B(B(H))), that is,
Tφψ = TφTψ for φ, ψ ∈ A0.
(ii) Tφ is wo-continuous (i.e., continuous in the weak operator topology, or ultra-
weakly continuous) on B(H). Indeed, Tφ,∞ on B(H) is dual to Tφ,1 and therefore
is ultra-weakly continuous as a dual operator.
In addition, given bounded Borel functions α, β : R → C, one notes that if
φ(λ, µ) = α(λ), then Tφ(K) = α(S+)K, and if φ(λ, µ) = β(µ), then Tφ(K) =
Kβ(S−), K ∈ B1(H) (or K ∈ B(H), cf. [51], [52]).
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Hypothesis 6.1. Assume that S+ and S− are self-adjoint operators in H. Given
two bounded (real-valued ) Borel functions α and β on R, suppose that D ⊆ dom(S−)
is a core for the operator S− such that
β(S−)D ⊆ dom(S+α(S+)). (6.6)
Assume that the operator K = K(S+, S−) in H defined by
K = S+α(S+)β(S−)− α(S+)S−β(S−), dom(K) = D, (6.7)
is closable and K ∈ B(H).
Lemma 6.2. Assume Hypothesis 6.1. Then
β(S−) dom(S−) ⊆ dom(S+α(S+)), (6.8)
and hence the operator K admits a natural extension from the initial domain D to
dom(S−) provided by the same formula (6.7).
Proof. Since α and β are bounded, the corresponding operators α(S+) and β(S−)
leave the domains dom(S+) and dom(S−) invariant,
α(S+) dom(S+) ⊆ dom(S+) and β(S−) dom(S−) ⊆ dom(S−). (6.9)
Next, one considers the following sesquilinear form
(β(S−)f, S+α(S+)g)H − (S−β(S−)f, α(S+)g)H = (Kf, g)H, (6.10)
where f ∈ D and g ∈ dom(S+). Since K is bounded, the form in the left-hand side
of (6.10) is also bounded and thus for every fixed g ∈ dom(S+) the linear mapping
D ∋ f 7→ (S−β(S−)f, α(S+)g)H (6.11)
is continuous. Since D is a core for S− and hence it is also a core for S−β(S−), this
implies that α(S+)g ∈ dom(S−β(S−)), or
α(S+) dom(S+) ⊆ dom(S−β(S−)). (6.12)
This observation allows one to rewrite (6.10) as
(β(S−)f, S+α(S+)g)H − (f, S−β(S−)α(S+)g)H = (Kf, g)H, (6.13)
for f ∈ D and g ∈ dom(S+) and then to conclude that (6.13) holds for all f ∈ H
and g ∈ dom(S+), since the right-hand side of (6.13) is a bounded sesquilinear
form. In particular, it follows from (6.13) that for every fixed f ∈ dom(S−), the
mapping
dom(S+) ∋ g 7→ (β(S−)f, S+α(S+)g)H (6.14)
is continuous and thus β(S−)f ∈ dom(S+α(S+)), proving (6.8). 
We will use operator integrals via the following result which is a variation of [47,
Theorem 15]:
Lemma 6.3. Assume Hypothesis 6.1. Suppose that h is a bounded Borel function
on R such that the function φ defined by
φ(λ, µ) =
h(λ)− h(µ)
α(λ)(λ − µ)β(µ)
, (λ, µ) ∈ R2, (6.15)
belongs to the class A0. Then the closure K ∈ B(H) of the operator K = K(S+, S−)
satisfies:
h(S+)− h(S−) = Tφ(K) ∈ B(H), (6.16)
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where Tφ represents the operator integral Tφ,∞ = T
(S+,S−)
φ,∞ . In addition, assume
that K ∈ B1(H). Then
h(S+)− h(S−) = Tφ(K) ∈ B1(H), (6.17)
where Tφ represents the operator integral Tφ,1 = T
(S+,S−)
φ,1 .
Proof. Due to the observation Tφ,∞|B1(H) = Tφ,1 made above, (6.17) follows from
(6.16). To begin the proof of (6.16), we let E±n = ES±([−n, n]) denote the spec-
tral projections associated with the self-adjoint operators S±, and introduce the
sequence of bounded operators
Kn = E
+
n KE
−
n , n ∈ N. (6.18)
Clearly, w-limn→∞Kn = K, where the limit is taken with respect to the weak
operator topology. Lemma 6.2 implies that
Kf = S+α(S+)β(S−)f − α(S+)S−β(S−)f, f ∈ dom(S−), (6.19)
and therefore, the operator Kn may be alternatively represented by
Kn = E
+
n α(S+)S+β(S−)E
−
n − E
+
n α(S+)S−β(S−)E
−
n . (6.20)
We claim that
E+n (h(S+)− h(S−)) E
−
n = T
(S+,S−)
φ (Kn). (6.21)
Assuming the claim, one finishes the proof of the lemma as follows: Since φ ∈ A0,
the operator T
(S+,S−)
φ : B(H) → B(H) is continuous with respect to the weak
operator topology. Observing also that
w-lim
n→∞
E+n (h(S+)− h(S−)) E
−
n = h(S+)− h(S−), (6.22)
and passing to the limit as n → ∞ in (6.21), one obtains (6.16), completing the
proof of Lemma 6.3 (subject to (6.21)).
It remains to prove the claim (6.21) (which is a slight generalization of [52,
Lemma 7.1]), that is, we need to show the identity (cf. (6.20))
E+n (h(S+)− h(S−)) E
−
n
= T
(S+,S−)
φ
(
E+n α(S+)S+β(S−)E
−
n − E
+
n α(S+)S−β(S−)E
−
n
)
.
(6.23)
For this purpose we let χn denote the characteristic function corresponding to
spectral projections E±n and introduce the functions φ± by
φ+(λ, µ) = χn(λ)α(λ)λφ(λ, µ)β(µ)χn(µ),
φ−(λ, µ) = χn(λ)α(λ)φ(λ, µ)µβ(µ)χn(µ).
(6.24)
Since the mapping φ→ Tφ is a homomorphism of A0 into B(B(H)) one has
T
(S+,S−)
φ+
(I) = T
(S+,S−)
φ+
(E+n α(S+)S+β(S−)E
−
n ), (6.25)
and
T
(S+,S−)
φ−
(I) = T
(S+,S−)
φ+
(E+n α(S+)S−β(S−)E
−
n ), (6.26)
implying
T
(S+,S−)
φ+−φ−
(I) = T
(S+,S−)
φ
(
E+n α(S+)S+β(S−)E
−
n − E
+
n α(S+)S−β(S−)E
−
n
)
. (6.27)
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Indeed, the operators E+n α(S+)S±β(S−)E
−
n in the identities (6.25) and (6.26) are
bounded and hence the application of the double operator integral T
(S+,S−)
φ to these
operators is justified. A direct computation shows that
φ+(λ, µ)− φ−(λ, µ) = χn(λ) (h(λ) − h(µ))χn(µ), (6.28)
and therefore (again appealing to the fact that the mapping ϕ → Tϕ is a homo-
morphism of A0 into B(B(H))), one has
T
(S+,S−)
φ+−φ−
(I) = E+n
(
T
(S+,S−)
h(λ) (I)− T
(S+,S−)
h(µ) (I)
)
E−n = E
+
n
(
h(S+)− h(S−)
)
E−n .
(6.29)
Combining (6.27) and (6.29) yields (6.23). 
Next, we turn to the discussion of the analogue of (6.1) for S± in the trace
class setting. We recall our usual notation g(λ) = λ(λ2 + 1)−1/2, λ ∈ R. Our
intention is to use Lemma 6.3 with h(λ) = g(λ), and α(λ) = (λ2 + 1)−1/4 and
β(µ) = (µ2 + 1)−1/4. First, we verify the condition φ ∈ A0 in Lemma 6.3.
Lemma 6.4. The function φ defined by
φ(λ, µ) :=
λ(λ2 + 1)−1/2 − µ(µ2 + 1)−1/2
(λ2 + 1)−1/4 (λ− µ) (µ2 + 1)−1/4
, (λ, µ) ∈ R2, (6.30)
belongs to the class A0.
Proof. Let (λ, µ) ∈ R2. A direct calculation (carried out in [126, (4.3)]) reveals:
φ(λ, µ) = (λ2 + 1)1/4
λ(λ2 + 1)−1/2 − µ(µ2 + 1)−1/2
λ− µ
(µ2 + 1)1/4
=
(λ2 + 1)1/2((λ2 + 1)1/2 − (µ2 + 1)1/2)(µ2 + 1)1/2
(λ2 + 1)1/4((λ2 + 1)− (µ2 + 1))(µ2 + 1)1/4
+
(1− λµ)((λ2 + 1)1/2 − (µ2 + 1)1/2)
(λ2 + 1)1/4((λ2 + 1)− (µ2 + 1))(µ2 + 1)1/4
. (6.31)
As a result, one can write
φ(λ, µ) = ψ(λ, µ) +
ψ(λ, µ)
(λ2 + 1)1/2(µ2 + 1)1/2
−
λψ(λ, µ)µ
(λ2 + 1)1/2(µ2 + 1)1/2
, (6.32)
where we introduced the function
ψ(λ, µ) =
(λ2 + 1)1/4(µ2 + 1)1/4
(λ2 + 1)1/2 + (µ2 + 1)1/2
. (6.33)
As soon as one knows that ψ ∈ A0, it is straightforward that φ ∈ A0 and ‖φ‖A0 6
3‖ψ‖A0. To begin the proof of the assertion ψ ∈ A0, one introduces the function
ζ(x) =
1
ex/2 + e−x/2
, x ∈ R, (6.34)
and observes that ψ(λ, µ) in (6.33) can be written as
ψ(λ, µ) = ζ
(
log((λ2 + 1)1/2)− log((µ2 + 1)1/2)
)
. (6.35)
Since ζ ∈ W 1,2(R), the Sobolev space of functions satisfying ζ, ζ′ ∈ L2(R; dx),
one concludes that ζ̂ ∈ L1(R; ds) for the Fourier transform ζ̂ = ζ̂(s). Since also
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ζ ∈ L1(R; dx), the inverse Fourier transform formula yields
ζ(λ − µ) =
1
2π
∫
R
eisλe−isµζ̂(s) ds, λ, µ ∈ R. (6.36)
Combining (6.35) and (6.36) yields
ψ(λ, µ) =
1
2π
∫
R
(λ2 + 1)is/2(µ2 + 1)−is/2ζ̂(s) ds, λ, µ ∈ R, (6.37)
which immediately implies ψ ∈ A0 due to ζ̂ ∈ L1(R; ds), completing the proof. 
Remark 6.5. In the course of the proof of Lemma 6.4 we established formula (6.32),
yielding the following decomposition of Tφ,
Tφ = Tψ + (S
2
+ + I)
−1/2Tψ(S
2
− + I)
−1/2
− S+(S
2
+ + I)
−1/2TψS−(S
2
− + I)
−1/2,
(6.38)
where Tψ = T
(S+,S−)
ψ is the operator integral for the function ψ defined in (6.33)
for which we proved the integral representation (6.37). Since ψ ∈ A0, which in
turn implies Tψ ∈ B(B1(H)), and since both operators (S2± + I)
−1/2 and S±(S
2
± +
I)−1/2 belong to B(H), it follows from (6.38) that Tφ ∈ B(B1(H)). We will use the
decomposition (6.38) and the representation (6.37) in the proof of Proposition 2.5.
Lemma 6.6. Assume that S± are self-adjoint operators in H such that
dom(S+) = dom(S−) (6.39)
and
(S+ − S−)
(
S2− + I)
−1/2 ∈ B1(H). (6.40)
Then the closure K of the operator K = K(S+, S−) in H defined by
K = (S2+ + I)
−1/4(S+ − S−)(S
2
− + I)
−1/4, dom(K) = dom(S−), (6.41)
satisfies K ∈ B1(H). Moreover,
g(S+)− g(S−) = Tφ
[
K
]
∈ B1(H), (6.42)
where Tφ ∈ B(B1(H)).
Proof. Assumption (6.39) yields
(S2+ + I)
−1/4(S2− + I)
1/4 ∈ B(H) (6.43)
by Remark 3.9 with A± replaced by S±. In addition, the operator K on dom(K) =
dom(S−) can be represented as follows,
K = (S2+ + I)
−1/4(S+ − S−)(S
2
− + I)
−1/4
=
[
(S2+ + I)
−1/4(S2− + I)
−1/4
]
(S2− + I)
−1/4(S+ − S−)(S
2
− + I)
−1/4.
(6.44)
Due to (6.40) and Theorem 4.1, the closure of the operator
K˜ = (S2− + I)
−1/4(S+ − S−)(S
2
− + I)
−1/4, dom(K˜) = dom(S−), (6.45)
is a trace class operator, and hence from (6.43) and (6.44) one concludes that K ∈
B1(H). Next, we choose h(λ) = g(λ) and α(λ) = (λ2 +1)−1/4, β(µ) = (µ2 +1)−1/4
in Lemma 6.3. By (6.39) and K ∈ B(H), Hypothesis 6.1 with D = dom(S−)
holds. By Lemma 6.4, the function φ in (6.15) belongs to the class A0, and thus all
assumptions of Lemma 6.3 are verified. As a result, (6.42) follows from (6.17). 
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We note in passing, that we could have used the weaker hypotheses
dom(|S+|
1/2) = dom(|S−|
1/2) and dom(S+) ⊇ dom(S−) (6.46)
in place of (6.39) in Lemma 6.6, but we do not pursue this here.
At this point we are ready to prove Proposition 2.5. We switch back to our
original notation A±, that is, we will now identify S± with the self-adjoint operators
A± studied in the previous sections. In particular, we emphasize that Lemma 6.6
is applicable as assumption (6.39) holds by Theorem 3.7 (iv) and assumption (6.40)
is satisfied by (3.28) (cf. also (3.49)).
Proof of Proposition 2.5. The first inclusion in assertion (2.29) of Proposition 2.5
is proved in Lemma 6.6. The second inclusion in (2.29) is proved similarly.
To begin the proof of assertion (2.30), one considers the operator integral
T
(n)
φ = T
(A+,n,A−,n)
φ , (6.47)
with φ given in (6.30) and the operators K(A+, A−) and K(A+,n, A−,n) defined by
(6.41) with S± replaced by A± and A±,n, respectively. Using formula (6.42), one
obtains
g(A+)− g(A−)− (g(A+,n)− g(A−,n)) (6.48)
= T
(A+,A−)
φ (K(A+, A−))− T
(A+,n,A−,n)
φ (K(A+,n, A−,n)) (6.49)
=
(
T
(A+,A−)
φ − T
(A+,n,A−,n)
φ
)
(K(A+, A−)) (6.50)
+ T
(A+,n,A−,n)
φ
(
K(A+, A−)−K(A+,n, A−,n)
)
. (6.51)
Since φ ∈ A0 by Lemma 6.4, the sequence of the operators T
(A+,n,A−,n)
φ is uni-
formly bounded in the Banach space B(B1(H)) (see (6.5)). Thus, to complete the
proof of assertion (2.30) it suffices to establish that
lim
n→∞
∥∥K(A+, A−)−K(A+,n, A−,n)∥∥B1(H) = 0 (6.52)
and
lim
n→∞
∥∥T (A+,A−)φ (K)− T (A+,n,A−,n)φ (K)∥∥B1(H) = 0 for each K ∈ B1(H). (6.53)
Starting the proof of (6.52), we recall that Pn = EA−((−n, n)) is the spectral
projection associated with A−, that A±,n = PnA±Pn, and that we abbreviate
κ± = ((A±)
2 + I)1/2, κ±,n = ((A±,n)
2 + I)1/2. It is clear that
Pnκ
−1/2
−,n = Pnκ
−1/2
− , (6.54)
and hence one obtains
K(A+,n, A−,n) = ((A+,n)
2 + I)−1/4(A+,n −A−,n)((A−,n)
2 + I)−1/4
=
[
(A2+,n + I)
−1/4(A2−,n + I)
1/4
]
(A2−,n + I)
−1/4Pn(A+ −A−)(A
2
− + I)
−1/4Pn
=
[
(A2+,n + I)
−1/4(A2−,n + I)
1/4
]
Pn(A
2
− + I)
−1/4(A+ −A−)(A
2
− + I)
−1/4Pn.
(6.55)
In addition, (A2+ + I)
−1/4(A2− + I)
1/4 =
[
A2− + I)
1/4(A2+ + I)
−1/4
]∗
∈ B(H) by
Remark 3.9 , and hence one can write
K(A+, A−) = (A
2
+ + I)
−1/4(A+ −A−)(A
2
− + I)
−1/4
=
[
(A2+ + I)
−1/4(A2− + I)
1/4
]
(A2− + I)
−1/4(A+ −A−)(A
2
− + I)
−1/4. (6.56)
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Thus one can represent the difference under the norm in (6.52) as follows,
K(A+, A−)−K(A+,n, A−,n)
=
[
(A2+ + I)
−1/4(A2− + I)
1/4
]
(A2− + I)
−1/4(A+ −A−)(A
2
− + I)
−1/4 (6.57)
−
[
(A2+,n + I)
−1/4(A2−,n + I)
1/4
]
Pn(A
2
− + I)
−1/4(A+ −A−)(A
2
− + I)
−1/4Pn.
Since (A+ −A−)κ
−1
− ∈ B1(H) by (3.49), one has
(A2− + I)
−1/4(A+ −A−)(A
2
− + I)
−1/4 ∈ B1(H) (6.58)
by Theorem 4.1. Hence, Lemma 3.4 implies
lim
n→∞
∥∥Pn(A2− + I)−1/4(A+ −A−)(A2− + I)−1/4Pn
− (A2− + I)
−1/4(A+ −A−)(A
2
− + I)
−1/4
∥∥
B1(H)
= 0.
(6.59)
Again appealing to Lemma 3.4, one concludes that for the convergence (6.52) it
suffices to show that
s-lim
n→∞
(A2+,n + I)
−1/4(A2−,n + I)
1/4 = (A2+ + I)
−1/4(A2− + I)
1/4. (6.60)
By [132, Theorem VIII.25] (or [147, Theorem 9.16]), the sequence A+,n converges
toA+ in the strong resolvent sense, and so [132, Theorem VIII.20] (or [147, Theorem
9.17])) implies that (A2+,n+IH)
−1/4 converges to (A2++I)
−1/4 in the strong operator
topology. Moreover, the sequence {(A2+,n + I)
−1/4}n∈N is uniformly bounded in
B(H). In addition, for fixed g ∈ dom(A−) one has
s-lim
n→∞
(A2−,n + I)
1/4g = s-lim
n→∞
Pn(A
2
− + I)
1/4f = (A2− + I)
1/4g, (6.61)
and hence
s-lim
n→∞
(A2+,n + I)
−1/4Pn(A
2
− + I)
1/4g = (A2+ + I)
−1/4(A2− + I)
1/4g,
g ∈ dom(A−).
(6.62)
Since dom(A−) is dense in H, (6.60) indeed holds if one can prove that∥∥(A2+,n + I)−1/4(A2−,n + I)1/4∥∥B(H)
=
∥∥(A2−,n + I)1/4(A2+,n + I)−1/4∥∥B(H) 6 C (6.63)
for some C ∈ (0,∞), independent of n ∈ N. This concludes the proof of (6.52),
subject to (6.63).
In the remainder of this argument we now establish (6.63): Employing (3.51),
one estimates
‖PnA−Pnf‖H 6 ‖PnA+Pnf‖H + ‖PnB(+∞)Pnf‖H
= ‖PnA+Pnf‖H +
∥∥PnB(+∞)(A− − iyI)−1Pn(A− − iyI)Pnf∥∥H
6 ‖PnA+Pnf‖H +
∥∥PnB(+∞)(A− − iyI)−1∥∥B(H)‖Pn(A− − iyI)Pnf‖H
6 ‖PnA+Pnf‖H + (1/2)[‖PnA−Pnf‖H + |y|‖f‖H], f ∈ H, (6.64)
choosing y > 0 sufficiently large such that
∥∥PnB(+∞)(A− − iyI)−1∥∥B(H) 6 (1/2),
which is possible since by (3.49) B(+∞) is relatively compact (in fact, relatively
trace class) with respect to A−. Thus, employing
‖Tg‖H = ‖|T |g‖H, g ∈ dom(T ) = dom(|T |) (6.65)
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for any closed, densely defined operator T in H (using the polar decomposition for
T ), one concludes
‖|A−,n|f‖H 6 2‖|A+,n|f‖H + |y|‖f‖H, f ∈ H, (6.66)
implying
‖[|A−,n|+ I]f‖
2
H 6 16‖[|A+,n|+ I]f‖
2
H + 2[2|y|
2 + 1]‖f‖2H, f ∈ H. (6.67)
At this point it suffices to apply the Lo¨wner–Heinz inequality in the following
form: Assume that T is a self-adjoint operator in H with T−1 ∈ B(H) and suppose
that S is a closed symmetric operator in H satisfying
dom(S) ⊇ dom(T ). (6.68)
Then S is relatively bounded with respect to T and hence there exist a > 0 and
b > 0 such that
‖Sf‖2H 6 a
2‖Tf‖2H + b
2‖f‖2H, f ∈ dom(T ). (6.69)
The Lo¨wner–Heinz inequality (cf. [61, Sect. 3.2.1], [65], [81, Theorem 3], [85], [97,
Theorem IV.1.11], [106], [108]), then entails that
dom
(
|S|α
)
⊇ dom
((
a2|T |2 + b2I
)α/2)
= dom
(
|T |α
)
, α ∈ (0, 1], (6.70)
and ∥∥|S|αf∥∥2
H
6
∥∥[a2|T |2 + b2I]α/2f∥∥2
H
6 a2α
∥∥|T |αf∥∥2
H
+ b2α‖f‖2H, α ∈ (0, 1].
(6.71)
Here we used the spectral theorem for |T | and the elementary inequality,
(x2 + y2)α 6 x2α + y2α, x, y ∈ [0,∞), α ∈ (0, 1], (6.72)
to arrive at the second inequality in (6.71). Thus, by the estimate (6.67), identifying
S = |A−,n|+ I, T = |A+,n|+ I, α = 1/2, a = 4, and b = 21/2[2|y|2 +1]1/2 in (6.71)
yields∥∥[|A−,n|+ I]1/2f∥∥2H 6 4∥∥[|A+,n|+ I]1/2f∥∥2H + 21/2[2|y|2 + 1]1/2‖f‖2H, f ∈ H.
(6.73)
Given a self-adjoint operator R in H, and using once again the spectral theorem,
there exist constants cj ∈ (0,∞), j = 1, 2, such that
c1
∥∥(|R|2 + I)1/4g∥∥
H
6
∥∥(|R|+ I)1/2g∥∥
H
6 c2
∥∥(|R|2 + I)1/4g∥∥
H
,
g ∈ dom
(
|R|1/2
)
.
(6.74)
Hence, applying the inequalities (6.74) to R = A±,n in (6.73), finally yields
d1
∥∥[|A−,n|2 + I]1/4f∥∥2H 6 d2∥∥[|A+,n|2 + I]1/4f∥∥2H + d3‖f‖2H, f ∈ H, (6.75)
for appropriate constants dj ∈ (0,∞), j = 1, 2, 3, implying (6.63).
Starting the proof of assertion (6.53), one uses (6.38) with S± replaced by A±
and A±,n and writes
T
(A+,A−)
φ (K)− T
(A+,n,A−,n)
φ (K) = Tψ(K)− T
(n)
ψ (K) + ∆
(1)
n +∆
(2)
n . (6.76)
Here, we introduced the notation
∆(1)n = κ
−1
+ Tψ(K)κ
−1
− − κ
−1
+,nT
(n)
ψ (K)κ
−1
−,n, (6.77)
∆(2)n = A+κ
−1
+ Tψ(K)A−κ
−1
− −A+,nκ
−1
+,nT
(n)
ψ (K)A−,nκ
−1
−,n, (6.78)
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the abbreviations Tψ = T
(A+,A−)
ψ and T
(n)
ψ = T
(A+,n,A−,n)
ψ , and used the function
ψ defined in (6.33). One observes that
s-lim
n→∞
κ−1±,n = κ
−1
± , s-limn→∞
(A±,nκ
−1
±,n) = A±κ
−1
± (6.79)
by the strong resolvent convergence in (4.99) and [132, Theorem VIII.20(b)]. Thus,
by Lemma 3.4, to finish the proof of assertion (6.53), it suffices to show that
lim
n→∞
∥∥Tψ(K)− T (n)ψ (K)∥∥B1(H) = 0 for each K ∈ B1(H). (6.80)
We will employ the integral representation (6.37),
Tψ(K)− T
(n)
ψ (K) =
1
2π
∫
R
(
κis+Kκ
−is
− − κ
is
+,nKκ
−is
−,n
)
ζ̂(s) ds. (6.81)
Again, s-limn→∞ κ
±is
±,n = κ
±is
± by the strong resolvent convergence in (4.99) and
[132, Theorem VIII.20(b)]. By Lemma 3.4, the integrand in (6.81) converges to
zero in B1(H) as n → ∞ for each s ∈ R. Since ζ̂ ∈ L1(R; ds), the dominated
convergence theorem yields (6.80), completing the proof of Proposition 2.5. 
7. The Spectral Shift Function for the Pair (A+, A−) and
Perturbation Determinants
In this section we provide a detailed study of the spectral shift function associated
with the pair (A+, A−).
Introducing the spectral shift function associated with the pair (A+, A−) via the
invariance principle one can proceed as follows: One recalls that by Theorem 2.2,
the difference of the self-adjoint operators g(A+) and g(A−), with
g(x) = g−1(x) = x(x
2 + 1)−1/2, x ∈ R, (7.1)
is of trace class, that is,
[g(A+)− g(A−)] ∈ B1(H). (7.2)
Bearing in mind the membership (7.2), we define (cf. also [149, eq. 8.11.4])
ξ(ν;A+, A−) := ξ(g(ν); g(A+), g(A−)), ν ∈ R, (7.3)
where ξ( · ; g(A+), g(A−)) is the spectral shift function associated with the pair
(g(A+), g(A−)) uniquely determined by the requirement (cf. [149, Sects. 9.1, 9.2])
ξ( · ; g(A+), g(A−)) ∈ L
1(R; dω). (7.4)
One recalls that since ‖g(A±)‖ 6 1, ξ( · ; g(A+), g(A−)) is a real-valued function
supported on the interval [−1, 1],
supp(ξ( · ; g(A+), g(A−))) ⊆ [−1, 1], (7.5)
and
ξ(ω; g(A+), g(A−))
= π−1 lim
ε↓0
Im
(
ln
(
detH
(
I + (g(A+)− g(A−))(g(A−)− (ω + iε)I)
−1
)))
(7.6)
for a.e. ω ∈ [−1, 1].
Here the choice of branch of ln(detH(·)) on C+ is again chosen such that
lim
Im(z)→+∞
ln
(
detH
(
I + (g(A+)− g(A−))(g(A−)− zI)
−1
))
= 0. (7.7)
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Moreover, since (7.2) holds, Krein’s trace formula in its simplest form yields (cf.
[149, Theorem 8.2.1])
trH
(
g(A+)− g(A−)
)
=
∫
[−1,1]
ξ(ω; g(A+), g(A−)) dω. (7.8)
Alternatively, one can also introduce the spectral shift function associated with
the pair (A+, A−) taking into account that the difference of the resolvents of the
operators A+ and A− is of trace class (cf. (3.30)), that is,[
(A+ − zI)
−1 − (A− − zI)
−1
]
∈ B1(H), z ∈ ρ(A+) ∩ ρ(A−). (7.9)
Since in this case the difference of the Cayley transforms of the operators A+ and
A− is of trace class, one can introduce the spectral shift function ξ̂( · ;A+, A−)
associated with the pair (A+, A−) upon relating ξ̂( · ;A+, A−) to the spectral shift
function associated with the Cayley transforms of A+ and A− as in [149, eq. (8.7.4)].
The spectral shift function introduced in this way is not unique, in fact, any two of
them differ by an integer-valued homotopy invariant (see a comprehensive discussion
of this phenomenon in [149, Sect. 8.6]). Moreover,
ξ̂( · ;A+, A−) ∈ L
1
(
R; (|ν|+ 1)−2dν
)
(7.10)
for any concrete choice of the integer-valued constant (cf. [149, Sect. 8.7]). Given
the pair (A+, A−), we now arbitrarily fix the undetermined integer-valued con-
stant, and for simplicity, keep denoting the corresponding spectral shift function
by ξ̂( · ;A+, A−).
Our next result states that the functions ξ( · A+, A−) and ξ̂( · A+, A−) differ at
most by a constant:
Lemma 7.1. Assume Hypothesis 2.1. Let the spectral shift function ξ( · ;A+, A−)
be defined according to (7.3) and ξ̂( · ;A+, A−) as in [149, eq. (8.7.4)] (with some
determination of the associated integer-valued constant ). Then there exists a C ∈ R
such that
ξ̂(ν;A+, A−) = ξ(ν;A+, A−) + C for a.e. ν ∈ R. (7.11)
Proof. First we note that by [149, Theorem 8.7.1] the trace formula
trH(f(A+)− f(A−)) =
∫
R
f ′(ν)ξ̂(ν;A+, A−) dν (7.12)
holds for the class of functions f having two locally bounded derivatives and satis-
fying the conditions
for some ε > 0, (ν2f ′(ν))′ =
|λ|→∞
O(|ν|−1−ε) (7.13)
and
lim
ν→−∞
f(ν) = lim
ν→+∞
f(ν), lim
ν→−∞
ν2f ′(ν) = lim
ν→+∞
ν2f ′(ν). (7.14)
This class includes, in particular, the functions of the type
f ∈ C∞0 (R) and (· − z)
−n, z ∈ C\R, n ∈ N, n > 1. (7.15)
Since (7.2) holds, [149, Lemma 8.11.3] applies to the ξ-function given by the invari-
ance principle (7.3) and hence the trace formula
trH(f(A+)− f(A−)) =
∫
R
f ′(ν)ξ(ν;A+, A−) dν (7.16)
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holds for all f ∈ C∞0 (R). Comparing (7.16) and (7.12) one obtains that∫
R
f ′(ν)ξ(ν;A+, A−) dν =
∫
R
f ′(ν)ξ̂(ν;A+, A−) dν, f ∈ C
∞
0 (R), (7.17)
and therefore, by the Du Bois–Raymond Lemma (see, e.g., [104, Theorem 6.11]),
the functions ξ( · ;A+, A−) and ξ̂(ν;A+, A−) differ a.e. at most by a constant. 
Remark 7.2. The fact that ξ( · ; g(A+), g(A−)) ∈ L
1(R; dω) according to (7.4), im-
plies the membership
ξ( · ;A+, A−) ∈ L
1
(
R; (|ν|+ 1)−3dν
)
(7.18)
which can easily be verified taking into account the definition (7.3) of ξ( · ;A+, A−)
and using the change of variables (7.28) below. While (7.18) is correct, it is not
optimal, since, in fact,
ξ( · ;A+, A−) ∈ L
1
(
R; (|ν|+ 1)−2dν
)
(7.19)
as a consequence of (7.10) and (7.11). Moreover, the following trace formulas hold,
−trH
(
(A+ − zI)
−1 − (A− − zI)
−1
)
=
∫
R
ξ̂(ν;A+, A−) dν
(ν − z)2
=
∫
R
ξ(ν;A+, A−) dν
(ν − z)2
, z ∈ C\R,
(7.20)
with two convergent Lebesgue integrals in (7.20). Indeed, the first equality in (7.20)
follows from (7.12) and (7.15), and the second from the observation that∫
R
dν
(ν − z)2
= 0, z ∈ C\R, (7.21)
and the fact that by (7.11), ξ( · ;A+, A−) and ξ̂( · ;A+, A−) differ at most by a
constant.
Our next result provides a refinement of the trace formula (7.8). For this purpose
we recall the function gz defined by
gz(x) = x(x
2 − z)−1/2, x ∈ R, z ∈ C\[0,∞). (7.22)
Lemma 7.3. Assume Hypothesis 2.1 and define ξ( · ;A+, A−) according to (7.3).
Then
[gz(A+)− gz(A−)] ∈ B1(H), z ∈ C\[0,∞), (7.23)
and the following trace formula holds
trH
(
gz(A+)− gz(A−)
)
= −z
∫
R
ξ(ν;A+, A−) dν
(ν2 − z)3/2
, z ∈ C\[0,∞). (7.24)
In particular,
C\[0,∞) ∋ z 7→ trH
(
gz(A+)− gz(A−)
)
is analytic. (7.25)
Proof. We start with the representation (7.8)
trH
(
g(A+)− g(A−)
)
=
∫
[−1,1]
ξ(ω; g(A+), g(A−)) dω. (7.26)
Since
g′(ν) = (ν2 + 1)−3/2 > 0, ν ∈ R, (7.27)
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one can introduce the change of variables
ω = g(ν) = ν(ν2 + 1)−1/2, ν ∈ R, (7.28)
implying
trH
(
g(A+)− g(A−)
)
=
∫
R
ξ(g(ν); g(A+), g(A−)) dν
(ν2 + 1)3/2
(7.29)
and hence, in accordance with the definition (7.3) of the spectral shift function
ξ( · ;A+, A−), one also obtains that
trH
(
g(A+)− g(A−)
)
=
∫
R
ξ(ν;A+, A−) dν
(ν2 + 1)3/2
(7.30)
which proves the trace formula (7.24) for z = −1.
To handle the case of arbitrary z ∈ C\[0,∞), we remark that the function Gz
given by
Gz(ν) = gz(ν)− g−1(ν), ν ∈ R, z ∈ C\[0,∞), (7.31)
satisfies the conditions (7.13) and (7.14), and hence by [149, Theorem 8.7.1], one
obtains
[Gz(A+)−Gz(A−)] ∈ B1(H), z ∈ C\[0,∞), (7.32)
and the trace formula
trH (Gz(A+)−Gz(A−)) =
∫
R
G′z(ν)ξ̂(ν;A+, A−) dν, z ∈ C\[0,∞), (7.33)
where the spectral shift function ξ̂( · ;A+, A−) associated with the pair (A+, A−)
is introduced as in [149, eq. (8.7.4)]. By Lemma 7.1, the spectral shift functions
ξ̂( · ;A+, A−) and ξ( · ;A+, A−) differ at most by a constant and hence, since
lim
ν→+∞
Gz(ν) = lim
ν→+∞
Gz(ν) = 0, (7.34)
eq. (7.33) can be rewritten as
trH (Gz(A+)−Gz(A−)) =
∫
R
G′z(ν)ξ(ν;A+, A−) dν,
=
∫
R
[
−z
(ν2 − z)3/2
−
1
(ν2 + 1)3/2
]
ξ(ν;A+, A−) dν, , z ∈ C\[0,∞).
(7.35)
Combining (7.2), (7.31), and (7.32), one concludes that (7.23) and the trace formula
(7.24) hold. 
The following result, an improvement of (7.23) and (7.25), will be proved in
Appendix B:
Lemma 7.4. Assume Hypothesis 2.1 and let z ∈ C\[0,∞). Then [gz(A+)−gz(A−)]
is differentiable with respect to the B1(H)-norm and
d
dz
trH
(
gz(A+)− gz(A−)
)
= trH
(
d
dz
gz(A+)−
d
dz
gz(A−)
)
(7.36)
=
1
2
trH
(
A+(A
2
+ − zI)
−3/2 −A−(A
2
− − zI)
−3/2
)
, z ∈ C\[0,∞).
We note that Lemmas 7.3 and 7.4 extend to z ∈ ρ(A2+) ∩ ρ(A
2
−).
Next, we prove the following result which justifies equalities of (2.46) and (2.49)
in Theorem 2.10:
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Lemma 7.5. Assume Hypothesis 2.1 and 0 ∈ ρ(A−) ∩ ρ(A+). Then
trH
(
EA−((−∞, 0))− EA+((−∞, 0))
)
= ξ(0;A+, A−). (7.37)
Proof. Since 0 ∈ ρ(A±), the spectral mapping property implies 0 ∈ ρ(g(A±)) for
g(x) = x(x2+1)−1/2. Fixing ν0 > 0 such that [−ν0, ν0] ⊂ ρ(g(A−))∩ρ(g(A+)), one
notes that ξ( · ; g(A+), g(A−)) = ξ(0; g(A+), g(A−)) a.e. on the interval (−ν0, ν0).
In addition, we introduce a smooth cut-off function ϕ ∈ C∞(R) satisfying
ϕ(ν) =
{
1, ν 6 −ν0,
0, ν > ν0,
and
∫ ν0
−ν0
ϕ′(ν) dν = −1. (7.38)
Next, using a change of variables in the spectral theorem [57, Theorem XII.2.9(c)],
and noting that ϕ coincides with the characteristic function of (−∞, 0) on the
spectrum of g(A±), one infers,
EA±((−∞, 0)) = EA±(g
−1(−1, 0)) = Eg(A±)(−1, 0) = ϕ(g(A±)). (7.39)
We recall that [g(A+) − g(A−)] ∈ B1(H) by Proposition 2.5. Thus, Krein’s trace
formula holds for the pair of bounded operators g(A+) and g(A−) and the spectral
shift function ξ( · g(A+), g(A−)) (cf. [149, Theorem 8.2.1]). Using (7.38), (7.39),
and the trace formula, one then completes the proof as follows:
trH
(
EA+((−∞, 0))− EA−((−∞, 0))
)
= trH
(
ϕ(g(A+))− ϕ(g(A−))
)
=
∫ ∞
−∞
ξ(ν; g(A+), g(A−))ϕ
′(ν) dν
=
∫ ν0
−ν0
ξ(ν; g(A+), g(A−))ϕ
′(ν) dν = ξ(0; g(A+), g(A−))
∫ ν0
−ν0
ϕ′(ν) dν
= −ξ(0; g(A+), g(A−)) = −ξ(0;A+, A−), (7.40)
utilizing (7.3) in the last equality. 
In the final part of this section we detail the precise connection between ξ and
Fredholm perturbation determinants associated with the pair (A−, A+). In par-
ticular, this will justify the perturbation determinants formula (2.50) in the index
computation in Theorem 2.10. In practice, these determinants are often simpler to
handle than the projection operators used in (2.48) and (2.49).
Let
DT/S(z) = detH((T − zI)(S − zI)
−1) = detH(I + (T − S)(S − zI)
−1), z ∈ ρ(S),
(7.41)
denote the perturbation determinant for the pair of operators (S, T ) in H, assuming
(T − S)(S − z0)−1 ∈ B1(H) for some (and hence for all) z0 ∈ ρ(S).
Theorem 7.6. Assume Hypothesis 2.1 and 0 ∈ ρ(A−) ∩ ρ(A+). Then
ξ(λ;A+, A−) = π
−1 lim
ε↓0
Im(ln(DA+/A−(λ+ iε))) for a.e. λ ∈ R, (7.42)
where ξ( · ;A+, A−) is introduced by (7.3) and we make the choice of branch of
ln(DA+/A−(·)) on C+ such that limIm(z)→+∞ ln(DA+/A−(z)) = 0. In particular,
for a continuous representative of ξ( · ;A+, A−) in a neighborhood of λ = 0 the
equality
ξ(0;A+, A−) = π
−1 lim
ε↓0
Im(ln(DA+/A−(iε))) (7.43)
holds.
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Proof. By (7.20) in Remark 7.2,
−trH
(
(A+ − zI)
−1 − (A− − zI)
−1
)
=
∫
R
ξ(ν;A+, A−) dν
(ν − z)2
, z ∈ C\R, (7.44)
with a convergent Lebesgue integral in (7.44).
The general formula for the logarithmic derivative of the perturbation determi-
nant (see, e.g., [72, Sect. IV.3]) yields
d
dz
ln(DA+/A−(z)) = −trH
(
(A+ − zI)
−1 − (A− − zI)
−1
)
, z ∈ ρ(A+) ∩ ρ(A−).
(7.45)
A comparison of (7.44) and (7.45) yields
d
dz
ln(DA+/A−(z)) =
∫
R
ξ(ν;A+, A−) dν
(ν − z)2
, z ∈ C\R. (7.46)
Integrating (7.46) with respect to z (cf. also [96, eq. (1.10)]), one obtains
ln(DA+/A−(z)) = γ +
∫
R
(
1
ν − z
−
ν
ν2 + 1
)
ξ(ν;A+, A−) dν, z ∈ C+, (7.47)
for some constant γ ∈ C.
Next, we claim that actually,
γ ∈ R. (7.48)
Indeed, taking z ∈ C and letting |Im(z)| → ∞, one infers that
lim
|Im(z)|→+∞
DA+/A−(z) = 1, (7.49)
similarly to the proof of Lemma 3.5. More precisely, one uses the fact that
(A+ −A−)(A− − zI)
−1 = [(A+ −A−)A
−1
− ][A−(A− − zI)
−1], z ∈ C\R, (7.50)
implying
lim
|Im(z)|→∞
‖(A+ −A−)(A− − zI)
−1‖B1(H) = 0 (7.51)
since
(A+ −A−)A
−1
− ∈ B1(H) and s-lim
|Im(z)|→∞
A−(A−zI)
−1 = 0, (7.52)
employing Lemma 3.4. Clearly, (7.50) and (7.51) yield (7.49). Hence we now fix
the branch of ln(DA+/A−(·)) on C+ by requiring
lim
Im(z)→+∞
ln(DA+/A−(z)) = 0. (7.53)
Rewriting (7.47) in the form
ln(DA+/A−(iy)) = Re(γ) +
∫
R
(
ν
ν2 + y2
−
ν
ν2 + 1
)
ξ(ν;A+, A−) dλ
+ i
[
Im(γ) + y
∫
R
ξ(ν;A+, A−) dν
ν2 + y2
]
, y > 0,
(7.54)
and applying the dominated convergence theorem to conclude that
lim
y→∞
y
∫
R
ξ(ν;A+, A−) dν
ν2 + y2
= 0, (7.55)
combining (7.49) with taking the limit y →∞ in (7.54) yields Im(γ) = 0 and hence
(7.48).
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Decomposing ξ into its positive and negative parts ξ±, respectively,
ξ( · ;A+, A−) = ξ+( · ;A+, A−)− ξ−( · ;A+, A−),
ξ±( · ;A+, A−) =
[
|ξ( · ;A+, A−)| ± ξ( · ;A+, A−)
]/
2,
(7.56)
and applying the Stieltjes inversion formula to the absolutely continuous measures
ξ±(ν;A+, A−) dν (cf., e.g., [12, p. 328], [147, App. B]), then yields (7.42). Since
by hypothesis, 0 ∈ ρ(A−) ∩ ρ(A+), one concludes (7.43) (cf. also the discussion
in connection with (8.36) which defines ξ(0;A+, A−)) as follows: Given the fact
(7.48), one obtains that
ln(DA+/A−(z)) = γ +
∫
R
(
1
ν − z
−
ν
ν2 + 1
)
ξ(ν;A+, A−) dν
= γ + ξ(0;A+, A−)
∫
R
(
1
ν − z
−
ν
ν2 + 1
)
dν
+
∫
R
(
1
ν − z
−
ν
ν2 + 1
)
[ξ(ν;A+, A−)− ξ(0;A+, a−)] dν
= γ + iπ ξ(0;A+, A−)
+
∫
R
(
1
ν − z
−
ν
ν2 + 1
)
[ξ(ν;A+, A−)− ξ(0;A+, a−)] dν, z ∈ C+, (7.57)
using ∫
R
(
1
ν − z
−
ν
ν2 + 1
)
dν = iπ. (7.58)
Since the last integral in (7.57) is supported in (−∞,−ε) ∪ (ε,∞) for some ε > 0
and hence real-valued for z = 0 (as ξ( · ;A+, A−) is constant a.e. in a sufficiently
small neighborhood of the origin), (7.57) proves (7.43) taking z = iε and ε ↓ 0. 
Remark 7.7. Given the fact (7.48), one explicitly obtains
γ = Re(ln(DA+/A−(i))). (7.59)
Moreover, from
ln(DA+/A−(z))− ln(DA+/A−(i)) =
∫
R
(
1
ν − z
−
1
ν − i
)
ξ(ν;A+, A−) dν
= −i
∫
R
ξ(ν;A+, A−) dν
ν2 + 1
+
∫
R
(
1
ν − z
−
ν
ν2 + 1
)
ξ(ν;A+, A−) dν, z ∈ C+,
(7.60)
one concludes that
Im(ln(DA+/A−(i))) =
∫
R
ξ(ν;A+, A−) dν
ν2 + 1
. (7.61)
Remark 7.8. To illustrate the relevance of the choice of branch of ln(DA+/A−(·))
we briefly look at the following elementary situation where H = C2, A± = ±I2.
Then obviously,
DI2/−I2(z) =
(
z − 1
z + 1
)2
, z ∈ C\{−1}. (7.62)
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The function ln(DI2/−I2(·)) has the branch points ±1 (we note, however, that the
point z = ∞ is not a branch point of this function). Applying our convention of
choosing the principal branch of ln(DI2/−I2(·)) near infinity then yields that
ln(DI2/−I2(z)) = 2 ln
(
1− 2(z + 1)−1
)
=
|z|→∞
−4
z + 1
+O(|z|−2). (7.63)
Taking into account the branch cut [−1, 1] for ln(DI2/−I2(·)) then implies
lim
ε↓0
ln(DI2/−I2(λ± iε)) =
{
2 ln(|(λ− 1)/(λ+ 1)|), λ ∈ R\[−1, 1],
2 ln(|(λ− 1)/(λ+ 1)|)± 2πi, λ ∈ (−1, 1),
(7.64)
and hence,
ξ(λ; I2,−I2) =
{
0, λ ∈ R\[−1, 1],
2, λ ∈ (−1, 1),
(7.65)
consistent with the spectral flow SpFlow({A(t)}∞t=−∞) = 2 in an example where
A(t), t ∈ R, has asymptotes A± = ±I2 as t→ ±∞ (cf. Section 9 for the notion of
the spectral flow).
We conclude this section with the following known fact under the additional
hypothesis of A− being bounded from below:
Remark 7.9 ([33], Proposition 6.5, [96], [150]). Assume Hypothesis 2.1 and, also,
0 ∈ ρ(A−)∩ρ(A+). In addition, assume that A− (and hence A+ and A(t), t ∈ R) is
bounded from below. Then one obtains the following refinements of (7.19), (7.45),
(7.48), and (7.59),
ξ( · ;A+, A−) ∈ L
1
(
R; (|λ|+ 1)−1dλ
)
, (7.66)
ln(DA+/A−(z)) =
∫
R
ξ(λ;A+, A−) dλ
λ− z
, z ∈ C+, (7.67)
γ =
∫
R
λ
ξ(λ;A+, A−) dλ
λ2 + 1
. (7.68)
8. The Spectral Shift Function for the Pair (H2,H1) and an Index
Computation
In this section we will prove one of our principal results, an extension of Push-
nitski’s formula [129], relating a particular choice of spectral shift functions of the
two pairs of operators, (H2,H1), and (A+, A−).
8.1. Pushnitski’s Formula. We start by introducing the spectral shift function
ξ( · ;H2,H1) associated with the pair (H2,H1). Since H2 > 0 and H1 > 0, and[
(H2 + I)
−1 − (H1 + I)
−1
]
∈ B1
(
L2(R;H)
)
, (8.1)
by Lemma 5.1, one uniquely introduces ξ( · ;H2,H1) by requiring that
ξ(λ;H2,H1) = 0, λ < 0, (8.2)
and
trL2(R;H)
(
(H2 − z I)
−1 − (H1 − z I)
−1
)
= −
∫
[0,∞)
ξ(λ;H2,H1) dλ
(λ − z)2
,
z ∈ C\[0,∞),
(8.3)
RELATIVELY TRACE CLASS PERTURBATIONS 57
following [149, Sect. 8.9]. In addition, one has
ξ( · ;H2,H1) ∈ L
1
(
R; (|λ| + 1)−2dλ
)
. (8.4)
However, (8.4) can be improved as follows:
Lemma 8.1. Assume Hypothesis 2.1. Then
ξ( · ;H2,H1) ∈ L
1
(
R; (|λ|+ 1)−1dλ
)
(8.5)
and
ξ(λ;H2,H1) = π
−1 lim
ε↓0
Im
(
ln
(
D˜H2/H1(λ+ iε)
))
for a.e. λ ∈ R, (8.6)
where we used the abbreviation
D˜H2/H1(z) = detL2(R;H)
(
(H1 − zI)
−1/2(H2 − zI)(H1 − zI)
−1/2
)
= detL2(R;H)
(
I + 2(H1 − zI)
−1/2B′(H1 − zI)
−1/2
)
, z ∈ ρ(H1). (8.7)
Proof. This follows from results of Krein and Yavryan [96] (see also [33, Proposition
6.5]) and the fact that
(H1 − zI)
−1/2B′(H1 − zI)
−1/2 =
[(
(H0 − zI)
1/2
)∗(
(H1 − zI)
−1/2
)∗]∗
(8.8)
×
[
|(B′)∗|1/2
(
(H0 − zI)
−1/2
)∗]∗
UB′
[
|B′|1/2(H0 − zI)
−1/2
]
(8.9)
×
[
(H0 − zI)
1/2(H1 − zI)
−1/2
]
∈ B1
(
L2(R;H)
)
, z ∈ ρ(H1), (8.10)
applying (4.52), (4.69), and (4.76). 
Given these preparations, one can prove the following result, an extension of
Pushnitski’s formula [129]:
Theorem 8.2. Assume Hypothesis 2.1 and define ξ( · ;A+, A−) and ξ( · ;H2,H1)
according to (7.3) and (8.2), (8.3), respectively. Then,
ξ(λ;H2,H1) =
1
π
∫ λ1/2
−λ1/2
ξ(ν;A+, A−) dν
(λ− ν2)1/2
for a.e. λ > 0, (8.11)
with a convergent Lebesgue integral on the right-hand side of (8.11).
Proof. By Lemma 7.3 one has
trH
(
gz(A+)− gz(A−)
)
= −z
∫
R
ξ(ν;A+, A−) dν
(ν2 − z)3/2
, z ∈ C\[0,∞). (8.12)
The trace identity (2.19) then yields∫
[0,∞)
ξ(λ;H2,H1) dλ
(λ − z)2
=
1
2
∫
R
ξ(ν;A+, A−) dν
(ν2 − z)3/2
, z ∈ C\[0,∞), (8.13)
and hence,∫
[0,∞)
ξ(λ;H2,H1)
(
d
dz
(λ− z)−1
)
dλ =
∫
R
ξ(ν;A+, A−)
(
d
dz
(ν2 − z)−1/2
)
dν,
z ∈ C\[0,∞). (8.14)
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Integrating (8.14) with respect to z from a fixed point z0 ∈ (−∞, 0) to z ∈ C\R
along a straight line connecting z0 and z then results in∫
[0,∞)
ξ(λ;H2,H1)
(
1
λ− z
−
1
λ− z0
)
dλ
=
∫
R
ξ(ν;A+, A−)
[
(ν2 − z)−1/2 − (ν2 − z0)
−1/2
]
dν, z ∈ C\[0,∞).
(8.15)
One notes that
[
(ν2 − z)−1/2 − (ν2 − z0)−1/2
]
= O
(
|ν|−3
)
as |ν| → ∞, compatible
with the fact (7.10) and similarly,
[
(λ− z)−1− (λ− z0)−1
]
= O
(
|λ|−2
)
, compatible
with the fact (8.4).
Applying the Stieltjes inversion formula (cf., e.g., [12], [147, Theorem B.3]) to
(8.15) then yields
ξ(λ;H2,H1) = lim
ε↓0
1
π
∫
[0,∞)
ξ(λ′;H2,H1)Im
(
(λ′ − λ)− iε)−1
)
dλ′
= lim
ε↓0
1
π
∫
R
ξ(ν;A+, A−)Im
(
(ν2 − λ− iε)−1/2
)
dν
=
1
π
∫ λ1/2
−λ1/2
ξ(ν;A+, A−) dν
(λ− ν2)1/2
for a.e. λ > 0. (8.16)
The last step in (8.16) still warrants some comments: One splits R into the two
regions 0 6 ν2 6 λ+1 and ν2 > λ+1. In the compact region 0 6 ν2 6 λ+1 one can
immediately apply Lebesgue’s dominated convergence theorem since ξ( · ;A+, A−)
is locally integrable. One also uses that Im
(
(ν2 − λ)1/2
)
= 0 for ν2 ∈ [λ, λ+1] and
that ξ(ν;A+, A−)(λ− ν
2)−1/2 is locally integrable for a.e. λ > 0.
The latter fact can be seen as follows: Decomposing (λ − ν2)−1/2 into (λ1/2 −
ν)−1/2(λ1/2 + ν)−1/2, and focusing on the case ν > 0 at first, one sees that only
the factor (λ1/2 − ν)−1/2 is relevant in this case and one can reduce matters to a
convolution estimate. Thus, one introduces
fR(ν) =
{
ν−1/2, 0 < ν < R,
0, ν > R, ν < 0,
R > 0, g(ν) =
{
|ξ(ν;A+, A−)|, ν > 0,
0, ν < 0.
(8.17)
Then fR, g ∈ L1(R; dν) and hence a special case of Minkowski’s inequality (which
in turn is a special case of Young’s inequality, ‖h∗k‖r 6 ‖h‖p ‖k‖q, 1 6 p, q, r 6∞,
p−1 + q−1 = 1 + r−1, with ‖ · ‖p the norm in Lp(R; dλ), cf., e.g., [75, p. 20–22]),
shows that fR ∗ g ∈ L1(R; dλ), in particular, (fR ∗ g)(λ) exists for a.e. λ > 0. Since
R > 0 is arbitrary, ξ(ν;A+, A−)(λ− ν
2)−1/2 is locally integrable with respect to ν
on [0,∞) for a.e. λ > 0. The case ν 6 0 is handled analogously.
Finally, in the region ν2 > λ+ 1 one estimates that∣∣Im((ν2 − λ− iε)−1/2)∣∣ 6 ε
(ν2 − λ)3/2
, ν2 > λ+ 1, (8.18)
completing the proof of (8.16). 
One notes that while the outline of this proof still closely follows the correspond-
ing proof of Theorem 1.1 by Pushnitski in [129], the finer details of our approach
now necessarily deviate from his proof due to our more general Hypothesis 2.1.
The next result also follows Pushnitski in [129] closely (but again necessarily
deviates in some details):
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Lemma 8.3. Assume Hypothesis 2.1 and suppose that 0 ∈ ρ(A+) ∩ ρ(A−). Then
H1 (and hence H2) has an essential spectral gap near 0, that is, there exists an
a > 0 such that
σess(H1) = σess(H2) ⊆ [a,∞). (8.19)
Proof. By Lemma 5.1 and a variant of Weyl’s theorem one concludes that
σess(H1) = σess(H2). (8.20)
Next, one recalls the definition of the operators H and H1 from Lemma 4.8, and
dom
(
H
1/2
1
)
= dom
(
(H)1/2
)
= dom
(
H
1/2
0
)
= dom(d/dt) ∩ dom(A−). (8.21)
By Lemma 4.6, one obtains∥∥(H − z I)−1/2B′(H − z I)−1/2∥∥
B1(L2(R;H))
6
∥∥(H0 − z I)1/2(H − z I)−1/2∥∥2B(L2(R;H))
×
∥∥(H0 − z I)−1/2B′(H0 − z I)−1/2∥∥B1(L2(R;H)) <∞, z < 0, (8.22)
and hence B′ is relatively form compact with respect to H0 and H . Hence,
σess(Hj) = σess(H), j = 1, 2. (8.23)
Since by hypothesis 0 ∈ ρ(A+) ∩ ρ(A−), one obtains the existence of a > 0 and
T0 > 0 such that
A(t)2 > aI for all |t| > T0. (8.24)
Next, one writes
(A(t)g,A(t)g)H =
[
(A(t)g,A(t)g)H − a‖g‖
2
H
]
+ a‖g‖2H
=
(
g,
[
A(t)2 − aI
]
EA(t)2([0, a])g
)
H
+ (A(t)g, EA(t)2 ((a,∞))A(t)g)H − a(g, EA(t)2((a,∞))g)H + a‖g‖
2
H
>
(
g,
[
A(t)2 − aI
]
EA(t)2([0, a])g
)
H
+ a‖g‖2H
= (g, F (t)g)H + a‖g‖
2
H, g ∈ dom(A−), t ∈ R, (8.25)
where
F (t) =
[
A(t)2 − aI
]
EA(t)2([0, a]) =
{
0, |t| > T0,
of finite rank for all t ∈ R,
(8.26)
choosing a > 0 sufficiently small. Indeed, the strongly right continuous family of
spectral projections of A(t)2 is given in terms of that of A(t) by
EA(t)2(λ) =

0, λ < 0,
EA(t)({0}), λ = 0,
EA(t)
(
[−λ1/2, λ1/2]
)
, λ > 0.
(8.27)
Since A(t) = A− +B(t) on dom(A(t)) = dom(A−), t ∈ R, and
B(t)(A− − zI)
−1 ∈ B1(H), z ∈ C\R, t ∈ R, (8.28)
by Theorem 3.7, one infers
σess(A(t)) = σess(A−), t ∈ R. (8.29)
Since 0 ∈ ρ(A−), choosing a > 0 sufficiently small, A(t) has at most finitely many
eigenvalues of finite multiplicity in the interval [−a1/2, a1/2], and thus A(t)2 has at
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most finitely many eigenvalues of finite multiplicity in the interval [0, a], implying
the finite rank property of F (t) for all t ∈ R. Thus, one obtains∫
R
‖F (t)‖B1(H) <∞, (8.30)
and applying [129, Lemma 2.2] to the operator F (t), t ∈ R, then proves that F in
L2(R;H), defined by
(F f)(t) = F (t)f(t), t ∈ R, f ∈ L2(R;H), (8.31)
is form compact relative to the operator H0,0 in L
2(R;H) defined by H0,0 = −
d2
dt2
with maximal domain. Thus,
σess(H0,0 + F ) = σess(H0,0) = [0,∞). (8.32)
Finally, (8.25) implies H >H0,0 + F + aI, and hence
σess(Hj) = σess(H) ⊆ [a,∞), j = 1, 2. (8.33)

Theorem 8.2 now easily yields the following Fredholm index result:
Corollary 8.4. Assume Hypothesis 2.1 and define ξ( · ;A+, A−) and ξ( · ;H2,H1)
as in (7.3) and (8.2), (8.3), respectively. Moreover, suppose that 0 ∈ ρ(A+)∩ρ(A−).
Then DA is a Fredholm operator in L
2(R;H) and
index(DA) = ξ(0+;H2,H1)
= ξ(0;A+, A−).
(8.34)
Proof. Since σess(H2) = σess(H1) by equation (8.20), H1 andH2 have an essential
spectral gap near 0 by Lemma 8.3. In addition, H1 = D
∗
ADA and H2 = DAD
∗
A
have the same nonzero eigenvalues including multiplicities, and hence one concludes
by the general properties of ξ( · ;H2,H1) in essential spectral gaps of H2 and H1
(cf. [149, p. 276, 300]) that
index(DA) = dim(ker(H1))− dim(ker(H2)) = ξ(λ;H2,H1), λ ∈ (0, λ0),
(8.35)
for λ0 < inf(σess(H2)) = inf(σess(H1)).
On the other hand, since 0 ∈ ρ(A+) ∩ ρ(A−), there exists a constant c ∈ R
such that ξ( · ;A+, A−) = c a.e. on the interval (−ν0, ν0) for 0 < ν0 sufficiently
small. (This follows from the basic properties of the spectral shift function in joint
essential spectral gaps of A− and A+, cf. [149, p. 300].) Hence, one may define
ξ(ν;A+, A−) = ξ(0;A+, A−), ν ∈ (−ν0, ν0). (8.36)
Thus, taking λ→ 0 in (8.11), utilizing (8.35), (8.36), and
1
π
∫ λ1/2
−λ1/2
dν
(λ− ν2)1/2
= 1 for all λ > 0, (8.37)
finally yields (8.34). 
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8.2. Supersymmetry and the Atiyah–Patodi–Singer Spectral Asymme-
try. We conclude this section with an application involving the Atiyah–Patodi–
Singer (APS) spectral asymmetry (cf., e.g., [13]–[16], [34], [43], [56], [70], [71], [77],
[78], [91], [103], [107], [114], [115], [117], [119], [142], and the extensive list of refer-
ences in [37]) applied to the case of supersymmetric Dirac-type operators Qm (cf.
[37], [62], [69], [145, Ch. 5], and the references cited therein) defined as follows: In
the Hilbert space L2(R;H)⊕L2(R;H) we consider the 2× 2 block operator-valued
matrix
Qm =
(
m DA
D∗A −m
)
, m ∈ R\{0}, (8.38)
such that
Q2m =
(
H2 +m
2I 0
0 H1 +m
2I
)
, (8.39)
and hence
Qme
−tQ2m =
(
me−t(H2+m
2I) DAe
−t(H1+m
2I)
D∗Ae
−t(H2+m
2I) −me−t(H1+m
2I)
)
, t > 0. (8.40)
The zeta function regularized spectral asymmetry ηm(t), t > 0, associated with
Qm, is defined by
ηm(s) =
m
Γ((s+ 1)/2)
∫
[0,∞)
t(s−1)/2 trL2(R;H)
(
e−t(H1+m
2I) − e−t(H2+m
2I)
)
dt,
m ∈ R\{0}, s > 0, (8.41)
and the APS spectral asymmetry (eta invariant) ηm is then given by
ηm = lim
s↓0
ηm(s), m ∈ R\{0}, (8.42)
whenever the limit in (8.42) exists. Intuitively, ηm measures the asymmetry of the
positive and negative spectrum of Qm, m ∈ R\{0}. The asymmetry vanishes if
m = 0 since then Q0 is unitarily equivalent to −Q0 (cf. [68]).
Similarly, using the fact that
Qm|Qm|
−1e−tQ
2
m
=
(
m (H2 +m
2I)−1/2e−t(H2+m
2I) DA(H1 +m
2I)−1/2e−t(H1+m
2I)
D∗A(H2 +m
2I)−1/2e−t(H2+m
2I) −m (H1 +m2I)−1/2e−t(H1+m
2I)
)
,
t > 0, (8.43)
the heat kernel regularized spectral asymmetry η˜m(t), t > 0, associated with Qm,
is defined by
η˜m(t) = m trL2(R;H)
(
(H2 +m
2I)−1/2e−t(H2+m
2I) (8.44)
− (H1 +m
2I)−1/2e−t(H1+m
2I)
)
, m ∈ R\{0}, t > 0,
and the corresponding spectral asymmetry η˜m is then given by
η˜m = lim
t↓0
η˜m(t), m ∈ R\{0}, (8.45)
whenever the limit in (8.45) exists.
Denoting by Γ(·) the gamma function [3, Sect. 6.1], by K0(·) the modified (ir-
regular) Bessel function of order zero [3, Sect. 9.6], and by Wκ,µ(·) the (irregular)
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Whittaker function [3, Sect. 13.1], one obtains the following explicit result for ηm
and η˜m and their regularizations:
Lemma 8.5. Assume Hypothesis 2.1 and m ∈ R\{0}. Then
ηm(s) = −m
s+ 1
2
∫
[0,∞)
ξ(λ;H2,H1) dλ
(λ +m2)(s+3)/2
,
= −m
s+ 1
2π1/2
Γ((s+ 2)/2)
Γ((s+ 3)/2)
∫
R
ξ(ν;A+, A−) dν
(ν2 +m2)(s+2)/2
, s > 0,
(8.46)
and ηm(·) extends analytically to the open right half-plane Re(s) > −1/2. Moreover,
η˜m(t) = m
∫
[0,∞)
ξ(λ;H2,H1) dλ
(
d
dλ
[
(λ +m2)−1/2e−t(λ+m
2)
])
= −
m
2π1/2
∫
R
ξ(ν;A+, A−) dν
ν2 +m2
W−1/2,−1/2(t(ν
2 +m2))e−t(ν
2+m2)/2 (8.47)
−
m
π
t
∫
R
ξ(ν;A+, A−) dν K0(t(ν
2 +m2)/2)e−t(ν
2+m2)/2, t > 0.
In addition,
ηm = η˜m = −
m
2
∫
[0,∞)
ξ(λ;H2,H1) dλ
(λ+m2)3/2
= −
m
π
∫
R
ξ(ν;A+, A−) dν
ν2 +m2
.
(8.48)
Proof. Using (8.41), one obtains from the standard trace formula applied to the pair
(H2,H1) (cf. [149, Theorem 8.7.1]), Fubini’s theorem, and the gamma function
representation [3, no. 6.1.1, p. 255], that
ηm(s) =
m
Γ((s+ 1)/2)
∫ ∞
0
t(s−1)/2 trL2(R;H)
(
e−t(H2+m
2I) − e−t(H1+m
2I)
)
dt
= −
m
Γ((s+ 1)/2)
∫ ∞
0
t(s+1)/2 e−tm
2
(∫
[0,∞)
ξ(λ;H2,H1)e
−tλ dλ
)
dt
= −
m
Γ((s+ 1)/2)
∫
[0,∞)
ξ(λ;H2,H1)
(∫ ∞
0
t(s+1)/2 e−t(λ+m
2) dt
)
dλ
= −m
Γ((s+ 3)/2)
Γ((s+ 1)/2)
∫
[0,∞)
ξ(λ;H2,H1) dλ
(λ+m2)(s+3)/2
= −m
s+ 1
2
∫
[0,∞)
ξ(λ;H2,H1) dλ
(λ+m2)(s+3)/2
,
= −m
s+ 1
2π
∫
[0,∞)
(∫ λ1/2
−λ1/2
ξ(ν;A+, A−) dν
(λ− ν2)1/2
)
dλ
(λ+m2)(s+3)/2
, s > 0,
(8.49)
using the functional equation Γ(z + 1) = zΓ(z) to arrive at the next to last step
and inserting (8.11) in the last step.
Next, one transforms the double integral in (8.49), where (λ, ν) ∈ [0,∞) ×
[0, λ1/2), to (ν, λ) ∈ [0,∞) × [ν2,∞), and similarly, that where (λ, ν) ∈ [0,∞) ×
RELATIVELY TRACE CLASS PERTURBATIONS 63
[−λ1/2, 0], to (ν, λ) ∈ (−∞, 0] × [ν2,∞), and using Fubini’s theorem again one
obtains
ηm(s) = −m
s+ 1
2π
∫
R
ξ(ν;A+, A−)
(∫
[ν2,∞)
dλ
(λ− ν2)1/2(λ+m2)(s+3)/2
)
dν
= −m
s+ 1
2π1/2
Γ((s+ 2)/2)
Γ((s+ 3)/2)
∫
R
ξ(ν;A+, A−) dν
(ν2 +m2)(s+2)/2
, s > 0, (8.50)
where we used∫ ∞
α
dλ
(λ− α)1−a(λ+ β)b
= (α+β)−(b−a)B(b−a, a), α+β > 0, b > a > 0, (8.51)
according to [74, no. 3.1962, p. 285], with B(z, w) = Γ(z)Γ(w)/Γ(z + w), the beta
function, and Γ(1/2) = π1/2 (cf. [3, Sects. 6.1, 6.2]). This proves (8.46). By (8.5),
the first equation in (8.46) proves the existence of an analytic continuation of ηm(·)
to the open right half-plane Re(s) > −1/2. The facts (7.19) and (8.5) together with
Lebesgue’s dominated convergence theorem employed in both equalities in (8.46)
then prove (8.48) in the case of ηm.
The corresponding proof of (8.47), and the remaining proof of (8.48) in the case
of η˜m proceed along entirely analogous steps, but naturally, the second equality in
(8.47) is based on more involved arguments. To shorten the remainder of this proof
a bit we now focus just on the major steps in the computations: Employing (8.44),
one concludes from the standard trace formula in [149, Theorem 8.7.1] that
η˜m(t) = m
∫
[0,∞)
ξ(λ;H2,H1) dλ
(
d
dλ
[
(λ+m2)−1/2e−t(λ+m
2)
])
= −m
∫
[0,∞)
ξ(λ;H2,H1) dλ
[
1
2(λ+m2)3/2
+
t
(λ+m2)1/2
]
e−t(λ+m
2)
= −
m
π
∫
[0,∞)
(∫ λ1/2
−λ1/2
ξ(ν;A+, A−) dν
(λ − ν2)1/2
)
×
[
1
2(λ+m2)3/2
+
t
(λ+m2)1/2
]
e−t(λ+m
2) dλ
= −
m
π
∫
R
ξ(ν;A+, A−)
(∫
[ν2,∞)
1
(λ− ν2)1/2
×
[
1
2(λ+m2)3/2
+
t
(λ+m2)1/2
]
e−t(λ+m
2) dλ
)
dν
= −
m
2π1/2
∫
R
ξ(ν;A+, A−) dν
ν2 +m2
W−1/2,−1/2(t(ν
2 +m2))e−t(ν
2+m2)/2
−
m
π
t
∫
R
ξ(ν;A+, A−) dν K0(t(ν
2 +m2)/2)e−t(ν
2+m2)/2, t > 0. (8.52)
Here we used∫ ∞
α
e−cλ dλ
(λ− α)1−a(λ+ β)b
= (α+ β)−(b−a+1)/2c(b−a−1)/2e−c(α−β)/2Γ(a)
×W(1−b−a)/2,(a−b)/2(c(α+ β)), α > 0, α+ β > 0, c > 0, a > 0, (8.53)
according to [74, no. 3.3843, p. 320], and
W0,0(z) = π
−1/2z1/2K0(z/2), (8.54)
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combining no. 13.1.33 on p. 505 and no. 13.6.21 on p. 510 in [3]. 
Equation (8.46) and the existence of an analytic continuation of ηm(·) to the open
right half-plane Re(s) > −1/2 suggests the possibility that under the assumptions of
Hypothesis 2.1 (and in analogy to (8.5)), one actually has ξ( · ;A+, A−) ∈ L
1(R; (1+
|ν|)−1dν), but this is left to a future investigation.
9. Connections Between the Index and the Spectral Flow
In this section we briefly discuss connections of our results to the topic of the
spectral flow for the family of operators {A(t)}∞t=−∞ defined in (3.23), (3.51). While
there are several definitions of the spectral flow available in the literature, we will
follow the scheme originated in [124] (see also [39] and [102]), but also note, for
instance, the definition in [135, Theorem 4.23] that uses the Kato Selection Theorem
(cf. e.g., [89, Theorems II.5.4 and II.6.8] and [135, Theorem 4.23]), and the definition
in [128] and [130].
The spectral flow is defined in [102, Definition 1.1] for a family of operators
continuous with respect to the graph metric (which induces convergence in the
norm resolvent sense, cf. [132, Sect. VIII.7]). The graph metric, dG, on the space
of (unbounded) self-adjoint operators on the Hilbert space H is defined as follows:
for any two self-adjoint operators, S1 and S2, we set
dG(S1, S2) = ‖(S2 − i)
−1 − (S1 − i)
−1‖B(H). (9.1)
Another metric on the space of (unbounded) self-adjoint operators is the Riesz
metric, dR, defined by the formula
dR(S2, S1) = ‖g(S2)− g(S1)‖B(H), g(x) = x(1 + x
2)−1. (9.2)
Finally, given a self-adjoint operator A−, let us consider the set of all (unbounded)
self-adjoint operators having the same domain as A−. On this set one can define a
metric, d|A−|, by the formula
d|A−|(S2, S1) = ‖(S2 − S1)(|A−|+ I)
−1‖B(H). (9.3)
The metric d|A−| is strictly stronger than dR, and the metric dR is strictly stronger
than dG, see [102, Proposition 2.2] (as well as comments following that proposition
and further references therein) for the proof of this result.
Lemma 9.1. Assume Hypothesis 2.1. Then the family {A(t)}∞t=−∞ of operators
defined in (3.23), (3.51) is continuous at each t ∈ R, and also limt→±∞ A(t) = A±
holds with respect to each of the metrics d|A−|, dR, and dG.
Proof. By the observation following (9.3), it suffices to consider d|A−| only. How-
ever, to make the underlying issues more transparent, we will present independent
proofs for all three metrics.
Metric d|A−|: For any −∞ 6 a < b 6 +∞ the distance d|A−|(A(b), A(a)) (cf.
(3.14)), is dominated by
‖(A(b)−A(a))(|A−|+ I)
−1‖B1(H) 6
∫ b
a
‖B′(s)(|A−|+ I)
−1‖B1(H) ds, (9.4)
and the required in the lemma assertions follow from (2.2).
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Metric dR: This follows, essentially, from Lemma 6.6. Indeed, using (6.42) with
S+ = A(b) and S− = A(a), the distance dR(A(b), A(a)) is dominated by
‖g(A(b))− g(A(a))‖B1(H) 6
∥∥Tφ[κ(A(b))−1/2(A(b)−A(a))κ(A(a))−1/2]∥∥B1(H)
6 ‖Tφ‖B(B1(H))
∥∥κ(A(b))−1/2(|A−|+ I)1/2∥∥B(H) (9.5)
×
∥∥(|A−|+ I)−1/2(A(b)−A(a))(|A−|+ I)−1/2∥∥B1(H) (9.6)
×
∥∥(|A−|+ I)1/2κ(A(a))−1/2∥∥B(H). (9.7)
We claim that
sup
t∈R
∥∥(|A−|+ I)1/2κ(A(t))−1/2∥∥B(H) <∞. (9.8)
Assuming the claim, the proof is completed as follows. First, for Tφ = T
(A(b),A(a))
φ
in (9.5) the norms ‖Tφ‖B(B1(H)) are bounded uniformly for a, b ∈ R due to (6.5)
and Lemma 6.6 (i). The B(H)-norms in (9.5) and (9.7) are also bounded uniformly
for a, b ∈ R due to claim (9.8) and the relation(
κ(A(b))−1/2(|A−|+ I)1/2
)∗
= (|A−|+ I)
1/2κ(A(b))−1/2. (9.9)
It remains to estimate the norm in (9.6). Using (4.2) for S = A(b) − A(a) and
T = |A−| + I, we infer that the norm in (9.6) is dominated by the expression in
the left-hand side of (9.4). Putting all this together, one concludes that there is a
constant c > 0 such that, for any interval −∞ 6 a < b 6 +∞,
‖g(A(b))− g(A(a))‖B1(H) 6 c
∫ b
a
‖B′(τ)(|A−|+ I)
−1‖B1(H) dτ, (9.10)
and the assertions in the lemma follow from (2.2).
To proof the claim (9.8), one notes that
‖(|A−|+ I)
1/2κ(A(t))−1/2‖B(H) 6 ‖(|A−|+ I)
1/2(|A(t)|+ I)−1/2‖B(H)
× ‖(|A(t)|+ I)1/2κ(A(t))−1/2‖B(H)
6 ‖(|A−|+ I)
1/2(|A(t)| + I)−1/2‖B(H) sup
y∈R
(|y|+ 1)1/2
(|y2|+ 1)1/4
, (9.11)
and thus it suffices to show that
sup
t∈R
‖(|A−|+ I)
1/2(|A(t)|+ I)−1/2‖B(H) <∞. (9.12)
By Lemma 3.8, there are constants c1, c > 0 such that, for all f ∈ H and t ∈ R,
‖(|A−|+ I)
1/2(|A(t)| + I)−1/2f‖H 6 ‖(|A(t)|+ I)
−1/2f‖H1/2(|A−|)
6 c1‖(|A(t)|+ I)
−1/2f‖H1/2(|A(t)|) (9.13)
= c1
(
‖(|A(t)|+ I)−1/2f‖2H + ‖ |A(t)|
1/2(|A(t)| + I)−1/2f‖2H
)1/2
6 c‖f‖H,
completing the proof.
Metric dG: Using the resolvent identity, dG(A(b), A(a)) is dominated by
‖(A(a)− i)−1‖B(H)‖(A(b)−A(a))(|A−|+ I)
−1‖B1(H) (9.14)
× ‖(|A−|+ I)(|A(b)| + I)
−1‖B(H)‖(|A(b)|+ I)(A(b) − i)
−1‖B(H). (9.15)
The first factor in (9.14) and the second factor in (9.15) are uniformly bounded for
a, b ∈ R employing the fact that A(a), A(b) are self-adjoint and using Lemma 3.8.
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By (3.52) in Lemma 3.8, the first factor in (9.15) is uniformly bounded for b ∈ R.
The second factor in (9.14) is estimated as in (9.4), and again the assertions in the
lemma follow from (2.2). 
For additional references in connection with metrics for closed operators we also
refer to [39], [49], [90], [110], [111], [116], [139], and [146].
Assuming Hypothesis 2.1 and 0 ∈ ρ(A−) ∩ ρ(A+), we will now recall the defi-
nition of the spectral flow for the operator path {A(t)}∞t=−∞, following the line of
arguments in [124] (see also [39, 102]), where the spectral flow has been defined for
paths with t ∈ [0, 1].
Remark 9.2. Since 0 ∈ ρ(A−) ∩ ρ(A+), there exists ε0 > 0 such that [−ε0, ε0] ∩
σ(A±) = ∅. Since the family {A(t)}
∞
t=−∞ is dG-continuous by Lemma 9.1, the
function R ∋ t 7→ σ(A(t)) is upper semicontinuous by [132, Theorem VIII.2.3(a)].
Since dR(A(t), A±) → 0 as t → ±∞ by Lemma 9.1, there exists T0 > 0 such
that [−ε0, ε0] ∩ σ(A(t)) = ∅ for all |t| > T0. Moreover, using (3.31), [−ε0, ε0] ∩
σess(A(t)) = ∅ for all t ∈ R. Thus, the operators A± and A(t), t ∈ R, are Fredholm,
and for each t ∈ R, the set [−ε0, ε0] ∩ σ(A(t)) consists at most of finitely many
isolated eigenvalues of finite multiplicity.
Remark 9.3. By Remark 9.2, for each t ∈ R, there exist ε ∈ (0, ε0) and δ > 0 such
that the following assertions hold:
± ε /∈ σ(A(s)) for all s ∈ (t− δ, t+ δ), (9.16)
E[−ε,ε](A(s)) has finite rank (9.17)
and is norm continuous as a function of s ∈ (t− δ, t+ δ). (9.18)
Indeed, since [−ε0, ε0] ∩ σess(A(t)) = ∅, the interval [−ε0, ε0] contains at most
finitely many points of σ(A(t)). Fix ε ∈ (0, ε0) such that ±ε /∈ σ(A(t)). Since
σ(A(t)) ⊆ R\{−ε,+ε}, (9.19)
there is an open dG-ball containing A(t), such that
σ(A(s)) ⊆ R\{−ε,+ε}, (9.20)
provided A(s) is in this ball (cf. [132, Theorem VIII.2.3(a)]). In addition, since
A(·) is dG-continuous, there is a δ > 0 such that (9.16) holds. The inclusion
[−ε, ε] ⊂ [−ε0, ε0] yields that [−ε, ε] ∩ σess(A(s)) = ∅, and thus assertion (9.17) for
all s ∈ (t− δ, t+ δ). Finally, the norm continuity in (9.18) follows by [132, Theorem
VIII.2.3(b)].
Remark 9.4. By compactness of [−T0, T0] (with T0 as in Remark 9.2) and Remark
9.3, we may choose a subdivision −T0 = t0 < t1 < · · · < tn−1 < tn = T0, and
numbers εj ∈ (0, ε0) (with ε0 > 0 as in Remark 9.2), such that for each j = 1, . . . , n,
and for all t ∈ [tj−1, tj ], the following assertions hold:
(i) ±εj /∈ σ(A(t)).
(ii) [−εj, εj ] ∩ σess(A(t)) = ∅.
(iii) E[−εj ,εj ](A(t)) is of finite rank and is norm continuous in t ∈ [tj−1, tj ].
Definition 9.5 ([39, 102, 124]). Given the notation used in Remark 9.4, we define
the spectral flow of the dG-continuous path {A(t)}
∞
t=−∞ of self-adjoint Fredholm
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operators by the formula
SpFlow({A(t)}∞t=−∞)
=
n∑
j=1
(
dim(ran(EA(tj−1)([0, εj))))− dim(ran(EA(tj)([0, εj))))
)
.
(9.21)
Remark 9.6. As in [124], one can see that the definition is independent of the choice
of T0, the subdivision, and the numbers εj > 0 with the properties described in
Remarks 9.2 and 9.4. Indeed, since A(t) does not have the eigenvalue zero for all
|t| > T0, the right-hand side of (9.21) does not depend on T0. Adding a point t∗
to the subdivision yields adding and subtracting the term dim(ran(EA(t∗)([0, ε∗))))
on the right-hand side of (9.21). Finally, changing εj by, say, a smaller ε
′
j >
0, we remark that the dimension of the range of E[0,εj)(A(t)) − E[0,ε′j)(A(t)) =
E[ε′j ,εj)(A(t)) is constant for t ∈ [tj−1, tj ] by the norm continuity of the spectral
projections. Therefore, this change does not affect the right-hand side of (9.21)
either.
Remark 9.7. Equivalently, the definition of SpFlow({A(t)}∞t=−∞) can be reduced
to the definition in [39, 102, 124] for t ∈ [0, 1], by a re-parameterization: Indeed,
for any continuous strictly increasing function r : [0, 1]→ R, we introduce the path
{S(t)}1t=0 by letting S0 = A−, S(t) = A(r(t)), t ∈ (0, 1), and S1 = A+, and then
define SpFlow({A(t)}∞t=−∞) = SpFlow({S(t)}
1
t=0); the latter spectral flow is defined
by formula (9.21), with A(t) replaced by S(t) and the tj ’s representing a subdivision
of [0, 1]. An argument similar to Remark 9.6 shows that this new definition does not
depend on the choice of the re-parameterization r and is equivalent to Definition 9.5.
An advantage of the definition by re-parameterization is that the proof of (9.25)
becomes shorter as one does not need to show (9.33). Nevertheless, we prefer to
use Definition 9.5 as it provides direct insight into the process where eigenvalues of
A(t) are passing through zero as t changes from −∞ to +∞.
Next, we recall some terminology and several results from [1], [17], [102]:
Definition 9.8. A pair (P,Q) of orthogonal projections on H is called Fredholm
(see, e.g., [17]), if QP is a Fredholm operator from ran(P ) to ran(Q); the index of
the pair (P,Q) is defined to be the Fredholm index of the operator QP , that is, by
the formula
index(P,Q) = dim
(
ran(P ) ∩ (ran(Q))⊥
)
− dim
(
(ran(P ))⊥ ∩ ran(Q)
)
. (9.22)
We note that a pair (P,Q) is a Fredholm pair if and only if the essential spectrum
of the difference P −Q is a subset of the open interval (−1, 1).
Remark 9.9. (i) If (P,Q) is a Fredholm pair, then (Q,P ) is a Fredholm pair and
index(P,Q) = − index(Q,P ) = − index(I − P, I −Q) (see [17, Theorem 3.4(a)]).
(ii) If P −Q is compact, then (P,Q) is Fredholm (see [17, Proposition 3.1]).
(iii) If P −Q ∈ B1(H), then index(P,Q) = trH(P −Q) (see [17, Theorem 4.1]).
Definition 9.10. A pair (M,N) of closed subspaces of H is called Fredholm (see,
e.g., [1, Section 2.2], [89, Sect. IV.4]), if M ∩ N is finite-dimensional, M + N is
closed and has finite codimension; the index of the pair (M,N) is defined as
index(M,N) = dim(M ∩N)− dim(M⊥ ∩N⊥). (9.23)
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The number on the right-hand side of (9.23) is also called the relative dimension
of the subspaces M and N⊥.
Remark 9.11. Clearly, the pair (P,Q) of orthogonal projections is Fredholm if and
only if the pair of subspaces M = ran(P ) and N = (ran(Q))⊥ is Fredholm; the
indices of the pairs (P,Q) and (M,N) are equal. The subspaces M,N are called
commensurable if P −Q is compact (see, e.g., [1, Section 2.2]); in this case the pair
(M,N⊥) is Fredholm by Remark 9.9 (ii) (see also [99, Lemma 7.3]). We refer to
[22] for a detailed discussion of relations between Fredholm pairs of projections and
Fredholm pairs of subspaces.
For a variety of additional material on closed subspaces, including a number of
classical references on the subject, as well as the study of pairs of projections that
differ by a compact operator (and necessarily being far from complete), we refer,
for instance, to [4], [10], [17], [35], [36], [44], [50], [54], [55], [60], [66], [73], [80], [86],
[84], [92], [94], [95], [130], [143], [148], and the numerous references cited therein.
Proposition 9.12 (Lesch [102]). Assume that {St}
1
t=0 is a dR-continuous path of
(unbounded ) self-adjoint Fredholm operators. Assume furthermore that the domain
of St does not depend on t, dom(St) = dom(S0), and that for t ∈ [0, 1], the differ-
ence St − S0 is an S0-compact symmetric operator. Then the following assertions
hold:
(i) Suppose that λ /∈ σ(St), t ∈ [0, 1]. Then the path of spectral projections
t 7→ ESt((λ,∞)) is norm continuous (cf. [102, Lemma 3.3]).
(ii) Assume that λ /∈ σess(St), t ∈ [0, 1]. Then the difference of the spectral projec-
tions ESt([λ,∞)) − ES0([λ,∞)) is a compact operator (cf. [102, Corollary 3.5]).
(iii) The pair of spectral projections (ES1([0,∞)), ES0([0,∞))) is Fredholm and
SpFlow({St}
1
t=0) = index(ES1([0,∞)), ES0([0,∞))) (9.24)
(cf. [102, Theorem 3.6]).
Assuming Hypothesis 2.1 and 0 ∈ ρ(A−) ∩ ρ(A+), we are now ready to proceed
with the main result of this section. Its proof uses dR-continuity of the family
{A(t)}∞t=−∞ since it requires the norm continuity in t of the spectral projections
EA(t)([0,∞)) when 0 /∈ σ(A(t)). This is in contrast to the definition of the spectral
flow which requires dG-continuity yielding the norm continuity of EA(t)([0, ε)), ε >
0, for just a finite ε /∈ σ(A(t)).
The spectral projections EA+((−∞, 0)) and EA−((−∞, 0)) are called Morse pro-
jections. We recall that by (2.34) in Corollary 2.8 the difference EA−((−∞, 0)) −
EA+((−∞, 0)) of the Morse projections is of trace class. We introduce the notation
S± = ran(EA±((−∞, 0))) for the ranges of the Morse projections.
Theorem 9.13. Assume Hypothesis 2.1 and suppose that 0 ∈ ρ(A+)∩ρ(A−). Then
the pair
(
EA+((−∞, 0)), EA−((−∞, 0))
)
of the Morse projections is Fredholm, the
pair of subspaces (S+,S−) is commensurable, the pair of subspaces (S+,S⊥− ) is
Fredholm, and the following equalities hold:
SpFlow({A(t)}∞t=−∞) = index(EA−((−∞, 0)), EA+((−∞, 0))) (9.25)
= index(S−,S
⊥
+ ) = dim(S− ∩ S
⊥
+ )− dim(S
⊥
− ∩ S+) (9.26)
= trH(EA−((−∞, 0))− EA+((−∞, 0))) (9.27)
= ξ(0;A+, A−) (9.28)
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= ξ(0+;H2,H1) (9.29)
= index(DA). (9.30)
Proof. All assertions about the Fredholm properties of the pairs of projections and
subspaces follow from Remark 9.9 (ii) and Remark 9.11, using compactness of the
difference of the Morse projections in (2.34). Equality (9.30) of the Fredholm index
of DA and the ξ-function ξ(0;A+, A−) is one of the main results of this paper;
it is contained in Corollary 8.4. Similarly, equality of (9.30) and (9.29) is proved
in Corollary 8.4. Equality of (9.27) and (9.28) of the trace and the ξ-function is
proved in Lemma 7.5. Equality of the trace (9.27) and the index of the pair of the
Morse projections holds due to (2.34) by Remark 9.9 (iii). Equality (9.26) holds by
Remark 9.11.
It remains to prove equality (9.25). In fact, the main step in its proof is an
application of [102, Theorem 3.6] as recorded in Proposition 9.12 (iii) above. First,
we recall that T0 is chosen as in Remark 9.2. By Lemma 9.1, the path {A(t)}
T0
t=−T0
of self-adjoint Fredholm operators is dR-continuous. Moreover, it follows from Hy-
pothesis 2.1 that the domain of A(t) does not depend on t, and the difference
A(T0)−A(−T0) is A(−T0)-compact. Indeed, the operator
(A(T0)− A(−T0))(A(−T0))
−1 =
∫ T0
−T0
B′(s)(|A−|+ I)
−1 ds (|A−|+ I)(A(−T0))
−1
(9.31)
is compact since the integral on the right-hand side of (9.31) is a trace class operator
by (3.6) and (|A−|+ I)(A(−T0))−1 ∈ B(H) (see (3.52)). Thus, the assumptions of
Proposition 9.12 are satisfied for St = A(t). By Proposition 9.12 (iii), the pair of
projections (EA(T0)([0,∞)), EA(−T0)([0,∞))) is Fredholm, and
SpFlow({A(t)}T0t=−T0) = index(EA(T0)([0,∞)), EA(−T0)([0,∞))). (9.32)
According to Definition 9.5, one has SpFlow({A(t)}T0t=−T0) = SpFlow({A(t)}
∞
t=−∞),
and thus it remains to show that
index(EA(T0)([0,∞)), EA(−T0)([0,∞))) = index(EA−((−∞, 0)), EA+((−∞, 0))).
(9.33)
For each t > T0, the difference of the projections EA(t)([0,∞)) − EA(−t)([0,∞)) is
compact by Proposition 9.12 (ii) and thus the pair (EA(t)([0,∞)), EA(−t)([0,∞)))
is Fredholm by Remark 9.9 (ii). Since 0 /∈ σ(A(t)) for |t| > T0, one infers that
EA(t)([0,∞)) = EA(t)((0,∞)). Since A(t) is dR-continuous and dR(A(t), A±) → 0
as t→ ±∞ by Lemma 9.1, the function R ∋ t 7→ EA(t)((0,∞)) is norm continuous
and ‖EA(t)((0,∞)) − EA±((0,∞))‖B(H) → 0 as t → ±∞ by Proposition 9.12 (i).
The index of a norm-continuous family of Fredholm pairs of projections is constant
(see, e.g., [102, Lemma 3.2]), and thus, if t > T0, then
index(EA(t)([0,∞)), EA(−t)([0,∞))) = index(EA+((0,∞)), EA−((0,∞))), (9.34)
yielding (9.33) by Remark 9.9 (i). 
Finally, we note that if both subspaces S+ and S− are finite-dimensional then
formulas (9.25), (9.26), (9.27) become the well-known formula in finite-dimensional
Morse theory (see, e.g., [1, 2, 135] and the much earlier literature cited therein):
index(DA) = index(EA−((−∞, 0)), EA+((−∞, 0)))
= dim(S+)− dim(S−), dim(S±) <∞.
(9.35)
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Appendix A. Some Facts on Direct Integrals of Closed Operators
We briefly recall some basic facts on closed operators and their graphs discussed
in detail in Stone’s fundamental paper [144] and then review some of its conse-
quences for direct integrals of (unbounded) closed operators as developed in Nuss-
baum [120] (see also Pallu de la Barrie`re [122]). For a detailed treatment of some
of the material in this appendix we refer to [63].
For simplicity, we make the following assumption:
Hypothesis A.1. Let H be a complex separable Hilbert space and T a densely
defined, closed, linear operator in H.
We note that Stone [144] considers a more general situation, but Hypothesis A.1
perfectly fits the purpose of our paper.
By Γ(T ) we denote the graph of T , that is, the following subspace of the direct
sum H⊕H,
Γ(T ) = {〈f, T f〉 | f ∈ dom(T )} ⊆ H ⊕H. (A.1)
Since T is assumed to be closed, Γ(T ) is a closed subspace of H ⊕H. Here 〈f, g〉
denotes the ordered pair of f, g ∈ H, and we use the standard norm
‖〈f, g〉‖H⊕H =
[
‖f‖2H + ‖g‖
2
H
]1/2
, f, g ∈ H, (A.2)
and scalar product
(〈f1, g1〉, 〈f2, g2〉)H⊕H = (f1, f2)H + (g1, g2)H, fj , gj ∈ H, j = 1, 2, (A.3)
in H⊕H.
If B ∈ B(H ⊕ H), one can uniquely represent B as the 2 × 2 block operator
matrix
B =
(
B1,1 B1,2
B2,1 B2,2
)
, (A.4)
where Bj,k ∈ B(H), j, k ∈ {1, 2}.
Denoting by
P (Γ(T )) =
(
P (Γ(T ))1,1 P (Γ(T ))1,2
P (Γ(T ))2,1 P (Γ(T ))2,2
)
(A.5)
the orthogonal projection onto Γ(T ), the corresponding matrix (P (Γ(T ))j,k)16j,k62
will be called the characteristic matrix of T . Since by hypothesis T is closed and
densely defined, one actually obtains (cf. [144])
P (Γ(T ))1,1 = (T
∗T + I)−1,
P (Γ(T ))1,2 = T
∗(TT ∗ + I)−1,
P (Γ(T ))2,1 = T (T
∗T + I)−1 = (P (Γ(T ))1,2)
∗,
P (Γ(T ))2,2 = TT
∗(TT ∗ + I)−1 = I − (TT ∗ + I)−1.
(A.6)
Next, we turn to families of densely defined, closed operators {T (t)}t∈R in H
and use the following assumption for the remainder of this appendix:
Hypothesis A.2. Let T (t), t ∈ R, be densely defined, closed, linear operators in
H.
We need the following notions of measurable vector and operator families:
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Definition A.3. (i) Let R ∋ t 7→ g(t) ∈ H. Then the family {g(t)}t∈R is called
weakly measurable in H if R ∋ t 7→ (h, g(t))H is (Lebesgue) measurable for each
h ∈ H.
Next, assume Hypothesis A.2:
(ii) The family {T (t)}t∈R is called weakly measurable if for any weakly measurable
family of elements {f(t)}t∈R in H such that f(t) ∈ dom(T (t)) for all t ∈ R, the
family of elements {T (t)f(t)}t∈R is weakly measurable in H.
(iii) The family {T (t)}t∈R is called N -measurable if the entries of the characteristic
matrix of T (t) are weakly measurable, that is, if
{
P (Γ(T (t)))j,k
}
t∈R
, j, k ∈ {1, 2},
are weakly measurable.
We note that measurability of the characteristic matrix (P (Γ(T (·)))j,k)16j,k62
of T (·) was introduced by Nussbaum [120]. In fact, he considered the more general
situation of a general measure dµ and a µ-measurable family of Hilbert spaces
{H(t)}t∈R.
We refer to [120] for more details in connection with items (ii)–(iv) in Remark
A.4 below:
Remark A.4. (i) Since H is assumed to be separable, weak measurability of the
family {g(t)}t∈R in H is equivalent to measurability, that is, there exists a sequence
of countably-valued elements {gn(t)}t∈R ⊂ H, n ∈ N, and a set E ⊂ R of Lebesgue
measure zero such that limn→∞ ‖gn(t) − g(t)‖H = 0 for each t ∈ R\E . Thus, the
family {g(t)}t∈R is (weakly) measurable in H if there exists a dense set Y ⊂ H such
that the function (y, g(·))H is measurable for every y ∈ Y, see, for instance, [11,
Corollary 1.1.3], [53, p. 42–43]. Moreover,
f, g : R 7→ H measurable =⇒ (f(·), g(·))H is measurable. (A.7)
(ii) If H1,H2,H3 are complex, separable Hilbert spaces and F : R 7→ B(H1,H2)
and G : R 7→ B(H2, H3) are strongly measurable, then GF : R 7→ B(H1,H3) is
strongly measurable, see, for instance, [88, Lemma A4]. (Here strong (operator)
measurability of F : R 7→ B(H1,H2) is defined pointwise, i.e., for all f ∈ H1,
{F (t)f}t∈R is (weakly) measurable in H2.)
(iii) One can show that
N -measurability of {T (t)}t∈R =⇒ weak measurability of {T (t)}t∈R, (A.8)
but the converse is false. For an example of a weakly measurable family of sym-
metric operators which is not N -measurable, we refer to Example A.5 below.
(iv) Since P (Γ(T (t)))2,1 = (P (Γ(T (t)))1,2)
∗, or equivalently, since[
T (t)
(
T (t)∗T (t) + I
)−1]∗
= T (t)∗(T (t)T (t)∗ + I)−1
⊇ (T (t)∗T (t) + I)−1T (t)∗,
(A.9)
as T (t) is closed in H, weak measurability of {P (Γ(T (t)))1,2}t∈R is equivalent to
that of {P (Γ(T (t)))2,1}t∈R. Thus, by (A.6),
N -measurability of {T (t)}t∈R is equivalent to weak measurability of{(
|T (t)|2 + I
)−1}
t∈R
,
{
T (t)
(
|T (t)|2 + I
)−1}
t∈R
, (A.10)
and
{(
|T (t)∗|2 + I
)−1}
t∈R
.
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Example A.5 ([63]). Let T0 and T1 be densely defined, closed, unbounded, sym-
metric operators in H satisfying
T0 ( T1. (A.11)
Let E ⊂ R be a nonmeasurable subset of R (in the sense of Lebesgue measure) and
introduce the linear operators
T˜ (t) =
{
T0, t ∈ E,
T1, t ∈ R\E,
(A.12)
in H. Then the family
{
T˜ (t)
}
t∈R
is weakly measurable, but not N -measurable.
The Hilbert space L2(R; dt;H), in short, L2(R;H), consists of equivalence classes
f of (weakly) Lebesgue measurable H-valued elements f(·) ∈ H (whose elements
are equal a.e. on R), such that ‖f(·)‖H ∈ L2(R; dt). The norm and scalar product
on L2(R;H) are then given by
‖f‖2L2(R;H) =
∫
R
‖f(t)‖2H dt, (f, g)L2(R;H) =
∫
R
(f(t), g(t))H dt, f, g ∈ L
2(R;H).
(A.13)
Of course, L2(R;H) can be identified with the constant fiber direct integral∫ ⊕
R
H dt, that is,
L2(R;H) =
∫ ⊕
R
H dt. (A.14)
Throughout the rest of this appendix, operators denoted by a calligraphic bold-
face letter such as S in the Hilbert space L2(R;H) represent operators associated
with a family of operators {S(t)}t∈R in H, defined by
(Sf)(t) = S(t)f(t) for a.e. t ∈ R,
f ∈ dom(S) =
{
g ∈ L2(R;H)
∣∣∣∣ g(t) ∈ dom(S(t)) for a.e. t ∈ R, (A.15)
t 7→ S(t)g(t) is (weakly) measurable,
∫
R
‖S(t)g(t)‖2H dt <∞
}
.
Assuming Hypothesis A.2, we note that T , defined according to (A.15), with
T (t) satisfying Hypothesis A.2, is closed in L2(R;H) since T (t), t ∈ R, are closed in
H (but T might not be densely defined). If in addition, the family {T (t)}t∈R is N -
measurable, then T is called decomposable in L2(R;H) =
∫ ⊕
R
H dt and also denoted
by the direct integral of the family {T (t)}t∈R over R with respect to Lebesgue
measure,
T =
∫ ⊕
R
T (t) dt. (A.16)
In this case, one also has
P (Γ(T ))j,k =
∫ ⊕
R
P (Γ(T (t)))j,k dt, j, k ∈ {1, 2}. (A.17)
If T (t) ∈ B(H), t ∈ R, then
T ∈ B(L2(R;H))⇐⇒ esssupt∈R‖T (t)‖B(H) <∞, (A.18)
in particular, if T ∈ B(L2(R;H)), then
‖T ‖B(L2(R;H)) = esssupt∈R‖T (t)‖B(H). (A.19)
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We recall the following results of Nussbaum [120] (in fact, he deals with the more
general situation where the constant fiber space H is replaced by a measurable
family of Hilbert spaces {H(t)}t∈R):
Lemma A.6 (Nussbaum [120]). Assume Hypothesis A.2 and suppose in addition
that the family {T (t)}t∈R is weakly measurable. Define T according to (A.15),
(T f)(t) = T (t)f(t) for a.e. t ∈ R,
f ∈ dom(T ) =
{
g ∈ L2(R;H)
∣∣∣∣ g(t) ∈ dom(T (t)) for a.e. t ∈ R, (A.20)
t 7→ T (t)g(t) is (weakly ) measurable,
∫
R
‖T (t)g(t)‖2H dt <∞
}
.
Then T is a closed, decomposable operator in L2(R;H) =
∫ ⊕
R
H dt. Thus, there
exists an N -measurable family of closed operators
{
T̂ (t)
}
t∈R
in H such that
T =
∫ ⊕
R
T̂ (t) dt (A.21)
and
T̂ (t) ⊆ T (t) for a.e. t ∈ R. (A.22)
We note that in general T is not densely defined in L2(R;H) (cf. [63]).
Theorem A.7 (Nussbaum [120]). Assume Hypothesis A.2 and suppose in addition
that the family {T (t)}t∈R is N -measurable. Then the following assertions hold:
(i) T =
∫ ⊕
R
T (t) dt is densely defined and closed in L2(R;H) =
∫ ⊕
R
H dt and
T ∗ =
∫ ⊕
R
T (t)∗ dt, |T | =
∫ ⊕
R
|T (t)| dt. (A.23)
(ii) T is symmetric (resp., self-adjoint, or normal ) if and only if T (t) is symmetric
(resp., self-adjoint, or normal ) for a.e. t ∈ R.
(iii) ker(T ) = {0} if and only if ker(T (t)) = {0} for a.e. t ∈ R. In addition, if
ker(T ) = {0} then
{
T (t)−1
}
t∈R
is N -measurable and
T−1 =
∫ ⊕
R
T (t)−1 dt. (A.24)
(iv) If T is self-adjoint in L2(R;H), then T > 0 if and only if T (t) > 0 for a.e.
t ∈ R.
(v) If T is normal in L2(R;H), then
p(T ) =
∫ ⊕
R
p(T (t)) dt (A.25)
for any polynomial p.
(vi) Let S(t), t ∈ R, be densely defined, closed operators in H and assume that the
family {S(t)}t∈R is N -measurable and S =
∫ ⊕
R
S(t) dt. Then T ⊆ S if and only if
T (t) ⊆ S(t) for a.e. t ∈ R.
Since N -measurability is a crucial hypothesis in Theorem A.7, we emphasize
Remark A.4 (iv) which represents necessary and sufficient conditions which seem
verifiable in practical situations. In addition, we note the following result:
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Lemma A.8. Assume Hypothesis A.2 and suppose that
{T (t)}t∈R,
{(
|T (t)|2 + I)−1
}
t∈R
, and
{
T (t)
(
|T (t)|2 + I
)−1}
t∈R
(A.26)
are weakly measurable. Then {T (t)}t∈R is N -measurable.
Proof. Since T (t)
(
|T (t)|2 + I
)−1
∈ B(H), t ∈ R, and(
T (t)
(
|T (t)|2 + I
)−1)∗
= T (t)∗
(
|T (t)∗|2 + I
)−1
, t ∈ R, (A.27)
one concludes that
{
T (t)∗
(
|T (t)∗|2 + I
)−1}
t∈R
is weakly measurable too. Thus,
for each g ∈ H,
{
T (t)∗
(
|T (t)∗|2 + I
)−1
g
}
t∈R
is (weakly) measurable in H, in addi-
tion, T (t)∗
(
|T (t)∗|2 + I
)−1
g ∈ dom(T (t)) for all t ∈ R. Since {T (t)}t∈R is weakly
measurable, one thus concludes that{
T (t)T (t)∗
(
|T (t)∗|2 + I
)−1}
t∈R
=
{
I −
(
|T (t)∗|2 + I
)−1}
t∈R
, (A.28)
and hence
{(
|T (t)∗|2 + I
)−1}
t∈R
, is weakly measurable as well. 
Next, we recall a result due to Lennon [101] on sums and products of decompos-
able operators (actually, Lennon considers a slightly more general situation). We
use the usual conventions that if A and B are linear operators in H then
dom(A+B) = dom(A) ∩ dom(B) (A.29)
and
dom(AB) = {f ∈ dom(B) |Bf ∈ dom(A)}. (A.30)
Theorem A.9 (Lennon [101]). Let A =
∫ ⊕
R
A(t) dt and B =
∫ ⊕
R
B(t) dt be closed
decomposable operators in L2(R;H) =
∫ ⊕
R
H dt with the N -measurable families
{A(t)}t∈R and {B(t)}t∈R in H satisfying Hypothesis A.2. Then the following holds:
(i) dom(A+B) is dense in L2(R;H) if and only if dom(A(t)∩B(t)) is dense in H
for a.e. t ∈ R. In addition, A+B is closable in L2(R;H) if and only if A(t)+B(t))
is closable in H for a.e. t ∈ R. In this case the family
{
[A(t) +B(t)]
}
t∈R
is N -
measurable and
A+B =
∫ ⊕
R
[A(t) +B(t)] dt. (A.31)
(ii) dom(AB) is dense in L2(R;H) if and only if dom(A(t)B(t)) is dense in H
for a.e. t ∈ R. In addition, AB is closable in L2(R;H) if and only if A(t)B(t)) is
closable in H for a.e. t ∈ R. In this case the family
{
[A(t)B(t)]
}
t∈R
is N -measurable
and
AB =
∫ ⊕
R
[A(t)B(t)] dt. (A.32)
Lemma A.10. Assume Hypotheses 2.1. Then
{B(t)}t∈R, {B(t)
∗}t∈R, {B
′(t)}t∈R, {(B
′(t))∗}t∈R, (A.33)
as well as {
B(t)
(
|B(t)|2 + I
)−1}
t∈R
,
{
B′(t)
(
|B′(t)|2 + I
)−1}
t∈R
,{(
|B(t)∗|2 + I
)−1}
t∈R
,
{(
|(B′(t))∗|2 + I
)−1}
t∈R
,
(A.34)
are weakly measurable. In particular, (2.3) and (A.34) together imply that {B(t)}t∈R
and {B′(t)}t∈R are N -measurable. Consequently, B and B
′, defined according to
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(3.57), are densely defined in L2(R;H), and the analogs of (3.58) hold in either
case.
Proof. Fix a (weakly) measurable family of elements {f(t)}t∈R in H such that
f(t) ∈ dom(B(t)) for a.e. t ∈ R. By Hypothesis 2.1 (ii), for every g ∈ dom(|A−|),
(g,B(·)f(·))H = (B(·)g, f(·))H, (A.35)
where {B(t)g}t∈R (as well as {f(t)}t∈R) is weakly measurable and hence measurable
inH. By (A.7), the function (f(·), B(·)g)H is measurable. Since dom(|A−|) is dense,
{B(t)f(t)}t∈R is measurable in H by Remark A.4 (i). Thus {B(t)}t∈R is weakly
measurable. Using (3.4), one similarly infers that {B′(t)}t∈R is weakly measurable.
Utilizing Remark 3.6, one then also concludes that {B(t)∗}t∈R and {(B′(t))∗}t∈R
are weakly measurable, proving (A.33).
Next, we invoke the fact that
{(
|B(t)|2 + I
)−1}
t∈R
is assumed to be weakly
measurable by Hypothesis 2.1 (v): As above, for a (weakly) measurable family of
elements {f(t)}t∈R in H such that f(t) ∈ dom(B(t)) for a.e. t ∈ R, and for every
g ∈ dom(|A−|), the function(
B(·)
(
|B(·)|2 + I
)−1
f(·), g
)
H
=
((
|B(·)|2 + I
)−1
f(·), B(·)g
)
H
(A.36)
is measurable since
{(
|B(t)|2 + I
)−1
f(t)
}
t∈R
and {B(t)g}t∈R are measurable in H.
Since dom(|A−|) is dense, Remark A.4 (ii) implies that
{
B(t)
(
|B(t)|2 + I
)−1}
t∈R
is weakly measurable. Similarly one proves the weak measurability of the family{
B′(t)
(
|B′(t)|2 + I
)−1}
t∈R
.
Weak measurability of
{(
|B(t)∗|2+ I
)−1}
t∈R
then follows from Lemma A.8; the
weak measurability of the family
{(
|(B′(t))∗|2 + I
)−1}
t∈R
is proved analogously,
completing the proof of (A.34).
N -measurability of {B(t)}t∈R and {B
′(t)}t∈R then follows from (A.10).
Finally, that B and B′ are densely defined in L2(R;H) and the analogs of (3.58)
hold follows from Theorem A.7 (i). 
Next, we show that Hypothesis 2.1 (v) is essential, in particular, we will show
that weak measurability of the family
{(
|B′(t)|2 + I
)−1}
t∈R
does not follow from
weak measurability of {B′(t)}t∈R and weak measurability of
{
B′(t)(|A−|+I)−1
}
t∈R
.
For this purpose it suffices to consider the following example (a slight refinement
of Example A.5):
Example A.11. Let B0 and B1 be densely defined, closed, unbounded, symmetric
operators in H satisfying
B0 ( B1 (A.37)
and
dom(A−) ⊆ dom(B0). (A.38)
Let E ⊂ R be a nonmeasurable subset of R (in the sense of Lebesgue measure) and
introduce the linear operators
B˜(t) =
{
B0, t ∈ E,
B1, t ∈ R\E,
(A.39)
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in H. Then the family
{
B˜(t)
}
t∈R
is weakly measurable, but not N -measurable, in
particular, {(∣∣B˜(t)∣∣2 + I)−1}
t∈R
is not weakly measurable. (A.40)
On the other hand, obviously,
B˜(t)(|A−|+ I)
−1 = B0(|A−|+ I)
−1 (A.41)
is N -measurable, in fact, even constant with respect to t ∈ R.
Proof. Let {f(t)}t∈R be a (weakly) measurable family of elements in H such that
f(t) ∈ dom
(
B˜(t)
)
for all t ∈ R. Then, using the fact that
B0 ⊂ B1 ⊆ B
∗
1 ⊂ B
∗
0 , (A.42)
one concludes that(
B˜(t)f(t), g
)
H
= (f(t), B0g)H, t ∈ R, g ∈ dom(B0), (A.43)
is measurable, and since dom(B0) is dense in H, the family
{
B˜(t)
}
t∈R
is weakly
measurable by Remark A.4 (i).
Since by hypothesis, B0 ( B1, B
∗
0B0 6= B
∗
1B1, and hence there exists 0 6= h ∈ H
such that
(h, (B∗0B0 + I)
−1h)H 6= (h, (B
∗
1B1 + I)
−1h)H. (A.44)
Since nonmeasurability of E is equivalent to nonmeasurability of its characteristic
function χE, one similarly infers that(
h,
((
B˜(t)
)∗
B˜(t) + I
)−1
h
)
H
=
{
(h, (B∗0B0 + I)
−1h)H, t ∈ E,
(h, (B∗1B1 + I)
−1h)H, t ∈ R\E,
(A.45)
is nonmeasurable, implying that the family
{
B˜(t)
}
t∈R
is not N -measurable by
(A.10) and hence (A.40) follows. 
As another application of the notion of N -measurability we now conclude this
appendix with an alternative proof of Lemma 4.2 (iii), that is we reprove the fact
that the operator DA− is normal in L
2(R;H):
Lemma A.12. Suppose A− is self-adjoint in H on dom(A−) ⊆ H, and define the
operator DA− as in (4.4). Then DA− is a normal (and hence closed) operator in
L2(R;H).
Proof. We start by considering the direct integral decomposition
D˜A− =
∫ ⊕
R
D(t) dt,
dom
(
D˜A−
)
=
{
g ∈ L2(R;H)
∣∣∣∣ g(t) ∈ dom(D(t)) for a.e. t ∈ R, (A.46)
t 7→ D(t)g(t) is (weakly) measurable,
∫
R
‖D(t)g(t)‖2H dt <∞
}
in L2(R;H). Here {D(t)}t∈R is the family of normal operators in H given by
D(t)f = itf +A−f, f ∈ dom(D(t)) = dom(A−), t ∈ R. (A.47)
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Next we show, that the family {D(t)}t∈R is N -measurable. Indeed, the orthogonal
projection P (D(t)), t ∈ R, in H ⊕H onto the graph of the operator D(t) is given
by the 2× 2 operator-valued matrix in B(H)⊕ B(H),
P (D(t)) (A.48)
=
(
(A2− + (t
2 + 1)IH)
−1 (A− − itIH)(A2− + (t
2 + 1)IH)
−1
(A− + t
2IH)(A
2
− + (t
2 + 1)IH)
−1 IH − (A2− + (t
2 + 1)IH)
−1
)
.
The family {P (D(t))}t∈R is a norm-continuous family of bounded operators and
hence {P (D(t))}t∈R is weakly measurable, which in turn proves that the family
{D(t)}t∈R is N -measurable. One observes that N -measurabily of {D(t)}t∈R implies
its weak measurability (cf. (A.8)), and therefore, the requirement in (A.46) that
the map t 7→ D(t)g(t) is (weakly) measurable holds automatically and hence is
redundant in this case. Combining Lemma A.6 and Theorem A.7 (ii), one concludes
that the direct integral
D˜A− =
∫ ⊕
R
D(t) dt, (A.49)
on the domain provided in (A.46), is a normal operator.
Since A− is a self-adjoint operator, the following estimate holds,
t2‖f‖2H 6 ‖(A− + itIH)f‖
2
H, f ∈ dom(A−), t ∈ R, (A.50)
and one concludes that the requirement
∫
R
‖D(t)g(t)‖2H dt < ∞ in (A.46) for g ∈
L2(R,H) is equivalent to the conditions∫
R
‖(1 + t2)g(t)‖2H dt <∞ and
∫
R
‖A−g(t)‖
2
H dt <∞, (A.51)
and thus to
dom
(
D˜A−
)
= dom(itI) ∩ dom(A−). (A.52)
Thus, D˜A− on (A.52) is a normal operator. Here, in obvious notation, it I denotes
the maximally defined operator of multiplication by it in L2(R;H) with domain
dom(it I) =
{
g ∈ L2(R;H)
∣∣∣∣ ∫
R
(1 + t2)‖g(t)‖2H dt <∞
}
. (A.53)
Applying the unitary vector-valued Fourier transform FH (cf. the comments in
connection with (4.32)) one notes that
FHA−F
−1
H = A−, (A.54)
since A− has constant fiber operators A−(t) = A−, t ∈ R, in H, and FK is unitary
on any Hilbert space L2(R;K), and hence particularly in the case K = H1(A−) (cf.
(1.25)). In this context one also notes that
FH
(
d
dt
)
F
−1
H = it I. (A.55)
In particular,
D˜A− = itI +A− on dom
(
D˜A−
)
. (A.56)
Combining (A.54), (A.55), and (A.56), one concludes that
F
−1
H D˜A−FH = DA− . (A.57)
Since D˜A− is a normal operator, from (A.57) one concludes that DA− is a normal
operator on dom(d/dt) ∩ dom(A−) in L2(R;H).
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Appendix B. Trace Norm Analyticity of [gz(A+)− gz(A−)]
The purpose of this appendix is to provide a straightforward proof of Lemma
7.4, given the fact (7.23):
Lemma B.1. Assume Hypothesis 2.1 and let z ∈ C\[0,∞). Then [gz(A+)−gz(A−)]
is differentiable with respect to the B1(H)-norm and
d
dz
trH
(
gz(A+)− gz(A−)
)
= trH
(
d
dz
gz(A+)−
d
dz
gz(A−)
)
(B.1)
=
1
2
trH
(
A+(A
2
+ − zI)
−3/2 −A−(A
2
− − zI)
−3/2
)
, z ∈ C\[0,∞).
Proof. Throughout this proof we choose z ∈ C\[0,∞) and h ∈ C satisfying |h| < ε
with 0 < ε sufficiently small such that also z, (z + h) ∈ C\[0,∞). Due to the
self-adjointness of A± in H,
σ
(
A2+
)
∪ σ
(
A2−
)
⊆
[
σ0,∞
)
⊆ [0,∞). (B.2)
where we abbreviated
σ0 = min
{
inf
(
σ
(
A2+
))
, inf
(
σ
(
A2−
))}
> 0. (B.3)
We recall the integral representations
A±(A
2
± − zI)
−1/2f =
1
π
∫ ∞
0
t−1/2(A2± + (−z + t)I)
−1A±f dt, f ∈ dom(A±),
(B.4)
valid in the strong sense in B(H) (cf., e.g., [89, Sect. V.3.11]). As a consequence of
(B.4) one computes
1
h
[gz+h(A+)− gz(A+)]−
d
dz
gz(A+)−
1
h
[gz+h(A−)− gz(A−)] +
d
dz
gz(A−)
=
h
π
∫ ∞
0
t−1/2
[
A+(A
2
+ + (−z + t)I)
−2(A2+ + (−z − h+ t)I)
−1
−A−(A
2
− + (−z + t)I)
−2(A2− + (−z − h+ t)I)
−1
]
dt
=
h
π
∫ ∞
0
t−1/2
[
(A+ −A−)(A
2
+ + (−z + t)I)
−2(A2+ + (−z − h+ t)I)
−1
+A−(A
2
+ + (−z + t)I)
−2(A2+ + (−z − h+ t)I)
−1
−A−(A
2
− + (−z + t)I)
−2(A2− + (−z − h+ t)I)
−1
]
dt. (B.5)
One notes that in contrast to (B.4), (B.5) now holds in the norm sense in B(H).
Next, we recall (7.23), that is,
[gz(A+)− gz(A−)] ∈ B1(H), z ∈ C\[0,∞), (B.6)
and note that [
d
dz
gz(A+)−
d
dz
gz(A−)
]
∈ B1(H), z ∈ C\[0,∞). (B.7)
Indeed, (B.7) follows from [149, Theorem 8.7.1], as (d/dz)gz(·) satisfies the condi-
tions (7.13) (with ε = 1) and (7.14) (both limits vanishing).
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Hence,∥∥∥∥ 1h [gz+h(A+)− gz(A+)]− ddz gz(A+)− 1h [gz+h(A−)− gz(A−)] + ddz gz(A−)
∥∥∥∥
B1(H)
6
|h|
π
∫ ∞
0
t−1/2
∥∥(A+ −A−)(A2+ + (−z + t)I)−2(A2+ + (−z − h+ t)I)−1∥∥B1(H)dt
+
|h|
π
∫ ∞
0
t−1/2
∥∥A−(A2+ + (−z + t)I)−2(A2+ + (−z − h+ t)I)−1 (B.8)
−A−(A
2
− + (−z + t)I)
−2(A2− + (−z − h+ t)I)
−1
∥∥
B1(H)
dt.
Investigating the terms in (B.8) individually, and recalling,
(A+ −A−)(A
2
− − zI)
−1/2, (A+ −A−)(A
2
+− zI)
−1/2 ∈ B1(H), z ∈ ρ(A
2
−), (B.9)
by (3.28), one estimates for the first term on the right-hand side of (B.8)
|h|
π
∫ ∞
0
t−1/2
∥∥(A+ −A−)(A2+ + (−z + t)I)−2(A2+ + (−z − h+ t)I)−1∥∥B1(H)dt
6 C(ε, z)
|h|
π
∥∥(A+ −A−)(|A+|+ I)−1∥∥B1(H) ∫ ∞
0
t−1/2(η0(ε, z) + t)
−1 dt <∞,
(B.10)
where
‖(|A+|+ I)(A
2
+ + (−z + t)I)
−1‖B(H) = sup
µ>σ0
∣∣∣∣ µ1/2 + 1µ− z + t
∣∣∣∣ 6 C(ε, z), (B.11)
‖(A2+ + (−z − h+ t)
−1‖B(H) = sup
µ>σ0
1
|µ− z − h+ t|
6
1
η0(ε, z) + t
(B.12)
for C(ε, z) > 0 independent of t > 0, and for some η0(ε, z) > 0, with η0(ε, z)
independent of h ∈ C since we assumed z, (z + h) ∈ ρ
(
A2+
)
∩ ρ
(
A2−
)
for all h ∈ C,
|h| < ε, with 0 < ε sufficiently small.
Next, we turn to the second term on the right-hand side of (B.8) and write
|h|
π
∫ ∞
0
t−1/2
∥∥A−[(A2+ + (−z + t)I)−2(A2+ + (−z − h+ t)I)−1
− (A2− + (−z + t)I)
−2(A2− + (−z − h+ t)I)
−1
]∥∥
B1(H)
dt
=
|h|
π
∫ ∞
0
t−1/2
∥∥A−[(A2+ + (−z + t)I)−2(A2+ + (−z − h+ t)I)−1
− (A2+ + (−z + t)I)
−2(A2− + (−z − h+ t)I)
−1
+ (A2+ + (−z + t)I)
−2(A2− + (−z − h+ t)I)
−1
− (A2− + (−z + t)I)
−2(A2− + (−z − h+ t)I)
−1
]∥∥
B1(H)
dt
6
|h|
π
∫ ∞
0
t−1/2
∥∥A−(A2+ + (−z + t)I)−2
×
[
(A2+ + (−z − h+ t)I)
−1 − (A2− + (−z − h+ t)I)
−1
]∥∥
B1(H)
dt
+
|h|
π
∫ ∞
0
t−1/2
∥∥A−[(A2+ + (−z + t)I)−2 − (A2− + (−z + t)I)−2]
× (A2− + (−z − h+ t)I)
−1
∥∥
B1(H)
dt
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6
|h|
π
∫ ∞
0
t−1/2(η0(ε, z) + t)
−1
∥∥A−(A2+ + (−z + t)I)−1∥∥B(H)
×
∥∥(A2+ + (−z − h+ t)I)−1 − (A2− + (−z − h+ t)I)−1∥∥B1(H) dt
+
|h|
π
∫ ∞
0
t−1/2(η0(ε, z) + t)
−1 (B.13)
×
∥∥A−[(A2+ + (−z + t)I)−2 − (A2− + (−z + t)I)−2]∥∥B1(H) dt.
To complete the proof one estimates the following norms:∥∥A−(A2+ + (−z + t)I)−1∥∥B(H)
6
∥∥A−(|A+|+ I)−1∥∥B(H)∥∥(|A+|+ I)(A2+ + (−z + t)I)−1∥∥B(H)
6 C1(ε, z) sup
µ>σ0
∣∣∣∣ µ1/2 + 1µ− z + t
∣∣∣∣ 6 C˜1(ε, z) (B.14)
and∥∥(A2+ + (−z − h+ t)I)−1 − (A2− + (−z − h+ t)I)−1∥∥B1(H)
=
∥∥A+(A2+ + (−z − h+ t)I)−1[(A− −A+)](A2− + (−z − h+ t)I)−1
+
[
(A− −A+)(A
2
+ + (−z − h+ t)I)
−1
]∗
A−(A
2
− + (−z − h+ t)I)
−1
∥∥
B1(H)
6
∥∥A+(A2+ + (−z − h+ t)I)−1∥∥B(H)
×
∥∥(A− −A+)(A2− + (−z − h+ t)I)−1∥∥B1(H)
+
∥∥(A− −A+)(A2+ + (−z − h+ t)I)−1∥∥B1(H)
×
∥∥A−(A2− + (−z − h+ t)I)−1∥∥B(H)
= C1(ε, z)
∥∥(A− −A+)(|A−|+ I)−1∥∥B1(H)
+ C2(ε, z)
∥∥(A− −A+)(|A+|+ I)−1∥∥B1(H), (B.15)
for appropriate constants Cj(ε, z) > 0, j = 1, 2, independent of t > 0 and h ∈ C,
|h| < ε, and similarly,∥∥A−[(A2+ + (−z + t)I)−2 − (A2− + (−z + t)I)−2]∥∥B1(H)
=
∥∥A−[(A2+ + (−z + t)I)−2 − (A2− + (−z + t)I)−1(A2+ + (−z + t)I)−1
+ (A2− + (−z + t)I)
−1(A2+ + (−z + t)I)
−1 − (A2− + (−z + t)I)
−2
]∥∥
B1(H)
=
∥∥A−(A2− + (−z + t)I)−1(A2+ + (−z + t)I)−1(A2− −A2+)(A2− + (−z + t)I)−1
+A−(A
2
+ + (−z + t)I)
−1(A2− −A
2
+)(A
2
− + (−z + t)I)
−1
× (A2+ + (−z + t)I)
−1
∥∥
B1(H)
=
∥∥A−(A2− + (−z + t)I)−1A+(A2+ + (−z + t)I)−1
×
[
(A− −A+)(A
2
− + (−z + t)I)
−1
]
+A−(A
2
− + (−z + t)I)
−1
[
(A− −A+)(A
2
+ + (−z + t)I)
−1
]∗
×A−(A
2
− + (−z + t)I)
−1
+A−A+(A
2
+ + (−z + t)I)
−1
[
(A− − A+)(A
2
− + (−z + t)I)
−1
]
× (A2+ + (−z + t)I)
−1
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+A−(A
2
+ + (−z + t)I)
−1
[
(A− −A+)(A
2
− + (−z + t)I)
−1
]
×A−(A
2
+ + (−z + t)I)
−1
∥∥
B1(H)
6
∥∥A−(A2− + (−z + t)I)−1∥∥B(H)∥∥A+(A2+ + (−z + t)I)−1∥∥B(H)
×
∥∥(A− −A+)(A2− + (−z + t)I)−1∥∥B1(H)
+
∥∥A−(A2− + (−z + t)I)−1∥∥2B(H)∥∥(A− −A+)(A2+ + (−z + t)I)−1∥∥B1(H)
+
∥∥A−A+(A2+ + (−z + t)I)−1∥∥B(H)∥∥(A2+ + (−z + t)I)−1∥∥B(H)
×
∥∥(A− −A+)(A2− + (−z + t)I)−1∥∥B1(H)
+
∥∥A−(A2+ + (−z + t)I)−1∥∥2B(H)∥∥(A− −A+)(A2− + (−z + t)I)−1∥∥B1(H)
= C3(ε, z)
∥∥(A− −A+)(|A−|+ I)−1∥∥B1(H)
+ C4(ε, z)
∥∥(A− −A+)(|A+|+ I)−1∥∥B1(H), (B.16)
for appropriate constants Ck(ε, z) > 0, k = 3, 4, independent of t > 0 and h ∈ C,
|h| < ε, repeatedly applying estimates of the type (B.11), (B.12), and (B.14).
Finally, combining (B.8)–(B.16) yields∥∥∥∥ 1h[[gz+h(A+)− gz+h(A−)]− [gz(A+)− gz(A−)]]
−
(
d
dz
gz(A+)−
d
dz
gz(A−)
)∥∥∥∥
B1(H)
=
h→0
O(h) (B.17)
and proves the required differentiability in trace norm. Since z ∈ C\[0,∞) was
arbitrary, one concludes that (B.1) holds. 
We note that Lemma B.1 extends to z ∈ ρ(A2+) ∩ ρ(A
2
−).
The function gz(x), x ∈ R, in Lemma B.1 should be viewed as a smooth version
of a step function approaching ±1 as x → ±∞. In this context we also note that
compactness for operators of the type
[arg(A+ − zI)− arg(A− − zI)], z ∈ C+ = {z ∈ C | Im(z) > 0}, (B.18)
was proved in [128, Theorem 7.3].
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