I. INTRODUCTION
Free convective flow of air in horizontal annuli bounded by two cylinders held at different temperatures has been intensely studied in the last past decades as well experimentally as theoretically and numerically. It is established that the basic flow at small Rayleigh numbers, Ra, consists of two large cells, symmetrically located with respect to the vertical plane containing the cylinder axis. When increasing Ra, this flow becomes unstable and leads to different patterns according to the value of the radius ratio, R.
Extensive numerical simulations for the two-dimensional model of flows in transversal sections of annular spaces were conducted. Under the 2D assumption, dual steady solutions were highlighted when the Rayleigh number exceeds a critical value: one being the crescentshaped eddy flow commonly observed and the other flow consisting of two counter-rotating eddies and their mirror images 1 . The appearance of dual solutions is due to an imperfect trans-critical bifurcation 2 . When the radius ratio tends to 1, the imperfect bifurcation gets closer to the classical pitchfork bifurcation of the Rayleigh-Bénard convection between to infinite parallel plates, with a threshold value Ra c = 1708. A recent 2D stability analysis showed that dual but also triple solutions are indeed stable for certain (Ra, R)-gaps 3 . Moreover, the flows consisting of two or three counter-rotating eddies and their mirror images are linearly unstable for R > 2 (and Ra < 10, 000) due to the onset of a disturbance breaking the vertical reflection symmetry of the basic flow. Thus, only the common couple of counter-rotating cells remains stable for large radius ratios.
The multi-cellular flow patterns obtained with the 2D-flow model and made of longitudinal rolls confined in the top region of the annular space were observed in experiments for a narrow gap annulus (R = 1.15) 4 . These patterns were also shown in three-dimensional numerical simulations in combination with transverse rolls in the upper region of the annulus (R < 1.2) 5 . For moderate radius ratios, a three-dimensional spiral motion occurs. It consists of the basic crescent-shaped flow with transverse convective cells at the top of the annular space. This spiral flow was obtained as well in numerical works [6] [7] [8] as in experiments [9] [10] [11] . For wide gap annuli, an unsteady régime was experimentally observed by Bishop and Carley
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(R = 3.69) and Labonia et al. 13 (R = 2.38). This non steady flow behavior was recently confirmed by 3D-numerical simulations for R = 2.4: the thermal plume oscillated in the each of the transversal section of the annulus 14 .
A large number of experimental results for narrow (R ≤ For R = 1 (i.e. parallel plate limit), the stability thresholds evaluated either by linear stability analysis or by an energetic method are equal to Ra c = 1708. These thresholds augment and diverge from each other when increasing the radius ratio. The linear stability analysis was later on improved by taking into account the azimuthal direction 6 and, as foreseen, the most unstable disturbance was found to occur in the upper part of the annulus. A numerical three-dimensional linear stability analysis of the crescent-shaped flows was carried-out by Choi and Kim 17 for infinite length annuli and 1.2 ≤ R ≤ 2.
They demonstrated a weak dependence of the Ra-threshold (1714 ≤ Ra c ≤ 2514)
with the radius ratio (1.2 ≤ R ≤ 1.9). The onset of this instability is due to the growing of transverse rolls at the top of the annulus what qualitatively corresponds to numerical and experimental observations [6] [7] [8] [9] [10] [11] . For R = 2, no critical value was detected for Ra ≤ 100, 000. This lack of a threshold value was attributed to its sharp increase with R.
The main purpose of this paper is to improve the knowledge of the stability thresholds as a function of the radius ratio, for air-filled horizontal annuli. A particular attention will be paid on the sudden disappearance beyond R = 2 of the transition due to the onset of transverse rolls as described by Choi and Kim 17 . To this end, a three-dimensional linear stability analysis was carried-out for two-dimensional basic flows with 1.2 ≤ R ≤ 3 and P r = 0.7. The first part of the present paper describes briefly the numerical methods whereas the results are discussed in the second part, divided into six sections. The basic solutions, which are used to perform the linear stability analyses, are first defined. Afterward, neutral stability curves are described as a function of the wavenumber of the disturbances.
Stability diagrams are then established for annuli of finite length, and the effect of no-slip boundary conditions are studied by performing three-dimensional non-linear simulations.
Next, the transitions for infinite length annuli with various radius ratios are investigated.
To end, comparisons with numerical and experimental studies are performed and discussed.
II. NUMERICAL METHODS
A. Mathematical model and numerical method
Linear and non-linear equations
The air-filled annulus of length L is formed by two coaxial and horizontal cylinders of 
The dimensionless Navier-Stokes and energy equations, expressed in the Boussinesq approximation, write:
where
3 )/(να) and P r = ν/α are the Rayleigh and Prandtl numbers with β the thermal expansion coefficient and ν the kinematic viscosity.
The equations are treated in the cylindrical coordinates (r, θ, z) in the domain 0 ≤ r ≤ 1, Consider the two-dimensional steady velocity u 0 = u 0 e r + v 0 e θ , temperature T 0 , and pressure p 0 fields and the following three-dimensional disturbances δ u = δu e r + δv e θ + δw e z , δT and δp satisfying slip boundary conditions on the adiabatic end-walls at z = 0, A:
δT =T (r, θ, t) cos (kz) (2) where k = nπ/A is the dimensionless wavenumber and n is an integer. By substituting in the governing equations (1) the velocity, pressure and temperature fields by u 0 + δ u, p 0 + δp and T 0 + δT and by neglecting the second-order transport terms, the variablesū,v,w,p andT satisfy the time-dependent equations:
with η = R − 1 and f = ηr + 1. The boundary conditions for the unknowsū,v,w andT are homogeneous.
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Discretization and solvers
The equations were discretized on a structured and staggered grid by a finite volume method. All spatial derivatives were approximated by a second-order centered scheme. The
where N r is any integer and N θ an even integer. To adjust the grid distribution at the upper part of the annulus (near θ = π) and in the wall regions, two strictly negative real parameters c r and c θ were introduced. If one of these two parameters was zero, the grid distribution was set uniform in the corresponding direction.
The computations of the 2D steady states ( u 0 , T 0 , p 0 ) and of the leading perturbations were already described in details for two-dimensional disturbances 3 . Briefly, the numerical procedure is as follows: first, the basic solution is obtained by solving the 2D equations Three-dimensional computations are also performed for finite length annuli with dimensionless length A = L/d and by applying no-slip boundary conditions at the adiabatic end-walls. These simulations were conducted for half-annuli with symmetry conditions in the azimuthal direction at θ = 0 and θ = π. The three-dimensional scheme was thoroughly described in a previous paper 8 .
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B. Influence of the discretization parameters on Ra c (k)
The validity of the numerical results was checked in a previous paper 3 for 2D-disturbances (k = 0): the relative differences between our threshold values for the saddle-node bifurcation and the critical values published by Mizushima et al. 2 are less than 0.25% for 1.2 ≤ R ≤ 3.
A good agreement is also shown with the Choi and Kim's results 17 for 3D-disturbances: in infinite length annuli and R < 2, the critical Rayleigh numbers and wavenumbers differ from less than 1.5 % and 1 % respectively. In order to better underline the agreements and explain the few observed disagreements between our results and the 3D-linear stability results of the archival literature, the detailed comparisons are deferred for the Results section III E.
To ensure the convergence of solutions, numerous checks were also conducted to measure the sensitivity of the growth rate λ and frequency ν f of the dominant perturbation as well as the dependency of the critical Rayleigh number as a function of the time step and mesh size. In the next paragraphs, the radius ratio, wavenumber and Rayleigh number values are chosen to be representative of each of the transitions discussed in the Results section.
Tests were performed for (R, k) = (1.2, 3) and 1700 ≤ Ra ≤ 1800, for (R, k) = (2. 6, 5) and 124, 500 ≤ Ra ≤ 129, 500, for (R, k) = (1.6, 4.5) and 10, 000 ≤ Ra ≤ 10, 250 and for (R, k) = (1.6, 3.2) and 19, 000 ≤ Ra ≤ 19, 500.
Temporal accuracy
The growth rates λ were evaluated by the Arnoldi method based on a first-order time In order to preserve a sufficient accuracy in the critical parameter evaluation, the maximum value of the time step was ∆t = 5 · 10 −5 .
Spatial Accuracy
The effect of the grid size on the growth rates and threshold values are shown in Tabs.
IIIa-IIIc and IV. Taking the spatial second-order approximation of the Navier-Stokes and energy equations into account, the growth rates and frequencies were plotted as a function 
III. RESULTS
The stability results are presented for 1.2 ≤ R ≤ 3, Ra ≤ 200, 000 and P r = 0.7. The basic steady flows are two-dimensional and were carefully examined in a previous paper 3 for Ra < 10, 000. These different flow patterns are now briefly depicted. 
3(d)).
As mentioned just above, numerous basic flows may exist for a set of the Rayleigh number and radius ratio, and subsequently the 3D-stability analysis should be performed for all these 2D-stable solutions.
We first inquire into the stability of the C − C + flow pattern. As indicated in the chart ( Notice that the discontinuities observed along each marginal curve are fictive: it is indeed reasonable to suppose that they are linked by "S"-shaped curves, unfortunately not easy to track with the numerical methods used.
For 1.5 ≤ R ≤ 1.95 ( Fig. 5(b) ), the previous neutral stability curves are fold back to
give rise to bounded regions of instability. Above the closed curves, the two-dimensional flows are stable again until the next transition, for which the critical Rayleigh numbers are one order of magnitude higher than those of the first bifurcation. The area of the bounded instability region decreases with R to finally collapse for 1.95 < R < 2.
Only the upper marginal curve persists for larger radius ratios. destabilization is given by the lowest value of each transition. In Figure 6 , the filled circles and squares located along the even and odd stability curves delimit the gap for the onset of the various marginal modes. For convenience's sakes, the notations used to refer to the marginal modes consist in placing side-by-side one or two characters followed by an integer.
The rules are:
• "S" or "O" marks out the temporal régime: steady or oscillatory;
• "s" is eventually added if the marginal mode satisfies the same spatial property as the basic flow, namely the mirror symmetry with respect to the vertical (r, z) mid-plane;
• the number differentiates the disturbances with identical temporal régime and spatial property.
In order to distinguish the various transitions, the thresholds are labeled as following:
• Ra c 1 is for the first transition, 1.2 ≤ R ≤ 1.95;
• Ra c 2 corresponds to the reversal transition, 1.95 ≥ R ≥ 1.5;
• Ra c 3 is for the second transition, 1.5 ≤ R ≤ 2.24;
• Ra c 4 is for the last instability, 2.3 ≤ R ≤ 3.
For R = 1.2 ( Fig. 6(a) ), let us compare first the even stability curve, namely the continuous line, with the results by Dyko et al. 6 displayed by the dotted line. A quite good agreement is highlighted except close to A = 3 where the onset of a steady symmetrical disturbance labeled "Ss3" occurs below their marginal curve. In fact, a better agreement can be recovered by considering the second even dominant disturbance, namely the steady symmetrical mode "Ss2" not drawn on Fig. 6(a) . Therefore, it can be assumed that Dyko et al. 6 have detected the mode "Ss2" but not the mode " The maximal values of the axial velocity are slightly shifted in the azimuthal direction from modes "Ss2" to "Ss1", and the mode "Ss3" is characterized by numerous but smaller structures. and 6(f)), the sub-domains are delimited by odd neutral curves. The marginal modes of the first instability region are mainly governed by the steady symmetrical disturbance "Ss2", except for R = 1.5 ( Fig. 6(d) ) where the oscillatory perturbation "O1", breaking the mirror symmetry of the basic flow, occurs. The disturbance "O1" (Fig. 7(e) ) is also evidenced for the second instability region (the upper curves at Ra c 3 ) with the symmetrical oscillatory mode labeled "Os1" (Fig. 7(f) ). These two unsteady perturbations have very similar growth rates and alternatively emerge as the leading marginal mode, depending on both R and A.
For 2 ≤ R ≤ 3, the bounded unstable regions vanish. The marginal curve is shown in Fig. 6 (i) for R = 2.4. For 2.24 < R ≤ 3 (transition labeled as Ra c 4 ), the marginal mode "S1" (Fig. 7(d) ) is steady but contrary to "Ss1", "Ss2" and "Ss3", it breaks the mirror symmetry of the basic flow. In accordance with the study of the leading perturbations, the second mode is oscillatory and corresponds to the mode "O1". It evolves alternatively between two and three couples of counter-rotating cells.
The flow structures exhibit thermal instabilities at the annulus top region, except for case D. The two rolls due to the dynamical boundary conditions as well as the small annular length enforce the fluid flow to satisfy the symmetry with respect to the mid (r, θ)-plane.
Consequently, the disturbances with 5 cells cannot develop. The present simulations show therefore fully 3D-patterns for parameters lying in regions bounded by the continuous lines whereas the flow is essentially 2D outside of these regions. This finding may suggest that the stability of the 3D flows with no-slip conditions at the end-walls satisfy the stability requirements displayed in Fig. 9 , but only for perturbations with an even number of cells along the axial direction. These results are consistent with the earlier findings of Dyko et al. 6 for moderate gap annuli, specifically that due to the viscous shearing effects of the end-walls, only an even number of rolls forms in the annulus.
Two remarks are added to conclude this section. First, the oscillatory behavior of flow E was not predicted by the steady marginal disturbance "Ss2" at the transition. Secondly, the end-walls in finite length annuli do not generate finite amplitude perturbations able to systematically destabilize 2D-steady flows for parameter sets close to case D.
E. Stability diagram for infinite length annuli
The transition thresholds for infinite length annuli are now presented as a function of the radius ratio. The basic flows at the transitions only consist of the C + pattern (see Fig. 3 • for 1.95 ≥ R ≥ 1.5 and 3643 ≤ Ra c 2 ≤ 13, 540;
• for 1.5 ≤ R ≤ 2.24 and 17, 130 ≤ Ra c 3 ≤ 52, 000;
• for 2.3 ≤ R ≤ 3 and 110, 040 ≤ Ra c 4 ≤ 151, 330.
Notice that a curve similar to the Ra c 1 -curve shown in Fig. 11 For R < 2 and Ra < Ra c 1 , low speed velocities are seen at the top region of the annulus so that a conductive régime is nearly expected. Since the radius ratio is small, the cylinder surfaces are locally almost parallel and horizontal at the top of the annular space where a Rayleigh-Bénard like instability occurs. This instability is illustrated by the axial velocity of the marginal mode "Ss2" at the first transition, for R = 1.6 ( Fig. 12(a) ). This disturbance consists of transverse rolls with an axial wavenumber close to π (see Fig. 13 ). The onset of the transversal upper eddies depends not only on the local curvature of the walls but also on the Rayleigh number. At the annulus top region, the azimuthal velocity increases indeed with Ra and then stretches out the transversal convective perturbations towards the lateral region when the flow particles are close to the outer cylinder ( Fig. 12(b) ). This stretching effect produced by the basic flow probably explains the reason for the instability damping. On the other hand, the increase of the radius ratio deteriorates the conditions where the RayleighBénard like instability may occur by decreasing the angular sector where the wall cylinders may reasonably be considered as parallel and horizontal. Finally, just beyond R = 1.95, the curvature is so pronounced that the onset of the thermal instability can no more develop under the shape of two counter-rotating transversal eddies. The axial wavenumber of the disturbance for the reversal transition increases linearly with σ = 2/(R − 1) from k c 2 = 3.60
at R = 1.9 to k c 2 = 5.09 at R = 1.5 ( Fig. 13) . Above Ra c 2 , the two-dimensional flow is anew stable.
The transition at Ra c 3 (Fig. 11) is due to the onset of the oscillatory mode "Os1" (see for instance Fig. 7(f) ). The frequency (Fig. 14) is almost doubled from ν fc 3 = 7.09 at R = 1.5 to ν fc 3 = 13.06 at R = 2.24. The wavenumber k c 3 does not change monotonously with R but remains close to π (Fig. 13) : the maximum value is reached for R ≈ 2 (k c 3 = 3.43).
The last bifurcation Ra c 4 (Fig. 11) is associated with the dissymmetrical steady perturbation "S1" (see for instance Fig. 7(d) ). The wavenumber k c 4 = 5.25 for R ≈ 2.3 decreases slowly with R (k c 4 = 5.06 for R = 3).
The instability threshold 17 , the disturbances are oscillatory and are damped for all Ra-values studied (Ra ≤ 100, 000). In particular, the growth rate and the frequency were found equal to λ = −1.055 and ν f = 60.9/(2π) = 9.69 for Ra = 25, 000 and k = 3.3. This last result does not agree with our findings. We obtained indeed another transition at Ra c 3 = 24, 621
( Fig. 11) with k c 3 = 3.43 (Fig. 13) . To investigate the reason of such a difference, the same computation as in Choi and Kim 17 was carried out. Although the frequency ν f = 9.64 of our computed leading disturbance is very close to that found by Choi and Kim 17 , the growth rate is positive λ = 8. For moderate radius ratios (1.5 < R < 2), the successive transitions reported in the present study, and more specifically the two-dimensional stable region for large Rayleigh number values (Ra c 2 < Ra < Ra c 3 ), are not mentioned in the chart by Powe et al. 10 , except the first transition at Ra c 1 . However, the experimental works by Grigull and Hauf 9 reported that three-or two-dimensional flows can exist in the ranges 1.3 ≤ R ≤ 6.3 and 1680 ≤ Ra ≤ 21, 000. Recent three-dimensional numerical simulations for R = 1.7 and Ra = 10, 000
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(half-filled circle in Fig. 11 ) also showed flows either essentially two-dimensional or fully three-dimensional as a function of the initial conditions.
At a first sight, the onset of the second instability at Ra c 3 seems to be in disagreement with the experimental results by Grigull and Hauf 9 who reported a reversal transition to two-dimensional flows occuring above Ra = 21, 000, for 1.3 ≤ R ≤ 6.3. This noticeable contradiction can be raised by considering the three-dimensional numerical simulations performed by Petrone et al. 8 for R = 1.7 and Ra = 22, 000 > Ra c 3 (half-filled circle in Fig.   11 ). Indeed, they proved that the choice of a too small aspect ratio (A = 6) damps the instability onset and therefore the flow remains steady and essentially two-dimensional in the core flow region. Although for a larger aspect ratio (A = 20), the flow is oscillatory with a frequency πν f = 25 and a characteristic wavelength k = πn/A = 3.45, both in good agreement with the frequency πν fc 3 = 25.23 (Fig. 14) and the wavelength k c 3 = 3.2 ( Fig. 13) at the transition, the axial component of the velocity is very small. Thus, either a too small aspect ratio or the existence of a small axial velocity, probably hard to be experimentally observed or measured, may explain the results by Grigull and Hauf 9 , namely the assumed two-dimensionality of the flows.
The last transition Ra c 4 is correctly represented by the marginal curve proposed by Powe et al. 10 in their stability chart. Despite this qualitative agreement, the transitions differs:
2D-oscillatory flows versus 3D-steady disturbances. However, in both cases, perturbations and experimental flows break the mirror symmetry of the counter-rotating basic flow cells.
The resulting flow consists in an oscillatory thermal plume in each (r, θ)-plane as recently confirmed in the experiments by Labonia et al. 13 and in three-dimensional numerical simulation by Petrone et al. 14 (filled squares above Ra c 4 in Fig. 13 ). It can be noticed that the second leading mode at the transition Ra c 4 is oscillatory, breaks the mirror symmetry of the basic flow and corresponds to the mode labeled "O1". The superimposition of this disturbance and of the basic flow permits to recover the oscillation of the thermal plume.
The bifurcation at Ra c 4 is therefore probably subcritical.
IV. CONCLUSION
Three-dimensional linear stability analyses of two-dimensional natural convection flows in air-filled horizontal annuli were performed for radius ratios in the range 1.2 ≤ R ≤ 3. New transitions were highlighted for moderate and large radius ratios. It was emphasized that 2D-flows may be stable for 1.5 ≤ R < 2, i.e. above the first instability threshold reported in the literature. The basic solution is therefore destabilized by an oscillatory disturbance for a Rayleigh number value one order of magnitude higher than the first transition. For larger radius ratios (R ≥ 2.3), the crescent-shaped flow is stable for large Ra-values, up to Table I : Influence of the time step on the growth rate. Table III : Influence of the meshes on the growth rate and Ra c . 
