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Проведено огляд існуючих підходів до моделювання мереж на кристалі. Запропоновано метод 
агентного моделювання реконфігуруємих мереж на кристалі при будь-якому рівні абстракції. 
 
A review of existing approaches to modeling networks on chip is presented. The method for 
agent based modeling of reconfigurable networks on chip at any level of abstraction is proposed. 
 
Введение 
В связи с интенсивным развитием техно-
логий производства интегральных микросхем 
(ИМС) остро встает вопрос объединения 
компонентов в больших системах на кристал-
ле. Наиболее распространенный подход, ис-
пользующий принцип общей шины, показы-
вает отсутствие масштабируемости и умень-
шение пропускной способности с увеличени-
ем числа соединяемых элементов. Одним из 
методов устранения подобных недостатков 
может стать использование сетевых техноло-
гий для обмена данными между подсистема-
ми ИМС. Впервые концепция сети на крис-
талле (СтнК) сформулирована в [1]. Такой 
подход к организации связи в ИМС обладает 
преимуществами масштабируемости (с уве-
личением размера сети растет ее пропускная 
способность) и параллелизма (данные в раз-
ных сегментах сети передаются одновремен-
но). Основные тенденции развития СтнК ото-
бражены в [2,3]. Подходы к реализации сете-
вого взаимодействия внутри микросхем с ре-
конфигурированной архитектурой (FPGA) 
описаны в [4,5].  
Использование универсальной статической 
архитектуры подсистемы связи для решения 
всего спектра возможных задач приводит к 
избыточности и, как следствие, к увеличению 
энергопотребления и необходимых для реа-
лизации аппаратурных ресурсов. Для разре-
шения проблемы избыточности в [6] предло-
жена сеть с реконфигурируемой архитекту-
рой. Такой подход позволяет в реальном вре-
мени адаптировать структуру сети к требова-
ниям пропускной способности и потребляе-
мой мощности. 
Важную роль в процессе проектирования и 
верификации СтнК играет моделирование. 
Основные результаты исследований, пред-
принятых в этом направлении, отражены в [7-
13]. В [8] утверждается, что на момент пуб-
ликации работы не существовало средств, по-
зволяющих моделировать реконфигуриру-
емые СтнК при любом уровне абстракции. 
Анализ более поздних источников [10] подт-
вердил эту информацию. 
Выше изложенное предопределяет актуа-
льность данной работы и диктует необходи-
мость разработки метода моделирования ре-
конфигурируемых СтнК на разных уровнях 
абстракции, что и является целью предлага-
емой статьи.  
 
Общие сведения о СтнК 
Обобщенная структура СтнК показана на 
рис.1. Для обозначения подсистем ИМС ис-
пользован термин ГВМ, что расшифровы-
вается как Готовый Вычислительный Модуль. 
Непосредственно СтнК состоит из маршрути-
заторов М, соединенных согласно определен-
ной топологии. Блоки М управляют потоком 
пакетов данных, проходящим через порты 
ввода/вывода М, осуществляя маршрутиза-
цию на основании адреса назначения указан-
ного в заголовке пакета. Сетевой интерфейс 
СИ преобразуюет данные из формата переда-
чи характерного для ГВМ в поток дискретных 
пакетов и наоборот.  
Использованием описанной структуры 
подсистемы связи достигаются следующие 
преимущества:  
• масштабируемость – для увеличения про-
пускной способности сети достаточно до-
бавить новые маршрутизаторы и подклю-
чить к ним необходимые ГВМ; 
• параллелизм – данные в разных сегментах 
сети передаются одновременно, что при-
водит к увеличению пропускной способ-
ности подсистемы связи. 
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Рис. 1. Структура сети на кристалле 
 
Структура СтнК с реконфигурируемой 
 архитектурой 
Кроме достоинств, описанных в преды-
дущем разделе, СтнК присущи следующие 
недостатки [1,2]: 
• сложность разработки; 
• большое количество аппаратурных ресур-
сов необходимых для реализации; 
• большая потребляемая мощность. 
Первый из недостатков является общим 
свойством систем, предназначенных для эф-
фективного решения сложных задач. Путем 
решения проблемы является создание специ-
ализированных САПР, облегчающих работу 
инженера. 
Второй и третий недостатки проистекают 
из статичности архитектуры СтнК. В [6] по-
казано, что использование универсальной 
статической архитектуры подсистемы связи 
для решения всего спектра возможных задач 
приводит к избыточности и, как следствие, к 
увеличению энергопотребления и необходи-
мых для реализации аппаратурных ресурсов. 
Для решения проблемы в [6] предлагается 
использовать динамически реконфигури-руе-
мую архитектуру СтнК, которая позволяет в 
реальном времени адаптировать ее структуру 
к требованиям пропускной способности и 
потребляемой мощности (рис. 2). 
Как видно из рис.2, реконфигурируемая 
архитектура СтнК состоит из самой сети, по-
дсистемы мониторинга контролируемых па-
раметров и блока модификации структуры. 
На основании ошибки управления e, харак-
теризующей отклонение требуемых параме-
тров сети от текущих, блок модификации 
осуществляет минимизацию e путем измене-
ния структуры СтнК. В качестве контроли-
руемых параметров могут выступать пропу-
скная способность, необходимые для реали-
зации ресурсы ИМС и потребляемая мощ-
ность. 
 
Подсистема модификации
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Рис. 2. Обобщенная структура СтнК с реконфигурируемой архитектурой  
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Действия блока модификации зависят от 
выбора параметров, подлежащих оптимиза-
ции. Например, для управления энергопотре-
блением и необходимыми для реализации 
ресурсами можно динамически изменять ра-
змер очередей портов ввода-вывода маршру-
тизаторов [14]. Управление пропускной спо-
собностью осуществляется путем модифика-
ции топологии сети и таблиц маршрутизации 
блоков М [6]. 
 
Обоснование выбора метода  
моделирования реконфигурируемой СтнК 
В контексте моделирования СтнК будем 
различать следующие уровни абстракции [7]: 
• системный (высокий) – моделирование 
динамического изменения структуры сети 
–модификация количества маршрутизато-
ров и топологии; 
• поведенческий (средний) – моделирова-
ние обмена данными на пакетном уровне 
–пропускной способности, задержек, ал-
горитмов маршрутизации, потерь пакетов; 
• физический (низкий) – моделирование на 
регистровом/транзисторном уровнях – ис-
следование потребляемой мощности и 
требуемых для реализации ресурсов 
ИМС. 
В [7-9] предлагаются средства моделиро-
вания СтнК лишь на поведенческом (сред-
нем) уровне абстракции. Используемый ме-
тод – дискретно-событийная имитация. Для 
исследования особенностей работы сети на 
физическом уровне в [10-13] разработаны 
точные RTL (Register Transfer Level) модели 
с использованием языков описания цифро-
вых схем – Verilog и VHDL. Большим недо-
статком такого подхода является значитель-
ные временные затраты при моделировании 
на компьютере либо необходимость в нали-
чии дорогостоящих устройств для аппарату-
рной имитации. Таким образом, ни один из 
предложенных методов не позволяет прово-
дить моделирование СтнК при любом уровне 
абстракции, а преобразование модели от од-
ного уровня к другому требует значительных 
временных затрат. 
Проведенный обзор литературы показал, 
что на сегодняшний день отсутствуют средст-
ва для моделирования реконфигурируемых 
СтнК. Такая ситуация обусловлена тем, что 
существующие подходы к поведенческому 
моделированию СтнК используют дискретно-
событийную имитацию (средний уровень абс-
тракции), в то время как реконфигурируемая 
архитектура требует принятия решений о мо-
дификации подсистем и связей между ними 
(системный уровень), что затруднительно при 
использовании дискретно-событийного под-
хода. 
В [15] выполнен сравнительный анализ 
методов, применяемых в имитационном мо-
делировании. Результаты приведены на 
рис.3. 
Из рис.3 видно, что наиболее универсаль-
ным является агентный подход к имитаци-
онному моделированию. Суть его состоит в 
том, что предметная область представляется 
в виде множества агентов, взаимодействую-
щих между собой. Разработчиком модели 
описываются правила создания, уничтоже-
ния и изменения агентов. При этом под тер-
мином “агент” понимается некоторый объект 
(в терминах ООП), обладающий памятью и 
способностью принимать решения, а значит 
и собственным поведением разного уровня 
сложности. Внутренняя структура агента 
может быть описана  разными способами – 
от формальной логики до нейронных сетей. 
В момент запуска процесса моделирования, 
каждый агент начинает функционировать со-
гласно индивидуальному алгоритму работы, 
и глобальное поведение системы возникает, 
как результат взаимодействия всего множес-
тва агентов. Поэтому агентное моделирова-
ние (АМ) называют еще моделированием 
снизу вверх. Очевидно, что АМ существенно 
децентрализированно. В отличие от систем-
ной динамики или дискретно-событийных 
моделей, здесь нет такого места, где центра-
лизованно определялось бы поведение (ди-
намика) системы в целом. Из этого следуют 
два важных следствия: во-первых, отсутст-
вие координационного центра создает пред-
посылки для распараллеливания (ускорения) 
процесса моделирования, во-вторых, появляе-
тся возможность постепенно вносить коррек-
тивы в алгоритм работы агента, тем самым, 
детализируя 
модель. Таким образом, наличие нескольких 
сценариев функционирования агента разного 
уровня сложности дает возможность моде-
лировать работу системы на различных уро-
внях абстракции. 
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Рис. 3. Подходы в имитационном моделировании на шкале уровня абстракции 
 
К недостаткам вычислительных систем с 
агентами следует отнести значительно бо-
льшую опасность взаимоблокировок, чем в 
других системах моделирования. Решением 
проблемы может стать использование гото-
вых САПР АМ (например, AnyLogic) [15], в 
которых проблема взаимодействия агентов 
решена разработчиками. 
По мнению авторов работы, использова-
ние агентного подхода для имитационного 
моделирования СтнК позволит достичь сле-
дующих преимуществ: 
• моделирование работы СтнК на любом 
уровне абстракции; согласно [15] ни сис-
темная динамика, ни дискретно-событий-
ный подход не предоставляют такой воз-
можности; 
• моделирование реконфигурируемых 
СтнК. Реконфигурируемая архитектура 
предполагает мониторинг параметров 
СтнК и принятие решений о модификации 
ее подсистем в соответствии с требовани-
ями, предъявляемыми к качеству обслу-
живания в сети; дискретно-событийный 
подход не дает возможности принятия 
решений на системном уровне, а систем-
ная динамика не позволяет эффективно 
моделировать информационные системы с 
пакетной передачей данных [15]; таким 
образом, для моделирования адаптивной 
структуры реконфигурируемой СтнК 
единственным приемлемым решением яв-
ляется использование агентного подхода; 
• одновременное функционирование всех 
агентов в мультиагентной системе приво-
дит к уменьшению времени моделирова-
ния по сравнению с дискретно-событий-
ным подходом, в котором алгоритм ими-
тации реализуется, как правило, в виде 
последовательной программы, обрабаты-
вающей заявки.  
 
Метод моделирования  
реконфигурируемой СтнК при любом 
уровне абстракции 
Для реализации представленного в пре-
дыдущем разделе метода моделирования ре-
конфигурируемых СтнК авторами предло-
жен подход, содержащий следующие поло-
жения: 
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• все ресурсы реконфигурируемой СтнК 
(ГВМ, сетевые интерфейсы, маршрутиза-
торы, подсистемы мониторинга и оптими-
зации) представляются в виде агентов, 
функционирующих одновременно; 
• индивидуальный алгоритм работы каж-
дого агента описывается при помощи ко-
нечного автомата; 
• в качестве единого языка описания струк-
туры и связей между агентами использу-
ются UML-диаграммы классов; 
Рассмотрим предложенную концепцию 
более подробно. 
В зависимости от уровня абстракции мо-
дели количество используемых типов аген-
тов может меняться. Например, агентное 
представление пакетов является приемле-
мым при моделировании пропускной спосо-
бности и задержек в СтнК, когда исследова-
теля интересует поведение отдельно взятых 
пакетов и их групп. Такой подход позволяет 
придать пакетам индивидуальные свойства, 
например возможность случайного измене-
ния содержимого, что весьма полезно при 
моделировании помех на линиях связи. С 
другой стороны, при низкоуровневой имита-
ции необходимость в агентном представле-
нии пакетов исчезает, поскольку при данной 
степени абстракции важны другие характе-
ристики системы, такие как потребляемая 
мощность и взаимное расположение компо-
нентов СтнК на кристалле. 
Индивидуальный алгоритм работы каждо-
го агента предлагается задавать в виде коне-
чного автомата. Высокий уровень формали-
зации теории конечных автоматов обуслав-
ливает ее применение для описания дискрет-
ных цифровых систем и облегчает верифи-
кацию созданной модели. С понижением 
уровня абстракции к алгоритму работы аген-
та добавляются все новые детали, точность 
модели увеличивается, а сложность соответ-
ствующего конечного автомата возрастает.  
Предлагаемый метод не ограничивает по-
дходы к описанию функционирования агента 
одной лишь теорией конечных автоматов. 
Поскольку концепция агента предполагает 
инкапсуляцию его внутренней структуры, 
алгоритм работы отдельно взятого компоне-
нта СтнК может быть описан любым удоб-
ным для разработчика образом. При условии 
соблюдения неизменности интерфейса, такая 
замена внутреннего содержимого агента  не 
повлияет на корректность функционирова-
ния остальных подсистем СтнК. 
Одним из качеств, обуславливающих эф-
фективное моделирования сложных систем, 
является использование унифицированного 
языка представления модели. В предлагае-
мом методе в качестве такого языка исполь-
зуется UML 2.0. Сделанный выбор обуслов-
лен тем, что UML является наиболее распро-
страненной и удобной нотацией для описа-
ния статических и динамических объектно-
ориентированных систем, к которым, безус-
ловно, можно отнести и мульти-агентные 
модели [15]. Для представления структуры 
СтнК в предложенном методе используется 
UML-диаграмма классов. На рис. 4 показана 
СтнК на системном уровне абстракции в те-
рминах UML.  
Отношения между объектами задаются 
при помощи технологий агрегирования и 
осведомленности. Агрегирование подразуме-
вает, что один объект (агент) владеет другим и 
несет за него ответственность (в терминах 
создания, удаления и  изменения). Например, 
из рис. 4 видно, что объект СтнК содержит 
объекты маршрутизаторов, сетевых интер-
фейсов, ГВМ, подсистем мониторинга и мо-
дификации структуры сети. Таким же обра-
зом можно описывать буферы ввода-вывода 
как составную часть, например, маршрутиза-
тора на более низком уровне абстракции. 
Различие между агентом и объектом при 
таком подходе состоит в том, что агент име-
ет более сложное индивидуальное поведение 
и способен принимать решения.   
Говоря же об осведомленности, имеется в 
виду, что объекту (агенту) известно о другом 
объекте (агенте). Осведомленные агенты мо-
гут запрашивать друг у друга операции (де-
легация), но они не несут никакой ответст-
венности друг за друга (создание, удаление, 
модификация). Осведомленность – это более 
слабое отношение по сравнению с агрегиро-
ванием, поскольку оно предполагает гораздо 
менее тесную связь между объектами (аген-
тами). В предлагаемом методе осведомлен-
ность реализуется в виде ссылки на объект 
(агент) и используется для задания и дина-
мической модификации топологии СтнК. 
Каждый маршрутизатор осведомлен о дру-
гих маршрутизаторах и сетевых интерфей-
сах, подсоединенных к нему. Такой подход 
позволяет легко моделировать реконфигури-
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руемую топологию сети, поскольку для ее 
изменения достаточно обновить соответству-
ющие ссылки. 
Маршрутизатор Сеть на кристалле1* Сетевой интерфейс
1 *
Подсистема модификации структуры сети
ГВМ Подсистема мониторинга
1
*
1
*
1
*
Рис. 4. Описание структуры СтнК при помощи UML-диаграммы классов 
 
Выводы 
По результатам проведенных исследо-
ваний можно сформулировать следующие 
выводы: 
• обосновано применение мульти-агентного 
подхода к моделированию СтнК. Такое 
решение позволяет имитировать работу 
СтнК с реконфигурируемой архитектурой 
за счет возможности внесения изменений 
на любом уровне абстракции от преобра-
зования топологии сети на системном 
уровне до модификации таблиц маршру-
тизации (средний уровень) и размеров 
очередей портов ввода-вывода маршрути-
заторов на низком уровне; 
• предложен метод мульти-агентной имита-
ции реконфигурируемых СтнК, что созда-
ет предпосылки для сокращения времени 
моделирования за счет одновременного 
функционирования всех агентов в систе-
ме; 
• использование языка UML 2.0 для описа-
ния структуры модели и связей между 
агентами упрощает освоение разработчи-
ками предложенного метода, поскольку 
UML является широко распространенным 
унифицированным языком описания ста-
тических и динамических объектно-ори-
ентированных систем, к которым, безус-
ловно, можно отнести и мульти-агентные 
модели; 
• полученные результаты являются гипоте-
зой, поэтому следующим шагом исследо-
ваний в данном направлении будет созда-
ние рабочего макета системы и получение 
количественных сравнительных характе-
ристик относительно других средств мо-
делирования СтнК. 
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