Purdue University

Purdue e-Pubs
International Refrigeration and Air Conditioning
Conference

School of Mechanical Engineering

2022

Using Machine Learning for Feature Selection in Automated Fault
Detection and Diagnosis of Split System Air Conditioners
Yuxuan Chen
Amir Ebrahimifakhar
David P. Yuill

Follow this and additional works at: https://docs.lib.purdue.edu/iracc

Chen, Yuxuan; Ebrahimifakhar, Amir; and Yuill, David P., "Using Machine Learning for Feature Selection in
Automated Fault Detection and Diagnosis of Split System Air Conditioners" (2022). International
Refrigeration and Air Conditioning Conference. Paper 2398.
https://docs.lib.purdue.edu/iracc/2398

This document has been made available through Purdue e-Pubs, a service of the Purdue University Libraries.
Please contact epubs@purdue.edu for additional information.
Complete proceedings may be acquired in print and on CD-ROM directly from the Ray W. Herrick Laboratories at
https://engineering.purdue.edu/Herrick/Events/orderlit.html

2351, Page 1

Using Machine Learning for Feature Selection in Automated Fault Detection
and Diagnosis of Split System Air Conditioners
Yuxuan CHEN1*, Amir EBRAHIMIFAKHAR2, David P. YUILL1
University of Nebraska - Lincoln, Architectural Engineering,
Omaha, NE, USA
ychen80@huskers.unl.edu

1

Delos Labs, Delos
New York City, NY, USA
2

* Corresponding Author

ABSTRACT
Because of the advancement of smart buildings and smart sensors, enriched data with respect to building operation is
now available, making the data-driven approach an appealing method for fault detection and diagnosis in airconditioners. Data-driven methods, unlike many other fault diagnosis methods, necessitate a substantial quantity of
data to develop a model, which limits their deployment in the field. Another issue with using such an approach is the
variables' availability. From a cost-effectiveness standpoint, the input variables need to be chosen very carefully, since
they constitute a large portion of the cost of applying fault diagnostics. This study provides two feature selection
strategies for use in machine learning-based diagnostic techniques, using real-world practical considerations in
combination with the SVM classifier, to investigate how the reduction of features affects the fault diagnosis
performance of the data-driven approach. This study used a high-fidelity data set with a total of 15 variables, in which
seven faults were simulated under various driving conditions. The full data set was split into a training set, with 70%
of the original data, and a test set, accounting for 30%. During the training process, the 10-fold cross-validation method
was employed to tune the parameters of the model. Compared to the balanced accuracy of 98.9% when all features
were used, the removal of the features by sequential backward selection process produced 97.2% balanced accuracy
which was only slightly lower. In terms of the feature selection based on real-world availability, 94.7% of balanced
accuracy was obtained, indicating that this method can still achieve acceptable accuracy. Precision, recall, and F1
scores are also provided in the paper, to further describe the diagnostic performance for each fault in the data.

1. INTRODUCTION
HVAC equipment frequently suffers from inadequate maintenance, improper installation, and unrepaired faults, which
are responsible for an increase in energy consumption and utility costs (Butzbaugh et al., 2020; Winkler and Das,
2020). Automated fault detection and diagnosis (AFDD) has the potential to provide early detection of these faults, so
that the energy waste and excessive equipment wear can be avoided, and also to provide diagnosis that can assist in
the task of servicing the equipment. A substantial amount of research has been done on developing AFDD methods
for air conditioners and heat pumps. Rossi and Braun (1997) developed a statistical, ruled-based AFDD method for a
vapor compression air-conditioner with a fixed orifice expansion valve and a single-stage compressor, in which five
faults were assigned for detection and diagnosis. Li and Braun (2003) improved the statistical AFDD method proposed
by Rossi and Braun (1997) by simplifying the fault detection and diagnosis classifiers, resulting in a more robust
classifier with low sensitivity to typical variables. Two simple and low-cost AFDD methods were also presented by
Chen and Braun (2001), to diagnose seven faults for rooftop air-conditioners, and only temperature and relative
humidity sensors were used. Armstrong et al. (2004) incorporated a low-cost non-intrusive load monitoring (NILM)
method in AFDD, using electrical signals as an input, in contrast to approaches that use thermo-fluid analysis. The
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application of AFDD methods has further been extended to virtual sensors, and by decoupling faults and features,
diagnosis of multiple simultaneous faults is possible (Li and Braun, 2007a, b).
Data-driven approaches to AFDD can take advantage of data-rich scenarios, allowing less reliance on development of
heuristics and physics-based models. A common goal in development of data-driven approaches is reduction of
engineering effort for individual systems. Recent developments in the area of data science have facilitated research
that applies these developments to AFDD on HVAC systems. Turner et al. (2017) developed a system identification
model for residential HVAC systems using HVAC performance data generated by simulation. In their approach,
recursive least-squares based algorithms were used, and time-varying ARX and ARMAX models were formulated to
detect faults related to heating, cooling, and ventilation of residences. Bode et al. (2020) compared seven machine
learning models built on collected laboratory data, and they found that all seven models had good diagnostic
performance, though it was unclear if the models could be used in a different system. Ebrahimifakhar et al. (2020)
also investigated the effectiveness of statistical machine learning models for classifying common RTU faults using
validated simulation data, finding that the SVM classifier performed the best of all the methods they investigated. A
deep learning-based AFDD approach was also explored by Sun et al. (2019), and in their work a convolutional
sequence was combined with a one-dimensional CNN to diagnose three faults in air source heat pumps.
Fault features are the variables that are input to an AFDD method, and they normally are either direct measurements,
or are derived from measurements. A major challenge in the implementation of AFDD schemes in the field is the cost
and availability of sensors (Rogers et al., 2019). Since features are limited by the sensors installed in the equipment,
selection of features is a key element in the successful implementation of AFDD in the field. Several rule-based
methods have been evaluated based upon feature selection, and some were improved by reducing the number of
features or deriving other features (Chen and Braun, 2001; Li and Braun, 2007b). Preliminary assessments of the
potential of data-driven AFDD approaches were conducted for air-cooled air-conditioning systems (Bode et al., 2020;
Ebrahimifakhar et al., 2020), with mixed results. In the current paper, we test the effectiveness of machine learning
methods to classify faults in split systems, and investigate accuracy impacts from the reduction and selection of
features. We propose a machine learning-based AFDD approach coupled with sequential backward selection (SBS),
and demonstrate the effectiveness of the approach. Several statistical measures are calculated, including precision,
recall, and F1 scores, to analyze the classification performance with respect to faults and no-fault cases.

2. METHODOLOGY
2.1 Data Preparation and System Description

Data-driven AFDD requires large amounts of experimental data that incorporate as many anomalous operating
conditions as possible to train the models. It is, however, impractical to generate such data experimentally, due to the
cost and time required to impose so many fault conditions and operating conditions during laboratory tests
(Ebrahimifakhar et al., 2021). Therefore, this study utilizes the high-fidelity simulation data generated by Cheung and
Braun (2013a, b), which was a result of a gray-box model developed to simulate anomalous and normal operation of
a vapor compression air-conditioning system. The generated data has been validated for evaluating several fault
detection and diagnosis protocols (Yuill and Braun, 2013; Yuill et al., 2014). Simulations were performed for seven
fault types: undercharge (UC), liquid-line restrictions (LL), evaporator airflow reduction (EA), compressor valve
leakage (VL), non-condensable gas (NC), overcharge (OC), and condenser airflow reduction (CA). Each type of fault
was imposed in varying intensities, and at each intensity the operating conditions (outdoor dry-bulb temperature and
indoor humidity and dry bulb temperature) were varied. Details for the operating conditions and fault intensity
definitions and levels for each fault can be found in Yuill et al. (2014) and Ebrahimifakhar et al. (2021).
This work used a simulated split system air-conditioner with R410A, a scroll compressor, thermostatic expansion
valve (TXV), and rated cooling capacity of 8.8 kW. Table 1 presents the fifteen input variables in the data set, along
with the descriptive statistics mean, µ, and standard deviation, σ. A total of 1516 samples are included in the data, and
Table 2 shows the population of each fault class, which includes seven faults and no-fault conditions (NoF). In this
data set, UC faults account for the largest proportion of the data, whereas no-fault conditions comprise the smallest
proportion.
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Table 1: Descriptive statistics for all input variables
Statistics
μ
σ
Statistics
μ
σ

TRA
(°C)
25.1
2.98
Tsuc
(°C)
20.7
4.26

WBRA
(°C)
17.8
4.33
Pdischg
(kPa)
2671
553.5

TSA
(°C)
14.3
3.95
Tdischg
(°C)
76.8
18.1

WBSA
(°C)
12.2
4.99
Tair,ce
(°C)
40.8
9.22

Tamb
(°C)
31.9
9.04
Tsat,e
(°C)
8.71
3.67

PLL
(kPa)
1487.3
552.4
Tsat,c
(°C)
42.4
8.97

TLL
(°C)
35.2
9.75
Power
(W)
2659
684.1

Psuc
(kPa)
1049
110.5

Table 2: Population of each fault class and the no-fault class in the data set
UC
538

LL
194

EA
191

VL
177

NC
147

OC
133

CA
88

NoF
48

2.2 SVM Classifier Combined with Sequential Backward Selection

The support vector machine (SVM) algorithm was used in this study to construct fault diagnosis classifiers for the
split system. SVM is widely used for pattern recognition and solving non-linear problems (Vapnik, 1999). In SVM,
the nonlinear information is extracted from input variables through the transformation of these variables into a highdimensional feature space. Within this feature space, the different classes are separated by optimal hyperplanes.
Various studies have demonstrated the capability of SVM classifiers in diagnosing faults in HVAC systems
(Ebrahimifakhar et al., 2020; Han et al., 2011; Liang and Du, 2007; Mulumba et al., 2015; Sun et al., 2016; Yan et
al., 2018b).
Typically, the SVM classifier is used as a binary classifier for two category problems. In the present study, however,
several classes were involved, so a multi-class SVM should be used instead of a binary one. To build a multi-class
SVM classifier, a one-against-all scheme was applied (Liu and Zheng, 2005). For mapping input variables to a high
dimensional space, the radial basis kernel function (RBF) was employed. SVM classifiers are sensitive to parameters
such as the penalty parameter C and kernel width g. As a result, during the modeling process of each classifier, these
two parameters were tuned using an algorithm called random search. The range of searching values for parameter C
is 1 to 108, while the range of searching values for parameter g is 10-7 to 1.
With the SVM classifier, feature selection was applied to the input variables used for training the model. In AFDD
applications for HVAC systems, feature reduction is commonly used to simplify the resulting model (Guo et al., 2018;
Han et al., 2011; Sun et al., 2016; Yan et al., 2018a, b). Feature selection methods can be divided into two categories:
a wrapper approach and a filter approach (Yan et al., 2018b). In the filter approach, performance metrics are used for
evaluating performance, and they are independent of the machine learning algorithm used for selecting important
features, whereas in the wrapper approach, the machine learning algorithm is used in the selection process. To search
for the optimal subset of features for the SVM classifier, the sequential backward selection (SBS) method, which is a
wrapper approach, was utilized in this study. Sequential backward selection is an algorithm that is intended to find a
suboptimal subset of features by avoiding looping over all combinations of each feature. By using this heuristic
selection method, the worst feature will be removed from the set recursively until a predefined number of features is
reached in the set of remaining features.
A central component of this study is to investigate the impact of feature selection on fault diagnostic performance.
Therefore, three classifiers were built with different sets of features, in which classifier one was built based on the
features selected by SBS, classifier two was built using all 15 features, and classifier three was built using the features
that are most easily available in practical deployment. For example, pressure and humidity measurements are
considered more difficult to obtain than temperature measurements.
The three classifiers were trained and tested on two sets of data, where the training set comprised 70% of the data and
the test set 30%. When splitting the data set, stratified sampling was used to preserve the distribution of faulty and nofault classes. To prevent features with large scales from dominating the training process, all features were scaled to
have a standard deviation of 1 and a mean of 0. To assess the model's performance during the training process, the 10-
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fold cross-validation method was used to obtain a classifier with low bias and variance (Gareth et al., 2013).

2.3 Evaluation Metrics

F1 score and balanced accuracy were used to evaluate the performance of the AFDD classifiers. Precision and recall
are required to calculate the F1 score, and can be determined easily from a confusion matrix. Equations for calculating
the F1 score, precision, and recall are expressed in eq. (1) – (3), using abbreviations for true positive (TP), false
positive (FP), and false negative (FN). In terms of balanced accuracy, it is computed by averaging the recall of each
class, as shown in eq. (4), where N is the total class number.

F1= 2 ⋅

precision ⋅ recall

(1)

precision + recall

precision =
recall =

TP

(2)

TP + FP
TP

(3)

TP + FN
N

Balanced Accuracy =

∑ recall

n

n =1

(4)

N

3. RESULTS AND DISCUSSION
In this work, three classifiers were built to conduct fault detection and diagnosis on the split system data obtained from
the high-fidelity simulation. After performing the sequential feature selection process, 10 out of 15 features were
chosen to form the optimal feature subset based on the CV score generated as part of the SBS process. Table 3 lists
the 10 features selected by SBS, and Figure 1 shows how the CV balanced accuracy varies as the number of features
increased. As shown in the figure, for SVM classifier, the cross-validation accuracy reaches its highest level of 99.84%
when using the optimal feature subset as compared to 99.43% when using all 15 features. The accuracy rate curve
exhibits a fast growth when the number of features is below seven; however, when the number keeps increasing, the
curve flattens out. This also indicates that when removing few features, the model can still achieve good performance
in terms of balanced accuracy.

Figure 1: CV score as a function of the number of features
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Table 3: Summary of feature subset chosen by SBS and real-world availability
Selection
Method
SBS
Manual
selection
Selection
Method
SBS
Manual
selection

TRA
(°C)

WBRA
(°C)
√

√
Tsuc
(°C)
√
√

TSA
(°C)
√

WBSA
(°C)
√

√
Pdischg
(kPa)
√

Tamb
(°C)
√

PLL
(kPa)
√

√

TLL
(°C)

Psuc
(kPa)

√

Tdischg
(°C)
√

Tair,ce
(°C)
√

Tsat,e
(°C)
√

Tsat,c
(°C)

Power
(W)

√

√

√

√

√

Figure 2 shows the test balanced accuracy for each of the classifiers. As seen in the figure, the highest prediction
accuracy is achieved by the SVM classifier using all the features contained in the data, which is 98.85%. When using
the selected features, the classifier performed well with a balanced prediction accuracy of 97.22%, showing a slight
drop compared to the previous model.

Figure 2: Test balanced accuracy as the number of features varies
Figure 3 shows two confusion matrices, each corresponding to a feature set used in the modeling process. The
annotation in each cell of the confusion matrix is the percentage of fault cases diagnosed by the classifier. Fig. 3 (a)
shows that 4% of CA faults, 2% of EA faults, and 2% of OC faults were misclassified with classifier one; from Fig. 3
(b), it can be observed that 7% of CA faults were misclassified as OC faults, and 2% of EA faults was missed from
diagnosis with classifier two. Figure 4 illustrates the F1 scores calculated to further depict each classifier's fault
diagnosis performance on each fault class. Results show that both classifiers gave the best performance on UC and
VL faults, with a score of 1 for both faults, indicating that all cases of these faults were correctly diagnosed. The F1
scores also show that these two classifiers provided the same performance for diagnosing EA and OC faults for the
system. In comparison to using all input variables, the classifier using the selected features from SBS performed worse
when diagnosing LL and NC faults, but better fault diagnosis performance for CA faults. On the no-fault cases, the
classifier using all features has no false alarms, whereas when using only selected features, 14% of no-fault cases were
flagged as LL faults.
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(a) 10 selected features by SBS

(b) 15 features

Figure 3: Confusion matrix for SVM classifier using (a) 10 selected features by SBS; (b)
15 features

Figure 4: F1 score for each class with respect to the classifier with 10 selected
feature (SBS) and 15 features
The input variables that appear in the simulation data make it possible to establish a high-performance AFDD classifier,
but in the real world, not all features are equally available. In this regard, we are interested in leveraging the sensors
that are low cost, such as temperature sensors, and avoiding sensors that add risk, such as pressure sensors that
introduce a potential leak point, to develop an AFDD classifier. To compare the effect of reducing the features on the
AFDD performance, we also limited the number of features to 10, which is the same as the size of the reduced feature
subset that resulted from SBS. As a result, nine temperature and one power features for training classifier three were
manually selected, and they are summarized in Table 3. Similar to the analysis presented above, confusion matrix and
F1 scores were used to evaluate the resulting SVM classifier.
Figure 5 shows the confusion matrix and the F1 score for all fault classes and the no-fault class for this classifier. The
F1 score for each fault class shows that the classifier is still able to diagnose NC, UC, and VL faults correctly when
using the manually selected feature set. For CA, EA, and OC faults, the classifier gave similar results to the two
classifiers discussed above, with scores of 0.9811, 0.9735, and 0.9877, respectively. Compared to the two previously
trained models, this classifier has a poorer performance for LL fault diagnosis, resulting in an F1 score of 0.9231. For
false alarms and missed detections, the confusion matrix reveals that both rates increase, resulting in a decreased F1
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score of 0.7143 for NoF class. As for the prediction balanced accuracy on the test set, this classifier still achieved the
rate of 94.66%, as shown in Fig. 2, showing an acceptable classification performance on the faults in the system.

(a) Confusion matrix

(b) F1 score

Figure 5: Performance of the FDD classifier using 10 manually chosen features demonstrated by (a)
confusion matrix; and (b) F1 score
For AFDD purposes, the goal is for the machine learning models to produce more accurate diagnoses for common
faults than existing and widely used FDD methods. For comparison, Figure 6 shows confusion matrices representing
the performance of RCA 2008 and RCA 2013. These protocols have been widely used, and were adopted into
California’s Title 24 Building Code in 2008 and 2013. Their purpose is to diagnose UC, OC, and EA faults. The
performance in Figure 6 comes from an evaluation by Yuill (2014), which used the same input data as the current
paper, so that the results are directly comparable with Figure 5. Fig. 6 (a) shows that EA, UC and OC – the faults RCA
is intended to diagnose – have accuracies of 40-64%. The important class of unfaulted cases has 46% accuracy. Of
course, all other faults types are misdiagnosed. The 2013 version, in Fig. 6 (b) has similar results. The machine learning
classifier developed in the current study has significantly better performance in all fault classes than either of the RCA
approaches. However, Yuill (2014) noted that the RCA protocols were not the best, nor the worst, of the widely used
FDD approaches that they studied.

(a) RCA 2008

(b) RCA 2013

Figure 6: FDD performance of RCA protocols expressed in confusion matrices
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Although the classifiers established in this study can provide greater accuracy of fault diagnosis in residential airconditioners compared to a widely used FDD protocol, the classifiers’ performance still has a shortcoming when
classifying no-fault cases. This may be caused by the imbalanced data set. In practical application of AFDD, a missed
detection is not particularly harmful, but a false alarm (classifying the no-fault condition as faulted) is a serious error,
because it could result in an unnecessary service visit. It is unfortunate, therefore, that this is the most common
misclassification. But this is not likely to be an insurmountable problem, because future work could address the
imbalanced data set, and potentially could look at classifying low-intensity faults – which may be worth tolerating
because of their low impact – as fault-free during the training of classifiers, so that the false alarm rate is reduced.

4. CONCLUSIONS
In this study, seven faults for split systems were diagnosed using a machine learning-based FDD approach. This study
examines how the reduced number of features may affect the performance of the data-driven model. In total, three
classification models were built, including one that used all features, one that used the optimal features that were
selected by sequential backward selection (SBS), and another that used manually selected features. A comparison of
the performance of the three classifiers has been conducted, and results show that the prediction balanced accuracy of
the SVM classifier when trained with 10 features selected by SBS is 97.22%, which is only slightly lower than that
when using all 15 features. The classifier that used nine temperature features and one power feature still performed
well in terms of prediction balanced accuracy, with a value of 94.66%.
The three classifiers share similarities in diagnosing some faults, whereas the fault diagnosis performance for no-fault
conditions varies the most. Among the classifiers discussed in this work, all were able to classify each case of UC,
VL, and NC faults. For CA and EA faults, the three classifiers all give high classification accuracy; for LL faults,
classifier one and classifier two give higher diagnosis performance, while for OC faults, classifier two and classifier
three perform better in terms of F1 score. For the no-fault conditions, the classifier that used manually chosen variables
gives worse performance, with increases in both false alarm and missed detection rates.
The machine-learning based approach utilizing fewer features can obtain satisfactory performance in diagnosing faults
for the split system, and this can greatly reduce the sensor cost for AFDD implementation. Although the results of this
work suggest that a machine learning-based AFDD method has potential to give acceptable diagnostic accuracy,
further work is still required before this method can be considered feasible for deployment. For example, the issue of
poor performance for no-fault cases and the potential to decrease sensitivity of the AFDD to low-impact faults should
be examined. For machine learning-based AFDD to compare favorably with traditional approaches, it also should be
tested to see whether there is potential to train the classifier on one system, and apply it to a different system.

NOMENCLATURE
AFDD
ARMAX
ARX
C
CA
CV
CNN
EA
FN
FP
g
HVAC
LL
N
NC
NILM
NoF
OC

automated fault detection and diagnosis
autoregressive moving average with exogenous input
autoregressive with exogenous input
penalty parameter for support vector machine
condenser fouling
cross-validation
convolution neural network
evaporator fouling
false negative
false positive
kernel width parameter
heating, ventilation, and air-conditioning
liquid-line restriction
count of total class number
non-condensable gas
non-intrusive load monitoring
no fault
refrigerant overcharge
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P
Power
RBF
RTU
SBS
SVM
T
TP
TXV
UC
VL
WB

pressure
electrical power
radial basis kernel function
rooftop unit
sequential backward selection
support vector machine
dry-bulb temperature
true positive
thermostatic expansion valve
refrigerant overcharge
compressor valve leakage
wet-bulb temperature

Subscript
air
amb
c
ce
dischg
e

air
ambient
condenser
condenser exit
discharge
evaporator

Greek Symbols
μ
σ

mean
standard deviation

LL
RA
SA
sat
suc

liquid line
return air
supply air
saturation
suction
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