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Abstract
Resource planning at urban scale has received significant scrutiny in recent years. What
has been paid less attention is whether existing tools such as optimization models can
play a role in helping with this planning. The reason for the historical lack of interest
is argued as due to both insufficient computing capability and practical modelling diffi-
culties. The proposition put forward here is that optimization software can work with
large distributed systems associated with urban resources. Resources considered include
inter alia capital, employees, and technologies. To help support the contention, a mixed
integer linear program and a nonlinear program have been formulated and tested.
RESCOM and LAPM are optimization models developed in this research to make de-
cisions on urban scale at the concept stage of design. The focus is on residential energy
retrofits and workforce allocation for technology deployment respectively. Solutions are
described to the problems encountered. Obstacles include use of available data, mod-
elling interventions in a computationally efficient manner, and modelling thermal energy
requirements as dependent on both temperature and thermal transmittance. Real world
case studies in the London Borough of Haringey demonstrate the functionalities of the
models. It is proposed that it is the structure rather than the objective function’s value
which should be analysed. Three methods are employed to test the resilience of solu-
tion structures as follows: i) scenario analysis, ii) generation of near-optimal solution
alternatives, and iii) uncertainty analysis.
The detailed analysis of the results is an important — but often omitted — step yielding
interesting findings. Yet the insights must be considered with respect to the scope
and assumptions within the models. Notwithstanding, RESCOM and LAPM carefully
combine modern developments in the literature with practical real-world constraints
to provide novel contributions to existing knowledge. The hypothesis put forward as
a result of the research described in this work is that optimization software can be
successfully employed for modelling resources planning at the large scale.
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Chapter 1
Introduction
1.1 Introduction
Residents of urban areas depend upon energy systems for the delivery of their services,
such as heating, cooling, and communications (Rutter and Keirstead, 2012). As countries
become increasingly urbanized (Grubler and Schulz, 2013) and as these areas become
more complex due to the rising number of interacting agents and systems (Batty, 2009),
there is a need to make smarter use of resources (Weisz and Steinberger, 2010). In the
context of urban energy systems, smarter implies more efficient — which in turn calls
for long term planning (Mirakyan and De Guio, 2013). Hence, the need often arises for
decision makers to decide upon an optimal strategy going forward. Typically, the key
decisions are to be made on allocation of resources. Resources could mean for example
human resources, financial capital, and energy conversion technologies. A mathematical
model may be prescribed for such a purpose (Urban, 1974). Methods of calculating
the best allocation of resources have formed the subject of many previous publications
(Hall, 1997); however there has been a limited number of optimization-based approaches
applied to large scale urban systems (Keirstead et al., 2012; Othman et al., 2012). The
purpose of this thesis is to determine whether or not modern optimizers have the capacity
for dealing with urban scale resource planning.
Optimizers are solution algorithms for providing a globally optimal answer to a given
problem described by an optimization model. This research project is about develop-
ing optimization models and interrogating their capabilities for dealing with large scale
problems. Optimization is chosen as the tool under investigation primarily because it is
a well-established field (see Dantzig (1963) for a description of the fundamental ideas).
Decades of progress have been made in diverse disciplines; for instance by means of
direct applications in engineering (Bixby, 2002; Reklaitis et al., 2006) and operations
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research (Taha, 1982), and through significant achievements in mathematical program-
ming theory (Minoux, 1986; Nemhauser and Wolsey, 1999; Bertsekas, 1999). Likewise,
considerable progress has been made on computer software and hardware (Martin, 1977;
Bertsimas and Tsitsiklis, 1997; Rojas and Hashagen, 2002; Kallrath, 2004). Start of the
art optimization algorithms are powerful tools. However, scant attention has been paid
to two specific problems, determined by the author during the course of a literature
review (see Chapter 2): large scale optimization modelling for strategic decisions on
allocations of resources to residential energy system retrofits and workforce planning in
new technology deployment. This lack of attention provides a rationale for the con-
struction of two optimization models. The systems under study are described in more
detail in the following chapters. Certain aspects of these or equivalent systems have been
treated by Weber and Shah (2011); Samsatli and Jennings (2013); Voll et al. (2013) for
residential energy systems and by Hanssmann and Hess (1960); Ebert (1976); Gagnon
and Sheu (2000) for workforce planning, but for clarity the author develops the mod-
els ab initio in Chapter 3. The specific objectives of this modelling research are now
described.
1.2 Objectives
The hypothesis to be proven is that models built and solved using optimization software
can deal with large scale resources planning. Two models are to be constructed by the
author to help show the hypothesis is true. The two resource planning problems being
modelled are as follows: (i) to optimize the number and type of workforce for a utility
supplier when deploying a new set of technologies in place of existing technologies, and
(ii) to determine the optimal arrangement of new and existing technologies in residential
energy systems for the audience of a local authority.
Modern commercially available optimizers are to be employed for providing solutions to
these models. The class of optimization models will be mixed integer linear programs
(MILPs) and nonlinear programs (NLPs). A mono-objective function will be employed,
under the assumption that there is a single decision maker for the system being studied.
The models will contain multiple annual time periods, because the impression of the
author from the literature is that strategic planning requires long term planning — i.e.
plans over the course of years, if not decades. Finally, the models will contain many
thousands of variables to ensure that the models really are modelling large scale systems.
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1.3 Contributions
The research undertaken by the author provides three primary contributions to existing
knowledge in the respective fields, as follows:
• Production of a holistic large scale urban energy model for residential energy sys-
tems: Residential Energy System Concept Stage Optimization Model (RESCOM).
• Construction of a workforce planning model integrating important details such
as overtime, the learning curve, and travelling time: Learning in the Aggregate
Planning Model (LAPM) for Utility Suppliers.
• Application of both models to large scale real world case studies based upon the
London Borough of Haringey.
The case studies are used to test whether optimization software can deal with large
systems. Based upon the discussion and results shown in subsequent chapters, the
overarching hypothesis can be said to be true. Two models supply innovative extensions
to existing work. Robust formulations are provided to advance the state of knowledge
on these specific types of optimization models. MILPs and NLPs are shown to be useful
for applying to large scale retrofit programs for residential energy systems and workforce
allocation for utility supplies in new technology rollout respectively. However, caution
should be used when interpreting the modelling outputs on account of both the scope
and the assumptions within these models. Further work is required on certain aspects
of both LAPM and RESCOM. Nevertheless, the solid modelling details and practical
considerations contained within these models permits the author to defend the research
as a novel contribution building upon existing work.
1.4 Structure of the thesis
The structure of the thesis contains the following main components:
Background Chapter 2 describes the rationale for undertaking this research in the
context of existing work.
Method The two models are developed and described in Chapter 3.
Results Chapters 4 & 5 contain the results of the optimization model runs.
Discussion A critical and analytic discussion of the modelling outcomes is given in
Chapter 6.
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Conclusions The conclusions of this research and suggested future work are summa-
rized in Chapter 7.
Appendices Details of the algorithms employed to solve the optimization models are
given in Appendix A. The input data for the case study are provided in Ap-
pendix B, prior to the listing of the nomenclature in Appendix C.
Chapter 2
Background
This chapter presents a review of previous work from which two major research objectives
are derived. The first purpose of the research is to test whether optimisation software can
deal with large systems, while the second purpose is to inform on what insights could be
gained from an optimization-based analysis. For the former purpose, two optimization
models have been built, integrating most recent developments from the literature and
adding sound formulations where needed to allow for computational efficiency and use
of available data. The overarching question is whether or not optimization software can
be used to model the retrofitting of technologies at the large scale.
Urban scale resources planning is considered a suitable topic because it is relatively top-
ical (e.g. beyond the context provided in Chapter 1 also see reviews by Keirstead et al.
(2012) and Othman et al. (2012)), and because urban areas usually contain many inter-
acting systems (Grubler, 2012) which allows for large scale models to be constructed.
Resources planning is defined here as the provision of a schedule and arrangement of re-
sources, where resources include inter alia capital, employees, and technologies, towards
meeting a given objective. Optimization methods have not received much practical ap-
plication in urban scale resources planning mainly due to difficulties in modelling and
the required computational effort. Later in this chapter a literature review is provided
for urban energy models with a focus on residential energy systems and for workforce
planning models for large scale technology deployment. Residential energy models and
workforce planning models have been chosen on account of their potential tractabil-
ity, as measured by the large number of recent optimization modelling publications in
each respective field — for workforce optimization (Gagnon and Sheu, 2003; Song and
Huang, 2008; Stolletz, 2010; Corominas et al., 2012) and residential system optimiza-
tion (Gustafsson and Karlsson, 1989a; Bojic et al., 2000; Manfren et al., 2011; Barbieri
et al., 2012), as well as the still considerable technical challenges faced in building sound
5
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formulations, as detailed below. The thesis thus addresses two very different aspects of
resource planning problems at the urban scale. Before these two different aspects are
introduced and linked, a brief introduction to optimization modelling is given.
2.1 Optimization models
In the general sense, a model is built for the end-goal of helping to describe a situation
in the real-world (Gowers, 2002). Mathematical models allow experimentation which
may be too costly or risky to try out in practical terms (Williams, 1999). Given the
scale of cities and the interconnected energy systems existing within them (Rutter and
Keirstead, 2012), this is particularly true when considering urban systems. Note that in
this research a system is considered to be a set of interconnected parts which interact
with one another, often having qualities not present in any of the parts themselves
(Elliott and Deasley, 2007). The scale of an urban area does not have a strict definition
(Keirstead et al., 2012), and even the United Nations does not have a strict boundary
for demarcating a city (Buettner, 2007), however in this work ‘large scale’ is defined at
scale of hundreds of thousands of residents (in the case study presented in Appendix B,
approximately 250,000 residents live in an area measuring just under 30 km2). Significant
migration of residents in and out of urban areas tends to occur over the time period of
years and decades (Grimm et al., 2000; UN, 2012), and such a long time period may
be considered a strategic timeline rather than tactical or operational (Kirkwood, 1990;
Healey, 2007). Strategic time horizons are typically considered to be over the course of
years, e.g. for business plans (Das, 1991) or for logistics networks (Schmidt and Wilhelm,
2000). Thus, modelling urban areas implies large scale strategic problems.
The problems under investigation are abstracted into an algebraic modelling language
and solved using commercial optimizers. Optimizers are defined in this thesis as pack-
aged software that includes both pre-solve processors and solution algorithms for tradi-
tional optimization classes. In the literature review, the scope of optimization is primar-
ily limited to traditional mathematical programming models: linear programming (LP),
quadratic programming (QP), nonlinear programming (NLP), mixed integer linear pro-
gramming (MILP), and mixed integer nonlinear programming (MINLP). Furthermore,
when first used by the operations research community, mathematical programming con-
veyed the idea of providing a schedule (Saunders, 2012). In essence, optimizers find the
best value for a set of variables subject to a set of constraints and bounds. The field of
optimization is well established, having been popularized in the early 1960s by Dantzig
(1963) and others. Various classes of optimization problem exist, but the two classes
under consideration in this thesis are MILPs and NLPs. The benefits of optimization
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are thought to include (von Neumann and Morgenstern, 1944; Dantzig, 1963; Moore,
1968; Williams, 1999; 2009):
• A clear formulation of the concepts and problems,
• the production of specified objectives,
• quantitative analysis of the structure of the system under study, and
• assessment of alternative decisions and strategies.
While the drawbacks of optimization include:
• Only certain classes of problem have globally optimal solutions that are relatively
easy to compute (e.g. LP, MILP, well bounded NLP),
• logical constraints have no unique formulation, and no analytical solution, and
• linear deductive models do not allow for nonlinear feedback loops.
Here, the MILP and NLP classes of program are applied to large scale problems, i.e. those
in which m and n are several thousand (Murtagh and Saunders, 2003), where m is the
number of constraints and n is the number of variables. The degree of freedom is equal
to n−m. Problems with a large degree of freedom are quite well suited to optimization
models because modern optimizers allow for efficient iterative computations — see Rojas
and Hashagen (2002) for a history of electronic digital computers and Appendix B for
details of NLP and MILP solution algorithms. With this background on optimization
modelling in place, the following section offers a short explanation of the linkage between
building energy modelling and workforce allocation.
2.2 Residential energy systems and workforce planning
Residential energy systems and workforce planning are not obviously related to one
another. However, one can link together the specific instances of optimization of exist-
ing residential energy systems and optimization of workforce allocation for large scale
technology deployment, because both of these types of optimization models are built
for the end-goal of retrofitting technologies in an efficient manner. On the one hand,
with regard to technology deployment workforce models, of concern is to obtain a cost
optimized workforce while meeting a technology installation target. On the other hand,
residential energy models usually are formulated to find the best arrangement of tech-
nologies to reduce operating and investment costs while meeting the energy demands
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of residents. Aside from their shared focus on retrofitting technologies in urban areas,
both models are normally presented as multi-period and strategic. In synopsis, it is
offered here that the two topics can be tied together because they deal with large scale
retrofit of technologies, and because the resulting optimization models are multi-period
and strategic by intent. Specific references from the literature in section 2.3 support this
claim.
2.3 Background to optimization of resources at urban scale
2.3.1 Previous work on residential energy systems
The general characteristics of residential energy system optimization models are pre-
sented in this section. Also supplied are recent developments in the literature and the
current gaps in knowledge. Common to all models of residential energy systems at the
large scale is a representation of the supply of, demand for, and transfer of energy within
the modelled system. The typical problem defined in these studies is, for an exogenously
specified pattern of energy demand, to determine the best combinations of technologies
and operating patterns to meet the objective function subject to certain constraints
(Keirstead et al., 2012).
The “supply side” of the system includes energy conversion technologies (Voll et al.,
2012), while the “demand side” includes technologies that reduce/increase the demand
for energy. The resources are typically denoted by state variables which can only be
transformed from one state into another by means of a task/process (Groscurth et al.,
1995; Samsatli and Jennings, 2013). Event variables are decision variables (Williams,
1999) that can change the value of a state variable. Take the example of energy conver-
sion technologies. The existing number of technologies (the ‘state’) can only be changed
by investment in a new technology (signified by an ‘event’): with the number of in-
cumbent technologies reduced by new technologies replacing them. Strictly speaking,
conversion technologies and the processes therein are modelled as ‘black-boxes’ — e.g.
often the conversion of natural gas to heat in a natural gas boiler is modelled using a
constant efficiency, in essence ignoring the chemical reactions taking place within the
casing.
As well as the supply and the demand side of a residential energy system, normally the
transfer of resources within the system is modelled using a representation of a network
(e.g. by employing arcs and nodes (Bertsekas, 1998)). For the most part, this involves
modelling the relationships important to the energy carriers — e.g. within gas networks,
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electricity networks, and/or district heating networks. The combination of supply, de-
mand, and transfer of energy provides many research challenges on providing cohesive
formulations. However, great strides in progress have been made to optimization models
of residential energy systems in recent years. An attempt is made here to catalogue such
improvements.
Gustafsson et al. (1987) are the first identified authors to apply optimization techniques
to planning retrofits of residential energy systems. They assess the impact of district
heating rates on the capital, installation and operational costs of retrofit strategies
for multi-family buildings. Gustafsson and Karlsson (1989a) uses objective functions
that minimize these costs for a range of retrofit measures, generally with case stud-
ies of multi-family buildings in Sweden (Gustafsson and Karlsson, 1989b; Gustafsson,
1992; 1998), although also for insulation interventions (Gustafsson, 2000a), fenestration
retrofits (Gustafsson, 2001), and more recently for domestic hot water and space heat-
ing refurbishment of a block of flats (Gustafsson and Ronnqvist, 2008). These papers
make use of MILP models. Henning (1998) cites Gustafsson’s earlier work (Gustafsson,
1992) in his development of the MODEST energy model. This is a LP tool for utility
companies seeking to minimize the investment costs of upgrading community scale en-
ergy systems. This work is followed by the presentation of a LP model using factorial
design for sensitivity analyses of investment decisions in a district heating system with
an associated combined heat and power (CHP) plant (Sundberg and Karlsson, 2000).
A trend can be distinguished within optimization modelling whereby static programming
models in the early 1990s are increasingly superceded by temporally dynamic models
in the late 1990s — i.e. ‘snap-shot’ models evolving into multi-period models. Static
in this sense implies single-period. This can be seen in the comparison between the
static models applied to a district heating network in Italy (Adamo et al., 1997) and
to a district supply system in Germany (Bruckner et al., 1997), against the optimized
design with annual time periods for the addition of solar heating systems to residences
in Germany (Lindenberger, 2000), as upgraded from an earlier static optimization model
(Benonysson et al., 1995). Manfren et al. (2011) provides a more detailed review in the
context of distributed generation on the optimization model decco, as well as the models
DER-CAM and EnergyPLAN.
In the last decade the tendency appears to be towards modelling energy systems at
increasing levels of detail, but at varying scale, for example focusing on: municipal
energy systems for an area of 42 km2 (Rolfsman, 2004), urban energy systems within
a 4 km2 zone (Sugihara et al., 2004), half of Geneva’s 16 km2 (Girardin et al., 2010),
and industrial energy supply systems with a floorspace of 0.04 km2 (Voll et al., 2012).
While the areas under investigation have varied in size, the modelling and analysis have
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become increasingly rigorous. Yokoyama et al. (2002) presented a sophisticated large
scale MILP with binary variables employed both to select energy conversion technologies
and to signify their on/off operating status. Pelet et al. (2005) provided empirical
thermodynamic and costing models for various energy conversion technologies. Weber
and Shah (2011) offered the use of an energy cascade for ensuring that heat is supplied to
a heating distribution network at the required temperature level. In the above research,
the level of technical detail in modelling energy systems appears to be constrained by the
spatial scale of the system under study. Larger areas of study may imply fewer technical
details. This is not a new insight and has been noted before, for instance in the context
of electricity transmission planning (Latorre et al., 2003). Though when considering the
level of modelling detail, perhaps of more importance than the size of geographical area
under study is the purpose for which the model is designed (Hoffman and Wood, 1976).
The level of detail required in a model should be a function of the purpose of the model.
And the objective of the model relates directly to the stage of (engineering) design that
the model is intended to inform. The process of designing energy systems and networks
is recognised by professional bodies (CIBSE, 2008; Lewis, 2004) and academics (Fran-
gopoulos et al., 2002; Fabrizio et al., 2010) alike as being formed of two distinct but
connected stages: i) the conceptual or scoping stage of design, and ii) the detailed or
technical stage. Studies intended to inform the technical stage of design may include
the level of detail exhibited in the stationary gas network MILP developed by Martin
et al. (2006). The valves, compressors, and pipes are modelled using physical relation-
ships. For example, the physics of gas flowing through a pipe is represented using a
linearized version of partial differential equations representing the continuity equation
and the momentum equation. In contrast, the LP model MODEST is employed for
modelling district heating systems at an earlier stage of design for the city of Uppsala,
Sweden (Aberg et al., 2012). Fixed parameters are employed for the majority of network
relations, for instance a fixed ratio is used to determine the loss of heat from the district
heating network. The agents for these two models are different — the former’s audience
is likely to be engineers in the technical design stage, while MODEST is likely aimed
at the decision makers who can influence investment in district heating in urban areas.
Similarly, the timelines are different. The model of Martin et al. (2006) could be said to
be at an operational timeline (static), while MODEST deals with more strategic time
periods (years and decades). Indeed, Martin et al. (2006) note that as a result of the
number of nonlinear functions, in combination with possible combinatorial issues caused
by integer logical constraints, the resulting time dependent MINLP is far from tractable:
resulting in a static model. Given this context on the details and audiences for models
at different stages of design, gaps in knowledge for conceptual stage optimization models
of residential energy models at the large scale are now sketched.
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Regarding the representation of time, there are few, if any, models incorporating multi-
year time periods alongside representation of dynamic daily energy demand. Energy
demand is typically modelled as a parameter — for instance using kWh / m2 of floor
area to produce energy demand profiles (Weber and Shah, 2011; Girardin et al., 2010).
The demand side is rarely modelled as a variable in these models. Gustafsson (2000b) is
one of the few studies to allow for changes to the thermal transmittance of a residential
building element. In their study, the heat transferred through existing walls may be
reduced by the addition of extra mineral wool insulation. Difs et al. (2010) also em-
ploys this approach to modelling variable energy demand. However, neither study allows
for other insulation interventions; nor are other building elements included (e.g. roofs
and windows). Furthermore, the majority of studies do not take into account the sea-
sonal impact of the difference between external air temperature and internal operative
temperature on heat loss. For instance, Bojic´ and Cˇubrovic´ (2010) model a constant
temperature difference when calculating the the heat loss of buildings.
Also, optimization models do not always account for the on-site temperature differences
when modelling renewable distributed supply side technologies. The efficiency of so-
lar thermal collectors and the coefficient of performance (COP) of ground source heat
pumps (GSHPs) both are a function of local temperatures: external air temperatures
and soil temperatures respectively (e.g. see Shimoda et al. (2010) and Staffell et al.
(2012)). Providing the relevant temperature difference of the urban area in question
would likely provide a more accurate description of these real-world parameters than
would using constant values from the literature for efficiency and COP. A possible alter-
native approach to using local temperatures is to employ empirical relationships derived
from equipment data, for example the relationship between COP and load factor (Ooka
and Komamura, 2009). Alongside the representation of local temperature differences
when modelling both variable heat demand and renewable supply side technologies,
there is argued here to be an inefficient modelling of replacing existing technologies in
multi-period models. Some examples are provided.
The relationship between existing and new technologies may be modelled using a tech-
nology balance (Samsatli and Jennings, 2013). The number of incumbent technologies
in a certain time period equals the number of technologies in the previous time period
plus/less any addition/removal to/of those technologies. An existing technology is re-
moved when replaced by investment in a new technology. For instance, Bakken et al.
(2007) uses separate integer variables to symbolize the investment in new technologies
and disposal of existing technologies respectively. A more efficient method may be to
use a single variable to both represent the removal of a technology and replacement by
another. This method would save by half the number of integer variables required in the
model, which can lead to a more computationally efficient structure on account of the
Ch. 2. Background 12
fact that the computational complexity of MILPs and MINLPs increases exponentially
with growing numbers of discrete variables (Kallrath, 2009). Further to this point, the
models developed in this thesis have been carefully considered where needed in order
to improve computational efficiency. Specifically, the number of nonlinear relationships
and discrete variables has been kept to a minimum.
In response to the above issues, the author has sought to build upon the best existing
frameworks for modelling residential energy systems at scale. The audience for the
model is the local authority of an urban borough. The stage of design is the concept
stage. The specific gaps sought to be filled by this research are presented in section 2.4.
Before this, previous work on workforce planning is presented.
2.3.2 Previous work on workforce planning
The main relationships in optimization models for planning workforce allocation are
presented in this section. Recent developments in the literature are given as are existing
limits to knowledge. As a result of the ensuing literature review, little attention has
been paid to utility suppliers and the organization of their installers for large technology
plans. In particular, no optimization studies have been identified which broach the
problems of optimal installation strategic planning with workforce capacity.
Traditional workforce planning models find the size and experience levels of workforce re-
quired to meet the constraints of the particular problem. They are typically based upon
the aggregate planning model, first presented as an optimization program by Hanss-
mann and Hess (1960). The aggregate framework maintains a workforce level sufficient
to provide the services of the system under study, whilst allowing changes to the work-
force — for example by means of hiring additional employees. As with energy systems,
optimization has been widely applied to this category of problem. Gagnon and Sheu
(2003) and Othman et al. (2012) provide extensive reviews of the literature.
Gagnon and Sheu (1993) are one of the first identified authors to develop an integer pro-
gramming model for workforce planning. Their MILP formulation includes long term
workforce capacity planning for multi-level engineers and engineering administrators in
order to satisfy a firm’s project capacity requirements. There are a total of 814 variables
and 571 constraints (and 243 degrees of freedom). The same authors developed a further
MINLP version of their workforce planning model Gagnon and Sheu (2000; 2003), with
the latter containing 259 variables, of which 30 are integer, with 236 constraints contain-
ing 12 nonlinear constraints. The model sought to determine the optimal combinations
of internal and external engineering personnel and equipment resources to meet a firm’s
requirements for a particular scheme. Similarly to the progress found in optimization
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modelling of residential energy systems, increasingly robust research has continued to
be published in the recent past.
Pradenas et al. (2004) presented a heuristic solution method so that a QP model contain-
ing 170 variables, some of which are binary, and 113 constraints could be solved. Wang
and Liang (2005) provided a method of dealing with imprecise data when undertaking
a capacity planning project. Wirojanagud et al. (2007) developed a MILP to account
for the difference between individual employees for the objective of assigning employees
to machines in a jobshop. A MILP described by Fowler et al. (2008) accounted for the
difference in workers defined by general cognitive ability. The MILP for a large scale
problem was found to be difficult to solve, and a LP based heuristic and a solution space
partition approach are combined to reduce the computational time. Maenhout and
Vanhoucke (2013) supply a MILP master problem for workforce allocation and a slave
subproblem for workforce scheduling, based upon Dantzig-Wolfe decomposition. With
respect to the arrangement of workforce for large scale technology replacement programs,
despite such advances there remain gaps within the existing body of literature.
Modelling a workforce that is being trained to work with new technologies requires
an analysis of the learning rates of employees. Ebert (1976) proposed employing the
learning curve as a technique of measuring workforce performance versus cumulative
experience. The resulting model considered a time horizon of six months. However,
the research used a heuristic the solve for an approximate optimal solution (the Hooke-
Jeeves direct search method) and did not account for variations between categories of
workforce. In the context of optimization modelling for workforce planning, the learning
curve accounting for different categories of workforce has in general been neglected.
Another current omission is a computationally efficient approach to modelling the re-
placement of the existing workforce (akin to retrofitting of existing technologies in the
residential energy system literature). Take for an example the training of the workforce
from one technology onto another technology. Wirojanagud et al. (2007) model the
cross-training of workforce with an existing skillset onto another skillset by two separate
variables: one variable for training onto one skillset and another variable for training
to another skillset. There may be a more efficient method using one variable alongside
some form of a replacement parameter. In addition, it may be necessary to account for
a delay between the time of training and when an employee is available for work.
As a result of the above research gaps, the author has made an extensive inquiry into
developing a workforce planning model for utility suppliers who are intending to deploy
new technologies at the large scale. The model’s audience is the utility supplier, while
the intended use of the model is in a scoping context, i.e. at the conceptual stage of
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design. The research objectives of building this model are given in section 2.4. Prior to
this, there is a brief section describing contraints on previous work.
2.3.3 Constraints on previous work
The central question of this section is why have the aforementioned research gaps not
previously been filled? It is argued here that until relatively recently there was a lack
of sufficient computing hardware and software to deal with large scale systems. Data
availability may also have hindered previous efforts. Each constraint is briefly discussed
in sequence.
Since the 1960s, optimization has evolved into a powerful method for aiding decision
making in many domains (Bixby, 2002; Reklaitis et al., 2006). By the mid 1960s Lin-
ear programs (LPs) could be solved for ten thousand equations (Wolfe, 1968). Rapid
progress in solution algorithms for the more complex classes of models — including
MILPs and NLPs (Minoux, 1986; Saunders, 2012; University of Wisconsin - Madison,
2012), the development of user-friendly commercial software (Bertsimas and Tsitsiklis,
1997; Kallrath, 2004), and the revolution of digital computing (Martin, 1977; Rojas and
Hashagen, 2002) has led to the current situation, where most categories of problem may
be solved relatively quickly. The use of optimizers to consider urban energy problems
turned from a trickle in the 1990s into a flood in the 2000s (Keirstead et al., 2012),
and similarly for workforce optimization (Othman et al., 2012). However, this is not
to say that most classes of optimization models are easily solvable. In fact, only LPs
are readily tractable, for example with MILPs still complex to solve in many instances
— as this class has no standard formulation or analytical solution (Williams, 2009). So
despite the useful advances in computing capabilities, it may be a stigma of optimizers
as a slow computing tool that limits their attractiveness to researchers.
The second potential obstacle to previous work in this area is postulated here as access
to empirical data. Regarding workforce allocation, it is rare to find a company willing to
share sensitive information on the productivity and schedules of their employees. Data
on resource consumption, such as gas or electricity, is limited by government to protect
the privacy of individuals (UK Parliament, 1998). In the United Kingdom (UK), beyond
individual trials, data is available describing the consumption patterns for thousands of
customers, a level of data which may be suitable for large scale modelling purposes if
a suitable method of calibrating the initial values of the optimization are available. In
summary, it is hardly attractive for researchers to investigate a problem where limited
data are obtainable and where the computing tools may not provide an answer!
Ch. 2. Background 15
The obstacles on computing capacity and data availability are addressed by employing
modern commercial optimizers (see Appendix A) and the addition of robust formulations
where required to allow for the use of available data. The final section of this chapter
describes the overarching question, and the resulting aims and objectives of the research.
2.4 Research objectives
In the most general terms, this research is exploring the use of optimizers to manage
resources at the conceptual stage of designing urban energy system retrofit programs.
The overarching research question asks whether optimization software can be employed
to model large scale technology retrofit programs. Two very different aspects of ur-
ban scale planning models are addressed: retrofitting of residential energy systems and
workforce allocation for new energy system technology deployment. These aspects are
connected because both concern the replacement of existing technologies, and the en-
suing models both allow for multiple annual time periods in a strategic context. The
scope of both research problems is artificially limited at the outset of this research in
order to ensure computationally efficient models can be constructed: only the heating
systems of residential energy systems are investigated, while the workforce allocation
problem is focused on installers of technologies. The degree to which this may limit the
interpretation of the results is discussed in Chapter 6.
Two separate classes of optimization models are chosen to model residential energy
systems and workforce planning, MILPs and NLPs respectively, on account of previous
best efforts in the literature — proving the likely tractability of these classes for large
scale problems. The work completed will take account of prior modelling approaches
and seek to incorporate most recent developments. The research left uncompleted by
previous authors described in previous sections gives rise to specific aims. The research
objectives and primary aims of this thesis are listed below:
• To extend the traditional workforce planning model to the domain of large scale
technology deployment schemes for utility suppliers, by means of
– incorporating the learning curve of experience by workforce category and
technology type,
– using computationally efficient workforce training parameters, and
– accounting for travel time between installations, and access rates to residential
customer properties.
• To build upon existing urban energy models with a focus on the residential energy
systems at the scale of hundreds of thousands of residences, via:
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– efficient modelling of replacement of the incumbent technologies,
– inclusion of on-site temperature differences for calculating the efficiency/COP
of renewable supply side technologies, and
– provision of a dynamic energy demand within a multi-year model by account-
ing for daily and seasonal variations in temperature.
In addition to the aims listed above, the solutions of the models will be tested and
examined by several methods, with an eye to assessing the usefulness of the optimizers.
The following chapter describes in detail the components of two models built to meet
the research objectives. They are entitled RESCOM and LAPM.
Chapter 3
Methodology for optimizing
resources at the urban scale
3.1 Introduction
Given the background to optimization models for resource planning resources in urban
energy systems, the current chapter details solutions found to the problems hindering
past efforts. The resources being optimized in this chapter relate to two topics: i)
retrofitting urban residential energy systems, and ii) workforce deployment of technology
installations at urban scale, while the classes of problem under consideration are those
of MILPs and NLPs. Appendix A provides the details of the optimizers and their
algorithms for solving MILPs and NLPs. Within this scope, existing optimization models
are expanded by explicit sets and constraints for providing methods that fill the research
gaps associated with urban models: computationally efficient modelling of retrofitting
technologies, the use of temperature differences to calculate efficiency/COP of renewable
supply side technologies, employment of a seasonally and daily varying energy demand
as a function of external air temperature, inclusion of a learning curve of experience
by workforce category and technology type, and accounting for access and travel time
associated with the retrofit of technologies. The concept design stage models developed
here are entitled the Residential Energy System Concept Stage Optimization Model
(RESCOM) and the Learning in the Aggregate Planning Model (LAPM), constructed
for the purpose of planning urban scale residential energy system retrofits and workforce
installation strategies respectively. RESCOM builds on the concepts implicit in work by
Samsatli and Jennings (2013), Voll et al. (2013), and Weber and Shah (2011). LAPM
modifies the traditional aggregate planning model (Hanssmann and Hess, 1960) and
includes the promising use of learning curves by Ebert (1976).
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Both models are applied to the case of Haringey Borough, located in north London,
UK. The borough covers an area of 29.6 km2 containing more than two hundred and
fifty thousand residents (ONS, 2013), and is thus thought suitably large for testing
the optimizers. In addition, the author had direct access to staff in Haringey Council
(Jennings, 2013b), which provided a strong understanding of the available data. The
characteristics of the borough and associated details of the test case are provided in
Appendix B. The rest of this chapter describes step by step the components of the
two models. Throughout this chapter, and in the subsequent presentation of results
in Chapter 4 and Chapter 5, it is shown that although certain optimization techniques
are required to do so and caveats remain, optimization software can model the large
distributed systems associated with management of urban resources. The models for
each are presented in section 3.4 and section 3.5 respectively. Note that the nomenclature
for the models is provided in Appendix C. Section 3.6 describes the methods employed in
this thesis to analyse the results from these models. Before either model is presented, the
concepts underlying the use of data aggregation in optimization modelling are defended.
3.2 Spatial optimization
Each zone of a city has its own characteristics. Modelling this spatial dimension is
addressed by dividing the urban area of interest into a number of zones, which may
be any shape and size. The zones are represented in the model by the set I of spatial
nodes. Elements of the set are denoted i and i′. The use of nodes to symbolize areas,
and thereafter the use of arcs for describing routes between areas, borrows heavily from
network optimization (Bertsekas, 1998). A node is imagined here as symbolizing an
administrative zone of a city, e.g. a ward or a borough. Normally estimates of resources
are accessible at the level of wards and boroughs.
In practical case studies it is the availability of data that will determine the number of
nodes. Take the case of fuel and power consumption. Typically data on fuel/power con-
sumption are available either from specific studies of monitored buildings or at the level
of census zones/administrative districts of a city. For instance, UK studies which record
data on residences tend to number less than one hundred buildings in often disconnected
geographical areas (e.g. see EST (2010a)) while administrative sources provide numbers
on between approximately four hundred to six thousand buildings (DECC, 2013c; ONS,
2013). Hence a data gap on fuel/power consumption exists in the UK, enforced by the
requirement that utility companies and governmental sources keep records of individual
houses private. Such a data gap would force a probabilistic approach to be taken if
buildings without corresponding data values were to be represented. There is also the
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question of what would be gained by moving from publically available numbers to a
lower scale. The model specific answers to this question, and the relevant approaches to
employing data aggregation are provided in section 3.4.3 and section 3.5. The general
answer is that the level of detail required in the output is a function of the stage of
design. For studies prior to producing detailed engineering designs, it would be super-
fluous to provide detailed information on, say, five hundred nodes each representing two
hundred residences — particularly when the project has not even yet gone out to tender.
Hence, administrative zones such as wards (approximately five thousand households) or
boroughs (circa one hundred thousand residences) are thought suitably representative
areas on account of both data availability and required spatial detail.
Each node will contain its own geographical co-ordinates in the form of a centroid of the
area. By way of example a centroid’s co-ordinates can be given by the area’s population-
weighted eastings and northings. The calculation of the distance ǫ between the centroids
of two nodes is made possible by employing the concept of an arc (i, i′), i.e. the route
between node i and node i′. The arc (i, i′) also provides the direction of the route
between i and i′, in this case the route starting at i and finishing at i′. The arc (i′, i)
offers the same route as (i, i′) but in the opposite direction (and potentially with different
characteristics). The distance ǫ between two areas of a city defined by the node i and
node i′, in a Euclidean plane R2, may be calculated using the norm in Eq. (3.1):
ǫi,i′ = |i− i
′| =
√√√√ n∑
q=1
|iq − i′q|
2. (3.1)
Note that the distance need not be calculated for all combinations of nodes. Later in
this chapter, a related method to reduce optimization time is presented namely that only
neighbouring nodes may interact with one another, e.g. by means of a district heating
pipeline.
The next step is to augment the distance between areas by means of a tortuosity factor
κ. As above, the straight line distance is calculated as the straight path between the
population-weighted centroids of areas (nodes). This distance is extended to take into
account that the path length for infrastructure between the centroids of urban areas will
be greater than the straight line distance between centroids. Services in a city tend to
be laid along the paths of the surfaced roads (Hall, 2002; Fouquet and Pearson, 2006).
The tortuosity factor κ allows for the impact of the road density (i.e. path length) and
may be defined for two arbitrary nodes as the ratio of the path length to the Euclidean
distance (Kansal and Torquato, 2001). The resulting augmented distance ψ for an arc
(i, i′), shown in Eq. (3.2), is the product of the straight line distance ǫ and the tortuosity
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factor κ:
ψi,i′ = ǫi,i′κi,i′ (3.2)
Thus, using nodes and arcs it is possible to model centroids representing urban areas
and the distance of the routes between these centroids.
The next section rationalizes the representation of time in discrete periods, given that
urban decisions are not just taken on where changes should take place but also when.
3.3 Representation of time
The optimal allocation of resources at urban scale involve choices indexed over both space
and time. The use of nodes i to represent the spatial configuration of an urban area has
already been defined. Modelling when a decision takes place requires the definition of a
time domain. For this thesis, the set T will symbolize the time domain. As a result of
positioning these models at the concept stage of design the time domain is in reality long
term, i.e. over the course of years/decades. Certain details are not required as a result.
This argument is taken up again in section 3.4.3 with respect to operative temperatures
of buildings. Modelling over the long term has another effect — time discretization.
Long term models force time discretization rather than the use of a continuous time
domain. Time discretization is a well known approach (Floudas and Lin, 2004; Stefans-
son et al., 2011) and is particularly useful in this research. Certain equations in the
forthcoming models require summations over the set elements t. A continuous time do-
main would likely require integration rather than summation over the same time period.
There are at least three reasons as to why choosing summations rather than integrals
is more practical and time-efficient for long term optimization models, as follows: i) an
anti-derivative of the function being integrated may be time-consuming to determine,
ii) there exist well established numerical algorithms for solving simultaneous equations
involving summations (see the optimizers of Appendix A), and iii) in this research con-
text there may be need to find the limit of a sum, i.e. to integrate, when the individual
time periods are suitably large, as is the case when modelling the course of many years.
Hence due to concerns over both practicality and efficiency, the time domain rather than
be considered over a continuous domain is discretized into hierarchical non-uniform sub-
domains, as shown conceptually in Fig. 3.1.
The duration of one time period equals the summation of the duration of the sub-
domains within that time period. For example, in RESCOM, time is divided into years
y ⊂ T , with years being divided into seasons s ⊂ T , and finally daily time periods
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h ⊂ T sum up to those seasons. If we let δ signify the duration of a time period, then
the duration of a year equals the sum of the duration of daily time periods in each
season for all seasons in that year (δy =
∑
s,h δs,h). This hierarchical decomposition is
δt
t = 0 t = 1 t = 2 t = T − 1 t = T t = T + 1
Time
Figure 3.1: Representation of time.
non-uniform, allowing any number of intervals in each sub-domain. For instance three
seasons of winter, summer, and mid-season may be chosen to represent the seasons of a
year where the autumn and spring profiles of environmental parameters are similar. The
most efficient arrangement is to choose intervals that represent the significant changes
to resource supply and demand (e.g. it may not be necessary to model the twenty-four
hours in a day, but rather choose to model certain periods based upon expected changes).
Employing discrete time intervals has two impacts of note. The first being: standard
optimization software and algorithms using algebraic relations may be employed. This
benefit has an associated drawback. This is the second impact: one must assume that
systems instantly reach steady-state conditions based on the current boundary condi-
tions. In this instance, ‘steady-state’ infers an unvarying process. This assumption
on steady-state conditions limits the accuracy of representing intermittent heating and
other processes which exhibit non-steady-state behaviour. Nevertheless, employing a
discretized hierarchical non-uniform representation of time is efficient in terms of data
collection and computing resources. Also, a more rigorous treatment is expected at later
stages of design, for instance ensuring models of building heat loss take account of solar
and internal heat gains and non-steady-state conditions encountered in practice (CIBSE,
2012a).
To summarize, these two sections introduce and define the sets I, T for the spatial nodes
and time periods of an urban area. Set I relates the entire urban area to specific spatial
nodes, defined relative to one another by geographical co-ordinates. Set T represents
discretized time periods, defined here as a combination of the subsets h, s, y (although
only the set element symbol t is shown for clarity in the following constraints). The rest
of this chapter details RESCOM, LAPM, and the methods used to analyse the results
of these two optimization models.
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3.4 Residential Energy System Concept Stage Optimiza-
tion Model (RESCOM)
Urban energy systems comprise large distributed systems. These distributed systems
constitute supply side and demand side technologies, i.e. those which limit the rate
of supply via resource conversion ratios and those which dictate the rate of demand
by means of the mechanisms of heat loss. The number of alternative arrangements of
technologies introduces many degrees of freedom, particularly where large numbers of
buildings and networks are in play. Optimizing the heating equipment required for a
single residence may be solved in a few iterations of Gauss-Jordan elimination on a small
sized matrix, but the problem becomes significantly more onerous to solve if choosing
when, where, and in what type of heating equipment to invest in an area of, say, fifty
thousand residences. This is where optimization can help.
A residential energy system concept stage optimization model (RESCOM) has been
formulated as a MILP to both deal with integer variables and to allow for large scale
modelling efforts. Integer variables are necessary to represent discrete investments, such
as purchases of pipelines. Residential buildings are defined here to be inclusive of houses,
flats, and any other form of domestic residence. The boundary conditions of RESCOM
can handle both the existing heating demand of residential buildings, and the heating
equipment and networks required to meet this demand. The system is calibrated to a
base time period’s gas and electricity consumption. After this initial calibration, changes
to the system by means of investment in supply side or demand side technologies are
optimized.
Optimization modelling of residential energy systems allows the tradeoff between alter-
native energy systems to be made explicit. Commercial buildings are not modelled as
these buildings tend to include cooling services, services that are usually provided by
means of mechanical ventilation or air-conditioning. Modelling space cooling loads re-
quires a dynamic analytic procedure because peak space cooling demand typically takes
place during periods of occupancy, making it necessary to model both solar and inter-
nal gains (CIBSE, 2006). Storage of solar radiation in the building fabric implies that
the radiant gain is stored and shifted in time, thus requiring a method of calculation
to take account of a building’s dynamic response. The admittance procedure (Milbank
and Harrrington-Lynn, 1974) is the simplest of the dynamic methods available and as-
sumes that all internal and external load fluctuations can be modelled by the sum of a
steady state component and a sine wave with a period of 24 hours (CIBSE, 2006). The
introduction of a sine function would introduce nonlinearities into RESCOM. One of the
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purposes of this research is to test whether optimization software can deal with large sys-
tems — inferring absolute numbers of variables and constraints in the thousands. Hence
in order to allow for a large number of integers representing logical constraints and
discrete investments, it is thought a sensible approach to remove all nonlinear relation-
ships from RESCOM in order to keep the analysis tractable. In summary, commercial
buildings are omitted from RESCOM and the scope is limited to the heating systems of
residential buildings.
A schematic of the model is given in Fig. 3.2. The objective function of the model
represents minimization of costs, discounted to today’s value (i.e. at time t = 0), and is
described in section 3.4.1. Costs are due to both maintaining and operating technologies
(operating costs), where technologies are defined by set P, and due to investment in new
technologies (capital costs). Capital costs result from investment INV in demand side
technologies dp ⊂ P and/or supply side technologies sp ⊂ P. Investments are indexed
by technological, spatial, and temporal sets; Table 3.1 provides indicative elements for
these sets.
Figure 3.2: Schematic of the Residential Energy System Concept Stage Optimization
Model (RESCOM).
For each set, equality and inequality constraints relate the demand side and supply
side technologies to the demand for space heating and domestic hot water (DHW) in
each node. Specific relations are formulated for technology and resource balances. For
instance, building element thermal transmittance parameters are employed alongside
external air temperature to calculate thermal heat loss in each period. Prior to describing
this and each of the other constraints, the objective function is discussed.
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Table 3.1: Illustrative technological, spatial, and temporal sets.
Supply side Demand side Spatial Temporal
technology technology element element
sp dp i t
Incumbent boiler Wall insulation City Year
Incumbent electric heater Additional-pane glazing Borough Season
Condensing boiler Loft insulation Ward Hour
Ground source heat pump Door insulation
Solar thermal collector Floor insulation
Combined cycle gas turbine Hot water storage cylinder
3.4.1 Objective function
Ross et al. (2010) identifies the discounted cash flow approach as fundamental to analy-
sis of any assets, while Kasasˇ et al. (2012) presents the sum of all discounted cash flows
(i.e. the net present value (NPV)) as the correct criterion for evaluating mutually exclu-
sive designs in process optimization. Previous optimization work in this field has also
employed a NPV criterion, e.g. see Weber (2008) and Voll et al. (2013). The objective
function is formulated from the point of view of t = 0, i.e. the present time, discounting
all future costs and benefits to their value today, using a discount rate r (Thuesen and
Fabrycky, 1993).
However regardless of the financial criteria in use the employment of a single objective
function implies a single decision maker. While a city encompasses various heterogeneous
agents (Giddens, 2009), as mentioned in Chapter 2, the local authority is the agent for
the objective function in RESCOM. It is assumed that the local authority can decide
upon technological investments in council housing (Whitehead and Scanlon, 2007), and
also that the local authority has the power to financially incentivize investments both
in privately owned residences and in centralized heating plant.
Given then both the use of the NPV and the assumption of a local authority as homo-
geneous agent for a borough, the objective function is given in Eq. (3.3) as the sum of
discounted operational OC and capital costs CC, less any income obtained from selling
electricity to the grid IN :
min
∑
i,t
1
(1 + r)t
(CCi,t +OCi,t − INi,t) (3.3)
where i represents the spatial nodes, r is the discount rate, and t is the time period.
The first term in the objective is the present-worth factor, which discounts all future
costs and incomes to their value today, at t = 0. The function presented in Eq. (3.3) is
minimized using the traditional algorithms used for finding optimal solutions to MILPs.
The objective function is minimized as it is actually a net present cost. In essence,
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the costs of operating and investing in energy systems are minimized subject to both
physical and ‘real-world’ constraints.
3.4.2 Cost constraints
Capital costs are the summation of the cost of investments in supply side technologies SC
and demand side technologies DC, while operating costs represent fuel and maintenance
costs associated with sets of residences and technologies. The equality constraint for the
capital costs is given in Eq. (3.4). Investment in machinery or equipment is considered
capital investment, and can be divided out into three categories of cost: i) demand side
technology costs DC, ii) supply side distributed technology costs SC, and iii) centralized
plant costs PC. Capital costs are discounted using a social discount rate r, e.g. a rate
of 3.5% — composed of a time preference rate of 1.5% and a rising wealth factor of 2%
(Ellingham and Fawcett, 2006).
CCi,t = DCi,t + SCi,t + PCi,t
g(1 + g)n
(1 + g)n − 1
∀ i, t (3.4)
The cost of investing into centralized plant and associated district heating networks PC
is assumed completely financed by debt. The upfront costs are divided into a series
of equal debt payments (including interest), by multiplying PC by a capital recovery
factor, where g is the interest rate and n is the lifetime of plant. The interest rate g
takes account of the social discount rate r but includes additional costs to and expected
profit of the creditor — e.g. a loan rate of 6% additional to a social rate of 3.5% equals
a total private cost of debt rate of 9.5%.
The plant costs PC include costs due to investing in and maintaining the elements of a
district heating system, as shown in Eq. (3.5), those elements being: the pipelines, the
centralized plant, the pumps, and the heat exchangers. Each element’s cost is calculated
using a specific technology cost Φ (e.g. k£/ km, or M£/ MW), and a operation and
maintenance factor α (Weber and Shah, 2011). Note that the heat exchanger calculation
includes a variable cost ζ to allow flexibility in the size of exchanger area:
PCi,t = (1 + α
pipe)
∑
i′
(ψi′,iXi′,i,t)Φ
pipe + (1 + αplant)CAPi,ch,tΦ
plant+
(1 + αpump)CAP pumpi,t Φ
pump + (1 + αhex)(HEXi,tΦ
hex +HEXareai,t ζ
hex) ∀ i, t
(3.5)
Overall then, if investments in centralized plant are made, i.e. PC > 0, this cost is re-
peated each subsequent time period — as enforced by a positive minimum load factor on
centralized plant which forces CAPch > 0, described later in Eq. (3.41). This condition
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in turn requires positive values for the existence of pipelines (X > 0), for pump capacity
(CAP pump > 0), and for the existence of heat exchangers (HEX > 0). Constraints
relating to district heating and centralized plant are described in section 3.4.8. One
advantage of a repeated plant cost is that debt payments are repeated for subsequent
years, however a disadvantage is that not all future debt payments will be included in
the optimization model.
The constraint for supply side distributed technology costs SC is provided in Eq. (3.6).
Similar constraints are formulated for demand side costs DC and centralized plant costs
PC. The costs are calculated as the product of a technology specific unit cost parameter
Φ (e.g. in k£ per unit of equipment) and the number of technology investments INV ,
provided below for supply side technology costs:
SCi,t =
∑
sp
INVi,sp,tΦsp ∀ i, t (3.6)
The constraint for operating costs shown in Eq. (3.7) sums the product of the number
of technologies NP and the operating and maintenance factor for each technology α,
and the product of the primary energy (input energy IE) of supply side technologies
and the fuel cost β:
OCi,t =
∑
p
NPi,p,tαp +
∑
sp
IEi,sp,tβsp ∀ i, t (3.7)
Aside from operational OC and capital costs CC, income IN is also included in the
objective function because local authorities in England are encouraging investments in
district energy and combined heat and power (CHP) plants alongside investment in
residential buildings (e.g. see the planning documents of Haringey Council (2013a)).
Income may only be received from the operation of a centralized heating plant, ch, as
in Eq. (3.8):
INi,t =
∑
ch
OEeli,ch,t βch ∀ i, t (3.8)
where OEel is the electricity output from a centralized CHP plant. In review, cost
constraints in RESCOM are directly dependent upon the number of technologies and
operating schedule of supply side technologies. The constraints that model residental
heat demand are now briefly explained.
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3.4.3 Residential heat demand
The purpose of this section is to describe the representation of thermal heat loss from
a generic set of residential buildings at each spatial node i. As illustrated in Fig. 3.2,
the modelled residential energy system of each area encompasses demand- and supply
side technologies. Demand side technologies such as window glazing and wall insulation
impact the ease with which heat may flow through a building element e. On the supply
side, technologies such as condensing/non-condensing (C/NC) boilers will determine
both the amount of fuel/power required to heat a building and the concomitant gaseous
emissions. Modelling of distributed supply side technologies is dealt with in section 3.4.7.
On the demand side, there are two primary research questions to be answered. First, how
many residential archetypes to consider for each node, and second, how best to model
thermal heat loss from residential buildings? Note that the main purpose of answering
these questions is to understand the preferred method for sizing heating equipment when
planning retrofits of residential building stock. These questions are taken in order.
The number of different types of archetype to model depends on at least three factors,
as follows: (i) the efficiency of the optimization solution algorithm, (ii) the expected
impact of including many residential archetypes versus few/one archetype(s), as well as
(iii) whether values of relevant parameters are available for each archetype of interest.
For a given problem structure, there will likely exist some limit to the number of variables
and constraints solvable for a given time-limit and an optimality gap. In the case of the
RESCOM MILP, an acceptable time limit is assumed to be one hour and the optimality
gap is set at 0.1%, while RESCOM is solved using the a powerful commercial package
(IBM, 2009). Previous authors have clustered/aggregated building stock into several
categories; for example by size and heat source (Yamaguchi et al., 2007), and by age
and floor area (Hens, 2001). Kavgic et al. (2010) provides a comparison of the level of
disaggregation of residence types for various models in the literature. In the case study
of RESCOM and with respect to residence types, the most relevant restriction is the
availability of data. A brief discussion on data limits is provided.
The simplest steady-state thermal model requires the parameters of elemental area Ae
and elemental thermal transmittance Ue for each building archetype. However, where
values of these parameters are not available for the most basic subsetting of residences,
e.g. subsets of flats/maisonettes, terraced, semi-detached, and detached residences, other
approaches must be taken. Previous efforts at characterizing urban residences have
made use of signature thermal envelopes, for example in one previous study more than
nine thousand buildings had their fuel consumption monitored (Girardin et al., 2010),
while others have correlated thermal loads and external temperature indexed over each
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archetype (Rolfsman, 2004). In this research, the test case did not allow for either ap-
proach because sufficient monitored data by residence type was not found. However, for
future case studies a set of residence types, RT , could be introduced where robust data
can be obtained. Instead, in this research residence types are aggregated into a single
generic residence for each spatial node i. Publically available data on natural gas/elec-
tricity consumption as well as national statistics on common attributes of the residential
building stock are employed to calibrate the parameters required for the thermal model.
The values of both building element areas Ae and of the efficiency of the incumbent
technologies η are adjusted to minimize the average value of the deviation between the
modelled consumption and the actual consumption of gas/electricity used for residential
space heating and DHW. The actual consumption and modelled consumption are shown
by node for the test case in Table B.6. The chosen strategy of minimizing the average
value of the deviation instead of minimizing the value of average absolute relative devi-
ation may reduce the accuracy of the output at ward level if the deviations are spread
evenly in both the negative and the positive direction. The use of the average absolute
relative deviation would reduce this risk, as the absolute rather than relative errors are
minimized.
The answer to the second question on how best to model thermal heat loss from resi-
dential buildings is contingent on the degree of accuracy required. Residential heating
demand is composed of both space heating and DHW requirements. DHW demand
can be taken as an annual constant (DECC, 2010) on the assumption that residents
will require approximately the same amount of hot water for their washing and cooking
needs, regardless of income or residence type. The amount of space heating required
primarily depends on replacing lost heat to meet a desired internal temperature level.
Models of thermal heat loss (CIBSE, 2006) are more sophisticated than the assumption
of constant DHW demand.
There are various methods available to calculate the heat loss of a residential building,
ranging in complexity from empirical rules of thumb to dynamic admittance procedures.
RESCOM has been formulated for use at the earliest stage of the design process, such
that the degree of accuracy obtained via iteration at the later detailed design stages is
not required. Hence, the steady-state simple thermal model described by the Chartered
Institution of Building Services Engineers (CIBSE, 2006) is thought appropriate for
calculating heat loss. Using this model, heat loss can be said to depend primarily on
the heat loss characteristic of the building (in units of W/K) and the difference in
temperature between the external environment and the internal operative temperature
of the building (in K).
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The heat loss characteristic of a building is given by the sum of the heat loss due to ther-
mal transmittance and of the heat loss due to ventilation conductance. Heat loss due to
thermal transmittance is a product of the surface area of a building element Ae and the
corresponding thermal transmittance Ue summed over all building elements e composed
of a surface area through which heat flow occurs. Ventilation conductance Cv accounts
for losses due to the rate of air changes. A factor F1cu/2cu describes the impact of the
operative temperature on the heat sources, although the factor is often taken as unity
(CIBSE, 2006). The temperature difference is measured here as the operative temper-
ature at the centre of the building θc less the air temperature outside the building θao.
Note that the centre of building operative temperature is not weighted by room temper-
ature, because over the long term it is somewhat likely that residents will have moved
negating the usefulness of the initial details. The external environmental temperature in
use in the test case is indexed by season s and hourly period h where calculating thermal
energy requirements. When calculating the peak heat loss, the external temperature is
based upon the coldest day of the year allowing for heating supply equipment to be
adequately sized. Otherwise, it should be remarked that CIBSE’s steady-state thermal
model is only modified by addition of a linear operator — the number of residences in
each spatial node γ. Note that the decision variables are those of thermal transmittance
U and peak heat loss PH, shown in Eq. (3.9):
PHi,t =
(
F1cu
∑
e
Ai,eUi,t,e + F2cuCv
)(
θc − θ
design
ao
)(
γi,t
)
∀ i, t (3.9)
The number of residences in each node γ is a function of time. It is natural for any urban
area to increase or decrease the magnitude of its stock over the medium to long term.
In this model, a growth/contraction rate g′ is applied to the initial number of residences
γt=0, given in Eq. (3.10), as based upon the solution of the standard differential equation
describing exponential growth of a population:
γi,t = γ
t=0
i e
g′t ∀ i, t (3.10)
Thus the changes to the initial number of residences may be calculated. Now, the peak
heat loss in Eq. (3.9) is an estimate of the residental space heating demand for a node on
the coldest day of the year. This rate of heat loss (e.g. measured in MW), it will be shown
in section 3.4.7, must be met by the capacity of the heat sources/equipment. However,
the supply side technologies must be also be able to meet the energy requirements
throughout any given time period. In formulating this relationship, Eq. (3.9) is edited
to turn the rate of heat loss (MW) into an thermal energy requirement TE (e.g. measured
in TJ).
The only edits are the multiplication of the rate of heat loss by a duration parameter
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δ, and the additional indexing of external air temperature by t. Eq. (3.11) displays
the calculation of thermal energy demand TE while Eq. (3.12) sums this quantity and
the domestic hot water demand DHW to compute the total residential thermal energy
requirements RE:
TEi,t =
(
F1cu
∑
e
Ai,eUi,t,e + F2cuCv
)(
θc − θ
t
ao
)(
δt
)(
γi,t
)
∀ i, t (3.11)
REi,t = TEi,t +DHWi,t ∀ i, t (3.12)
The final form of heating requirement considered in this formulation is that of heat
demand at specified temperature intervals. It is thought necessary to include these
constraints as the heat supplied by technologies is at a specific temperature, limiting the
usefulness of certain grades of heat output for particular demands. Eq. (3.13) maps the
residential heat requirements of an urban area to specific temperature intervals d, based
in part upon the work of Weber and Shah (2011); this is thought a convenient expression
for ascribing heat to temperature intervals. Firstly, the thermal energy requirements
(e.g. in units of TJ) are converted to thermal power demand (in MW) by dividing
their value by a duration parameter (in Ms). Secondly, this thermal power demand
is assigned to a particular temperature interval(s) based upon the supply and return
temperatures of the heat matching to the maximum and minimum temperatures of the
interval respectively. By way of example, for the case study of Haringey Borough, in
winter the supply temperature of space heat to residences at point of use is assumed to be
58 degrees Celsius and the return temperature to be 48 degrees Celsius (Weber and Shah,
2011). The temperature intervals for the case study are provided in Table B.8, and it can
be seen that the fifth temperature interval d5 corresponds to a maximum temperature
of 58 and a minimum temperature of 48. Hence, in the winter time periods, all (58−4858−48)
of the space heating demand SH would be assigned to the fifth temperature interval
and none (0) to the other temperature intervals.
SHt,d =


∑
i
TEi,t
δt
θmaxd − θ
min
d
θsh:supt − θ
sh:ret
t
if θsh:supt ≥ θ
max
d and θ
min
d ≥ θ
sh:ret
t
0 otherwise. ∀ t, d
(3.13)
where SH is the space heating demand, θmin is the minimum temperature in a tempera-
ture interval, θmax is the maximum temperature in a temperature interval, θsh:sup is the
space heating supply temperature, and θsh:ret is the space heating return temperature.
A similar equation is written for the DHW demand. The total heating demand of the
urban area’s residences TD at a given time t for a particular temperature interval d is
calculated as the sum of the DHW and space heating demand.
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3.4.4 Demand side constraints
Changes to the existing demands may be made by altering the existing thermal transmit-
tance U of a building element, such that the quantity of peak heat loss PH of Eq. (3.9)
and of thermal energy demand TE of Eq. (3.11) may be reduced. A thermal transmit-
tance balance relates the value in the previous time period to the value in the current
time period by use of a decision variable, INV , representing investments in demand side
technologies:
Ui,t,e = Ui,t−1,e +
∑
dp
INVi,dp,t
γi,t
λi,dp,e ∀ i, t, e (3.14)
where λ represents the impact of a demand side technology dp on a building element
e in node i. The expected influence of a demand side technology, say wall insulation,
is calculated by weighting the expected impact of a technology on a specific residence
type’s thermal transmittance calculated for the particular spatial node’s configuration
of residence types. The expected impact weighted by residence type for each node for
the test case is provided in Table B.5.
3.4.4.1 Storage
Storage of thermal energy in residences is modelled based upon a storage task framework
(Samsatli and Jennings, 2013). Where storage exists, it is defined as existing in one of
the following three states: i) the state of being produced (“put task”), ii) the state of
being consumed (“get task”), or iii) the state of being stored (“hold task”). These three
states are thought suitable for a simplistic modelling of thermal storage in residential
energy systems. Thus, Eq. (3.15) represents the balancing of storage by means of a
state variable ST , and two event variables which symbolize the putting of- and getting
of storage respectively, ST put and ST get. Losses in storage over time are accounted for
by a loss variable, ST loss:
STi,t = STi,t−1 + ST
put
i,t − ST
get
i,t − ST
loss
i,t ∀ i, t (3.15)
Storage losses are calculated from the product of the current storage at time period t, the
duration of the time period, and a heat loss coefficient υ (Rolfsman, 2004; Mart´ınez-Lera
et al., 2013). The storage loss constraint is provided in Eq. 3.16:
ST lossi,t = STi,tυtδt ∀ i, t. (3.16)
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3.4.5 Heat and energy balances
The peak heat demand must be able to be provided by the design capacity of the supply
side technologies:
∑
sp
NPi,sp,tµ
max
sp ≥ PHi,tν ∀ i, t (3.17)
where µmax is the maximum capacity for a supply side technology sp and ν is the design
margin applied to the peak heat demand PH when sizing heat emitters. For example,
the design margin for boilers is typically suggested as 20% above the building heating
load at design conditions — which in effect is to allow for intermittent heating (CIBSE,
2012b). The sum of the thermal output energy OE from the distributed supply side
technologies dsp and the district energy DE must be equal to the sum of the residential
energy demand RE and any district heat losses HL, while storage ST may be produced
or consumed:
∑
dsp
OEi,dsp,t +DEi,t + ST
get
i,t = REi,t +HLi,t + ST
put
i,t ∀ i, t (3.18)
Thus far, peak heat and thermal energy requirements have been constrained in Eqs. (3.17)
& (3.18). However, nothing has been said of heat flow between sources and sinks at dif-
ferent temperatures.
3.4.6 Heat flow constraints
Eq. (3.13) mapped the residential heating demand of an area TD to a set of temperature
intervals D. There are three constraints, based on the formulation of Weber (2008),
thought sufficient and necessary to model heat flow to and from this heating demand
TD. The most relevant strategic aspects of the heat flow are considered to be included
in these constraints. These heat flow constraints are required for the following three
purposes:
1. Equating the thermal output energy OE of a distributed supply side technology
to the available heat from that technology HT at particular temperature intervals
by employing a technology specific temperature interval ratio coefficient τ ,
2. Relating the heat available from centralized plant ch to both the excess heat EH
in each temperature interval d and also to the heat flow in the district heating
network HN (if one exists), and
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3. Linking the heat available from distributed supply side technologies HT and from
the district heating network HN to the transfer of heat TH from a heat interval to
a neighbouring heat interval, and to the total heat demand required TD at a given
temperature interval. The local heat network within each node i is not modelled.
The constraints described above are formulated in Eqs. (3.19), (3.20), & (3.21) re-
spectively. Inequalities rather than equality constraints are employed in Eq. (3.20) &
Eq. (3.21), for the same reason as in Eq. (3.17), to allow the peak thermal power capacity
to be greater than the required thermal power so that a margin of safety is permitted
(as with the use of a design margin in Eq. (3.17)):
HTi,dsp,t,d =
OEi,dsp,t
δt
τdsp,t,d ∀ i, dsp, t, d (3.19)∑
ch
HTi,ch,t,d + EHi,t,d−1 − EHi,t,d ≥ HNi,t,d ∀ i, t, d (3.20)
∑
i,dsp
HTi,dsp,t,d +
∑
i
HNi,t,d + THt,d−1 − THt,d ≥ TDt,d ∀ t, d (3.21)
The primary constraints representing the output energy of the distributed supply side
technologies and the centralized supply side technologies are now provided.
3.4.7 Supply side technologies
Obviously, the operating capacity of supply side technologies sp is limited by the ab-
solute number of installed and operating technologies. A technology balancing equality
constraint (Eq. (3.22)) relates the previous time period’s number of technologies NPt−1
to the number in the current period NPt. Changes can only occur by investing in new
technologies — retirements are not explicitly modelled, but there is a constraint included
to force a minimum rate of retrofitting the incumbent stock of technologies (Eq. (3.42)).
A technology replacement parameter ω defines the impact of a supply side technology
sp investment on another supply side technology sp′:
NPi,sp,t = NPi,sp,t−1 +
∑
sp′
INVi,sp′,t−Ωspωsp′,sp ∀ i, sp, t (3.22)
For instance, a new ground source heat pump (GSHP) investment would remove the
existing incumbent non-condensing boiler (NCB), i.e. ωGSHP,NCB = −1, and replace it
with a GSHP, i.e. ωGSHP,GSHP = 1. This innovative yet simple use of a replacement
parameter can significantly decrease the number of variables required to model the re-
moval of one technology and the installation of another technology in its place. Certain
previous efforts at modelling removal and replacement of technologies have made use of
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separate binary/integer variables to represent investment and scrapping of technologies,
e.g. see Bakken et al. (2007). The advantage of the replacement parameter ω is that
only one variable INV is required instead of two separate variables. In addition, the
replacement parameter can be altered to model any form of retrofitting dynamics, e.g.
whole house upgrades which need multiple exchanges of equipment. Hence, the tech-
nology balance provides a powerful equation for modelling changes to the technological
capacity of an area.
In addition, a time delay between decision and implementation has been introduced in
Eq. (3.22). This time lag is introduced to take account of delays due to adhering to
planning constraints and relevant regulations/codes. The lag between investment and
permission to operate is represented by the parameter Ω.
The total capacity of technologies available at any time is limited by the product of the
number of technologies and their capacity, formulated in the same manner as previous
authors (Yokoyama et al., 2002; Keirstead et al., 2013):
NPi,sp,tµ
min
sp ≤ CAPi,sp,t ≤ NPi,sp,tµ
max
sp ∀ i, sp, t (3.23)
where CAP is the capacity of a technology. The input/primary energy IE is then a
product of the capacity and the duration of the time period, while the output energy
OE is the product of the input energy and the efficiency of the technology η, shown in
Eqs. (3.24) & (3.25) respectively:
IEi,sp,t = CAPi,sp,tδt ∀ i, sp, t (3.24)
OEthi,sp,t = IE
th
i,sp,tηi,sp,t ∀ i, sp, t (3.25)
Where the efficiency as a function of partload operation is particularly nonlinear (e.g.
see Voll et al. (2012) and the example of an absorption chiller), it is more fitting to
allow efficiency to vary with partload operation. For the case of heated-only buildings,
employing a system-wide efficiency is considered a reasonable approximation (CIBSE,
1998). In this research the efficiency is formulated as a constant efficiency indexed by
time, i.e. the sum of total useful heat output versus the total energy input for the time
period in question.
3.4.7.1 Renewable distributed supply side technologies
There are two renewable distributed technologies modelled in this research: i) horizontal
GSHPs, and ii) solar thermal collectors. Two key constraints limit the technical appli-
cability of GSHPs. Firstly, the number of installed GSHPs is limited by the available
Ch. 3. Methodology for optimizing resources at the urban scale 35
area of residential garden space, as given in Eq. (3.26):
ςi ≥ NPi,gsp,tξgsp ∀ i, gsp, t (3.26)
where ς is the available green space per node for horizontal GSHP installations and
ξ is the average horizontal green space required per GSHP installation. The available
area for installations is assumed constant throughout the time period being modelled.
Secondly, the electricity input IEelec required to run the pump is inversely proportional
to the reciprocal of the coefficient of performance COP — see Eq. (3.28). The COP
is calculated using the empirically based regression relationship described by Staffell
et al. (2012), as slightly modified in Eq. (3.27) to allow for source and sink temperatures
varying by time period:
COPt = 8.77− 0.15∆ Tt + 0.000734∆ T
2
t ∀ t where 20 ≤ ∆ Tt ≤ 60 (3.27)
IEeleci,gsp,t = OEi,gsp,tCOP
−1
t ∀ i, gsp, t (3.28)
where ∆ T is the temperature lift provided by the heat pump, and the temperature lift
is the difference between the source and the sink temperatures, i.e. the soil temperature
and the outlet temperature. Details are provided for the test case in Table B.9.
Regarding renewables, the other constraint of note associates the output energy OE
of solar thermal collectors ssp to the irradiation and the collector efficiency, given in
Eq. (3.30). The average available solar irradiation is multiplied by the duration of the
time period to provide the irradiation total σ. The collector efficiency ηssp is based
upon the British Standards equation for calculating instantaneous efficiency (BS, 2006),
shown in Eq. (3.29) with ηssp0 , a1, and a2 symbolizing heat loss coefficients:
ηsspt = η
ssp
0 − a1
(θsspm,t − θ
ssp
a,t )
G
− a2
(θsspm,t − θ
ssp
a,t )
2
G
∀ ssp, t (3.29)
OEi,ssp,t = NPi,ssp,tσtξsspη
ssp
t ∀ i, ssp, t (3.30)
where ξ represents the average area of a solar thermal collector, G is the average hourly
solar power, θa is average air temperature, θm is mean collector temperature. This con-
cludes details of the modelling of distributed supply side technologies. The constraints
used to model centralized systems are now discussed.
3.4.8 Centralized supply side technologies
The constraints discussed in this section all relate to modelling investments and opera-
tion of centralized heating plants and their associated district heating networks. Firstly,
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the equation linking the mass flow of the heat-carrying medium from the plant to the
output energy of the plant is detailed. Thereafter, should an investment in a plant
take place the inferences for equipment are provided — investments in pipelines, heat
exchangers, and pumps.
The output energy OE of the centralized heating plant, for example a combined cycle gas
turbine (CCGT) with heat recovery steam generators, is equivalent to the heat carried
in the mass flow of the district heating network:
∑
ch
OEi,ch,t = cMTi,t(θ
dh:sup − θdh:ret)δt ∀ i, t (3.31)
where c is the specific heat capacity of the medium carrying heat from the plant, MT is
the mass flow of the medium, θdh:sup is the supply temperature in the district heating
network, and θdh:ret is the associated return temperature. The mass flow is balanced
between the mass flow in the pipelines MP , the flow to the buildings MB, and the flow
from the technologies MT , as given in Eq. (3.32):
∑
i′
MPi′,i,t +MTi,t =
∑
i′
MPi,i′,t +MBi,t ∀ i, t (3.32)
Note that the mass flow is allowed to flow only from one neighbouring node to another.
This is achieved by setting certain variables to zero before optimization takes place (in
the “presolve” algorithm of the solver). In particular, X is a binary variable representing
the existence of a pipeline between nodes in each time period, which is removed for non-
neighbouring nodes. The set of all pairs of nodes that are neighbours is Q ≡ {(i, i′)|i ∈ I
is a neighbour of i′ ∈ I}. All X variables are set to zero for non-neighbouring pairs:
Xi,i′,t = 0 ∀ (i, i
′) /∈ Q, t.
The mass flow from technologies is primarily limited by the output energy of the central-
ized technologies, while the mass flow in the pipelines MP is limited by the minimum
and maximum mass flows allowed for the network, provided a pipeline exists for that
arc of the network:
Xi,i′,tφ
min ≤MPi,i′,t ≤ Xi,i′,tφ
max ∀ i, i′, t (3.33)
where φmin and φmax are the minimum and maximum flow rates calculated for the
network. The pipelines may be constrained as bi-directional, optionally bi-directional,
or uni-directional (Samsatli and Jennings, 2013). Also note that pipelines may only be
switched ‘on’ when a centralized heating plant has been constructed, as formulated in
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Eq. (3.34):
∑
i,ch
NPi,ch,t ≥ Xi,i′,t ∀ i, i
′, t (3.34)
The distance of the network will determine the heat losses HL of the network (e.g.
measured in TJ). The heat loss HL is then given as the product of the augmented
distance ψ, the linear density of heat flow rate per unit distance of pipeline ι (e.g. in
MW per km), and the binary variable representing whether a pipeline exists X, provided
in Eq. (3.35):
HLi,t =
∑
i′
(ψi′,iXi′,i,t)ιδt ∀ i, t (3.35)
When mass flow moves through a distance of pipeline and is to be converted into heat
available at a residence, it is typically passed through an indirect heat exchange system.
Hence, the mass flow to the buildingsMB is limited by the existence of heat exchangers,
shown in Eq. (3.36):
HEXi,tφ
min ≤MBi,t ≤ HEXi,tφ
max ∀ i, t (3.36)
where HEX is a binary variable that symbolizes the presence of heat exchangers. The
mass flow balance in Eq. (3.32) equates the flow from the technologies and/or via the
pipelines with the mass flow in the buildings. Hence, where heat exchangers exist, there
may be a flow of district energy DE in proportion to the mass flow to the buildings,
MB:
DEi,t = cMBi,t(θ
dh:sup − θdh:ret)δt ∀ i, t (3.37)
The final centralized supply side constraints describe the relations for calculating the
required heat exchanger area and network pump capacity. The costs for the heat ex-
changer comprise a fixed cost, only in place if a heat exchanger is chosen, and a variable
cost dependent upon the area of the exchange units, given in Eq. (3.5). The heat ex-
changer area HEXarea is limited by mass flow in the lower bound and by the decision
variable HEX in the upper bound, given in Eq. (3.38):
cMBi,t
ϑ
≤ HEXareai,t ≤ HEXi,t̟ ∀ i, t (3.38)
where ϑ is the heat exchanger coefficient, and ̟ is the maximum heat exchanger area.
The product of the specific heat capacity c of the heat carrying medium (e.g. in units
of kJ/kg.K) and the mass flow to the buildings MB provides the power per unit tem-
perature (MW/K) in the numerator of the lower bound, which when divided by the
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heat exchanger coefficient (MW/m2.K) in the denominator supplies the minimum heat
exchanger area (m2) for the medium and heat exchanger; as based upon previous work
(Curti, 1998; Weber, 2008). The pump capacity is calculated using a pressure drop per
unit distance parameter Υ for the lower bound and a binary variable specifying the
existence of a pipeline X for the upper bound:
φmax
∑
i′(ψi′,iXi′,i,t)Υ
ρ
≤ CAP pumpi,t ≤
∑
i′
Xi′,i,t̺ ∀ i, t (3.39)
where ρ is the density of the medium, CAP pump is the capacity of the pump, and ̺ is
the maximum pump size. Note that the pressure drop per pipe length Υ is a parameter
calculated pre-optimization (see Table B.7). In the detailed design stage this calculation
would involve an iterative procedure to estimate the value. It should also be noted that
before income is calculated for any centrally produced electricity, the electricity required
to run the network pumps will be subtracted from the overall electricity generation.
Given the primary constraints of both the demand and the supply side of residential
energy systems presented above, the last constraints to be detailed are those related to
greenhouse gas emissions and real-world constraints imposed by the author to provide
a more realistic model.
3.4.9 Greenhouse gas emissions and real-world constraints
This final section describes both the constraints employed to calculate the greenhouse
gas emissions Em shown in Fig. 3.2, and also empirical/engineering constraints informed
by local conditions. The greenhouse gas emissions are calculated as the sum of the direct
and indirect greenhouse gas emissions resulting from providing the heating services for
residences in an urban area, as in Eq. (3.40):
Emi,t =
∑
sp
IEi,sp,tχsp ∀ i, t (3.40)
where χ is the emissions factor for a supply side technology sp. Note that the product of
the reciprocal of the COP and the electricity emissions factor will provide the emissions
factor for heat pumps.
Other limitations must be placed on the formulation so that initial boundary conditions
may be calibrated correctly, and also to ensure future prescriptions based on the results
of RESCOM may be assumed reasonable. Two real-world constraints are thought par-
ticularly relevant: i) the upper and lower bounds on the capacity based upon the load
factors of the technologies, shown in Eq. (3.41), and ii) the maximum and minimum
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rates of retrofit restriction on investments in new technologies provided in Eq. (3.43)
& (3.42). The restrictions on load factors are pertinent because, in the absence of any
limits on supply side technology operation, technologies may be chosen by the model to
be operated at loads inconsistent with reality — e.g. at 0% of capacity. Providing rea-
sonable restrictions from the literature of actual operation helps ensure an adequate and
realistic capacity of technologies is available, and also that once installed a technology is
in use. The minimum and maximum rates of retrofit are thought relevant because they
help to ensure that the deployment in new technologies in each time period are not too
far removed from historical rates of retrofit. If more ambitious schedules of investment
were to be studied, the minimum and maximum rates could be adjusted to account for
this in Eqs. (3.42) & (3.43):
∑
i
(NPi,sp,tµ
max
sp )ε
min
sp,t ≤ CAPi,sp,t ≤
∑
i
(NPi,sp,tµ
max
sp )ε
max
sp,t ∀ i, sp, t (3.41)
∑
i
INVi,p,t ≥
∑
i
Ψminp γi,t ∀ p, t (3.42)
∑
i,p
INVi,p,t ≤
∑
i,p
Ψmaxp γi,t ∀ t (3.43)
where ε is the minimum/maximum load factor in Eq. (3.41), and Ψ is the minimum/-
maximum rate of retrofit.
As regards additional limitations on centralized heating networks, CCGT plants can
only be chosen for investment in pre-defined nodes, which is thought realistic given that
land-use covenants and restrictions are in place in certain urban areas. In addition, a
maximum of two CCGT plants are allowed on the same site, again believed to be a fair
constraint in the majority of urban cases.
3.4.10 RESCOM assumptions
The following assumptions are made:
1. Free gains and dynamic effects are assumed embedded in the peak demand.
2. Finance is available.
3. The physical range of the district energy system is limited by the spatial bounds
of the urban area, i.e. transfers of heat between neighbouring urban areas are not
permitted although heat may be transferred between nodes. This may limit the
ability of large heating plants to connect to other urban districts, and hence impact
their competitiveness, but in the interests of formulating a tractable model with
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output at the spatial level of nodes, allowing internal and external transfers of heat
to the urban area from neighbouring areas is excluded.
3.5 Learning in the Aggregate Planning Model (LAPM)
for Utility Suppliers
This section describes the assessment of strategic workforce planning for an urban scale
technology installation scheme. An optimization model has been built to this end based
upon the traditional aggregated planning model. Traditional planning models determine
the size and experience levels of an aggregate workforce required to support production.
They are typically based upon the LP first presented by Hanssmann and Hess (1960).
This LP framework maintains a workforce level sufficient to provide the services of the
system under study. Maintaining a balanced workforce is commonly the objective. Also,
the aggregate planning model can incorporate the learning curve as a way of recognizing
that workforce performance typically improves with increased experience (Ebert, 1976).
Learning has been incorporated in this research specifically directed for use by utility
companies.
The model developed below is entitled Learning in the Aggregate Planning Model
(LAPM) and is a single objective NLP model. The agent for the objective function
in LAPM is the utility supplier. Specifically, for the case study of Haringey Borough
described in Appendix B, LAPM has been built by the author from the perspective of
the seven energy suppliers in the borough. Each energy supplier is in charge of main-
taining/servicing gas and electricity meters, of replacing existing meters with new smart
meters, and of paying a workforce of meter operatives (MOPs) to provide these services.
In addition it is assumed that, due to governmental regulations, the energy suppliers
are incentivized to reduce the energy bills of their contracted customers by means of
installing new smart meters.
Incumbent technologies are located on residential customers’ premises and are to be re-
moved before the installation of new technologies in their place. The objective function
of LAPM is, as in RESCOM, to minimize the sum of all discounted cash flows — mini-
mization of the NPV arising from existing and new technologies. Costs are discounted
to their present worth at the start of the installation scheme. The costs in the objective
function include workforce costs, costs of maintaining and servicing the technologies,
and customers’ costs associated with a technology.
Workforce costs are determined by the number of employees required in the workforce at
any given time. The workforce is represented by aggregate variables and may be divided
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into categories of experience. Changes to workforce categories may incur a cost in the
form of administration fees, training costs, and/or redundancy payments.
Minimization of discounted workforce costs alone would likely defer all investment costs
until the last time period of the installation scheme. Deferring is a function of discount-
ing, and while discounting offers an incomplete view of the world, it is nonetheless a
well-establised technique for analysis of future investment decisions from the point of
view of today (Ross et al., 2010; Brealey et al., 2011; Kasasˇ et al., 2012). Reduced
workforce costs must also be traded off against the benefits of installing the technolo-
gies closer to the start of the scheme. These benefits include reduced maintenance and
customer costs associated with the technology. The maintenance costs are to be borne
by the employer of the workforce, e.g. the utility supplier. As the objective function
contains costs for both the employer and the customer, the single objective includes
both a social and a private cost to be minimized. A description of the formulation and
the assumptions on which this objective function is based are now presented in turn.
3.5.1 Objective function
Similar to the objective function employed in RESCOM (see section 3.4.1), LAPM’s
objective function is defined as the summation of cashflows discounted to today’s value
by a discount rate r. The terms included in Eq. (3.44) relate to the private costs and
the social costs associated with technology maintenance and replacement. Private costs
can be divided into costs due to paying the existing workforce EC, hiring costs of new
employees HC, training costs TC, redundancy costs RC, overtime costs OC, and costs
for maintaining the incumbent technologies MC. Social costs are considered here as the
cost to the residential customer from using the technology UC. Costs may be indexed
by utility supplier sr, time period t, technology type p, and workforce category w:
min
∑
sr,t,p,w
1
(1 + r)t
(ECp,wsr,t +HC
p,w
sr,t + TC
p,w
sr,t +RC
p,w
sr,t +OC
p,w
sr,t +MC
p
sr,t + UC
p
sr,t)
(3.44)
Workforce categories would for example be qualified workforce from the labour market,
trainees from the labour market, and internal employees. Each workforce category will
have its own parameters. The objective of LAPM is to minimize the costs associated
with replacing existing technologies on residential premises (such as gas, electric, or
water metering technology) with a new set of technologies over a defined time period.
The motivation of LAPM is now provided.
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3.5.2 Installation constraints
New technologies, smart metering technologies in the test case, must be installed in
all customer premises by the end of the installation scheme. The installation scheme
encompasses all time periods t. In Eq. (3.45) the technology installation target for each
supplier sr is set, but the time period t during which and the workforce category(ies) w
employed to meet this target are both free to be chosen:
∑
t,p,w
NCp,wsr,t = ηsr ∀ sr (3.45)
Eq. (3.46) symbolizes the technology installation balance, where the number of cumu-
lative installations NC at the end of time period t equals the number of cumulative
installations at the end of the previous period plus the new installations NP during the
current period t:
NCp,wsr,t = NC
p,w
sr,t−1 +NP
p,w
sr,t ∀ sr, t, p, w (3.46)
The costs involved in such a scheme are now explained.
3.5.3 Cost constraints
The cost of paying the existing workforce EC is determined by the number of exist-
ing employees XE multiplied by the wages α of workforce category w working with a
technology type p for a given utility supplier sr at a time t, as given by the equality
constraint defined by Eq. (3.47):
ECp,wsr,t = XE
p,w
sr,tαsr,t,p,w ∀ sr, t, p, w (3.47)
The number of existing employees is a variable which is balanced from one time period
to another by Eq. (3.54) in section 3.5.4. The stock of existing employees is impacted
by the hiring of new employees, and the cost of such a decision is supplied by Eq. (3.48).
The hiring cost HC depends upon the cost of hiring β and the number of employees
hired XH:
HCp,wsr,t = XH
p,w
sr,tβsr,t,p,w ∀ sr, t, p, w (3.48)
The other decision variables which will govern the number of existing employees are
the following: i) the number of internal employees trained XT from working with one
technology onto working with another and ii) redundanciesXF enforced by the company.
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The costs of these actions can be described by Eqs. (3.49) & (3.50):
TCp,wsr,t = XT
p,w
sr,t γsr,t,p,w ∀ sr, t, p, w (3.49)
RCp,wsr,t = XF
p,w
sr,t δsr,t,p,w ∀ sr, t, p, w (3.50)
where γ is the expense of training and δ is the cost of firing existing employees. There
are three other costs to be described. Firstly, if employees choose to work beyond their
normal hours, they are reimbursed for this overtime. The overheads OC because of
overtime OT can be calculated using Eq. (3.51):
OCp,wsr,t = OT
p,w
sr,t τsr,t,p,w ∀ sr, t, p, w (3.51)
where τ is the cost of overtime (e.g. in £ per hour). The final two costs arise from the
maintenance of existing technology MC (which is paid for by the utility supplier) and
from the costs of usage UC by the residential customer. The technological costs to the
residential customer are included because each energy supplier has a contract with the
residential customer, and governmental regulations incentivize the energy suppliers to
reduce the energy bills of their contracted customers. The maintenance cost is provided
by the k linear relationships between the initial maintenance cost e and the cumulative
number of installations NC, given in Eq. (3.52):
MCpsr,t ≥ ek +
∑
w
NCp,wsr,t (fk − σ) ∀ sr, t, p, k (3.52)
where e represents the intercept of the linear relationship between MC and NC, f
is the slope of the linear relationship, while the product of NC and σ represents the
decreasing costs with increasing cumulative installations. It should be noted that in
order to reduce the number of nonlinear relationships in this model so that the model
is suitably tractable, Eq. (3.52) has k linear representations of a nonlinear relation,
similar to the approach described later for representing a power law (shown in Fig. B.2).
As the maintenance cost is minimized in the objective function Eq. (3.44), the correct
linear segment k will be chosen. However, this will only work when the function being
approximated is convex (where a function f(x) is convex on an interval [a, b] if for any
two points x1 and x2 in [a, b] the following inequality holds: f [λx1 + (1 − λ)x2] ≤
λf(x1) + (1− λ)f(x2) ∀ λ ∈ [0, 1]).
The customer’s costs of usage are formulated in Eq. (3.53), in which costs are a function
of the number of technology installations NP in time period t. The impact of new
installations on a customer’s expenses is provided by the parameter µ. In the test case
of Haringey Borough, the customers’ costs associated with a technology are assumed
to be reduced after installation of a new technology, i.e. a customer’s bill is reduced if
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a smart meter is installed (µ < 0). The initial customer costs are input as boundary
conditions (i.e. at t = 0) for UC:
UCpsr,t = UC
p
sr,t−1 +
∑
w
NP p,wsr,t µp ∀ sr, t, p (3.53)
Thus concludes the description of costs in LAPM. The workforce constraints are now
introduced.
3.5.4 Workforce constraints
The workforce balance, supplied in Eq. (3.54), is the balancing equation between the
existing workforce XE at the end of time period t and changes to the workforce during
time period t. As mentioned in section 3.5.3, the existing workforce may be altered
by the hiring, training, or firing of employees. In addition, a retirement parameter xr
ensures a natural pace of turnover. Note that the impact of training of an employee
upskilled from working on technology p to working on technology p′ is made possible
by the use of an employee training parameter ǫ, in the same fashion as ω in Eq. (3.22).
Also notice that there is a delay parameter ς which forces a time lag between the initial
time of training and when an employee can become part of the active workforce. This
is also true for the delay parameter ι associated with the hiring time:
XEp,wsr,t = XE
p,w
sr,t−1 +XH
p,w
sr,t−ιp,w +
∑
p′
(ǫp,p′XT
p,w
sr,t−ςp,w)−XF
p,w
sr,t − xr
p,w
sr,t
∀ sr, t, p, w (3.54)
Eq. (3.55) ensures that the total workforce for each supplier sr summed over all tech-
nology skills and workforce categories in period t is greater than or equal to the total
workforce employed in the previous time period t − 1. This prevents the objective
function from forcing the number of employees below initial levels, and could arguably
be defined as a real-world constraint in section 3.5.6. In the test case it is assumed
that MOPs will still be required for meter maintenance and future installations after
the smart meter scheme, thus making Eq. (3.55) meaningful. In the absence of this
constraint, the number of MOPs would be reduced to zero at the end of the scheme.
∑
p,w
XEp,wsr,t ≥
∑
p,w
XEp,wsr,t−1 ∀ sr, t (3.55)
Given that the workforce’s primary objective in LAPM is to maintain or replace tech-
nologies located on a resident’s property, further to the description of costs and workforce
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constraints there must also be suitable representation of labour time. Time constraints
can be divided into four constraints, as described in section 3.5.5.
3.5.5 Time constraints
The time constraints considered in LAPM describe the following aspects of technology
installations: i) the amount of available time for work, ii) the time spent travelling by
employees between customer properties, iii) the total time per installation, which is the
summation of both the installation time and the travel time, and iv) the installation
time, which is a function of the learning rate of the particular workforce category on a
specific technology type. These constraints are detailed in turn.
Eq. (3.56) states that the product of the number of installations NP and the average
time per installation T must be less than or equal to the active workforce XE multiplied
by the working hours ζ in a given time period t. Note that this is a bilinear constraint.
If required, overtime OT can be introduced to allow for additional working hours in a
particular time period:
XEp,wsr,tζt +OT
p,w
sr,t ≥ NP
p,w
sr,t T
p,w
sr,t ∀ sr, t, p, w (3.56)
The travelling time TT between technology installations is dependent upon the cumu-
lative number of installations NC relative to the total targeted number of installations
η, as written in Eq. (3.57). The access rate to customer premises is taken account in
Eq. (3.57) by the ω parameter. Access rates of less than 100% will require additional
visits to the property increasing the average total travelling time between customers:
TT p,wsr,t = κsr +
(λsr + ωsr)− κsr
ηsr
NCp,wsr,t ∀ sr, t, p, w (3.57)
where κ is the initial travel time prior to any new technology installations, and λ is the
maximum travel time between installations. Eq. (3.58) sums the travel time and the
installation time IT to provide the total time per installation (e.g. in hours):
T p,wsr,t = IT
p,w
sr,t + TT
p,w
sr,t ∀ sr, t, p, w (3.58)
Calculating the installation time requires an enumeration of the learning rates associated
with undertaking the task of installing a new technology.
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3.5.5.1 Rate of learning
Learning curves describe the rate at which improvements to undertaking tasks may be
made — i.e. a measure of the increase in productivity as the cumulative number of
similar tasks are completed. There are various alternative expressions for measuring
this expected increase in productivity. The ‘Stanford B’ model is chosen here as it is a
form of the power law learning curve that allows for previous experience (Thomas et al.,
1986), which is necessary when the workforce displays varying levels of experience. The
traditional power law is supplied by Eq. (3.59), while the Stanford B version is given by
Eq. (3.60) (where for clarity neither equation is indexed). The latter version accounts
for prior experience at t = 0, given in Eq. (3.60):
IT = c(NC)−d (3.59)
IT = c(NC +B)−d (3.60)
where IT is the installation time, NC is the cumulative number of installations, B is the
number of previous installations, and c and d are learning curve coefficients and powers
respectively. Rather than directly employ the nonlinear relationship in Eq. (3.60), and
hence increase the nonlinearity of LAPM, it is decided to approximate the power law
by using piecewise linear approximations. There are alternative formalised methods by
which to choose the number of linear segments and to solve therein (see the use of special
ordered sets described by Williams (1999)) but the most efficient and suitably accurate
description is thought to be providing a small number of suitable linear relationships,
which are to be minimized in the objective function, as displayed for the test case in
Fig. B.2 and provided by Eq. (3.61):
IT p,wsr,t ≥ c
p,w
sr,j + d
p,w
sr,j
NCp,wsr,t−1
φp,wsr
∀ sr, t, p, w, j (3.61)
where c and d are the intercept and slope of the linear segment j of the learning curve
respectively, and φ is the number of initial workforce — i.e. a parameter defined at pre-
optimization. A parameter is chosen, rather than the variable representing the workforce
XEp,wsr,t , because the number of nonlinearities in LAPM is sought to be minimized. The
installation time will be minimized to obtain the fastest time of installation, as a function
of the cumulative number of installations in the previous period. Note that previous
experience will be set as a boundary condition at t = 0 for each particular workforce
category for a technology employed under a utility supplier sr.
Given that the cost, workforce, and time constraints have been briefly discussed, there
are three final expressions of note. These are the installation balance and target, and
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a further constraint on time introduced to reduce the solution space of LAPM (with a
similar function to those described in section 3.4.9).
3.5.6 Real-world constraints
The final constraint in LAPM is an inequality constraint linking the installation time IT
in time period t to time taken for installations in the previous time period. Eq. (3.62)
reduces the possible solution space ensuring that only linear segments in Eq. (3.61)
producing times less or equal to those in previous periods are chosen:
IT p,wsr,t−1 ≥ IT
p,w
sr,t ∀ sr, t, p, w (3.62)
The primary assumptions underlying LAPM are now made explicit.
3.5.7 LAPM assumptions
1. The number required in the workforce is a continuous variable, where fractional
values represent a part-time workforce expressed in full-time equivalents.
2. The time taken to install a new technology is assumed to improve from the time
taken for the initial installation towards a minimum time taken for each installa-
tion, represented by a learning curve.
3. Average workforce travelling time between customer properties increases linearly
as the density of customers in an area decreases.
4. Maintenance and servicing costs for a technology decrease with increasing numbers
of new installations. However these costs also increase due to a lower density of
customers in an area, which comes into play towards the end of the scheme.
3.6 Methods for analysing results
There are three primary methods employed in this thesis to analyse the output of LAPM
and RESCOM, as enumerated below:
1. Scenarios ⇒ self-consistent narratives against which a strategy may be examined,
2. Near-optimal solution alternatives ⇒ providing a rich solution space for the deci-
sion maker rather than a single remedy, and
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3. Uncertainty analysis ⇒ efficient sampling from parameter distributions to allow
for stress-testing of the models.
A practical example described in Appendix B demonstrates the functionalities of the
models developed in sections 3.4 & 3.5. The results and the analysis of the results are
provided in the following two chapters.
With regard to analysis of the results from LAPM and RESCOM, it is proposed that
it is the structure of the solution rather than the objective function’s value that should
be analysed. The structure of the solution is the arrangement of technologies and their
operating patterns. The objective function’s value is the NPV is the sum of all discounted
cash flows. Both LAPM and RESCOM are placed at the earliest stage of design, i.e. at
the concept stage rather than at the detailed stage of design; for definitions see (CIBSE,
2008; Frangopoulos et al., 2002; Fabrizio et al., 2010). At the concept stage it is assumed
in this thesis that focusing on the types, location, and number of new technologies makes
more sense than focusing on the NPV of the objective function. At the earliest stages
of design, determining the technological requirements to meet the given needs is most
important (Will, 1991), prior to detailed analysis of cost at later stages of design.
The methods above are thought suitable for providing rich solution spaces while checking
that the model and solution structure is stable. Each method is discussed briefly in turn,
before their use is demonstrated in Chapters 4 & 5. The policy implications of these
results are teased out in Chapter 6.
3.6.1 Scenarios
In the context of business plans, scenarios can be described as coherent narratives by
which a particular strategy may be tested (Fisk, 2013). In another definition, scenarios
are views of the future which help to understand how a currently inactive constraint
when forced to be active may have an effect on the current system (Schwartz, 1991).
Scenario analysis is a well known method for considering uncertainty, for example in low
carbon pathways (Hughes et al., 2013). Regardless, scenarios are not to be confused with
forecasts. In the context of this research, scenarios are useful for checking the ability
of Haringey’s systems to work with varying degrees of success against an unfamiliar
situation. A follow-on question is how would the decision makers in Haringey use these
scenarios. The most pragmatic answer is to better prepare the existing resources in the
borough for an unexpected turn of events (e.g. a new government policy). In this context,
and for the sake of clarity, only a small set of scenarios is considered in Chapters 4 & 5,
which are briefly described in each chapter.
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3.6.2 Near-optimal solutions
For the class of integer programming optimization (MILP in the case of RESCOM),
there may exist a set of solutions close to the optimal solution which almost fulfill the
same criteria. Near-optimal solution alternatives provide additional decision support by
furnishing a set of promising solutions rather than a single optimized answer.
As mentioned in the introduction to this section, of particular interest is the structural
setup of solutions. In this research, an approach is taken that generates structurally dif-
ferent near-optimal solutions, e.g. solutions containing different technology investments
to the optimal investments but that will provide a similar objective value. A system-
atic method of generating a ranked set of structurally different alternative solutions is
the integer-cut constraint approach (Balas and Jeroslow, 1972; Raman and Grossmann,
1991). This approach is now introduced, as based upon the work of Voll et al. (2013).
A binary decision variable yp takes the value of 1 if a particular piece of technology p is
chosen, and is 0 otherwise. Let us assume that before considering the kth solution, k−1
optimized solutions have already been found. If we let l signify any of these previous
solutions, then ylp represents the binary decision variable for whether or not (1 or 0) a
particular technology is chosen in the already known lth optimized solution. Summed
over all technologies p, a technology may be chosen in the set of previous solutions
l = 1, . . . , k − 1, or in the current kth solution, as shown in Eq. (3.63):
∑
p
σlp ≥ 1 ∀ l = 1, . . . , k − 1,
with σlp =

y
(l)
p − y
(k)
p ∀ p : y
(l)
p = 1,
y
(l)
p + y
(k)
p ∀ p : y
(l)
p = 0.
(3.63)
The central purpose of Eq. (3.63) is to remove previously chosen integer variable vectors
from the possible set of integer solutions for the current run of the model. A more
compact form of the equation was recently given by Fazlollahi et al. (2012), as formulated
in Eq. (3.64):
∑
p
y(k)p ·
(
2 y(l)p − 1
)
≤
(∑
p
y(l)p
)
− 1 ∀ l = 1, . . . , k − 1. (3.64)
3.6.3 Uncertainty analysis
Uncertainty analysis essentially provides two services: i) a stress-testing of the model,
and ii) quantification of the uncertainty in model output given uncertain model input
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(Saltelli et al., 2008). The selection of alternative assumptions neighbouring the initial
set of assumed parameter values is considered good practice in modelling (Saltelli et al.,
2006). This allows both the domain of the optimization model to be tested, and the
question as to what are the major uncertainties which most impact upon the structure
of the solution to be answered.
Uncertainty analysis is a well established process, arbitrarily depicted in Fig. 3.3. The
process is shown for quasi-random number sampling as undertaken for RESCOM and
LAPM. It is contended here that quasi-random numbers, derived from algorithms such
as the Sobol′ sequence from Antonov and Saleev (1980), provide better uniformity of
coverage of the sampling space than pseudo-random numbers (Saltelli et al., 2008).
However, a quasi-random sequence is not as applicable as a pseudo-random sequence.
Nevertheless, Sobol′ sampling offers a uniform coverage of the sampling space, and hence
a more efficient sampling method than pseudo-random sampling (e.g. see Matsumoto and
Nishimura (1998)). Non-uniform coverage of the sample space would require a larger
number of runs to avoid missing out on neighbourhoods of parameter values. In the
Haringey test case, Sobol′ sequences are employed to generate samples of data for an
analysis of the uncertainty with respect to input variability. The next chapter details
the first testing of parameter values — scenario analysis of RESCOM’s output.
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Identify key parameters of interest
Describe parameter variability
Empirical data:
An appropriate probability density function
can be employed if it fits. Use least squares
or maximum likelihood method to fit data.
Where no data exists:
Base values on engineering estimates or
published literature.
Generate a sample
Quasi-random number sampling
• Limited applicability
• Uniform coverage of the sampling space
Read the input data into the
model, and solve for the optimal
value of the objective function
Analyse the variables post-
solution with respect to the
input parameter samples
Figure 3.3: Flowchart of the process undertaken for uncertainty analysis of RESCOM
and LAPM.
Chapter 4
Results for planning urban scale
residential energy system retrofits
The results in this chapter are due to formulating the model RESCOM, referring to
section 3.4, in the software package GAMS (version 23.3). The model is solved using the
package ILOG CPLEX (version 12.1.0). The standard MILP solution algorithm is used,
detailed in Appendix A. The rest of this chapter first provides output from the scenarios
for Haringey Borough over the period 2014 – 2020, before a set of near-optimal solutions
are provided and contrasted against the optimized structure, followed by an uncertainty
analysis and presentation of the computational experience.
4.1 Scenarios
Scenarios are chosen to test the ability of Haringey Borough’s residential energy systems
to work in varying circumstances. Whether or not these scenarios are successful for this
end is implicitly discussed in Chapter 6. A small set of scenarios is considered suitable
for this purpose, as enumerated below:
1. A ‘business-as-usual’ (BAU) scenario, in which investments in demand side and
distributed supply side technologies are constrained to continue as historically,
and investments in centralized CCGT combined heat and power (CHP) plant are
not allowed because to date only single-building CHP plant have been installed in
Haringey Borough (Haringey Council, 2012),
2. A low carbon scenario, in which CO2 emissions in the year 2020 are forced to be
lower than or equal to 60% of 2005 emissions of residences in the borough (182 kt
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CO2 emissions — based on 60% of the residential gas and electricity direct and
indirect emissions for the borough in 2005 (ONS, 2013; CCC, 2010)),
3. A high gas/electricity price scenario, wherein the price of gas is raised by 200%,
and the price of electricity is increased by 391% (based upon the average ratio of
electricity to gas prices — the so-called ‘spark gap’ — for UK residences over the
period 1970 – 2009 (DECC, 2013a)),
4. A high gas/electricity price scenario with the same doubling and nearly quadru-
pling of gas and electricity prices respectively as in the high gas/electricity price
case, but with the additional constraint that investments in CCGT plant are not
permitted.
As presented below, the considerable differences between structural solutions from the
scenarios proves at least partially that the ability of the systems to provide heating
services is being examined. Further scenarios were considered but omitted from the
final analysis, such as alternative feedstocks — e.g. household waste, on the basis that
reliable data are lacking (see ONS (2013) for available data). The results for the scenarios
are presented in the subsequent subsection. Input data for the scenarios are furnished
in Appendix B. The objective function is the minimization of net present value for
the borough — where costs are incurred from operating technologies or investing in
new technologies, and can be reduced by producing income from centralized plant, as
described in section 3.4.1.
4.1.1 BAU scenario
The optimal configuration for the BAU scenario involves replacing 6.8% of the initial
84,199 incumbent non-condensing boilers with condensing boilers. The total borough
peak space heating demand increases marginally from 432 MW to 435 MW despite the
average heat loss in the borough decreasing steadily throughout the period under study,
shown in Fig. 4.1. This slight increase is due to the annually increasing stock of houses
in the area, which is partially but not completely counteracted by the investments in
demand side measures, illustrated by technology and node in Fig. 4.2.
For the years 2014 – 2018 inclusive, the total number of demand side investments are lim-
ited by the constraint providing a maximum rate of retrofit for Haringey Borough, shown
in Eq. (3.43). For example, in the year 2014, there are a total of 3,072 investments in
demand side measures. This value corresponds to the maximum rate of retrofit (DECC,
2013c) multiplied by the number of residences (ONS, 2013), e.g. 3, 072 = 93, 096×3.3%.
Similarly, the maximum rate constraint is active for the years 2015 – 2018, preventing
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the total number of investments rising above the allowable maximum. Totals of demand
side investments of 3,103, 3,134, 3,165, and 3,197 are recorded during the years 2015 –
2018 for respective residence totals of 94,031, 94,977, 95,931, and 96,896.
It is clear from Fig. 4.2 that loft insulation is preferred to the other demand side in-
vestments. For instance, in 2014 demand side investments contain 1,917 loft insulation
installations out of a total of 3,072 installations. Given that the objective function, de-
scribed in section 3.4.1, includes minimization of both operating costs and capital costs
it would make sense that the cheapest investments are chosen. Table B.3 in Appendix B
shows the cost of each insulating measure. Loft insulation is the cheapest measure on
the basis of £ per W / K.
The optimization model first ensures the minimum rate of retrofit constraint (Eq. 3.42)
is satisfied for all years. Then the model fills up the demand side measures to the
maximum allowable. The optimizer will start with the cheapest and will begin filling
up the first year until the last year, and then will move onto the next cheapest. This is
shown in Table 4.1 for the year 2014.
Table 4.1: Demand side investments in 2014 in the BAU scenario. Note that there
are 93,096 residences in Haringey Borough in this year (ONS, 2013) based upon a 1%
annual growth rate (Haringey Council, 2012). The minimum rate of retrofit is 0.3%
and the maximum rate is 3.3% (DECC, 2013c).
Node Demand side Number of % of
technology investments residences
1 Door insulation 289 0.3
1 Floor insulation 289 0.3
3 Loft insulation 1,917 2.1
14 Triple glazing 289 0.3
18 Wall insulation 289 0.3
Total 3,072 3.3
First all measures (door insulation, floor insulation, ...) are chosen so that the minimum
rate of retrofit (0.3%) constraint is met. Then the least expensive measure (loft insula-
tion, according to Table B.3) is installed up to the maximum rate of retrofit (3.3%) is
achieved for Haringey Borough. The inclusion of a minimum rate of retrofit is at least
partly vindicated in providing a more realistic spread of investments based upon histori-
cal investments. In the absence of a minimum rate of retrofit, the optimizer would choose
the cheapest and then the next cheapest and so on leading to a less uniform spread. The
results of the BAU scenario are compared to the results from the other scenarios in Ta-
ble 4.2. In the optimal operation, the incumbent gas boilers are being run at 9.2% of
their maximum capacity, the electric immersion and electric storage radiators are oper-
ated at 2% partload, while the new condensing boilers are run significantly more, in line
with figures published in a recent study of boiler operation in the UK (GASTEC et al.,
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Figure 4.1: Average heat loss of residences in Haringey Borough in the BAU scenario.
2009). The electric heat emitters are employed as back-up storage heaters, particularly
in the summer months when DHW requirements increase their proportion of the total
demand.
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Figure 4.2: Demand side technology investments by node (ward) in the BAU scenario.
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4.1.2 Low carbon scenario
The low carbon scenario produces the cheapest operating costs for residences, but also
the highest capital costs, as shown in Table 4.2. Investments in demand side measures
are required in nearly two-thirds of residences, resulting in an average energy bill 33%
lower than in the BAU scenario. There are also a large number of investments in
horizontal GSHPs, totalling nearly two thousand one hundred. These GSHPS replace
the gas boilers where they are installed. However, the GSHPs cannot provide all of the
necessary heat demand at particular temperature intervals, and incumbent gas boilers
are run as back-up in combination with the existing immersion systems.
That GSHPS cannot supply all the required heat demand is a limitation of the model.
The distributed supply side technology investments INV in RESCOM’s Eq. (3.6) deter-
mine the number of a given technology, via the technology balance given in Eq. (3.22).
The product of the number of technologies and the maximum capacity limit the avail-
able capacity CAP , and hence the output energy OE. In the case study of Haringey
Borough, only one size of GSHP unit is modelled; a 12 kW unit (Bertani, 2009). The
lack of cost advantages gained from purchasing larger units (e.g. see the capacity power
law modelled by Voll et al. (2012)), as well as the restriction on retrofit rates described
in section 4.1.1, limits the available heat energy from the GSHP units. Other limits
are placed upon the model output by a further three factors: (i) the COP of the units,
calculated in Eq. (3.27), (ii) the maximum load factor of the units shown in Eq. (3.41),
and (iii) the available area of residential garden space for horizontal installations, as
given in Eq. (3.26). Vertical GSHPs are not considered.
The cold composite curves for the borough are given in Fig. 4.3. The changes to demand
in the winter seasons show the greatest reductions in heat requirements, which is to be
expected due to the reduction in residential heat loss across the borough. The average
heat loss of residences in the low carbon scenario reduced from 228 W / K to 124 W / K,
compared with a decrease to 214 W / K in the BAU scenario (shown in Fig. 4.1). The
heat loss is multiplied by the difference in temperature between the centre of building
and the external environment to calculate thermal energy requirements. This is shown
in Eq. (3.11). As the the temperature difference is largest in the winter, evidenced by the
temperature data given in Table B.11 and in Table B.2. Hence, the heat requirements
in other seasons are more dependent on DHW, whereas the winter demand is heavily
weighted by space heating.
The combination of reduced energy demand and improved supply side technologies allows
the borough to meet its 2020 target of 182 kt CO2 of emissions. The optimized selection
and operation of condensing boilers and GSHPs provide the greatest benefits in terms
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Figure 4.3: Seasonal heat requirements by temperature summed over all nodes in
2011 and 2020 for the low carbon scenario.
of the reduction in borough wide emissions. Yet it should be recognized that the carbon
constraint can only be met if the maximum annual rate of retrofit for the borough is
increased beyond the historical rates of 0.8-3.3% per year. If the rate is lower than 6.5%,
given the set of technologies P considered in this study, the constraint cannot be satisfied.
This is deemed an important insight for the borough’s decision makers, particularly in
relation to the share of borough wide emissions reductions that the residential sector is
expected to provide.
4.1.3 High gas/electricity price scenario
The price of gas in the high gas/electricity price scenario is twice the historical price,
increasing from £0.04 / KWh (DECC, 2011) to £0.08 / kWh, while the price of electric-
ity increases by 391%. One could expect that a doubling of gas prices would incentivize
investments in demand reduction measures and non-gas consuming supply side technolo-
gies, where the objective function is to minimize operational and capital costs. However,
as presented in section 3.4.1 it is assumed that Haringey’s local authority is authorized
to incentivize investments in centralized heating plant via financial means, and hence
the objective function includes negative electricity income.
As such, an interesting result is produced: four CCGT plants are bought and a borough
wide heating network is installed, as the superstructure illustrates in Fig. 4.4. The CCGT
CHP plants are operated primarily to produce electricity but also provide heat to the
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borough. CHP plants are installed in nodes 8, 12, and 16. Two gas turbines (CCGTs)
are chosen for installation in node 12, indicating that the constraint on a maximum of
two CCGT plants per node is active (see section 3.4.9). The optimal arrangement is to
run the CCGT plants as much as possible, producing the maximum amount of electricity
income in order to reduce the high costs of the gas consumption by the residences of
the borough. What this also implies is an additional degree of dependence upon gas
consuming technologies.
Figure 4.4: Combined cycle gas turbine (CCGT) plants with heat recovery steam
generators, heat exchanger stations, and district heating pipelines in the high gas/elec-
tricity price scenario. CCGT plants located at nodes 8, 12, & 16.
The total primary energy demand reflects the choice of investing in four CCGT plants:
the primary energy requirements of the borough are over twice the magnitude of the
requirements in the BAU scenario, as shown in Fig. 4.5 and given in Table 4.2. Note
that no solar thermal collectors are chosen for investment in any of the scenarios.
4.1.4 High gas/electricity price with no centralized technologies sce-
nario
The final scenario considered a doubling of gas prices and more than a tripling of elec-
tricity prices, as in the high gas/electricity price scenario, but also omits the choice for
investments in centralized technologies. Results from this final scenario are compared
against the other results in Table 4.2. The first distinction is a larger investment in new
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Figure 4.5: Primary energy demand in 2020 for selected scenarios.
condensing boilers, more than a 50% increase compared to BAU replacements. Secondly
a difference is seen in the growth in demand side investments, with 41,472 new technolo-
gies installed over the period 2014 – 2020. The technologies chosen constitute mainly
loft insulation (chosen in 80% of cases) with the remainder split into triple glazing, floor
insulation, door insulation, and wall insulation. Thirdly, the energy bill for residences is
highest in this scenario. The rationale being that despite requiring less primary energy
than the BAU scenario the prices are simply too high to be otherwise mitigated by stor-
age and other means. In the original high gas/electricity price scenario, slightly cheaper
heat is provided by the district heating at borough scale so that the residential bill is
8% less than in the high gas/electricity price scenario without centralized heating plant.
Based on interviews with district heating experts in London, typically investments in
CCGT plant are made only where the existing cost of heating residences can be undercut
by at least 10%.
4.2 Near-optimal solutions
The high gas/electricity price scenario described in section 4.1.3 is the candidate optimal
solution for assessing near-optimal alternatives. The optimal superstructure, illustrated
in Fig. 4.4, is a borough wide district heating system comprising pipelines, pumps, heat
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Table 4.2: Results from the scenarios for Haringey Borough over the period 2014 –
2020. ∗Energy bill only includes the cost of gas and electricity consumption for meeting
residential space heating and hot water requirements.
Scenario
Business High gas Low High gas
as usual price carbon price without
(BAU) central tech.
Objective value (M£) 480 131 525 875
Electricity income (M£) 0 1,399 0 0
Capital cost per residence in 2014 (£) 303 194 852 274
Residential energy bill∗ in 2011 (£) 706
Residential energy bill∗ in 2020 (£) 574 1,008 387 1,092
New centralized plant (MWmaxth ) 0 264 0 0
New condensing boilers (MWmax) 115 135 156 174
New demand side technologies in 2014 3,072 3,072 62,840 6,284
Emissions in 2020 (kt CO2) 279 669 182 263
Primary energy required in 2020 (TJ) 4,891 10,499 3,366 4,608
exchangers, and four CCGT plants. Two plants are located in node 12, and the other
two plants are positioned in nodes 8 and 16.
Eq. (3.64) is used to restrict this particular structure from being chosen in subsequent
optimized solutions. RESCOM is run for a further ten alternative solutions, and the
resulting superstructures of the first three integer cuts are provided in Figs. 4.6, 4.7,
& 4.8. The objective function values changed by less than 0.01% for the ten integer
cut alternative solutions. This infers a very minor loss of optimality between solutions.
The optimality gap of 0.1%, stated again in section 4.4, is much larger than the space
between objective values (0.01%) — but this should not impact on the general insights
discussed in this section because the optimality gap is consistently set at 0.1% allowing
for subsequent integer cut solutions to be compared to each other. Note that the layout
of the district heating network and the CCGT operating strategy is the same in each
solution. Only the location of the four CCGT plants changes between solutions. The
solutions all share common features of the high gas/electricity price scenario, as listed
below:
1. Replacement of non-condensing boilers with condensing boilers and heat exchang-
ers (for connecting to a borough wide district heating network),
2. Selection of four CCGT CHP plants, with each plant focused on electricity pro-
duction and being operated at up to 87% of the maximum capacity, and
3. Retainment of electric heating and non-condensing boilers as back-up heating
sources.
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The insight of such a set of solutions to decision makers in the borough is thought obvi-
ous: interchangeable centralized technology locations can provide the same outcome but
back-up systems are required. The wards in which plants may be located are provided,
as is the total length of the heating network. Yet how would Haringey Council use this
information? In a number of ways. Firstly, in the selected wards a public consultation
would allow residents to provide their feedback. Secondly, more detailed information on
the strategy could be sought from the relevant engineering consultancies.
The concluding sections of this chapter detail the computational experience of the run-
ning the optimizer for RESCOM and thereafter offer a summary of the modelling results.
Prior to these two sections, an uncertainty analysis is performed on a key parameter,
and both the process and the results are briefly discussed in section 4.3.
Figure 4.6: Integer cut 1: Combined cycle gas turbine (CCGT) plants with heat
recovery steam generators, heat exchanger stations, and district heating pipelines in
the high gas/electricity price scenario. CCGT plants located at nodes 4, 8, & 16.
4.3 Uncertainty analysis
This section follows the generation of near-optimal solution alternatives with an uncer-
tainty analysis of RESCOM. The sub-processes shown in Fig. 3.3 are briefly presented
before results are discussed. The high gas/electricity price scenario is chosen for the
model runs because it highlights the potential influence of centralized plant investments
on the borough’s retrofit strategy.
Ch. 4. Results for planning urban scale residential energy system retrofits 62
Figure 4.7: Integer cut 2: Combined cycle gas turbine (CCGT) plants with heat
recovery steam generators, heat exchanger stations, and district heating pipelines in
the high gas/electricity price scenario. CCGT plants located at nodes 8, 15, & 19.
Figure 4.8: Integer cut 3: Combined cycle gas turbine (CCGT) plants with heat
recovery steam generators, heat exchanger stations, and district heating pipelines in
the high gas/electricity price scenario. CCGT plants located at nodes 8, 16, & 19.
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4.3.1 Identifying parameters of interest and describing parameter vari-
ability
The approach used in this section to determine parameter(s) of interest relies on the im-
plicit knowledge of the author obtained from making incremental increases/decreases to
each parameter and inspecting the impact of these changes on the solution — a practical
technique employed by modellers (Brown and Rosenthal, 2008). A single parameter is
chosen to represent the uncertainty of the space heating demand profile: the operative
temperature at the centre of the building θc. The operative temperature influences both
the peak heat and the space heating energy requirements and, as such, is thought an
appropriate parameter to assess the uncertainty of output from RESCOM. A normal
(Gaussian) distribution is chosen the represent the operative temperature, making use
of an arithmetic mean of sixteen and a half degrees Celsius and a standard deviation of
three degrees Celsius (see Table B.14).
4.3.2 Generating a sample and results from RESCOM
The software package R (version 2.15.2) is employed to produce a sample. The Sobol′
sequence is engaged using code written for this purpose (Keirstead, 2013). Fifteen
hundred scenarios are created, read as input into Eqs. (3.9) & (3.11) via GAMS, and
then solved using the CPLEX optimizer. The objective function values are plotted as a
histogram in Fig. 4.9.
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Figure 4.9: Histogram of the value of RESCOM’s objective function. Thirty bins of
values are used.
Ch. 4. Results for planning urban scale residential energy system retrofits 64
It can be seen from the histogram of values that the objective function is sensitive to the
assumed internal temperature of the residential buildings. A comparison with the value
of £131 M in Table 4.2 shows the uncertainty runs produced lower values — peaking at
approximately -£500 M. This is to be expected. The high gas/electricity price scenario
in section 4.1.3 uses an operative temperature of fifteen and a half degrees, based upon
standard practice in the UK (CIBSE, 2002). However, the distribution employed for
the uncertainty runs has a mean of sixteen and a half degrees. As a result of the higher
temperature, the centralized plant can produce more electricity while providing higher
levels of heat. The implication is perhaps made clearer by investigating the structural
stability of the solution.
As Fig. 4.10 shows, more centralized plants are installed than in the original high gas/-
electricity price scenario — both in order to meet the higher heating demand and also
to provide more electricity income, thus reducing the overall objective value. While the
capacity of new condensing boilers is relatively stable at circa 160 MW, new CCGT
capacity has a much smoother peak centred at 300–400 MWth. The tail of the CCGT
histogram pushes out towards 800 MWth, just as the tail of the objective function’s
histogram tends towards -£1,500 M — i.e. more electricity income due to investment in
more CHP capacity.
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Figure 4.10: Histogram of values of new technology capacity for combined cycle gas
turbines (CCGT) and condensing boilers.
With these results on board, a short description of the model size and associated solution
times is provided in the next section.
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4.4 Computational experience
The model contains 688,640 constraints (of which 296,663 are inequality constraints),
576,926 variables (of which 3,774 are integer variables), and 1,763,109 non-zero matrix
coefficients. This model is solved for an optimality gap of 0.1%. Selected sets with
the highest cardinality numbers are provided in Table 4.3 — where the cardinality is
the sum total of elements in a set, e.g. |I| = 19. The solution times are provided in
Table 4.3: Selected set cardinalities in RESCOM.
Set I D y h dsp sp e s
Cardinality 19 11 8 6 6 6 5 4
Table 4.4. It should be noted that due to the branching nature of the MILP optimizer
(see Appendix A), solution times are notoriously hard to predict. Yet, the purpose of
including the computational experience is to shore up the argument that optimization
models for managing resources at the urban scale can be solved in reasonable amounts
of time.
Table 4.4: Solution times for RESCOM. Optimality gap is 0.1%.
Solution time
(seconds)
Scenarios
Optimal BAU 14
Optimal low carbon 104
Optimal high gas/electricity price without CCGT 15
Optimal high gas/electricity price 3,227
Integer cuts
1st cut 1,275
2nd cut 1,750
3rd cut 1,996
4th cut 1,249
5th cut 1,757
6th cut 1,857
7th cut 1,238
8th cut 1,213
9th cut 1,258
10th cut 794
4.5 Summary
The MILP model RESCOM is developed with the purpose in mind of assisting local
authorities in understanding the best allocation of resources for urban scale residential
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energy system retrofits. The presented algebraic model provides a flexible framework
for including/excluding technologies and relationships. Data constraints force a consid-
eration of the spatial and temporal granularity from the beginning. In the test case of
Haringey Borough, parameters are available for the division of time into years, seasons,
and hours, and the division of space into wards of four to five thousand residences.
Boundary conditions of the model are calibrated against data available at this level of
granularity. Output from a practical test case is given.
The output from the modelling must be considered with respect to possible limitations of
the model due to the assumptions. The minimum/maximum rate of retrofit constraints
as well as the limit on the number of CCGTs per node are found to be active, artifi-
cially constraining the model. This suggests care should be taken when interpreting the
details of how many technologies to install, and rather the focus could be on the type of
technology — e.g. centre attention from the BAU scenario on the fact that in 2014 the
best solution is to provide loft insulation in wards 1,3, and 18. Furthermore, the thermal
energy output from the distributed supply side technologies is limited by the assump-
tions on load factor, efficiency/COP, available area for installation, and unit capacity.
The supply side technologies in Table 3.1 are each modelled for only one capacity size
(e.g. 12 kW for GSHPs). This is in contrast to energy system optimization models with
more than one technology size per technology type (e.g. see Rafaj and Kypreos (2007)).
Nonetheless and with the assumptions in clear view, the results of RESCOM show that
sound optimization of urban scale problems is possible today and what insights can be
gained from an optimization-based analysis.
It is shown that RESCOM is tractable for a reasonable optimality gap, where traditional
optimizers are employed to solve the runs. Certain modelling techniques have been
introduced to ensure reasonable solution times: Techniques include reducing the number
of available nodes for investments in CCGT plants, restricting mass flow to between
neighbouring cells, and summing over all nodes when requiring that heat demand is
supplied at particular temperature intervals. Certain initially non-intuitive results are
presented: borough wide installation of CCGT plants to take advantage of the high
electricity prices associated with a high gas/electricity price scenario. Pathways are
provided in the low carbon scenario to achieve significant reductions in residential energy
bills.
Due to the uncertainty analysis of the high gas/electricity price scenario, it is seen that
variability in the assumed heating demand profile of residences affects the investments in
CCGT plants while purchases of new condensing boilers are quite stable. This suggests
that new condensing boilers are a safe investment in each of the scenarios. In addition,
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energy is being wasted by overuse of electricity backup heating. Electric heating is less
efficient than combustion/use of fuels at source to provide the same service.
Preceding further discussion of the above points, the results of LAPM are given in the
following chapter.
Chapter 5
Results for urban scale workforce
allocation
Results from solving LAPM follow from employing the software package BARON (version
9.0.2) which in turn calls the NLP solver MINOS (version 5.51). LAPM is programmed
in the software package GAMS based upon the formulation in section 3.5. The solution
strategy of the MINOS optimizer is detailed in Appendix A. The remainder of this chapter
provides both the output for deterministic optimized solutions and the results from an
uncertainty analysis of key parameters. The question of whether the composition of the
solution is robust or not will be answered. As in Chapter 4, the test case is located in
Haringey Borough, while the input data are provided in section B.3. In this research,
the utility suppliers are considered to be the energy suppliers — otherwise known in the
UK as the gas and electricity suppliers.
Optimization runs are employed to obtain the optimal workforce allocation for installing
smart meters across the London Borough of Haringey in the time period 2014 – 2019.
During this period all of the existing 197,608 ‘dumb’ meters in Haringey (ONS, 2013)
must be replaced by smart meters. Note that the combination of a home area net-
work (HAN), wide area network (WAN), metering device, and in-home display (IHD) is
termed a ‘smart meter’. There are seven energy suppliers who are in charge of single-
phase electricity and/or low-pressure gas meter maintenance and replacement. Each
optimization run pits the ensuing installation strategies against one another: i) install
the meters as late as possible so that the installation costs will be highly discounted (be-
cause of the 3.5% discount rate, described in section 3.4.2), or ii) replace meters as soon
as possible to reduce energy bills and existing meter reading/maintenance costs. Energy
suppliers must choose the optimal number of employees to upskill, hire as skilled, or
hire and then train. Further to this challenge, the workforce wage cost due to travelling
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time between meter installations will increase as the density of meters to be installed
declines in the later stages of the scheme.
5.1 Scenario results
The first scenario allows any combination of meter operatives (MOPs) in order to meet
the 2019 meter installation target. MOPs are the workforce under analysis in this re-
search, and are assumed to be employees of the energy suppliers. MOPs can comprise
the existing internal workforce or be altered by, say, the hiring of new trainees or con-
tracting of qualified MOPs from the labour market. The workforce optimization was
run for Haringey for the first week of 2014, and for the years 2014 – 2019 inclusive.
Fig. 5.1 shows the cumulative installation patterns of the suppliers. Each supplier meets
their installation target without fail. A common component of the installation strategies
is to maximize the number of installations in the early years (i.e. 2014 & 2015) before
gradually adding to this cumulative total in the remaining time periods. It appears that
it is a better idea to reduce the existing costs as soon as possible (associated with meter
maintenance and usage by residential customers), rather than to wait for discounted
costs in later periods. The installation trends portrayed in Fig. 5.1 correspond to an
average dual fuel meter installation rate of 6.7–9.4 installs per day. This rate is similar to
other estimates of 5–8 installs per day (The National Skills Academy, 2013; Committee of
Public Accounts, 2012), although these previous estimates did not account for overtime
(which allows an increase in the number of installations as there is more time to work
within a given time period).
As expected, when the number of installations increases across the borough, the travel
time between residential customers rises while the time per installation decreases because
the workforce learns how to install meters efficiently. Each supplier’s team of MOPs
would be expected to descend down their own learning curve for a particular type of
residence and location. Variance of installation time due to low access rates (Edge, 2012),
asbestos backboards, rotted cable tails, and other obstacles are assumed to impact MOPs
equally in any scenario. Though, for the majority of installations, it is assumed that
learning will occur resulting in reduced installation times as the number of cumulative
installations increases (i.e. the MOP becomes experienced). The total installation time
averaged over all meter types by the three workforce categories is shown for energy
supplier s1 in Fig. 5.2. The initial reduction and subsequent increase in the combined
time of travelling to a customer’s property, removing the incumbent dumb meter, and
replacing it with a new smart meter is perhaps most apparent for a trainee. The average
total time of installing a smart meter for supplier s1’s trainee workforce drops from
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Figure 5.1: Cumulative installations by supplier s1, . . . , s7, where s1 is the former
incumbent supplier and suppliers s2, . . . , s7 are new entrants since the full deregulation
of the energy market. The time periods represent the first five days of 2014 and the
years 2014 – 2019, with the five days coloured grey and the six years coloured black.
4.1 hours (hrs) on the first day in 2014 to 1.17 hrs by 2016, before increasing to 1.41 hrs
in 2019. Note that the lower bound on total time of installation is 1.02 hrs (0.77 hrs
for the installation and 0.25 hrs for the travelling time, based upon Eqs. (3.61) & (3.57)
respectively). The cost of reading meters follows a similar trend. Initially, as shown in
the first panel of Fig. 5.3. the average cost per meter read drops because the reading
of meters becomes increasingly automated due to cumulative smart meter deployment
across the borough. Towards the later stages of the scheme, the cost of meter reading
increases as the distance between subsequent customer reads lengthens (because the
customer density drops per supplier). Also illustrated in Fig. 5.3 is the relationship
between average annual residential energy bills and cumulative installations. The initial
residential energy bill drops steadily, by 2.3% in total, as measured at the end of the
scheme. So far, the deployment strategy, average time per installation, and impact on
cost of reading meters and customer bills have been presented. Perhaps of most interest
to the energy suppliers is the optimal workforce allocation.
The optimal allocation has largely the same pattern for each supplier. The internal
workforce is gradually replaced, by a mix of trained MOPs contracted from the labour
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Figure 5.2: Average total time of installation of dual fuel smart meters for supplier
s1’s workforce.
market and of new trainees, because of savings in salary available. Take the example
of supplier s1’s workforce. At the end of the fifth day in 2014, the supplier employs six
meter installers: two electricity meter installers, two gas meter installers, and two dual
fuel meter installers. The annual salary of these six internally employed installers equals
£158,000 — see Table B.18 for workforce salary costs. By the end of 2015, two of these
internally employed installers have been replaced by external installers and, including the
cost of training and redundancies, the annual salary equals just over £151,000. Annual
salary appears to be the main driver of decisions on workforce allocation, as described
by the existing cost EC variable in LAPM’s objective function — shown in Eq. (3.44).
Similar results are reported for the other suppliers, and the majority of the mixture is
made up of trainees on permanent contracts, displayed in Fig. 5.4. Whilst this plan may
seem unrealistic at first, it should be noted that there is a significant amount of ‘churn’ in
the marketplace, particularly as incumbent low-pressure gas meter installers and single-
phase electricity meter installers transfer to contracts dealing with higher gas pressures
and three-phase electricity respectively, as this is the assumed career progression for
installers as they gain hands-on experience with low-pressure/single-phase meters.
The total costs for this scenario are shown in Table 5.1. The results of two further
scenarios are also provided: i) an “internal only” scenario where no hiring of trainees is
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Figure 5.3: Changes to meter reading costs and residential energy bills compared
against the rate of cumulative installations of dual fuel smart meters in Haringey Bor-
ough.
allowed, and ii) a “shared learning amongst the workforce” scenario in which the learning
rates are due to the total of cumulative installations for all suppliers. As expected,
without hiring of new trainees the scheme would be considerably more costly. It can be
seen that shared learning amongst MOPs, for example in a distribution network operator
(DNO) led scheme, would provide the cheapest solution — although only a marginal
saving is available. This final point is taken up briefly in section 5.1.1.
Table 5.1: Objective function values for the scenarios.
Model run Total cost (M£)
Mixed workforce 7.68
Internal only 8.41
Shared learning amongst the workforce 7.61
5.1.1 Comparison of technology deployment policy
Two alternative strategies underlying new technology deployment policy are compared
in this section. The governments of Great Britain (GB) and the Republic of Ireland (IE)
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Figure 5.4: Optimal changes to workforce category w by supplier sr for the mixed
workforce scenario.
have both mandated that every residence must have smart meters installed to replace
existing gas and electricity meters before the year 2020. MOPs are sub-contracted/fully
employed by energy suppliers in GB and by the DNO in IE. In GB, suppliers are tasked
with leading the pace of the deployment, during the period 2014 – 2019. IE’s deployment
will be managed by the DNO.
LAPM is utilitized to assess the impact of shared learning under a DNO led scheme
compared to a competitive model whereby suppliers’ MOPs each have to build up their
own experience. Two runs of the NLP model were completed with the IE and GB
schemes in mind, with Haringey Borough taken as a proxy for large scale deployment.
The average learning rates from these two alternative strategies are given in Fig. 5.5.
As to be expected, the supplier led run has a slower pace of learning than in the shared
learning scheme. Reductions in cost due to savings on installation time of approximately
1% of total workforce costs are predicted by the model. While this may be small, the
savings would expect to add up on a national or even an urban scale, e.g. in GB there
are six main energy suppliers who would likely use the same crew of MOPs across
the country in a ‘street-by-street’ scheme. Savings are to be expected due to reduced
overheads associated with personal protection equipment, vans, et cetera. if using the
same crews across an area. The significance of such a small improvement on installation
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Figure 5.5: Comparison of learning rates for workforce in a supplier led and a network
operator led (‘shared learning’) smart meter deployment policy for Haringey Borough.
time should not be overstated yet this case study helps to prove, in addition to RESCOM,
that resource planning models can be modelled at urban scale.
The costs of both schemes are considerable, at £10,850 million for GB (DECC, 2011)
and £800 million for IE (CER, 2012), and the economies of scale associated with shared
learning implicit in an area-by-area approach should be modelled. With such large sums,
it will pay to ensure the policy is cost efficient.
What is unclear from this and the preceding section is to what degree the parameters
impact upon the structural stability of LAPM’s output. To this end, section 5.2 describes
the results of an uncertainty analysis using Sobol′ sampling from selected parameter
distributions.
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5.2 Uncertainty analysis
This section describes the results of an uncertainty analysis performed on LAPM to
describe the output variability with respect to the input variability. The process under-
taken is that illustrated in Fig. 3.3.
5.2.1 Identifying parameters of interest and describing parameter vari-
ability
The parameters for the uncertainty analysis are chosen based on prior tacit experience
obtained from experimenting with the parameters of the model. The parameters and
their distributions are given in Table 5.2. The uniform and triangular distributions
are chosen to represent key parameters on account of the lack of publically available
information on which to form empirical distributions. Whilst the uniform distribution
infers ‘maximum ignorance’, and the triangular distribution provides an only slightly
improved ‘most likely’ estimate, there are not sufficient historical data obtainable on
which to base other distributions.
Table 5.2: Parameters chosen for the uncertainty analysis and their distributions.
Note U(min,max) is the uniform distribution, and T(min,max,mode) is the triangular
distribution.
Source Parameter Distribution
(The National Skills Academy, 2013) Training time (years) U(0,3)
(The National Skills Academy, 2013) Hiring time (years) T(0,6,1)
(Edge, 2012) Access rate (%) T(30,100,60)
(Personal communication, 2012) Learning curve linear segments U(0,3.8)
(The National Skills Academy, 2013) Retirement rate (%) U(4,12)
Author estimates Overtime cost (£ per hr) T(11,82,37)
(HM Treasury, 2011) Discount rate U(0.035,0.1)
Author estimates Average travel time (hrs) T(0,0.75,0.25)
5.2.2 Generating a sample and results from LAPM
As with RESCOM, a sample is generated by employing Sobol′ sequences in the software
package R for each of the uncertain parameters. A total of thirteen thousand scenarios
are created, read as input into GAMS, and solved by calling BARON. The resulting values
of the objective function are plotted as a histogram in Fig. 5.6. The parameters found
to significantly affect the value of the objective function are the discount rate and the
average travel time between customer premises. As expected, the objective function
value decreases with larger discount rates because 1(1+r)t simply acts as a scaling factor
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Figure 5.6: Histogram of the value of LAPM’s objective function. Thirty bins of
values are used.
(where
∞∑
t=0
1
(1+r)t =
∞∑
t=0
1
r (1 −
1
(1+r)t ) =
1
r ). As also anticipated, the average travel time
between customer premises has a significant impact on the objective function, increas-
ing the value of the function when the amount of travel required between residential
customers grows.
Perhaps more interestingly is the impact on the solution structure — i.e. the number of
active workforce at the end of the scheme. Fig. 5.7 displays the histogram of workforce
category w for each supplier s in the year 2019. It can be seen that the solution remains
relatively stable for each of the scenario runs. Practically none of the suppliers opt
to invest in workers from the labour market, instead choosing to split their workforce
allocation strategy between internal upskilling of existing employees and hiring of new
trainees. The total number of the workforce ranges between 4–6 MOPs for the suppliers
with smaller shares in the borough (s2, . . . , s7), and 6–12 for the former incumbent
supplier, s1. Given these results, the computational experience is concisely summarized
in section 5.3.
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Figure 5.7: Histogram of values of total number by workforce category w for supplier
sr in the year 2019.
5.3 Computational experience
LAPM comprises 4,330 variables, 2,736 constraints (of which out of the total 252 are
nonlinear constraints and of the total 951 are inequality constraints), and 14,013 non-zero
elements. The cardinality of the largest sets is provided in Table 5.3. The computation
Table 5.3: Selected set cardinalities in LAPM.
Set T sr j k w p
Cardinality 12 7 4 3 3 3
time for a typical run of LAPM is approximately two minutes (one hundred and thirty
seconds), indicating that computing capacity is not restrictive. Indeed, if robust data
on the share of residential gas and electricity meters under contract to each supplier
were accessible, spatial nodes i could be introduced into LAPM. Such information is
obviously commercially sensitive, and at the current time is not obtainable. So, with
these limitations in view, a summary of research findings is given in section 5.4.
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5.4 Summary
The NLP model LAPM is formulated for the purpose of optimizing workforce allocation
strategy at urban scale. The agent for the objective function is the utility supplier.
LAPM is based in part upon the aggregate planning model and is adapted for the
specific purpose of organising the logistics of several categories of employees deploying
new technologies on customers’ properties. Results have been given for a practical
example. The replacement of nearly two hundred thousand smart meters in Haringey
Borough demonstrates the functionalities of the model. Data constraints are overcome by
aggregating residences to the borough level, while indexing by workforce categories and
technology type provides detailed workforce allocation for employers. Further detailed
modelling would require information on the number of meters per supplier in each ward
— data that is currently unavailable. A summary of an outcome of this modelling
exercise is that it has been possible to use an optimizer with a reasonably unrestricted
model.
Results from LAPM are as expected. The work allocation algorithm proposes a straight-
forward agenda: replacement of existing incumbent employees with cheaper trainees.
The differences in salary amongst categories of workforce are the primary motivation
for replacing existing employees. This is true for all the suppliers. The solutions appear
structurally robust with respect to sampling of selected parameter values. Computing
resources are not a constraint. However, the solutions must be assessed with respect to
the assumptions, as was the case with RESCOM. In particular, several nonlinearities
have been approximated using linear relationships. For instance, the maintenance cost
described in Eq. (3.52) has k linear representations of a nonlinear relation, a suitable
method for convex functions being minimized in the objective function. The results
obtained from a linear version of the maintenance cost would be similar to the nonlinear
version because the nonlinear function being approximated is smooth (i.e. continuous
over the domain of interest). However, the impact of the linearization of the nonlinear-
ities on the solution accuracy is further discussed in next chapter, alongside the other
implications drawn from this and the preceding chapters.
Chapter 6
Discussion
The research questions of this thesis are whether sound optimization of urban scale
problems is possible today and what insights could be gained from an optimization-
based analysis. Following a review of previous work on optimization of resources at the
urban scale, described in Chapter 2, two major research objectives were obtained: (i) to
construct an urban energy model with a focus on heating systems of residences from the
point of view of a local authority, and (ii) to formulate a workforce planning model for
large scale technology deployment schemes of utility suppliers. Two models were built
to meet these objectives, entitled RESCOM and LAPM respectively. The development
of the two optimization models is detailed in Chapter 3. Both are applied to real world
case studies located in the London Borough of Haringey, and the analysis of the results
of running these models is given in Chapters 4 & 5. The modelling outcomes and the
insights are discussed in this chapter, starting with a discussion on RESCOM, followed
by one on LAPM, and concluding with a general discussion on the use of optimizers to
manage resources at the conceptual stage of designing urban retrofit programs.
6.1 Discussion of RESCOM
RESCOM is a MILP built for the purpose of modelling multi-year retrofit programs in
residential energy systems at urban scale (i.e. at the scale of hundreds of thousands of
residents). The model is formulated for local authorities, with the assumption that they
may use the program of results both to inform decisions on investing in technologies in
publically owned housing and to help understand the implications of certain technology
retrofits in privately owned residences and in centralized heating plant. The objective
function of RESCOM, as in LAPM, is the minimized discounted cash flow for all costs
and income during the period. The only modelled income is that from selling the power
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from a combined heat and power plant — if such an investment is chosen in the optimal
solution.
Residential heating demand is modelled for a generic residence in each spatial node
for daily and seasonal time periods, using a steady-state thermal model based upon
the elemental areas and thermal transmittance values, ventilation conductance, and the
temperature difference between the centre of the building and the external air tempera-
ture. An innovative thermal transmittance (‘U-value’) balance is employed to represent
the impact of investments on the existing transmittance value. The influence of a de-
mand side technology, for instance roof insulation, is estimated using a weighting by the
expected impact of that technology on each residence type assumed contained within
the generic residence. The heating demand must be satisfied within an energy balance,
where positive contributions may be obtained to supply this energy by means of op-
erating/using distributed supply side technologies, storage, and/or centralized heating
networks.
Within RESCOM there are a number of novel contributions provided. First is the use
of a replacement parameter ω in Eq. (3.22). Instead of using two separate variables
to symbolize the removal and installation of technologies respectively, only one invest-
ment variable is required — the impact of an investment may be mapped from one
technology type sp onto another technology type sp′. If the removal and installation of
technologies are modelled by integer variables, then this replacement parameter will save
valuable computational time as the computational complexity of MILPs and MINLPs
grows exponentially with the number of discrete variables (Kallrath, 2009). A second
major contribution is the employment of on-site temperature in renewable supply side
technology constraints and in heating demand constraints.
Eq. (3.27) displays the calculation of GSHP COP as a function of changeable source
and sink temperatures. The source is the soil and the sink is the outlet. The difference
between the outlet temperature and the soil temperature provides the temperature lift
required to be provided by the heat pump. The expression is based upon empirical data
in Staffell et al. (2012) and, to the author’s knowledge, has not been previously included
in large scale optimization models of residential energy systems. The solar thermal
collector efficiency is also modelled based on temperature, shown in Eq. (3.29), based
upon the British Standards calculation of instantaneous efficiency (BS, 2006). In this
case air temperature and collector temperature are used. With regard to temperature
in this class of model, the third incremental improvement is offered in Eq. (3.11). Here,
the calculation of thermal energy demand in residences is a function of the difference
between the operative temperature at the centre of building θc and the air temperature
outside the building θao. The external air temperature varies by time period, modelled
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for the test case as average temperature for six daily periods and four seasons per year
— as shown in Table B.11.
Aside from the additions to existing modelling work described above, other minor contri-
butions include the following: (i) application of a tortuosity factor to allow for augmen-
tation of distance, accounting for the fact that services in urban areas usually follow the
tracks of surfaced roads (Hall, 2002; Fouquet and Pearson, 2006), (ii) use of one generic
residence type in accordance with the available data (ONS, 2013; DECC, 2013b), for
initial calibration of incumbent boilers and elemental areas of buildings, (iii) enforcing
a constraint on the available green space for horizontal GSHPs, given in Eq. (3.26),
and (iv) restricting non-neighbouring nodes from interacting with one another (see sec-
tion 3.4.8). With these contributions in mind, the limitations of RESCOM are critically
discussed.
A key question to be answered is the relative importance of the scope and assumptions
in RESCOM to the interpretation of the results. Firstly, RESCOM only models the
heating systems of residential energy systems. Commercial and industrial buildings are
omitted. This is perhaps the most important limitation placed upon the model because
potential interactions of the heat flow between commercial, industrial, and residential
buildings are not considered. In RESCOM the heat flow is currently modelled arising
from aggregated output of the distributed technologies in residences and the district
heating network. This model component could be improved by permitting mass flow
integration of waste heat from other local heat sources, such as industrial buildings, into
the heating distribution network (e.g. see Kapil et al. (2012)). Furthermore, there are
existing efforts to obtaining sufficient appropriate data on non-residential buildings, for
example using the list of buildings from the Valuation Office Agency in the UK (Taylor
and Rylatt, 2012).
However, the inclusion of additional building types would likely lead to an increase
in the number of variables and constraints. For example, the thermal energy demand
TEi,t of spatial nodes i and time periods t would likely be indexed by an additional set
representing buildng type, say set B. All variables and parameters pertaining to building
type would be multiplied by the new set, e.g. b × i × t. As mentioned in section 4.4,
there are currently almost 700,000 constraints and 600,000 variables (including nearly
4,000 integers). While RESCOM currently solves in under an hour (see Table 4.4), it
is likely that the addition of another set would force a reduction in the existing set
cardinalities. One possible candidate would be set I, the spatial node set, with 19 set
elements representing the wards in Haringey Borough (see Table B.1). This in turn
relates to the assertion derived from the literature review of section 2.3 that the level
of technical detail in optimization modelling is partially restricted by the spatial scale
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of the system in question. Still, this is partly conjecture and further work is required
on optimization modelling of industrial, commercial, and residential energy systems at
urban scale in order to prove this claim.
Aside from the scope of RESCOM, the assumptions should be discussed. The most
important to consider are those of only using linear relationships (i.e. employing a MILP
in place of a NLP or MINLP), the choice of cardinality and associated duration of set
elements in the representation of time, and the impact of aggregating residences into a
generic residence type for each spatial node. Each of these assumptions places caveats
on the implications of the results.
First, the absence of nonlinear relationships in RESCOM is not estimated by the author
to have a large impact on the results at the scale of wards (circa 4,000 - 6,000 resi-
dences) but will result in questionable results if assessing the implications for individual
streets/residences. At the conceptual stage of design, which is assumed by the author
an appropriate stage of design for urban scale strategic retrofit modelling, the thermal
energy demand of a generic residence can be modelled as a linear function of the heat
loss characteristic of a generic residence and the temperature difference of the building
and the external environment. The steady-state simple thermal model employed for this
purpose is well known to building service engineers (CIBSE, 2006). However, other lin-
ear representations of nonlinear relationships, for instance the assumption of a fixed rate
of heat loss ι and pressure loss Υ in Eqs. (3.35) & 3.39 respectively would require the
use of a MINLP model to provide more accurate details (see the Thesis of Weber (2008)
for examples). In general it can be said that at later stages of design, and at smaller
scales where more detailed data is available (e.g. on resource consumption), nonlinear
relationships should be employed; if for instance describing: latent heat thermal energy
storage in buildings (Zhang and Huang, 2007), intermittent heating control (Hazyuk
et al., 2012) or inverter control (Ooka and Komamura, 2009), and/or organic Rankine
cycles (Pelet et al., 2005). Still, for the purposes of RESCOM, the linear relationships
are thought sufficient although the results supplied for heat loss and pressure loss should
be considered carefully in light of the use of constant parameters rather than optimized
values.
Second, the decision on the number of temporal set elements and their associated dura-
tion, will greatly influence the output of RESCOM. For the case study of Haringey Bor-
ough, six daily time periods during four seasons over eight years are chosen — detailed
in Appendix B. The time periods are assumed sufficient for representation of the crucial
periods of the day and year when space heating and domestic hot water is presumed to
be required: early morning (7am-9am), lunchtime (12pm-1pm), and evening (6pm-9pm).
The thermal energy requirements for space heating during these time periods are not
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been weighted by expected usage but rather are a function of the temperature difference;
however, the thermal energy requirements for domestic hot water are weighted by us-
age coefficients from Weber and Shah (2011). This combination of thermal energy as a
function of temperature and an exogenous domestic hot water profile is thought suitable
for providing a realistic thermal energy demand in residences. Yet, alternative methods
exist and, in the literature on conceptual stage optimization modelling, there does not
appear to be an agreed upon method for choosing the optimum number of time periods
to represent residential energy demand. A suggested further line of research would be to
compare the impact of few versus many time periods, e.g. per day and per type of day
(work-day versus weekend)). The use of seasons rather than months is thought by the
author a suitable representation of the fluctuations in temperature and insolation for
the purposes of RESCOM as the differences between these levels of time disaggregation
are thought to be negligible.
On the third and final assumption discussed in detail here, the description of individual
patterns of usage may be important to consider. The current aggregation of residences
permits initial calibration of the starting values for boiler efficiency and elemental areas
using ward-level gas and electricity consumption data. The resulting pattern of usage is
considered accurate at the ward-level, but not at the individual level. Standard heating
profiles are available for individual residences based upon assumptions on occupancy
and usage patterns (Yao and Steemers, 2005) but there is typically a diversity in the
patterns of usage, e.g. for appliances (Strbac, 2008). It is likely that a form of proba-
bilistic treatment would be required to extrapolate the results from real-world individual
heating profiles to form standardized heating profiles for larger numbers of residences.
What would be gained as a result? Perhaps more robust data and insights into possible
nonlinear energy demand behaviour, but most likely with limitations on applicability as
a result of the sampling process. Still, the point of this paragraph is not that individual
consumption patterns should be ignored. Another avenue of future research is the in-
corporation of robust data for use in aggregated presentation of residences in large scale
optimization models.
With the above discussion in place, the focus is now on the results obtained from
RESCOM. Supplied in Chapter 4, the output is shown with respect to Haringey Bor-
ough during the period 2014 – 2020 for four scenarios, ten near-optimal solutions, and
an uncertainty analysis. There are a number of general insights that can be inferred
for this type of optimization model. The knowledge gained from the optimization-based
analysis refers to the following: (i) the relative importance of the constraints on the re-
sults, (ii) which technologies are favoured and why, and (iii) the impact of the objective
function on the solution. These are briefly discussed in turn.
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Binding constraints with a strong influence on the modelling results include the maxi-
mum rate of retrofit on demand side technologies and the maximum number of CCGTs.
Both constraints artifically constrain further investment in the BAU scenario and the
high gas/electricity price scenario respectively. In particular, the number of loft insula-
tion and CCGT plant is restricted. The implication is that the results are sensitive to
both of the aforementioned constraints, and further work on this topic is recommended
— e.g. to assess the impact of removing both of these active constraints.
Certain technologies are favoured for investment in RESCOM, for instance loft insula-
tion. The rationale is straightforward: the loft insulation provides the highest increase
of insulation when weighted by elemental area by unit cost (in units of £ per W / K).
An extension to the existing thermal transmittance balance may influence this result —
the inclusion of insulation type and thickness for each demand side technology; hence
potentially providing a richer solution pool for RESCOM to draw results from. CCGT
plants are primarily chosen on account of income sold from the generation of electricity
negating their high capital costs. This is a function of the terms in the objective function
as given in Eq. (3.3).
One can argue against a mono-objective function for a large urban area on account of the
heterogeneity of agents residing and operating within cities (Giddens, 2009). Still, it was
chosen to model RESCOM for a single decision maker on the assumption that a local
government had the authority to invest in publically owned residences and had the power
to incentivize, but not force, investments in private residences and in centrally managed
heating plant. This is not thought by the author to be an outrageous assumption.
Still, the results of RESCOM are highly influenced by the decision to include income
from the centralized plant. A further analysis of the impact of this component of the
function could be carried out using multi-objective optimization, which appears to be an
increasingly common approach to take when modelling energy systems (Diakaki et al.,
2010; Asadi et al., 2012; Fazlollahi et al., 2012).
In summary, a large scale MILP entitled RESCOM has been produced for modelling the
retrofit of residential energy systems over the long term. The various contributions of
this work have been discussed as have the limitations of the research. It is recognised
that this work is not a complete answer to the question being studied but simply part
of the answer. As such, several areas of future work are recommended. The following
section provides a similar critique and discussion with regard to LAPM.
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6.2 Discussion of LAPM
A NLP model called LAPM has been developed by the author in order to optimize the
strategic planning of workforce allocation for utility suppliers at urban scale. Previous
optimization studies have not tackled the problems associated with optimal deployment
of new technologies in large scale and long term installation programs for utility sup-
pliers. LAPM builds upon the aggregate planning model (Hanssmann and Hess, 1960)
and extends this basis by incorporating various novel elements for the context of utility
suppliers. The contributions are discussed below. The case study is located in Haringey
Borough, wherein seven suppliers must manage their workforce to install smart meters
in place of the existing 197,608 gas and electricity meters. The objective function is the
minimization of a discounted cash flow of all operating and capital costs associated with
the meters — i.e. minimizing the NPV due to existing and new technologies.
An installation target which must be met by the suppliers is the motivation for the
model, shown in Eq. (3.45). The suppliers are free to meet this target in any time period
but they are limited by the amount of working time available for their workforce: see
Eq. (3.56) and note that this contains the bilinear term due to the product of the number
of installations and the total time per installation (NP × T ). Additional overtime may
be purchased up to an upper bound (assumed by the author at 730 hrs per installer per
year). The time taken to install a meter is allowed to vary by meter operative category
and is modelled by Eq. (3.61) using a linearized version of the power law described in
Eq. (3.60). The overall workforce for installing these meters is allocated using a choice
of training, hiring, and firing of installers — illustrated in Eq. (3.22).
The contributions of LAPM are incremental improvements made to existing approaches,
as with RESCOM. The primary additions are as follows: (i) allowance for workforce
category and technology type in the learning curve of installation experience, (ii) em-
ployment of a computationally efficient workforce training parameter, and (iii) inclusion
both of access rates to customer properties and of time to travel between installations.
These additions are discussed in turn before the limitations of the model are given.
Eq. (3.61) shows the linear version of the nonlinear Stanford B power law (see Eq. (3.60)),
a power law that accounts for prior experience at the beginning of the installation scheme.
The maintenance cost described in Eq. (3.52) is also a linear approximation of a nonlinear
relationship. This linearization is not expected to cause any significant problems as both
the installation time and the maintenance cost are minimized by means of the variables
in the objective function and because the nonlinear functions being minimized are convex
(Williams, 1999). The addition of Eq. (3.61) to the standard workforce planning model
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allows the rate of learning for different tasks and categories of workforce to be explicitly
accounted for.
An employee training parameter ǫ allows for the impact of training an employee XT on
one technology type p onto another p′. As with the case of the replacement parameter
ω in RESCOM, this is assumed to reduce the computational time required to solve the
respective model on account of a reduction in the number of variables. However, the
impact on the computing time of LAPM because NLP models are not as sensitive to
continuous variables as MILP/MINLP models are to integer variables, although NLP
are at risk from falling into local optima if the convergence iteration starts at a poor
initial solution (Kallrath, 2009). Still, it is thought more efficient to model the training
of employees by employing the product of a parameter and a variable rather than using
two separate variables – for an example of the latter approach see Wirojanagud et al.
(2007).
The third contribution is the representation of travelling time written in Eq. (3.57).
Travelling time is a function of the cumulative number of installations relative to the
total targeted number of installations. In the test case in Haringey, the initial travel
time is assumed as 0.25 hrs rising to 0.5 hrs when all installations are complete. The
access rate parameter ω accounts for the assumption that certain residential properties
will require a second visit to install the meters. In the test case this additional time is
estimated at 0.15 hrs (Personal communication, 2012). The impact of increasing travel
time as the installation program progresses is to reduce the number of meters that can
be installed because the available working hours in the time period will stay the same
(unless overtime is purchased). Other than the contributions detailed above, there is a
minor contribution as follows: accounting for a time delay between the time of training
and when an employee is available for work. The limitations of LAPM are now briefly
sketched.
The scope of LAPM is limited to the meter operatives. This immediately negates other
potentially relevant resources, such as the equipment (Gagnon and Sheu, 2003). This
is not thought to greatly influence the relevance of the outputs of LAPM, under the
assumption that existing meter operatives contracted under a supplier will pass on their
personal protection equipment and vehicles, et cetera to their replacements if redundan-
cies occurred. Nonetheless, the modelling of equipment as a resource for utility suppliers
is advised by the author. The other limitations are technical modelling concerns.
Aside from the limitation imposed by the linearization of nonlinear relationships de-
scribed previously, there is also the question of whether a suitable number of temporal
set elements were chosen. LAPM is modelled for five days and seven years, with the
set cardinality of T shown in Table 5.3. However, output at the level of years may
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not be sufficient for utility suppliers when planning for their future workforce. Indeed,
previous studies have typically used months as the primary time period (Wirojanagud
et al., 2007; Fowler et al., 2008) with a planning time horizon of typically six months
to one year (Corominas et al., 2012). Future work could address the lack of monthly
workforce allocation scheduling in LAPM by adding an extra set to denote a monthly
time element.
The final limitation important to the analysis of results from LAPM is that of assuming
that only learning occurs with new technologies. Forgetting is a well-known phenomenon,
for instance in the management science literature (Bailey, 1989) and in the project
management field (Lam et al., 2001), and has been applied using rates of decay to
workforce planning (Gagnon and Sheu, 2003). The assumption in LAPM that the time
taken to install a smart meter only can stay the same or reduce is perhaps over optimistic.
As a result, it is recommended that future research employs forgetting as an explicit
component of the learning curve of the workforce. Keeping all of the above discussion
in perspective, the outputs from the optimization runs of LAPM are now discussed.
There are three primary insights derived from the results of Chapter 5. First, the cost of
salary seems to be the motivating factor for decisions on workforce allocation. Second,
marginal reductions in cost can be made if the meter operatives shared their learning.
Third, the solution structure stays the same for a series of varying sampled parameter
values. These three items are explained in the following paragraph.
In general, the results of the optimization demonstrate that the optimal workforce allo-
cation plan is to remove the existing internal workforce and replace them with a mix of
trained operatives and new trainees. The reason for this is simple. The annual salary of
the workforce is the dominant driver choice, as illustrated in the case of the total cost
salaries in the years 2014 and 2015 given in section 5.1. Even after summing up the cost
of training and redundancies, there is still a reduction of £7,000 in total costs. Further
analysis on this insight could be useful to determine at what level does the trainee salary
become too high for replacement of the incumbent installers.
A potentially policy relevant insight is the slight predicted reduction in cost due to
the 1% savings on total workforce costs, where savings are due to the suppliers’ meter
operatives enjoying the benefits of all their cumulative experience instead of each set of
meter operatives traversing their own learning curve. This relates to the so-called ‘street-
by-street’ centrally managed policy versus a competitive supplier led smart meter rollout
(Jennings, 2013a). However, the practical implications are not worked out here and such
is the small cost reduction that its significance should not be overemphasized.
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The final insight concerns the structural stability of the solution. The results from
the uncertainty analysis using sample generation via Sobol′ sequences are provided in
section 5.2. It is clear that the workforce allocation stays approximately the same for
each of the scenario runs. All suppliers replace their incumbent workforce with newly
trained/hired workers. This uncertainty analysis shows that LAPM appears to pro-
vide the same solution for a large range of parameter values: distributions are given in
Table 5.2. However, the probability distributions of annual salaries of the workforce cat-
egories have not been sampled and given the importance of salary costs to the workforce
allocation this is a further avenue of research that should be explored.
In summary, a NLP called LAPM has been built by the author for the purpose of
modelling the workforce allocation of energy suppliers in large scale technology retrofit
programs. Both the additions to previous academic knowledge and the limits of the
new model have been detailed. The final section of this chapter summarizes some of the
key issues to be considered during the formulation of optimization models for resource
planning in urban energy systems.
6.3 Optimization models for resources planning in urban
energy systems
The hypothesis put forward as a result of the research described in this work is that
optimization software can be employed for modelling resources planning at the large
scale. In general, the construction and solution of an optimization model may reveal
relations not initially known, understood or apparent from the start. It is argued here
that modern optimizers can provide useful end-products to relevant decision makers. The
audience in mind for RESCOM and LAPM are local authorities and energy suppliers
respectively. However, the assertion of usefulness must be measured with caveats in
mind. The context, and related advantages and disadvantages of using MILP and NLP
optimization classes are presented. These are briefly listed below before each is expanded
upon in the subsequent narrative. The list is derived from the discussion of RESCOM
and LAPM in the previous two sections:
• Limitations that the tool places upon the formulation,
• Assumptions on steady-state behaviour,
• Data availability and the aggregation principle,
• Reducing computation time while maintaining modelling fidelity,
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• Sensitivity of conclusions to data error, and
• Stability of the solution structure.
The initial step in structuring the constraints of an optimization model requires knowing
the limits of the modelling tool. It is of course equally important to understand the
purpose of the model prior to setting out (Brown and Rosenthal, 2008), but the tool
itself will often require subtle reframing of the problem. Take the example of RESCOM.
Modern MILP optimizers are indeed powerful. Programs with up to approximately ten
thousand integer variables may be solved to optimality on modern computers in relatively
short periods of time, but this is subject to the structure of and number of degrees of
freedom in the model (see the ‘Travelling Salesman’ problem (Mitchell, 2009)). Due to
the nature of the branching algorithm employed by commercial solvers, the solution times
of integer programs are difficult to predict. Branching algorithms are so-called ‘exact
algorithms’ and have exponential running times (Kacem and Kellerer, 2011). Alongside
the bounds on the number of integer variables, MILP optimizers require all constraints
to be linear. In the case of RESCOM, the initial intent was to model the thermal
energy systems in all types of urban buildings in the UK climate. However, commercial
and public buildings tend to have mechanical air-conditioning/ventilation systems, while
residential buildings do not (Peacock et al., 2010). As mentioned in section 3.4, there
are dynamic relationships required to calculate sensible space cooling loads, e.g. where
the space cooling between subsequent days using a cyclic model is employed to predict
a limit state (CIBSE, 2006). As a result, the scope of RESCOM is limited to residential
energy systems, because these systems can be suitably modelled using linear equations
representing space heating requirements. The limited scope may miss out the advantages
to residential heating from considered heat cascades from industrial/commercial waste
heat at higher temperatures, and further work is recommended on this area, as discussed
previously. In LAPM, the power law typically cited to represent learning curves is
linearized. The impact on accuracy is negligible where there are a sufficient number of
linear segments and few dramatic changes in the nonlinear curve being estimated. The
advantage of linearization is that tractable models can be formed.
Both MILP and NLP classes introduce a second disadvantage (and associated advantage)
when employed for strategic planning: the discretization of time forces assumptions on
steady-state behaviour. RESCOM’s supply side technologies operate during six periods
per day, summed together for each of the four seasons in a year. The importance
of this choice is discussed in section 6.1. A system wide efficiency is used to convert
gas/electricity input to energy output in the form of heat. The question is whether
representation of operating a technology during an extended period in a day using a
constant efficiency is suitable. Regarding heating of residential buildings in the UK,
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gas boilers are to be found in the majority of homes. The standard heating profile
of a residence is at least bi-modal with peaks in the morning and evening (Yao and
Steemers, 2005; Wang et al., 2009). Hence, boilers are designed to cope with sudden
on/off operation negating any significant start-up losses through the casing or the flue
— implying a constant efficiency over say a two hour period is a reasonable assumption.
However, employing a constant efficiency assumes that the efficiency is not strongly
related to the part-load behaviour of the technology. For a boiler, chosen points on
the part load curve are weighted to form the average efficiency (CIBSE, 2006). For
technologies not considered in this research, such as in the case of an absorption chiller,
the dependency of the efficiency on the capacity of the technology in operation should
be modelled. In summary, the discrete intervals to describe periods of operation leads to
a loss of information due to an assumption of steady behaviour of the technologies, and
may miss certain tight spots during operation. However, at the concept design stage,
constant parameters will provide suitably accurate results for the residential technologies
under consideration in RESCOM.
The next point of note concerns data availability and subsequent aggregation of resi-
dences. It has been discovered that, in the UK, at the scale of one hundred thousand
residences (or two hundred thousand meters), acquiring data is more of a problem than
obtaining sufficient computing software. Data has been particularly hard to obtain on
thermal transmittance values, gas and electricity consumption, and customer share by
energy supplier. Sensitivity to customer privacy and commercial confidentiality are the
likely reasons for this information gap. Thus, the approach taken is to aggregate resi-
dents up to a scale at which suitable data are accessible. In the case of LAPM, this is
at borough scale, and for RESCOM at individual ward scale. Similarly for representing
time, parameters are summed together to supply values for six non-uniform periods per
day in RESCOM (see section B.2). As a result of the aggregation principle being em-
ployed, the minutae of individual patterns are ignored but this may matter less than at
first glance, given the constant shifting nature of residents in urban areas (Grimm et al.,
2000; UN, 2012). Nonetheless, the inclusion of reliable data from individual residences
is discussed in section 6.1 as a topic for future work.
RESCOM and LAPM supply transparent solutions on technology investments and work-
force allocation respectively by employing powerful optimizers: the branch and cut al-
gorithm and the projected Lagrangian algorithm. Adding optimization to consultants’
spreadsheets, civil servants’ synapses, and other tools can only supplement existing mod-
els rather than override them. The author fully agrees with the statement of Anderson
(1972): “at each level of complexity entirely new properties appear, and the understand-
ing of the new behaviors [sic] requires research which is as fundamental in its nature
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as any other.” Whilst both the ability of simulation programs and the parallel process-
ing capability of the brain are impressive, optimization provides another robust tool to
help systematically make decisions for forward-looking cities. This robustness is per-
haps measured by the maturity of the tool (Dantzig, 1963; Reklaitis et al., 2006) and by
the considerable progress in the available computing power (Bixby, 2002). In its initial
stages, only small sized programming problems could be considered (ten equations in
1950, 10,000 equations by the mid 1960s (Wolfe, 1968)), but progress in solution al-
gorithms, commercial software, and digital computing has led to the current situation
where hundreds of thousands of equations may be solved relatively quickly. LAPM is
solved in under five minutes while RESCOM in under an hour, for a NLP with nearly
five thousand variables, and a MILP with nearly six hundred thousand variables and
almost four thousand integer variables respectively. However, beyond typical procedures
such as scaling of non-zero coefficients (Williams, 1999), certain modelling techniques
are deployed in order to achieve efficient solution times.
Firstly, implicit in the software packages themselves (CPLEX for RESCOM, and BARON
for LAPM) are a range of heuristics employed by default. Strictly speaking, the optimiz-
ers are not exact algorithms, and commonly use non-deterministic solution procedures
in the later stages of the solution process. The relaxation induced neighbourhood search
heuristic in CPLEX is one such example (IBM, 2009). Other manual strategies to reduce
solution time are touched upon in Chapter 3. Real-world constraints include reducing
the number of available nodes for investments in CCGT plants, restricting mass flow pre-
optimization so that it can only occur between neighbouring cells, and summing over all
nodes when requiring that heat demand is supplied at particular temperature intervals.
A simple rule of thumb introduced is whether the value of the variable will exceed two
hundred. For values over two hundred, the variable can be safely defined as continuous
and the resulting output rounded to the nearest integer value. Modelling at the ward
level of an urban area makes this choice easy for defining the number of technologies
as continuous because the average number of residences per node is equal to four to
five thousand in RESCOM and even higher in LAPM. Another smart modelling choice
concerns equations containing state and event variables, such as the technology balance
in RESCOM shown in Eq. (3.22). The state variable in this equation is the number of
technologies of a particular type and the event variable is the investment in a technology
type. To reduce the number of integer variables in the model, one simply supplies an
integer value to the initial state of a technology (e.g. there are 5,000 non-condensing
boilers in ward x at t = 0), and then defines the event variable as integer and the state
variable as continuous. A further useful short-cut is where modelling of interventions
makes use of a replacement parameter, a flexible component that can be used to model
any replacement ratio between incumbent and new resources (e.g. existing and trainee
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employees). The underlying thought is to minimize the degrees of freedom (particularly
those of the integers) while maintaining the fidelity of the constraints.
The final two topics of discussion on methodology refer to sensitivity of the conclusions
to error in the input data, and to the constancy of solution structures. The former is
taken up first. An analysis of the performance of the model has been undertaken via both
scenario and uncertainty analysis. Running uncertainty analysis on each parameter is
thought unproductive, although Williams (1999) recommends that the only satisfactory
method of sensitivity analysis in integer programming is to run additional optimization
models with changed coefficients. Rather the author believes that, through tacit ex-
perience certain parameter distributions can be pre-selected for analysis. Results show
where the uncertainties which matter most in LAPM and RESCOM exist. In RESCOM,
the number of technologies chosen, their operating schedules, and associated results are
most responsive to the values of the gas and electricity prices, and the rate of retrofit.
LAPM’s workforce allocation and smart meter deployment strategy are most sensitive to
the discount rate and the average travel time between residential properties. However,
further research is required on the sensitivity of RESCOM to the inclusion of additional
demand side technologies and on the influence of salary costs to the results of LAPM.
In summary, for such models it is these and the above highlighted parameters which
should be afforded most attention. The last discussion topic is now broached.
RESCOM and LAPM are planned for use at the earliest stage of designing a strategy
for retrofitting technologies. Specifically, the author has in mind design briefs/tender
documents for the local authority and human resource strategy for the energy supplier
respectively. Most important at this stage is taking a strong position on the strategy
going forward. Details on hourly operating schedules of centralized heating plant or
precise workforce movements would likely be superfluous to requirements. In any case
it is expected that the bidding parties, for example energy service companies or meter
operative companies, will present their own detailed proposals later in the process. So,
the output of RESCOM and LAPM should not be compared on a least cost basis, but
rather on common features of the solution. Near-optimal alternatives and uncertainty
analysis provide malleable techniques for this comparison. Post-optimization, it is found
that LAPM’s suggested hiring of new trainees is a common solution for nearly all of the
runs. In slight contrast, RESCOM provides different plans for investments in CCGT
plant and GSHPs dependent on the constraining scenario. Centralized plant is chosen
when gas and electricity prices are high, while GSHPs are purchased for achieving a low
carbon target. In addition, integer cuts from the optimized high gas price scenario show
that essentially the same structure of technologies with different locations of centralized
plant will meet the same objective. Interestingly, the location of the four CCGT plants
does not matter for reaching this objective value because it is assumed there is no
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opportunity cost attached to the locations. In summary, of the several methods used for
analysis it is posited that pre-selected scenarios are the most useful for arriving at the
weak points in a borough’s strategy. Near-optimal alternatives and uncertainty analysis
are most useful for stress testing the models.
In conclusion, it has been shown that optimizers can be applied at urban scale to manage
resources. Two innovative models have been presented, carefully balancing the integra-
tion of technical details with consideration of their practical usefulness and relevance. A
number of previous gaps in the literature have been addressed. However, further work is
required on several aspects of the models. Notwithstanding, the models provided in the
model and applied to the case study of the London Borough of Haringey are innovative
additions to the current state of knowledge in large scale optimization modelling.
Chapter 7
Conclusions
7.1 Conclusions
The overarching question tackled in this thesis is whether or not resource planning for
urban energy systems can be modelled using modern optimization modelling capabilities.
Resource planning at urban scale was chosen as a research topic because it is a relatively
topical subject and due to the fact that it allows the modelling of many interacting
systems — permitting models with many thousands of variables to be constructed. The
focus was placed on strategic retrofit plans for urban energy systems in part because they
are strategic problems requiring multiple annual time periods in the planning horizon.
Two very different aspects of urban energy systems were addressed: the optimal utility
supplier workforce for large scale deployment of new technologies, and the best use of
resources for large scale retrofitting of existing residential energy systems for the audience
of a local authority.
A review of previous work on optimization of these aspects was undertaken from which
two major research objectives were derived. On the one hand, an urban energy model
was to be developed for residential energy systems at the scale of hundreds of thousands
of residences. On the other hand, a workforce planning model on large scale technology
deployment schemes was to be constructed. To meet the research objectives, these
aspects of resource planning in an urban environment were considered by building two
optimization models, a MILP and a NLP respectively, as listed below:
RESCOM Residential Energy System Concept Stage Optimization Model, and
LAPM Learning in the Aggregate Planning Model.
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These models provide novel extensions to existing frameworks using sound formula-
tions allowing for computational efficiency and the use of available data. RESCOM
has demonstrated the integration of both distributed and centralized supply side tech-
nologies, and demand side technologies. A replacement parameter provides efficient
modelling of removal and installation of technologies, while the efficiencies/COP of re-
newable supply side technologies are calculated as a function of temperature difference.
Likewise for thermal energy demand. LAPM has shown the combination of learning
rates alongside workforce capacity planning and a technology installation balance. Al-
lowance is made for the different categories of workforce and for the types of technology,
and both access rates to properties and travelling time between properties are accounted
for.
In order to help prove the hypothesis, LAPM and RESCOM have been applied to large
scale real-world case studies in Haringey Borough. The results of the optimization runs
are analysed by several methods: scenario analysis, uncertainty analysis, and integer
cuts — yielding interesting findings. These findings should be considered carefully, for
example because LAPM’s workforce allocation appears primarily motivated by the salary
cost of the employees. However, the allocation is stable for a large range of samples
from selected parameter distributions. Similarly, RESCOM’s choice of demand side
technologies seems to be driven by the reduction in thermal transmittance as weighted
by cost and building element area. In addition, the inclusion of income in the mono-
objective function influences the investments in CCGT plant.
In summary, certain conclusions can be drawn as a result of the development and ap-
plication of the models. It has been found that MILPs and NLPs are useful classes
of optimization model for urban scale management of resources. Sound optimization
formulations for urban scale problems are possible today. Caveats remain on the inter-
pretation of the results due to the assumptions and scope of such models. Nonetheless,
the novel contributions of RESCOM and LAPM provide strong improvements to exist-
ing work in this area. This thesis is thought to provide an interesting contribution to
the field of energy systems optimization, but further work is suggested in the following
section.
7.2 Suggested further work
There are various extensions to LAPM and RESCOM recommended in Chapter 6, and
the major avenues for further work are re-iterated here together for clarity. First, the
scope of each model should be widened to include the equipment of utility suppliers,
and commercial and industrial buildings respectively. The expanded range of the models
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could permit a greater understanding of the role of equipment capacity constraints and of
the potential for use of high temperature waste heat for residential buildings respectively.
Second, in both LAPM and RESCOM certain assumptions and set selections should be
studied further in order to understand the impact of varying time periods on the outputs.
The relative importance of the cardinality and duration of time periods could be further
analysed. Increasing LAPM’s temporal granularity to include months is one suitable
line of attack. Comparing both exogenous heating profiles and endogenous demand due
to temperature differences for thermal energy requirements on work-days and weekend
days in RESCOM is another potentially suitable avenue of research.
Third, the cost motivators determined during the analysis of the results need further
research. In particular, insights on the exact impact of the salary costs of workforce
categories in LAPM could be uncovered in a further uncertainty analysis. In RESCOM
there is likely to be additional findings as a result of an enlarged technological universe
of demand side technologies. The use of an empirical relationship to model insulation
thickness versus cost would be appropriate, akin to employing a capacity power law (Voll
et al., 2012) or an investment cost function (Pelet et al., 2005) for a similar purpose.
Appendix A
Optimizers
This appendix contains brief details of the optimizers employed to solve the specific
classes of mixed integer linear programming (MILP) and nonlinear programming (NLP)
models developed in this thesis. Readers are referred to standard textbooks for addi-
tional information on the underlying theory (e.g. see Nemhauser and Wolsey (1999)
and Bertsekas (1999)). The results for RESCOM in Chapter 4 are obtained using the
optimizer in the package ILOG CPLEX (version 12.1.0). This MILP solution algorithm is
sketched in section A.1. The results shown in Chapter 5 for LAPM are due to the so-
lution algorithms found within MINOS in the package BARON (version 9.0.2). Section A.2
provides the algorithm employed to solve this form of NLP model.
A.1 MILP optimizer
The CPLEX Mixed Integer Optimizer solves mixed integer programming (MIP) mod-
els using the general but robust branch and cut algorithm. The branch and cut algo-
rithm is a combination of the cutting plane method and the branch and bound algorithm
(Mitchell, 2009). These methods solve relaxed linear programming representations of
the original integer programming problem. The building blocks of the branch and cut
optimizer are listed below and then briefly elucidated upon (IBM, 2009):
Relaxation of the MILP into a corresponding linear program (LP),
Branching from the relaxed MILP,
Cuts on the relaxed MILP by introducing inequality constraints, and using
Heuristics if required until an optimal solution is obtained, or until a stopping criterion
is reached.
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Each of the above blocks is now described in more detail. Firstly, the general form of a
linear mixed integer programming problem is written as the following (Nemhauser and
Wolsey, 1999):
min
x,y
c⊺x+ d⊺y (A.1)
subject to b1 ≤ A1x+A2y ≤ b2 (A.2)
l ≤ (x, y) ≤ u (A.3)
x ∈ Rp+, y ∈ Z
n
+, (A.4)
where Rp+ is the set of nonnegative real p-dimensional vectors, Z
n
+ is the set of non-
negative integral n-dimensional vectors, bi, c, d, l, and u are constant vectors, Ai are
constant matrices, and x = (x1, . . . , xp) and y = (y1, . . . , yn) are continuous and integer
variables respectively. Eq. (A.1) respresents the objective function, Eq. (A.2) provides
the constraints, and Eq. (A.3) the bounds to the variables.
Given this general form, it should be noted that the integrality conditions imposed by the
use of integer variables make MILPs harder to solve than LPs. The major drawback to
using MILP for modelling systems is that there is no standard formulation or analytical
solution. The combination of polytypes, formed from LP constraints, and lattices, from
integrality conditions, provide an intersection which is currently complex to compute
(Williams, 2009). So, a smart branching and cutting algorithm is used by CPLEX in
place of the worst-case full enumeration approach. The blocks of the algorithm are
sketched in the following text.
The initial step is to ignore the integrality constraints of the MILP problem, such that
a corresponding LP is generated. The simplex algorithm is a robust matrix pivoting
strategy for solving LPs (refer to Dantzig (1963)). The fully relaxed MILP is the so-
called ‘root’ of the solution tree. From this root, a series of continuous subproblems
are formed along separate branches of the tree. The branching vertex on which to
search for (better) integral solutions can be chosen by the solver on the basis of depth
or breadth. In the depth based approach, the current branch is enumerated until no
better solutions are found. A breadth based approach seeks the best vertex from the
set of immediately available vertices. Other solver options include preprocessing, ‘dive’
strategies, and solver emphasis on optimality or feasibility.
In the situation when the solution to the relaxed MILP still has one or more vari-
ables with fractional values (i.e. non-integer), CPLEX will introduce cutting planes. This
method was first introduced by Gomory (1958), and involves progressively excluding
non-optimal solutions of the initial polyhedron until the convex hull of integer solutions
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is found. In other words, cuts are constraints that remove areas of the feasible region
(defined by the set S = {x ∈ Rp+, y ∈ Z
n
+, b1 ≤ A1x+A2y ≤ b2}).
After the introduction of a cutting plane(s), if the solution to the problem still contains
non-integer values for integer variables, CPLEX will branch onto a selected fractional
variable to form two new subproblems (IBM, 2009). For instance, for binary variables,
one subproblem will fix the variable at 0, while the other will fix the variable at 1. The
general process of forming subproblems is described by Belegundu and Chandrupatla
(1999).
Let us assume that an integer variable yi has a fractional value in the current relaxed
solution. Let yi be represented by Eq. (A.5):
yi = I + αi (A.5)
where I is the largest integer bounded by yi and αi symbolizes the fractional part
(0 < αi < 1). Two additional constraints are brought in as bounds on the integer
variable, given in Eqs. (A.6) & (A.7):
yi ≥ I + 1 (A.6)
yi ≤ 1 (A.7)
Each of the conditions shown by Eqs. (A.6) & (A.7) introduce separate subproblems to
be solved. Both subproblems will require an integer solution for the integer variable yi
where the solution is feasible.
The solution of the subproblems may result in an all-integer solution to the original
MILP, in an infeasible solution, or in another solution containing fractional values for
the integer variables. Where the solution is fractional, CPLEX will repeat the above
process (IBM, 2009). If required, heuristic algorithms are introduced to help find a
solution quicker.
Heuristics offer fast solutions but without guarantees on their quality. In addition, their
computing time is not guaranteed to be polynomial as in the case of solving general in-
teger programs using traditional optimizers (Garey and Johnson, 1979), but good solu-
tions may be found quickly. Commonly applied heuristics include the relaxation induced
neighbourhood search (RINS) heuristic. RINS is a strategy to explore a neighbourhood
of the existing solution to try and find a better optimal solution set. It essentially trun-
cates the number of possible vertices explored in the search of the solution tree. The
default setting is that CPLEX decides when to implement RINS, and typically is rarely
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applied in practice. More details are available from the optimizer manual produced by
IBM (2009).
A.2 NLP optimizer
MINOS is a LP and NLP solver, written in Fortran and called from BARON when employing
GAMS. MINOS is designed with the intent of solving large scale constrained optimization
problems. Such a NLP in general form is that defined by Eqs. (A.8), (A.9), (A.10), &
(A.11), which respectively represent the objective function, nonlinear constraints, linear
constraints, and bounds on the variables of a NLP (Murtagh and Saunders, 2003):
min
x,z
F (x) + c⊺x+ d⊺z (A.8)
subject to b1 ≤ f(x) +A1z ≤ b2 (A.9)
b3 ≤ A2x+A3z ≤ b4 (A.10)
l ≤ (x, z) ≤ u (A.11)
(x, z) ∈ Rp+ (A.12)
where Rp+ is the set of nonnegative real p-dimensional vectors, bi, c, d, l, and u are
constant vectors, Ai are constant matrices, F (x) is a nonlinear function containing some
of the variables, and f(x) is a vector of nonlinear functions. z are the linear variables,
and x represent the nonlinear variables. With this general formulation in mind, the
optimizer employed by MINOS is briefly discussed.
MINOS works best where the nonlinearities are smooth and almost linear (i.e. they will
not change dramatically for small changes in the values of the variables). For the NLP
supplied in section 3.5, where the only nonlinearities are in the constraints (i.e. F (x) =
0), MINOS uses a projected Lagrangian algorithm (Robinson, 1972) to solve the problem.
Similar to the process for solving MILPs by branching upon a relaxed solution, the
Lagrangian algorithm solves iterations of linearly constrained subproblems. Each of
the subproblems contain linearizations of the nonlinear constraints, in addition to the
original linear constraints and bounds (shown in general form by Eqs. (A.10) & (A.11) re-
spectively). The steps taken in the projected Lagrangian method are as follows (Murtagh
and Saunders, 2003):
Linearization of nonlinear constraints by replacing the vector of nonlinear func-
tions f(x) with its linearized approximation — making use of a Jacobian matrix,
Solution of the resulting subproblem using the reduced-gradient method,
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Computing the search direction for the reduced-gradient algorithm and finding a
suitable step length,
Updating the estimates of the variables, Lagrange multipliers, and the penality pa-
rameter, and
Iterating until optimality or until a stopping criterion is met.
The following paragraphs describe these steps in more detail, although the reader is
referred elsewhere for more detail (Bertsekas, 1999).
We start at the kth iteration of the NLP optimizer. Let (xk, zk) be an estimate of the
variable values, and let λk be an estimate of the Lagrange multipliers (i.e. dual variables)
of the nonlinear constraints f(x). These constraints are linearized by replacing f(x) with
a linear approximation f¯(x, xk), as shown in Eq. (A.13):
f¯(x, xk) = f(xk) + J(xk)(x− xk) (A.13)
or more concisely as f¯ = fk + Jk(x − xk), where J(xk) =
(
∂f(xk)
∂xk
)
is the Jacobian
matrix evaluated at xk. The resulting subproblem is then given as follows (Murtagh
and Saunders, 2003):
min
x,z
F (x) + c⊺x+ d⊺z − λ⊺kfd +
1
2
ρk ‖ fd ‖
2 (A.14)
subject to b1 ≤ f¯ +A1z ≤ b2 (A.15)
b3 ≤ A2x+A3z ≤ b4 (A.16)
l ≤ (x, z) ≤ u (A.17)
(x, z) ∈ Rp+ (A.18)
where fd is the difference between f(x) and its linearization. The objective function
shown by Eq. (A.14) is the so-called ‘augmented Lagrangian’. ρk is a penalty parameter,
and the entire term involving this parameter is called a ‘modified penalty function’.
Each of the subproblems, represented by Eqs. (A.14), (A.15), (A.16), & (A.17), is solved
utilizing the reduced-gradient method (Lasdon and Waren, 1978). The resulting lin-
earized constraints take the following form:
(
Jk A1
A2 A3
)(
x
z
)
+
(
s1
s2
)
=
(
Jkxk − fk
0
)
(A.19)
where si are slack variables employed to convert all inequality constraints into equality
constraints (i.e. equations). Eq. (A.19) can be referred to as Ax + Az + s = b, in a
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similar manner as the use of slack variables in the simplex algorithm (Dantzig, 1963).
The Jacobian Jk is treated as a sparse matrix, making use of the same procedure as for
the matrices A1, A2, and A3. An approximate solution (x¯, λ¯) is then determined for the
kth subproblem.
Note that the reduced-gradient algorithm requires a suitable search direction, such that
the signs within λ¯ may have to be changed. The basic idea is that the gradient of a
function at a point (i.e. partial derivative of f at xk) provides the (local) direction of the
largest increase in the function and is normal to the contour of the function at the point.
The search direction towards a stationary/saddle point is obtained from the negative of
the gradient. A search direction can be defined as (∆x, ∆λ) = (x¯ − xk, λ¯ − λk). The
question of a suitable step length must then be broached. If the step length is too large,
then the value of the objective function may be increased. Too small and an onerous
number of iterations may have to be run. In MINOS, a step length σ is chosen such that
a merit function M(x, λ) has a suitable value at the point (xk + σ∆x, λk + σ∆λ).
The final step of the iteration is to update estimated values of the variables, Lagrange
multipliers, and the penalty parameter at step σ. This process is continued until an
optimal solution is found or a stopping criterion is satisfied.
Appendix B
Haringey Borough
B.1 Introduction
Haringey Borough in north London, UK, was chosen as the location of the test case for
the following reasons:
• It is suitably large, with ninety thousand one hundred and seventy (90,170) oc-
cupied residences and one hundred, ninety seven thousand six hundred and eight
(197,608) gas and electricity meters (ONS, 2013).
• Haringey is a particularly accurate representation of London and other urban
areas in the UK, as it has a polarized mix of professionals and unskilled residents
(Haringey Council, 2013b).
• Haringey Council was one of the first local governments in the UK to set a CO2
emissions reduction target, committing to save 40% against a 2005 baseline by 2020
(Haringey Council, 2012). The emission target is not sector-specific, although
in this study it is assumed that the residential sector would contribute a 40%
reduction against its 2005 emissions.
The author worked with Haringey Council to help understand the problem, the data
available, and the framing of potential solutions (Jennings, 2013b). The resulting
test case considers the strategic retrofitting of the borough during the period 2014 –
2019/2020. The year 2011 is the year used for assigning values for sets, parameters, and
the initial values of the variables. The borough covers an area of 29.6 km2 containing
more than two hundred and fifty thousand residents (ONS, 2013). In LAPM, these resi-
dents are aggregated into a single spatial node at the borough scale, while in RESCOM
residential buildings are represented by nineteen nodes, as numbered within the polygon
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boundaries shown in Fig. B.1. Each node represents a ward, which is essentially an
electoral district of a borough. The following sections in turn detail the input data for
RESCOM and LAPM.
Figure B.1: Schematic of Haringey Borough, disaggregated into nineteen nodes by
ward boundaries.
B.2 Data for RESCOM
The main decision variables in RESCOM are the number of distributed and central-
ized heating technologies to invest in, and the number of demand side technologies
to purchase. Each investment is indexed by technological, spatial, and temporal sets.
The technology sets, subsets, and set elements are constituted as defined in Table 3.1.
The spatial set comprises nineteen nodes as mentioned in the previous section. The
population-weighted centroids of the nodes, and the wards they represent, are given in
Table B.1. In addition, the pre-selected nodes available for centralized plant installa-
tions (i.e. CCGT plant) are provided, based upon a previous consulting study in the
area (AECOM, 2010).
The temporal set T is subset into non-uniform but hierarchal sets of years y, seasons s,
and daily time periods h. Specifically, there are one hundred and ninety-two time periods
in this case (8 years × 4 seasons × 6 daily time periods), which is considerably less than
the seventy thousand and eighty hourly time periods in eight years. The daily time
periods are non-uniform based on previous work (Weber and Shah, 2011; Samsatli and
Jennings, 2013) and thought sufficient to model the key periods of the day when heating
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Table B.1: Population-weighted centroids by ward in Haringey Borough (ONS, 2013)
and wards available for installation of centralized plants (AECOM, 2010).
Node Ward Pop.-weighted Pop.-weighted Centralized
name easting northing plant permitted?
1 Alexandra 529,275 190,508
2 Bounds Green 530,283 191,247
3 Bruce Grove 533,330 189,995
4 Crouch End 529,871 188,234 Yes
5 Fortis Green 528,079 189,785
6 Harringay 531,495 188,807
7 Highgate 528,537 187,864
8 Hornsey 530,357 189,208 Yes
9 Muswell Hill 529,142 189,181
10 Noel Park 531,429 190,139
11 Northumberland Park 534,151 191,211
12 Seven Sisters 533,305 188,270 Yes
13 St Ann’s 532,358 188,808
14 Stroud Green 531,024 187,869
15 Tottenham Green 533,530 189,136 Yes
16 Tottenham Hale 534,312 190,105 Yes
17 West Green 532,346 189,881
18 White Hart Lane 532,682 191,110
19 Woodside 531,368 190,897 Yes
is likely to be required: 7am-9am, 9am-12pm, 12pm-1pm, 1pm-6pm, 6pm-9pm, & 9pm-
7am (periods h2, . . . , h6, & h1 respectively). The seasons of winter, spring, summer, and
autumn are divided into the following months: December – February, March – May,
June – August, and September – November.
The existing technology set in 2011 comprises incumbent gas boilers, electric storage
radiators, and electric immersion heaters — as based upon governmental statistics (ONS,
2013). Building elements are provided with starting thermal transmittance values (i.e. U-
values) and a given share of triple pane window glazing and forms of insulation, weighted
by residence type in each ward. New supply side technologies include condensing boilers,
solar thermal collectors, horizontal ground source heat pumps (GSHPs), and combined-
cycle gas turbine (CCGT) plant. It should be noted that while this list of technologies is
by no means exhaustive, it is thought suitably representative of the generic commercial
alternatives currently available for large scale retrofit projects in the UK. Also notice that
a time delay of one year between decision and implementation is employed in Eq. (3.22)
for investments in solar thermal collectors and GSHPs, and two years for investments in
centralized plant and associated equipment.
The 2011 building element thermal transmittance values are weighted by residence type
for each node (EST, 2010b; ONS, 2013) and are validated against 2011 gas/electricity
consumption values for the borough (ONS, 2013; DECC, 2013b), as no estimates of
thermal transmittance are available at the scale of individual wards. Table B.2 provides
these values and other demand side parameters for node one. The values for technology
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replacement parameters for supply side technologies used in Eq. (3.22) are provided in
Table B.4. Note that a horizontal GSHP can replace either type of boiler.
Table B.2: Selected demand side parameters for node one.
Source Parameter Symbol Value
(CIBSE, 2006) Ventilation conductance Cv 33 W/K
(Nowak, 2009a) Centre of building temperature θc 288.65 K
(CIBSE, 2002) External design air temperature θdesignao 268.15 K
(EST, 2010b; ONS, 2013) Initial door U-value U‘1’,‘t1’,‘door’ 3.12 W/m
2.K
(EST, 2010b; ONS, 2013) Initial external walls U-value U‘1’,‘t1’,‘walls’ 1.26 W/m
2.K
(EST, 2010b; ONS, 2013) Initial floor U-value U‘1’,‘t1’,‘floor’ 0.57 W/m
2.K
(EST, 2010b; ONS, 2013) Initial glazing U-value U‘1’,‘t1’,‘glazing’ 4.51 W/m
2.K
(EST, 2010b; ONS, 2013) Initial roof U-value U‘1’,‘t1’,‘roof ’ 1.16 W/m
2.K
The impact of a demand side technology investment on a building element’s thermal
transmittance (U-value) is described within Eq. (3.14). The values for the five building
elements (floor, loft (roof), wall, window, and door) are provided in Table B.5. It should
be noted that the pre-retrofit and post-retrofit U-value by residence type and by building
element are not obtainable, and hence national figures from the Energy Savings Trust
are employed (EST, 2010b). The residence type used to obtain estimates of U-values
in each ward — where the number of residence type are available by ward (ONS, 2013)
— are as follows: solid walled detached house, 1950s semi-detached house, period mid-
terrace house, and 1980s mid-floor flat. The costs of each insulating technology, as well
as the cost per product of area and U-value AU are provided in Table B.3. The cost
equation is shown in Eq. (3.6) for the supply side distributed technologies, while the
equation for calculating changes to the existing thermal transmittance U is provided in
Eq. (3.14). Note that the cost per UA (in units of W / K) is shown rather than the cost
per U (in units of W / m2.K), because the product of thermal transmittance U by area
A will impact the overall cost efficiency of a demand side investment to reduce the peak
heat loss and thermal energy requirements.
Table B.3: Selected demand side cost parameters for node three (EST, 2014; ONS,
2013; EST, 2010b; DCLG, 2009).
Wall Triple Loft Door Floor
insulation glazing insulation
Cost (k£) 7.0 10 0.4 0.1 0.7
Negative impact on U-value (W / m2.K) 1.17 3.68 1.23 2.06 0.42
Area of building element (m2) 33 6.0 75 4.0 75
Cost per UA (£/ W / K) 181 453 4.3 12 22
The residential technologies are calibrated based upon government estimates of the en-
ergy systems and consumption in each ward. The modelled and actual consumption
are given side-by-side in Table B.6. The average relative error between modelled and
actual consumption for the nineteen wards equals 6% for gas and 0% for electricity,
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Table B.4: Technology replacement parameters for supply side technologies.
Incumbent Solar Condensing Horizontal
non-condensing thermal boiler GSHP
boiler collector
Solar thermal collector 1
Condensing boiler -1 1
Horizontal GSHP -1 -1 1
Table B.5: Assumed impact on building element thermal transmittance (W/m2.K)
by demand side technology (EST, 2010b), weighted in each ward by residence type:
detached, semi-detached, terraced, and flat/maisonette (ONS, 2013).
Node Floor Loft Wall Triple Door
insulation insulation insulation glazing insulation
Floor Loft Wall Window Door
1 -0.42 -1.01 -1.07 -3.47 -2.12
2 -0.41 -0.86 -0.90 -3.56 -2.09
3 -0.42 -1.23 -1.17 -3.68 -2.06
4 -0.41 -0.71 -0.73 -3.64 -2.06
5 -0.42 -0.92 -1.01 -3.41 -2.13
6 -0.41 -1.00 -0.97 -3.68 -2.05
7 -0.42 -0.83 -0.84 -3.61 -2.06
8 -0.41 -0.94 -0.90 -3.75 -2.03
9 -0.41 -0.99 -1.02 -3.55 -2.09
10 -0.41 -1.26 -1.20 -3.69 -2.06
11 -0.41 -1.00 -0.96 -3.69 -2.05
12 -0.41 -1.11 -1.08 -3.66 -2.06
13 -0.41 -1.25 -1.17 -3.74 -2.04
14 -0.41 -0.76 -0.75 -3.73 -2.03
15 -0.41 -1.05 -1.02 -3.67 -2.06
16 -0.41 -1.13 -1.09 -3.68 -2.06
17 -0.41 -1.13 -1.08 -3.70 -2.05
18 -0.42 -1.38 -1.39 -3.47 -2.13
19 -0.41 -1.13 -1.11 -3.63 -2.07
while the average absolute relative deviation equals 15% for electricity and 7% for gas.
The existing energy systems within wards are dominated by centrally heated gas fired
residences (ONS, 2013), with the share ranging between 88–94% of the total number of
houses. Approximately 87% of the space heating emitters are assumed to be employed
for providing heat to the domestic hot water (DHW) demand (Nowak, 2009b).
The minimum and maximum rates of retrofit for each technology are between 0.3% and
3.3% respectively, dependent on technology p as based upon government estimates of
historical rates (DECC, 2013c). This rate can include any single-measure retrofit, e.g. a
house in which only the window panes are replaced would be considered included in this
rate of retrofit. Table B.7 lists other selected supply side parameters. The minimum
CCGT partload was chosen on the basis that if a centralized combined heat and power
(CHP) plant is to be constructed by private owners, the primary rationale of the investors
is to make a return on their capital. Under this assumption, the CCGT plant would be
run as much as possible and would be operated as electricity-led because this provides
a higher chargeable price than heat-led operation, and based upon previous work a 70%
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Table B.6: Modelled and actual gas and electricity consumption used for space heating
and domestic hot water (DHW) provision in 2011 (ONS, 2013; DECC, 2013b), with
incumbent technology efficiency calibrated by node.
Node Efficiency Consumption of electricity Modelled Consumption of gas Modelled
of incumbent used for residential consumption used for residential consumption
boilers space heating and DHW space heating and DHW
(%) (MWh)
1 70 1,192 1,097 82,769 76,603
2 80 2,038 1,707 66,035 70,897
3 82 1,973 1,860 71,547 78,323
4 76 1,880 2,036 78,475 76,487
5 80 1,263 1,681 71,008 73,321
6 79 1,359 1,424 71,716 68,682
7 80 1,899 1,573 74,894 71,675
8 82 1,354 1,459 59,383 62,633
9 70 1,288 1,362 79,343 74,874
10 86 1,579 2,078 64,554 67,750
11 83 1,912 1,456 60,699 70,707
12 83 1,826 1,603 69,567 72,884
13 80 1,656 1,383 66,407 75,071
14 74 1,117 1,543 66,486 72,056
15 84 2,003 1,803 65,377 72,159
16 86 2,082 1,776 59,450 71,163
17 84 1,469 1,352 61,266 58,819
18 86 2,368 2,032 54,453 70,649
19 79 1,441 1,664 67,689 72,688
minimum load factor is considered appropriate (Weber and Shah, 2011). The other
parameter in Table B.7 which requires further elucidation is the linear density rate of
heat flow (in MW/km) which alongside the distance of pipeline (shown in Eq. 3.35)
determines the heat loss of the network. The value 0.06 MW/km was chosen as the
mid-point of the combined heat loss of buried district heating supply and return pipes
(where the range is 54.9 – 66.4 W/m). This value is considered a conservative estimate
as the finite-element calculation to obtain the range 54.9 – 66.4 W/m (Bohm, 2000) is
based upon a higher supply and return temperature than in RESCOM: 373.15 K versus
355.15 K in RESCOM for the supply and 333.13 K versus 323.15 K in RESCOM for
the return. The eleven temperature intervals — intervals at which total thermal power
demand (MW) must be met across the borough — are provided in Table B.8.
Table B.7: Selected supply side parameters.
Source Parameter Symbol Value
(CIBSE, 2004) Incumbent boiler seasonal efficiency η‘1’,‘incum. boiler’ 70 %
(IEA, 2004) District heating supply temp. θdh:sup 355.15 K
(IEA, 2004) District heating return temp. θdh:ret 323.15 K
(Weber, 2008) Minimum CCGT partload εmin
‘CCGT ’,t
70 %
(Bohm, 2000) Linear density rate of heat flow ι 0.06 MW/km
(Curti, 1998) Heat exchanger coefficient ϑ 8×10−4 MW/m2.K
(Weber et al., 2006) Pressure drop per pipe length Υ 300 kPa/m
(Smyth et al., 2011) Tortuosity factor κ 1.2
The soil temperature (Met Office, 2012) and assumed supply temperature of space heat-
ing (Weber and Shah, 2011) used in association with the horizontal GSHPs, as shown in
Eq. (3.27), are supplied in Table B.9. The assumed supply temperature of space heating
Appendix B. Haringey Borough 109
Table B.8: Temperature intervals assumed for analysis in Haringey Borough (Sue and
Chuang, 2004; Weber, 2008; CIBSE, 2012a).
Temperature Maximum Minimum
interval temp. temperature
D (degrees Celsius)
d1 350 100
d2 100 82
d3 82 60
d4 60 58
d5 58 48
d6 48 35
d7 35 32
d8 32 25
d9 25 20
d10 20 18
d11 18 10
is considered at the end-point, e.g. at the radiator in UK residences, and will change
with season. The soil temperature for each daily period is an average of the relevant
hourly soil temperatures at 10 cm depth for St. James’s Park weather station (World
Meteorological Organisation identification number [WMO id] 3770) for the period 1st
January 2006 – 31st December 2012. The delivery supply temperature for hot water is
assumed to be at sixty degrees Celsius throughout all periods (CIBSE, 2012a), because
in the UK boilers are designed to keep hot water above a minimum temperature for
reducing the risk of Legionnaire’s disease (CIBSE, 2006). The ratio of space heating to
domestic hot water used is 3.5:1 (Ofgem, 2008b; DECC, 2010; Ofgem, 2013) and allows
the outlet temperature of the GSHPs to be weighted by space heating and hot water
requirements.
Similarly to the seasonal and daily aggregation of temperatures for input into the GSHP
constraints, the solar thermal collectors require average values of solar irradiation. The
amount of irradiance in a period is multiplied by the duration of that period to pro-
vide the energy available, as written in Eq. (3.30). Table B.10 provides these values
for the course of a year. The solar irradiation for each daily period is calculated as an
average of the relevant hours of solar irradiation at London Heathrow weather station
(WMO id 3772) for the period 1st January 2006 – 31st December 2012, because over
this period contiguous hourly values are not available for the nearer St. James’s weather
station. The efficiency with which solar irradiation is converted into heat is modelled in
RESCOM using the British Standards equation for calculating instantaneous efficiency,
given in Eq. (3.29). The average air temperature for each period is required to calculate
this efficiency, and is provided in Table B.11. The air temperature for each daily period
is calculated as an average of the hourly air temperature recorded at St. James’s Park
weather station (WMO id 3770) for the period 1st January 2006 – 31st December 2012.
Note that the mean collector temperature is assumed at thirty degrees Celsius (Kalo-
girou, 2004), while the heat loss coefficients are obtained from averages of commercially
Appendix B. Haringey Borough 110
Table B.9: Source and sink temperatures for horizontal ground source heat pumps
(Met Office, 2012; Weber and Shah, 2011).
Season Daily Soil Space heating
period temp. supply temp.
(degrees Celsius)
autumn h1 13.95 35
autumn h2 13.82 35
autumn h3 13.72 35
autumn h4 13.73 35
autumn h5 13.8 35
autumn h6 13.96 35
spring h1 12.12 35
spring h2 11.75 35
spring h3 11.63 35
spring h4 11.64 35
spring h5 11.88 35
spring h6 12.27 35
summer h1 20.18 25
summer h2 19.75 25
summer h3 19.63 25
summer h4 19.64 25
summer h5 19.94 25
summer h6 20.36 25
winter h1 7.65 58
winter h2 7.59 58
winter h3 7.47 58
winter h4 7.42 58
winter h5 7.42 58
winter h6 7.55 58
Table B.10: Available solar irradiation (Met Office, 2012).
Season Daily Average Duration Total available
period irrad. per year irrad.
(kJ / m2) (hrs) (kJ / m2)
autumn h1 0.20 910 186
autumn h2 145 182 26,403
autumn h3 774 273 211,300
autumn h4 1,105 91 100,585
autumn h5 715 455 325,417
autumn h6 29.2 273 7,978
spring h1 10.0 920 9,237
spring h2 462 184 85,069
spring h3 1,307 276 360,700
spring h4 1,712 92 157,476
spring h5 1,319 460 606,764
spring h6 191 276 52,680
summer h1 25.3 920 23,319
summer h2 734 184 135,013
summer h3 1,578 276 435,577
summer h4 1,918 92 176,430
summer h5 1,559 460 717,304
summer h6 379 276 104,536
winter h1 0 900 0
winter h2 4.13 180 744
winter h3 272 270 73,547
winter h4 573 90 51,546
winter h5 351 450 158,132
winter h6 1.35 270 364
annual 8,760 3,820,308
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available solar thermal collectors in the UK. The emission conversion factors, used in
Table B.11: Average air temperature by season and daily time period (Met Office,
2012), and associated solar thermal collector efficiency (BS, 2006).
Season Daily Average Solar collector
period air temp. efficiency
(◦C) (%)
autumn h1 11.31 47.99
autumn h2 11.23 47.89
autumn h3 13.59 50.9
autumn h4 15.14 52.84
autumn h5 15.1 52.8
autumn h6 13.14 50.33
spring h1 8.97 44.95
spring h2 9.37 45.48
spring h3 12.01 48.88
spring h4 13.65 50.98
spring h5 14.15 51.61
spring h6 12.15 49.07
summer h1 15.35 53.11
summer h2 16.29 54.28
summer h3 18.93 57.51
summer h4 20.3 59.16
summer h5 20.81 59.77
summer h6 18.93 57.51
winter h1 5.28 40.04
winter h2 4.91 39.54
winter h3 5.88 40.84
winter h4 7.13 42.52
winter h5 7.24 42.66
winter h6 6.21 41.29
Eq. (3.40) to calculate the resultant direct/indirect CO2 emissions from the input energy
(TJ) per supply side technology, are shown in Table B.12. Emissions due to electricity
generation are allocated to the point of use — i.e. in this study electricity generation
emissions are accounted for at the residence. Note that the factors are converted into
the units of kt CO2 / TJ before running RESCOM.
Table B.12: Conversion factors for Carbon Dioxide equivalents by supply side tech-
nology (CIBSE, 2012a).
Supply side Conversion
technology factor
sp (kg CO2 / kWh )
Incumbent boiler 0.198
Incumbent electric heater 0.517
Condensing boiler 0.198
Ground source heat pump 0.517
Solar thermal collector 0
Combined cycle gas turbine 0.198
Regarding the scenarios, the doubling of gas price is not thought unreasonable given that
the average UK household gas price was 1.95 pence per kWh in 2000 and 3.97 pence per
kWh in 2009 (DECC, 2013a). The data on which the average ‘spark gap’ is calculated
is found in Table B.13, where the spark gap equals the cost of electricity divided by the
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Table B.13: Average UK household fuel prices (pence / kWh, 2009 prices) (DECC,
2013a).
Year Gas Electricity Spark gap
1970 4.39 10.07 2.29
1971 4.03 9.9 2.46
1972 3.87 9.81 2.54
1973 3.5 9.08 2.59
1974 3.04 9.31 3.06
1975 2.8 10.86 3.87
1976 3.02 11.96 3.96
1977 2.95 11.98 4.06
1978 2.8 12.34 4.41
1979 2.51 11.68 4.66
1980 2.47 12.81 5.18
1981 2.79 13.75 4.92
1982 3.22 13.87 4.31
1983 3.47 13.56 3.91
1984 3.41 13.37 3.92
1985 3.29 12.81 3.89
1986 3.24 12.59 3.89
1987 3.08 11.99 3.89
1988 2.95 11.99 4.06
1989 2.88 12.1 4.2
1990 2.88 11.84 4.12
1991 2.9 12.15 4.19
1992 2.78 12.13 4.35
1993 2.67 12.03 4.51
1994 2.84 12.06 4.25
1995 2.77 11.85 4.28
1996 2.54 11.43 4.5
1997 2.52 10.85 4.3
1998 2.32 9.55 4.11
1999 2.12 9.33 4.4
2000 1.95 8.79 4.51
2001 1.95 8.45 4.33
2002 2.06 7.96 3.87
2003 2 7.69 3.84
2004 2.51 8.81 3.51
2005 2.51 8.97 3.57
2006 3.11 10.28 3.3
2007 3.06 11.05 3.61
2008 3.5 12.4 3.54
2009 3.97 12.85 3.23
Average 2.92 11.2 3.91
cost of gas. The data used to form the normal distribution for the uncertainty analysis
in section 4.3 is provided in Table B.14. While a larger set of historical estimates would
be preferable for fitting potentially more appropriate distributions, the sample size is
thought sufficient for the purposes of RESCOM.
B.3 Data for LAPM
In 2009 Great Britain (GB) announced it would deploy smart meters to all premises
in the lowest gas end-user category and electricity profile class: premises with annual
consumption ≤ 72.3 MWh per year. In 2012 the Republic of Ireland (IE) did like-
wise. Residential customers are expected to benefit from the new technologies, with
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Table B.14: Operative temperature at the centre of the building (degrees Celsius).
Source Observation Value
ISO (1995) 1 10.0
ISO (1995) 2 12.0
ISO (1995) 3 14.0
Natarajan and Levermore (2007) 4 14.1
CIBSE (2002) 5 15.5
CIBSE (2002) 6 15.6
ISO (1995) 7 16.0
Palmer and Cooper (2012) 8 16.9
Wang et al. (2009) 9 18.0
ISO (1995) 10 18.0
Cheng and Steemers (2011) 11 18.4
Natarajan and Levermore (2007) 12 18.7
Palmer et al. (2013) 13 19.0
ISO (1995) 14 20.0
Hacker et al. (2008) 15 21.0
Arithmetic Mean 16.5
Variance 9.2
Standard deviation 3.0
assumed annual gas and electric bill savings of 2.0% and 2.8% respectively (BERR,
2007). Haringey has 197,608 domestic meters: comprising 103,630 electricity meters
and 93,978 gas meters (ONS, 2013). Each meter point has its own reference number
and contracted energy supplier for providing gas and/or electricity.
Preferably the number of customers per supplier would be available at borough or ward
level. As this data is not available (Freedom of Information request, 2012), national level
data are used to estimate the share of meters, i.e. the number of residential customers
that each supplier has under contract. At national level, the former monopoly utility
still holds the largest share of the market, at 44% of meters (DECC, 2012) and is termed
supplier s1. Suppliers outside the ‘big-6’ only hold 0.3% of the market share (Ofgem,
2008a) so these smaller players are aggregated together and termed supplier s2. The
residual share of the customer market is distributed equally among the remaining five
of the dominant six suppliers. These five suppliers are named s3, s4, s5, s6, and s7
respectively.
The total number of time periods for this case is twelve: where the first five periods
represent the initial week of the scheme in order to clearly demonstrate the learning
rates, while the next seven periods represent the seven years 2014 – 2020. The year 2020
is included to prevent any edge-effects (Williams, 1999) that stopping the model at the
end of 2019 may incur. There are assumed to be eight working hours per day and one
thousand seven hundred and sixty working hours per year (based upon two hundred and
twenty working days per year). In addition, the upper bound on the overtime worked by
each employee is set at three hours per day and six hundred and sixty hours per year.
Each supplier sr has a targeted number of smart meters to install by the end of 2019,
based upon their respective market share.
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The initial number of existing meter operatives (MOPs) per supplier is calculated using
both national level estimates of the average number of MOPs per meter (5.04−5) and the
share of dual fuel meter MOPs (30%) (The National Skills Academy, 2013) compared
to the share of single fuel meter operatives. MOPs are divided into three categories of
workforce as follows: internal, trainees, and qualified. As shown in Eq. (3.54), there is a
replacement parameter associated with the training of the workforce. This parameter,
the values of which are provided in Table B.15 by meter type, allows the impact of
the training of workforce by particular meter category to be modelled. Each category
will exhibit their own learning curve with respect to the complete process of installing
a meter. The operations of the smart meter installation process can be divided into:
Table B.15: Workforce replacement parameters by meter type. Note that dual fuel
denotes a workforce trained and qualified to work on both single-phase electric and
low-pressure gas meters.
Single-phase Low-pressure Dual fuel
electric meters gas meters meters
Dual fuel meters -1 -1 1
switching off supply, disconnecting terminals, removing and replacing the meter, testing,
sealing the meter, registering the home area network (HAN) and wide area network
(WAN), setting up an in-home display (IHD), and engaging with the customer. Initial
trials of installing smart meters did not explicitly record the length of time taken for
the whole process of installation but private communication with MOPs allows for the
use of indicative learning rates for smart meter installations (Personal communication,
2012). The learning rate equation employed in LAPM is defined by Eq. (3.60), and
by the linearized relationships shown in Fig. B.2. Note that the internal workforce is
assumed to have installed fifty dual fuel smart meters prior to the start of the scheme.
Trainees start with no previous experience, while the qualified workforce hired from the
labour market is assumed to have already travelled down its own learning curves — such
that no extra learning is necessary. Forgetting of a skill is assumed negligible in this
research (see for example Bailey (1989) for a description of forgetting with respect to
procedural tasks). The linear segments illustrated in Fig. B.2 and used in Eq. (3.61) each
have their own intercept and slope; the values of which are given in Table B.16. Note
that the qualified workforce contracted from the labour market are assumed to have
already be at the lower bound for the average time of installation. The lower bound on
the average time of installation for a dual fuel meter is forty-six minutes — 0.77 hrs.
(Personal communication, 2012).
Aside from learning rates, there are a number of other parameter inputs. These include
the time taken to hire and train the new workforce, the rate to discount costs, the
cost of meter reads, and the cost of residential electricity and gas bills. Note that the
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Figure B.2: Power law and linearized representation of the learning curve of installing
smart meters (Personal communication, 2012).
Table B.16: Intercepts and slopes of the linearized segments representing the learning
curve of installing smart meters (Personal communication, 2012).
Intercept Slope
Trainees
Line 1 3.876 -0.4013
Line 2 2.4313 -0.0852
Line 3 1.7583 -0.0248
Line 4 1.1466 -0.0051
Internal employees
Line 1 0.8679 -0.0056
Line 2 0.8443 -0.0037
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residential bills have higher values than those shown in Table 4.2, because RESCOM
is only considering residential space heating and DHW, while LAPM is calculating the
impact of a smart meter installation on the total residential energy bill. The data for
these parameters, and their sources are provided in Table B.17. Annual workforce salary
costs are estimated from industry forums as robust data from MOPs/energy suppliers
is not obtainable, and these estimates are shown in Table B.18.
Table B.17: Selected input parameters for smart meter deployment in Haringey Bor-
ough.
Source Parameter Value
(HM Treasury, 2011) Discount rate 3.5%
(ONS, 2013) Average annual domestic electricity consumption 3.71 MWh / year
(ONS, 2013) Average annual domestic gas consumption 15.3 MWh / year
(Palmer and Cooper, 2011) Average domestic electricity price 1970:2009 11.2 p / kWh
(Palmer and Cooper, 2011) Average domestic gas price 1970:2009 2.92 p / kWh
(DECC, 2012) Cost of a meter read at start of scheme £3 / meter
(DECC, 2012) Cost of a meter read at end of the scheme £9 / meter
(The National Skills Academy, 2013) Qualifying time for single-phase electricity meters 0.12 years
(The National Skills Academy, 2013) Qualifying time for low-pressure gas meters 0.18 years
(The National Skills Academy, 2013) Qualifying time for dual fuel meters 0.58 years
Table B.18: Estimated costs for workforce category w and meter type m. Note ‘n.a.’
stands for not applicable.
Workforce category: Trainee Qualified Internal
Meter type: gas elec dual gas elec dual gas elec dual
Salary (£ / year) 21,200 16,000 19,000 32,000 27,500 29,000 28,000 25,000 26,000
Hiring (£) n.a. 540 290 1,500 n.a.
Training (£) 5,385 2,885 15,000 n.a. n.a.
Redundancy (£) n.a. n.a. 7,310
Overtime (£ / hour) 27 41 37
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Nomenclature
RESCOM
Sets and set elements
ch centralized supply side technology
D temperature interval
dh district heating
dp demand side technology
dsp distributed supply side technology
e building element
el electrical
g′ growth/contraction rate
g interest rate
gsp ground source supply side technology
I spatial nodes
n lifetime of plant
P technology type
r discount rate
ret return
sh space heating
sp supply side technology
ssp solar supply side technology
sup supply
T time period
th thermal
Parameters
α operation and maintenance factor
β fuel cost (M£ / TJ)
γ number of residences
δ duration of a time period (Ms)
ǫ straight-line distance (km)
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ε load factor
ζ variable cost (M£ / unit)
η efficiency
θ temperature (K)
ϑ heat exchanger coefficient (MW / m2.K)
ι linear density of heat flow rate per unit distance (MW / km)
κ tortuosity factor
λ impact of a demand side technology
µ capacity (MW)
ν design margin
ξ average green space by technology (m2 per unit)
ρ density (kg / m3)
̺ pump size (MW)
σ irradiation (TJ / m2)
ς available green space for installations (km2)
τ technology specific temperature interval coefficient
υ thermal storage heat loss (fraction per time period)
φ network flow rates (k kg/s)
̟ heat exchanger area (m2)
χ greenhouse gas emissions factor (kt CO2 / TJ)
ψ distance between nodes (km)
ω impact of a supply side technology
Υ pipeline pressure drop per unit distance (kPa / m)
Φ technology cost (k£ / unit)
Ψ rate of retrofit
Ω time delay between investment and permitted operation (years)
a1/a2 heat loss coefficients (W / m
2.K )
c specific heat capacity of water (kJ / kg.K)
Cv ventilation conductance (W / K)
G average hourly solar power (W / m2)
Variables
CAP operating capacity (MW)
CC capital cost (M£)
DC demand side technology costs (M£)
DE district energy (TJ)
DHW domestic hot water energy required (TJ)
EH excess heat in a temperature interval (MW)
EM greenhouse gas emissions (kt CO2)
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HEX binary symbolizing the presence of heat exchangers
HL heat loss of the network (TJ)
HN heat available from a network (MW)
HT thermal power available from a technology (MW)
IE input energy (TJ)
IN income (M£)
INV number of investments in technologies
MB mass flow to buildings (k kg/s)
MP mass flow in the pipelines (k kg/s)
MT mass flow from centralized technologies (k kg/s)
NP number of technologies
OC operating cost (M£)
OE output thermal energy/electricity (TJ)
PC plant costs (M£)
PH peak heat loss (MW)
RE total residential space heating and hot water energy required (TJ)
SC supply side distributed technology costs (M£)
SH space heating power demand (MW)
ST storage of thermal energy (TJ)
TD total thermal power demand (MW)
TE thermal energy required (TJ)
TH transfer of heat between temperature intervals (MW)
U thermal transmittance (W / m2.K)
X binary representing the existence of a pipeline
LAPM
Sets and set elements
k, j linear segments
P technology type
sr utility supplier
T time period
w workforce category
Parameters
B cumulative installations prior to the scheme (i.e. at t = 0)
c, e intercept of linear relationship
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d, f, σ slope of linear relationship
xr number of retired workforce
α wages (£ per employee per time period)
β hiring cost (£ per employee per time period)
γ training cost (£ per employee per time period)
δ redundancy cost (£ per employee per time period)
ǫ employee replacement impact
ζ working hours (hours per time period)
η targeted number of installations
κ initial travel time (hours)
λ maximum travel time between installations (hours)
µ impact of installation on a customer’s expenses (£)
ς, ι delay parameter (fraction per time period)
τ overtime cost (£ per time period)
φ number of initial workforce
ω access rate parameter (hours)
Variables
EC existing workforce costs (M£)
HC hiring costs (M£)
IT installation time (hours per installation)
MC maintenance costs (M£)
NC number of cumulative technology installations
NP number of technology installations
OC overtime costs (M£)
OT overtime (hours per time period)
RC redundancy costs (M£)
T average total time per installation (hours per installation)
TC training costs (M£)
TT travel time (hours per installation)
UC residential utilization costs (M£)
XE existing workforce
XF fired workforce (i.e. made redundant)
XH newly hired workforce
XT newly trained workforce
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